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Abstract
We perform investigations into the behaviour of finite-temperature degenerate Bose gases
using a classical-field formalism. Applying the projected Gross-Pitaevskii equation ap-
proach to the description of equilibrium and nonequilibrium regimes of the degenerate
Bose gas, we consider the interpretation of the classical-field trajectories, and their re-
lation to mean-field descriptions of finite-temperature Bose condensates. We show that
the coherence of the field can be characterised by its temporal correlations, and discuss
how the symmetry-broken averages familiar from mean-field theories emerge from the
classical-field trajectories.
The major focus of this thesis is the dynamics of quantum vortices in finite-temperature
Bose fields. We show that a finite-temperature condensate containing a precessing vor-
tex in a cylindrically symmetric trap can be realised as an ergodic equilibrium of the
classical-field theory. We demonstrate the identification of the rotationally symmetry-
broken condensate orbital from the short-time correlations of the field, and show how the
thermal core-filling of the vortex emerges from the classical-field fluctuations. We then
consider the nonequilibrium dynamics that result when such a precessing-vortex configu-
ration is subjected to a static trap anisotropy which arrests its rotation. We decompose
the nonequilibrium field into condensed and noncondensed components, and observe novel
coupled relaxation dynamics of the two components.
Finally, we consider the nucleation of vortices in an initially zero-temperature quasi-
two-dimensional condensate stirred by a rotating trap anisotropy. We show that vacuum
fluctuations in the initial state provide an irreducible mechanism for breaking the initial
symmetries of the condensate and seeding the subsequent dynamical instability. A rotat-
ing thermal component of the field quickly develops and drives the growth of oscillations
of the condensate surface leading to the nucleation of vortices. We study the relaxation
and rotational equilibration of the initially turbulent collection of vortices, and monitor
the effective thermodynamic parameters of the field during the relaxation process. We
show that the equilibrium temperature of the field is well predicted by simple arguments
based on the conservation of energy, and that thermal fluctuations of the field prevent
the vortices from settling into a rigid crystalline lattice in this reduced dimensionality.
We find that true condensation in the field is completely destroyed by the disordered
motion of vortices, but show that the temporal correlations of the field distinguish the
quasi-coherent vortex liquid phase in the trap centre from the truly thermal material in
its periphery.
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Chapter 1
Introduction
1.1 Ultracold atoms and Bose-Einstein condensation
Since the first experimental achievement of Bose-Einstein condensation in dilute alkali
gases in 1995 [8, 62, 38], research into Bose condensates and other quantum degenerate
phases of matter in cold gaseous samples of atoms has grown explosively. The field of
ultracold atomic physics has become a unique nexus between researchers from a diverse
array of subfields of modern physics, ranging from atomic physics, laser physics and
quantum optics, to nuclear and condensed-matter physics, quantum information, fluid
dynamics and even astrophysics and cosmology. In recent years the confinement and
manipulation of ultracold atoms has expanded to encompass the study of many different
atomic species (both bosonic and fermionic [69]), in a range of geometries [78, 185, 123],
with a variety of different interatomic interactions [53, 154]. All of these studies share the
common feature of investigating interacting many-body systems and their behaviour in a
clean and precisely controlled environment [32].
Bose-Einstein condensates were historically the first ultracold atomic systems realised
experimentally, and these systems are still intensively studied in laboratories throughout
the world. A Bose condensate forms when a macroscopic number of identical bosonic
atoms congregate into a single spatial mode. The remarkable aspect of the phase transition
to the Bose-condensed state is that it is driven by the quantum statistics of the particles,
rather than the interactions between them, and may thus occur even in a noninteracting
sample of bosonic atoms. The phenomenon of Bose-Einstein condensation of massive
particles was predicted in 1925 by Einstein, and London conjectured in 1938 that Bose
condensation was responsible for the remarkable properties of the then recently discovered
superfluid helium. However, the advent of laser cooling allowed researchers for the first
time to observe the Bose condensation phenomenon in isolation, with the unmatched
1
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precision of control and observation developed over many decades in atomic and laser
physics.
As they are essentially composed of many atoms residing in a single spatial mode, Bose
condensates provide an amplification of the underlying quantum mechanical physics of
microscopic systems to an observable scale [164]. Condensates are characterised by their
long-range quantum coherence, and form a close analogue of coherent laser light, despite
being composed of massive, interacting particles. The quantum coherence properties of
atomic Bose condensates have been demonstrated dramatically in experiments of matter-
wave interference [10], mixing [70], and amplification [137].
An important property of Bose condensates is their superfluidity : like superfluid he-
lium, they can support persistent currents and vortices. However, in contrast to the
superfluid liquid helium, in which only ∼ 10% of the atoms form a Bose condensate due
to the strong depleting effect of interatomic interactions [201], the weakly interacting na-
ture of the dilute gases allows the formation of essentially pure condensates. Moreover,
the finite-sized and inhomogeneous nature of these gaseous superfluids leads to new fea-
tures, and behaviour quite different to the more traditional, essentially uniform superfluids
[114]. There has thus been intensive study of the thermodynamics of the trapped Bose
gases, and of the critical regime associated with the Bose-condensation phase transition
[77, 108]. Furthermore, additional phases of degenerate Bose gases have been studied in
novel trapping geometries such as optical lattices [185], and in reduced dimensionalities,
where new quasi-coherent phases of the gas appear [247, 78, 55].
The precision of control in atomic physics experiments also allows for the thorough
investigation of the dynamic properties of dilute condensates. Experiments have consid-
ered not only the collective response of condensates to perturbing potentials [143, 178],
but also the formation and dynamics of topological defects such as solitons [41, 147] and
vortices [180, 175] in these quantum fluids. Experiments have even extended to consider
the strongly nonequilibrium dynamics of these systems, including turbulent regimes of the
atomic field [127] and nonequilibrium phase transitions [260].
In addition to the precision with which condensates can be observed and manipulated
experimentally, their weakly interacting nature makes them an attractive system for the-
oretical investigation. In comparison to the enormous complexity of dense liquids such
as superfluid helium, these dilute gases are amenable to tractable theoretical approaches,
including essentially ab initio numerical calculations and, in many cases, analytical calcu-
lations. In particular, some of the theoretical tools [33] which could only give a qualitative
level of insight into the strongly interacting superfluid helium found new life as practically
exact descriptions of the dilute-gas condensates in many scenarios. The dilute condensates
thus offer us an opportunity to understand superfluidity in terms of microscopic models of
2
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the relevant physics. In addition to the traditional tools of superfluidity, condensed mat-
ter and nuclear physics, the close analogy between Bose condensates and coherent light
fields has lead to the broad application of methods from quantum optics and laser physics
to the description of condensates [28]. In general, however, many questions remain as to
how to properly describe the dynamics of Bose-Einstein condensates in general situations,
in which the atomic cloud possesses a significant thermal component, and is possibly far
from equilibrium [217]. Moreover, heavy numerical calculations are usually required to
understand the properties and dynamics of Bose condensates in detail. These numerical
studies typically involve the solution of nonlinear equations, and so small inaccuracies and
errors in their implementation can easily lead to completely unphysical results. It is thus
of great importance not only to develop accurate theoretical models of Bose condensation,
but also to construct accurate numerical models and methodologies for the simulation of
condensates and their dynamics.
1.2 Quantum vortices
The ‘smoking gun’ of the superfluid transition in quantum fluids is the appearance of
quantum vortices : tiny whirlpools in which the superfluid circulates about a ‘core’ where
the superfluid density vanishes [75]. These vortex structures are topological defects, which
reflect the inherent quantum-mechanical nature of a superfluid: due to the single-valued
nature of the wave-function phase which determines the superfluid flow, the phase around
a vortex must change by an exact multiple of 2pi, and thus the rotation of the superfluid
is fundamentally quantised. Singly charged vortices (with phase circulation ±2pi) are
topologically stable, in the sense that they must encounter another such defect (of opposite
rotation) or a boundary of the fluid in order to decay. Vortices with higher charges are
energetically unstable to decay by fissioning into two or more vortices of lesser topological
‘charge’ [75, 219]. Under rotation, superfluid helium mimics the velocity profile of a
rotating rigid body by admitting an ensemble of many such singly charged vortices, which,
due to their mutual repulsion [243], form a regular crystalline lattice at equilibrium.
The physics of superfluid vortices are of great general interest, as analogous objects
occur in a variety of physical systems including type-II superconductors [31]. Above a
critical magnetic imposed magnetic field strength, such superconductors admit thin fila-
ments of magnetic flux, about which the charged ‘condensate’ of Cooper-paired electrons
forms vortices. Vortex structures are also thought to occur in the dense nucleon-superfluid
phases of rotating neutron stars [20]. In both of these systems the behaviour, and in par-
ticular the dynamics, of vortices are crucial to understanding the physics of the quantum
3
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fluids involved. The nonequilibrium dynamics of turbulence in superfluids are of great
interest due to the role of quantised vortices in such regimes. Indeed, the turbulence of
classical fluids is significantly complicated by the continuous nature of vorticity in the
system. Studies of so-called quantum or superfluid turbulence [19] are thus actively pur-
sued in the hope that the study of turbulence in systems with quantised vorticity will
yield insights into the classical turbulence problem.
The realisation of Bose-Einstein condensates and other degenerate superfluid phases
of matter in atomic-physics experiments has provided new opportunities to study the
intrinsic phenomenology of quantum vortices. The first vortices in Bose condensates
were formed by coherent interconversion between two hyperfine components of a con-
densed atomic cloud, creating a structure in which one component circulates around a
non-circulating core composed of the other component [180]. By selectively removing the
core-filling component with resonant light pressure, an isolated vortex was obtained [7].
In further experiments, inspired by the rotating-bucket experiments of superfluid helium,
atomic gases were evaporatively cooled to condensation in a rotating anisotropic trapping
potential [175], producing both single vortices and small vortex arrays. This was followed
by investigations of the dynamical stirring of a preformed, vortex-free condensate with
a rotating potential anisotropy [176, 2, 130]. In this approach an initially nonrotating
condensate could be transformed by a strongly nonequilibrium process into a rotating
vortex lattice. Other experiments considered the formation of a vortex lattice by cool-
ing a rotating thermal cloud through the Bose-condensation transition in a cylindrically
symmetric trap, in order to observe the intrinsic dynamics of vortex nucleation driven by
the rotation of the normal fluid [124]. The dynamics of vortex-lattice formation in this
case are very rich, as the growth of the condensate and the formation of the vortex lattice
are essentially intertwined nonequilibrium phase transitions [37]. Vortices have also been
imprinted in condensates using topological (Berry) phases [159], and by ‘sweeping’ a laser
light potential through the condensed atomic cloud [136]. Another scheme for forming a
vortex involves the transfer of orbital angular momentum from a laser beam to the Bose
condensate [6]. Vortices can form spontaneously in the merging of multiple Bose conden-
sates, due to the essentially random relative phase difference that develops between the
condensates [226], and can also be ‘trapped’ in the nascent condensate during its rapid
growth from a (nonrotating) quenched thermal cloud [260]. These formation processes
are closely related to conjectured mechanisms of phase-defect trapping in early-universe
cosmology [148, 277].
Experiments have also investigated the role of vortices in the two-dimensional su-
perfluid transition [247], and the effect of artificial pinning potentials on vortices [255].
The realisation of a strongly interacting superfluid in a degenerate Fermi gas was con-
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clusively demonstrated by the observation of vortices in this system [278]. Rotating Bose
condensates containing vortices have also been proposed as a platform for investigating
fundamental many-body physics, including aspects of symmetry-breaking in many-body
systems [58], and the potential realisation of strongly correlated states of vortex matter,
such as bosonic analogues of the fractional-quantum-Hall states in rapidly rotating con-
densates [256]. The difficulty in attaining the extreme experimental conditions necessary
to observe such states has spurred researchers to consider alternative scenarios involving
(e.g.) artificial gauge fields [167] in order to obtain high vortex densities in the hope of
observing the quantum melting of dense vortex lattices.
The weakly interacting nature of dilute atomic gases offers us hope of obtaining quan-
titative theoretical descriptions of vortex dynamics in atomic Bose condensates. However,
the results of experiments involving strongly nonequilibrium dynamics of vortex forma-
tion and motion have often proved difficult to describe theoretically. Conspicuously, the
standard mean-field approximations for Bose condensates are inapplicable in the turbu-
lent regimes of Bose-field dynamics arising in vortex-formation scenarios, in which a clear
distinction between condensed and noncondensed material cannot be made [170]. It is
therefore important to develop dynamical theories of the degenerate Bose gas which can
accurately describe the nonequilibrium dynamics of vortices, their interactions with the
thermal component of the field, and turbulent behaviour in the degenerate Bose gas.
1.3 This work
1.3.1 Thesis overview
In chapter 2 we give the general theoretical background for this thesis. We begin by briefly
reviewing the description of quantum many-body systems in first and second quantisation.
We introduce the concept of Bose-Einstein condensation, first for noninteracting systems
and then for interacting systems, and derive the Gross-Pitaevskii equation for the conden-
sate wave function and the Bogoliubov theory for its excitations. We discuss the notion of
superfluidity, and its relation to Bose-Einstein condensation. We then consider the quan-
tum vortices which are a characteristic feature of superfluidity, and discuss their response
to imposed forces, including the frictional effects of a normal (non-superfluid) component
of the fluid.
In chapter 3 we introduce the classical-field methodology we employ throughout this
thesis. We begin with a heuristic explanation of the fundamental classical-field approxima-
tion, before deriving the projected Gross-Pitaevskii equation for the evolution of classical-
field trajectories. We describe how the ergodicity of this nonlinear equation of motion
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for the classical atomic field gives rise to a practical means for evaluating correlations in
the field, and discuss the emergence of thermodynamic behaviour from the fundamentally
dynamical field equation. We conclude this chapter with a brief review of the concept of
quasiprobability distributions and phase-space methods. Focussing in particular on the
truncated-Wigner formalism, we relate the equation of motion obtained in the truncated-
Wigner approach to the projected Gross-Pitaevskii equation, and discuss the implications
of the truncated-Wigner formulation for our classical-field investigations in this thesis.
In chapter 4 we describe the techniques we use for the numerical integration of the
projected Gross-Pitaevskii equation, and quantify the performance of the Gauss-Laguerre-
quadrature algorithm we use for the simulation of rotating systems and vortices in this
thesis. We then contrast the harmonic-basis projected Gross-Pitaevskii approach we adopt
in this thesis to other common discretisations of the continuum Gross-Pitaevskii equation.
In chapter 5 we consider the temporal correlations that emerge in the classical-field
description of a harmonically trapped Bose gas, and show how the condensate can be
identified by its quasi-uniform phase rotation. We show that this provides an analogue
of the symmetry-breaking assumption commonly employed in traditional (mean-field)
theories of Bose condensation, and we identify the condensate as the anomalous first
moment of the classical field. We then demonstrate the generality of this prescription
by calculating the pair matrix which describes anomalous correlations in the thermal
field, and calculate the anomalous thermal density of the field, which we find to have
temperature-dependent behaviour consistent with that predicted by mean-field theories.
In chapter 6 we consider the equilibrium precession of a single vortex in a finite-
temperature Bose-Einstein condensate. We show that a precessing-vortex configuration
can be obtained as an ergodic equilibrium of the classical field with finite conserved angular
momentum. The symmetry-breaking nature of this state requires us to go beyond formal
ergodic averaging in order to characterise condensation in the field, and we show that
an analysis of the short-time fluctuation statistics of the field reveals the symmetry-
broken condensate orbital, the thermal filling of the vortex core, and the Goldstone mode
associated with the broken rotational symmetry.
In chapter 7 we consider a nonequilibrium scenario of vortex arrest. We form an
equilibrium finite-temperature precessing-vortex configuration in a cylindrically symmet-
ric trap, and then introduce a static trap anisotropy. The anisotropy leads to the loss of
angular momentum from the thermal cloud and, consequently, to the decay of the vortex.
Our approach provides an intrinsic description of the coupled relaxation dynamics of the
nonequilibrium condensate and thermal cloud. By considering the short-time correlations
of the nonequilibrium field, we separate it into condensed and noncondensed components,
and identify novel dynamics of angular-momentum exchange between the two compo-
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nents during the arrest. We also discuss qualitatively distinct regimes of relaxation that
we obtain by varying the strength of the arresting trap anisotropy.
The remainder of this thesis is concerned with the nucleation of quantum vortices by
the stirring of a condensate with a rotating trap anisotropy. We begin in chapter 8 by
briefly reviewing the prior literature on this topic. We discuss the experimental approaches
to condensate stirring taken by research groups at E´cole Normale Supe´riure, MIT and
Oxford. We then discuss the various theoretical and numerical approaches previously
taken to describe the condensate-stirring process, and the more surprising features of the
experimental results. We conclude this chapter by outlining the remaining open questions
and controversy as to the mechanisms responsible for vortex nucleation and damping in
these experiments.
In chapter 9 we present our classical-field approach to the stirring problem. We con-
sider the stirring of a condensate initially at zero temperature in a highly oblate (quasi-
two-dimensional) trapping potential. We add a representation of vacuum noise to the
initial field configuration according to the truncated-Wigner prescription. This noise
seeds the spontaneous processes responsible for the ejection of material from the unsta-
ble condensate, and we show that the ejected material quickly forms a rotating thermal
cloud which drives the nucleation of vortices at the condensate surface. We quantify the
development of the thermodynamic parameters of the field during its evolution, and show
that the final temperature attained is well predicted by simple energy-conservation argu-
ments. We find that the equilibrium state of the atomic field in this quasi-2D scenario is a
disordered vortex liquid, in which vortices are prohibited from crystallising into a regular
lattice by thermal fluctuations. We find that condensation in the field is destroyed by the
vortex motion, but show that the temporal correlations in the field allow us to distinguish
the quasi-coherent structure at the centre of the trap from the truly thermal material in
its periphery.
Finally, a summary and conclusion is given in chapter 10, in which we outline possible
directions for future research.
1.3.2 Peer-reviewed publications
Much of the work contained in this thesis has been published in refereed journals. The
work on temporal coherence and anomalous averages in classical-field simulations pre-
sented in chapter 5 has appeared in Physical Review A [268]. The work on the equilibrium
precession of a vortex and on the arrest of vortex rotation presented in chapters 6 and 7
has also been published in Physical Review A (references [269] and [270] respectively).
The discussion and simulations of the condensate-stirring dynamics presented in chap-
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ters 8 and 9 constitute an expanded and updated account of work also published in
Physical Review A [267].
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Chapter 2
Background theory
In this chapter we will review the general theoretical background for this thesis. The
key results of many-body theory, including the formalism of second quantisation, are
reviewed in many standard texts on the subject, for example references [88, 5, 25]. Here,
we give a brief review of these topics, to illustrate the fundamental complexity of many-
body systems such as the degenerate gases we seek to describe in this thesis, and to give
context to the classical-field approximation to the many-body theory we introduce in
chapter 3. We then proceed to review some standard definitions and theoretical tools for
the study of Bose-Einstein condensation. Many excellent reviews of these topics exist in
the literature (see references [164, 60, 146, 86, 207, 204, 47]), and hence we will review
only a small selection of topics relevant for our discussions later in this thesis. Finally,
we will discuss aspects of superfluidity and vortices relevant to our investigations in this
thesis, primarily following material presented in references [86, 75, 87].
2.1 Identical-particle ensembles
In the study of dilute atomic gases, the atoms can usually be considered as an ensemble
of N identical structureless particles which interact via a pair-wise (binary) potential
V (x1 − x2). In the fundamental or first-quantised description of such an assembly of
particles in quantum mechanics, the dynamics of the ensemble are governed by the many-
body Hamiltonian
HMB =
∑
i
Hsp(xi) +
∑
i<j
V (xi − xj), (2.1)
where the single-particle Hamiltonian
Hsp(x) =
−~2∇2
2m
+ Vext(x), (2.2)
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includes the kinetic energy of each atom and the effect of an external potential Vext(x).
The state of the atoms is described by a many-body state in the appropriate many-particle
Hilbert space, which is formed as the tensor product of the N individual single-particle
Hilbert spaces [25]
HN = H(1)1 ⊗H(2)1 ⊗ · · · ⊗ H(N)1 . (2.3)
More specifically, the particular many-body state is required to exhibit a specific sym-
metry under permutations of the particle labels, depending on the spin of the particles
involved. Formally, this requirement can be deduced for elementary particles from the
considerations of relativistic quantum mechanics [198]. The atoms we consider here are of
course composite particles, but they may be treated simply as structureless particles with
spin given by the total spin of their composite nucleons and electrons, provided that (as is
always the case in this thesis) the energy scales of their interaction do not probe their true
internal structure [146]. For bosons (with integer spin in units of the reduced Planck’s
constant ~) the state must be symmetric with respect to the permutation of particle la-
bels, and thus resides in the subspace HSN of HN spanned by completely symmetric states,
whereas in the case of Fermions (with half-integer spin) the state must be antisymmetric
with respect to the permutation of labels (i.e., 〈· · ·xj,xi, · · · |ψ〉 = −〈· · ·xi,xj, · · · |ψ〉),
and is thus a vector in the subspace HAN spanned by completely antisymmetric states [25].
2.1.1 Second quantisation
We now discuss an alternative representation of the interacting particle ensemble [88]
which is known as the second-quantised representation of the many-body system. This
formulation promotes the discussion to that of a quantum field theory. The concept of a
quantum field theory originates in relativistic quantum mechanics, in which it is found that
the quantum theory is necessarily many-body in nature, as a consequence of mass-energy
equivalence [261]. In the ultracold scenarios we consider in this thesis, the rest-mass of
atoms dwarfs all other energy scales in the system, and atom-number changing processes
do not occur. However, in studies of non-relativistic many-body systems, the second-
quantised formalism has great advantages over the first-quantised formalism. First, it
provides a convenient encapsulation of the wave-function symmetry constraints, which
rapidly become unwieldy in describing ensembles of increasing particle number. Sec-
ond, it is a convenient formulation in which to identify approximations to the (generally
intractable) complete many-body description. Although the most widespread approxima-
tions schemes are based on the techniques of diagrammatic perturbation theory [88, 5],
in this thesis we utilise a different approximation scheme: the second-quantised formula-
tion of the many-body system allows us to identify a classical limit. Indeed in the case
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of bosons, the appropriate quantum field theory can be obtained by building quantum
fluctuations into the dynamics of a classical field which evolves in a single-particle space.
Significant insight into the dynamics of the quantum many-body system can thus, in
certain regimes, be obtained by studying this dramatically simpler classical field, as we
discuss in chapter 3.
To formulate the second-quantised theory, we introduce the field operator Ψˆ(x), which
obeys the relations[
Ψˆ(x), Ψˆ(x′)
]
±
= δ(x− x′);
[
Ψˆ(x), Ψˆ(x′)
]
±
=
[
Ψˆ†(x), Ψˆ†(x′)
]
±
= 0, (2.4)
where [·, ·]− denotes a commutator, and applies in the case of bosons, and [·, ·]+ denotes an
anti-commutator, which applies in the case of fermions. In this description, the operator
Ψˆ(x) and its (Hermitian) conjugate are the fundamental operator-valued quantities, which
act on the Fock space formed as the union of many-body spaces with all (physical) particle
numbers [25]
F = H0 ⊕H1 ⊕H2 ⊕ · · · . (2.5)
It is important to note that the coordinates x in this formalism are not operators, and
simply label the field operators. In this formulation the (first-quantised) many-body
Hamiltonian (2.1) can be rewritten equivalently as the second-quantised Hamiltonian
Hˆ =
∫
dx Ψˆ†(x)HspΨˆ(x) +
1
2
∫
dx
∫
dx′ Ψˆ†(x)Ψˆ†(x′)V (x− x′)Ψˆ(x′)Ψˆ(x). (2.6)
A general single-particle operator on the many-body space in the first-quantised treatment
acts on all the indistinguishable particles, and is thus of form
J =
N∑
i=1
J(xi), (2.7)
where J(xi) acts on the i
th particle. Such an operator is promoted to an operator on the
Fock space by the correspondence [85]
J → Jˆ =
∫
dx Ψˆ†(x)J(x)Ψˆ(x), (2.8)
and two- (and higher) body operators in the first-quantised formalism can be promoted
to operators on the Fock space by similar correspondences. We stress that if the system is
in a state |χ〉 (on the Fock space) with definite particle number N , then this formulation
is equivalent to that of the first-quantised many-body theory, with the many-body wave
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function given by [229]
ψ(x1,x2, · · · ,xN) = 1√
N !
〈
vac
∣∣Ψˆ(xN) · · · Ψˆ(x2)Ψˆ(x1)∣∣χ〉, (2.9)
where 〈vac| is the bra corresponding to the state with no particles (the vacuum). However,
the second-quantised formalism also allows us to describe states with indefinite particle
numbers. In the remainder of this thesis, we will restrict our attention to bosons.
2.2 Degenerate bosons
2.2.1 Bose condensation
Noninteracting case
In this thesis, we are concerned only with degenerate bosons. In most regimes, the
behaviour of identical-particle ensembles is very similar to that of distinguishable particles,
and noticeable differences occur only as the system nears degeneracy, which is to say,
when (some) single-particle modes have occupation of order & 1. In such conditions,
the statistics of the particles become very important. In the case of identical bosons,
a statistical clustering effect is exhibited by the particles. The origin of this effect can
be seen already in a simple toy model [164]: the distribution of two particles over two
equivalent (e.g., equal energy) states. In the case of distinguishable particles, there are
four ways to distinguish the particles (two choices of state for each of the two particles),
and so picking permissible system states at random we expect to find both particles in
the same state 50% of the time. By contrast, in the case of identical bosons, there are
only three possible two-body states (both particles in state A, both in state B, and one
particle in each of A and B). The probability of both particles being found in the same
state is thus approximately 67% in this case. This is illustrative of a general tendency of
identical bosons to exhibit an ‘attraction’ on one another, which is purely statistical in
origin.
This behaviour is of course reflected in the equilibrium distribution of identical bosons,
which is most conveniently expressed in the grand canonical ensemble, where the occupa-
tion of a single-particle state |j〉 with energy j is
n(j) =
1
eβ(j−µ) − 1 , (2.10)
with µ the chemical potential and β = 1/kBT the inverse temperature. A crucial property
of the Bose distribution (2.10) is that the excited state population Nex =
∑
j>0 n(j)
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exhibits a saturation behaviour [47]. This can be understood by the following argument:
measuring energies relative to that of the ground state (i.e. setting 0 = 0), for any
temperature T > 0 the ground state occupation becomes negative for chemical potentials
µ > 0. Hence we require µ ≤ 0. The excited state population is therefore bounded
Nex ≤
∑
k>0[exp(βk) − 1]−1 ≡ N (max)ex , which can be shown to be finite. Thus as atoms
are added to the ensemble at fixed temperature T , eventually the excited states will admit
no more atoms, and so the additional atoms accumulate in the ground state of the external
potential in which they are confined. In this limit the chemical potential approaches zero
from below (µ → 0−), and the condensate occupation n(0) diverges towards infinity.
More formally, the occupation of the ground state becomes an extensive parameter of the
system, while the occupations of all other modes remain intensive, and the ground state
population is said to form a Bose-Einstein condensate [204, 47].
For a given number of particles N , we define the critical temperature Tc as that tem-
perature at which N
(max)
ex = N ; below this temperature, atoms accumulate in the ground
state, i.e., condensation occurs. A standard approach to evaluating N
(max)
ex is to make a
semiclassical approximation, replacing the sum over states with an integral over energies
with a density of states function1. This approach is valid for temperatures kBT  ~ω.
One obtains [204]
N = Nex(Tc, µ = 0) =
∫ ∞
0
d
g()
e/kBTc − 1 , (2.11)
where for the experimentally relevant case of 3D harmonic trapping, with external poten-
tial
V
(harm)
ext (x) =
m
2
(
ω2xx
2 + ω2yy
2 + ω2zz
2
)
, (2.12)
the density of states g() = 2/2(~ω¯)3, with the geometric-mean trapping frequency ω¯ =
(ωxωyωz)
1/3. In this geometry we thus obtain the result
kBTc =
~ω¯N1/3
[ζ(3)]1/3
≈ 0.94~ω¯N1/3, (2.13)
where we have substituted an approximate numerical value for the Riemann zeta func-
tion ζ(z) evaluated at z = 3. We can in fact go further and calculate the number of
excited particles at temperatures below Tc, where the chemical potential µ = 0. We find
immediately
Nex = N
(
T
Tc
)3
, (2.14)
1An alternative approach is to employ a series expansion for the Bose function [47], which allows one
to obtain next-order corrections beyond the semiclassical limit.
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and we thus have for the condensate population
N0 = N
[
1−
(
T
Tc
)3]
. (2.15)
Interacting case
As the ‘clustering’ behaviour of bosons is an intrinsic quantum-statistical effect, indepen-
dent of details of the atomic interaction and any external trapping potential, we expect
similar condensation behaviour to occur in an interacting Bose gas. While in the non-
interacting case, energy eigenstates of the many-body system are obtained as (properly
symmetrised) products of single-particle eigenstates, interactions between the atoms lead
to correlations in the many-body wave function, so that the concept of single-particle en-
ergy levels is not meaningful for the interacting system. In order to generalise the notion of
an extensive occupation of the lowest-energy single-particle state to the interacting case,
Penrose and Onsager [201] therefore considered the one-body reduced density operator
ρˆ1 = NTr2···N {ρˆN} , (2.16)
which we have written here as a partial trace of the N -body density matrix ρˆN , which is in
general a statistical mixture ρˆN =
∑
s ps|ψsN〉〈ψsN | of distinct N -particle states |ψsN〉. It is
convenient to consider the one-body density operator in a coordinate-space representation
ρ1(x,x
′) = 〈x′|ρˆ1|x〉 ≡
〈
Ψˆ†(x)Ψˆ(x′)
〉
. (2.17)
The one-body density matrix encapsulates all single-particle correlations in the system.
For example, we can see from the definition of the extended general one-body operator
(2.8) and using the cyclic property of the trace, that the expectation of any extended one-
body operator Jˆ is simply given by the trace of the original single-body operator with
respect to the one-body density matrix, i.e. 〈Jˆ〉 = Tr{ρ1J}. As the one-body density
matrix is Hermitian, it can be diagonalised with real eigenvalues ni, and corresponding
eigenvectors χi(x)
ρ1(x,x
′) =
∑
i
niχ
∗
i (x)χi(x
′). (2.18)
It is immediately apparent that the eigenvalue ni quantifies the (mean) occupation of
the mode χi(x) in the many-body state. An appropriate generalisation of the notion
of Bose-Einstein condensation is thus obtained by regarding the most highly occupied
mode χ0(x) as the appropriate analogue of the lowest-energy single-particle state of the
noninteracting system: when the occupation n0 is an extensive parameter, with all others
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remaining intensive, a condensate is formed, with condensate orbital χ0(x). In this case
we can separate out the condensate and write
ρ1(x,x
′) = n0χ∗0(x)χ0(x
′) +
∑
i>0
niχ
∗
i (x)χi(x
′). (2.19)
In the thermodynamic limit we can replace the sum by an integral, which tends to zero
for large separations |x − x′| [207]. By contrast, the contribution of the condensate
remains finite, provided x and x′ remain within the extent of the condensate orbital,
and in the limiting case of an infinite, homogeneous system we obtain the result that
lim|x−x′|→∞ ρ1(x,x′) → n0, a property known as off-diagonal long-range order [201]. In
quantum optical terms, this property reflects the first-order coherence of the Bose field,
as discussed by Naraschewski and Glauber [186].
It should be noted, however, that although this Penrose-Onsager definition of conden-
sation is unambiguous in many simple scenarios, it is not difficult to construct systems for
which the one-body density matrix can give misleading results. Examples include strongly
nonequilibrium systems [164] and situations involving attractive interactions [265], and
indeed even the (common) case of harmonic trapping allows undamped centre-of-mass
motion of the atomic cloud [72]2, which can lead to questionable results for the con-
densate fraction from the Penrose-Onsager approach [76]. The appropriate definition of
condensation in more general situations remains an uncertain and controversial topic, as
discussed in references [164, 265, 76, 203, 98, 76, 271]. The characterisation of coher-
ence and condensation in the atomic field beyond the simple Penrose-Onsager definition
forms a major theme of this thesis, and we discuss alternative measures of coherence in
chapters 5, 6, 7, and 9.
2.2.2 The Gross-Pitaevskii equation
Having determined the appropriate definition of the condensate in terms of the condensate
orbital χ0(x), we wish to characterise the orbital χ0(x) and its evolution with time. At
zero temperature, the form and evolution of χ0(x) are governed by the Gross-Pitaevskii
equation (GPE), which we derive here. In the conditions of condensation in this zero-
temperature limit, only low-energy, binary interactions between atoms are relevant [60],
and these interactions are well characterised by a single parameter, the s-wave scatter-
2A very general result for harmonically confined interacting-particle systems guarantees the presence
of dipole oscillations of the centre-of-mass of the particle assembly at the appropriate trapping frequencies
[72]. This is in close analogy with Kohn theorem for the centre-of-mass cyclotron resonance of interacting
electrons in a static magnetic field [149], and it is thus conventional to speak of the ‘Kohn theorem’ and
‘Kohn modes’ of trapped degenerate gases.
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ing length, independent of the details of the interatomic potential. This motivates the
replacement of the interatomic potential by a purely repulsive effective potential [207]
or a (regularised) delta-function pseudopotential [132] which produces the same s-wave
scattering length. Quite aside from the fact that the precise details of the interatomic
potential are unknown, this replacement is essential as the true interatomic potential
supports bound states, precluding the perturbative treatment of interactions which is
implicit in mean-field treatments [47]. For the purposes of our discussion here it will
be sufficient to assume the common case in which the inter-particle interactions are de-
scribed by the simple contact interaction V (x) = U0δ(x), where the interaction coefficient
U0 ≡ 4pi~2as/m, with as the s-wave scattering length. Substituting this effective potential
into the second-quantised Hamiltonian (2.6), we obtain the cold-collision Hamiltonian
Hˆ =
∫
dx Ψˆ†(x)HspΨˆ(x) +
U0
2
∫
dx Ψˆ†(x)Ψˆ†(x)Ψˆ(x)Ψˆ(x). (2.20)
Hartree-Fock ansatz
We first consider the time-independent GPE, which describes the form of the stationary
condensed mode χ0(x) as a nonlinear eigenvalue problem. There are several ways to derive
this equation; to best give insight into the physical content of the equation, we derive it
here by assuming a Hartree-Fock ansatz for the many-body wave function in terms of the
condensate orbital χ0(x). Specifically, we assume the ansatz [164]
ψ(x1,x2, · · · ,xN) =
N∏
i=1
χ0(xi). (2.21)
This ansatz is clearly in accord with our expectations for a zero-temperature condensate:
every atom resides in the same single-particle orbital χ0(x). The energy of the system
(i.e., the expectation value of (2.20) in the corresponding Fock state) is
EHF = N
∫
dx
[
~2
2m
|∇χ0(x)|2 + Vext(x)|χ0(x)|2 + (N − 1)U0
2
|χ0(x)|4
]
. (2.22)
By functionally minimising this energy (see, e.g., [26]), subject to the constraint of nor-
malisation of the condensate orbital (
∫
dx |χ0(x)|2 = 1), we obtain the time-independent
GPE
− ~
2
2m
∇χ0(x) + Vext(x)χ0(x) + (N − 1)U0|χ0(x)|2χ0(x) = λχ0(x), (2.23)
where the parameter λ here enters as the Lagrange multiplier associated with the nor-
malisation constraint [164, 26], and it can be shown that λ = ∂EHF/∂N , i.e., λ is the
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chemical potential of the condensate. The term in |χ0(x)|2 describes the mean-field po-
tential experienced by each atom due to the presence of all the other atoms, and we see
that it vanishes (properly) in the case of a single atom. In practice we typically approx-
imate N − 1 ≈ N on the basis that N is large, and the GPE is traditionally written
in terms of the function φ(x) ≡ √Nχ0(x) with norm square equal to the total particle
number [164]. The function φ(x) is also commonly referred to as the condensate ‘wave
function’, though one should be careful not to confuse it with the true many-body wave
function (2.21) of the condensate in this approach. Although this Hartree-Fock approach
yields the clearest physical insight into the Gross-Pitaevskii (GP) equation, the corre-
sponding time-dependent GP equation cannot be derived rigorously in this manner [164],
and so we must consider less transparent approaches to defining the condensate wave
function.
Symmetry-breaking approach
A widespread approach to deriving the Gross-Pitaevskii equation is based on the idea
of spontaneous symmetry breaking by a phase transition, which although less transpar-
ent than the Hartree-Fock approach, is more direct. Formally, such a phase transition
is described in terms of the emergence of a nonzero order parameter below the phase
transition. The archetypal example of such an order parameter is the magnetisation
〈M〉 which emerges spontaneously in a ferromagnetic system cooled below the Curie
temperature [157]. Conventionally, Bose-Einstein condensation is formulated as a sim-
ilar symmetry-breaking phase transition, in which the emergent order parameter is the
expectation value of the field operator 〈Ψˆ(x)〉, which is associated with condensation in
the system. As the first moment 〈Ψˆ(x)〉 of the field acquires a finite value, its phase
becomes well-defined, breaking the U(1) (gauge) symmetry of the Hamiltonian (2.20) un-
der global rotations of the field operator phase Ψˆ(x) → Ψˆ(x)eiθ (see, e.g., [161]). It is
important to note that rotations of this phase are generated by the total particle number
Nˆ =
∫
dx ψˆ†(x)ψˆ(x) [25], and the breaking of this symmetry is thus tantamount to al-
lowing the nonconservation of particle number. This symmetry breaking is therefore not
physical, and is merely a computational convenience. Formally this fiction is introduced
by calculating expectation values in a modified ensemble [131] of states with only a small
dispersion in the phase (and amplitude) of the order parameter. We can achieve a similar
result at zero temperature by assuming that the atomic field is in a coherent state |φ(x)〉
[106], which is a superposition of states with all (physical) particle numbers, such that
Ψˆ(x)|φ(x)〉 = φ(x)|φ(x)〉.
The time-dependent Gross-Pitaevskii equation is derived using this notion of sponta-
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neous symmetry breaking as follows: using the commutation relation (2.4) we derive from
the second-quantised Hamiltonian (2.20) the Heisenberg equation of motion
i~
∂Ψˆ(x)
∂t
=
[
Ψˆ(x), Hˆ
]
=
{
Hsp + U0Ψˆ
†(x)Ψˆ(x)
}
Ψˆ(x). (2.24)
Taking the expectation value of (2.24) in the coherent state |φ(x)〉 amounts to making
the replacement Ψˆ(x)→ φ(x), yielding the time-dependent Gross-Pitaevskii equation
i~
∂φ(x, t)
∂t
=
{
Hsp + U0|φ(x, t)|2
}
φ(x, t). (2.25)
This equation describes the collective motion of the condensate at zero temperature, as
for example in response to a time-dependent external trapping potential Vext(x, t). It is
important to note that this equation only describes the motion so long as the Bose field
remains completely condensed. However, dynamical instabilities of the condensate can
arise, and are marked in the GP solution by the instability of the condensate mode to
exponential growth of collective excitations. This in fact represents the runaway amplifi-
cation of beyond-GP fluctuations of the Bose field, and so the appearance of a dynamical
instability marks the breakdown of the Gross-Pitaevskii description, as we discuss further
in section 2.2.3.
The derivation of the time-independent GP equation in the symmetry-breaking ap-
proach parallels the Hartree-Fock derivation of section 2.2.2, as we similarly obtain the
GP equation by minimising the energy of the many-body system subject to an ansatz for
the many-body state. As we have broken the conservation of particle number, we work
in the grand-canonical ensemble where the mean atom number is conserved. We thus
consider the grand-canonical Hamiltonian
Kˆ = Hˆ − µNˆ, (2.26)
where Hˆ is the Hamiltonian (2.20), and the chemical potential µ enforces the conservation
of particle number on average. Taking the expectation of equation (2.26) in the state
|φ(x)〉 yields [86]
K0 = H0 − µN0 =
∫
dx
[
φ∗(x)(Hsp − µ)φ(x) + U0
2
|φ(x)|4
]
. (2.27)
We will refer to the functional H0[φ(x)] as the Gross-Pitaevskii energy functional. In
the zero-temperature limit appropriate to our assumed coherent state |φ(x)〉, the free
energy of the system is simply 〈Kˆ〉, and so the system equilibrium is found by minimising
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equation (2.27), i.e., by requiring that K0 is stationary under variations of φ(x) and its
complex conjugate. The Euler-Lagrange equation resulting from variations of the latter
is the time-independent GP equation
{
Hsp + U0|φ(x)|2
}
φ(x) = µφ(x). (2.28)
We note that this form of the time-independent GPE can also be obtained from the time-
dependent GPE (2.25) by assuming a uniform phase rotation φ(x, t) = e−iµtφ(x). We
notice that whereas the time development of a true quantum-mechanical wave function
is governed by its energy, of the phase of the order parameter rotates with frequency
determined by its chemical potential [207].
Healing length
An important length scale which characterises solutions of the GP equation is the healing
length, which is the distance over which the condensate wave function, constrained to zero
density by some applied potential, returns to its bulk density. This length is thus set by
the balance of the kinetic energy associated with the curvature of the wave function and
the interaction energy associated with its density [204]. Equating the two we find the
healing length
η =
~√
2mn(x)U0
, (2.29)
where n(x) = |φ(x)|2 is the local density of the condensate. In inhomogeneous conden-
sates the healing length is thus a spatially varying quantity. However, in characterising
inhomogeneous condensates it is common to simply use the healing length corresponding
to the central (i.e., peak) density of the condensate as an order-of-magnitude estimate
[60]. This healing length characterises (for example) the core size of a quantum vortex in
the condensate (section 2.3.2).
Thomas-Fermi limit
In the limit of large condensate population, the nonlinearity in the time-independent
Schro¨dinger equation dominates, and the kinetic energy becomes negligible in comparison.
In this limit we may therefore simply drop the curvature term from equation (2.28), leaving
us with an algebraic equation for the condensate density, which we can rearrange to find
the Thomas-Fermi condensate wave function
ΨTF(x) =
√
µTF − Vext(x)
U0
Θ
(
µTF − Vext(x)
)
, (2.30)
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where Θ(x) denotes a Heaviside function. The quantity µTF is the Thomas-Fermi (TF)
limit chemical potential, which for harmonic trapping becomes [189]
µTF =
1
2
(
15a~2
√
mωxωyωzN0
)2/5
, (2.31)
where N0 =
∫
dx |ΨTF|2 is the Thomas-Fermi condensate population. In this geometry, the
half-width (Thomas-Fermi radius) of the TF condensate orbital in the ith radial direction
is
RTFi =
1
ωi
√
2µTF
m
. (2.32)
For large condensates the Thomas-Fermi wave function provides an excellent approx-
imation to the exact Gross-Pitaevskii condensate mode, differing only at the conden-
sate boundary, where the density |ΨTF(x)|2 of the TF condensate vanishes abruptly
at xi = R
TF
i , whereas the boundary of the true Gross-Pitaevskii condensate orbital is
smoothed so as to reduce its kinetic energy.
Hydrodynamic formulation and collective modes
We now show that the time-dependent Gross-Pitaevskii equation (2.25) can be reformu-
lated as a hydrodynamic equation for the condensate motion [249, 60]. We perform the
Madelung transformation, making the substitution φ(x) =
√
n(x)eiS(x) for the condensate
wave function. In terms of the hydrodynamic velocity v = (~/m)∇S we thus obtain the
continuity equation
∂
∂t
n+∇ · (nv) = 0, (2.33)
expressing the conservation of the condensate population, and the Euler equation
m
∂
∂t
v +∇
(
Vext + gn− ~
2
2m
√
n
∇2√n+ mv
2
2
)
= 0. (2.34)
The term in ∇2√n here is the quantum pressure resulting from the kinetic energy term in
the time-dependent Gross-Pitaevskii equation. In the limit of large condensates we can
drop the quantum pressure term, which corresponds to the Thomas-Fermi approximation
discussed above, to obtain the simpler Euler equation
m
∂
∂t
v +∇
(
Vext + gn+
mv2
2
)
= 0. (2.35)
One can easily show that the time-independent solution of equation (2.35) corresponds
to the Thomas-Fermi solution discussed previously [60]. Introducing a small deviation
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δn(x, t) = n(x, t)− nTF(x), and linearising equations (2.33) and (2.35) about the TF so-
lution, we can estimate the frequencies of collective modes of oscillation of the condensate
[249]. In the case of harmonic trapping axially symmetric along the z axis (most relevant
to this thesis), we obtain an equation
m
∂2
∂t2
δn = ∇ ·
{[
µ− m
2
(
ω2⊥r
2
⊥ + ω
2
zz
2
)]∇δn}, (2.36)
for the linear deviations. Substituting a time-harmonic ansatz δn(x, t) = δn(x)e−iωt into
equation (2.36), we can obtain a differential equation for the spatial modes of oscillation,
and deduce the corresponding oscillation frequencies [249]. Of particular interest are the
so-called surface modes, which have no radial nodes. In the axially symmetric geometry,
each such mode is characterised by the quantum numbers l and m which specify the mode
angular momentum and its projection along the z axis, respectively. In particular, we find
frequencies ωl,m for the dipole oscillations
ω1,1 = ω⊥; ω1,0 = ωz, (2.37)
which are of course the exact eigenfrequencies of the dipole modes of the harmonically
trapped interacting gas by the Kohn theorem (section 2.2.1). We also find in general
ωl,±l =
√
lω⊥, (2.38)
which is the frequency of a surface oscillation of multipolarity l about the z axis. Such a
surface oscillation can be excited by a rotating trap anisotropy of the same multipolarity.
In general, the efficiency of this excitation frequency will depend on the frequency at
which the anisotropy is rotated. Taking into account the multipolarity of the trap we
expect resonant excitation to occur at a frequency ωres = ωl/l. In the particular case
of quadrupole mode excitation relevant to chapters 8 and 9 we find the resonant driving
frequency
ωQ = ω⊥/
√
2. (2.39)
2.2.3 Bogoliubov theory
In this section we consider the character of excitations of the condensed field. We therefore
assume that a single mode (χ0(x)) of the atomic field is condensed, and replace the
corresponding annihilation operator aˆ0 =
∫
dxχ∗0(x)Ψˆ(x) with the number
√
N0 (whereN0
is the condensate occupation), and retain a second-quantised description for the remainder
of the field. Although this is the standard symmetry-breaking approach in the literature,
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we note that Castin and Dum [50] have provided a more rigorous and less conceptually
ambiguous number-conserving formulation of the Bogoliubov expansion (see also [100]).
However, the additional complexity involved in the rigorous asymptotic expansion of [50]
obscures somewhat the simple physical picture of the Bogoliubov expansion we wish to
present here. We thus make the Bogoliubov shift
Ψˆ(x)→ φ(x) + δˆ(x), (2.40)
separating the field operator Ψˆ(x) into a condensed part φ(x) =
√
N0χ0(x) and a fluctua-
tion operator δˆ(x), which is assumed to obey the standard bosonic commutation relations
(equation (2.4)). We then proceed to derive a Hamiltonian which describes the fluctua-
tion operator δˆ(x), and thus characterises the excitations of the condensate. Substituting
the separation (2.40) into the second-quantised Hamiltonian (2.20) and assuming that the
condensate wave function φ(x) is a solution of (2.23), we obtain
Kˆ =
∫
dx δˆ†
[
Hsp + 2U0|φ|2 − µ
]
δˆ
+
U0
2
∫
dx
[
(φ∗)2δˆδˆ + φ2δˆ†δˆ† + φ∗δˆ†δˆδˆ + φδˆ†δˆ†δˆ + δˆ†δˆ†δˆδˆ
]
, (2.41)
where we have dropped a constant term K0 which is simply an energy shift and does
not otherwise affect the motion of the fluctuation operator3, and we suppress the spatial
arguments of φ and δˆ for notational convenience. In general, this Hamiltonian remains, like
the original second-quantised Hamiltonian (2.20), intractable. However, a Hamiltonian
which is quadratic in the field operators can always be diagonalised (in a generalised sense,
as we discuss below) [25] and so to proceed from here we approximate this Hamiltonian by
one in which higher powers of δˆ do not occur. The approach we take is to simply neglect
terms which are cubic and quartic in δˆ. This approximation is clearly appropriate in the
limit that the noncondensed fraction of the field is small compared to the condensate (i.e.
〈δˆ†δˆ〉  |φ|2), and we obtain in this case the quadratic Hamiltonian
Kˆquad =
∫
dx δˆ†
[
Hsp + 2U0|φ|2 − µ
]
δˆ +
U0
2
∫
dx
[
(φ∗)2δˆδˆ + φ2δˆ†δˆ†
]
. (2.42)
As this Hamiltonian contains terms like δˆδˆ, its eigenbasis is not a single-particle basis,
but can be expressed in terms of two-component (spinor) basis functions. Physically,
this is because (at this order) the excitations of the condensate involve pairs of atoms:
the interactions ‘mix’ the roles of creation and annihilation operators of single-particle
3Linear terms in δˆ vanish due to the stationarity of (2.27) under variations of φ(x) [86].
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modes, and the elementary excitations of the system are created by so-called quasiparticle
operators, which are superpositions of these creation and annihilation operators [25]. Such
quasiparticle operators are introduced by defining
bˆk =
∫
dx
[
u∗k(x)δˆ(x)− v∗k(x)δˆ†(x)
]
. (2.43)
Requiring that the bˆk satisfy the standard Bose commutation relations ([bˆj, bˆ
†
k] = δjk;
[bˆj, bˆk] = 0) we find that the quasiparticle spinors (uk(x), vk(x))
T are orthogonal with
respect to the metric
σz =
(
1 0
0 −1
)
, (2.44)
i.e., we have ∫
dx
(
u∗j(x), v
∗
j (x)
) · σz · (uk(x)
vk(x)
)
=
∫
dxu∗juk − v∗j vk = δjk. (2.45)
Our aim is to find a diagonal Hamiltonian, written in terms of the bˆk and their Hermitian
conjugates, i.e., one which takes the form (up to a constant energy)
Kˆquad =
∑
k
kbˆ
†
kbˆk. (2.46)
This form for the Hamiltonian implies the commutation relation [bˆk, Kˆquad] = kbˆk. Eval-
uating this commutator explicitly for the Hamiltonian (2.42), we find that the mode
functions uk(x), vk(x) satisfy the Bogoliubov-de Gennes equations
L
(
uk(x)
vk(x)
)
= k
(
uk(x)
vk(x)
)
, (2.47)
which we have written here in terms of the matrix
L ≡
(
Hsp − µ+ 2U0|φ|2 U0φ2
−U0(φ∗)2 −
[
Hsp − µ+ 2U0|φ|2
]∗
)
. (2.48)
Dual modes and Goldstone mode
A symmetry property of the matrix (2.48) implies that for every spinor (uk(x), vk(x))
T
which is a solution of equation (2.47) (with energy k), there is a dual solution
(v∗k(x), u
∗
k(x))
T with energy −∗k, and which clearly has normalisation (with respect to
the inner product (2.45)) −1 [47]. These negative-normed modes are simply a dual rep-
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resentation of the positive-normed modes, and do not appear in the Bogoliubov form of
the quadratic Hamiltonian. However, these two families of modes do not in fact exhaust
the eigenbasis of L; the spinor
ΘG ≡
(
φ(x)
−φ∗(x)
)
, (2.49)
is an eigenvector of L, with eigenvalue G = 0, and normalisation
∫
dx Θ†GσzΘG = 0. This
mode does not appear in the diagonalised Hamiltonian (2.46) due to its zero eigenvalue,
and is the spurious or Goldstone mode associated with the breaking of phase symme-
try [25]. A more careful treatment of the problem [165] reveals that the full quadratic
Hamiltonian is of the form
Hquad =
∑
k
kbˆ
†
kbˆk +
Pˆ 2
2mG
, (2.50)
where the ‘momentum’ operator Pˆ =
∫
dx [χ∗0(x)δˆ(x)+χ0(x)δˆ
†(x)] is related to the phase
of the condensate mode, and the ‘mass’ mG is inversely proportional to the peak density of
the condensate [165]. The appearance here of a momentum variable without a correspond-
ing potential signifies that the phase of the condensate diffuses over time, restoring the
symmetry spuriously broken by our coherent-state approximation [165]. In general, such
a term appears for each symmetry of the Hamiltonian which is broken by the assumed
vacuum state of the approximate quadratic Hamiltonian [25]. It is important to note,
however, that this particular spurious mode arises due to the breaking of phase symme-
try, which, as we have noted, is not physical. Indeed, no such phase-diffusion term arises
in the more careful number conserving approach of [50]. In fact, for finite systems such
as we discuss in this thesis, broken symmetries arise only as a result of approximations
[25]. The form of the Goldstone Hamiltonian term Pˆ 2/2mG appearing here as a result of
phase-symmetry breaking will allow us to better understand the consequences of phase
and rotational symmetry breaking in our classical-field simulations in chapters 5 and 6
respectively.
Relation to small oscillations in Gross-Pitaevskii theory
We now illustrate a deep connection between the Bogoliubov theory for the elementary
excitations of the condensed Bose gas in second quantisation, and the small oscillations
(‘normal modes’) of the condensate in the time-dependent Gross-Pitaevskii formalism.
We consider the small oscillations of the condensate in the Gross-Pitaevskii approach,
generalising the hydrodynamic approach to the oscillations previously discussed in sec-
tion 2.2.2. We assume some ‘reference’ configuration φ0(x, t) of the time-dependent Gross-
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Pitaevskii equation (2.25), and calculate to linear order the evolution of a small deviation
δφ(x, t) = φ(x, t) − φ0(x, t) about this reference solution. We thus obtain the linear
evolution equation [47]
i~
∂
∂t
δφ(x, t) = − ~
2
2m
∇2δφ(x, t) + Vext(x)δφ(x, t)
+2U0|φ0(x, t)|2δφ(x, t) + U0φ20(x, t)δφ∗(x, t). (2.51)
We consider here the particular case in which φ0(x, t) corresponds to an eigenfunction of
the time-independent Gross-Pitaevskii equation, i.e., φ0(x, t) = φ0(x)e
−iµt/~, and assume
the ansatz
δφ(x, t) = e−iµt/~
∑
k
[
uk(x)e
−iωkt + v∗k(x)e
iωkt
]
. (2.52)
Substituting the ansatz (2.52) into equation (2.51), and equating powers of e±iωkt, we find
that the mode functions uk(x), vk(x) are solutions of
L
(
uk(x)
vk(x)
)
= ~ωk
(
uk(x)
vk(x)
)
, (2.53)
where L is given by equation (2.48). We thus have the interesting result that the small
collective oscillations of the condensate, as described by Gross-Pitaevskii equation, are in
one-to-one correspondence with the elementary excitations of the system in the quadratic
(Bogoliubov) approximation to the second-quantised field theory, with the frequencies ωk
of the small oscillations equal to the (Heisenberg-picture) phase rotation frequencies k/~
of the Bogoliubov ladder operators. This is in some sense not surprising, as the above
linearisation of the Gross-Pitaevskii equation amounts to a quadratisation of the Gross-
Pitaevskii energy functional (2.27) about the Gross-Pitaevskii eigenfunction solution, in
direct analogy to the quadratisation of the second-quantised Hamiltonian we performed
to obtain the elementary excitations.
Stability of excitations
In equilibrium, we think of the condensate as being the ‘ground’ (or vacuum) state of the
system, with the weakly populated Bogoliubov modes constituting some excitation of the
system above this ground state, due to thermal (and quantum) fluctuations. In such a
situation, the Bogoliubov excitation energies k are therefore real and positive quantities.
However, in more general situations, the excitation energies may fail to be positive or
even real, and this signifies an instability of the condensate, as we now discuss.
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Thermodynamic instability
It is possible that the Gross-Pitaevskii wave function φ(x), although an eigenfunction
of the Gross-Pitaevskii equation, is not the lowest-energy eigenfunction (for its occupa-
tion N), i.e., it is a collectively excited state of the condensate. It is then possible that
one or more Bogoliubov energies k may be negative. In the presence of dissipation, the
condensate can then lose energy as the population of the negative-energy Bogoliubov
mode increases, and this can lead to a complete restructuring of the degenerate gas. In
this case the condensate is considered to be thermodynamically unstable. It should be
noted however that a GP mode can be an excited eigenfunction but nevertheless possess
no negative-energy Bogoliubov excitations, i.e., if it resides at a local minimum of the
GP energy functional (2.27). In this case the state is referred to as thermodynamically
metastable.
Dynamic instability
A second case is that in which an eigenvalue k has a nonzero imaginary part. Clearly an
energy eigenvalue with a positive imaginary part yields exponential growth of the mode
population with time, and it can be shown [47] that if k is an eigenvector of L then ∗k
is also, and we thus require that there are no eigenvalues with negative imaginary parts
either. In the case that such a complex eigenvalue appears in the Bogoliubov spectrum,
the condensate mode is said to be dynamically unstable. It is important to note that the
growth of population in a dynamically unstable mode does not require dissipation, but is
rather a dynamical amplification of population in the unstable mode, fed by the conden-
sate. In the second-quantised picture, dynamically unstable modes will always undergo
growth due to their irreducible vacuum population. By the correspondence between the
Bogoliubov modes and the small oscillations of the condensate, the corresponding os-
cillations of the Gross-Pitaevskii equation will also undergo unstable growth with time,
provided that they are populated by (e.g.) numerical noise. The evolution in this case can
quickly lead to field dynamics beyond the validity not only of the GP equation but also
of the Bogoliubov description. It is intuitive that a dynamical instability can only occur
if the condensate mode is not the ground Gross-Pitaevskii eigenstate, and indeed it can
easily can easily be shown that thermodynamic stability implies dynamic stability [47]. In
fact, it can be shown that dynamical instabilities arise from a kind of generalised avoided
level crossing occurring between excitations with positive and negative energies [241, 12].
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Self-consistent mean-field theories
In order to describe condensates at higher temperatures in such a mean-field framework,
we must (by some suitable approximation) retain the effects of terms in the grand canoni-
cal Hamiltonian (2.41) of cubic and quadratic order in δˆ(x). One approach is to assume es-
sentially ad hoc factorisations of the field operators, such as δˆ†δˆδˆ → 2〈δˆ†δˆ〉δˆ+ 〈δˆδˆ〉δˆ† [119].
The second expectation value in this approximation is the anomalous density m(x) ≡
〈δˆ(x)δˆ(x)〉 which represents the pairing correlations in the noncondensed component in-
duced by the interacting condensate. Using such Hartree-Fock-Bogoliubov (HFB) approx-
imations, one obtains generalised Gross-Pitaevskii and Bogoliubov-de Gennes equations,
which include additional mean-field potential terms depending on the noncondensed popu-
lation and anomalous density, and which must therefore be solved self-consistently (i.e., by
an iterative procedure [25, 119]). Such approaches have been applied to finite-temperature
equilibrium scenarios [113, 135, 109]. There are, however, nontrivial complications intro-
duced by the factorisation approximations [119, 183, 217]. Moreover, these theories do not
allow for any particle exchange between the condensate and thermal cloud [217], which
severely limits their applicability in nonequilibrium scenarios. The most conspicuous fail-
ing of the mean-field theories, however, is the requirement that the Bose field be explicitly
separated into condensed and noncondensed parts. In general nonequilibrium scenarios
(such as, e.g., turbulent dynamics of the Bose field [170]) no such clear distinction can be
made, and so mean-field theories are inapplicable in such regimes.
Number-conserving approaches
As we have noted, it is possible to reformulate the Bogoliubov theory in terms which
explicitly preserve the U(1) symmetry of the fundamental second-quantised Hamiltonian
(2.20), and thus conserve particle number [115, 50, 100, 183, 107], at the expense of a
significant increase in complexity. In these approaches the condensate is regarded as the
dominant eigenvector of the one-body density matrix χ0(x), with corresponding annihi-
lation operator aˆ0, and the noncondensed field is described in terms of operators which
commute with the total particle number; e.g., Castin and Dum [50] work in terms of
the noncondensate operator Λˆ = Nˆ−1/2aˆ†0δˆ, where aˆ
†
0 creates a quanta in the conden-
sate orbital χ0(x), and similar number-conserving operators are employed in references
[100, 183, 107]. In particular, the approaches of references [100, 50] demonstrate that the
time-dependent Gross-Pitaevskii equation traditionally derived under symmetry-breaking
assumptions (section 2.2.2) is indeed valid at zero temperature. An essential aspect of
these treatments is that the rigorous separation of the Bose field operator into conden-
sate and noncondensate parts requires that the two components are orthogonal (i.e.,
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∫
dxχ∗0(x)δˆ(x) = 0)
4. Time-dependent formalisms in this number-conserving approach
have been formulated both for low temperature [50, 100] and moderate temperature
regimes [107]. The method of [107] requires only that the condensed atoms constitute
the majority of the field population, and allows in principle for (e.g.) the growth of the
thermal component during the evolution. However, the method is complicated signifi-
cantly by the appearance of nonlocal terms which serve to maintain the orthogonality
of the time-dependent condensed and noncondensed components of the field throughout
their evolution, and has therefore only been applied in the linear-response regime so far
[217]. Furthermore, such an approach suffers again from the explicit separation of the field
into condensed and noncondensed parts, precluding its use in strongly nonequilibrium and
turbulent regimes of Bose-field dynamics.
2.3 Superfluidity and vortices
2.3.1 Superfluidity
The term ‘superfluid’ is used to describe a complex of phenomena that can arise in quan-
tum fluids, that distinguish them from ordinary (or normal) fluids [162]. The properties
of a superfluid are fundamentally related to the presence of a single macroscopic quan-
tum wave function in the fluid, and the nature of the excitations of the fluid relative to
this quantum degenerate ‘ground state’. Some of the characteristic features of superflu-
idity are a direct result of the flow being described by a quantum wave function, and
are foreshadowed by results in single-particle quantum mechanics; for example, the mo-
tion of electrons in a rotating molecule ‘slips’ with respect to the rigid rotation of the
nuclei [262]. Superfluid many-body systems (such as superfluid helium) exhibit similar
behaviour [128]. Superfluidity is characterised by the appearance of a superfluid velocity
vs, for which, from the transformation properties of the order parameter associated with
condensation in the system, we deduce [207]
vs =
~
m
∇S, (2.54)
where S(x, t) is the quantum phase of the order parameter (i.e., of the condensate). It is
important to note however that while the phase of the condensate determines the velocity
of the superflow, the mass current of the superflow is not, in general, directly related
to the density of the condensate [207]; i.e., Bose-Einstein condensation and superfluidity
4We note that in the standard symmetry-breaking approach one is free to choose the excitations (and
thus δˆ(x)) to be orthogonal to the condensate [184], but this is not required by the derivation.
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are intimately related but distinct concepts. A conspicuous example of this is provided
by superfluid 4He, in which the condensate fraction is a mere 8% at zero temperature,
while the superfluid fraction is unity (see, e.g., [132]). However in the limit of complete
Bose condensation in weakly interacting gases the superfluid and condensate densities are
approximately equal [163].
Stability of superflow
A crucial aspect of bulk superfluids is the stability of their flow, arising from the difficulty
in creating excitations in the fluid, which is a direct consequence of the spectrum of
excitations about the ground state. This can be understood already from the Bogoliubov
spectrum of a homogeneous Bose gas. In such a scenario the condensate forms in the
k = 0 (i.e., constant) plane-wave mode, and the excitations are mixtures of plane waves,
with the spectrum [47, 207]
k =
[
~2k2
2m
(
~2k2
2m
+ 2U0n
)] 1
2
≈ ~k
√
U0n
m
for
~2k2
2m
 2U0n. (2.55)
At long wavelengths, the spectrum, which is linear in k is that of sound waves, i.e., the
wave velocity vk = dωk/dk =
√
U0n/m ≡ cs is independent of the wave number k. Simple
energy and momentum conservation arguments [166, 47, 203] then show that an impurity
moving through the fluid can not excite quasiparticle excitations of the condensate if its
velocity v < cs, which is known as Landau’s criterion for superflow stability. The motion
of such an object through the fluid is thus not resisted by the superfluid component. By
a Galilean transformation one obtains the archetypal property of superfluidity: dissipa-
tionless flow of the fluid through a capillary [207]. In general finite-temperature scenarios
there is of course also a normal component of the fluid, which can exert a drag force on
the impurity or capillary wall. In bulk scenarios, the two fluids also exert no friction on
each other [207], and can be described by a two-fluid model [158]. This however breaks
down in inhomogeneous superfluids such as the trapped condensates we consider in this
thesis, where the superfluid can be excited at its ‘surface’ (where the sound velocity van-
ishes with the superfluid density), and even in the homogeneous case in the presence of
defects in the superfluid, such as quantum vortices, which we discuss in section 2.3.2.
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Landau criterion for surface modes of a trapped condensate
A useful result for our investigations of rotating systems in this thesis is obtained by
transposing the Landau criterion for the stability of superflow to the surface modes (sec-
tion 2.2.2) of a Bose condensate. Making this transposition we obtain the critical angular
frequency [59]
ΩL = min
(ωm
m
)
, (2.56)
where ωm is the frequency of a surface mode with angular-momentum projection m. It
is important to note the physical meaning of this result: ΩL is the minimum rotation
frequency at which a surface mode is shifted (by the inertial term −ΩLz in the rotating-
frame Hamiltonian) to a negative value. That is, in a frame rotating at an angular
frequency Ω > ΩL, the surface of the condensate is thermodynamically unstable with
respect to the growth of surface modes. As we will discuss in chapter 8, this result is
confirmed by calculations which explicitly include the dissipative effects of the thermal
cloud [266, 200].
2.3.2 Vortices
Given a condensate wave function φ(x) = |φ(x)|eiS(x,t), the velocity of the superflow is
given by equation (2.54). An immediate consequence of this is that the superflow is
irrotational, i.e., we must have ∇×vs = 0. Stokes’ theorem then implies that the integral
of the velocity
∮
C
vs ·d` = 0 around any closed path C which encloses a simply-connected
domain. If the enclosed domain is not simply connected, then this result does not hold,
and the only relevant constraint is that imposed by the single-valued nature of the phase,
which is however only defined up to the periodicity (2pi) of the complex phase. We
therefore find the Feynman-Onsager quantisation condition∮
C
vs · d` = nκ, (2.57)
where κ ≡ h/m is the quantum of circulation, and n is some integer. A condensate
which is otherwise simply connected can therefore support a circulation by admitting a
node about which the phase of the wave function wraps continuously from 0 to 2npi. In
two dimensions such a node is called a point vortex, in three dimensions the node has
finite extent and forms a vortex line (or vortex filament). In this thesis, we will consider
vortices only in quasi-two-dimensional systems, and we will therefore deal only with point
vortices. The fluid flow remains irrotational everywhere, as the phase and thus velocity
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Figure 2.1: (a) Motion of a vortex with respect to the superfluid background: the vortex
velocity is perpendicular to the imposed external force (see equation (2.58)). (b) Motion
of two like vortices. Each vortex is advected by the flow of the other, and they therefore
orbit about their geometric centre. (c) Effect of the longitudinal friction force on a vortex:
in the frame of the normal fluid, the vortex drifts at an angle to the background superflow.
are meaningless at the node, where the wave function vanishes, however, the vortex can
be thought of as a point ‘charge’ of rotation.
Dynamics of vortices
In practice, vortices with circulation |n| > 1 are energetically unstable to decay into n
singly charged vortices [75]. Similarly, considering the energy of a collection of vortex
lines, one can show that this energy takes the same form as the electrostatic energy of a
collection of charged filaments [243], i.e., vortices of opposite sign exert an attractive force
on one another, and vortices of like sign exert a repelling force on each other. However,
by Galilean invariance, one finds [86] that vortices are carried along by the local flow of
the superfluid, and thus by the flow of other vortices. This somewhat counterintuitive
relation between the force between the vortices and their motion is an example of the
peculiar dynamics obeyed by vortices. Hydrodynamic considerations yield the result that
vortex moving (with velocity vl) against a background superflow (velocity vs) experiences
the Magnus force [75] Fm = ρsκ× (vl−vs), where ρs is the density of the superfluid, and
κ is a vector with magnitude κ directed along the axis of circulation of the vortex. As a
result, the motion of the vortex subject to an applied external force Fext is governed by
the law [244]
ρs [(vl − vs)× κ] = Fext. (2.58)
Equation (2.58) shows that, in contrast to Newtonian dynamics in which the acceleration
of an object is proportional to the force applied to it, the velocity of a vortex relative to
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the superflow is proportional to the force acting on it [243]5, as illustrated in figure 2.1(a).
Consequently two like vortices which energetically ‘repel’ each other tend to orbit about
their geometric centre (in the absence of dissipation), as illustrated in figure 2.1(b). As
a result of this energetic repulsion and tendency to orbit about one another, a superfluid
to which a large rotation is imparted acquires a large array of singly charged vortices,
and the lowest-energy configuration of such an array is a crystalline vortex lattice (see
section 2.3.3).
It is clear from this discussion that there is an analogy between vortices in a superfluid
and charged particles (or filaments) moving in a background magnetic field. Indeed there
is a strong analogy between vortices in a (uniform) two-dimensional superfluid and a
(2+1)-dimensional electrodynamics [15], with phonons playing the role of electromagnetic
radiation. Electrostatic and electrodynamic analogies are therefore a very powerful tool
in understanding the behaviour of vortices in superfluid systems.
Vortices at finite temperature
At a finite temperature, we must include the effects of thermal interactions on vortex
motion. The fundamental process of interest is the scattering of excitations by the vortex
core [244], which produces a conventional (longitudinal) drag force on the vortex F‖ =
−D(vl−vn), where vn is the velocity of the normal component, and D is a (temperature
dependent) coefficient characterising the strength of the friction. As one might expect,
this frictional force opposes the motion of the vortex, but the corresponding motion is
of course determined by the Magnus law (2.58). For example, a vortex moving against
a stationary normal fluid vn = 0 moves at some angle to the background superflow, as
illustrated in figure 2.1(c). The existence and magnitude of a second transverse force
component due to the scattering of excitations remains a controversial issue [244, 13, 94].
Such a force component would be nondissipative, and numerical calculations [22, 140]
suggest that if this force is indeed nonzero, it is certainly small.
The interaction of vortices with the normal flow further complicates the dynamics of
a realistic superfluid system, and the additional effects are included at a phenomenolog-
ical level in the extended Hall-Vinen-Bekharevich-Khalatnikov theory [125]. This model
applies in the limit that the spacing between vortex lines is small, and the vorticity of the
superfluid (and its interaction with the normal fluid) is treated as a continuum property
of the superfluid.
5This non-Newtonian dynamical law has some amusing consequences. For example, a system of three
vortices in an unbounded flow in 2D is integrable, the motion only becoming chaotic upon the addition
of a fourth vortex [14].
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2.3.3 Vortices in Bose condensates
Central-vortex states
A condensate in a cylindrically symmetric harmonic trap with a single, central, singly
charged vortex parallel to the z axis has a Gross-Pitaevskii wave function of form
ψ(x) = eiθ|ψ(r⊥, z)|, (2.59)
where r⊥ =
√
x2 + y2 is the radial distance from the z axis, and θ is the azimuthal angle
around this axis. In the noninteracting limit, this wave function is of form
ψ1(x) =
N
pi3/4
√
d2⊥dz
eiθre−
1
2
(r2⊥/d
2
⊥+z
2/d2z), (2.60)
where d⊥ =
√
~/mω⊥ and dz =
√
~/mωz are the oscillator lengths corresponding to the
confinement in the r⊥ and z directions, respectively. In an inertial (laboratory) frame,
this wave function has higher energy than that of the condensate consisting of N atoms
in the ground state of the trap, ψ0(x) = [N/(pi
3/2d2⊥dz)] exp{−12(r2⊥/d2⊥ + z2/d2z)}; i.e., it
is an excited state. However, in a rotating frame the energy of the vortex will be lowered
due to its circulation. We thus consider the relative energies of the two states in a frame
rotating with angular velocity Ω about the z axis. In such a frame the GP energy is given
by
EΩ[ψ] = E − Ω〈Lz〉 =
∫
dxψ∗
[
− ~
2
2m
∇2 + Vext − ΩLz + U0
2
|ψ|2
]
ψ. (2.61)
As the vortex-free ground state ψ0(x) carries no circulation, its energy E0 is the same
in all rotating frames, while the energy E1 of the vortex state ψ1(x) is reduced from its
lab-frame value by N~Ω in the frame rotating at angular velocity Ω. As such there is a
critical angular velocity at which the energy of the vortex state becomes equal to that of
the vortex-free state, and for higher angular velocities, the vortex state is a lower energy
state than the vortex-free state (see figure 2.2(a)). However, in the noninteracting limit
one can easily see that, as the lab-frame energy of the vortex state is E1 = E0 + N~ω⊥,
this crossover does not occur in the noninteracting case until Ω = ω⊥, in which limit
the trapping potential is completely cancelled by the centrifugal force resulting from the
rotation [87].
In the opposite Thomas-Fermi limit of dominant interactions, the vortical condensate
has density approximately of the form [87]
n(r⊥, z) ≈ µ
U0
(
1− η
2
r2⊥
− r
2
⊥
R2⊥
− z
2
R2z
)
Θ
(
1− η
2
r2⊥
− r
2
⊥
R2⊥
− z
2
R2z
)
, (2.62)
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Figure 2.2: (a) Rotating-frame energies of a generic vortex-free ground state and the cor-
responding central-vortex state. The energy of the vortex state decreases with increasing
frame angular velocity, and at a critical frequency Ωc its energy drops below that of the
vortex-free state. (b) Energy of a vortex state as a function of the radial displacement
of the vortex, evaluated in various rotating frames. Cases are: (i) Ω = 0, thermodynam-
ically unstable state; (ii) Ω = Ωm, onset of vortex metastability; (iii) Ω = Ωc onset of
thermodynamic stability of the vortex; (iv) Ω = (3/2)Ωc, stable state with energy barrier.
where R⊥, Rz are the appropriate Thomas-Fermi radii, and η is the healing length. As
the state is a singly charged on-axis vortex, it carries angular momentum Lv = N~, and
it can be shown that the lab-frame energy of this state is [172]
Ev =
4pi
3
n0~2Rz
m
ln
(
0.67R⊥
η
)
, (2.63)
where n0 is the peak density of the corresponding vortex-free TF state, with healing length
η. Comparing the vortex-state energy equation (2.63) with that of the corresponding
vortex-free state, we find that the critical frequency at which the vortex state becomes
the ground state is [172]
Ωc =
5
2
~2
mR2⊥
ln
(
0.67R⊥
η
)
. (2.64)
We note that the vortex-state energy equation (2.63) is obtained by assuming the healing
length η as short-range cutoff in the calculation of the kinetic energy due to the vortex
flow pattern (cf. [111]). Numerical solution of the full Gross-Pitaevskii equation reveals
that the true energy contribution of the vortex is somewhat higher [87]. Nevertheless
equation (2.64) agrees well with numerically exact results [61] for the critical frequency
in the limit of large condensates [172].
34
2.3. Superfluidity and vortices
Off-axis vortices
So far we have shown the energy of the vortex at the centre of the trap is lower than that
of the vortex-free state in a frame rotating above some critical angular velocity Ωc. Here
we consider the approximate energy of the vortex state as a function of the displacement
of the vortex from the trap centre, thus continuously connecting the central-vortex and
vortex-free limits. A Thomas-Fermi limit calculation for the energy of state with vortex
displaced off-axis by rv, in a frame rotating at angular velocity Ω, leads to the result
[87, 153]
Ev(rv; Ω) =
[
1−
( rv
R⊥
)2] 32{
Ev(0; 0)−N~Ω
[
1−
( rv
R⊥
)2 ]}
, (2.65)
where Ev(0; 0) is the lab-frame energy of the central-vortex state given by equation (2.63).
In figure 2.2(b) we plot the results of this energy as a function of the vortex displacement,
for several values of the rotating-frame angular velocity Ω. In the laboratory frame (case
(i)), the energy of the state decreases monotonically with increasing vortex displacement,
showing that the central vortex is truly thermodynamically unstable in this regime; in
the presence of weak dissipation in this frame (i.e., in the presence of stationary thermal
cloud), the dissipation serves to expel the vortex from the condensate. In case (ii) we
illustrate the form of the energy in a frame rotating at frequency
Ωm =
3
2
~
mR2⊥
ln
(
0.67R⊥
η
)
, (2.66)
at which the curvature of Ev(rv) at rv = 0 changes sign. For greater angular velocities
Ω > Ωm the function Ev(rv) is convex at rv = 0, and thus in the presence of weak
dissipation in this frame the vortex is pushed back towards the centre of the trap. As the
vortex energy at the trap centre is still higher than the energy of the vortex-free state,
this frequency marks the onset of metastability of the central-vortex state.
In case (iii) we indicate the curve corresponding to the frequency Ωc given by equa-
tion (2.64) (note that Ωc = (5/3)Ωm). As we have discussed, beyond this frequency the
energy of the central-vortex state is lower than that of the vortex-free state, i.e., the vortex
state is the global energy minimum. However, even for significantly higher frequencies
(case (iv), Ω = (3/2)Ωc), we note the presence of an energy barrier that must be sur-
mounted by the vortex in order for it to migrate from the outside of the condensate to the
centre. Thus, even in the presence of weak dissipation, above the frequency Ωc additional
mechanisms are necessary in order for the vortex to migrate to the trap centre, as we
discuss in chapters 8 and 9.
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The anomalous mode
An anomalous mode is a Bogoliubov excitation of the GP state with negative energy,
the appearance of which signals the thermodynamical instability of the condensate (sec-
tion 2.2.3). As a central single-vortex state is thermodynamically unstable in the lab
frame (figure 2.2(b)), such an anomalous mode arises in the Bogoliubov expansion about
such a state [73]. In the noninteracting limit, this mode simply reduces to the ground
state of the trap [223]. For the interacting case, in the Bogoliubov description, the u and
v components of this anomalous mode have circulation 0 and 4pi respectively, indicating
that the mode has angular momentum [181] q = −1 with respect to the central-vortex
state. The energy of this state (relative to that of the condensate) therefore increases with
increasing angular velocity of the rotating frame, and reaches zero at the metastability
frequency Ωm, as we expect. The energy of the anomalous mode of the central-vortex
state therefore determines the frequency of precession of a vortex in the limit of infinites-
imal displacement of the vortex from the trap axis [87]. More generally, an anomalous
mode appears for a finitely off-axis vortex, and has an excitation energy related to the
precession frequency of the vortex [168]. However, this relationship has been shown not
to hold in the extension to finite-temperature HFB theories [138, 264].
Vortex lattices
As multiply charged vortices are unstable, the equilibrium configuration of a macroscop-
ically rotating superfluid is expected to contain a proliferation of singly charged vortices.
In the limit of large angular momentum, we expect such a rotating superfluid to exhibit
a coarse-grained velocity profile which mimics that of solid-body rotation. The latter is
given by a velocity vsb = Ω×x at position x, and yields a constant vorticity∇×vsb = 2Ω.
This prompted Feynman [90] to estimate the density of vortices in a macroscopically ro-
tating fluid as the ratio of this vorticity to the elemental vorticity κ, yielding
nv =
2Ω
κ
=
mΩ
pi~
, (2.67)
which is referred to as Feynman’s rule [75]. Calculations performed by Tkachenko show
that the minimum energy configuration is one in which the vortex lattice is triangu-
lar [253], and in the literature such lattices are known as Abrikosov lattices, named for
Abrikosov who predicted the analogous structure for magnetic flux lines in type-II super-
conductors [4]. We note, however, that calculations performed by Campbell and Ziff [43]
indicated that the rotational velocity field in fact leads to significant deviations from this
ideal triangular structure in uniform, cylindrically confined superfluids. It is at first some-
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what surprising then that the lattices formed in dilute Bose condensates (e.g., [2, 124])
are so strikingly regular, especially considering that one might expect the vortex density
to be lower at the centre of the trap, where the superfluid density and thus the kinetic
energy associated with vortices is highest. However, Sheehy and Radzihovsky [233, 234]
have shown in a careful analysis that this energetic effect is almost exactly balanced by
the spatial dependence of the vortex ‘chemical potential’ (∝ Ωρs). They obtain a gen-
eral result for the vortex density, which in the TF limit (for isotropic or oblate trapping)
reduces to the radius-dependent result
nv(r) ≈ mΩ
pi~
− 1
2pi
R2
(R2 − r2)2 ln
(
e−1~
η2Ωm
)
, (2.68)
where R is the Thomas-Fermi radius, and e is the base of the natural logarithm.
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Classical-field theory
In this chapter, we introduce the classical-field formalism we use throughout this thesis.
The term ‘classical-field theory’ in fact refers to a family of theoretical and computational
formalisms for the degenerate Bose gas, with generally different regimes of applicability
and utility, which have been recently reviewed in [28]1. However, they all share the
feature of allowing for the description of many-body physics beyond the reach of a simple
Gross-Pitaevskii treatment, while retaining the computational tractability of a description
in terms of a single-particle state space. In this thesis, we focus on the Hamiltonian
(i.e., deterministic) dynamics of classical fields described by the projected Gross-Pitaevskii
equation, and in particular on the description of thermal Bose fields using this formalism,
in both equilibrium and nonequilibrium scenarios. This chapter serves to explain the
physical content and formulation of this particular methodology, and to place it in the
broader context of classical-field methods for the degenerate Bose gas.
We begin this chapter in section 3.1 with a heuristic introduction to the basic notions of
the classical-field treatment, and explain its validity and utility for the finite-temperature
scenarios we will consider in this thesis. In section 3.2 we motivate the low-energy projec-
tion of the field that is a central aspect of the method, and present the derivation of the
projected Gross-Pitaevskii equation from the second-quantised Hamiltonian for the dilute
Bose gas previously introduced in chapter 2. In section 3.3 we describe the ergodic char-
acter of solutions of the projected GP equation, and discuss the thermodynamics of the
classical field that emerge dynamically from the field trajectories. Finally in section 3.4
we introduce the closely related truncated-Wigner approximation for the degenerate Bose
gas, and discuss its relation and relevance to the classical-field formalism we employ in
this thesis.
1We note that the authors of [28] coined the term ‘c-field’ to describe the collection of classical-field
methods discussed in that work, so as to avoid the potential confusion associated with the phrase ‘classical
field’, which can give the misleading impression that these methods are not quantum mechanical.
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3.1 Nature of the classical-field approximation
At its simplest level, classical-field theory results from the replacement of a second-
quantised (Bose) field Hamiltonian with an analogous classical field Hamiltonian. This
is motivated by the observation that in regimes of thermal behavior, the dominant char-
acteristic of the atomic Bose-field system is its multimode, self-interacting nature, rather
than the quantised nature of the atomic field. Indeed, under conditions of high mode
occupation, field commutators become relatively unimportant, and a satisfactory descrip-
tion of the bosonic field can be obtained from a classical-field model. It is important to
note that while this replacement is superficially the same as the replacement of the field
operator Ψˆ(x) by a classical (c-number) field in the Gross-Pitaevskii approximation (sec-
tion 2.2.2) the interpretation is very different. For example, the GP wave function φ(x)
describes a condensate, which carries no entropy, while by contrast, the classical field in
our models is typically a strongly fluctuating field, and through its fluctuations, describes
thermal behaviour of the field which is by definition outside the regime of validity of the
GPE.
In general, we will think of the classical-field descriptions of the systems we study as
approximations to the full second-quantised field theory. However, we can also view the
classical-field system as the ‘original’ classical-dynamical system, from which the quantum
field theory is obtained by quantising once [202]. Taking this viewpoint, it makes sense
to characterise the behaviour of this classical-field system first, before layering on the
complexity of field quantisation.
This viewpoint also lends us more insight into the nature of the classical-field approx-
imation, when we consider an alternative formulation of the quantum field theory: the
path integral formulation [89, 275]. In this formulation, the transition probability for the
field to evolve from a configuration ψ1(x, t1) at time t1 to another configuration ψ2(x, t2)
at a later time t2 is given by a sum (path integral) over phase factors e
iS[ψ(x,t)]/~, where
S[ψ(x, t)] is the action evaluated for each conceivable path between the end configurations
(figures 3.1(a-b)). In this way, quantum fluctuations (the physical content of the commu-
tation relations (2.4)) are built into the theory. The classical field trajectory is regained
in the limit that the contribution of these quantum fluctuations to the path integral is
small2, in which case the path of least action (i.e., the classical trajectory) dominates the
integral (figure 3.1(a)). In the situations we consider in this thesis, we evolve a single
classical trajectory of the field, which exhibits strong fluctuations (figure 3.1(c)) driven
2In single-particle quantum mechanics this limit is of course ~ → 0. However, our classical field
equation contains an explicit ~, so the limit here is more accurately regarded as that of infinite particle
number [211].
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Figure 3.1: (a) Evolution of a simple classical field in the Lagrangian viewpoint: the
physical trajectory (solid line) is that for which the action is minimised. (b) Path integral
interpretation of quantum field theory: all possible paths contribute to the probability of
the transition from ψ1 to ψ2; strongly nonclassical trajectories interfere destructively. (c)
Self-interacting classical field: the path of least action is itself strongly fluctuating, and
samples many different field configurations during the classical evolution.
by the kinetics of its own self-interaction. This strongly fluctuating character is more
significant than the ‘spread’ of contributing paths included in the quantum theory, and so
we do not consider the contributions of these other paths. We thus obtain a nonpertur-
bative description of the field dynamics, at the cost of sacrificing the Bose commutation
relations (2.4) and the results which follow from them (such as the exact Bose-Einstein
thermodynamic distribution in equilibrium). Another important feature of the fluctuating
classical trajectory of the field illustrated in figure 3.1(c) is that we can extract meaningful
statistics by averaging over the fluctuations along the path of the field (rather than over
multiple neighbouring paths). In equilibrium this reflects the fact that the classical field
is ergodic, and samples from the appropriate thermal distribution over time, as we discuss
in section 3.3. However, this also provides a representation of thermal fluctuations of the
field in scenarios away from equilibrium. A strength of the classical-field method is that
it implicitly includes the effect of these thermal fluctuations on the dynamics of the field,
thus providing a formalism for modelling finite-temperature nonequilibrium behaviour of
the atomic Bose field.
3.2 Projection
3.2.1 Motivation
A crucial aspect of the classical-field formulation we use in this work is the projection of
the classical field onto a low-energy region. In practice we simulate a field which differs
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from the second-quantised Bose field Ψˆ(x) not only in that its quantum-operator character
is neglected, but also in that it comprises an expansion over a finite number of single-
particle basis modes, which are typically chosen as the lowest-energy eigenmodes of some
single-particle Hamiltonian. In this section we briefly outline some of the motivations for
the restriction of the field in this manner, before introducing the projection formally in
section 3.2.2.
Numerical implementation of field theory
The first motivation is a practical one: a true ‘field theory’ is a theory of the dynamics
of a system with an infinite number of degrees of freedom, i.e., the field is obtained as
the continuum limit of a (classical or quantum) dynamical system with a discrete set
of dynamical variables [252]. Obviously, it is not in general possible to describe such a
system with finite computational resources. In practice, every computational realisation
of field theory must be defined in terms of only some subset of the true degrees of freedom
of the field theory, and so we are compelled to consider carefully which degrees of freedom
we include in our numerical model and which we discard. This is doubly important as
naive discretisations of the theory can introduce serious pathologies into the dynamics,
as we discuss further in section 4.3, when we compare the projected formalism to other
common discretised formulations of the Gross-Pitaevskii theory.
Long-wavelength nature of the theory
The second motivation is that the quantum field theory corresponding to the Hamiltonian
(2.20) can only be regarded as an effective field theory, describing the behaviour of the
atomic field on wavelengths which are long compared to some cutoff length scale. This is
evidenced by the use of a contact (s-wave) interaction potential, which implicitly assumes
we are only describing the dynamics of wavelengths of the field large compared to the
range r0 of the interatomic potential [104], such that we can neglect the true structure of
this potential. Moreover, the contact potential is independent of the relative momentum,
and thus describes the same interaction strength for all collisions, whereas physically the
efficiency of scattering by the true inter-atomic potential is curtailed dramatically for rel-
ative momenta k > 1/as. Note that this issue is already present in the second-quantised
Hamiltonian (2.6) from which we derive the Gross-Pitaevskii equation, but does not lead
to problems in that case as we consider only the condensate mode, which is essentially
the ‘longest-wavelength’ mode3, and for which the s-wave assumption holds true. It does,
however, lead to ultraviolet divergences in the self-consistent mean-field theories which
3In particular, (repulsive) interactions act to ‘smooth’ the GP mode so that it is slowly-varying in
space, and contains only long-wavelength components.
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generalise the GP description to finite temperatures. Morgan [183] has shown that by
formally restricting the description of the atomic field to its long-wavelength components,
the correct description of the interparticle interaction experienced by this field appears
as precisely the ‘contact’ potential used in the continuum theory, but this interaction
potential is now formally regular due to the long-wavelength nature of the field, and this
is the scenario we consider in this thesis. Formally the scattering coefficient is then a
cutoff-dependent parameter [183, 239, 28], however in practice the correction due to the
cutoff is small [183, 190], and we can simply use the experimentally measured value for
as in our models.
Validity of the classical-field approximation
The third motivation is that by choosing the cutoff at an appropriate height in energy, it
is possible (in some scenarios) to ensure that all single-particle modes in the classical-field
description are highly occupied, i.e., that their classical occupations are & 1, dominating
the neglected ‘vacuum occupation’ of the modes. In such a regime the vacuum fluctua-
tions have little effect on the dynamics and the classical-field approximation is formally
justified. At thermal equilibrium of the classical field in this limit, the thermodynamics
of the classical field can be identified with the high-occupation limit of the true Bose-field
system, and highly accurate [65] estimates for the correlations and thermodynamics of
the quantum many-body system can be obtained by including a description of above-
cutoff atoms into the theory. However, in general scenarios (away from equilibrium, for
example), this restriction of the domain of the classical field so that all modes are highly
occupied may not be practical, or even possible. In this thesis, we focus on the intrinsic
phenomenology of the classical field system, and so we will frequently relax this require-
ment. As a result, our results are not expected to be quantitatively accurate predictions
for the true bosonic field theory. Nevertheless, we find that the behaviour of the classical
field yields great insight into the behaviour of the atomic Bose field, in scenarios which
are essentially inaccessible to other contemporary finite-temperature formalisms, built on
alternative approximations to the underlying many-body theory.
Expression in single-particle energy levels
As we have already noted, the way in which the atomic interaction is represented in our
model requires us to restrict the field so as to exclude high-momentum components. How-
ever, in the systems we consider in this thesis, the atomic field is confined by an external
trapping potential, which breaks the translational symmetry of the system. Momentum is
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thus no longer a conserved quantity of the system, and so it is not appropriate to impose
the classical-field cutoff in such terms.
In typical conditions, we expect all single-particle modes of the classical field below the
cutoff to be populated, including those which ‘border’ the cutoff. Due to the complexity
of the interacting field theory, requisite conditions for the cutoff are best formulated by
considering thermal equilibrium (or quasi-equilibrium) scenarios. In such cases, we expect
the transfer of population to obey the principle of detailed balance [221]: the transfer of
population from a mode j to a mode k is exactly balanced by the transfer of population
from k to j. By carefully applying a cutoff we enforce this behaviour for transfer between
modes on opposite sides of the cutoff: detailed balance is ensured in the trivial sense that
the transfer in both directions is identically zero. Applied correctly, this cutoff should then
have no effect on the dynamics, at least close to equilibrium. However, it is important that
the cutoff is defined in a way which respects the symmetries of the system as otherwise
the resulting equilibrium of the below-cutoff field will not be, in general, consistent with
an equilibrium of the full system. In such cases the effective detailed-balance condition
resulting from the cutoff will be spurious. For this reason, the cutoff should be defined in
terms of the energy of the system, so that the cut can be made with minimal disruption to
the dynamics and thermodynamics of the below-cutoff field. Equivalently, we require that
the constant-energy surface of the cutoff system most closely matches a constant-energy
surface of the full interacting system.
Of course, in general the surface of constant energy for the interacting system will be a
very complicated function of the field variables, which is impossible to calculate. However,
we do know that for an equilibrium system containing a condensate, the energy of the sys-
tem can be approximately diagonalised by the Bogoliubov transformation (section 2.2.3).
Moreover, we know that at high energies the Bogoliubov modes return to single particle
states, i.e. vk → 0 as k → ∞ [60], and in this limit the uk approach the energy eigen-
states of the appropriate single-particle Hamiltonian (with shifted energies). In fact, in
harmonic trapping, for energies & 3µ, where µ is the chemical potential of the condensate,
the energies of the Bogoliubov modes and those of the single-particle energy eigenstates
agree to within about 3% [105]. At such energies the presence of the condensate simply
results in a small upwards shift of the single-particle mode energies. Therefore, effecting
the cutoff in terms of the single-particle energy in the trapping potential, we can enforce
a cutoff which is approximately diagonal in the energy of the interacting system. In prac-
tice, this cutoff is implemented by an explicit projection onto single-particle eigenstates
with energies below the cutoff.
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Figure 3.2: Schematic view of the coherent region (condensate band) C and incoherent
region (noncondensate band) I for a harmonic trap.
3.2.2 Projected classical-field theory
The classical-field energy functional
In our projected classical-field theory, we introduce a cutoff energy ER to separate the
system into a low-energy coherent region (C) consisting of single-particle modes energies
satisfying n < ER, and a high-energy incoherent region (I) containing the remaining
modes, as indicated in figure 3.2. These regions are also sometimes referred to as the con-
densate and noncondensate bands, respectively [102, 104, 37]. Where possible, it is most
convenient to carry out the separation in the basis which diagonalises the single-particle
Hamiltonian of the system, since at sufficiently high energies (n ∼ ER [105, 104]) the
many-body Hamiltonian (2.20) is approximately diagonal in this basis, as discussed in
section 3.2.1. For certain potentials, an appropriate numerical quadrature method exists
which allows for the efficient integration of the resulting equation of motion. More gener-
ally, the single-particle Hamiltonian is divided into a base Hamiltonian and a remaining
potential part which is possibly time dependent
Hsp = H0 + δV (x, t). (3.1)
The total potential in general comprises a contribution V0(x) from the base Hamiltonian
and the perturbation potential, i.e. V (x, t) = V0(x)+δV (x, t), while the base Hamiltonian
may contain inertial terms associated with the transformation to a rotating frame.
The validity of implementing the cutoff in terms of the single-particle energy corre-
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sponding to H0 requires that δV (x, t) be a small perturbation to H0 (so that, e.g. the
discrepancy between the constant-energy surfaces of H0 and Hsp at the cutoff is of the
same order as that between the single-particle and Bogoliubov Hamiltonians). We then
introduce the projected field operator
ψˆ(x) ≡
∑
n∈C
aˆnφn(x) = PΨˆ(x), (3.2)
where the projector is defined by
Pf(x) ≡
∑
n∈C
φn(x)
∫
dx′ φ∗n(x
′)f(x′). (3.3)
The summation is over all modes satisfying n ≤ ER, where H0φn(x) = nφn(x) defines the
modes in terms of the base Hamiltonian. The number of single-particle modes included
in the coherent region is the condensate-band multiplicity, denoted byM. The projected
field operator thus obeys the commutation relation[
ψˆ(x), ψˆ†(x′)
]
= δP(x,x′), (3.4)
where the projected delta function
δP(x,x′) =
∑
n∈C
φn(x)φ
∗
n(x
′). (3.5)
In the s-wave limit, the effective low energy Hamiltonian for the system is then given
by
Heff =
∫
dx ψˆ†(x)Hspψˆ(x) +
U0
2
ψˆ†(x)ψˆ†(x)ψˆ(x)ψˆ(x). (3.6)
We now obtain a classical theory by making the replacement
ψˆ(x)→ ψ(x) ≡
∑
n∈C
αnφn(x), (3.7)
in Heff which yields the classical-field energy functional
HCF =
∫
dxψ∗(x)Hspψ(x) +
U0
2
|ψ(x)|4 ≡ E[ψ]. (3.8)
Classical mechanics interpretation
The energy functional (3.8) is in fact a classical Hamiltonian, from which we can derive
the evolution of the projected field ψ(x, t). To see this, we write HCF explicitly in terms
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of the classical-field amplitudes {αj, α∗j}, and obtain
HCF =
∑
n∈C
nα
∗
nαn +
∑
mn∈C
∫
dxφ∗m(x)δV (x, t)φm(x)α
∗
mαn
+U0
∑
mnpq∈C
∫
dxφ∗m(x)φ
∗
n(x)φp(x)φq(x)α
∗
mα
∗
nαpαq. (3.9)
By analogy to the relation between the quantum ladder operators {aˆj, aˆ†j} and the (ab-
stract) position and momentum operators {xˆj, pˆj} of the individual field modes, we in-
troduce canonical position and momentum variables [66, 28]
Qn =
1√
2n
(αn + α
∗
n) (3.10)
Pn = i
√
n
2
(α∗n − αn). (3.11)
The usual Hamilton’s equations [117, 252] for Qn and Pn then yield idαn/dt = ∂H/∂α
∗
n,
and the complex-conjugate expression. Introducing the projected functional derivative
operator [104, 28]
δ¯
δ¯ψ(x)
=
∑
n∈C
φ∗n(x)
∂
∂αn
, (3.12)
and its conjugate, the evolution equations for the classical-field amplitudes can be sum-
marised by the functional equation
i~
∂ψ(x)
∂t
=
δ¯HCF
δ¯ψ∗(x)
, (3.13)
for the projected classical field. The resulting equation of motion
i~
∂ψ(x)
∂t
= P
{(
Hsp + U0|ψ(x)|2
)
ψ(x)
}
, (3.14)
is called the projected Gross-Pitaevskii equation (PGPE) (see, e.g., [28]).
Conservation laws and Ehrenfest relations
We now remark on some conservation laws satisfied by the evolution of the PGPE. In
general, the there will be multiple first integrals of the PGPE evolution. The first integrals
are functionals of the field which are conserved by the Hamiltonian evolution. In general
applications of the PGPE, there are always at least two such functionals: the field energy
47
Chapter 3. Classical-field theory
E[ψ] and normalisation N [ψ]. More generally, there may be other conserved quantities
which are conjugate to symmetries of the classical-field Hamiltonian (3.8) (e.g., conserved
angular momentum in the case of a rotationally invariant single-particle Hamiltonian).
Here we discuss the appearance of the normalisation and energy first integrals in the
PGPE formalism. First, we note that the Hamiltonian (3.8) is invariant under (global)
phase rotations ψ(x) → ψ(x)eiθ. The group of such transformations is generated by
the classical-field normalisation N =
∫
dx |ψ(x)|2, which is therefore conserved [117].
Introducing the projected functional Poisson bracket [28]
{F,G} =
∫
dx
[
δ¯F
δ¯ψ(x)
δ¯G
δ¯ψ∗(x)
− δ¯F
δ¯ψ∗(x)
δ¯G
δ¯ψ(x)
]
, (3.15)
it can be shown explicitly that {N,HCF} = 0. This conservation of the field normalisation
as a result of the invariance of the Hamiltonian HCF under such phase transformations
is the classical precursor to the ‘gauge’ symmetry of the quantised field discussed in sec-
tion 2.2.2. Furthermore, if the potential δV (x) is time-independent it follows immediately
[117, 252] that the energy (3.8) of the classical field is conserved by the PGPE evolution.
We can also derive Ehrenfest relations for the evolution of ‘expectation values’ of
single-particle operators, obtained by averaging over the (instantaneous) classical-field
configuration
A ≡
∫
dxψ∗(x)Aψ(x). (3.16)
The standard (non-projected) Gross-Pitaevskii equation satisfies the conventional Ehren-
fest relations for the quantities of immediate interest: the position x, momentum p and
angular momentum L (see, e.g., [44]). The corresponding results for the PGPE also con-
tain corrections due to the projection operation, which are most straightforwardly derived
by rewriting the PGPE as [36, 34]
i~
∂ψ
∂t
= (1−Q)
{(
Hsp + U0|ψ(x)|2
)
ψ(x)
}
, (3.17)
where we have introduced the projector Q which is the orthogonal complement of P , i.e.
Qf(x) ≡ (1− P)f(x) =
∑
n∈I
φn(x)
∫
dx′ φ∗n(x
′)f(x′). (3.18)
We then find the generalised Ehrenfest relations
dx
dt
=
p
m
+Qx (3.19)
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dp
dt
= −∇V (x, t) +Qp (3.20)
dL
dt
= − i
~
LV (x, t) +QL (3.21)
dHCF
dt
=
∂V (x, t)
∂t
, (3.22)
where the boundary terms are
QA =
2
~
Im
[(
δV (x, t) + U0|ψ(x)|2
)Q{Aψ(x)}]. (3.23)
It is clear from (3.23) that the boundary terms vanish when [Q, A] ≡ −[P , A] = 0, in
which case we regain the Ehrenfest relations of the continuum field theory. This result
will be of particular importance when we apply the PGPE to rotating systems in later
chapters.
3.3 Ergodicity
The PGPE (3.14) is, fundamentally, an equation of motion which describes the dynam-
ics of the classical field ψ(x, t). However, an important feature of the dynamical system
described by the Hamiltonian (3.8) is that it is ergodic [160], which is to say that tra-
jectories of the PGPE sample the microcanonical density of the field densely. For given
values {Ii} of the first integrals {Fi} of the PGPE system, the microcanonical density is
the probability distribution over field configurations which has a constant nonzero value
on the sub-manifold defined by Fi = Ii, and is zero elsewhere. In the simple case in
which E[ψ] and N [ψ] are the only first integrals, with values E0 and N0 respectively, the
microcanonical density is
Pµ[ψ;E0;N0] =
{
const E[ψ] = E0, N [ψ] = N0
0 else,
(3.24)
where the constant is chosen such that the integral of the density over all field configura-
tions is unity. In principle, all equilibrium properties of the microcanonical classical-field
system are given by averages in the density (3.24). As the evolution is ergodic, almost
any initial condition with E[ψ] = E0 and N [ψ] = N0 will evolve to a configuration (mi-
crostate) which is typical of the appropriate thermal equilibrium of the field4. After this
4We use the phrase ‘almost any’ to signify that there are some field configurations (a set of measure
zero [232]) which will not evolve in an ergodic manner. An important case is initial conditions which
exhibit a symmetry which is preserved by the Hamiltonian evolution.
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equilibration of the field, the field essentially samples from the density (3.24) uniformly
over time. This provides a powerful methodology for calculating the equilibrium proper-
ties of the classical field: we simply allow the system to attain its own equilibrium, and
then observe its equilibrium behaviour directly.
It is worth elaborating somewhat on the nature of this equilibration, as the way this
apparently irreversible behaviour arises from the purely deterministic equation (3.14) is
a potential source of confusion. An initial field configuration that we choose may appear
far from the typical configurations of the field we observe in equilibrium. However, in
equilibrium the system will eventually fluctuate so that all such unlikely configurations
occur, as their probability in the microcanonical density is of course the same as any other
microstate consistent with Pµ[ψ]
5. The subsequent ‘relaxation’ we observe is simply the
system continuing with its evolution after such a fluctuation, and is formally reversible. In
particular, the information describing the initial state is preserved in the precise details of
the fluctuations of the field once it has reached equilibrium [57], and the initial state can
be regained by reversing the evolution of the system. However, in practical applications
this reversibility is inevitably lost after some time due to the buildup of numerical error
[160].
3.3.1 Correlation functions
A particularly useful application of the ergodicity of the PGPE system is the calculation
of correlation functions of the classical field, which take the form of averages in the mi-
crocanonical density Pµ[ψ] (which we denote by 〈· · · 〉µ) of a functional F [ψ(x)] of the
classical field. Such averages provide various characterisations of the properties of the
classical field in equilibrium, and are analogous to the quantum-statistical-mechanical
expectations of field variables obtained by tracing over the quantum density matrix
〈F [ψˆ(x)]〉 = Tr{ρˆF [ψˆ(x)}. The (hypothesised) ergodicity is formalised by the identi-
fication of the microcanonical average Pµ[ψ] with the infinite-time limit of an average
along any given trajectory of the field [160]:
〈F [ψ(x)]〉µ = lim
θ→∞
{
1
θ
∫ θ
0
dt F [ψ(x, t)]
}
. (3.25)
This is a very useful identity, as identifying the full set of classical-field configurations
which satisfy the first-integral constraints is almost certainly impossible, due to the non-
linearity of the classical-field energy functional (3.8) [28]. In practice, we average the
5They are unlikely configurations, however, in the sense that their number of such configurations (or
more accurately the volume of microcanonical density that they occupy) is comparatively small.
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functional F [ψ(x, t)] over a finite period of field evolution. The trajectories of the PGPE
thus provide for a kind of Monte Carlo sampling of the microcanonical density of the field,
with the distinction that the ‘randomness’ of the sampling arises from the ergodicity of
the deterministic trajectories, rather than any explicit stochastic element. Intuitively, we
expect the results of the averaging to be accurate estimates of the corresponding micro-
canonical averages, provided that we average over a period which is long compared to the
slowest time scale in the problem (at equilibrium), which is of the order of the slowest
harmonic trapping period.
Field covariance
A correlation function of the classical field of particular interest is the covariance matrix
G(x,x′) = 〈ψ∗(x)ψ(x′)〉µ. (3.26)
This quantity is the obvious classical-field analogue of the one-body density matrix
ρ1(x,x
′) introduced in section 2.2.16. In particular, G(x,x′) is, like ρ1(x,x′), Hermitian,
and can be written in the diagonal form
G(x,x′) =
∑
i
niχ
∗
i (x)χi(x
′), (3.27)
where the real constants {nj}, indexed in order of decreasing magnitude, are the occu-
pations of the corresponding modes {χj(x)}. By analogy to the Penrose-Onsager [201]
definition of condensation in the quantum-many-body system (section 2.2.1), condensa-
tion in the classical field is signaled by the most highly occupied mode χ0(x) having an
occupation n0 which is significantly larger than all other occupations ni. This defini-
tion in terms of correlations in the microcanonical density is an unambiguous measure of
condensation in the simple equilibrium regimes in which it is applicable.
Beyond the microcanonical density
A major theme of this thesis is the generalisation of the notion of correlation functions of
the field to situations in which the correlations of interest are in some way concealed in
the formal microcanonical density itself. For example, the microcanonical density of the
field inherits the U(1) phase symmetry of the classical-field Hamiltonian (section 3.2.2).
However, we show in chapter 5 that over comparatively short time periods, the classical
6In light of this analogy, in the classical-field context we will sometimes simply refer to the covariance
matrix G(x,x′) as the one-body density matrix.
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field effectively samples a modified ensemble which breaks the U(1) phase symmetry of the
Hamiltonian (3.8), and so by considering the fluctuation statistics of the field over such
short periods we can obtain nonzero values for symmetry-broken correlation functions,
in analogy to the symmetry-broken approach to the second-quantised field discussed in
section 2.2.2. Similarly in chapter 6, we consider a scenario in which the classical-field
condensate breaks the rotational symmetry of the classical-field Hamiltonian. By consid-
ering the fluctuations of the field on short time scales we can extract the symmetry-broken
condensate orbital, which is concealed in the formal rotationally-invariant microcanonical
density. Another scenario which necessitates considering field correlations beyond the
microcanonical density is the case of nonequilibrium fields, which we consider in chap-
ters 7 and 9. In those scenarios, we are interested in the relaxation of the classical field
to a (new) thermal equilibrium, and we thus require means of characterising the field
during this relaxation period. We will find in such cases that the separation of time scales
between the slow ‘macroscopic’ relaxation of the field and the rapid motion of thermal
fluctuations of the field is such that we can obtain meaningful characterisations of the
field from averages taken over intermediate time scales.
3.3.2 Thermodynamics
Microcanonical thermodynamics
The second important application of the ergodicity of the field is to the calculation of
the thermodynamic parameters of the system: the temperature and chemical potential.
As the PGPE system is Hamiltonian and ergodic, its thermodynamics are in principle
described completely by the microcanonical entropy function
S = kB ln
∫
dΓ δ(H(Γ)− E)
∏
i
δ(Fi(Γ)− Ii), (3.28)
where H(Γ) is the classical-field Hamiltonian (3.8) written as a function of the phase-
space variables Γ, and the Fi are the other conserved first integrals of the Hamiltonian
evolution (e.g., the field normalisation, see section 3.2.2). The equilibrium temperature
of the microcanonical system is formally given by
1
kBT
=
(
∂S
∂E
)
Fi
, (3.29)
where the subscript Fi indicates that the derivative is taken with all other constants of
motion held fixed. Calculating the temperature using this definition however requires the
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calculation of the entropy function as a function of energy, which is again an intractable
task. However, a comparatively recent advance in statistical mechanics was provided by
Rugh [224], who showed that the temperature can instead be expressed as an average in
the microcanonical density
1
T (E)
= 〈F [H]〉µ , (3.30)
where F [H] is a given functional of the system Hamiltonian [224]. This provides a great
advantage as it allows us to calculate the temperature by an ergodic averaging procedure.
However, the evaluation of the functional F in terms of the classical-field canonical vari-
ables {Qj, Pj} is very complicated, and so this technology has only been implemented for
the cases of plane-wave [66] and Hermite-basis projection [64]. In this thesis we consider
some scenarios with an additional conserved first integral (angular momentum) for which
the Rugh approach would require significant extension, and we also consider nonequi-
librium fields, for which the Rugh approach is not applicable. We therefore need also
to consider other approaches to estimating the temperature, based on the principle of
equipartition of energy in the microcanonical system.
Equipartition and the classical-field distribution function
Although the thermodynamics of the interacting classical field system can only be eval-
uated numerically, we can gain some insight into the thermodynamic behaviour of the
classical-field system by considering the noninteracting limit. In this limit, the Hamilto-
nian becomes quadratic in the field variables {αn, α∗n}, and so the principle of equipartition
of energy applies. It is most convenient to consider the situation in the grand-canonical
ensemble. The equipartition theorem [197] then implies that a single-particle mode with
energy k has mean occupation
nk =
kBT
k − µ. (3.31)
A crucial point is that this distribution is obtained from the formal Bose-Einstein distri-
bution (2.10) in the limit of high occupations nk  1, which occurs when the parameter
(k−µ)/kBT  1. Formally, the equipartition distribution is obtained as the first term in
the expansion of the Bose distribution (2.10) in this parameter [30]. As is well known, the
distribution (3.31), when applied to a continuum field theory (with an infinite number of
modes) leads to an ultraviolet catastrophe: each mode of the field contains equal (finite)
energy, leading to an infinite total energy. Of course, in the classical field theory with
a finite field energy, we face the inverse problem [28]: as the cutoff is raised, the energy
in the field will be divided over an increasing number of modes, and the occupation of
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each individual mode tends to zero as the cutoff is raised to infinity7. In the second-
quantised field theory, the occupation of each mode is quantised, and so at high energies
where nk  1 the decay becomes exponential in the energy (approaching a Boltzmann
distribution), regularising this divergent behaviour.
The distribution (3.31) provides a useful guide to the thermodynamic behaviour of
the classical-field system, and allows us to understand how a classical-field model can
be used to emulate the statistical mechanics of a Bose-field system. The central point
is that the distribution (3.31) shares the saturation property of the Bose distribution.
For a given temperature, the total excited-state population is bounded from above, as
for the Bose distribution, except that the bound in this case depends crucially on the
fact that there are only a finite number of excited states below the cutoff. As a result,
the classical-field distribution describes condensation in the lowest-energy mode, with a
critical temperature depending explicitly on the cutoff energy ER. In appendix A we
derive the general (geometry-independent) form of the transition temperature. For the
most experimentally relevant case of three-dimensional harmonic trapping (with density of
states g() = 2/2(~ω)3, where ω = (ωxωyωz)1/3 is the geometric mean trapping frequency)
we obtain
kBT =
N
(~ω)3E2R
. (3.32)
Going beyond the noninteracting case, we expect the equipartition principle to apply
to the noncondensed modes of the classical field, to the extent to which they can be
considered to be weakly interacting. Lobo et al. [170] have used this principle to estimate
the temperature of a classical field, by assuming that the energy of the field above that of
the corresponding ground state is equipartitioned over M− 1 noninteracting modes. In
later chapters we take a related approach, and construct a spatial fitting function based on
the assumption of equipartition over the thermal modes of the field, and a Hartree-Fock
model for the field interactions. Fitting this function to the spatial distribution of the field
allows us to estimate effective thermodynamic parameters of the field in nonequilibrium
scenarios.
3.4 Truncated-Wigner approximation
In the discussion above, we have obtained a classical-field equation of motion simply by
replacing the quantised field operator ψˆ with a classical-valued analogue ψ. Here we
7In practice this should not occur for the Hamiltonian field dynamics, as the perturbing effect of field
interactions and thus the coupling to higher modes diminishes rapidly for increasing mode energies, so
the ‘creep’ of population to higher energies will eventually terminate.
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discuss how the same equation of motion can be obtained by more formal means. In
this truncated-Wigner approach, the classical equation of motion (3.14) is obtained as
an approximate equation of motion for classical trajectories which sample the quantum
evolution of the system. In this approach, formal quantum expectation values can be
obtained through simple correspondences with averages over an ensemble of the classical
trajectories. In this thesis we consider scenarios of strongly thermal dynamics, and the
relaxation of atomic fields over long time scales, beyond the strict validity of the formal
truncated-Wigner method. Nevertheless, considering the truncated-Wigner approxima-
tion lends us further insight into the content of the classical-field method, and in particular
shows us how to avoid some potential ambiguities and pathologies in our classical-field
simulations.
3.4.1 The Wigner distribution
Phase-space methods
An important tool for the study of quantum-mechanical systems developed and frequently
employed in quantum optics research is the concept of a quantum-classical correspondence.
The basic idea [106] is to establish a correspondence between the quantum density matrix
ρˆ and a classical function P (z) of phase-space variables (e.g., x and p), which we will
denote generically by a vector z. The function P (z) is a kind of probabilistic distribution
over these phase-space variables, however, in order to completely describe the quantum
state of the system, the function P (z) generally fails to exhibit all the familiar properties
of a classical probability distribution; e.g., P (z) may be non-positive-definite, or even
singular. An important feature of this approach is that the evolution equation for ρˆ can
be transformed into a classical partial differential equation for P (z). This allows us to
apply many techniques of classical statistical mechanics to the analysis and solution of
the evolution equation for P (z) [46].
A particular advantage of the corresponding classical formulation of a quantum-
dynamical system arises in scenarios in which the classical equation of motion for P (z) is
(or can be approximated by) a Fokker-Planck equation
dP (z, t)
dt
= −
∑
j
∂
∂zj
[Aj(z, t)P (z, t)]
+
1
2
∑
jk
∂2
∂zj∂zk
{[
B¯(z, t)B¯T (z, t)
]
jk
P (z, t)
}
, (3.33)
which we have expressed in terms of the drift vector A(z, t) and diffusion matrix B¯(z, t).
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In this case we can exploit the correspondence between such a Fokker-Planck equation
and the (Ito) stochastic differential equation (SDE)
dz = A(z, t)dt+ B¯(z, t)dW(t), (3.34)
where dW(t) is a vector of independent Wiener processes [101]. The SDE (3.34) includes
the effects of fluctuations such that an ensemble of independent stochastic solutions {zi(t)}
exhibits the statistics described by the solution of the Fokker-Planck equation (3.33)8. The
primary advantage of this formulation is the comparative numerical simplicity of integrat-
ing such a stochastic equation, as opposed to integrating the Fokker-Planck equation for
P (z, t) itself. Moreover, as individual stochastic trajectories (corresponding to distinct
realisations of the noise process dW(t)) are such that their ensemble statistics correspond
to the statistics of the quantum-mechanical ensemble, individual trajectories can be in-
terpreted (with caution) as representative of particular observed trajectories of the true
quantum system [28].
The Wigner distribution
We consider here a particular quasiprobability distribution which is relevant to the
classical-field approximation used in this thesis. It is in fact historically the first such
distribution, introduced by Wigner in 1932 [263]. Its meaning is best understood by
first introducing it for a single-particle system, in terms of the fundamental dynamical
variables x and p. We define
W (x, p) =
1
pi~
∫
dy 〈x− y|ρˆ|x+ y〉 e2ipy/~, (3.35)
which is a kind of phase-space density in x and p, analogous to that in Hamiltonian me-
chanics and statistical mechanics [252]. In particular, we find for the marginal probabilities∫
dpW (x, p) = 〈x|ρˆ|x〉 and ∫ dxW (x, p) = 〈p|ρˆ|p〉 [106]. However, unlike a classical prob-
ability density, W (x, p) can legitimately acquire a negative value at a given point in phase
space9. Non-positivity of the Wigner function is associated with quantum interference and
other nonclassical effects. Regarded as a probability distribution, it can be shown that
the moments of the Wigner distribution correspond to the quantum expectation values
8The relation between the Fokker-Planck and SDE formulations is thus closely analogous to that
between the Schro¨dinger and Heisenberg pictures of classical and quantum mechanics [252, 101].
9The interpretation of quantum mechanics as a theory which admits such negative probabilities is
discussed, for example, by Feynman [91].
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of symmetrised products of the variables x and p, i.e.
〈{xmpn}sym〉 =
∫
dx
∫
dp W (x, p)xmpn. (3.36)
In the second-quantised description of electromagnetic and atomic fields, each mode
of the field is dynamically equivalent to a harmonic oscillator, and so in quantum and
atom optics applications, it is most convenient to define the Wigner function in terms of
the ladder operators aˆ and aˆ† of these oscillators. This representation is straightforwardly
related to the (x, p) representation [129], due to the simple canonical relation between the
two representations (cf. equations (3.10) and (3.11)). We find for the Wigner function of
a single mode of the field
W (α, α∗) =
1
pi2
∫
d2λ e−λα
∗+λ∗α Tr
{
ρˆeλaˆ
†−λ∗aˆ}, (3.37)
and the relation of moments of this function to quantum expectation values is
〈{(a†)man}sym〉 = ∫ d2α (α∗)mαnW (α, α∗) ≡ 〈(α∗)mαn〉W . (3.38)
Furthermore we can deduce correspondences between the pre− or post− multiplication
of the density matrix by a ladder operator and the action of a classical operator on the
Wigner function. We find [106]
aˆρˆ ↔
(
α +
1
2
∂
∂α∗
)
W (α, α∗) (3.39)
aˆ†ρˆ ↔
(
α∗ − 1
2
∂
∂α
)
W (α, α∗) (3.40)
ρˆaˆ ↔
(
α− 1
2
∂
∂α∗
)
W (α, α∗) (3.41)
ρˆaˆ† ↔
(
α∗ +
1
2
∂
∂α
)
W (α, α∗). (3.42)
These correspondences allow us to convert a quantum (von Neumann or master) equation
for the density matrix into a classical partial-differential equation for the Wigner function.
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3.4.2 Truncated-Wigner approximation for the interacting
Bose gas
Equations of motion
We now discuss the equations of motion that result from the application of the Wigner
formalism to the low-energy effective Hamiltonian (3.6) of the dilute Bose gas. We begin
with the Schro¨dinger-picture representation of the quantum dynamics, where the density-
matrix ρˆ evolves according to the von Neumann equation
i~
∂ρˆ
∂t
=
[
Hˆ, ρˆ
]
=
∫
dx
{
ψˆ†Hspψˆρˆ− ρˆψˆ†Hspψˆ + U0
2
(
ψˆ†ψˆ†ψˆψˆρˆ− ρˆψˆ†ψˆ†ψˆψˆ
)}
. (3.43)
As the quantum system contains a finite number of modes (those spanning the low-
energy region C), the Wigner function (3.37) must be generalised to the multimode case.
Fortunately this generalisation is straightforward, and is discussed (for e.g.) in [28].
For notational compactness we express the multimode Wigner function as a functional
distribution W ({ψ, ψ∗}); using the projected functional differentiation operators (3.12),
the (projected) functional operator correspondences are obtained from (3.39) by replacing
aˆ → ψˆ, α → ψ and ∂/∂α → δ¯/δ¯ψ, etc. We thus find the Wigner-function evolution
equation [246]
∂W
({ψ, ψ∗})
∂t
=
i
~
∫
dx
{
δ¯
δ¯ψ
[
Hsp + U0
(|ψ|2 − δP(x,x))]ψ
− δ¯
δ¯ψ∗
[
Hsp + U0
(|ψ|2 − δP(x,x))]ψ∗
−U0
4
(
δ¯3
δ¯ψ2δ¯ψ∗
ψ − δ¯
3
δ¯ψδ¯ψ∗2
ψ∗
)}
W
({ψ, ψ∗}). (3.44)
We note that there are no second-derivative terms in this evolution equation. However,
third -order derivative terms appear, which correspond to the effects of dynamical quan-
tum fluctuations. These quantum effects are expected to be negligible for modes with
high occupations, as discussed in section 3.1. Neglecting these terms we thus obtain an
equation for W ({ψ, ψ∗}, t) which describes nondiffusive (classical Liouvillian) evolution
of the Wigner function. Consequently, the corresponding ‘stochastic’ differential equa-
tion which samples the evolution of this distribution (see equation (3.34)) is in fact the
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deterministic differential equation
i~
∂ψ(x, t)
∂t
= Hspψ(x) + P
{
U0
(|ψ(x)|2 − δP(x,x))ψ(x)}. (3.45)
The truncated-Wigner approximation is valid provided that the dynamical quantum cor-
rections encoded in the neglected third-derivative terms play little role in the evolution
of the underlying physical system. An unambiguous validity criterion for the truncated-
Wigner method is thus that all modes in the region C are highly occupied. Indeed in
the ‘classical’ limit U0 → 0, N [ψ] → ∞, U0N [ψ] = const, the third-derivative terms in
equation (3.44) vanish and the equation of motion (3.45) is thus the asymptotically exact
equation of motion for the system in this limit [28]. In this limit, the projected delta
function which appears in equation (3.45) as an additional (external) potential term also
vanishes, and so this term is typically neglected [190, 34], and we regain the PGPE (equa-
tion (3.14)). In fact, Norrie et al. [190] have derived a weaker condition for the validity
of the evolution in terms of the local density of the system in position space. However,
the formal interpretation of the stochastic trajectories of equation (3.45) as samples of
the Wigner distribution evolution is not valid on long time scales, due to the ergodic
thermalisation of the field trajectories, as we discuss in section 3.4.3.
Initial conditions
Although the evolution equation (3.45) is itself deterministic, a stochastic element (cor-
responding to quantum fluctuations) does enter into the truncated Wigner description
through the initial conditions of the classical-field trajectories. Generalising the rela-
tion (3.38) to the multimode case [28] we find for example
〈ψ∗(x)ψ(x′)〉W ≡
∫
D2ψ ψ∗(x)ψ(x′)W({ψ, ψ∗})
=
〈
ψˆ†(x)ψˆ(x′)
〉
+
1
2
δP(x,x′), (3.46)
where we have introduced the projected functional integration operator
∫D2ψ =∏
n∈C
∫
d2αn. Thus even in the absence of any population (〈ψˆ†ψˆ〉 = 0), the density
of the field in the Wigner distribution is finite (〈|ψ(x)|2〉W = (1/2)δP(x,x)). This den-
sity corresponds to the vacuum fluctuations of the field, i.e., the zero-point occupation
of each mode of the field10. For noninteracting modes, this statistical spread in the
10In the limit that the cutoff height is raised to infinity, the projected delta function becomes a true
delta function, and we regain the well-known result that there is infinite population (and thus energy)
contained in the zero-point occupation of a (continuum) bosonic field.
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Wigner function is included simply by populating the mode amplitudes αk according to
〈α∗kαl〉 = (nk+1/2)δkl, with 〈αk〉 = 〈αkαl〉 = 0, where nk is the (real) thermal population.
This can easily be achieved by, for example, sampling the {αj} from an appropriate Gaus-
sian distribution. In the case of the interacting fields such as we consider in this thesis, a
single mode basis is not an appropriate basis for adding noise and, in general, we can only
attempt to populate the field with noise in a way that best approximates the true many-
body state we wish to represent. There are many different approaches to constructing the
noise, depending on the system and state being modelled [246, 102, 239, 212, 34, 28], as
we discuss in chapter 9.
3.4.3 Relevance to the PGPE formalism
Perhaps the greatest importance of the truncated-Wigner derivation of the projected
Gross-Pitaevskii equation is that it shows that the classical-field equation of motion can
be obtained from the full many-body theory in a controlled approximation. In fact,
Polkovnikov [210, 211] has shown how the full quantum dynamics can be formally ex-
panded about a Gross-Pitaevskii equation-like description, and that the truncated-Wigner
method appears as the inclusion of quantum corrections to leading order in this expansion.
Another important result obtained from the truncated-Wigner formalism is the ap-
pearance of the initial noise associated with quantum fluctuations. In general, this noise
allows for the inclusion of spontaneous processes in the GP-type description, which other-
wise describes only coherent processes. This also allows us to avoid some pathologies of a
pure-GP description of the field. In fact, the symmetries of the pure-GP condensate mode
can be such that the deterministic evolution of the PGPE is constrained from thermal
equilibration. This can be equivalently viewed as a state which is unstable to decay by
spontaneous processes being unable to do so in the absence of added fluctuations, or as the
initial GP state lying on the ‘set of measure zero’ of microcanonical trajectories which do
not exhibit ergodic behaviour. The truncated-Wigner removes this issue unambiguously,
by showing that for a classical field to be sensibly interpreted as a beyond-mean-field
description of the quantum Bose field, it must include an irreducible level of fluctuations,
which break all symmetries of the naive GP state, and seed all spontaneous transitions of
the field. This aspect will be important in chapter 9 when we consider the evolution of an
initially zero-temperature condensate following a dynamical instability, in which unstable
excitations of the condensate mode grow exponentially and spontaneously.
It is important to note that the truncated-Wigner method is only an approximation,
and in particular, the error associated with the neglect of the cubic-noise terms grows with
time during the system evolution. Indeed we have already seen this from our consideration
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of the PGPE trajectories: as the time t → ∞, the Hamiltonian trajectories come to an
ergodic equilibrium. Thus the moments of the Wigner function at long times correspond
to moments of the equilibrium microcanonical density of the classical field, and even in
the high-occupation regime, the formal operator expectations 〈aˆ†kaˆk〉 we obtain from the
Wigner ensemble will be distorted by the subtraction of the half quanta of ‘noise’ from
each mode of the classical-field distribution. We thus face again the fundamental issue
that the neglect of the Bose commutation relations in the evolution of the field leads to
the loss of the exact Bose statistics of the field. A potentially problematic consequence of
this behaviour is that the energy and normalisation added to the field as a representation
of the vacuum noise leads in general to a spurious raising of the temperature of the
field. This consequently affects damping rates in the field, which are strongly dependent
on the temperature [82]. Sinatra et al. [239] thus suggested the additional condition
Tclass − T  T on the temperature of the field, in relation to the temperature Tclass of
the Hamiltonian field at microcanonical equilibrium. However, this condition does not
necessarily apply in strongly nonequilibrium scenarios in which the temperature changes
dramatically, and in chapter 9 we consider the rethermalisation of a classical field following
a dynamical instability at zero temperature, but nevertheless find that the energy (and
angular momentum) added to the system in the form of vacuum noise is small compared
to that ‘liberated’ from the mean field in the transition to the new equilibrium.
The stochastic Gross-Pitaevskii equation
Here we briefly discuss the stochastic Gross-Pitaevskii equation (SGPE) developed by Gar-
diner and coworkers [102, 104]. This formalism is closely related to the finite-temperature
projected Gross-Pitaevskii equation, and the formal truncated-Wigner method. The
essence of the treatment is that an open systems approach is taken to deriving an equation
of motion for the condensate-band density operator, including the dissipative effect of its
coupling to the above-cutoff region. The above-cutoff atoms are assumed to be at thermal
equilibrium, and form a thermal bath for the below cutoff atoms. The evolution equation
for the below-cutoff atoms is then a master equation, derived using a high-temperature
expansion. Mapping this master equation onto an evolution equation for the Wigner
function we find proper diffusive terms (i.e., second order derivatives). The appropriate
stochastic equations for the classical field then include explicit noise and damping terms,
resulting from the coupling to the thermal bath. The coupling terms include the exchange
of atoms between the condensate band and the bath, and the stochastic Gross-Pitaevskii
equation is thus a grand-canonical method for the Bose field. To ensure the validity of
the approximations made in the derivation, it is limited to the study of comparatively
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high-temperature Bose fields (T & 0.7Tc), but allows in particular for the study of the
response of the Bose field to quenches of the thermal parameters of the bath [37, 260].
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Numerical methods
In this chapter, we outline the numerical integration of the projected Gross-Pitaevskii
equation (PGPE). We discuss the reformulation of the PGPE in terms of dimensionless
quantities, interaction-picture methods for the temporal integration of the PGPE, the
spectral-Galerkin approach to its spatial integration, and Gaussian quadrature rules for
the efficient evaluation of the integrals that arise in this formulation. We then contrast
the PGPE approach with other numerical discretisations of the Gross-Pitaevskii theory,
and explain why the projection operation is necessary for the accurate simulation of the
classical-field dynamics.
4.1 Numerical integration of the projected
Gross-Pitaevskii equation
4.1.1 Dimensionless formalism
In implementing the numerical solution of the projected Gross-Pitaevskii equation, we
reformulate it in terms of dimensionless quantities. This serves two purposes: first, it
ensures that the numerical quantities manipulated during the integration are of reason-
able magnitude, i.e., we avoid carrying around factors of very large or (as is typically the
case in describing quantum-mechanical systems in SI units) very small numbers that can
lead to numerical round-off error. The second reason is that by identifying appropriate
‘natural’ units of the system we often find that the behaviour of the system depends
on an irreducible set of parameters which is smaller than the set of physical (dimen-
sioned) parameters. The systems we treat in this thesis are harmonically trapped, and
this trapping provides for obvious definitions for natural units. In general, we consider
systems which are oblate, and so we base our units on the in-plane or radial trapping
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frequency ωr = ωx = ωy
1 . For definiteness, we begin with the PGPE expressed in terms
in dimensioned quantities (measured in, e.g., SI units). Denoting such quantities with a
bar (e.g. x), the PGPE is written
i~
∂ψ(x)
∂t
= P
{(
Hsp + U0
∣∣ψ(x)∣∣2)ψ(x)}, (4.1)
where Hsp is the single-particle Hamiltonian
Hsp =
−~2∇2
2m
+
m
2
(
ω2xx
2 + ω2yy
2 + ω2zz
2
)
+ i~Ω
(
x
∂
∂y
− y ∂
∂x
)
, (4.2)
and the projector
P f(x) =
∑
n∈C
φn(x)
∫
dx′ φn
∗(x′)f(x′), (4.3)
where the φn(x) are eigenstates of the dimensioned base Hamiltonian, i.e. H0φn(x) =
nφn(x). We now introduce units
r0 =
√
~
mωr
(4.4)
t0 =
1
ωr
(4.5)
ε0 = ~ωr, (4.6)
such that the dimensioned quantities are related to the dimensionless ones by t = t0t,
x = r0x, etc. In particular, the general correspondence for wave functions is χ(x) =
r
−3/2
0 χ(x/r0) ≡ r−3/20 χ(x). We thus obtain the dimensionless PGPE
i
∂ψ
∂t
= P
{(
Hsp + U0|ψ(x)|2
)
ψ(x)
}
, (4.7)
where the dimensionless single-particle Hamiltonian has the form
Hsp =
−∇2
2
+
1
2
(
x2 + y2 + λ2zz
2
)
+ iΩ
(
x
∂
∂y
− y ∂
∂x
)
, (4.8)
with Ω ≡ Ω/ωr and λz ≡ ωz/ωr; the dimensionless interaction strength is
U0 =
U0
~ωrr30
; (4.9)
1In chapters 7 and 9 we include an elliptical deformation of the trap in the xy plane. In this case ωr
refers to the ‘average’ radial trapping frequency, i.e. ωr =
√
(ω2x + ω
2
y)/2 [130].
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and the dimensionless projector P is such that
Pf(x) =
∑
n∈C
φn(x)
∫
dx′ φ∗n(x
′)f(x′), (4.10)
where the dimensionless basis modes φn(x) are eigenstates of the dimensionless base
Hamiltonian (H0φn(x) = nφn(x)) with dimensionless energy eigenvalues n = n/ε0.
Unit-normalised field
In most of this thesis we will work with a classical field ψ(x) normalised to the total
coherent-region population,
∫
dx |ψ(x)|2 = ∫ dx |ψ(x)|2 ≡ Nc. However, in chapter 5 we
consider the generic behaviour of the PGPE without explicit reference to physical units.
In this chapter (only) we will therefore work in terms of a classical field which is normalised
to unity, i.e., we define
ψ(x) =
ψ(x)r
3/2
0√
Nc
. (4.11)
In that case the factor Nc is absorbed into the nonlinear coefficient, i.e., we have the
PGPE
i
∂ψ(x)
∂t
= P
{(
Hsp + Cnl|ψ(x)|2
)
ψ(x)
}
, (4.12)
where Cnl = NcU0/~ωrr30.
Quasi-two-dimensional system
In chapters 6-9 we will consider quasi-two-dimensional systems, which are physically three-
dimensional systems tightly confined in the axial direction (see, e.g. [247, 55]). These
are realised formally in our classical-field model by choosing a cutoff energy less than the
oscillator spacing in the tightly confined (z) direction, i.e., ER < ~ωz. We thus have
Pf(x) =
∑
n∈C⊥
φ⊥n (x, y)ζ0(z)
∫
d3x′
[
φ⊥n (x
′, y′)
]∗
ζ∗0 (z
′)f(x′), (4.13)
where the ground oscillator state ζ0(z) = (λz/pi)
1/4 exp(−λ2zz2/2) obeys
Hzζ0(z) =
[
−1
2
∂2
∂z2
+
1
2
λ2zz
2
]
ζ0(z) =
λz
2
ζ0(z), (4.14)
the set of functions {φ⊥n (x, y)} are the eigenstates of the transverse single-particle Hamil-
tonian H⊥ = Hsp−Hz with eigenvalues {⊥n }, and the region C⊥ ≡ {n : ⊥n +λz/2 ≤ ER}.
65
Chapter 4. Numerical methods
Defining ψ(x) = ψ⊥(x, y)ζ0(z), we therefore have
i
∂ψ⊥(x, y)
∂t
= P⊥
{(
H⊥ +
λz
2
+ U2D|ψ⊥(x, y)|2
)
ψ⊥(x, y)
}
, (4.15)
where the effective two-dimensional interaction strength is
U2D =
U0
r20~ωr
√
2piz0
=
U2D
r20~ωr
, (4.16)
where z0 =
√
~/mωz is the oscillator length in the tightly-confined dimension, and U2D =
U0/z0
√
2pi is the SI interaction strength appropriate to bosons in a quasi-2D geometry
[205], and the two-dimensional projector is defined
P⊥f(x, y) ≡
∑
n∈C⊥
φ⊥n (x, y)
∫
dx′dy′
[
φ⊥n (x
′, y′)
]∗
f(x′, y′). (4.17)
4.1.2 Spectral-Galerkin formulation
Now, as we have noted, the single-particle Hamiltonian can be separated as Hsp =
H0 + δV (x, t). As the projector P is defined in terms of eigenfunctions of H0, we have
immediately
[P , H0] = 0, (4.18)
and so the equation of motion can be written as
i
∂ψ(x)
∂t
= H0ψ(x) + P
{(
δV (x) + λ|ψ(x)|2)ψ(x)}. (4.19)
Moreover, as the Hamiltonian H0 is diagonal in the basis of eigenmodes {φn(x)}, it is
natural to take a spectral Galerkin approach, i.e., to derive from the PGPE (4.19) a set
of coupled equations for the coefficients {αn} in the expansion of ψ. This is achieved by
calculating the overlap of each side with the general basis mode φm(x), i.e., by applying
the operation
∫
dx φ∗m(x) to each side. As the projector P is an identity operator for all
basis modes φn, we have∫
dxφ∗m(x)P{f(x)} =
∫
dxφ∗m(x)f(x), (4.20)
and thus
i
∂αm
∂t
= mαm + Fm[ψ(x)] +Hm[ψ(x)], (4.21)
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where
Fm[χ(x)] = U0
∫
dxφ∗m(x)|χ(x)|2χ(x), (4.22)
Hm[χ(x)] =
∫
dxφ∗m(x)δV (x, t)χ(x). (4.23)
We have used the functional notation to emphasise that the nonlinear term Fm[ψ(x)]
depends on the basis coefficients {αm} through the whole projected field ψ(x). By
contrast, the perturbing potential term can be expressed as a matrix multiplication
Hm[ψ(x)] =
∑
nHm[αnφn(x)] =
∑
nHmnαn. However, in practice we will evaluate both
terms using Gaussian quadratures, so we will not make this distinction, and we will in
fact often group the two projected terms together as Gm[ψ(x)] = Fm[ψ(x)] +Hm[ψ(x)].
4.1.3 Interaction-picture methods
The PGPE as written in equation (4.21) immediately lends itself to an ‘interaction pic-
ture’ approach [17]. The basic idea is to exploit the diagonal representation of the base
Hamiltonian H0 to transform the field (or more precisely its amplitude representation
{αm}) to an interaction picture with respect to this operator. The effect of the remaining
operators on the field is then evaluated efficiently in this interaction picture by traditional
techniques for numerical integration, such as the Runge-Kutta family of integrators [215].
By eliminating the time-dependence of the field due to the base Hamiltonian H0 from the
problem, we are able to take much longer integration steps for the same level of numerical
accuracy.
In this approach, the field is transformed to the interaction picture with respect to H0
and relative to some time origin t0, so that
ψI(x, t) = ei(t−t0)H0ψ(x, t) ≡ UIPψ(x, t), (4.24)
which yields the equation of motion
i
∂ψI(x, t)
∂t
= P
{
UIP
[
δV + U0
∣∣U †IPψI(x, t)∣∣2]U †IPψI(x, t)}. (4.25)
The spectral representation is again obtained by applying the operation
∫
dxφ∗m(x) to
both sides of the equation, from which we obtain
i
∂αIm
∂t
= GIm
[
ψI(x, t)
]
, (4.26)
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where
GIm[χ(x, t)] =
∫
dxφ∗m(x)UIP
[
δV (x, t) + U0
∣∣U †IPχ(x, t)∣∣2]U †IPχ(x, t) (4.27)
= eim(t−t0)Gm
[
U †IPχ(x, t)
]
. (4.28)
This forms the basis for integration by a Runge-Kutta approach in the interaction
picture, where the origin t0 is judiciously chosen to minimise the number of interaction-
picture transformations. In practice we use an adaptive Runge-Kutta variant [63], to
control the accuracy of our solutions. This approach is briefly reviewed in appendix B.
4.1.4 Gaussian-quadrature evaluation of projected operators
In general, the basis modes we deal with are of the form
φn(x) =W(x)Pn(x), (4.29)
where Pn(x) is a polynomial of some degree DPn , and W(x) is some general weight func-
tion, which is common to all the basis modes φn(x). For example, in the case of the
Hermite basis modes of the one-dimensional harmonic oscillator, W(x) = e−x2/2. Conse-
quently, the classical field can be expressed
ψ(x) =
∑
n∈C
αnφn(x) =W(x)Q(x), (4.30)
where Q(x) is a polynomial of at most some degree DQ, which is set by the cutoff energy
and thus the allowed basis indices n ∈ C. We now restrict our attention to the case
δV (x, t) = 0, and consider the evaluation of the nonlinear matrix element Fm[ψ(x)]
Fm[ψ(x)] = U0
∫
dxφ∗m(x)W3(x)|Q(x)|2Q(x) (4.31)
= U0
∫
dxW4(x)Rm(x), (4.32)
where Rm(x) is a polynomial of degree at most DRm . The relevant case is that in which
W4(x) ≡ W (x), where W (x) is the weight factor of a Gaussian quadrature rule [215]
∫
dxW (x)f(x) ≈
NQ∑
j=1
wjf(xj), (4.33)
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Figure 4.1: Visual representation of the Gaussian-quadrature method for evaluating the
projected nonlinear term. (Figure adapted from reference [28].)
for approximating the integral. The quadrature abscissas xj form a spatial grid which
is in general not uniformly spaced, and the quadrature weights wj are the corresponding
numeric weighting values appropriate to the quadrature rule. The crucial point is that
given the bound DRm on the degree of polynomial Rm(x), the order NQ of the quadrature
rule (4.33) can be chosen such that the integral Fm[ψ(x)] can be evaluated exactly :
Fm [ψ(x)] = U0
NQ∑
j=1
wjRm(xj). (4.34)
To use this approach in practice, the roots xj and weights wj appropriate to the
quadrature rule of the requisite order are precomputed before the evolution begins, as
is the transformation matrix Ukn ≡ φn(xk) between the spectral and quadrature-grid
representations of the classical field. The general procedure for evaluating Fm[ψ(x)] is
then (figure 4.1):
1. Transform from the coefficient representation to a spatial representation on the
quadrature grid
ψ(xk) =
∑
n∈C
Uknαn. (4.35)
2. Construct the integrand on the quadrature grid by local multiplication
R(xk) = wk |ψ(xk)|2 ψ(xk). (4.36)
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3. Obtain the desired matrix elements by performing the inverse transformation
Fm [ψ(x)] = U0
NQ∑
k=1
U∗kmR(xk). (4.37)
4.2 Performance of the Gauss-Laguerre algorithm
In this section we consider the numerical performance of the Gauss-Laguerre-quadrature
algorithm for the integration of the rotating-frame PGPE. The efficiency of the algorithm
is a crucial concern, and indeed limits the size of system and duration of evolution we can
simulate in a given period of real (wall) time. The execution time of numerical algorithms
depends in general both on the speed of the processor, and the bandwidth of the memory
in the computer on which it is executed. All the results we present in this section are
for the C-optimised MATLAB implementation of the algorithm2, timed on workstation
with a 2.66GHz Intel Xeon processor and 667MHz DDR2 RAM, which is of comparable
performance to the compute nodes of the cluster on which the majority of production
simulations were run3.
4.2.1 Base rotating-frame algorithm
We begin by considering the performance of the base algorithm developed by Bradley
[34, 37]. In this algorithm (section C.3.1), the quadrature grid (cf. figure 4.1(b)) is a
set of polar coordinates {rk, θj}, with Nx points in the radial direction and Nθ points
in the azimuthal direction. In general, both the multiplicity M of the basis modes (cf.
figure 4.1(a)) and the number of points in each direction on the quadrature grid will
depend both on the cutoff energy and the angular velocity of the rotating frame in which
the projection is effected. As noted by Bradley, by considering the operations involved
in the evaluation of the nonlinear term (cf. [71]), one finds that the computational load
of the evaluation of the nonlinear term by Gauss-Laguerre quadrature should scale as
O(NNx lnNθ), where N = max(Nx, lnNθ) [37]
4. As the evaluation of this term forms the
most numerically intensive part of the Runge-Kutta algorithms, we expect similar scaling
for the total integrator. Here, we consider the ‘real world’ performance of the algorithm,
2In order to increase the efficiency of the algorithm, we have written its core processor-intensive
operations (i.e., matrix multiplications and calls to the fast Fourier transform library [96]) in the C
language, using MATLAB’s MEX interface [179].
3The actual performance on the multi-core compute nodes will depend on the system load conditions
during execution, and so we consider the performance on an isolated workstation for clarity.
4In fact for nontrivial cutoff parameters we always have Nx > lnNθ, and so the algorithmic scaling
becomes simply O(N2xNθ).
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Figure 4.2: Measured step times for RK4IP and ARK45-IP implementations of the
rotating-frame PGPE. a) Dependence of the step time T on the cutoff energy ER at fixed
rotation rate Ω = 0. The inset log-log plot shows that the algorithm approaches the
expected O(E3R) scaling as ER increases. b) Dependence of the step time on the angular
velocity Ω of the rotating frame at fixed cutoff energy ER = 30~ωr. The inset log-log plot
shows that the algorithm approaches a scaling O((1− Ω)−2) as Ω→ 1.
including the dependence of the integrator step time on the energy cutoff and frame-
rotation frequency, and the difference between the fixed-step-size RK4IP implementation
and the adaptive ARK45-IP variant (appendix B).
Dependence on energy cutoff
We first consider the average step time of the two Runge-Kutta algorithms as a function
of the cutoff energy ER, for the nonrotating case Ω = 0. For each value of the cutoff
energy we plot in figure 4.2(a) the mean of 100 measured step times for both the RK4
(circles) and ARK (squares) algorithms. In both cases the scaling of the step time T with
cutoff energy ER is comparatively flat for low cutoffs ER . 10~ωr, as the step time is
dominated by fixed overhead factors in this small-basis limit. For larger quadrature grids,
the step-time scaling is reasonably close to the O(E3R) scaling we expect
5, as indicated
in the inset to figure 4.2(a), in which we plot log(T ) against log(ER). We include a line
y = mx + c with slope m = 3 for comparison. We note that the ARK steps take on
average 1.8 times as long to execute as the RK4 steps, which is reasonable given that six
evaluations of the nonlinear term are required for each step of the ARK algorithm, versus
four evaluations for the RK4 algorithm, but also suggests that a significant amount of
time is involved in the additional diagonal multiplications and copying operations in the
ARK implementation.
5In the nonrotating limit Ω = 0, we have Nx = N+1 and Nθ = 4N+1, thus NNxNθ = N
2
xNθ ≈ 4N
3
.
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We also note that the increase in step time with the cutoff height is not monotonic. In-
deed it is clear from the fact that ‘glitches’ in the upwards progression of step times appear
simultaneously in both the RK4 and ARK data sets that these variations are reproducible,
and not merely statistical fluctuations. This non-monotonicity is a consequence of the fast
Fourier transform algorithms used to evaluate the azimuthal quadrature6, for which the
efficiency of the transform depends not only on the number Nθ of azimuthal grid points,
but on the factorisation of this quantity as a product of prime numbers. In particular,
quadrature grids for which the number Nθ of azimuthal quadrature points is prime can
be significantly slower than comparable grids with more favourable factorisations.
Dependence on rotation rate
As the rotation frequency of the projector is increased, the coherent region of the classical
field becomes increasingly skewed towards modes with higher angular momentum projec-
tions. The size of quadrature grid required to evaluate the nonlinear integral increases
dramatically (in both the azimuthal and radial dimensions) as more high angular momen-
tum modes are included in the calculation. We consider here the dependence of the step
time on the rotation frequency Ω of the frame in which the PGPE solution is propagated,
by comparing the execution times of step evaluations at fixed energy cutoff ER = 30~ωr
(figure 4.2(b)). In general we expect the step time to scale like7 T ∝ (1−Ω)−3. However
in practice we find T ∝ (1 − Ω)−2, as shown in the inset, where we plot log(T ) against
− log(1 − Ω), and include a line with slope m = 2 for comparison. It is not clear why
we observe this scaling (which is more favourable than the theoretical prediction), rather
than the expected T ∝ (1−Ω)−3. It is possibly due to some compiler optimisation arising
in the multiplication of the triangular transformation matrices involved in the quadrature
rule, which have many zero entries and become increasingly skewed as the rotation rate
Ω increases.
4.2.2 Perturbing potential term
The significant extension of the Gauss-Laguerre quadrature algorithm employed in this
thesis over that used in other work [37] is the addition of the elliptical potential term
(appendix C). It is thus of interest to quantify how the inclusion of this term affects the
step times. In this section we compare the ‘base’ algorithm (with ellipticity  = 0) against
the algorithm with  6= 0. For simplicity, we only compare results for the adaptive (ARK)
algorithm, this being the algorithm we use for all simulations in practice. Plotting the
6In practice we use the FFTW library to evaluate discrete Fourier transforms [96, 97].
7We have Nx ≈ N/(1− Ω) and Nθ = 2(l− + l+) + 1 ≈ 4N/(1− Ω), thus N2xNθ ≈ 4N/(1− Ω)−3.
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Figure 4.3: Effect of the perturbing potential term δV (x). a) ARK45-IP step times
with and without the additional quadrature rule for the perturbing trap anisotropy, as a
function of cutoff energy ER at fixed rotation rate Ω = 0. b) Measured step times as a
function of rotation rate Ω at fixed cutoff energy ER = 30~ωr.
step times in the presence of the perturbation alongside those obtained in its absence
against the cutoff energy ER with Ω = 0, (figure 4.3(a)), we see that the algorithm is
fractionally slower, with the step time increasing from ≈ 5% to ≈ 40% of that of the
base algorithm, over the range of cutoff heights considered. Plotting the dependence of
step times on the rotation rate Ω (figure 4.3(b)), we observe that the step time associated
with the perturbing potential is ≈ 40% of the base step time for all Ω we consider, in
agreement with the Ω = 0 values obtained for this cutoff height (ER = 30~ωr).
4.3 Comparison to other discretisation schemes
As we have already noted, in general any numerical implementation of GP-like classical
field evolution must involve some discretisation of the continuum field. In this section we
compare the projected approach to other common discretisation schemes applied to the
integration of the GP equation. We discuss the various pathologies and ambiguities that
arise in the common Cartesian-grid discretisation schemes, and argue that the projected-
GPE approach we adopt in this thesis is the unique approach which is free of these issues.
This is of particular importance as in chapters 8 and 9 we contrast the results of our
PGPE calculations with those of other simulations which use Cartesian-grid methods.
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Figure 4.4: Phase-space region Dho covered by the first n¯ + 1 = 11 harmonic oscillator
modes (circles). The square indicates the region Dpw enclosed by the corresponding
optimal plane-wave basis with n¯+1 grid points (see [36]). Dashed circles indicate harmonic
oscillator modes which are not accurately resolved in the plane-wave basis.
4.3.1 Phase-space covering
One-dimensional harmonic oscillator
In this section we follow Bradley et al. [36] in considering the phase space of a one-
dimensional harmonic oscillator (of frequency ω), bounded by an energy cutoff Ec =
(n¯+ 1/2)~ω. In terms of appropriately scaled quantities x and k (see section 4.1.1)8, the
phase space is thus bounded by a circle, as illustrated in figure 4.4.
In the projected formalism, the restriction of the system to this region of phase space
is effected exactly by restricting the basis of the field to the first n¯+ 1 harmonic oscillator
modes. An alternative discretisation of the system is in terms of a regularly spaced grid in
position space. In this case, there are now two cutoffs we must choose: the spatial extent
L of the grid, and the spacing ∆x between grid points, which determines the Nyquist wave
number kc = pi/∆x, which is the magnitude of the largest wave vector resolvable on the
grid. Alternatively, we can determine the grid completely by the number of points Nx and
the grid extent L. We note that the x-space and k-space limits of the grid are independent,
i.e., the same wave-number cutoff kc applies for all spatial positions |x| ≤ L/2, and so the
corresponding region of phase space spanned by this plane-wave basis is a rectangle in
8The units of momentum and wave number corresponding to the system of units introduced in sec-
tion 4.1.1 are p0 =
√
~mωr and k0 = 1/r0 = p0/~, respectively. In this system of units momentum and
wave vector are thus equivalent, and so we use the two concepts interchangeably in this section.
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phase space. It is important to note that, as the wave-number cutoff kc = piNx/L, the (2D)
phase-space ‘volume’ spanned by the rectangular region Vpw = 2~kcL = hNx; i.e., each
mode corresponds to a region of volume h, as is the case for the harmonic oscillator basis,
and as it should be for the quantum system (Weyl’s law [18]). Bradley et al. [36] showed
that for a given number of points Nx, the grid with extent Lopt =
√
2pi~Nx/mω is optimal,
in the sense that the boundary of this phase space is square (in the appropriate units), and
is thus the closest match to the circular phase-space region spanned by the corresponding
harmonic basis. This region is indicated by its square boundary in figure 4.4. We note
that the energy corresponding to the extremes of this region in each individual direction
is E
(pw)
c = (m/2)ω2L2 = ~2k2c/2m = (pi/4)Nx~ω.
The authors of [36] then proceeded to diagonalise the single-particle Hamiltonian of
the harmonic oscillator in both the harmonic basis, and the plane-wave basis with an equal
number of modes (Nx = n¯ + 1). In the harmonic basis this is trivial, as the basis is, by
definition, comprised of the first n¯+1 oscillator modes. By contrast, the diagonalisation of
the Hamiltonian in the plane-wave basis accurately reproduces the lowest modes, but with
increasing energy the modes become less well resolved in this basis. As the eigenmodes of
the Hamiltonian in this basis essentially correspond to variational approximations to the
true modes subject to the ‘ansatz’ that they are comprised of linear combinations of the Nx
plane-wave modes, it is intuitive that the energies of these modes increasingly overestimate
the true harmonic-oscillator mode energies. In the example of Nx = n¯+1 = 16 considered
in [36], approximately the top one-third of modes were poorly represented in the optimal
plane-wave basis, while other choices of plane-wave basis in general did a worse job of
representing the modes.
In general, it is hard to quantify exactly what effect such error in the mode energies
has on the classical-field dynamics. Some insight can be gained by using the principle
of equipartition (section 3.3.2). At first sight, one might consider that a change in the
energies would have little overall effect on the thermal equilibrium, as for a given total
energy E, equipartition predicts that E =
∑
j jnj = MkBT , so that the temperature
is determined solely by the number of modes M and the total thermal energy E, and
does not depend on the actual values of the particular mode energies {j}. However
for a fixed total energy (and thus temperature), the individual mode occupations nj
must vary in inverse proportion to the energies j, and so the total thermal population
N =
∑
j nj will vary with the {j}. We therefore conclude that while the relation between
energy and temperature in general depends on the number of classical-field modes M
[170], the relationship between energy, temperature and chemical potential will in general
depend on the precise energies of the modes, and will therefore be corrupted for non-ideal
discretisations of the classical field.
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The arguments here simply consider the single-particle modes, i.e., the thermal equi-
librium of a noninteracting system. In general we are of course concerned with the thermal
equilibrium of an interacting system. To the extent that a Bogoliubov description of the
normal modes is valid, the relevant issue is the accuracy with which the normal modes are
resolved within the propagation basis. Again, to the extent that the Bogoliubov modes
return to a single-particle description at high energies, we expect the most accurate rep-
resentation to be obtained in the appropriate harmonic-oscillator basis. However, even
in this basis we must recognise that the highest-energy Bogoliubov modes will not be
well represented in the harmonic basis, and in chapter 9 we show that a signature of this
breakdown of the mode basis can be observed in the results of an interacting classical-field
simulation. Nevertheless, as the field we evolve exists in a single-particle space, the basis
of single-particle energy eigenstates is the optimal choice, and we must accept some error
in the description of the highest normal modes of the interacting system as the minimal
penalty for effecting the cutoff necessary for a classical-field treatment of the low-energy
dynamics of the field.
Higher dimensionalities
We have shown that in one spatial dimension, where the corresponding classical phase
space is two-dimensional, we can reasonably well approximate the boundary of phase
space defined by a cutoff in single-particle (harmonic-oscillator) energy by a plane-wave
(equidistant grid) discretisation. In higher dimensionalities this is no longer the case, as
we now discuss. In one dimension, defining the cutoff by a single parameter (the energy)
leads to the result that the momentum cutoff is local, i.e., the cutoff wave number is a
function of the position coordinate x. For example, for a cutoff defined in terms of energy
of a harmonic oscillator, the range of available momentum components below the cutoff
is greatest at the centre of the trap, and smoothly vanishes as |x| approaches the classical
turning point associated with the cutoff energy. In higher dimensionalities, defining a
cutoff in terms of the energy means that the cutoff in each of the 2 × d dimensions of
phase space is dependent on the coordinates in all the other dimensions. Thus, in two
spatial dimensions, in a harmonic basis, we can define a cutoff in terms of an energy
Ec = (n¯ + 1)~ω, leading to the constraint on the excitation numbers of the x and y
oscillators nx + ny ≤ n¯, yielding a total of M2Dho ≈ n¯2/2 modes (corresponding to a
phase-space volume V 2Dho ≈ n¯2h2/2). It is not clear how to best approximate this region
of phase space with a plane-wave cutoff. One approach is to take Nx = Ny = n, with
Lx = Ly = Lopt(Nx), so that the boundary of the plane-wave space most closely matches
that of the harmonic-oscillator space in the kxx and kyy planes. This yields a total number
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of modes M2Dpw = n¯
2 (corresponding to phase-space volume V 2Dpw = n¯
2h2). This plane-wave
basis thus contains twice as many modes as the harmonic basis. A simple equipartition
argument then predicts that the equilibrium temperature will be ∼ 1/2 of the correct
value, in the plane-wave case. The reader can easily deduce that in three dimensions,
a similarly constructed plane-wave discretisation now encloses approximately six times
the volume of the appropriate harmonic-basis discretisation, leading to an equilibrium
temperature one-sixth of that of the ideal harmonic-basis description9. Assuming (as in
the example of [36]) that the top one-third of harmonic oscillator modes in each direction
are spuriously resolved under the plane-wave cutoff implies that the top ≈ 10% of the
3D-oscillator modes are poorly resolved, with overestimated energies.
In summary, in three-dimensional calculations, the plane-wave basis which ‘best’
matches the (hyperspherical) energy-cutoff surface in phase space contains six times the
correct number of modes, a significant fraction of which are seriously ill-resolved in the
available phase space, and have spuriously high energies. Any larger ‘box’ in phase space
would include yet more spurious degrees of freedom, while the use of any smaller box
would lead to severe corruption of a greater fraction of the modes contained in it. It is
therefore clear that the thermodynamics of the system would be strongly corrupted by
this poor representation of the phase space, regardless of the precise dimensions of the
plane-wave grid. An important aspect of a classical-field defined in terms of single-particle
energy eigenmodes in two and three dimensional calculations is therefore that the result-
ing cutoff properly accounts for the local shape of the energy surface in all dimensions of
phase space, as this surface can not be well approximated by the cutoff surface resulting
from a plane-wave or Cartesian-grid basis.
4.3.2 Implementing spatial derivatives
Thus far we have simply discussed how the phase space defined by a Cartesian grid com-
pares with the phase space spanned by the harmonic oscillator basis. Here we consider
in more detail how the spatial integration of a GP-like partial differential equation is
implemented, i.e., how the various operators of the GP equation are evaluated on the
computational grid. In the case of a regular Cartesian grid in position space, the poten-
tial and nonlinear terms are local, and thus trivial to evaluate, and the difficulty arises
in evaluating derivatives of the field, i.e., the Laplacian −∇2 appearing in the kinetic-
9Note that reversing these arguments one finds immediately that the plane-wave basis chosen to most
accurately match the volume of the harmonic-oscillator phase space will result in dramatically smaller
cutoffs in each dimension of phase space, and will therefore unnaturally constrain the physics of the
system.
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energy term, as well as others that may result from the transformation to a translating
or rotating frame.
Finite-difference and Fourier derivatives
One approach to calculating derivatives of the classical field on a position-space grid
is by the use of finite-difference approximations to the relevant derivative operator. A
thorough account of such finite-difference approximations is given by Blakie [26], and
such approximations are employed in (e.g.) the Crank-Nicolson method for evolving
(nonlinear) Schro¨dinger equations (see, e.g., [192]). Usually one approximates derivatives
by central finite difference stencils. For example, indexing the discretised field in terms of
the grid points at which it is evaluated, ψi ≡ ψ(xi), the simplest central finite-difference
approximation to the derivative ∂xψ is given by [26]
(δxψ)i =
1
2∆x
[ψi+1 − ψi−1] . (4.38)
The key point is that (δxψ)i is a good approximation to ∂xψ at xi for variations of ψ on
scales large compared to ∆x, or equivalently, for wave numbers much smaller than the
cutoff (Nyquist) wave number kc. However, this leaves a large number of intermediate
wave vectors for which the derivatives are not accurately evaluated. The most important
example is provided by the approximation to the Laplacian −∇2, which we here consider
in this low-order scheme, in one dimension where it becomes [192]
(−δ2xψ)i = −
1
(∆x)2
[ψi+1 − 2ψi + ψi−1] . (4.39)
If we assume periodic boundary conditions (so that ψNx+1 = ψ1), then in the basis of
position eigenstates ζj(xi) = δij the operator −δ2x is a sparse (band-diagonal) circulant
matrix which is symmetric and has a complete basis of eigenvectors, which are the plane
waves φi = e
±ikix (or equivalently the pairs sin(kix) and cos(kix)), where the ki are
the momentum modes resolvable on the Cartesian grid. These are of course the correct
eigenvectors, in the sense that they are eigenstates of the continuum Laplacian −∇2 we
wish to approximate. However, their corresponding eigenvalues differ from those of −∇2.
In fact, we find that −δ2xeikix = λieikix where the eigenvalues
λki =
2
(∆x)2
[
1− cos
(
piki
kc
)]
. (4.40)
Clearly for wave numbers which are small compared to kc, this dispersion relation reduces
to the continuum result λk = k
2. However, for k as small as kc/2 the error in the eigenvalue
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λk is of order 20%. In fact, the dispersion relation (4.40) exhibits the peculiar feature of
negative mass for excitations with k > kc/2, as is well known for lattice systems (e.g., in
solid-state physics)10.
An alternative definition of the Laplacian on the Cartesian grid is obtained from the
fundamental relation [63]
−∇2ψ(x) =
∫
dkk2e−ikx × 1
2pi
∫
dyeikyψ(y). (4.41)
The analogous discrete form of this relation (written in terms of discrete Fourier trans-
forms) has exact eigenvalues λki = k
2
i . Thus while both approximations of the Laplacian
approach the same continuum limit as ∆x → 0 and thus kc → ∞, only the Fourier-
defined Laplacian yields the ‘correct’ eigenvalues throughout the computational domain.
Of course one expects the accuracy of the finite-difference Laplacian to be improved by
using higher-order finite-differencing stencils, and we ultimately expect convergence to
the Fourier-defined Laplacian in the limit that the order of the stencil approaches the
total number of points on the grid. In this limit, however, the finite-difference Laplacian
is completely nonlocal, and acts as a dense matrix on the configuration space. Although
the Fourier-transform operator is fundamentally also a dense matrix on the configura-
tion space, fast Fourier transform algorithms allow for the application of the transform
using O(N logN) floating-point operations, as compared to O(N2) for a standard ma-
trix multiplication, so the numerical advantage of using the Fourier-defined Laplacian is
obvious.
Aliasing
Another important concern with the use of grid methods is that of momentum-mode alias-
ing. This is so named because momentum modes eikxi can only be properly resolved on
the grid if the magnitude of the wave vector is not greater than the Nyquist wave number
(|k| ≤ kc). Mathematically, the plane wave with k = kj + 2nkc is indistinguishable from
that with k = kj on the grid {xi}, as both waves have the same values on all points on
the grid. Thus the momentum mode kj acts as an alias for all modes kj + 2nkc;n ∈ Z.
In digital signal processing, one must therefore be aware that any frequency components
above the Nyquist cutoff will be indistinguishable from their aliases below the cutoff. In
the study of nonlinear Schro¨dinger equations, the issue is that the nonlinear potential
U0|ψ|2 mixes momentum components, and thus (potentially) attempts to generate mo-
10Note that the issue here is that of a poor definition of the operator, not a restriction on the space
on which it acts (as we considered in the previous section), so the eigenvalues need not be overestimated
with respect to their ‘true’ values.
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mentum components which are not resolvable on the grid, resulting in spurious coupling
to their mode aliases.
A common misconception is that this phenomenon is introduced by the explicit use
of the Fourier transform in GP propagation algorithms. This is not the case, and the
spurious momentum-nonconserving processes simply result from the action of the (local)
nonlinear potential attempting to populate unresolvable modes. To demonstrate this
we show that the states are spuriously connected by the nonlinear potential. Usually a
potential V causes a transition from a state |ζa〉 to state |ζb〉 if the ket V |ζa〉 has some
component along |ζb〉. The behaviour resulting from the nonlinear potential |ψ|2 can
similarly be deduced, except that the potential of course now depends on the ket it is
applied to. We consider the wave function consisting of two momentum modes ka and
kb, defined on the {xi} grid, ψ(xi) = aeikaxi + beikbxi . Acting on this state with the local
potential Vnl(xi) = |ψ(xi)|2, yields
[Vnlψ] (xi) = a
2b∗ei(2ka−kb)x + a∗b2ei(2kb−ka)x
+
(|a|2 + 2|b|2) aeikaxi + (2|a|2 + |b|2) beikbxi , (4.42)
thus the nonlinear potential transfers population to the plane wave ei(2ka−kb)x. In the
particular ‘worst case’ considered by Norrie [189]: ka = −kc, kb = kc − ∆k, we see that
the nonlinear potential attempts to transfer population to the mode −3kc + ∆k, resulting
in spurious transfer to the alias mode −kc + ∆k.
We note that grid methods which are not based on Fourier-transform evaluation of
derivatives are frequently implemented with Dirichlet boundary conditions, i.e., the wave
function is constrained to specified values (e.g., zero) at the extremes of the grid [192].
One can easily show that a wave function consistent with such a constraint (i.e., expanded
in terms of cos(kix) and sin(kix)) suffers from the same aliasing problem under the action
of the local nonlinear potential.
We note that the Fourier-based grid methods are thus more self-consistent than finite-
difference-based methods in that they explicitly take into account the periodicity in both
x and k space, the k-space periodicity being an implicit feature of all grid methods,
due to the mode aliasing. Ultimately, the problem with Fourier-based methods is that
the phase space spanned by the plane-wave basis modes is not only geometrically ill-
formed, but is also topologically incorrect: due to the periodic nature of the position and
momentum coordinates, the phase space has no real boundary, and is instead a toroidal
structure. Momentum-mode aliasing can be eliminated for Fourier-based simulations of
homogeneous systems with periodic boundary conditions in space [63] and simulations in
free space [189], by a projected generalisation of the method. However, there is no simple
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way to accurately match the correct phase space of (e.g.) a harmonically trapped system
using a plane-wave basis.
Spectral and discrete-variable-representation methods
An alternative approach to the discretisation of the continuous nonlinear Schro¨dinger
equation is through the use of a spectral representation. In this approach, one expands the
Schro¨dinger wave function over a set of basis functions with known derivatives, so that the
action of (e.g.) the Laplacian can be evaluated exactly. The difficulty then is in evaluating
the matrix elements of potential terms between these basis functions. In a discrete variable
representation [228], the basis functions are chosen such that an associated quadrature rule
exists, and the functions form a complete basis for functions evaluated at the quadrature
points {xk}. A transformation between the basis expansion and a set of corresponding
position eigenfunctions then allows for accurate evaluation of operators which are diagonal
in position space, while retaining a simple matrix representation for the Laplacian.
The authors of [71] presented a technique for evolving the time-dependent GPE for
a harmonically confined condensate in a basis of the Hermite-Gaussian eigenmodes of
the harmonic-oscillator Hamiltonian. Such a spectral-Galerkin approach combines the
accuracy of the Gaussian quadrature rule for the evaluation of the nonlinear potential,
while exactly diagonalising the whole single-particle Hamiltonian. The Gauss-quadrature
methods presented in appendix C are a refinement of this approach, with the distinction
that the precise set of basis modes used is carefully chosen to define the classical-field
system, according to a prescribed single-particle energy cutoff, and to ensure the optimal
representation of all modes with energies below this cutoff.
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Anomalous moments in classical-field
theory
Equilibrium classical-field methods make no assumptions about the fluctuation statistics
of the atomic field beyond the neglect of quantum fluctuations. In high-temperature
regimes, they therefore implicitly describe all relevant physical processes that shape the
correlations of the field. This is in stark contrast to self-consistent mean-field theories
(section 2.2.3), in which one begins with assumptions about the fluctuation statistics of
the Bose field: the separation of the field into condensed and noncondensed (thermal)
components, and the factorisation of the moments of the thermal component. Although
classical-field methods provide an accurate, nonperturbative description of the field, due to
the lack of such constraining assumptions we frequently face difficulties in interpreting the
results that they describe, and specifically in relating them to more traditional descriptions
of Bose-Einstein condensation, such as the mean-field theories.
In this chapter, we demonstrate that meaningful information is encoded in the temporal
behaviour of classical-field trajectories. We show that equilibrium classical-field trajecto-
ries exhibit a kind of symmetry-breaking phenomenon, in the sense that the condensate
mode exhibits a well-defined phase at any point in time. Due to the phase symmetry of
the classical-field Hamiltonian, the condensate phase diffuses over time [235], restoring the
symmetry. However, averages of the classical field in an appropriate phase-rotating frame
taken on time scales short compared to that of the phase diffusion yield finite values for
moments of the field which are formally zero in its microcanonical density. These moments
correspond to the anomalous moments of the Bose field in symmetry-breaking mean-field
theories. Applying this methodology to PGPE simulations of the harmonically trapped
Bose gas, we show that the first moment of the field obtained in this approach agrees well
with the condensate defined by the Penrose-Onsager criterion based on one-body correla-
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tions (section 3.3.1), over a wide range of temperatures. We demonstrate the generality
of this prescription for evaluating anomalous moments of the classical-field variables by
calculating the anomalous thermal density of the field, which we find to have form and
temperature dependence consistent with the results of mean-field theory calculations.
This chapter is organised as follows: in section 5.1 we introduce the PGPE system
we study in this chapter. In section 5.2 we discuss how a nonzero first moment of the
classical field arises from its temporal coherence, and make a quantitative comparison to
the condensate defined by the Penrose-Onsager measure of one-body (spatial) coherence.
In section 5.3 we consider the dependence of this first moment and its associated frequency
on the energy of the classical field. In section 5.4, we consider the anomalous second
moments which comprise the classical-field pair matrix, and construct the anomalous
thermal density of the field. In section 5.5 we summarise and present our conclusions.
5.1 System
In this chapter we consider the behaviour of a nonrotating, three-dimensional harmonically
trapped classical field. Our interest here is in characterising the correlations of the field,
rather than to provide a direct comparison to an experimental system, and we therefore
study a unit-normalised classical field, which evolves according to equation (4.12). We
take the trap anisotropy parameter λz =
√
8, corresponding to a typical, moderately
oblate three-dimensional trap geometry. We choose the nonlinearity parameter Cnl =√
2 × 500. The corresponding ground (Gross-Pitaevskii) eigenstate of this system thus
has energy Eg ≈ 9Nc~ωr, and GP eigenvalue λg ≈ 12~ωr. Using the criteria discussed
in section 3.2 we therefore set the energy cutoff ER = 31~ωr. We form initial states
with energies in the range E ∈ [9.5, 24.0]Nc~ωr, by in each case mixing an admixture
of a random excited state with the Thomas-Fermi ground state of the unit-normalised
field [29, 28]. We then generate equilibrium states with a range of temperatures by
evolving these randomised initial states in real time, exploiting the ergodicity of the
PGPE (see section 3.3). In practice we find that the classical-field configurations are
well equilibrated after 120ω−1r of real-time evolution, and we perform our analysis on the
subsequent evolution of the field.
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5.2 Temporal coherence and the emergence of a
nonzero first moment
5.2.1 Identification of the first moment
We begin by quantifying the coherence of the time-dependent field ψ(x, t) via its temporal
power spectrum1, evaluated at different spatial locations x. We define the temporal power
spectrum of the classical field ψ at position x, evaluated over a period of length T as
H(x; Ω) =
∣∣FT {ψ(x, t)}∣∣2 , (5.1)
where FT{f(t)} denotes the Fourier coefficient taken from some arbitrary time origin
FT{f(t)} ≡ 1
T
∫ T
0
f(t)eiΩtdt. (5.2)
Here we calculate the power spectrum for a classical field evolving with the trapping
and interaction parameters of section 5.1, and energy E = 12.0Nc~ωr. Using the Penrose-
Onsager (PO) approach introduced in section 3.3.1, we find that the condensate fraction
for this classical field is fc ≡ n0/
∑
k nk = 0.70. We choose a sampling period of 40ω
−1
r ,
and approximate the integral in equation (5.2) by a discrete sum over 1000 equally spaced
samples of the classical field. In practice, we calculate the power spectrum at points in
the z = 0 plane, and average it over the azimuthal angle in this plane to smooth out
fluctuations. We thus obtain the averaged power spectrum as a function of the radius r,
which we present in figure 5.1(a). The oscillation frequencies Ω that we measure in the
time-dependent field correspond, of course, to energies  = ~Ω in the quantum mechanical
system.
For comparison, on the same figure we also plot the profile of the harmonic trapping
potential V (r)/~ in this plane (parabolic green (grey) line) and the cutoff energy ER/~
(horizontal line), and the classical turning point (vertical line) of the condensate band
defined by their intersection. The most prominent feature in this plot is the strong peak in
the power spectrum centred on Ω = 11.4ωr, which is a signature of the long-lived temporal
phase coherence of the condensate formed in the classical field. We identify the frequency
λ0 where this peak is located as the condensate frequency. The broad, lower intensity
background spectrum represents the thermally occupied excitations in the classical-field
system. It is worth pointing out that, in the central region of the trap (r . 4r0), the
1We note that the power spectrum is related to the autocorrelation function of the field by the well-
known Wiener-Khinchin theorem [215].
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Figure 5.1: (a) Power spectrum H(x; Ω) of the classical field on the plane z = 0 (az-
imuthally averaged). Green (grey) lines indicate the trapping potential, cutoff energy and
corresponding classical turning point of the trap. (b) Space-integrated power spectrum
N(Ω) of the field (see equation (5.5)) as a function of the phase-rotation frequency Ω.
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background spectrum is strongly distorted by the presence of the condensate, with positive
frequency components extending to approximately λ0 + ER/~, and negative frequency
components extending down to approximately λ0 − ER/~ 2. This behaviour represents
the restructuring of the excitation spectrum of the trap by the interacting condensate,
which distorts the single-particle excitations of the system into the familiar Bogoliubov
particle-hole pairs (section 2.2.3).
The temporal coherence we observe results from the quasiuniform phase rotation of
the condensate: the phase of the condensate exhibits a uniform rotation at frequency
λ0, superposed with a slow diffusion. The width of the power-spectrum peak here is
thus determined by the rate of this global condensate-phase diffusion. On time scales
short compared with the characteristic time scale of phase diffusion, the condensate has
an approximately constant phase in a frame co-rotating at frequency λ0, i.e., short-time
averages in this frame yield a nonzero first moment 〈ψ〉 of the classical field. A key
observation of this chapter is that time averages constructed in this way are analogous to
the anomalous averages which arise in symmetry-broken descriptions of Bose condensation
[119], where the appearance of nonzero values for expectations of non-gauge-invariant
quantities (i.e., the breaking of the phase symmetry) signals the presence of condensation
in the field. We thus consider the classical field frequency-shifted by Ω
ψ˜(x, t; Ω) = eiΩtψ(x, t), (5.3)
and consider time-averages of this quantity formed from the same set of samples used to
construct the power spectrum in figure 5.1(a). We define the time-averaged field
φ(x; Ω) ≡
〈
ψ˜(x, t; Ω)
〉
t(
= FT{ψ(x, t)}
)
, (5.4)
where 〈· · · 〉t denotes a time average over a given period T (40ω−1r in this case). The time-
averaged field φ(x; Ω) is therefore the component of the classical field which phase-rotates
like e−iΩt, and its norm square quantifies the total (i.e., space-integrated) power contained
in the field at frequency Ω, i.e.,
N(Ω) ≡
∫
dx |φ(x; Ω)|2 =
∫
dxH(x; Ω). (5.5)
2Note that the cutoff energy refers only to the single-particle modes that the field is expanded on.
The energies of excitations in the interacting field are raised because of the mean-field potential they
experience.
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In figure 5.1(b), we plot this power as a function of the frequency Ω, and note that it
exhibits a prominent peak at Ω = 11.38ωr. We identify the frequency at which the norm
square of the time-averaged field (equivalently, the space-integrated power of the field)
is maximised as the condensate frequency λ0, and the corresponding time-averaged field
φ(x;λ0) as the classical-field condensate or mean field
3. A nonzero time-averaged field
occurs because the condensate has a reasonably well-defined phase on short time periods.
We identify this quasi-definite phase as an analogue of the condensate phase which emerges
in symmetry-broken descriptions of Bose-Einstein condensation; in this viewpoint, the
first moment φ(x;λ0) is the analogue of the condensate wave function 〈Ψˆ(x)〉 in such
mean-field theories of Bose condensation. For notational convenience, we introduce the
norm square N0 ≡ N(λ0) of the mean field, and the normalised mean-field mode function
φ0(x) ≡ φ(x;λ0)/
√
N0. The norm square N0 corresponds to the population of the mean-
field condensate mode, and we indeed find N0/Nc = 0.706, in close agreement with the
PO value for the condensate fraction (fc = 0.70). To further compare this temporal-
coherence method of identifying the condensate with the PO approach, we calculate the
overlap of φ0(x) with the eigenvector χ0(x) obtained by the PO procedure. We find
1 − |〈φ0|χ0〉| ≈ 1.4 × 10−4, i.e., the condensate orbitals obtained by the two different
procedures agree to a very high accuracy.
5.2.2 Temporal coherence and sample length
The results obtained for the mean field have an important dependence on the averaging
time. As discussed by Sinatra and Castin, the condensate phase exhibits diffusive evo-
lution with time in the classical microcanonical ensemble [235]. As a consequence, the
results of the spectral analysis introduced in section 5.2.1 will depend on the length of time
over which we sample the classical field. To gain some insight into the consequences of
this phase diffusion, we first consider a simple analytical model of the phase-diffusive con-
densate mode. We then present and interpret the results we obtain for the classical-field
condensate as a function of the time over which we sample the field.
3The identification of the condensate and its eigenfrequency in this manner bears some resemblance
to the method of Feit et al. [83] for the identification of Schro¨dinger eigenstates and eigenvalues from a
spectral analysis of trajectories of the time-dependent Schro¨dinger equation. In contrast to that work,
however, the condensate ‘eigenmode’ we consider here emerges from the trajectories of a nonlinear equa-
tion of motion, and can only be obtained from an analysis of the real-time field trajectories (or some
other sampling of the PGPE microcanonical density equation (3.24)).
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Single phase-diffusive mode
We first consider a single-mode model of the condensate, in which the amplitude a0(t) of
the condensate mode (with condensate frequency λ0) exhibits phase diffusion. We assume
that the mode does not exhibit any number fluctuations, which is precisely the condition
that g
(2)
0 = 〈|a0|4〉t/〈|a0|2〉2t = 1, which is well satisfied away from the critical regime
associated with the transition to the noncondensed state [23]. We thus have a0 = |a0|eiθ(t)
and, defining ϕ(t) ≡ θ(t) − θ(0), we assume var{ϕ(t)} ≡ 〈ϕ(t)2〉 − 〈ϕ(t)〉2 = 2γt [235],
where γ is the (phase) diffusion coefficient, and 〈· · · 〉 denotes an average over realisations
of the amplitude a0(t) (i.e., an ensemble average). This is precisely the behaviour of
the Kubo oscillator [101] stochastic process, which obeys the (Ito) stochastic differential
equation
da0 =
[
(−iλ0 − γ)dt+ i
√
2γdW (t)
]
a0(t), (5.6)
where dW (t) is a real Wiener increment, which satisfies 〈dW (t)dW (t′)〉 = δ(t− t′)dt. By
studying this simple model we hope to gain insight into the behaviour of our diffusive
condensate mode.
We consider the power spectrum of the mode obtained over a period T ,
N (0)(Ω;T ) =
∣∣∣∣ 1T
∫ T
0
dt eiΩta0(t)
∣∣∣∣2 . (5.7)
This power spectrum is itself a stochastic process (developing in T ), i.e., it varies between
realisations of the oscillator. We therefore consider its mean 〈N (0)(Ω;T )〉. Using the
known result 〈a0(t)a∗0(s)〉 = |a0|2 exp[−iλ0(t− s)− γ|t− s|] [101], we find
〈N (0)(Ω;T )〉 = 1
T 2 (γ2 + ∆2)2
{
γT
(
γ2 + ∆2
)
+
[
e−γT cos(∆ T )− 1] (γ2 −∆2)− 2γ∆ sin(∆ T )}, (5.8)
which we have written in terms of ∆ ≡ Ω − λ0 for compactness. In the limit of no
diffusion (γ → 0) we regain the result N (0)(Ω;T ) = |a0|2sinc2[12(Ω − λ0)T ] resulting
from the convolution of the delta-function spectrum of the deterministic oscillator with
the Fourier transform of the boxcar function representing the finite measurement time
T [215]. In the limit of a measurement made on a time scale long compared with the
characteristic diffusion time (i.e. γT  1), we regain the Lorentzian spectrum of the
Kubo oscillator N (0)(Ω;T ) = (2|a0|2γ/T )/[γ2 + (Ω− λ0)2].
From equation (5.8), the power measured at the underlying frequency λ0 of the oscil-
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Figure 5.2: Decay of the norm square of the mean field (i.e. the power measured at
the condensate frequency) in a single-mode model, as a function of the averaging time.
The asymptotic short-time and long-time behaviours of the function are included for
comparison.
lator can be obtained by setting ∆ = 0, giving
〈N (0)(λ0;T )〉 = |a0|2 2
(γT )2
[
γT − (1− e−γT )] . (5.9)
For short time periods T  1/γ (such as we consider in the main text), the norm square
of the mean field decays like ∼ 1 − γT/3, while at long times it decays like ∼ 2/γT
(figure 5.2). It is important to note that this same functional form would be exhibited by
(e.g.) a complex Ornstein-Uhlenbeck process [101], which one might reasonably assume as
a model for a thermally occupied mode [106, 248] in a classical-field approximation. The
‘bare’ (i.e., infinite sampling time) power spectrum of such a mode is similarly Lorentzian,
and so we expect the same behaviour for the condensate and the thermal mode, both for
two-time correlations (|〈a∗(t)a(0)〉| ∼ e−γt) and for the measured power N(Ω;T ). The two
cases (i.e. condensate and thermal mode) are thus distinguished only by the time scales
on which the power decays. Qualitative differences between the two types of mode only
appear in second-order (and higher) correlation functions, which are sensitive to number
fluctuations.
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Multimode description
In general, the condensate mode is only one mode in a multimode field which contains
other, thermally occupied modes. We expect the thermal field to be well described in the
basis of Bogoliubov modes {(ui, vi)T} orthogonal to the condensate mode [47], and thus
assume 〈
1
T
∫
dt eiλ0tψ(x, t)
〉
=
1− e−γT
γT
|a0|
〈
eiθ(0)
〉
χ0(x), (5.10)
where, to gain simple insight into our measurements of the field, we assume that the {bj(t)}
are complex Ornstein-Uhlenbeck processes which are uncorrelated with one another and
with the condensate process. The space-integrated power spectrum of the field is thus
〈N(Ω;T )〉 = 〈N (0)(Ω;T )〉 ∫ dx |χ0(x)|2
+
∑
j
〈
N (j)(Ω;T )
〉 ∫
dx |uj(x)|2 + |vj(x)|2, (5.11)
where
〈
N (j)(Ω;T )
〉
=
∣∣∣∣ 1T
∫ T
0
dt eiΩtbj(t)
∣∣∣∣2 , (5.12)
behave similarly to 〈N (0)(Ω;T )〉, except that they are centred on the frequencies Bj /~ of
the Bogoliubov modes, and attenuate much more rapidly with T (γj  γ0). There is
therefore power in the field at a range of frequencies, however, for times T  1/γj we
have 〈N(Ω;T )〉 ≈ N (0)(Ω;T ) ∫ dx |χ0(x)|2 and, moreover,〈
ψ˜(x;λ0;T )
〉
=
1− e−γT
γT
|a0|
〈
eiθ(0)
〉
χ0(x), (5.13)
where the appearance of the expectation 〈eiθ(0)〉 of the initial complex phase emphasises
that the condensate phase varies randomly between ensemble members, ‘breaking’ the
U(1) symmetry in any particular realisation.
Measured results
From the foregoing discussion, we expect the power in the classical field measured at the
condensate frequency to decay with time, exhibiting a power-law tail N(λ0;T ) ∼ 2/γT
at long times. We illustrate this issue using the same simulation (E = 12Nc~ωr) as
in the previous section. Increasing the sampling period to T & 50ω−1r the condensate
frequency is more accurately resolved as λ0 = 11.39ω
−1
r . We assume this value as a
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Figure 5.3: Norm square N0 of the time-averaged field (i.e., space-integrated power of
the classical field measured at the condensate frequency) as a function of the sampling
period T . The solid line shows the value obtained from a single contiguous sampling of
the classical field over period T . Circles (with error bars) show the mean (and standard
deviation) of estimates N0 measured on 10 individual 400ω
−1
r sub-periods of the 4000ω
−1
r
time series. The dashed line shows the expected (ensemble averaged) power, extrapolated
from a least-squares fit to the means of the short-time estimates.
best estimate for the condensate frequency, and calculate the power at this frequency as a
function of the measurement period T , up to a maximum measurement period of 4000ω−1r .
In figure 5.3 we plot the power measured at frequency λ0 (solid line), and find that it
decays in a nonuniform way with increasing T . However, the (normalised) mean-field
orbital φ0(x) we obtain at frequency λ0 satisfies 1 − |〈φ0|χ0〉| . 10−4 for all averaging
periods T we consider; i.e., although the measured occupation of the condensate decays
with increasing averaging period due to the diffusion of the condensate phase, the mode
shape we obtain is relatively unaffected. The nonuniform decay of the mean-field orbital’s
occupation we observe is to be expected for a single trajectory, whereas we expect the
scaling N ∼ 2/γT to emerge from an average over a large ensemble of similarly prepared
classical-field trajectories (cf. [235]). It is possible, however, to infer γ from a single
trajectory, as we now show. We divide the total 4000ω−1r (10
5-sample) period of the
classical-field trajectory into 10 consecutive sub-periods of length 400ω−1r (each of 10
4
samples), and regard these sub-periods as an ensemble of 10 distinct trajectories. For
each member of the ensemble we calculate the power N(λ0;T ) (using the best estimate
λ0 = 11.39ω
−1
r ) as a function of T ≤ 400ω−1r . We then average over these 10 ensemble
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members to obtain a mean power estimate for each sampling period T . The means and
standard deviations of these measurements are indicated by circles with error bars in
figure 5.3, and by performing a least-squares fit of the expected power 〈N(λ0;T )〉 at the
condensate frequency (equation (5.9)) to these mean power estimates, we estimate the
phase-diffusion coefficient γ ≈ 10−4ωr 4. The dashed line in figure 5.3 extrapolates the
expected behaviour of 〈N(λ0;T )〉 to later times. Given this decay of the peak power with
T , a rigorous estimate of the condensate population would in principle be obtained by
forming estimates 〈N(λ0;Ti)〉 for multiple sampling period lengths Ti, and extrapolating
the resulting trend back to T = 0 to estimate the ‘true’ condensate population. However,
due to the weak linear decay of the power spectrum peak at short sampling periods,
we can accurately estimate the condensate population as the magnitude of the dominant
peak in the power spectrum obtained over a short sampling period, for all but the smallest
condensate fractions, as we discuss in section 5.3.2.
5.3 Dependence of the first moment on the field
energy
In the ergodic classical-field (PGPE) method, equilibrium field configurations of different
temperatures can be formed simply by varying the (conserved) energy of the random
initial field configuration [67]. In each case the ergodicity of the field evolution leads to
the appropriate microcanonical thermal equilibrium (section 3.3.2). In this section we
investigate the behaviour of the first moment φ(x;λ0) introduced in section 5.2.1 as the
energy (and thus temperature) of the classical-field equilibrium is varied, and compare its
mode shape φ0(x) and occupation N0 with the Penrose-Onsager condensate orbital χ0(x)
and occupation n0, respectively. We further compare the condensate frequency λ0 to the
microcanonical chemical potential µ of the field obtained using the Rugh methodology
introduced in section 3.3.2.
5.3.1 Condensate fraction
We consider here the norm square N0 of the first moment φ(x;λ0) defined as in sec-
tion 5.2.1, for various values of the classical-field energy E[ψ]. In figure 5.4(a) we present
estimates N0 for a range of classical-field energies, and compare them with the condensate
occupations calculated by the PO approach. The corresponding classical-field tempera-
4We calculated (and fitted to) estimates of the powers at T = 4, 8, · · · , 400ω−1r , but for clarity indicate
only every tenth such estimate in figure 5.3.
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Figure 5.4: (a) Condensed fraction of the classical field, as determined by the Penrose-
Onsager procedure (circles) and by the time-averaging procedure (dots with error bars).
Plusses indicate the microcanonical temperature of the field. (b) Discrepancy 1−|〈φ0|χ0〉|
between the (unit-normalised) first moment φ0(x) and the most highly occupied natural
orbital χ0(x) of the one-body density matrix.
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tures, calculated using the Rugh methodology, are also included in the figure. In practice,
we calculated the PO condensate by constructing the one-body density matrix (equa-
tion (3.26)) from 3000 equally-spaced samples of the classical field taken from a period of
1200ω−1r of the field evolution. We then divided this period into 30 consecutive sub-periods
of length 40ω−1r which we sampled at a higher resolution (1000 samples per sub-period),
from which we obtained 30 separate estimates of the classical-field first moment φ(x;λ0).
In each sub-period we obtain the mean field as the time-averaged field with the greatest
norm (as λ0 is varied), and we obtain (generally) distinct estimates of N0, φ0(x) and λ0
from each series. In this way we exploit the ergodic character of the classical field to
emulate sampling from an ensemble of similarly prepared trajectories, as in section 5.2.2.
The red (grey) data points in figure 5.4(a) and their error bars represent in each case the
mean and standard deviation, respectively, of the norm squares of the 30 estimates of the
mean-field. We observe that these estimates agree very closely with the PO condensate
fractions fc (blue circles) throughout the range of energies presented.
We also compare the mean-field orbitals obtained from the time-averaging procedure
with the condensate orbitals obtained from the PO approach (see section 3.3.1). In fig-
ure 5.4(b) we plot the quantity 1−|〈φ0|χ0〉| (averaged over the 30 estimates) as a measure
of the discrepancy between the two orbitals. We observe that for the energies presented
(E ≤ 20Nc~ωr) the mean discrepancy is < 10−2. At higher energies (corresponding to
condensate fractions fc < 0.1), our temporal-coherence approach to identifying the con-
densate begins to break down: the mean-field orbital φ0(x) fails to match the PO orbital
χ0(x) (i.e. |〈φ0|χ0〉| < 0.9) in an increasing fraction of estimates as the condensate frac-
tion fc → 0, and so for clarity we have not presented estimates for these energies here.
This point is discussed further in section 5.3.2.
5.3.2 Condensate frequency
We consider here the dependence of the condensate frequency λ0 on the energy of the
classical field. By our analogy between the first moment of the classical field and the
condensate wave function in mean-field theories (section 5.2.1), we associate this con-
densate frequency with the condensate eigenvalue appearing in such theories, which is
itself closely related to the thermodynamic chemical potential of the degenerate Bose-gas
system [183]. In figure 5.5(a) we plot estimates of the condensate frequency (red crosses),
together with the thermodynamic chemical potential µ (blue circles with connecting line)
of the classical field obtained from the Rugh analysis. At the very highest energies, we
present results only for ensemble members for which our first-moment analysis and the PO
approach agree (i.e. φ0 and χ0 overlap to within 10%). We observe that the condensate
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frequencies λ0 and the chemical potentials µ agree very well for energies E . 20Nc~ωr.
Above this energy, the condensate frequencies λ0 are consistently greater than the chemi-
cal potentials. This is expected behaviour, as at a fixed total number of system particles,
the two quantities differ by a factor of order 1/Ncond, where Ncond is the condensate occu-
pation [218, 183]. Davis et al. [68] argued that equipartition of energy in the classical-field
model predicts the relationship
µ = ~λ0 − kBT
N0
. (5.14)
In figure 5.5(a), we plot the quantity λ0−kBT/~N0 (black plusses), where the temperature
T is that obtained from the method of Rugh, and find that our results are in reasonable
agreement with the prediction of equation (5.14).
We now consider how the total power spectrum of the classical field varies as a function
of the field energy. In figure 5.5(b) we plot the power spectrum N(Ω), averaged over the
30 individual 40ω−1r sampling periods, for field energies in the range E ∈ [9.5, 24]Nc~ωr.
At the lowest energies the behaviour of N(Ω) is as in figure 5.1(b): the function exhibits a
prominent peak which we identify with the condensate, and a broad background that we
associate with thermal excitations. As the energy (and thus temperature) of the field is
increased, the condensate peak decays, and the ‘wing’ of thermal excitations grows until
it is of the same magnitude as the condensate peak, and at the highest temperatures
only the thermal background remains. This explains why our approach to identifying the
condensate begins to fail as the temperature approaches the phase transition: although a
temporally coherent condensate may still be present in the field, it becomes increasingly
likely that the peak power in any particular estimate of the power spectrum corresponds
instead to thermally occupied modes, which eventually swamp the condensate completely.
5.4 Pairing correlations
In the previous section, we have identified that the condensate present in the classical
field can be well characterised as the time-average of the appropriately frequency-shifted
field. We now show that more general anomalous moments of the field can be obtained
from time-averages in the same phase-rotating frame. In this approach, condensation in
the classical field is thus accompanied by the appearance of anomalous moments of all
orders, in direct analogy to the emergence of general anomalous correlation functions in
symmetry-breaking accounts of Bose-Einstein condensation [119, 216].
In terms of the Fock-space decomposition Ψˆ(x) =
∑
i aˆiYi(x), the emergence of a mean
field in the second-quantised formalism is equivalent to the appearance of nonzero first
moments {〈aˆi〉}. The next-simplest anomalous averages, the quadratic moments {〈aˆiaˆj〉}
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(and their conjugates), arise because of the effect of interactions which ‘mix’ the single-
particle creation and annihilation operators to form quasiparticle operators bˆ ∼ uaˆ+ v∗aˆ†
[25]. Consequently, the occupation of quasiparticle modes results in the appearance of
nonzero moments of single-particle operators of the form 〈aˆiaˆj〉, which represent correla-
tions between pairs of particles. Like the mean field itself, these moments are formally
zero in a state of fixed total particle number, although analogous quantities can be defined
in particle-conserving terms [183]. Due to the appearance of these pairing correlations, in
order to accurately characterise the weakly interacting Bose gas and its excitations, one
must consider not only the one-body density matrix ρij = 〈aˆ†j aˆi〉, but also the pair matrix
κij = 〈aˆj aˆi〉 [25].
In the remainder of this section, we will demonstrate the application of our temporal
averaging procedure to the evaluation of quadratic anomalous moments of the classi-
cal field. By estimating the pair matrix κ(x,x′) = 〈ψ(x)ψ(x′)〉 of the noncondensed
component of the field, we calculate the anomalous density, which characterises pairing
correlations in the thermal component of the field. We note that a temporal signature of
the anomalous density has previously been observed [40] in homogeneous classical-field
simulations, in which the anomalous density is uniform.
5.4.1 Methodology
We seek here to characterise pairing correlations in the thermal component of the classical
field, i.e., the component of the field orthogonal to the condensate [133], which is obtained
by projecting out the condensed component of ψ(x, t), i.e.
ψ⊥(x, t) = ψ(x, t)− φ0(x)
∫
dx′ φ∗0(x
′)ψ(x′, t). (5.15)
It is important to note that we form ψ⊥(x, t) on a given (40ω−1r ) time period by pro-
jecting out the mean field obtained over the same period, so that (anomalous) averages
constructed from ψ⊥(x, t) over this period are formed on the same footing as the mean
field itself. We transform ψ⊥(x, t) to the same phase-rotating frame as the condensate,
forming ψ˜⊥(x, t) = eiλ0tψ⊥(x, t) (where λ0 is in general different for each period), and
then calculate the pair matrix
κ⊥(x,x′) =
〈
ψ˜⊥(x)ψ˜⊥(x′)
〉
t
. (5.16)
The most well-known characterisation of the anomalous correlations described by the pair
matrix is given by the anomalous density [119], which we identify as the diagonal part of
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the pair matrix:
m(x) =
〈
ψ˜⊥(x)ψ˜⊥(x)
〉
t
≡ κ⊥(x,x). (5.17)
We find that the general form of m(x) is apparent from a single estimate of κ⊥(x,x′),
formed over a temporal period 40ω−1r . However, large fluctuations are present in such a
single estimate, which is to be expected, as the correlations we seek to resolve here are
rather subtle as compared, for example, to the coherence of the condensate. In order to
resolve the anomalous density more clearly, we therefore average over multiple estimates
of m(x); i.e., for each of 30 consecutive 40ω−1r periods, we form both the mean field φ0(x)
and the corresponding anomalous density m(x). The phase of m(x) is only meaningful in
relation to the phase of the mean field φ0(x) itself, and so for convenience, we choose the
overall phase of the classical field in each sampling period such that φ0(x) is maximally
real. This choice of the phase of m(x) relative to a real and positive condensate wave
function corresponds to the traditional choice in mean-field theories. Forming multiple
estimates of m(x) in this way allows us to calculate both the mean and the variance of
this quantity, as we show in section 5.4.2.
5.4.2 Anomalous density
The mean anomalous density calculated by the procedure described in section 5.4.1 is
mostly real and negative (i.e., has phase opposite to that of the mean field), in agree-
ment with the results of mean-field-theory calculations [133, 218, 21], but exhibits some
small complex-valued fluctuations due to the finite ensemble size. Denoting averages
over estimates by an overbar, we plot in figure 5.6(a) the negative −Re{m(x)} of the
mean anomalous density on the z = 0 plane, and the local standard deviation in esti-
mates δm(x) = [|m(x)|2 − |m(x)|2]1/2 of the anomalous density on this plane, calculated
for a simulation with E = 14.5Nc~ωr (for which the condensate fraction fc = 0.50).
The anomalous density has the spatial structure expected from mean-field calculations
[133, 218, 21]: it resides primarily in the region where the condensate exists, and its ab-
solute value exhibits a shallow ‘dip’ in the centre of the trap. The standard deviation
δm(x) indicates that the greatest variance in density estimates occurs around the (circu-
lar) maximum of |m(x)|, while much less variation occurs in estimates of the density in
the central dip.
The anomalous density shown here exhibits a very high degree of rotational symmetry
about the z axis, but in general the anomalous density we obtain is distorted (the central
‘dip’ in its absolute value becomes saddle shaped along some random axis). We identify
this as a result of dipole-oscillation (Kohn mode) [72] excitations of the field, which
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Figure 5.6: Anomalous density m(x) of the field, for the case E = 14.5Nc~ωr. (a) Shape
of −Re{m(x)} on a slice through the plane z = 0 (upper surface), and standard deviation
δm(x) of anomalous-density estimates on the same plane (lower surface). (b) Azimuthally
averaged density of the condensate mode (as determined by the time averaging), com-
plementary (orthogonal) thermal component of the field, and anomalous density, in the
plane z = 0.
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are immune to thermal damping (section 2.2.1)5, and are thus ‘frozen in’ during the
thermalisation of the field. More generally, one might regard the classical field as having
condensed into an excited centre-of-mass mode, and consider the correlations of the field
in a frame following this motion [203]. In figure 5.6(b) we plot the azithumally averaged
anomalous density on the plane z = 0, together with the similarly averaged densities of
the condensate (N0|φ0(x)|2) and the orthogonal thermal component of the field (|ψ⊥(x)|2),
for comparison. We observe that the magnitude of the anomalous density in the centre
of the trap is an appreciable fraction of that of the (normal) thermal component of the
field, in agreement with references [133, 218, 21].
5.4.3 Dependence on field energy
Finally, we consider the dependence of the anomalous density on the energy (or equiva-
lently, the temperature) of the projected classical field. In mean-field theories, the anoma-
lous density (after any renormalisation [133, 218, 134]) becomes small as the temperature
of the system approaches zero (due to the weak occupation of quasiparticle modes in
this limit), and also as it approaches the critical temperature (due to the quasiparticle
modes becoming more single-particle-like as the condensate is depleted). This behaviour
is often cited as a justification for the neglect of the anomalous density in self-consistent
theories (the so-called Popov approximation [119]) in these two limits. In order to char-
acterise more fully the temperature-dependent behaviour of the anomalous density, we
follow [133] and calculate its integrated value M ≡ ∫ dxm(x). In figure 5.7 we plot the
real part of M (neglecting a small imaginary part that arises from incomplete convergence
of the averaging; see section 5.4.2) as a function of the classical-field energy. As in our
consideration of the condensate eigenvalue in section 5.3, we present for each energy the
mean and standard deviation (error bars) of only those estimates obtained from averaging
periods which produced an accurate condensate mode (section 5.2.1). We observe that
the behaviour of M(E) is consistent with the results of mean-field theories [133, 21], with
its absolute value |M | reaching its maximum at intermediate energies (temperatures), and
rapidly decreasing as we approach both the zero-temperature and critical regimes.
We note that the well-known issues of ultraviolet divergence of the anomalous den-
sity in mean-field theories arise from the zero-point occupation of quasiparticle modes
[133, 218, 134], which is of course not present in the classical-field model. Also, although
the results of classical-field calculations are, in general, dependent on the cutoff energy,
the contribution to the anomalous density from successive quasiparticle modes rapidly de-
5This property of the many-body system persists in the classical-field model, but note however the
effect of the projector on large dipole oscillations [36].
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creases with increasing energy of the modes, as the modes return to a single-particle struc-
ture. The requirement (for our treatment) that the anomalous density is well-contained
in the low-energy region (condensate band) described by the PGPE is thus precisely the
requirement that the cutoff is effected at such an energy that the interacting Hamiltonian
has become approximately diagonal in the single-particle basis {φk(x)} (section 3.2.2).
Finally, we note that the maximum (absolute) value of the integrated anomalous
density occurs when fc ≈ 0.5, but remind the reader that this refers only to the proportion
of the below-cutoff field that is condensed. Although the entire anomalous density should
be well-described by the low-energy Hamiltonian PGPE dynamics, one would have to
include the contribution of above-cutoff atoms to the normal thermal density of the
field [28] in order to draw quantitative comparisons with (e.g.) the mean-field-theory
calculations of [133].
5.5 Summary
We have demonstrated that in the Hamiltonian PGPE theory, classical-wave condensation
is accompanied by long-range temporal coherence limited only by the slow diffusion of
the condensate phase. This gives rise to the appearance of a nonzero first moment of the
field, as defined by short-time averages in an appropriate phase-rotating frame. We iden-
tified the emergence of this moment with the concept of U(1)-symmetry breaking that is
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central to self-consistent mean-field theories. We showed that the mean field obtained by
short-time averaging agrees well with the condensate identified by the standard Penrose-
Onsager approach, except for close to the critical regime associated with the transition to
the normal phase. We found that the condensate eigenfrequency we obtain by this tem-
poral analysis exhibits the behaviour predicted for the condensate eigenvalue in the most
sophisticated mean-field approaches [183]; i.e., it agrees closely with the thermodynamic
chemical potential at low energies and diverges away from it in inverse proportion to the
condensate occupation as the phase transition is approached. By calculating the pair
matrix and anomalous density of the noncondensed component of the field, we demon-
strated explicitly that time averages in the frame rotating at the condensate frequency
allow the calculation of more general anomalous moments. We observed the anomalous
density to exhibit the expected behaviour [133], with its magnitude reaching its maximum
at intermediate temperatures and decreasing as both the T = 0 and critical regimes are
approached.
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Equilibrium precession of a single
vortex
At zero temperature, an off-axis vortex in a Bose-Einstein condensate orbits (or precesses)
about the trap axis. Such a state represents the simplest nontrivial example of vortex
dynamics in a Bose condensate. The precession of such a vortex can be viewed as the
vortex being carried by its own self-induced superflow [75], arising due to the effective
boundary conditions imposed on the superflow by the inhomogeneity of the condensate
orbital density [122]1. Further complexity is attained in finite-temperature scenarios, in
which the vortex may be subject to additional forces resulting from its interaction with the
thermal field, as discussed in section 2.3.2. In this chapter we consider a finite-temperature
Bose-Einstein condensate in a quasi-two-dimensional trap containing a single precessing
vortex. We find that such a configuration arises naturally as an ergodic equilibrium of
the projected Gross-Pitaevskii equation, when constrained to a finite conserved angular
momentum. In an isotropic trapping potential the condensation of the classical field into
an off-axis vortex state breaks the rotational symmetry of the system. We present here
a methodology to identify the condensate and the Goldstone mode associated with the
broken rotational symmetry in the classical-field model, and we examine the variation
in vortex trajectories and thermodynamic parameters of the field as the energy of the
microcanonical field simulation is varied.
This chapter is organised as follows: in section 6.1, we discuss our simulation proce-
dure, introducing in turn the parameters of our system, and the details of our numerical
approach. In section 6.2 we present results of representative simulations, and characterise
the equilibrium trajectory of the vortex. In section 6.3 we discuss the identification of the
1Corrections to this picture due to the finite extent of the vortex core have been investigated in
references [188] and [142].
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condensate from the fluctuation statistics of the classical field. In section 6.4 we consider
the rotational properties of the condensate and the complementary thermal component
of the field. In section 6.5 we discuss the dependence of the system behaviour on the
internal energy of the field, and in section 6.6 we consider the dependence of our results
on the angular velocity of the rotating frame in which the energy cutoff is effected. In
section 6.7 we summarise and present our conclusions.
6.1 Simulation procedure
6.1.1 System
We consider here a system harmonically trapped with a trapping potential isotropic in
the xy plane:
V (x) =
m
2
[
ω2r
(
x2 + y2
)
+ ω2zz
2
]
. (6.1)
In this chapter we will restrict our attention to an effective two-dimensional system. Such
systems have been experimentally realised ([247, 55]) by setting the trapping frequency
ωz sufficiently high that no modes are excited in the z direction. A 2D description of our
system is thus valid provided that [205]
µ+ kBT  ~ωz, (6.2)
where µ and T are the system chemical potential and temperature respectively. Provided
that the oscillator length lz =
√
~/mωz corresponding to the z confinement greatly ex-
ceeds the s-wave scattering length as, the scattering is well described by the usual 3D
contact potential [205], and we obtain an effective two-dimensional equation in which the
collisional interaction parameter is simply rescaled to U2D = 2
√
2pi~2as/mlz [205]. Re-
stricting the system to 2D permits the dynamics of a point vortex interacting with the ther-
mal component of the field to be studied, while removing complexities such as line bending
and Kelvin-wave excitations of a vortex filament of finite extent, which provide additional
mechanisms for vortex dissipation [151]. In this work we consider 23Na atoms confined in
a strongly oblate trap, with trapping frequencies (ωr, ωz) = 2pi × (10, 2000) rad/s. The
s-wave scattering length is as = 2.75 nm and the oscillator length lz = 468 nm. Choosing
the cutoff such that ER < ~ωz, we thus obtain a formally two-dimensional projected field
theory, as discussed in section 4.1.1.
In our simulations we will often compare our systems to what we will refer to as our
principal ground state, which we take as the ground Gross-Pitaevskii (GP) eigenmode [60]
of the trapped system in a frame rotating at angular velocity Ω0 = 0.35ωr, with eigenvalue
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(µg)Ω0 = 10~ωr in that frame. This state consists of N0 = 1.072×104 atoms, and contains
a single on-axis vortex carrying unit angular momentum per atom (angular momentum
and rotation will always refer to that about the z axis in the remainder of this thesis).
In an inertial (nonrotating) frame this state has eigenvalue µg = 10.35~ωr, and energy
Eg = 7.646 × 104~ωr. In this chapter we will refer generically to any such inertial frame
as a laboratory frame (lab frame).
6.1.2 Microcanonical evolution
Microcanonical formalism
As discussed in section 3.3, the PGPE can be used to evolve a general configuration of
the classical field to a thermal equilibrium. In contrast to the simulations of chapter 5,
in which the initial field configurations were parameterised solely by their energies E[ψ]
(equation (3.8)), in this chapter we also fix the conserved angular momentum
L[ψ] ≡
∫
dxψ∗(x)Lˆzψ(x), (6.3)
to a prescribed nonzero value2. We therefore expect that the field evolves under the action
of the PGPE to a thermal equilibrium consistent with the choices of conserved energy
(equation (3.8)) and angular-momentum (equation (6.3)) first integrals. In this chapter
we choose L[ψ] = N [ψ]~ = N0~ ≡ L0, and thus explore the manifold of classical-field
configurations with unit angular momentum per particle. At zero temperature (corre-
sponding to complete condensation in the classical-field model employed here, in which
no representation of quantum depletion is included), the corresponding microstate (unique
up to a choice of phase) is our principal ground state, containing a singly charged, on-
axis vortex, with energy E[ψ] = Eg. By choosing initial configurations with E[ψ] > Eg
and Lz[ψ] = L0, we investigate the thermal equilibria that result when atoms are ther-
mally excited out of the ground condensate mode, while conserving the total angular
momentum.
Choice of frame
In applying our classical-field method, we must make a choice of the rotation rate of
the frame in which the PGPE is defined (see equation (4.2)), which we will denote by
2We note that the geometry and projector definition of reference [29] yield a conserved angular mo-
mentum about the x axis; however, any nonzero angular momenta in the fields evolved in that work were
incidental, and of essentially negligible magnitude, as noted by the authors of that paper.
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Ωp in the remainder of this chapter. The only nontrivial consequence of this choice
3
is the precise definition of the projector P = P(ER; Ωp), and thus of the set of modes
which span the low-energy space C. This dependence of the projector on Ωp generalises
the familiar concept of an energy cutoff in classical-field theory. As is well known [28],
the thermodynamic parameters of the classical field at equilibrium depend both on the
conserved first integrals of the system and the imposed cutoff. In the present work, we
expect that the equilibrium of the system minimises the free energy
F = E − TS − ΩL, (6.4)
where Ω = (∂E/∂L)S is the thermodynamic angular velocity [157]. The utility of the ro-
tationally invariant Gauss-Laguerre projector (section C.3) used here is that the classical-
field evolution is not dynamically biased towards a particular rotating frame, i.e., the
(generalised) Ehrenfest relation (3.21) for the angular momentum becomes
dLz
dt
= − i
~
LzV (x). (6.5)
This ensures that for the isotropic trapping we consider here, angular momentum is con-
served, and further that the field is free to rotate at the angular velocity Ω which minimises
equation (6.4), which will in general not be equal to the projector angular velocity Ωp. The
relationship between the first integrals (E,L) and the thermodynamic variables (T,Ω) of
course depends on Ωp, as different choices of cutoff yield different Hamiltonian systems.
We demonstrate this dependence by explicit calculation in section 6.6, and note that the
use of a harmonic basis allows the PGPE theory to be extended to include a mean-field
description of above-cutoff atoms, whereby insensitivity to (moderate) changes in the cut-
off is regained (see [28]). However, as a first application to the precessing-vortex system,
we restrict our attention to a strictly Hamiltonian ‘PGPE system’ [29], with low-energy
region C defined by application of the projector in the frame in which we obtained the
vortical ground state (i.e., we take Ωp = Ω0 = 0.35ωr), and investigate the behaviour of
this particular Hamiltonian system by varying its energy at fixed angular momentum.
Procedure
As discussed in section 3.3, for almost any initial configuration far from equilibrium,
we expect the field to approach equilibrium over time [160], due to the ergodicity of
3The appearance of the inertial correction (∆H)inertia ≡ −ΩpLz to the single-particle Hamilto-
nian (2.2) serves only to ensure that the rotating-frame equations of motion faithfully describe the same
dynamics as the fundamental inertial-frame equations.
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the system. We thus form our initial states as randomised field configurations under
the projector defined by cutoff energy ER = 3(µg)Ω0 = 30~ωr and rotation frequency
Ωp = 0.35ωr, with the same values of normalisation N and angular momentum L as
our principal ground state, but with higher energies. In general, forming such states is
a highly nontrivial task, due to the nonlinearity of the energy functional. In practice,
we employ an algorithm which produces a field configuration with energy E and angular
momentum L within prescribed tolerances of the desired values. This algorithm is based
on the simpler procedure presented in [28] for the formation of random states not subject
to the additional angular momentum constraint. Given the ground state ζg(x), and a
randomised high-energy state ζr(x), both of normalisation N , we mix the two to form an
intermediate configuration
ζm(x) = p0ζg(x) + p1ζr(x), (6.6)
with p1 =
√
1− |p0|2, and then renormalise this field to N . In general this field will not
have L[ζm] = L0. We therefore randomly adjust the amplitudes of pairs of ‘opposite’
angular-momentum modes from the set {αnl} which comprise ζm(x), rescaling
αnl →
√
1− ξαnl (6.7)
αn(−l) →
√
1 + ξ
|αnl|2
|αn(−l)|2αn(−l), (6.8)
where n and l are chosen randomly. We typically choose the mixing parameter ξ = 0.1, and
the factor |αnl|2/|αn(−l)|2 ensures that the total population of the field is unaltered by this
adjustment. We repeat this adjustment for random mode pairs ((n, l), (n,−l)) under the
projector until the angular momentum of the field L = L0 to within the desired tolerance.
As a result of these adjustments, the energy of the field generally increases. Thus, after
obtaining convergence in L, we adjust the energy-mixing parameter p0 appropriately, and
repeat the angular-momentum adjusting procedure. We repeat this process until both
L and E have converged to the desired values to within the desired tolerances. This
process is obviously probabilistic, and we cannot be certain a priori that the result will
converge to an acceptable state in any given time-frame. However, we find that the initial
conditions we require for our investigations in this chapter are typically found to within
satisfactory tolerances (∆L/L0 = 10
−6, ∆E/Eg = 10−4) in ∼ 5 minutes on a standard
desktop computer4.
We form initial states in this manner with a range of energies. In each case the central
4As a source of ‘random’ initial states for our ergodic simulations this procedure is certainly adequate.
However, were we to require any particular distribution for the initial states (e.g., for explicit ensemble
calculations), we would need to adopt a more sophisticated approach [95].
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vortex of the principal ground state remains, however the density profile of each state is
severely distorted. As all our states have L = N0~, the inertial-frame and projector-frame
energies are in each case related by a constant shift resulting from the fixed rotational
kinetic energy of the field: (E)0 = (E)Ωp + ~ΩpN0. This shift is of order 5% for the
ground-state wave function. In this chapter we will discuss the energies of states in the
lab frame, and quote them as a multiple of the ground-state energy Eg in that frame.
Having formed the initial states we evolve them in the projector frame for a period of
104 trap cycles5 (abbreviated cyc), using the adaptive ARK45-IP algorithm (section B.2)
with accuracy chosen such that the relative change in field normalisation is ≤ 4 × 10−9
per time step taken. By 9× 103 cyc the states have reached equilibrium, as evidenced by
the settling of the distribution of particles in momentum space [67]6, and we perform our
analysis of steady-state properties on the final 103 trap cycles of evolution data.
6.2 Equilibrium behaviour of the field
After the equilibration period, the behaviour of the classical field simulations is qual-
itatively similar for energies in the range E ∈ [1.04, 1.15]Eg. Each exhibits a central
high-density region containing a vortex which is displaced off and precessing about the
trap axis. Viewed in the lab frame, the precession is in the same sense as the vortex
(i.e. positive rotation sense, corresponding to angular-momentum numbers m > 0), and
is stochastic in nature, with the vortex position fluctuating about a circular mean orbit,
in the presence of strong density fluctuations of the background field. As noted in sec-
tion 6.1.2, the frequency of the vortex precession is in general not equal to the angular
velocity of the projector defining the microcanonical system. The condensate is located
entirely in the central bulk (see section 6.3); outside this region the field exhibits the
high-energy turbulence characteristic of purely thermal atoms in the classical-field model.
In figures 6.1(a-f) we plot classical-field densities spanning a single orbit of the vortex in
a simulation with conserved energy E = 1.10Eg. The behaviour presented in figure 6.1 is
representative of all simulations in which the equilibrium condensate contains a precess-
ing vortex. From a range of simulations we observe that the radius at which the vortex
precesses increases as the energy of the field is increased. At higher energies it approaches
the edge of the condensate and at E ≈ 1.16Eg it is ultimately lost into the violently
evolving peripheral region of surface excitations and short-lived phase defects. As the
5The term ‘trap cycle’ here refers to the period of oscillations in the radial trapping potential, i.e.
Tosc = 2pi/ωr.
6In practice we average momentum-space densities taken over consecutive 10 cycle periods. Aside
from fluctuations close to the origin k = 0 arising from the vortex precession, we observe the densities to
settle to their (fluctuating) values well before t = 9000 cyc.
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Figure 6.1: Classical-field density during a single orbit of the vortex, as viewed in the lab
frame. The white circle indicates the vortex position, and + marks the coordinate origin
(trap axis). Parameters of the classical field are given in the text.
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field energy is decreased, the vortex approaches the trap centre. However, we expect
that as the energy of the field is lowered towards that of the ground state, the excitation
becomes too weak to reliably generate thermal statistics on the time scales of interest,
and we suspect that for low energies the background field ‘seen’ by the vortex may not
appear thermal on the time scale of its precession. Indeed in such a low temperature
regime the effects of quantum fluctuations neglected in our model will become important.
We therefore exclude simulations with energies E < 1.04Eg from our analysis. A detailed
discussion of the dependence of system observables on the internal energy of the field is
presented in section 6.5.
6.2.1 Vortex precession
In order to characterise the vortex motion, we track the vortex location as observed in
the laboratory frame. In practice we recorded vortex locations in the simulation with
E = 1.10Eg, at a frequency of 25 samples per cycle for a period of 400 cycles, starting
at t = 9000 cyc. We find that the radial distance of the vortex from the trap centre
fluctuates about a mean value of rv = 2.04r0, and that the series of radial distances
measured (from the trap centre) has standard deviation σrv = 0.09r0, which is of the
same order as the extent of the vortex core (which is approximately given by the healing
length η = 0.20r0 [60]
7). The normalised distribution of vortex-displacement magnitudes
measured over the 400 cyc period is displayed in figure 6.2(a). The plotted distribution
shows some negative skew but this is not a consistent feature across the simulations
performed. To determine temporal characteristics of the vortex trajectory, we define a
complex vortex coordinate zv(t) ≡ xv(t)+ iyv(t), where the coordinate pair (xv(tj), yv(tj))
specifies the vortex position at time tj, and we calculate the power spectrum of this time
series. As direct periodograms are subject to large variances in the estimates they provide
at each frequency [215] we split the 104−sample time series into 10 consecutive segments
of equal length and average the power spectra obtained from these shorter series (cf.
section 5.2.2)8. In figure 6.2(b) we plot the power spectrum of the vortex coordinate zv
over the (angular) frequency range ω ∈ [−12.5, 12.5]ωr permitted by the sample frequency
of our data9. The most conspicuous feature of the spectrum is the sharp peak (note the
logarithmic scale of figure 6.2(b)) corresponding to the precession of the vortex about
7We use the peak density of our principal ground state to estimate the healing length η.
8In the signal processing literature this is known as Bartlett’s method [126] for estimating the power
spectrum.
9The Cartesian-grid vortex-tracking algorithm employed here (see [44]) produces a systematic bias in
the vortex-position estimate on a sub-grid-point scale (much less than r0). We have subtracted this dc
component of the series {zv} before calculating the power spectrum presented in figure 6.2(b).
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Figure 6.2: Quantities characterising the motion of the vortex. (a) Normalised his-
togram of measured vortex-displacement magnitudes. The vertical dashed line indicates
the mean. (b) Power spectrum of the complex vortex coordinate zv ≡ xv + iyv, revealing
the precession of the vortex as viewed in the laboratory frame.
the trap axis. The next most pronounced feature of the power spectrum is a clearly
resolved spike at frequency ω = −1ωr. A closer inspection of the power spectrum reveals
an accompanying spike at ω = 1ωr (see inset). We identify ω = 1ωr as the universal
frequency of the persistent dipole-oscillation mode of the harmonically trapped gas (see
section 2.2.1). The frequencies ±1ωr thus result from a small dipole oscillation of the
classical field as a whole. Smaller features can be seen in the wings of the power-spectrum
distribution, which we associate with thermal fluctuations of the classical field. From
the polar form zv(tj) = |zv(tj)|eiθv(tj) of the vortex coordinate, we observe that the vortex
phase θv does not increase linearly with time, but fluctuates randomly as the vortex moves
in the dynamically evolving thermal field. Over time the vortex phase diffuses, so that
the rotational symmetry of the system is restored in the ergodic density of classical-field
configurations, in direct analogy to the restoration of the phase symmetry of the system
by the diffusion of the condensate phase discussed in chapter 5. This is illustrated in
figure 6.3, where we plot the distribution of vortex phases θv as measured in a frame
rotating at frequency Ω = 0.2610ωr. This frequency corresponds to the peak presented
in figure 6.2(b), and has been chosen because it yields the minimum variation in vortex
phase over the 400 cyc period we consider. Histograms of the normalised vortex-phase
distribution over the first 50 cycles of this period (black bars) and over the full 400 cyc
period (green (grey) bars) are plotted. We observe that at short times the fluctuations in
θv are small and reasonably Gaussian in nature. Over longer time periods the vortex phase
drifts significantly. This diffusion of the vortex phase produces the distinctive Lorentz-
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Figure 6.3: Normalised histograms of vortex phases θv measured in a rotating frame (see
main text) over periods of length 50 cyc and 400 cyc, starting from t=9000 cyc.
like shape of the power-spectrum distribution plotted in figure 6.2(b). In section 6.3.2
we discuss the effects of this diffusion on the ‘one-body’ correlations of the classical field
obtained from time-averaging the classical-field trajectory, and the implications for the
identification and characterisation of the condensate in these simulations.
6.3 Field-covariance analysis
We turn now to the issue of identifying the condensate in the classical-field solutions. In
vortex-free10 equilibrium scenarios the method of condensate definition based on sampling
the classical-field correlations discussed in section 3.3.1 has proven successful. In practice,
the method is performed in the spectral representation, i.e., we construct the covariance
matrix
Gij = 〈α∗jαi〉t (6.9)
from the propagation-basis coefficients (section 3.2.2) of a single classical-field trajectory.
The indices i, j each index a full set of quantum numbers which label the basis modes (i.e.,
n and l in the present case of Gauss-Laguerre basis modes), and 〈· · · 〉t denotes an average
over time. As discussed in section 3.3, ergodicity of the field evolution [160] implies that
averages taken over sufficiently long times approach averages over the microcanonical
10Vortices may of course occur in all such simulations; we use the phrase vortex-free here to refer to
simulations in which any appearance of vortices is incidental, and sufficiently transient as to not affect
the statistics under consideration significantly.
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ensemble of field configurations, in which the coherence of a classical-field condensate [57]
manifests as a single dominant eigenmode of Gij. However, this method of condensate
identification has some significant ambiguities in more general scenarios, in particular
when symmetries of the Hamiltonian are broken by the appropriate GP state [51]. For
example, the standard PO criterion itself may prove inappropriate in situations in which
the condensate exhibits centre-of-mass motion (see section 2.2.1), prompting workers to
introduce revised definitions of the density matrix appropriate to such systems, in which
the centre-of-mass motion is eliminated [203, 271].
Issues of condensate definition also arise in the presence of vortices. In scenarios in
which several vortices exist, breaking the rotational symmetry of an otherwise rotationally
invariant many-body Hamiltonian, an uncountably infinite degeneracy of the one-body
density matrix appears, even in the idealised Gross-Pitaevskii limit of a zero-temperature
system [231]. In this chapter we have chosen one of the simplest scenarios of rotational
symmetry breaking in a finite-temperature classical field: the precession of a single vortex.
Because the presence of the vortex distinguishes different rotational orientations of the
condensate, we find that in order to determine the condensate mode we must construct
time averages in an appropriate rotating frame. The fact that the (azimuthal) phase of the
vortex diffuses over time in any such uniformly rotating frame means that we must aban-
don the notion of ergodic reconstruction of the microcanonical density by time averages.
However, we expect intuitively [29] that in order to quantify the condensation in the field,
the averaging time need only be long enough to distinguish the Gaussian fluctuations of
thermal or chaotic modes [116, 177] from the non-Gaussian statistics of a quasi-uniform
phase evolution characteristic of a condensed component. We find therefore that we can
successfully quantify the condensation of the field from such short-time averages, while
exploiting the ergodic character of the evolution over longer time scales. In the remain-
der of this chapter, we will use the term Penrose-Onsager (PO) procedure generically to
refer to the construction of the covariance matrix (density matrix) equation (6.9) by a
time-averaging procedure, the precise details of which will be in each case specified in the
context.
6.3.1 Lab-frame analysis
We consider a simulation with energy E = 1.05Eg, which exhibits a vortex precessing at
a frequency ωv ≈ 0.23ωr, at a radius rv ≈ 1.3r0, which should be contrasted with the
extent of the central density bulk rb ≈ 5r0. The vortex in this case is displaced from its
axis by significantly more than the extent of its core (healing length η = 0.20r0), while
the core remains comparatively close to the centre of the region of significant density. We
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Figure 6.4: (a-e) Density and phase of the five most highly occupied eigenmodes of the
covariance matrix, for case E = 1.05Eg. (f) Second-order coherence functions of the
covariance-matrix eigenmodes versus mode occupation.
proceed by forming the covariance matrix by averaging over 2501 equally spaced samples
of the lab-frame representation of the classical-field evolution, between t = 9000 and
9100 cyc. We diagonalise the density matrix (6.9) to obtain its eigenvectors, the position-
space representations of which we denote by χi(x), and the corresponding occupations ni
(section 3.3.1). In figures 6.4(a-e) we plot the five most highly occupied eigenmodes of
Gij, which together contain some 95.4% of the total field population.
The density and phase of the most highly occupied mode (χ0(x)) is displayed in fig-
ure 6.4(a) and contains a singly positively charged central vortex (with phase circulation
of 2pi around its azimuth direction). The second most highly occupied mode (χ1(x),
figure 6.4(b)) is a rotationally symmetric mode with uniform phase, which forms a pro-
nounced peak at the origin. The third most highly occupied mode (χ2(x), figure 6.4(c))
is another vortex mode, with vanishing central density. However, this mode is doubly
(positively) charged, with the phase varying by 4pi around its azimuth.
We note that these three modes bear a strong resemblance to a central-vortex GP
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eigenmode φ0 and the u and v
∗ spinor components [50]11 of its so-called anomalous Bo-
goliubov excitation (also referred to as the lowest core-localised state by some authors
[139]). We recall from section 2.3.3 that this is the lowest-energy excitation of the central
single-vortex state in the Bogoliubov approximation, and it has negative energy in the
laboratory frame, which signals the thermodynamic instability of the vortex state in that
frame. The angular-momentum numbers mu,v = (0, 2) of the particle (u) and hole (v)
functions result naturally from the transposition of the Bogoliubov pairing ansatz to the
m = 1 vortex scenario [85, 73]. The collective excitation of the anomalous mode results
in the displacement of the vortex off-axis in a direction determined by the phase of the
Bogoliubov excitation relative to the condensate (see [223]) in the linear expansion12
ψ = a0φ0 + bu+ b
∗v∗. (6.10)
In the (zero-temperature) Bogoliubov approximation the energy of the anomalous mode
determines the frequency of precession of a displaced vortex under its own induced velocity
field, in the appropriate linear-response limit (section 2.3.3).
Returning to our classical-field simulation, we calculate the time-dependent expansion
coefficients of the eigenmodes χi(x) over the 100 cyc analysis period, defined as
βi(t) ≡
∫
dxχ∗i (x)ψ(x, t). (6.11)
The average values 〈|βi|2〉t of course yield simply the mode occupations ni, which are
plotted for the 10 most highly occupied modes in figure 6.5(a). From the coefficients {βi}
we form the classical correlation functions [106, 29]
g
(2)
i =
〈|βi|4〉t
(〈|βi|2〉t)2
, (6.12)
which indicate the coherence of the modes over the analysis period. The (local) correlation
functions g(n) adopt values of g(n) = n! and g(n) = 1 for purely chaotic or thermal fields
and purely coherent fields, respectively [116, 29]. The distribution of g(2) values over
occupation numbers is shown in figure 6.4(f). We find that the g(2) values calculated
for the five most highly occupied modes χi(x) : 0 ≤ i ≤ 4 are all . 1.1. By contrast,
the vast majority of the remaining, less populated modes (i > 4) have g(2) ≈ 2. This
11We adopt here the convention for Bogoliubov-mode component labelling of references [50, 183].
12We note that the next most highly occupied eigenmodes, χ3(x) and χ4(x), have the form of vortex
modes with charges q = +3 and q = −1 respectively. These circulations correspond respectively to those
of the u and v∗ components of the linear excitation of the GP vortex with angular momentum m = +2
relative to the GP state [181].
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suggests that these five most highly occupied modes are coherent, while the majority of
modes χi are to a large degree incoherent with respect to the averaging procedure employed
here. These coherent modes thus appear to comprise a fragmented condensate [164]; i.e.,
a field configuration in which more than one ‘condensed’ single-particle mode is present.
In chapter 5, the temporal power spectrum of the classical field was used to analyse the
coherence in the field. Here we apply a similar technique to extract information from the
mode coefficients βi(t). In figure 6.5(b) we plot the spectra obtained from these samples,
each of which was formed by averaging spectra estimates from five consecutive time series
(see section 6.2.1). We observe that the spectrum of each mode coefficient presented in
figure 6.5(b) exhibits several peaks, the highest of which is in each case several orders
of magnitude greater than the others. We interpret the largest peak in each case as an
indication of the quasi-uniform phase rotation associated with coherence in the classical
field (see chapter 5). We also note that the frequency peaks of modes χ1 and χ2 are
spaced evenly about the peak of χ0. Specifically we find for the frequencies of peak
power (ωp,0, ωp,1, ωp,2) = (10.35, 10.10, 10.60)ωr, corresponding to a quasiparticle energy
of εq = ~(ωp,1−ωp,0) ≈ −0.25~ωr, in agreement with the vortex precession frequency ωv ≈
0.23ωr (determined by the technique of section 6.2.1) to within the frequency resolution
∆ω = 0.05ωr.
A precessing-vortex GP state can of course be understood as a linear combination
of such angular-momentum eigenmodes. In a frame rotating at the vortex precession
frequency (Ωv), the phases of the various components all rotate at a single common
frequency (the condensate eigenvalue µ/~). In the laboratory frame these components
have frequencies ωm = µ/~ + Ωvm, and their consequent dephasing over time leads to
the apparent fragmentation observed in the lab frame13. Simulations of classical fields
with higher energies, which contain vortices precessing at larger radii, when subjected
to the above analysis, again yield a decomposition into angular-momentum eigenmodes.
However, in such cases we find that the most highly occupied mode has m = 0, as the
anomalous particle component u has grown, pushing the vortex further from the trap
centre and replacing the m = 1 vortex mode as most highly occupied.
6.3.2 Rotating frames
The above results of a naive application of the PO procedure in the laboratory frame
suggest that the classical field condenses in a rotating frame. The mean phase rotation
13We note that the smaller frequency peaks in the spectrum of each coefficient correspond to the quasi-
uniform phase rotation of other angular-momentum components. This arises due to the imperfect nature
of the PO decomposition resulting from (e.g.) the finite sample size used to construct Gij [29].
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Figure 6.6: Density and phase of (a) the condensate and (b) the Goldstone mode, as
determined from the covariance matrix formed in the co-rotating frame. The condensate
density is the density of mode χ0(x), shown normalised to its occupation n0. (c) Ther-
mal density of the field. (d) Second-order coherence functions of the covariance-matrix
eigenmodes versus mode occupation.
of the various angular-momentum components is such that upon transformation to an
appropriate rotating frame these modes collectively exhibit quasi-uniform phase rotation
at a common frequency. We therefore expect that transforming the field to its represen-
tation in such a rotating frame, before applying the PO procedure, will yield a single
condensate mode. We consider now a simulation with E = 1.10Eg, where in equilibrium
a single vortex precesses with mean displacement of rv ≈ 2.0r0 from the trap centre.
After transforming the field coefficients {αnl} to a frame (the measurement frame) with
fixed rotation frequency Ωm, we construct the covariance matrix in the same manner as
described in section 6.3.1. In figures 6.6(a-b) we plot the two most highly occupied modes
obtained from this covariance matrix, having performed the PO procedure in a frame
with Ωm = 0.2610ωr. We discuss below the reasons for this choice of rotation frequency.
The most highly occupied mode is now a vortical state in which the vortex is displaced
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off-axis, similarly to the case for the full classical field. The second most highly occupied
mode is now a peaked function which partially ‘fills’ the density dip associated with the
vortex in χ0. The prominent peak of this mode exhibits a distinctive amplitude and phase
pattern, which we identify as that of the Goldstone mode associated with the breaking
of rotational symmetry by the off-axis vortex state. Such a mode arises in scenarios in
which the condensate mode φ0 breaks a symmetry of the system Hamiltonian (see sec-
tion 2.2.3). In the case of broken rotational symmetry [169], the Goldstone mode has
the form (uG, vG) ∼ (Lzφ0,−L∗zφ∗0), and corresponds to small rotations of the symmetry-
broken condensate mode. As such a Goldstone mode is of a fundamentally different nature
to the ‘proper’ normal modes (quasiparticles) of the system [25], we regard this mode as
separate from the thermal or noncondensate fraction of the field14. We therefore form the
thermal density as the total density of all modes other than the condensate mode (χ0)
and Goldstone mode (χ1),
nth(x) =
∑
i≥2
ni|χi(x)|2. (6.13)
We plot this density in figure 6.6(c). We note that the thermal density exhibits a
sharp peak at the vortex location, resulting from the erratic motion of the vortex about
its mean trajectory in the classical-field evolution. Thus a careful application of the
PO procedure yields a core-filling thermal component, as is predicted by the Hartree-
Fock-Bogoliubov family of self-consistent mean-field theories [257]. This is in contrast
to the instantaneous classical field, which, due to its essential nature as a single-particle
wave function (i.e., vector in the projected single-particle Hilbert space) contains only
‘bare’ vortices, with no possibility of core filling. In the microcanonical-ergodic approach
of the PGPE (section 3.3) the two (and higher) particle correlations emerge from the
field when averaged over time. However, an alternative interpretation of classical-field
trajectories as representative of single experimental trajectories can be made, but, as noted
in [28], this interpretation must be made with caution. In particular it is not correct to
interpret the instantaneous state of the many-body wave function as the Hartree product
of the classical field ψ(x) (as is the interpretation of the GP wave function in the zero-
temperature GP theory; see section 2.2.2)15. Rather, the field ψ(x) must be interpreted
as an approximation to the quantum field operator, from which certain correlations can be
deduced. Some averaging of this instantaneous field ψ(x), over an ensemble of trajectories
14Note that the Goldstone mode only happens to be the second most highly occupied mode in the
present case as its spurious ‘population’ is larger than that of all other noncondensate modes.
15It could indeed be said that this is the definitive distinction of interpretation between the time-
dependent GP theory and the time-dependent classical-field theory.
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[190] or over time [29], must be performed to construct the correlations necessary to
describe the thermal core-filling of a vortex.
We calculate the time-dependent expansion coefficients of the modes χi(x) in the same
manner as described in section 6.3.1. The mean occupations of the modes are plotted in
figure 6.7(a), and reveal that a single mode contains 89.1% of the field population. We
present in figure 6.6(d) the coherence functions obtained from the mode coefficients. The
most highly occupied mode is now the only mode with g(2) significantly less than the
thermal value g(2) = 2. We find in fact g
(2)
0 = 1.0002, indicating very high coherence of
the condensate mode over the averaging period. The next most highly occupied modes
now have values g(2) & 2.2, greater than that expected for thermally or incoherently
occupied single-particle modes. This is a signature of the strongly collective nature of the
low-lying excitations of the condensate. The form of these excitations is strongly affected
by the presence of the interacting, macroscopically occupied condensate, which induces
anomalous (pairing) correlations in the field (see section 5.4), which in turn manifest as
anomalous values for the coherence functions [103]. We note that the Goldstone mode
has g(2) = 2.90, close to the upper bound g(2) = 3 [103], as we might expect given that a
Goldstone mode, with uG = −v∗G, is the most strongly collective excitation possible. The
fact that these pairing correlations are manifest in the one-body density matrix formed
in the co-rotating frame is further evidence that this frame gives the correct resolution of
the condensate. It is interesting to note that the anomalous nature of these correlations
is not apparent in coordinate-space representations of the field [29], or in the lab-frame
analysis of section 6.3.1. A more natural characterisation of the low-lying excitations
would exploit these anomalous one-body correlations in order to construct an appropriate
quasiparticle basis [25].
The choice of measurement-frame frequency (Ωm = 0.2610ωr) optimises the resolution
of the condensate as we now discuss. From the discussion of section 6.3.1, we expect
(neglecting for now the role of the Goldstone mode) that the classical field can be re-
solved into a single condensate mode coexisting with a bath of thermal atoms, in some
rotating frame. In general the rotation frequency of the measurement frame differs from
the equilibrium rotation frequency of the condensate, and this difference leads to dephas-
ing of the distinct angular-momentum components of the condensate mode, and hence
to a spurious fragmentation of the condensate into a set of temporally coherent angular-
momentum eigenmodes. We propose as a model for analysis of classical-field data, that
in the frame in which condensation occurs, the field should decompose into a single con-
densate mode plus thermal material upon performing the PO procedure. This frame
depends on a single parameter (the measurement-frame rotation frequency Ωm), and the
magnitude of the largest eigenvalue, regarded as a function of the measurement-frame
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frequency (n0 = n0(Ωm)) forms the corresponding optimality function. Our procedure
then is to maximise the optimality function to determine the optimal measurement-frame
frequency Ωc, which is the frequency of the rotating frame in which the condensate mode
is (most) stationary. This provides a sensitive measure of the (lab-frame) rotation fre-
quency of the vortical condensate mode, and provides a unified basis for the calculation
of the properties of the condensed and noncondensed material in the classical field. In
particular, we will regard the frame of vortex precession and the frame of condensation as
interchangeable, though in practice we will use the latter exclusively in the remainder of
this chapter. In figure 6.7(b) we present results of this optimisation procedure as applied
to our simulation with E = 1.10Eg over a 100 cyc period starting from t = 9000 cyc.
We observe a prominent peak in n0(Ωm) at Ωm = 0.2610ωr. We also plot the magnitude
of the second largest eigenvalue n1(Ωm), and observe that it exhibits a dip at this same
frequency, indicating the sensitivity of the one-body correlations to the frequency Ωm. We
take the location of the peak in n0(Ωm) as an estimate for the rotation frequency Ωc of
the condensate16.
6.3.3 Temporal decoherence and sample length
We now consider how the condensate mode determined by the above procedure decays
as a function of the time over which the averaging procedure is performed. As already
noted in section 6.2.1, the phase of the vortex (with respect to any uniform rotation)
diffuses over time. This diffusion is intimately related to the breaking of the rotational
symmetry of the system by the presence of the off-axis vortex, as we now discuss. The
condensate orbital formed in the classical field is an off-axis vortex mode, which is not
an eigenstate of angular momentum and thus not rotationally invariant. This breaks the
rotational (SO(2)) symmetry of the Hamiltonian equation (3.8)17. A well-known conse-
quence of the breaking of a continuous symmetry by a dynamical equilibrium in classical
mechanics is the appearance of a zero-energy normal mode [117], and this result persists
in the quantum theory, where broken symmetries are similarly accompanied by so-called
spurious or Goldstone modes [25]. Such excitations are associated with a collective mo-
16As we vary Ωm in increments of δΩ = 10
−4ωr, smaller than the frequency resolution afforded by the
sampling period (∆Ω = 1/Tsamp = 2pi × 0.01ωr), we resolve the profile n0(Ωm) ∼ sinc2[(Ωm − Ω0m)/∆Ω]
of the peak of n0(Ωm) (inset to figure 6.7(b)) resulting from its convolution with the boxcar function
representing the finite sample time Tsamp [215]. The location of the central peak of this form provides
the best estimate for Ωc in an effective least-squares sense [95].
17The rotational symmetry broken here is the invariance of the Hamiltonian under real-space rotations
of the field ψ → eiΘLzψ. The phase symmetry of the Hamiltonian (invariance under transformations
ψ → ψeiθ) is also broken by any condensate mode that forms, as discussed in chapter 5. However, the
global phase of the classical field has no effect on the density-matrix calculations we perform here.
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Figure 6.7: (a) Occupations of the 10 most highly occupied eigenmodes of the covariance
matrix determined in the frame with Ωm = 0.2610ωr. (b) Dependence of mode populations
on the rotation frequency of the frame in which the covariance matrix is constructed. The
inset shows the behaviour of n0 close to its maximum.
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tion without restoring force [25, 165]. In the context of classical-field theory, we expect
that the erratic evolution of the field results in random excitation of this motion, corre-
sponding to fluctuations of the vortex phase. As there is no ‘restoring force’ associated
with this excitation, over time the phase can drift arbitrarily far from any initial value,
invalidating the interpretation of the equilibrium as a configuration in which energy is
equipartitioned over normal excitations of the symmetry-broken condensate orbital. As
a consequence, the decomposition of the field into condensate and noncondensate by the
PO procedure also deteriorates over time. This is of course consistent with our expec-
tation that as the averaging time becomes large, the statistics we measure converge to
those of the ergodic density of the microcanonical system, which must reflect the rota-
tional symmetry of the Hamiltonian [160], and is entirely analogous to the diffusion of
the condensate phase considered in chapter 5, except in this case the Goldstone mode
is distinct from the condensate mode itself. In figure 6.8(a) we plot the values of the
two largest eigenvalues of the covariance matrix formed by averaging for varying lengths
of time, each average starting at t = 9000 cycles. For each averaging period we have
optimised the condensate fraction over the frequency of frame rotation, which causes only
small variation in the optimal frequency (. 0.003~ωr). We observe that the largest eigen-
value gets smaller as the averaging period increases, while the second largest eigenvalue
gets larger. Over longer periods (inset to figure 6.8(a)) the two eigenvalues approach
the values obtained from the density matrix constructed in the laboratory frame (dashed
lines), indicating that the orientation of the condensate mode has diffused to such an ex-
tent that the density matrix describes a fragmented condensate in all uniformly rotating
frames. In figure 6.8(b) we plot the standard deviation of the vortex phases as a function
of the averaging period, in a frame rotating at Ω = 0.2610ωr. We observe that for the
first ≈ 75 trap cycles the standard deviation remains reasonably steady at a small value
σθv ∼ 0.05 radians. After this the standard deviation begins to increase dramatically, and
this is ultimately reflected in the measured eigenvalues (figure 6.8(a)). We note that the
standard deviation we have presented is simply that of the distribution of vortex phases
measured in a single trajectory, as a function of the length of time over which vortex
phases are accumulated. To properly characterise the rate of rotational diffusion would
require the calculation of the variance of the vortex-phase change over an ensemble of
similarly prepared classical-field trajectories (cf. [235]), a numerically heavy task which
we do not pursue here. We note further that the initial period of comparative stability
of the vortex phase is not a generic feature of the system; in general the excursions of
the vortex phase relative to its mean precessional motion occur unpredictably. We note
however that the condensate fraction obtained by averaging for only 10 cyc already agrees
with the values throughout this period of stability to within 2−3%, in agreement with the
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findings of [29]. We therefore adopt the following approach to determining the condensate
in the remainder of this chapter: we form the covariance matrix Gij from samples over a
period of T = 10 cyc, in a frame rotating at frequency Ωm. We vary this frequency so that
the largest eigenvalue of the corresponding covariance matrix is maximised. We take the
frequency of this optimal frame as an estimate of the angular velocity of the condensate,
and the largest eigenvalue as an estimate of the condensate fraction, and similarly for
subsidiary quantities obtained from the PO decomposition (see section 6.4). We do this
for 100 consecutive periods of 10 cycles, over the period t = 9000–10 000 cyc and average
the estimates for Ωm and fc ≡ n0/
∑
k nk. In this way we sample the short-time dynamics
which determine the correlations of interest, while exploiting the ergodic character of the
classical-field evolution over longer times. For the simulation with E = 1.10Eg, we find
from this procedure Ωc = 0.2598ωr and fc = 0.9110, in reasonably close agreement with
the values obtained from a single averaging over a longer time period. We conclude this
discussion by considering the interpretation of the condensate fraction we measure, in
light of our abandonment of formal ergodic averaging. We interpret the results of the
short-time averaging procedure in terms of a symmetry-broken representation [51] of the
many-body system. The one-body density matrix we calculate corresponds to a particu-
lar (mean) orientation of the condensate mode (vortex phase θv). Labelling this density
matrix by Gθv , the full one-body density matrix is obtained by integrating over all pos-
sible vortex phases G = (1/N)
∫
dθv Gθv [51, 231], with N a normalisation factor. This
one-body density matrix does not exhibit condensation in the Penrose-Onsager sense, and
this is true of the physical N -body system also. Nevertheless, the individual one-body
density matrix Gθv exhibits a condensate, and we interpret the correlations it describes
as characterising the behaviour of a corresponding physical system observed to have a
particular vortex orientation. With this in mind, we will continue to refer to the largest
eigenvalue of the density matrix Gθv constructed from the classical field trajectory as the
condensate fraction.
6.4 Rotational properties of the field
A characteristic feature of superfluids is that they resist any attempt to impart a rotation
to them, and they acquire angular momentum through the nucleation of vortices18, which
endow the superfluid with quantised flow circulation (see section 2.3.2). Thus while a
classical fluid in equilibrium with a container rotating at angular velocity Ω satisfies the
18Condensates formed in dilute Bose gases may possess some angular momentum without containing
vortices due to their surface oscillations (see, e.g., [250]).
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equality
〈Lz〉 = Ω〈Θc〉, (6.14)
where the classical moment of inertia is defined
Θc ≡ mr2, (6.15)
a superfluid in equilibrium with such a container will in general fail to do so. That is to
say, the (quantum) moment of inertia
Θ ≡ 〈Lz〉
Ω
, (6.16)
will not equal the classical value 〈Θc〉 in such a state. We note that for pure superfluids,
such as a dilute Bose gas at T = 0 (which is well described as a ground state of the GP
equation), the steady-state angular momentum is typically much less than the classical
value determined by its mass distribution [273], and this is true also for condensates
containing small numbers of vortices [79]. At finite temperatures, we expect the condensed
superfluid component of the field to exhibit a suppressed moment of inertia, while the
complementary thermal component rotates as a classical fluid.
6.4.1 Condensate and noncondensate observables
The prescription we have developed for decomposing the classical field into condensed and
noncondensed parts allows us to extract quantities which characterise the rotation of the
two components individually, by calculating appropriate expectation values. We recall
from section 2.1.1 that the extension of a single-body operator J to a second-quantised
operator Jˆ =
∫
dx ψˆ†Jψˆ on the many-particle Fock space [88] has expectation value in the
many-body state 〈Jˆ〉 = Tr{ρˆ1J}. We thus define an expectation value of a single-body
operator in the classical field analogously by
〈J〉c ≡ Tr{GJ}, (6.17)
where G is the covariance matrix defined in equation (6.9). The decomposition into a
condensed mode and noncondensed modes introduced in section 6.3.2 allows us to write19
19In the short-time averages (section 6.3.3) the Goldstone mode is typically not differentiated from
the proper noncondensed modes, as its ‘occupation’ is likely to be small. We therefore simply regard all
modes orthogonal to the condensate mode χ0(x) as comprising the noncondensate field here.
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(using Dirac notation for vectors in the projected single-particle space)
G = n0|χ0〉〈χ0|+
∑
k>0
nk|χk〉〈χk| ≡ G0 +Gth. (6.18)
We thus define averages in the condensate and noncondensate by
〈J〉0 = Tr{G0J} = n0
∑
m
〈m|χ0〉〈χ0|J |m〉, (6.19)
and
〈J〉th = Tr{GthJ} =
∑
k>0
nk
∑
m
〈m|χk〉〈χk|J |m〉, (6.20)
respectively. It is clear from the form of G0 and Gth that they are (proportional to)
mutually orthogonal projectors, and so we have the additivity property 〈J〉0+〈J〉th = 〈J〉c.
6.4.2 Angular momentum of the condensate
As noted in section 6.3.2, in the precessing-vortex scenario the condensate determined by
our method is a non-axisymmetric state with an off-centre vortex. Analogous condensate
orbitals appear in the zero-temperature GP theory as intermediates between the rota-
tionally invariant ` ≡ 〈Lz〉/N~ = 0 and ` = 1 modes, with fractional angular-momentum
(per atom) expectation values 0 < ` < 1 [42, 191], and are mechanically unstable (see the
discussion in [150]).
Applying the above averaging procedure to our simulation with E = 1.10Eg we obtain
Lc ≡ 〈Lz〉0/n0 = 0.63~. We recall that the condensate fraction obtained for this state
was fc = 0.911. Turning to the noncondensate we find Lth/Nth = 4.80~. While at this
energy, only 9% of the atoms have been excited out of the condensate, in order to maintain
rotational equilibrium of the system, the thermal atoms carry nearly half of the angular
momentum of the field. This is a consequence of the suppressed moment of inertia of the
condensate: in order to have the same angular velocity, the thermal cloud must possess
much more angular momentum per particle than the condensate [120, 124].
6.4.3 Angular velocity of the thermal cloud
Now we consider the angular velocity of the thermal cloud. The procedure for separat-
ing the condensate and thermal components developed in this chapter allows us analyse
the rotation and inertia of both of these two components individually. In particular our
approach includes the contribution of thermal fluctuations that traverse the central con-
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densed region, as well as those which fill the vortex core, to the total thermal component
of the field. To estimate the cloud rotation rate, we assume the expectation value of the
classical moment of inertia equation (6.15) evaluated in the thermal cloud as an estimate
of the cloud’s true moment of inertia, and thus obtain
Ωth ≈ 〈Lz〉th〈Θc〉th , (6.21)
In this way we find Ωth = 0.262ωr, in fair agreement with the precession frequency of the
vortex.
6.5 Dependence on internal energy
We now consider the effect of varying the energy of the classical field on its equilibrium
properties. We expect quite generically for Hamiltonian classical-field simulations such as
those performed here that an increase in the classical-field energy will result in an increase
in the field temperature and a suppression of the condensate fraction [29]. In this scenario
with finite conserved angular momentum, we also expect the rotational properties of the
system to depend strongly on the field energy.
6.5.1 Density
The most obvious and generic consequence of increasing the energy of the microcanonical
system is an increase in the entropy of the system. The qualitative effects of this increase
can be readily observed in position-space representations of the classical field density.
In figures 6.9(a-f) we plot representative densities of the classical field at equilibrium,
for various values of the field energy. These densities are chosen at times in the range
t ∈ [9000, 10 000] cyc such that the vortex is displaced along the x axis, for ease of com-
parison. We clearly observe from these images an increase in the surface excitations of the
condensate and the development of a turbulent outer cloud as the energy is increased. The
images also reveal an increase in the vortex precession radius as the energy is increased.
6.5.2 Condensate fraction and angular momentum
Using the procedure introduced in section 6.3.3, we find the condensate fraction (fig-
ure 6.10(a)) drops gradually from fc = 0.96 to fc = 0.83 over the energy range E ∈
[1.04, 1.19]Eg. However, the angular momentum (per particle) of the condensate drops
dramatically, falling from Lc = 0.86~ at E = 1.04Eg to nearly zero by E = 1.16Eg. This
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Figure 6.9: (a-f) Representative densities of equilibrium classical fields of different ener-
gies. The white circle indicates the vortex position, and + marks the coordinate origin
(trap axis).
comparatively severe drop in angular momentum occurs because we are varying the en-
ergy of the field at fixed angular momentum; varying the energy at fixed angular velocity
we would expect the drop in angular momentum to be commensurate with the depletion
of atoms from the condensate.
At higher energies the condensate is vortex-free and thus irrotational, and exists in
thermal and diffusive equilibrium with the thermal cloud which now contains all the
angular momentum of the field. The small residual angular momentum of these high-
energy condensates shown in figure 6.10(a) results from surface excitations which are not
differentiated from the condensate by the short-time averaging. We note however that
the condensate fraction is essentially continuous across this transition from a symmetry-
broken condensate orbital to a non-symmetry-broken (i.e., vortex-free) one, supporting
the definition introduced in section 6.3.3 as an appropriate measure of condensation in
the symmetry-broken regime.
6.5.3 Condensate and cloud rotation rates
In figure 6.10(b) we plot the condensate rotation frequency, as determined by the frame
frequency of optimal condensate resolution (section 6.3.2). We find that the rotation
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frequency increases gradually from Ωc = 0.234ωr at E = 1.04Eg, up to Ωc = 0.340ωr at
E = 1.15Eg. For comparison the frequency of the anomalous mode of the ground vortex
state in the Bogoliubov approximation, |anom|/~ = 0.2034ωr, is plotted as a dotted line
in figure 6.10(b). Note the angular velocity of the condensate increases with decreasing
condensate angular momentum, in agreement with the well-known thermodynamically
anomalous behaviour of the zero-temperature (Gross-Pitaevskii) off-axis vortex state [42,
191, 150]. We note also that the case E = 1.15Eg is very close to the transition from
a vortical condensate to a vortex-free one; in ∼ 10% of the sampling periods (each of
10 cyc) the condensate is vortex-free, resulting in maximal values of n0(Ωm) occurring
around20 Ωm = 1ωr. We discard these values in calculating the mean and standard
deviation presented for this simulation in figure 6.10(b). From figure 6.10(a) we observe
that the condensate modes with E ≥ 1.16Eg are essentially irrotational, and indeed the
condensates in these simulations appear to be largely vortex-free, the majority of samples
yielding Ωc ≈ 1ωr, with a small minority producing Ωc ∼ 0.4ωr, resulting from the
transit of short-wavelength surface excitations (so-called ghost vortices) which produce
a slightly greater calculated condensate fraction in a frame which matches their motion.
We thus omit all estimates of the condensate rotation rate for energies E ≥ 1.16Eg from
figure 6.10(b).
Turning our attention to the cloud rotation frequency (crosses in figure 6.10(b)), deter-
mined by the prescription of section 6.4.3, we find these results in qualitative agreement
with the measured condensate rotation frequency over the range E ∈ [1.04, 1.15]Eg. The
bars accompanying the markers for condensate and cloud rotation rates simply represent
the statistical dispersion in the measured quantities as discussed in section 6.3.3, and
not quantitative measures of the errors in these measurements, but it is clear that the
measured cloud rotation rate does not match the condensate rotation rate closely. It
is possible that this is associated with pair correlations in the noncondensate, though
if anything we expect the presence of pair correlations to suppress the moment of iner-
tia relative to its classical value (cf. [245]). We note finally that the cloud frequency
reaches a maximum of Ωth ≈ 0.33ωr at E = 1.16Eg before decreasing as the energy is
increased further. This reduction of Ωth with increasing energy is easily understood: once
the condensate becomes vortex-free (irrotational), as further atoms are depleted from the
condensate the thermal cloud population increases while its angular momentum remains
fixed, implying a decrease in angular velocity.
20Where the condensate is vortex-free, we expect that the calculated condensate fraction should be
independent of the frame in which the covariance matrix is constructed. However, the condensate fraction
often exhibits a small rise around Ωm = 1ωr, which we associate with a persistent dipole excitation of
the field.
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6.5.4 Temperature and chemical potential
We now estimate the thermodynamic parameters (temperature T and chemical potential
µ) of the classical field. Our approach is to construct a fitting function (parameterised by
µ and T ) and to find the thermal parameters for which it most closely approximates the
(time-averaged) density of the classical field. In general, we expect the density of the field
to be well described by a semiclassical Hartree-Fock density profile [114], appropriately
modified to the classical-field case. In such a semiclassical representation, the rotation of
the thermal cloud enters simply as a rotational dilation of the trapping potential experi-
enced by the thermal atoms [251], which then takes the form Vrot(x) = m(ω
2
r −Ω2th)r2/2.
However, we would like to avoid performing an iterative calculation to self-consistently
solve for the mutually repelling condensed and noncondensed fractions of the field. A
simpler approach to constructing the density of the thermal Bose field is presented by
the authors of [187], in which the mean-field potential due to the noncondensed atoms is
neglected. The thermal cloud is thus constructed as a noninteracting thermal Bose gas
which ‘sits’ in the combined potential due to the trap and the mean-field repulsion of the
condensate, as in the two-gas model of [74]. However, a straightforward application of
this model to our 2D system leads to divergences, as can be seen by considering the den-
sity distribution of noncondensed bosonic atoms in the full self-consistent semiclassical
Hartree-Fock model, which in two dimensions becomes (cf. equation (2) of reference [187])
nth(x) =
1
λ2dB
g1
(
e−[Vrot(x)+2U2D(nc(x)+nth(x))−µ]/kBT
)
, (6.22)
where we have introduced the de Broglie wavelength λdB ≡
√
2pi~2/mkBT [204] and the
Bose function gν(z) ≡
∑∞
j=1 z
j/jν [197]. Dropping the mean field potential 2U2Dnth(x) due
to noncondensed atoms from equation (6.22) leaves us with a local density approximation
for the noncondensed atoms in the effective potential Veff(x) = Vrot(x) + 2U2Dnc(x). As is
well known, the local density approximation for the 2D Bose gas yields a divergent atomic
density in the limit µ→ Veff(x), reflecting the absence of thermal-cloud saturation in the
homogeneous 2D Bose gas [123], due to the logarithmic divergence of the Bose function
g1(z) as z → 1 [197].
We are thus led to consider a third approach: we develop a fitting function for the
noncondensed density nth(x) only, which therefore depends only on the total field density
n(x), which we measure from the classical-field trajectory. The mean-field self-interaction
of the noncondensed atoms then ‘lifts’ the bottom of the effective potential above the
chemical potential of these atoms, regularising the divergent behaviour and allowing a
solution [123]. This has the added benefit that we do not need to distinguish between the
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condensed and noncondensed components of the field in order to construct the appropriate
mean-field potential21.
Our approach to determining µ and T is thus as follows: we assume the noncondensate
atoms in the condensate band to be well described by a one-body Wigner distribution,
which, for a two-dimensional (Bose) field φˆ(x) takes the form
F (x,p) ≡ 1
h2
∫
dy
〈
φˆ†
(
x +
y
2
)
φˆ
(
x− y
2
)〉
eip·y/~, (6.23)
and we further assume for this Wigner function the approximate semiclassical form [47, 16]
F (x,p) =
1
h2
1
exp[((x,p)− µ)/kBT ]− 1 . (6.24)
The Wigner distribution is most simply constructed in the frame co-rotating with the
thermal cloud (with angular velocity Ωth), where the semiclassical energy is
22
(x,P) =
P2
2m
+ V HFeff (x), (6.25)
with P the kinematic momentum in this frame (see appendix D), and the Hartree-Fock
effective potential in the frame of the thermal field is thus
V HFeff (x) = m
(
ω2r − Ω2th
) r2
2
+ 2U2Dn(x), (6.26)
with the total field density the sum of the condensate and noncondensate (thermal) con-
tributions n(x) = nc(x) +nth(x). The factor of two here is the strength of the interaction
between pairs of atoms when at least one of the pair is noncondensed [114, 187, 47],
i.e., this is the correct mean-field potential experienced by the thermal atoms only. The
classical-field limit of equation (6.24) is obtained when F (x,p)  1/h2, which occurs
when the parameter ((x,p) − µ)/kBT  1, and is given by its first order expansion in
this parameter (cf. equation (3.31)),
Fc(x,p) =
1
h2
kBT
(x,p)− µ. (6.27)
It is important to note that although equation (6.27) is obtained here as the high occupa-
tion approximation to the bosonic distribution equation (6.24), (describing the classical
21This will be of particular importance in chapter 9 where we consider a disordered vortex-liquid state,
in which the central quasi-coherent bulk of the field is not ‘condensed’.
22We assume here that the Hartree-Fock potential is invariant under this rotation, as is the case for
the azimuthally averaged potential we construct below.
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equipartitioning of energy over phase-space cells of volume h2), we expect it to apply
to the equilibrium state of a weakly interacting classical-field system even if the level
occupations are . 1 [239, 170]. The spatial density for the fit is then obtained by inte-
grating equation (6.27) over the momentum p, up to the local momentum cutoff PR(x)
corresponding to the harmonic-basis cutoff defined by the projector P (see section 4.3.1).
This is complicated in the present case by the fact that projector angular velocity Ωp is
distinct from the rotation rate of the thermal cloud Ωth, and so we relegate the details of
the calculation to appendix D, where we derive the form of the fitting function
n(r;µ, T ) =
1
λ2dB
[
I1(r;µ,Ωth,Ωp) + I2(r;µ,Ωth,Ωp)
]
. (6.28)
This expression constitutes an appropriate fitting function for the noncondensed com-
ponent of the classical field, which requires no explicit knowledge of the distribution of con-
densed atoms. To obtain an estimate of µ and T for our system, we sample the azimuthally
averaged field density n˜(r) ≡ 1
2pi
∫ 2pi
0
dθ n(r, θ) at Nt equally spaced times over some period
t ∈ [t0, t0 + T ], and average over the sample times to obtain 〈n˜(r)〉 ≡
∑Nt
i=1 n˜(r, ti)/Nt.
From this we construct the effective potential
〈
V effHF(r)
〉
= m
(
ω2r − Ω2
) r2
2
+ 2U2D 〈n˜(r)〉 , (6.29)
which enters into the fitting function (6.28) through the factors I1 and I2 (see appendix D).
As our fitting function represents only the noncondensed component of the field, we are
obliged to avoid including significant condensate density in our fit to 〈n˜(r)〉, and to there-
fore restrict our fit to a domain r ∈ [r−, rtp], where r− is the location of the minimum
of the effective potential, which we expect to approximately mark the condensate bound-
ary, and rtp =
√
2ER/m(ω2r − Ω2p) is the semiclassical turning point of the condensate
band in the frame of the projector. In practice the low temperatures of the classical-field
configurations we consider make performing such a fit difficult; in particular the fit fails
close to r−, in the region of strongly collective excitations of the condensate. We therefore
perform our fits only to the wing of the classical-field density; for definiteness we take
r ∈ [r− + 1r0, rtp]. We take the values Ωth calculated in section 6.5.3 as estimates for
the cloud rotation rate in equation (6.28). Although these values may be somewhat inac-
curate as discussed in section 6.5.3, we find that using the vortex precession frequencies
(where available) makes little difference to the obtained values of µ and T , and conclude
that any discrepancy in Ωth is inconsequential at the level of accuracy of the semiclassical
estimates we seek. An example of such a fit is shown in figure 6.11.
The results of this fitting procedure are presented for all field energies E we consider
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in figure 6.10(c). We observe that the temperature estimate kBT increases approximately
linearly with the energy E, and is of the same order of magnitude as the chemical po-
tential µ. We note that the chemical-potential estimates are generally higher than the
chemical potential of the ground state µg = 10.35~ωr, whereas we expect the chemical
potential of the strictly Hamiltonian PGPE system to decrease with increasing energy
(see section 5.3.2). This suggests that the chemical potential is probably overestimated
by the fitting, and some error in the temperature estimate is also expected. Nevertheless
the results suggest that our simulations probe the temperature regime kBT & µ in which
the thermal friction on the vortex is expected to be appreciable [81], consistent with our
observations.
6.5.5 Moment of inertia and vortex displacement
In figure 6.10(d) we plot the classical moment of inertia of the noncondensate (crosses),
〈Θc〉th (see section 6.4.3), in units of the classical moment of inertia Θg = 7.65× 104~/ωr
of the principal ground state. We find that this quantity increases steadily with the field
energy as atoms are excited out of the condensate into the thermal cloud. We also plot
the (quantum) moment of inertia of the condensate orbital (plusses), which we define
as Θ0 ≡ 〈Lz〉0/Ωc, where the angular momentum 〈Lz〉0 and rotation frequency Ωc of
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the condensate are those discussed in the previous sections. To give an indication of
the variation of estimates in this derived quantity, we include the standard deviation
estimated by adding the standard deviations of 〈Lz〉0 and Ωc in quadrature23. We note
that the moment of inertia of the condensate decays steadily with increasing E, following
〈Lz〉0, and by E = 1.15Eg is essentially zero. Above this energy the condensate’s angular
momentum is basically zero (see the remarks in section 6.5.2), i.e. the condensate fails to
respond to the rotation imposed by the thermal cloud, and its moment of inertia is thus
zero.
On this plot we also include the displacement of the vortex from the trap centre
(circles). For consistency with the other measurements we calculate this by tracking
vortex trajectories over 100 successive intervals of 10 cyc (starting from t = 9000 cyc) and
averaging the measured radii. Bars on the marker again indicate standard deviations of
the estimates over the 100 periods. The precession radius increases steadily as the energy
is increased. By E = 1.13Eg, the precessing vortex is close to the edge of the condensate,
and it becomes difficult to track this single vortex in proximity to the proliferation of phase
defects undergoing constant creation and annihilation in the condensate periphery. We
therefore do not attempt to include data for these higher energies on the plot. It is clear
however that the vortex displacement increases as the condensate angular momentum
decreases, as is the case in the zero-temperature GP theory [42, 45, 258].
6.6 Dependence on frame of projector
We now consider the effect of the angular velocity Ωp of the frame in which the projector is
defined on the equilibrium configurations of the classical-field trajectories. In irrotational
scenarios in which the projector is applied in a laboratory frame, the cutoff energy has
a significant effect on the equilibrium attained for given conserved first integrals (energy
and normalisation), as discussed in section 3.3.2. In the present case, the cutoff is defined
by two parameters: the angular velocity of the frame in which the cutoff is effected, and
the (rotating-frame) energy at which the cut is made. As noted in section 6.1.2, the
(thermodynamic) angular velocity of the classical field at equilibrium is in general not
equal to that of the projector. Here we consider the effect of the choice of projector
angular velocity on the classical-field equilibrium. We vary the projector frequency over
the range Ωp ∈ [0, 0.35]ωr, and keep the cutoff energy (in the rotating frame of the
projector) fixed at ER = 30~ωr. There are several consequences of varying the angular
23The variations in these quantities are of course not independent; however, the contribution of the
variation in estimates of 〈Lz〉0 dominates to such an extent that this is of no concern for the indicative
representation we seek here.
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Figure 6.12: Dependence of equilibrium system parameters on the frame in which the
projection is effected. (a) Angular velocity of the condensate, (b) condensate fraction, (c)
vortex precession radius, (d) temperature and chemical potential.
velocity Ωp. First, the multiplicity M (i.e., the number of canonical-coordinate pairs
in the Hamiltonian system; see section 3.2.2) depends strongly on Ωp, increasing with
increasing Ωp (see section C.3.1). Moreover, the modal composition of the coherent region
C varies with Ωp, with C becoming increasingly biased towards single-particle modes
with l > 0 as Ωp is increased. To illustrate the effect varying Ωp has on the classical-field
equilibria, we have carried out simulations with E[ψ] = 1.10Eg, ER = 30~ωr, L[ψ] = N0~,
and Ωp ∈ [0, 0.35]ωr. We find that all these simulations exhibit qualitatively similar
equilibrium states, each containing a single precessing vortex, as for the simulation with
E = 1.10Eg discussed in the main text. We present the key results in figures 6.12(a-
d): in figure 6.12(a) we plot the angular rotation frequency of the condensate mode, as
determined by the procedure of section 6.3.3. The rotation frequency exhibits a clear
upward trend as the frame frequency is increased, nevertheless the dependence of the
rotation rate on frame frequency is weak, varying by only ∼ 0.03ωr over the range of Ωp
considered. In figure 6.12(b) we plot the corresponding condensate fractions. Again the
dependence on the frame frequency is weak; any trend in the condensate fraction is of the
same magnitude as the statistical dispersion of the measured values. In figure 6.12(c) we
plot the vortex precession radii. We see that the radius increases steadily, approximately
doubling between Ωp = 0 and Ωp = 0.35ωr. This is the only quantity which changes
significantly over the range of projector angular velocities Ωp we consider, and as in
figures 6.10(b, d) we find that a small proportional change in precession frequency Ωc
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corresponds to a much greater proportional change in rv. In fact for the simulations in
figures 6.12(a, c) with the smallest precession frequencies, the precession radius rv is both
smaller and more strongly dependent on ωv than for the condensates in figures 6.10(b, d)
with comparable vortex precession frequencies, which have greater condensate fractions.
This is in agreement with the results of the Gross-Pitaevskii equation for zero-temperature
precessing single-vortex configurations, which show that the frequency of vortex precession
in less strongly interacting condensates varies less severely with the precession radius of
the vortex [191]24.
In figure 6.12(d) we plot the dependence of the chemical potential (plusses) and tem-
perature (circles) on Ωp, calculated assuming the condensate angular frequency Ωc as an
estimate for the cloud rotation rate. We observe that the temperature decreases as the
frame frequency is increased, consistent with the increase in the number of modes in the
condensate band (see discussion of equipartition in section 3.3.2). We conclude then that
increasing the frame angular velocity Ωp results in a lowering of the equilibrium tempera-
ture, and biases the angular-momentum balance in the system towards the thermal cloud,
leading to a higher equilibrium angular velocity. We emphasise that this dependence is
a natural consequence of the projector definition: different values of Ωp define different
Hamiltonian systems. Ultimately, this dependence would be removed by the inclusion of
above-cutoff effects [104, 65, 28].
6.7 Summary
We have carried out classical-field simulations of a precessing vortex in a finite-
temperature Bose-Einstein condensate. Employing a microcanonical ergodic-evolution
approach, we find that randomised states of the classical field constrained to have unit
(conserved) angular momentum per atom settle to configurations each containing at most
a single vortex precessing under the influence of its own induced velocity field, at ther-
mal and rotational equilibrium with the thermal cloud, so that the mutual friction force
between the vortex and the cloud vanishes.
As the classical field condenses into a rotationally symmetry-broken state, a naive
application of the Penrose-Onsager test of one-body coherence in an inertial frame yields
a fragmented condensate comprised of a set of coherent angular-momentum eigenmodes.
By transforming the classical field to an appropriate rotating frame, we eliminate the
differential phase rotations between the angular momentum components which cause the
apparent fragmentation. In this frame we find that the classical field describes a conden-
24Indeed in the ‘lowest Landau level’ limit of very weakly interacting condensates the vortex precession
frequency is independent of the precession radius [191, 258].
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sate mode with an off-axis vortex coexisting with a core-filling thermal component, and
we also observe the Goldstone mode associated with the rotational symmetry breaking.
Due to the ergodic nature of the classical-field evolution, the rotational phase of the
vortex diffuses over time. Thus care must be taken to separate the short-time fluctuation
dynamics which define the coherence of the field from the dynamics on much longer time
scales, over which ergodic migration of the field configuration occurs. We found that
extracting the condensate by averaging over short times and averaging over successive
estimates so obtained allowed us to access the short-time dynamics of interest while
exploiting the ergodic nature of the system on longer time scales to better estimate system
observables.
We showed that the angular momentum of the condensed mode decreases dramatically
as the energy (and thus temperature) are increased at fixed total angular momentum, and
correspondingly the vortex precessional radius and frequency increase until the vortex
leaves the condensate, and the condensate becomes irrotational. We proposed a measure
of the cloud angular velocity based on the decomposition of the field into condensed and
noncondensed components and found qualitative agreement with the vortex precession
frequency.
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Chapter 7
Nonequilibrium dynamics of vortex
arrest
In this chapter, we apply the PGPE formalism to a scenario of nonequilibrium dynamics
of a finite-temperature atomic field. We begin with a finite-temperature precessing-vortex
configuration in a rotationally invariant trap, such as those considered in chapter 6. We
then introduce an elliptical deformation of the trap which breaks this rotational symmetry,
leading to the loss of angular momentum from the atomic field and thus the slowing
of the rotating cloud, and consequently the decay of the vortex. Our simulations are
the first to describe the arrest of the rotation of both the condensed and noncondensed
components of the field in response to the trap anisotropy, and our method has an intrinsic
description of the coupled relaxation dynamics of the two components. Adapting the
methodology developed in chapter 6, we identify the condensate and the complementary
thermal component of the nonequilibrium field, and compare the evolution of their angular
momenta and angular velocities. We observe novel behaviour in the relaxation dynamics,
arising from the thermodynamically anomalous behaviour of a single-vortex state and its
coupling to the nonstationary thermal cloud. By varying the trap anisotropy we alter
the relative efficiencies of the vortex-cloud and cloud-trap coupling. For strong trap
anisotropies the angular momentum of the thermal cloud may be entirely depleted before
the vortex begins to decay. For weak trap anisotropies, the thermal cloud exhibits a
long-lived steady state in which it rotates at an intermediate angular velocity.
This chapter is organised as follows. In section 7.1 we describe the initial equilib-
rium states we consider, and our approach to describing their subsequent evolution. In
section 7.2 we analyse the dynamics of a representative classical-field simulation. In sec-
tion 7.3 we discuss the dependence of the dynamics of the vortex and thermal field on the
trap anisotropy, and in section 7.4 we summarise our findings and present our conclusions.
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7.1 Simulation procedure
7.1.1 Initial state
As in chapter 6, we choose physical parameters corresponding to 23Na atoms confined in
a strongly oblate trap, with trapping frequencies (ωr, ωz) = 2pi × (10, 2000) rad/s. We
again adopt a 2D representation of the system, formalised in our classical-field method by
choosing a cutoff ER = 30~ωr  ~ωz, such that the low-energy space C excludes all modes
with excitation along the z axis (see section 4.1.1). In all our simulations this energy cutoff
(projection operation) is effected in an inertial (laboratory) frame, and the low-energy
space consists of 465 single-particle propagation-basis modes (see section 3.2.2).
We form a finite-temperature initial state following the procedure of chapter 6: we
construct a (nonequilibrium) randomised classical-field configuration over the modes com-
prising the space C, with chosen normalisation, energy and angular-momentum first in-
tegrals, and we evolve this state for some time (104 trap cycles), so that the field has
time to migrate to an equilibrium configuration. As in chapter 6, we take as the starting
point for forming these configurations the ground Gross-Pitaevskii (GP) eigenstate with
N0 = 1.072×104 atoms in a frame rotating at angular velocity Ω0 = 0.35ωr, with chemical
potential µg = 10.35~ωr and energy Eg = 7.646 × 104~ωr in an inertial frame, and an-
gular momentum L0 = ~N0. To this state we add energy and angular momentum, using
the algorithm described in section 6.1.2, forming a configuration with E = 1.10Eg, and
L = 1.20L0. We find that the corresponding equilibrium state is one in which a single
vortex precesses very close to the trap axis, i.e., with precession radius rv . η, where
the healing length η = 0.20r0 is estimated from the density of the ground state (see sec-
tion 6.2.1). In this configuration the vortex is at equilibrium with the thermal component
of the field, and the angular velocity Ωc of the condensate (which is the same as the cloud’s
at equilibrium) is close to that at the ` ≡ 〈Lz〉/~N → 1− limit of the mechanically unsta-
ble [42, 150] precessing-vortex branch [191]. If additional angular momentum is added to
this state, the condensate mode becomes unstable to the nucleation of a second vortex,
i.e., the single-vortex state we consider is essentially saturated with angular momentum
for the given values of the other conserved integrals (normalisation and energy). We find
for this equilibrium initial state Ωc ≈ 0.23ωr, µ ≈ 12~ωr, kBT ≈ 14~ωr, and condensate
fraction fc ≈ 0.91.
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7.1.2 Evolution
Having formed this initial state, we evolve field trajectories in the laboratory frame in the
presence of static trapping-potential anisotropies
δV (x) = mω2r
(
y2 − x2) , (7.1)
with ellipticities in the range 0.005 ≤  ≤ 0.1. This procedure corresponds in each case
to the sudden introduction of the anisotropy at time t = 0. We evolve each of these
trajectories with the ARK45-IP algorithm (section B.2), with accuracy chosen such that
the relative change in field normalisation is ≤ 10−9 per time step taken, until the vortex
is expelled from the condensate and the total angular momentum of the field has been
lost through its interaction with the anisotropy.
7.2 Arrest dynamics
In this section we consider the results of a classical-field simulation with a particular
choice of the trap anisotropy,  = 0.025. The relaxation dynamics of the classical field
in this case exhibit many features of interest, and serve as a point of comparison for
simulations with weaker or stronger anisotropies. Position-space densities of the classical
field at representative times are presented in figures 7.1(a-f). Initially the vortex precesses
very close to the trap axis (figure 7.1(a)), and it remains close to the trap axis for some
time. Figure 7.1(b) shows the density at time t = 500 cyc, in which the vortex core
remains within ∼ η of the trap axis. By t ≈ 1000 cyc the vortex has begun to spiral
out of the central density bulk which contains the condensate. Figure 7.1(c) shows that
by t = 1500 cyc the vortex has undergone significant radial displacement. This increase
in radial displacement continues (figure 7.1(d)), until the vortex core approaches the
violently evolving condensate boundary (figure 7.1(e)). At t ≈ 3070 cyc the vortex is lost
into the peripheral thermal material, leaving the condensate vortex-free and essentially
irrotational (figure 7.1(f)).
7.2.1 Vortex trajectory
We now quantify the behaviour of the vortex during its decay. We observe that the vortex
executes an essentially spiral-like motion as it decays, in agreement with the predictions
of [81] and the simulations of [227, 140]. However, the vortex trajectory here is strongly
stochastic, and the vortex orbits the trap axis many (∼ 700) times during its decay, so we
do not present the full vortex trajectory. To characterise the radial drift of the vortex, we
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Figure 7.1: (a-f) Classical-field densities at various times during the system evolution.
The white circle indicates the vortex position, and + marks the coordinate origin (trap
axis). Parameters of the simulation are given in the text.
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track its location at a frequency of 25 samples per trap cycle, and average the resulting
series over intervals of 100 samples (4 cyc) in order to smooth out rapid fluctuations due
to thermal density fluctuations in the background field against which the vortex moves
and uncertainties introduced by sampling the vortex location on a Cartesian grid. In
figure 7.2(a) we present the smoothed vortex radius (rv) data. It is clear from figure 7.2(a)
that there is an initial lag of ∼ 1000 cyc between the introduction of the trap anisotropy
at t = 0 cyc and the beginning of the upward trend in vortex displacement. We note that
the displacement radius does not increase monotonically, but exhibits large oscillations
during its increase. The period of these oscillations is often & 100 trap cycles, spanning
many periods of the vortex orbit, in contrast to the trajectories presented in [227, 140], in
which the vortex generally precesses at a greater radius on each passage about the trap
centre. In figure 7.2(b) we plot the vortex precession frequency. In practice, to evaluate
this frequency, we follow the procedure of section 6.3.2, forming the covariance matrix
(classical one-body density matrix)
G(x,x′) = 〈ψ∗(x)ψ(x′)〉Ω , (7.2)
where 〈· · · 〉Ω denotes a time average, in a frame rotating at angular velocity Ω about the
trap axis. We vary Ω such that the largest eigenvalue of G(x,x′) is maximised. The value
of Ω at which the maximum occurs is thus that of the rotating frame in which the coherent
fraction of the classical field is most stationary, which forms a best estimate for the con-
densate angular frequency (vortex precession frequency) Ωc, as discussed in section 6.3.2.
As we consider a nonequilibrium scenario, we construct equation (7.2) by averaging over
short time periods [29], in each case calculating the average of 250 consecutive classical-
field samples over a ten cycle period. Figure 7.2(b) shows that the vortex precession
frequency determined in this manner increases as the vortex displacement increases, as is
well known for a zero-temperature condensate [87, 150] and observed in the simulations
of [227, 140]. Moreover, we observe that the oscillations in vortex radius rv at late times
t & 2000 cyc are accompanied by oscillations in the condensate angular velocity. The
oscillations in the two are positively correlated, i.e., the decreases in vortex radius are
associated with periods of slowing of the condensate rotation during its otherwise steady
increase with time.
7.2.2 Rotational dynamics of condensate and cloud
The above definition of the condensate mode in terms of short-time covariance-matrix
eigenvectors allows us to resolve the dynamics of the condensed and noncondensed com-
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Figure 7.2: Quantities characterising the vortex motion. (a) Vortex radial displacement
and (b) angular velocity of the condensate orbital. Quantities are for a simulation with
trap anisotropy  = 0.025, corresponding to the classical-field densities in figure 7.1.
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ponents of the field. As in section 6.4, we introduce the decomposition of the classical-field
one-body density matrix in terms of its eigenvectors |χi〉 and corresponding eigenvalues
ni
G = n0|χ0〉〈χ0|+
∑
k>0
nk|χk〉〈χk| ≡ G0 +Gth, (7.3)
which separates it into condensed and noncondensed parts. Following section 6.4, we
then define the averages of a single-body operator J in the condensed and noncondensed
components of the field by 〈J〉0 = Tr{G0J} and 〈J〉th = Tr{GthJ} respectively. We
use this decomposition to calculate the angular momentum of the condensate (〈Lz〉0) and
thermal cloud (〈Lz〉th). These quantities are presented in figure 7.3(a), along with the total
angular momentum of the field (〈Lz〉tot). We observe that in the first few hundred trap
cycles after the introduction of the trap anisotropy, the angular momentum of the thermal
cloud (solid line in figure 7.3(a)) undergoes approximately exponential decay, reaching
values close to zero by t ≈ 1000 trap cycles. By contrast, the angular momentum of the
condensate (dashed line) is essentially unchanged during this period, which we identify
with the initial period of quiescence of the vortex noted in section 7.2.1. At t ≈ 1100
cyc, the angular momentum of the condensate begins to decay, and after t ≈ 3200 cyc
the condensate is essentially irrotational, with some small value of angular momentum
remaining in the form of surface excitations. We note that the angular momentum of the
thermal field component increases over the period t ∈ [1000, 3200] cyc. We understand
this as follows: initially the angular momentum of the thermal cloud is lost due to its
interaction with the trap anisotropy. This makes the vortex thermodynamically unstable,
and it thus begins to decay, liberating its angular momentum to the cloud. The cloud loses
angular momentum to the trap at a rate proportional to its angular velocity (frictional
loss d〈Lz〉/dt ∝ −Ωth [276]), which is small immediately after the initial arrest of the
cloud by the trap anisotropy. Due to its initially slow rotation, the cloud therefore gains
angular momentum from the decaying vortex faster than it can dissipate it to the trap.
As the thermal cloud’s rotation rate increases, so does the rate at which it dissipates
angular momentum to the trap, which acts to curb the increase in cloud angular velocity.
However, the precessing-vortex condensate is thermodynamically anomalous: as it loses
angular momentum, its angular velocity increases [42, 191, 150]. In the present case,
the increasing rotation rate of the decaying vortex causes the rate of transfer of angular
momentum from the vortex to the cloud (which is proportional to the differential angular
velocity between the two [81]) to dominate the rate at which the cloud dissipates angular
momentum to the trap, throughout the decay of the vortex. As shown in figure 7.3(b),
this leads to ‘run-away’ spin-up of the vortex precession frequency, with the thermal-cloud
rotation rate being driven up in sympathy.
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Figure 7.3: Quantities characterising the temporal evolution of the condensate and ther-
mal cloud. (a) Angular momenta of the condensate and thermal cloud, and total angular
momentum of the field. (b) Angular velocities of the condensate and thermal cloud.
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Closer inspection of the angular momenta 〈Lz〉0 and 〈Lz〉th reveals negatively corre-
lated oscillations in the angular momenta of the two components during the decay, as a
result of the detailed nonlinear dynamics of angular momentum exchange and loss during
the decay process. We identify this oscillation in angular-momentum transfer with the
oscillations in vortex rotation rate discussed in section 7.2.1. In figure 7.3(b) we plot the
angular velocity of the condensate Ωc (dots) derived in the estimation of the condensate
fraction (section 7.2.1), and the angular velocity of the thermal cloud Ωth = 〈Lz〉th/〈Θc〉th
(line), where we assume the expectation value of the classical moment of inertia Θc ≡ mr2
as an estimate of the cloud’s true moment of inertia. In section 6.5.3 we discussed the
level of uncertainty inherent in this procedure, nevertheless it yields a clear qualitative
description of the decay dynamics. The oscillations in rotation rate of the thermal cloud
are clearly visible here, and we note that they are positively correlated with the oscil-
lations in angular velocity of the condensate, due to its anomalous rotational response.
We note that oscillatory behaviour arises already in a linear analysis of the arrest of a
rotating Boltzmann gas [120] by a trap anisotropy. It is therefore not surprising that
similar oscillations occur in the transfer of angular momentum from the condensate to
the nonequilibrium thermal field, considering the complexity of their coupled dynamics
(cf. [276]), and the anomalous response of the vortical condensate.
Finally, we note that the cloud angular momentum (rotation rate) reaches its peak
when the vortex leaves the condensate (t ≈ 3200 cyc), after which it undergoes a second
near-exponential decay phase, the angular momentum of the field decaying such that
by t ≈ 5000 cyc, only the thermodynamic fluctuations in 〈Lz〉th exhibited by the finite-
temperature field at rest in the anisotropic potential remain.
7.2.3 Heating of the atomic field
We now consider the heating of the atomic field during the arrest of its rotation. As the
system we evolve is Hamiltonian, with a time-independent potential, the total energy of
the classical field is a constant of the motion. Consequently, the trap anisotropy dissipates
the angular momentum of the field by converting the rotational kinetic energy of the field
into internal energy [276], and we therefore expect some heating of the field to occur,
due to this redistribution of energy. We can estimate the heating of the field as follows:
the rotational energy of the gas is initially (Erot)i = ΩiLi ≈ 2.7 × 103~ωr. We compare
this to the initial thermal energy, which should be reasonably well estimated by the
energy added to the ground vortex state in forming the initial thermal state (section 7.1),
Eth ∼ 0.1Eg ≈ 7.6× 103~ωr. Assuming a linear relationship between thermal energy and
temperature (which should be valid for the low temperatures we consider here, see [64]),
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we might therefore expect an increase in the field temperature of ∼ 30% during the arrest
of the condensate rotation.
In order to quantify the heating and its development during the field evolution, we
estimate the (effective) thermodynamic parameters of the field (chemical potential µ and
temperature T ) using the fitting procedure of appendix D. As in section 6.5.4, we allow for
the differential rotation between the thermal cloud and the frame in which the classical-
field cutoff is effected (the laboratory frame, in the present case). We perform a fit to the
wing of the (time-averaged) radial distribution n(r) of the classical field; i.e., we fit over the
radii range r ∈ [r−+0.5r0, rtp] where r− marks the minimum of the Hartree-Fock effective
potential Veff = (m/2)[ω
2
r−Ω2th]r2+2U2Dn(r) 1, and rtp is the semiclassical turning-point of
the low-energy space C. We fit to radial densities of the classical field averaged over 10 cyc
periods, and assume the values of Ωth calculated in section 7.2.2. The resulting estimates
for µ and T are presented in figure 7.4(a). We find that the temperature (solid line) is
approximately constant during the first ∼ 1000 cycles of the field evolution, corresponding
to the initial arrest of the thermal field component. The initial angular momentum of
the thermal component is small (see figure 7.3(a)), comprising some ∼ 25% of the total
angular momentum of the field, and so any heating of the field due to the redistribution
of the associated rotational energy is possibly too small to resolve above the uncertainty
in the temperature estimates. Beginning at t ≈ 1100 cyc, corresponding to the start of
the vortex-decay phase, the temperature exhibits a steady, approximately linear increase.
We associate this increase with the conversion of rotational kinetic energy to thermal
energy, due to the action of the trap anisotropy, and presumably also as a result of the
scattering of excitations by the vortex which produces the frictional effect [81]. There is
a final sharp rise in temperature at t ≈ 3000–3200 trap cycles. This rise is perhaps due
to the final decay of the vortex into excitations at the surface of the condensate [81]. We
note however that the field, and in particular the condensate surface, undergoes strong
fluctuations as the system passes through this transition to the vortex-free state, with, e.g.,
multiple (ghost) vortices present at the condensate surface at times. This can be viewed
as the system essentially ‘reversing’ through the surface-wave instability arising from the
relative motion of condensate and thermal cloud, in which vortices spontaneously grow
from surface excitations [11, 266, 200]. The thermodynamic parameters may therefore
be ill-defined during this period. After this period of strong surface fluctuations, the
temperature levels off at T ≈ 21~ωr/kB, corresponding to heating of ≈ 50% during the
arrest. We note that the chemical potential (dashed line in figure 7.4(a)) exhibits a slight
downward trend beginning around t ≈ 1100 cyc, falling by ∼ 0.4~ωr, though we note that
1We refer here to the local minimum associated with the boundary of the condensate, rather than any
minimum that may occur due to the presence of the vortex core.
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Figure 7.4: Heating of the field. Evolution of (a) the effective chemical potential and
temperature and (b) the condensate fraction.
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this change is of the same order as the variation in estimates for µ obtained at late times
t & 3500 cyc.
In figure 7.4(b) we plot the condensate fraction fc ≡ n0/
∑
k nk obtained from the
procedure outlined in section 7.2.1. The fluctuations in estimates of this quantity are large,
as is expected given the short time scale (10 cyc) over which the appropriate averages are
taken, and the nonequilibrium nature of the field. We therefore group the condensate-
fraction estimates into bins each containing 19 consecutive estimates of fc, and average
over the estimates in each bin (cf. section 6.3.3). We plot the mean and standard deviation
of the estimates in each bin (circles and their error bars), and observe a clear downwards
trend as time proceeds, with the condensate fraction dropping by ∼ 3% during the arrest.
7.3 Dependence on trap anisotropy
We now consider the effect of varying the trap anisotropy  on the behaviour of the
classical-field trajectories. We intuitively expect the rate at which the trap dissipates
the angular momentum of the thermal cloud to depend strongly on the magnitude of
the anisotropy, and a quantitative model for this dependence in the case of a classical
(Boltzmann) gas was presented in [120]. By contrast, the efficiency with which the thermal
cloud extracts angular momentum from the condensate is dictated by the (longitudinal)
mutual-friction coefficient, which depends on the temperature and chemical potential of
the field, in addition to its microscopic properties [125, 244, 81]. We therefore expect,
as discussed in the vortex-continuum analysis of [276], to explore different regimes of
relaxation dynamics as we vary the trap anisotropy and consequently the relative strengths
of vortex-cloud and cloud-trap friction. In this section we consider the evolution of the
classical field in the presence of anisotropies of different magnitudes, and observe the
resulting differences in the behaviour of the field.
7.3.1 Weak damping
In figure 7.5(a) we plot the evolution of the angular momentum of the condensate and
thermal cloud in the presence of a weak trap anisotropy ( = 0.005). We observe that
after an initial decline over the first ≈ 104 trap cycles, the cloud angular momentum,
despite exhibiting large fluctuations, maintains a reasonably steady mean value which
increases slowly over the period t ∼ [104, 3 × 104] trap cycles. During this period the
angular momentum of the condensate drops by approximately a factor of 2, and large
fluctuations in the distribution of angular momentum between the two components are
visible. This behaviour is again apparent in the vortex precession frequency and cloud
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rotation rate presented in figure 7.5(b). This shows that the cloud exhibits a steady-
state nonequilibrium behaviour, i.e., its rotation rate remains somewhere between that
of the precessing condensate mode, and that of the trap (Ωtr = 0). In this regime its
angular momentum remains approximately constant, as the rate at which it gains angular
momentum from the decaying vortex matches the rate at which it loses angular momentum
to the trap. We expect the angular velocity at which this balance occurs, and indeed
whether such a regime occurs at all, to depend strongly on the relative strengths of the
vortex-cloud and cloud-trap friction. We note that the angular velocity of the cloud
appears to slowly increase over time, as the condensate loses angular momentum and its
angular velocity increases, shifting the cloud rotation rate at which the angular momentum
transfer rates are balanced. At t ≈ 3.2 × 104 cyc the vortex’s precession accelerates as
it approaches the condensate boundary, and during the period t ∈ [3.2 × 104, 3.4 × 104]
cyc the adiabaticity of the vortex dissipation is lost as the field enters the critical regime
associated with nucleation of the vortex at the surface (see section 7.2.3). In this regime
the condensate surface is unstable and as noted in section 7.2.3, multiple ‘ghost’ vortices
may be present simultaneously at the condensate boundary. A large amount of angular
momentum is transferred nonadiabatically to the thermal cloud during this period of
criticality, while small surface-mode oscillations of the condensate persist until t ≈ 4×104
cyc. The angular momentum is subsequently dissipated from the thermal cloud over a
period of ∼ 3× 104 cyc, in an oscillatory but approximately exponential decay phase.
7.3.2 Strong damping
We now turn our attention to a scenario of vortex arrest due to the presence of a strong
trap anisotropy ( = 0.1). The dynamics in this case are strongly nonequilibrium and the
arrest of the field’s rotation occurs on a shorter time scale than the cases already consid-
ered, and so here we form the density matrix (7.2) by averaging classical-field samples over
a shorter period of two trap cycles. In this case the angular momentum of the thermal
cloud (solid line in figure 7.5(c)) is rapidly depleted, and actually fluctuates below zero by
t ≈ 400 trap cycles. The condensate is slower to respond; during this period the conden-
sate angular momentum decreases by ∼ 7%. Subsequently, the cloud angular momentum
fluctuates strongly, and at t ≈ 750 cyc rises to ∼ 2000~ (close to its initial value), as the
vortex is rapidly expelled from the condensate. The angular momentum is then dissipated
from the cloud over a period . 100 cyc, and thereafter the angular momentum of the
field fluctuates about zero. The rapid expulsion of the vortex, and strong fluctuations of
the cloud rotation, are again visible in the calculated angular velocities (figure 7.5(d)).
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The behaviour of the cloud angular momentum in this trajectory suggests that the
cloud is overcritically damped by the trap anisotropy [120]. Its response to the anisotropy
appears unhindered by its coupling to the condensate via the vortex core, and the angular
momentum it acquires from the vortex is quickly yielded to the trap, despite its small
angular velocity Ωth . 0.1. The relaxation process in this case is violently nonadiabatic, as
evidenced by the strong fluctuations in the cloud angular momentum. Indeed during the
period t ∼ [600, 700] cyc large, long-wavelength surface oscillations are visible in the field
as the vortex precesses rapidly near the condensate boundary. It appears that the strong
trap anisotropy and rapid ‘stirring’ motion of the vortex conspire to strongly perturb
the condensate bulk in this regime. During this period the measured condensate fraction
is suppressed (inset to figure 7.5(d)) due to the strongly nonequilibrium behaviour of
the condensate, in which surface-wave excitations define frames of rotation distinct from
that of the vortex. The decomposition of the field into condensed and noncondensed
components must therefore be viewed with some caution in this strongly nonequilibrium
scenario. Nevertheless, it is clear that the effect of the trap on the cloud dominates
the vortex-cloud coupling in this scenario, in stark contrast to the near-adiabatic decay
scenario of section 7.3.1.
7.3.3 Decay times
We now consider the dependence of the relaxation times on the strength of the trap
anisotropy. As the relaxation of both the condensate and the thermal cloud is generally
nonexponential, we consider the times at which the condensate becomes irrotational, and
at which the total angular momentum of the field is lost. Due to the persistence of
surface excitations which prevent the condensate angular momentum from reaching zero,
we define the condensate stopping time τcond as that at which the angular momentum of
the condensate first drops below 0.02~ per particle, and the field stopping time as the
first subsequent time τfield at which the cloud angular momentum crosses zero. These
times are presented in figure 7.6. We observe that the condensate arrest times (circles in
figure 7.6) vary by two orders of magnitude over the range of trap anisotropies we consider.
Moreover, the total-field relaxation times (plusses) become increasingly longer than the
vortex relaxation times as the trap anisotropy is weakened, causing slower dissipation of
the cloud angular momentum even in the absence of the vortex. We therefore consider
the time ∆τ = τfield − τcond over which the angular momentum of the cloud dissipates
following the expulsion of the vortex. Although the angular momentum lost in this final
damping phase varies over the range 〈Lz〉th ∼ 3000–5000~, precluding a precise analysis,
the times ∆τ provide a useful characterisation of the dependence of the cloud relaxation
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Figure 7.6: Relaxation of the field. Circles (plusses) represent the times at which the
vortex leaves the condensate (total field angular momentum reaches zero). Inset: Cloud
spin-down times and the linear fit performed to extract their scaling with trap ellipticity.
on the trap anisotropy. We perform a linear fit to ∆τ as a function of  in log-log space
(inset to figure 7.6), and find the scaling ∆τ ∝ −2.1, in good agreement with the scaling
tdown ∝ −2 for thermal-cloud spin-down predicted for weak anisotropies by Gue´ry-Odelin
[120]. The latter calculations considered a simpler scenario in which no condensate was
present, however once the condensate becomes vortex-free its primary influence on the
thermal cloud is simply to reshape the trapping potential experienced by the thermal
atoms. The quantitative agreement between the spin-down scaling laws predicted by
these two very different approaches to describing the thermal-cloud dynamics is a strong
indication of the utility of the (superficially Gross-Pitaevskii-like) classical-field model for
modelling the dynamics of thermal atoms in the degenerate regime.
7.4 Summary
We have carried out the first simulations of the arrest of a rotating Bose-Einstein conden-
sate due to the presence of a trap anisotropy which includes the coupled nonequilibrium
dynamics of the condensate and thermal cloud. Our method makes no assumptions of
stationarity of a thermal bath, nor are the two components artificially given disparate
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rotational parameters. Rather, our approach describes the dynamical migration of an
equilibrium rotating thermal state to a new, irrotational equilibrium, solely due to the
action of the trapping potential.
We observe for all parameters we considered that the rotation rates of the condensate
and thermal component are distinct during the decay. The anomalous rotational response
of the precessing-vortex condensate can lead to a counter-intuitive spin-up of the thermal
component during the decay, and we observe nonequilibrium oscillations in transfer of
angular momentum between the two components as the vortex responds to the dissipative
effect of the thermal cloud, which is itself damped by the trapping potential anisotropy.
For trap anisotropies that are weak, the thermal field settles to a nonequilibrium
steady state, with rotation rate intermediate between that of the condensate and that
of the (static) trap. In this scenario the angular momentum of the condensate is slowly
depleted while that of the thermal cloud remains nearly constant, until the vortex nears
the condensate boundary and the linearity of the vortex decay breaks down. For stronger
trap anisotropies, the angular momentum of the thermal cloud may be almost entirely
depleted before the condensate responds.
We quantified the heating of the atomic field during the arrest, and found it to be
commensurate with the conversion of rotational kinetic energy into thermal energy by the
trap anisotropy. We also considered the time scales over which the condensate angular
momentum and total field angular momentum were dissipated, and found reasonable
quantitative agreement between the scaling of the thermal cloud spin-down time with
trap anisotropy and the predictions of a Boltzmann-gas model [120].
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Chapter 8
Prior studies of vortex-lattice
formation in stirred condensates
In this chapter we review the key prior work on the stirring of Bose-Einstein condensates
to produce vortex lattices. As noted in section 1.2, a range of early experiments con-
sidered the formation of individual vortices, by techniques including coherent hyperfine-
component interconversion [180, 7], the ‘sweeping’ of a laser light-shift potential through
the atom cloud [136], and phase imprinting [159]. Other experiments considered the for-
mation of vortex lattices by setting a normal thermal cloud into rotation in cylindrically
symmetric trap, and cooling it through the condensation transition [124]. However, we
here consider the formation of vortices in condensate stirring experiments, in which an
anisotropic rotating trapping potential defines a rotating frame of equilibrium for the
atomic cloud, and induces the formation of vortices in the condensate. This approach was
used to produce the first multiple-vortex configurations and vortex lattices in condensed
Bose gases, and as we discuss in this chapter, exhibits a rich phenomenology. Indeed,
the experimental investigation of vortex nucleation and lattice formation by stirring has
stimulated substantial theoretical research over recent years, and led to some controversy
over the precise mechanisms of the vortex nucleation process, and the role of thermality
in the formation of a rotating vortex lattice. This chapter is structured as follows: in
section 8.1 we review the results of experiments on condensate stirring performed by the
groups of Dalibard (E´cole Normale Supe´rieure), Ketterle (MIT), and Foot (Oxford). In
section 8.2 we review the various theoretical approaches to explaining the experimental
results, and in section 8.3 we formulate the issues on the nature of the vortex formation
which remained unanswered by those works. We will address those questions with our
own classical-field methodology in chapter 9.
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8.1 Experiments
8.1.1 Work of Dalibard’s group (ENS)
The group of Dalibard performed the first experiments aimed at reproducing the ‘rotating-
bucket’ paradigm for studies of rotation in superfluid helium. In the helium experiments
(see [75] and references therein), the rotating bucket defines the frame of thermal equi-
librium through its surface roughness; as the rotation rate of the bucket increases, the
superfluid admits vortices which form a regular array or vortex lattice at equilibrium.
By analogy, a rotating frame can be imposed on a gaseous condensate by deforming the
trapping potential away from cylindrical symmetry, and rotating it. In the experiments
performed on 87Rb atoms by Madison et al. [175], this deformation was provided by the
light-shift potential provided by a blue-detuned laser beam (see, e.g., [44]), which was tog-
gled between two diametrically opposite focus points in the transverse plane of the trap,
at a frequency very rapid compared with the dynamics of the atomic mean field. The
resulting effect was that the prolate trapping potential was (to leading order) anisotrop-
ically deformed in the xy plane, leading to an elliptical cross-section. This deformation
of the trapping potential was then rotated about the trap axis at a frequency Ω. In
the first experiments [175, 176], this stirring potential was switched on during the final
stages of evaporative cooling, at the end of which, the rf shield was left turned on. The
atomic cloud was left to thermalise in the rotating ‘bucket’, and the resulting structure
of the condensate was then studied by time-of-flight analysis. The somewhat surprising
result of these experiments was the high stirring frequency at which vortices were first
observed, which was significantly higher than the thermodynamic critical frequency Ωc
at which the energy of the vortex state becomes lower than that of the vortex-free state
(section 2.3.2). Dalibard’s group then undertook further experiments [52], in which the
stirring was performed on a preformed condensate after the completion of the evapora-
tive cooling, and they considered in detail the dependence of the vortex nucleation on
the ellipticity of the trapping potential, which they varied by adjust the intensity of the
stirring laser beam. They found that for small ellipticities, vortices were formed in a
resonant regime centred on the resonant frequency ωQ = ωr/
√
2 of the quadrupole surface
mode (see section 2.2.2). Furthermore the frequency width of this regime narrowed with
decreasing ellipticity , indicating that the resonant excitation of the quadrupole mode
was responsible for the processes leading to vortex nucleation. Subsequent investigations
performed by these authors [174] into the vortex-free rotating ellipsoidal configurations of
the condensate predicted by Recati et al. [220], gave further support to this conclusion.
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8.1.2 Work of Ketterle’s group (MIT)
Ketterle’s group at MIT performed similar experiments to those of the ENS group, stirring
23Na condensates and creating large lattices (with & 100 vortices) [2]. They used a
two-laser pattern to stir the condensate, similarly to the ENS experiments, however the
resulting optical potential corresponded to a strongly anharmonic deformation of their
trap potential. In these experiments, the power of the stirring laser was ramped on, held
for a variable hold time, and then ramped off. They observed that for shorter stirring
times (tstir . 500ms) the number of vortices nucleated was resonantly enhanced near the
frequency ωQ of the quadrupole mode resonance, as observed in the ENS experiments.
They also observed a broadening of this resonance (with respect to the stirring frequency)
with increasing stirring time tstir, and noted an increase in the number of vortices formed
far from this resonance as a function of the stirring time. Vortices were observed to
form at drive frequencies as low as ≈ 0.27ωr, which was however large compared to the
thermodynamic stability frequency Ωc ≈ 0.08ωr for their system.
In the formation of large lattices, these authors noted the emergence of a blurry
nonequilibrium structure at short times after the stirring, with density features they at-
tributed to misaligned, disordered vortices. Taking time-of-flight images after increasing
wait times, they observed the increasing alignment and ordering of the vortices as time
progressed. They noted also that off-resonance stirring of the condensate resulted in lat-
tices with fewer vortices, which took longer to equilibrate into a crystalline structure.
These authors argued that the minimum frequencies for vortex nucleation they observed
were in fair agreement with the Landau instability frequency (section 2.3.1) of their con-
densate (corresponding to surface modes with angular-momentum projection m ≈ 18,
yielding ΩL ≈ 0.3ωr). They noted however that their anharmonic stirring potential leads
to strong deformations of the condensate over a wide range of frequencies, and thus allows
for the excitation of large-m surface modes, which significantly complicates the analysis
of the nucleation process in these experiments.
8.1.3 Work of Foot’s group (Oxford)
Foot’s group studied the nucleation of vortices by stirring a condensate of 87Rb atoms
with a purely magnetic trapping arrangement [130]. They achieved the (approximately)
elliptic deformation of their oblate time-orbiting-potential trap by modulating the x and y
components of the applied magnetic bias fields. In practice, they first condensed the Bose
cloud in a ‘static’ (cylindrically symmetric) trap not subject to any rotation, achieving
temperatures of ∼ 0.5Tc. They then ramped on the ellipticity of the constantly rotating
trap deformation from zero to some final value over a period of time (200 ms). In contrast
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to the ENS and MIT experiments, the evaporative rf shield was not engaged during the
stirring process. They reported significant heating of the atomic field during the stirring
process, with the final temperature rising to approximately 0.8Tc in the absence of the rf
shield. For a given trap ellipticity, they observed that the nucleation of vortices occurred
for a narrow range of rotation frequencies centred approximately around the quadrupole
resonance frequency ωQ. In agreement with the ENS results, they found the breadth of the
resonance increased with increasing ellipticity . In further investigations, they fixed the
drive frequency, and ramped the trap anisotropy on adiabatically, and thus measured the
critical anisotropy for vortex nucleation at fixed angular velocity. In contrast to the results
of Madison et al. [175, 52], they observed the nucleation of vortices for drive frequencies
Ω < ωQ, with an increasing ellipticity required for vortex nucleation as the drive frequency
was reduced further below the resonance frequency. They suggested several possible
explanations for this phenomenon: that (i) it was due to the thin tails of the instability
locus predicted by the theory of Sinha and Castin [240] (discussed in section 8.2), or;
(ii) higher-order anisotropies or anharmonicities of the trap were present, leading to the
excitation of other surface modes (cf. [52]), or; (iii) the presence of the thermal cloud
was responsible for facilitating the Landau instability in this regime. They investigated
the effect of temperature by conducting experiments with the rf shield left on, mitigating
the heating of the condensate during the stirring process, obtaining a final temperature
T ≈ 0.5Tc, and observed no significant change in the nucleation curve. They did note,
however, that the presence of the shield had a significant impact on the relaxation and
decay of the vortex lattices, with stable lattices being much more likely to form and
persisting for longer in the presence of the rf shield.
8.2 Theory
Work of Feder et al. : Anomalous modes, and GP simulations of stirring
Feder et al. [80] identified that while global thermodynamic considerations show that a
vortex-containing state is the ground state for rotation rates exceeding some frequency
Ωc, the imposition of a rotation at this frequency is not necessarily sufficient to lead to
vortex nucleation. They noted that in general, there is a higher frequency Ωv at which
surface excitations become unstable to growth by the Landau instability (section 2.3.1).
Furthermore, in the ENS experiments, the frequency at which vortices are first observed
is higher again than Ωv. In their paper [80] they focussed on a third relevant frequency:
the frequency Ωm at which a condensate containing a vortex first becomes metastable
(section 2.3.3). In the Bogoliubov approach to the description of the excitations of the
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vortex, this is the rotation frequency at which the anomalous mode(s) of the vortex state
(which have negative energies in the lab frame by definition) are all Doppler shifted to
positive values by the rotation. They noted that for prolate traps (such as those of
the ENS experiments), additional anomalous modes (associated with deformations of the
vortex line) appear, and can lead to a metastability frequency Ωm which can exceed both
Ωv and Ωc. They conjectured that the comparatively high rotation rate required in the
ENS experiments was due to the instability of the vortex state below this metastability
frequency. However, subsequent studies of vortex formation in highly prolate condensates
by Dalibard’s group [174] found no evidence of the inhibition of vortex nucleation due to
anomalous modes.
Feder and his colleagues also performed the first time-dependent Gross-Pitaevskii equa-
tion simulations of the stirring process, evolving a condensate corresponding to the ENS
parameters in the presence of an abruptly introduced, rotating trap anisotropy. They
performed two such simulations (performed in the frame of the rotating trap), with drive
frequencies Ω = 0.7ωr and Ω = 0.8ωr respectively. In the former case, they found no
nucleation of vortices, while in the case Ω = 0.8ωr, they observed vortices nucleating at
the condensate surface and migrating into the centre of the atomic cloud. However, the
motion of the vortices remained turbulent, and the authors concluded that dissipative
processes beyond the GPE may be required to facilitate the crystallisation of the vortex
array to a rigid lattice.
Work of Sinha and Castin : Dynamical instabilities of the condensate
Sinha and Castin made a significant advance [240] in the understanding of the role of
quadrupole oscillations in the stirring experiments, identifying the dynamical instability
of this surface mode as crucial in the vortex nucleation. They considered a classical hy-
drodynamic description [250] of the condensate flow pattern in the regime of quadrupole
oscillations, from which they determined numerically the conditions (rotation frequency
and trap anisotropy) for which the quadrupole oscillations became dynamically unstable
(see section 2.2.3). They considered two distinct stirring scenarios: (i) an adiabatic sce-
nario, in which the ellipticity of the trap is held constant, while the rotation frequency
Ω of the anisotropy is ramped up adiabatically from zero; (ii) abruptly turning on the
stirrer at a constant rotation frequency. In the first scenario, the condensate adiabati-
cally follows a steady-state rotating-ellipsoid pattern, as previously predicted by Recati
et al. [220]. The flow pattern of the equilibrium condensate in this regime is described
(in the hydrodynamic limit) by quadratic ansa¨tze for the density and phase, and so these
authors characterised the dynamic stability of the condensate mode in the rotating trap
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by considering the (linearised) evolution of small deviations about this flow pattern, em-
ploying polynomial ansa¨tze for the density and phase deviations of order n = 3, 4, · · · .
Constructing and diagonalising the evolution operator for these deviations, they identified
the parameters for which modes with eigenvalues λ with positive real parts, corresponding
to dynamically unstable excitations of the condensate, appeared. They found that the
locus of points in the Ω- plane for which the condensate is unstable forms a pattern com-
prised of several crescent structures1 with, in particular, a broad base in the limit → 0+,
occurring for Ω > ωQ. In the second scenario, which corresponds to the (later) experi-
ments of the ENS group [52], the ellipticity of the stirrer (with fixed rotation frequency) is
abruptly turned on. Adiabatic following is not applicable in this case, so they calculated
the time-dependent evolution operator for the linearised deviations as a function of time
and considered the growth of the largest eigenvalue of this operator with increasing time
t. They found that in this abrupt scenario, the quadrupole oscillations were dynamically
unstable in a narrow range of Ω, given approximately by Ω ∈ [0.71, 0.74] for an ellip-
ticity  = 0.01. These results agree well with those of ENS experiments [52], strongly
supporting the hypothesis that the dynamical instabilities of the quadrupole oscillations
are instrumental in the formation of vortices.
Work of Tsubota et al. : The role of dissipation
Tsubota et al. [254] noted the necessity of dissipation to allow the condensate to relax
to the vortical state, which is of a lower energy (in the frame co-rotating with the trap)
than the initial vortex-free state. They therefore considered the solution of a modified
GPE, which includes a phenomenological damping term, following the earlier work of
Choi et al. [54]. In essence, this approach amounts to evolving the time-dependent GP in
complex time, which hybridises the standard real-time evolution of the equation with the
imaginary-time approach to finding ground states of the time-independent GP equation
(see, e.g., [61]). In general, such a damping term leads to a change in normalisation of
the wave function, however these authors continuously adjusted the chemical potential
appearing in the GP equation throughout the evolution, in order to ensure conservation
of the GP-wave-function normalisation. These authors used this modified GP equation
to simulate the stirring of the condensate with an elliptical potential and observed a
transition to the vortex-lattice state. However, they found different driving frequencies
for the onset of lattice formation depending on the stirring procedure, namely Ω = 0.57ωr
for the ‘abrupt’ driving scenario and Ω = 0.75ωr in the ‘adiabatic’ scenario. While
1Anglin [12] has shown that the appearance of such unstable eigenvalues in narrow ‘finger-like’ regions
of parameter space is a generic feature of dynamically unstable interacting many-body systems.
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it seems clear that the latter case involves the dynamical instability of the quadrupole
mode, these authors offered no interpretation for the lower frequency they found in the
‘abrupt’ scenario.
Work of Williams et al. : ZNG theory for surface-mode growth
Subsequently to the work of Tsubota et al. [254], Williams et al. [266] considered the
dissipative effects of coupling of the condensate mode to the thermal cloud within the
‘ZNG’ Gross-Pitaevskii-Boltzmann theory [274]2. They derived analytical results for the
damping of a surface mode of angular-momentum projection m along the trap axis, due
to the C12 term of the ZNG theory, which describes collisions between condensed and
noncondensed atoms which result in the transfer of atoms into (or out of) the condensate.
They found that in the presence of a rotating thermal cloud, the damping of surface
modes which ‘rotate’ with the opposite sense to the cloud’s circulation increases linearly
with the rotation frequency of the cloud, while the damping of modes that rotate with
the same sense as the cloud decreases with increasing Ω. Moreover, they found that the
damping of a given mode with angular momentum projection m > 0 changes sign (so as
to become growth) for a cloud driving frequency Ωm = ωm/m, i.e., they derive explicitly
the result that the onset of Landau instability (negative excitation frequency) of a surface
mode in the GP formalism leads to the spontaneous growth of this mode in the presence
of a thermal cloud rotating above the corresponding Landau frequency Ωm
3.
Work of Penckwitt et al. : SGPE theory for lattice growth and stabilisation
Penckwitt et al. [200] considered the problem of vortex nucleation within the SGPE
framework of Gardiner et al. [102]. Their model includes the dissipative effect of collisions
between the condensate and noncondensed atoms, similarly to the ZNG model of Williams
et al. [266] , providing a more rigorous basis for a damped-GPE approach such as that
of Tsubota et al. [254]. Their thermal atoms are treated as a bath of fixed temperature,
chemical potential, and angular velocity, and the latter can be distinct from that of the
rotating trapping potential. In contrast to the work of Tsubota et al., the chemical
potential appearing in the evolution equation used in this work has the physical meaning
of the chemical potential of the thermal cloud, and the condensate population grows (or
shrinks) until the condensate chemical potential matches that of the bath. Penckwitt et al.
focussed primarily on the scenario of a vortex lattice forming as a rotating thermal cloud
2We note that this formalism is reviewed (along with many others) in great detail in the tutorial
review of Proukakis and Jackson [217].
3We note, however, that their calculation also reveals a shift of the relevant mode frequencies ωm from
their T = 0 values due to the coupling to the thermal cloud.
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condenses in a cylindrically symmetric trap, which was demonstrated experimentally by
Haljan et al. [124]. In addition to their numerical simulations of this growth scenario,
they found analytically from their model that growth occurs for surface modes satisfying
the Landau instability criterion, and furthermore derived an analytic result for the gain
profile of the surface modes, finding good agreement with their numerical results. Turning
their attention to the condensate stirring, they considered the ‘abrupt’ stirring scenario,
with a drive frequency Ω = 0.65ωr, both in the absence and the presence of a thermal
cloud rotating at the same angular velocity. They found coherent, stable quadrupole
oscillations of the condensate in the former case, and the nucleation of vortices in the
presence of the cloud. On the basis of their results, the authors conjectured that the
nucleation of vortices and their stabilisation into a rigid lattice is driven by the rotating
thermal cloud, and that as such, the principal effect of the rotating trap anisotropy in
experiments is to generate such a thermal cloud.
Work of Kasamatsu et al. : Separating the roles of the instabilities
Following on from their earlier work [254], the group of Ueda revisited the condensate-
stirring scenario in a second, longer article [145]. In the first part of their paper, they
considered again the quadrupole oscillations of the condensate in the presence of the
rotating elliptical trap anisotropy. Adopting the quasiparticle-projection method of [184],
they considered the evolution of the surface modes of the condensate in the presence of the
rotating drive. The interpretation of the quasiparticle projection technique is somewhat
dubious in this regime, as (i) the depletion of the initial circularly symmetric condensate
mode is substantial, invalidating a linearised treatment and (ii) the coherent quadrupole
oscillations described by the GPE correspond to the collective excitation of the condensate,
i.e., a deformation of the condensate mode rather than the population of quasiparticle
modes about it (see, e.g., [50]). Nevertheless, their procedure does yield a meaningful
projection onto the relevant angular momentum components. They show that driving of
the quadrupole mode at frequencies below its resonance leads to recurrence of the initial
condensate state, while driving at higher frequencies leads to stochastisation of the GP
evolution [237], in which case the trajectories become irregular and chaotic. They note
that this is analogous to the well-known threshold behaviour of chaos and ergodicity in
some nonlinear systems, as famously discovered in the pioneering numerical investigations
of Fermi, Pasta, and Ulam [84]. They therefore conjectured that the role of the dynamical
instability identified by Sinha and Castin [240] is to generate such stochastisation of the
condensate evolution.
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Armed with the interpretation of the phenomenological damping term furnished by
the work of [266] and [200], they considered again the evolution of the condensate mode in
the damped-GPE approach. They concluded from these investigations that the Landau
instability of surface modes in the presence of the rotating thermal cloud is the fundamen-
tal mechanism of vortex nucleation (and, in particular, the origin of the critical frequency
Ω = 0.57ωr observed in their earlier simulations [254]). They then considered the relation
between the Landau instability of surface modes and the dynamical instability of the
quadrupole oscillations of the condensate, and conjectured that the role of the dynami-
cal instability is to generate a thermal component of the field, thus explaining the later
results of the ENS group [52]. They noted that this also explains why vortex nucleation
was occasionally observed at significantly lower frequencies: it is possible that vortex nu-
cleation may occur simply due to Landau instability driven by the (small) thermal cloud
already present in the experiments, but that this process is very slow, and in general the
excitation of the dynamical instability is therefore necessary to form a sufficient thermal
component to allow the condensate to relax to a vortical state. In their summation, they
identified the need for a framework beyond the Gross-Pitaevskii theory in order to de-
scribe the dynamics of vortex nucleation as driven by a dynamically generated thermal
component, arising from the dynamical instability of the quadrupole mode4.
Work of Lundh et al. : GP investigations of sub-resonant nucleation
Lundh et al. [171] performed systematic investigations of the vortex nucleation with
time-dependent GPE calculations. They considered the scenario of [130] in which the
ellipticity of the constantly rotating trap is ramped on adiabatically, and measured the
critical ellipticity for vortex nucleation as a function of the drive frequency. At frequencies
above the hydrodynamic resonance frequency ωQ of the quadrupole surface mode, they
found good agreement with the hydrodynamic predictions of references [220, 240]. They
also found reasonable agreement with the results of [130] for the critical ellipticities at
sub-resonant stirring frequencies (Ω < ωQ). They suggested that vortex nucleation in this
regime resulted from a mechanism similar to that discussed by Kra¨mer et al. [153]: under
quadrupole deformation of the condensate, the barrier to vortex nucleation (section 2.3.2)
admits a saddle point which may become lower in energy than the isotropic vortex-free
state, allowing the system to pass to the lower energy vortex state. However, we note
that this effect only addresses the thermodynamic stability of the state; i.e., dissipation
would still be required in order to allow the condensate to pass to the vortex state. It is
4Indeed, as the dynamical instability of the condensate involves (by definition) the exponential growth
of noncondensate modes, the onset of the dynamical instability signifies the breakdown of the Gross-
Pitaevskii theory (see section 2.2.3).
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in our opinion more likely that the dynamical instability mechanism [240] underlies the
sub-resonant vortex nucleation observed in their GP simulations and in the experiments
of Hodby et al. [130].
These authors also consider the dynamics of the stirred field over longer time scales,
and obtain results similar to those of Feder et al. [80], with a turbulent field developing
after the instability, and the vortices failing to crystallise on the time scales they consider.
Work of Lobo et al. : Dissipation from turbulence
The work of Lobo et al. [170] was the first attempt, using a framework beyond the
phenomenologically damped Gross-Pitaevskii theory, to describe the dynamics of vortex
nucleation following the stirring of an (initially) zero-temperature condensate. Following
from their earlier work on the truncated-Wigner formalism [238, 239], these authors con-
sidered the evolution of a classical field under the action of the Gross-Pitaevskii equation,
but interpreted the field as representative of the whole atomic field (see chapter 3). In
this approach, the turbulent nonlinear dynamics of the classical field provides for the in-
ternal dissipation of the energy liberated by the condensate during the vortex nucleation.
These authors considered the evolution of a prolate condensate on a 3D Cartesian grid,
in the frame of the trapping potential, whose rotation frequency is adiabatically ramped
up. They observed the onset of the dynamical instability of the initial GP mode, and the
subsequent evolution of the field into a turbulent state, after which vortex lines were nu-
cleated into the condensate, and ultimately relaxed to a lattice configuration co-rotating
with the drive. The authors estimated the temperature of the field at the end of their
simulations, by assuming that the excess energy of the field over that of the ground lattice
state was equilibrated over weakly interacting (Bogoliubov) modes. They found that the
temperature was very small, of the order of one-tenth of the chemical potential of the
field. This paper thus provided a significant advance in understanding of the problem:
by considering the field ψ evolved by the GPE as the whole atomic field, rather than
merely the condensate wave function, the dynamical instability of the condensate and the
subsequent thermalisation dynamics of the atomic field could be studied within a unified
framework. Moreover, their results suggest that the turbulent states obtained in the sim-
ulations of [80] and [171] are in fact finite-temperature states, beyond the validity of the
GP approach. These authors also considered the stirring of initially finite-temperature
classical-field configurations, and observed vortex nucleation for stirring above the ther-
modynamic critical frequency Ωc.
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Work of Parker and Adams : Turbulence and symmetry breaking
Subsequent work on the scenario of vortex nucleation by stirring with an elliptical trap
anisotropy was performed by Parker and Adams [194, 195]. These authors considered
the stirring of two-dimensional condensates by a rotating potential, modelled by integrat-
ing the time-dependent GPE in the laboratory frame, with a time-dependent rotating
potential, using the Crank-Nicolson method (which is a finite-difference scheme; see sec-
tion 4.3.2). In their simulations, the field appears to become turbulent following the onset
of the instability, and they identified the characteristic Kolmogorov spectrum of turbu-
lence [272] in the nonequilibrium field. However, contrary to the earlier work of Feder et
al. [80] and Lundh et al. [171], they observed the vortex configuration to ultimately relax
to a rigid, crystalline lattice. Parker and Adams stressed the role of the breaking of the
initial twofold rotational symmetry of the GP solution as being essential in allowing the
field to relax to the equilibrium lattice configuration.
They also considered the effect of imposing a momentum space ‘cutoff’ on their simu-
lations, which they implemented by periodically removing the portion of the GP solution
outside some radius ~kc in momentum space5. The authors interpreted this process as
analogous to an evaporative-cooling type procedure, and noted that despite a reduced
final atom number in the presence of this elimination procedure, the final vortex config-
uration and damping rates were insensitive to the cutoff wave vector kc. They therefore
suggested that the relaxation process is a zero-temperature phenomenon.
8.3 Outstanding questions
The description of the condensate-stirring process has presented a strong challenge for
many-body theories: to describe the full dynamical evolution of the system, from cold
condensate, through strongly turbulent nonequilibrium dynamics, to a rotating thermal
equilibrium. Although the work of Kasamatsu et al. [145] established the role of the
dynamical instability in generating the thermality required to facilitate the nucleation of
vortices, and the work of Lobo et al. [170] showed that the requisite dissipative dynamics
of vortex-lattice formation can emerge from the deterministic dynamics of a nonlinear-
Schro¨dinger classical-field evolution, a number of important questions about the lattice-
formation process remained open.
5This operation should be contrasted to the deletive implementations of the projection operator in
formally projected classical-field methods (see, e.g., [189]), in which the deletion is performed continuously,
so that no loss of population actually occurs (see, e.g., [63]).
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Accuracy of classical-field approaches
The calculations of [80, 171, 170, 194, 195] each exhibit the nucleation of vortices from
the GP equation, while the simulations of [170] and [194, 195] additionally result in the
relaxation to a vortex-lattice configuration. Artifacts, inaccuracies, and numerical noise
in the solutions of nonlinear differential equations such as the GP equation can lead to the
solution taking a completely spurious path, and thus produce unphysical results. It is im-
portant to investigate the nucleation and damping phenomena exhibited by these earlier
works with the more sophisticated projected-GPE approach, to determine whether the
outcomes of these previous numerical studies result from the intrinsic nonlinear dynamics
of the classical-field solutions, or if they are due to inaccuracies of the numerical methods6.
Emergence of thermal behaviour
In the classical-field viewpoint of Lobo et al. [170], it is supposed that the nonlinear
dynamics of the classical field lead to an emergent thermal component of the field, which
provides the dissipation required for vortex nucleation and damping. The dynamical
creation, evolution and development of the thermal field is a theoretical question of fun-
damental interest. In the previous calculations, only Lobo et al. [170] attempted any
characterisation of the thermal field, and they only considered the final equilibrium ther-
mal field, and only quantified its temperature. It is therefore important to perform a
quantitative and detailed examination of the development of the thermal component of
the field following the onset of the dynamical instability of the quadrupole oscillations of
the condensate.
Role of symmetry breaking
The authors of [195] stress the importance of the breaking of the twofold rotational symme-
try of the system in the processes leading to lattice formation. In all previous theoretical
studies, the rotational symmetry of the condensate was broken either by numerical error
[80, 171, 170], by ad hoc seeding of field modes with noise [200], or by including per-
turbations of the trapping potential [145, 194, 195] intended to mimic the noise sources
present in realistic experiments. None of these approaches to the symmetry breaking is
satisfactory, as they rely either on the explicit failure of the integrator in propagating the
classical-field solutions, or relate to physical effects in a somewhat arbitrary and uncon-
trolled way. The truncated-Wigner theory (section 3.4), on the other hand, informs us
that any classical-field trajectory must contain a certain irreducible level of fluctuations,
6We follow here a guiding principle of scientific research informally summarised by Feynman [92]: “...
if there is something really there, and you can’t see good because the glass is foggy, and you polish the
glass and look clearer, then it’s more obvious that it’s there, not less.”
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corresponding to the quantum uncertainty present in the corresponding quantum field
theory, even at zero temperature. Thus by including this representation of quantum noise
in the initial conditions of field trajectories, we can investigate the dynamical instability
and the resulting thermalisation of the field in a minimal stirring scenario, in which the
system is considered to be otherwise ‘ideal’, and the only source of symmetry breaking is
the inescapable quantum-uncertain nature of the true physical system.
Nature of the equilibrium state in 2D
Finally, a major question raised by the simulations of [80, 171, 194, 195] is the nature
of the equilibrium configuration of vortices in 2D systems. Both [80] and [171] reported
highly turbulent motion of the vortices at the end of their simulations. The authors of
the former paper conjectured that the lattice crystallisation process was dependent on
some dissipative process beyond the GP theory, such as coupling to the thermal cloud,
while the authors of [171] suggested (in light of the then preliminary results of [170]) that
the time scale for relaxation in their 2D system may simply be very long. In contrast,
Parker et al. [194, 195] have shown in their 2D calculations the relaxation of the turbulent
field subsequent to the instability to a rigid vortex lattice, and suggest that the formation
is a zero-temperature phenomenon. It is therefore important to determine conclusively
the nature of the equilibrium state of the stirred condensate in 2D, and whether the
lattice-formation scenario observed in [194, 195] is physical or simply the result of numer-
ical error. This is of particular importance as all experiments on condensate stirring to
date have been performed in fully 3D geometries, while two-dimensional models are often
assumed in theoretical investigations of vortex dynamics in Bose condensates.
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Chapter 9
Condensate stirring
In this chapter, we apply the PGPE formalism to the nonequilibrium dynamics of the
condensate stirring scenario. We consider a highly oblate (quasi-2D) condensate, initially
at zero temperature in a cylindrically symmetric trap. In accordance with the truncated-
Wigner interpretation of classical-field trajectories, we include small Gaussian fluctuations
of the classical field, representing the initial vacuum occupation of Bogoliubov modes,
and explicitly breaking all symmetries of the Hamiltonian. We then abruptly introduce
a weak elliptical trap anisotropy, and simulate the ensuing dynamics of the atomic field
in the rotating frame. We observe the rapid thermalisation of material ejected from the
condensate bulk during the dynamical instability of the quadrupole mode. This material
forms a rotating thermal cloud which drives the Landau instability of surface modes and
leads to the nucleation of vortices. We observe the damping of the turbulent vortex
motion, and the slow rotational equilibration of the vortices with the rotating trap and
thermal cloud. We find, however, that the equilibrium state of the stirred atomic field in
this quasi-2D geometry is not a rigid vortex lattice but a disordered vortex-liquid state.
We characterise the thermodynamic parameters of the thermal field, and monitor the
change in these parameters during the equilibration of the system. We find that the final
thermodynamic parameters of the field are well predicted by simple arguments based on
energy conservation. We discuss the absence of true Bose condensation in the equilibrium
vortex-liquid state, and discuss how the temporal correlations of this phase distinguish it
from the thermal component of the field.
This chapter is organised as follows. In section 9.1 we define the parameters of the
physical system we model, and our classical-field approach to its evolution. In section 9.2
we present the results of a typical, representative simulation. In section 9.3 we present a
detailed analysis of this representative classical-field trajectory, quantifying the rotational
response and the heating of the field during its evolution, and characterising the field
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coherence. In section 9.4, we consider how the behaviour of the field depends on the
chemical potential (and thus size and interaction strength) of the initial condensate mode,
and the effect of the classical-field cutoff height on the field dynamics. In section 9.5 we
summarise our findings and present our conclusions.
9.1 System and simulation procedure
9.1.1 The system
Following chapters 6 and 7, we choose physical parameters corresponding to 23Na atoms
confined in a strongly oblate trap, with trapping frequencies (ωr, ωz) = 2pi × (10, 2000)
rad/s. We consider an initially zero-temperature, vortex-free condensate characterised by
its chemical potential µi in this trapping potential. In this chapter we consider condensate
chemical potentials 4~ωr ≤ µi ≤ 20~ωr, corresponding to condensate populations 1600 .
N0 . 42 000. At t = 0, the trap is deformed into an ellipse in the xy plane which rotates
around the z axis with angular frequency Ω. In the frame co-rotating at frequency Ω, the
single-particle Hamiltonian is of the form of equation (3.1), with trap anisotropy
δV (x) = mω2r
(
y2 − x2) . (9.1)
In this chapter we set the trap eccentricity to  = 0.025, which is sufficient to excite the
quadrupole instability at Ω ∼ ωr/
√
2 [220, 240]. We will always drive the system within
the hydrodynamic resonance, choosing Ω ≡ 0.75ωr. The sudden turn-on of the rotating
potential at fixed  and Ω means that the classical-field energy (equation (3.8)) of the
initial state evaluated in the rotating frame is a conserved quantity of the motion. We
again adopt a 2D representation of the system, formalised in our classical-field method
by choosing a cutoff ER = 30~ωr  ~ωz, such that the low-energy space C excludes all
modes with excitation along the z axis (see section 4.1.1).
9.1.2 Initial state: inclusion of vacuum noise
Symmetry of the zero-temperature GP eigenstate
A key issue in studying the condensate-stirring scenario within the framework of classical-
field theory is in identifying the path that the classical field takes in transforming from
a vortex-free, zero-temperature condensate to a rotating (and, as we will show) finite-
temperature field configuration. In general, we expect the field to acquire thermality
during its real-time evolution due to the ergodicity of the PGPE evolution, as discussed
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in section 3.3. However, we face a significant issue in the present case where we seek to de-
scribe the thermalisation of an initially zero-temperature condensate. The T = 0 ground
GP state of the isotropic trap is indeed highly excited with respect to the ground GP
state (of the same normalisation) in the rotating frame in which we expect equilibrium to
result, and at equilibrium we expect the excess energy of the initial state to be distributed
throughout the configuration space of the field in the form of thermal fluctuations. How-
ever, as the initial GP state possesses circular rotational symmetry, the exact evolution
of the state under the GPE with the elliptic potential we consider would retain unbroken
twofold rotational symmetry for all time, and true thermalisation of the field would not
occur1. Moreover, the high degree of symmetry of the GP state impedes the dynamical
instability, which results from the exponential amplification of deviations about an oth-
erwise stable GP trajectory (section 2.2.3). In the limit of perfect numerical evolution of
an initial GP eigenstate under the (projected) GP equation, no such deviations arise, and
thus no dynamical instability will occur. In practical numerical simulations the build-up
of numerical error with time will eventually facilitate the dynamical instability and the
ergodic thermalisation of the field. However, this yields somewhat arbitrary results for
the time scales for symmetry breaking and the relaxation processes which require it. It
is important then to ensure that the symmetry of the classical-field system is broken in
a physically defensible way, rather than to rely on uncertain and uncontrolled numerical
inaccuracies.
Truncated-Wigner prescription for noise
The resolution of the issue of symmetry breaking is found in the truncated-Wigner rep-
resentation of the quantum-field theory for the Bose gas discussed in section 3.4. In the
truncated-Wigner formalism, the PGPE appears as a classical equation of motion for field
trajectories which sample the approximate evolution of the density matrix of the quantum-
field system. We recall that in this approach the classical-field trajectories are regarded
as stochastic processes, even though in the truncated-Wigner formalism appropriate to
the interacting atomic Bose gas, no explicit dynamical noise processes appear. However,
a finite amount of noise does appear in the initial conditions, even at zero temperature,
representing quantum uncertainty in the physical state. This provides a fundamental and
quantitatively correct quantum-mechanical mechanism that breaks the symmetry of the
Hamiltonian. While for finite-temperature states this noise can be safely neglected due to
1In fact, we can identify the highly symmetric GP eigenstate as a member of the ‘set of measure zero’
for which ergodicity does not apply (section 3.3).
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the presence of thermal fluctuations, at zero temperature many important processes can
only be initiated by quantum fluctuations.
Thus, although we consider (as in chapter 7) the relaxation and equilibration dynam-
ics of the classical-field trajectory on long time scales, precluding a formal reconstruc-
tion of quantum-field expectation values from the classical-field statistics, we follow the
truncated-Wigner prescription in seeding our initial states with the irreducible fluctua-
tions of the quantum field theory which are essential for the initiation of the thermalisation
dynamics of the field. We therefore add a representation of the vacuum fluctuations to
our initial states in the form of classical (complex) Gaussian noise of mean population
equal to 1
2
-quantum per mode. It is necessary, therefore, to choose appropriate basis
modes to which the noise is added, so as to faithfully represent the ground state of the
many-body system [246]. For the interacting system, the appropriate basis modes in
which to construct the vacuum will be distinct from the basis modes in which the system
is propagated. In this work our primary aim is to include the possibility of spontaneous
processes in the initial condition, so as to initiate the dynamical instability, and facilitate
the ergodicity of the classical-field evolution. It therefore suffices to populate the Bogoli-
ubov modes orthogonal to the condensate mode with noise [100, 50, 246]2. The initial
state is constructed from the GP ground state of the symmetric trap in the lab frame,
φ0(x), according to
ψ(x) = φ0(x) +
∑
j
αjuj(x) + α
∗
jv
∗
j (x), (9.2)
where (uj, vj) are the Bogoliubov modes orthogonal to φ0(x), and αj = (ξj+iηj)/2 for our
system where the thermal population is initially zero. The independent (real) Gaussian
distributed variables satisfy ξj = ηj = ηiξj = 0 and ξiξj = ηiηj = δij.
Population of the quasiparticle basis constructed in this manner ensures that all surface
modes of the condensate (that are resolvable within the condensate band) are seeded by
noise, including those that are dynamically unstable in the presence of the rotating trap
anisotropy. The noise introduced here plays a role entirely analogous to that played by
vacuum electromagnetic field fluctuations in triggering the spontaneous decay of a two-
level atom [230]. All symmetries of the mean-field state are thus broken [236] before
the exponential growth of noncondensed field density [49] occurs during the dynamical
instability.
2Self-consistent prescriptions for the addition of noise to the truncated-Wigner initial state exist
[236, 238, 239], but the resulting higher-order corrections to the vacuum state are not important for
our application here.
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Validity of adding Wigner noise
As we have noted in section 3.3, due to the ergodicity of the PGPE, classical-field simula-
tions tend to equilibria in which the energy of the field is equipartitioned over its normal
modes. Consequently, the energy (and population) added to the initial states of classical-
field simulations according to the truncated-Wigner prescription eventually thermalises,
and contributes spuriously to the equilibrium thermal fraction of the field (section 3.4.3).
Sinatra et al. [239] thus suggest a validity criterion Tclass − T . T for the (initial) tem-
perature T of the simulation relative to the equilibrium temperature of the classical field
Tclass. We note however that the underlying issue is the relative quantity of energy added
in the Wigner noise, as a fraction of the total thermal energy in the field. In our stir-
ring scenario, as viewed in the rotating frame, the initial GP state is a highly collectively
excited state, the energy of which (above that of the ground vortex lattice state in this
frame) is converted into thermal energy as the field relaxes (see section 9.3.1). The en-
ergy added to the initial state according to the truncated-Wigner prescription is therefore
dwarfed by the energy liberated from the GP state during its relaxation. Similarly, the
normalisation and angular momentum of the initial vacuum noise constitute very small
fractions of the total quantities contained in the equilibrium thermal field, and so we can
be confident that the spurious thermalisation of the vacuum noise does not affect the
relaxation dynamics of our trajectories significantly.
9.1.3 Evolution
Using the initial state described above, we evolve field trajectories in the frame of the
rotating trap ellipticity, i.e., we apply the projector in the frame Ωp = Ω = 0.75. Our
procedure corresponds to the sudden introduction of the rotating anisotropy at time t = 0.
We evolve each trajectory with the ARK45-IP algorithm (section B.2), with accuracy
chosen such that the relative change in field normalisation is ≤ 4 × 10−9 per time step
taken, and the simulations presented here all have total fractional normalisation changes
. 2× 10−4 over their duration (∼ 104 trap cycles). Importantly, the change in rotating-
frame energy is of magnitude commensurate with that of the change in normalisation, so
that the truncation error represents a loss of population from the system as a whole, rather
than a preferential removal of high-energy components as in [195], and the relaxation of
the condensate-band field is thus due to internal damping processes only.
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9.2 Simulation results
We present here the results of a simulation with initial chemical potential µi = 14~ωr
(corresponding to condensate with N0 ≈ 21 500 atoms), whose response to the stirring
is representative of systems throughout the range 4~ωr ≤ µi ≤ 20~ωr. Using the criteria
discussed in section 3.2.2, we set the condensate-band cutoff ER = 3µi = 42~ωr. The
upper limit of the range investigated (µi ∼ 20~ωr) is set by computational limitations: at
the fixed rotation frequency Ω = 0.75ωr the size of the Gauss-Laguerre (GL) basis scales
approximately as M ∝ E2R, and the corresponding computational load scales as O(E3R)
(section 4.2), so that simulations rapidly become numerically expensive. For the cutoff
ER = 42~ωr the GL basis consists of M = 2028 modes. At the lower end of the range
(µi . 10~ωr) the simulation results differ somewhat both in the thermalisation process
leading to vortex nucleation, and the behaviour of the vortex array, due to the reduced
mean-field effects and small numbers of vortices, respectively. These differences will be
discussed in section 9.4.1.
We will focus primarily on the case of µi = 14~ωr, and note for comparison that a
pure condensate (i.e., ground GP eigenstate) with the same number of particles rotating
at Ω = 0.75ωr would contain a lattice of ≈ 18 vortices. The response to the stirring is
illustrated in the sequence of density distribution plots shown in figure 9.1, and exhibits
the following key features.
Dynamical instability and formation of thermal cloud
The initial state (figure 9.1(a)) quickly becomes elongated, with its long axis oscillat-
ing irregularly relative to the major axis of the trap. The quadrupole oscillations are
dynamically unstable to the stirring perturbation [220, 240, 196], and since all the Bo-
goliubov modes of the condensate are effectively populated due to the representation of
quantum noise in our simulation, some of the fluctuations grow exponentially. The ef-
fect is clearly seen in figure 9.1(b), where matter streams off the tips of the elliptically
deformed condensate in the direction of the trap rotation. Material is then ejected more
or less continuously, forming a ring about the condensate, with the latter oscillating in
its motion and shape. The ring soon becomes turbulent and diffuse (figure 9.1(c)), losing
coherence and forming a thermal cloud whose characterisation (section 9.3.1) is a central
theme of this chapter. In section 9.3.2 we show from an analysis of the angular momentum
and density distribution that by t = 50 cyc the outer part of the cloud (beyond r ≈ 7r0)
rotates as a normal fluid in rotational equilibrium with the drive.
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Figure 9.1: Classical-field density in the rotating frame at representative times during
the evolution. Shown are (a) initial condition: lab-frame ground state plus vacuum noise,
(b) ejection of material during the dynamical instability, (c) nucleation of vortices at
the interface between the condensate and the noncondensate material, (d) penetration
of vortices into the condensate bulk, (e) nonequilibrium state with rapid vortex motion,
and (f) equilibrium state. Vortices are indicated by white circles, and are shown only
where the surrounding density of the fluid exceeds some threshold value, and + marks
the coordinate origin (trap axis). Parameters of the simulation are given in the text.
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Vortex nucleation
After the thermal cloud has formed, surface oscillations of the condensate grow in mag-
nitude (figure 9.1(d)), in accordance with the prediction of Williams et al. [266], that
such oscillations are unstable in the presence of a thermal cloud. These fluctuations form
a transition region between the central condensate bulk, characterised by comparatively
smooth density and phase distributions (see also figure 9.8(a)), and an outer region of
thermally occupied highly energetic excitations. Long-lived vortices are nucleated in this
transition region, and then begin to penetrate into the edges of the condensate region.
Initially the vortices penetrate only small distances r ≈ r0 =
√
~/mωr with rapid and
irregular motion, and visibly lag the rotation of the drive. This process is one in which
the emergent thermal component of the field acts to provide the dissipation which was
included phenomenologically in the simulations of Tsubota et al. [254] and Penckwitt et
al. [200].
Vortex-array formation
The nucleated vortices remain near the edge of the condensate for a considerable time
before they begin to penetrate substantially into the condensate. Eventually vortices pass
through the central region (by t ≈ 75 cyc in this simulation), with trajectories that are
largely independent, except when two vortices closely approach each other3. The density
of vortices within the central region gradually increases (figure 9.1(e)), and the vortices
begin to form a rather disorderly assembly, which still lags behind the drive in its overall
rotation about the trap axis. The erratic motion of individual vortices and their differ-
ential rotation with the respect to the drive then gradually slow, and they become more
localised, until by t ≈ 150 cyc they have formed into an array rotating at the same speed
as the drive. This formation process can be interpreted as the damping of vortex motion
by the mutual friction between them and the rotating thermal cloud [243, 75]. Alterna-
tively, we can interpret the motion of the vortices as the result of low-energy excitations
of the quantum fluid, which are gradually damped by their interaction with high energy
excitations [82, 112, 206]. The coupling of the high-energy modes to the low-energy ex-
citations of the fluid drives their distribution towards equilibrium [225, 237]. The high
energy modes comprising the thermal cloud equilibrate to a distribution with identifiable
effective thermodynamic parameters (see section 9.3.1) on a relatively short time scale
(∼ 100 cyc). While the effective temperature remains approximately fixed, the effective
chemical potential subsequently increases over a longer time scale (∼ 3000 cyc), as the
3In this and other simulations we have observed a tendency of vortices to cluster together in (short-
lived) co-rotating pairs which orbit their geometric centre, a behaviour characteristic of two-dimensional
superfluid turbulence (see reference [259] and references therein).
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distribution is shaped by its interaction with the low energy excitations. By t ≈ 1000
cyc the vortex motion (as quantified by the mean vortex speed; section 9.3.4) reaches its
equilibrium level, although the density of vortices in the central bulk of the field continues
to growth until t ≈ 5000 cyc (section 9.3.2). We find that the equilibrium populations
of thermal excitations in this final state are such that the vortex distribution does not
‘crystallise’ into a rigid lattice, and is more appropriately characterised as an equilibrium
vortex liquid, as we discuss in section 9.3.3.
9.3 Analysis
In this section we present the set of measurements we use to analyse the properties of
the thermal cloud, and to characterise the coherence of the central region in which the
vortices reside. We begin by making a simple estimation of the energy and temperature
the thermal cloud would acquire during an idealised lattice formation scenario. Next
we obtain the chemical potential of the thermal cloud by using a self consistent fitting
procedure for the atomic distribution function, which also provides a measure of the
temperature. We characterise the rotational properties of different spatial regions of the
system, which provides evidence that during the vortex nucleation stage, the central part
behaves as a superfluid, while the outer cloud behaves as a classical gas, rotating like a
rigid body.
The issue of condensate identification is a very important one, and is most commonly
done in terms of spatial correlation functions, using ensemble averages of quantum me-
chanical operators [164, 60]. However, we will show that the varying vortex configurations
within the ensemble have a destructive effect on the spatial order of the system we study
here. This leads us, in section 9.3.3, to investigate temporal correlation functions, which
we show can be used to characterise the local coherence of the field, and consequently
distinguish the quasi-coherent behaviour of the central region from that of the thermal
cloud.
Following the first appearance of an identifiable vortex array, there is a long period
over which it slowly relaxes to an equilibrium state. In section 9.3.4 we measure the
motional damping of the vortices and interpret it in terms of their interaction with the
thermal component of the field [81]. Note that all results and figures in this section
(figures 9.2-9.10) correspond to the simulation shown in figure 9.1.
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9.3.1 Thermodynamic parameters
Analytic predictions
Since our system conserves both normalisation and energy in the rotating frame, some
simple analytic predictions can be made about the development of the thermal component
of the field, using the Thomas-Fermi (TF) approximation. In a frame rotating at angular
velocity Ω, the ground state is a vortex lattice. In the Thomas-Fermi approximation, the
vortices are replaced by a centrifugal dilation of the trapping potential arising from the
coarse-grained (rigid-body) flow pattern, yielding the TF wave function
ψΩTF =
√
µΩ −m (ω2r − Ω2) r2/2
U2D
Θ
(
µΩ −m
(
ω2r − Ω2
) r2
2
)
, (9.3)
where µΩ is the chemical potential of the rotating frame solution. From equation (9.3)
we obtain the number of particles NΩTF and energy E
Ω
TF
4 for the lattice state
NΩTF =
∫
dx
∣∣ψΩTF∣∣2 = piµ2ΩU2Dm (ω2r − Ω2) , (9.4)
EΩTF =
∫
dx
[
m
2
(
ω2r − Ω2
)
+
U2D
2
∣∣ψΩTF∣∣2] ∣∣ψΩTF∣∣2 = 23µΩNΩTF. (9.5)
The corresponding quantities for the vortex-free inertial-frame ground state are given
by setting Ω = 0. We note that the chemical potential µ0 ≡ µΩ=0 of the nonrotating
state has the same value in both the inertial and rotating frames. If we now compare
a ‘lattice’ state (i.e. ψΩTF) and a vortex-free state (ψ
0
TF), both fully condensed and with
equal occupation, we see from equation (9.4) that the chemical potentials are related by
µΩ = µ0
√
1− Ω2/ω2r , (9.6)
and hence from equation (9.5) that their rotating-frame energies are related by
EΩTF = E
0
TF
√
1− Ω2/ω2r . (9.7)
The excess rotating-frame energy of the vortex-free ground state over the lattice state of
the same number of atoms,
∆E ≡ E0TF − EΩTF (9.8)
can be significant, and for example is approximately E0TF/3 for an angular velocity of
4The appropriate Thomas-Fermi energy functional is similarly given by equation (3.8) upon neglecting
the kinetic energy, and including the appropriate centrifugal dilation of the trapping potential.
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Ω = 0.75ωr. Thus in our stirring scenario, the rotating equilibrium condensate state
reached at the end of the process must have less energy and less atoms than the initial
vortex-free state, and the excess energy and atoms constitute a thermal cloud5. The
exact result for the excess energy of the classical field, obtained from the simulations,
will depend upon the depletion of the condensate mode required to form the thermal
cloud and the mutual interaction of the cloud with the condensate. For small thermal
fractions this energy could be found by means of a calculation similar to that described
in reference [236]. In the simplest approximation we assume the limit of a small thermal
fraction, in which the energies of the condensate and thermal field are additive, with
equation (9.8) approximating the excess energy the thermal field contains. We further
assume that in equilibrium this energy will be classically equipartitioned (section 3.3.2)
over weakly interacting harmonic oscillators, in the spirit of the Bogoliubov approximation
[170]. The equilibrium temperature can thus be predicted by
kBT =
∆E
M− 1 , (9.9)
with M the condensate-band multiplicity. For a given initial chemical potential we see
therefore that the equilibrium temperature will be strongly dependent on the basis size.
However, we shall see in section 9.4, equation (9.6) provides a very good estimate of the
final chemical potential reached by the field, which is essentially independent of cutoff.
Self-consistent fitting
We now estimate the thermodynamic parameters of the nonequilibrium classical field
using the semiclassical fitting-function approach of section 6.5.4. We remind the reader
that in this approach we calculate the profile of the thermal cloud in the Hartree-Fock
potential due to the entire classical field, and thus do not need to explicitly distinguish the
condensed component of the cloud from the thermal component in forming the mean-field
potential. This is particularly advantageous in the present scenario as no true condensate
exists in the turbulent field, as we discuss in section 9.3.3.
Our task is somewhat simplified in the present case, as the thermal cloud rapidly
comes to equilibrium with the rotating drive (as we show in section 9.3.2), and so we
assume that the cloud rotation rate6 Ωth = Ω. The fitting function for the radial density
5This energy change ∆E cannot be attributed to the initial trap deformation associated with the stir-
rer, as the energy of an axially symmetric state is unchanged by the abrupt introduction of a perturbation
of quadrupolar symmetry (i.e., within the sudden approximation [39] implicit in our procedure).
6As noted in section 6.5.4, the results of the fitting procedure are rather insensitive to the precise
value of angular velocity used.
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Figure 9.2: Fitting procedure for the thermodynamic parameters. Shown are: the (time-
averaged) radial density distribution times radius (solid line), the effective potential ex-
perienced by noncondensate atoms (dashed line), and the fitted distribution of noncon-
densed atoms times radius (dash-dotted line). The dotted line indicates the classical
turning point corresponding to energy cutoff ER. The data shown corresponds to the
period t = 3000–3010 cyc (see figure 9.1(f)).
distribution thus reduces to (appendix D)
nfitth(r;µ, T ) =
1
λ2dB
ln
[
ER − µ
〈V HFeff (r)〉 − µ
]
, (9.10)
where the effective potential
〈
V effHF(r)
〉
= m
(
ω2r − Ω2
) r2
2
+ 2U2D 〈n˜(r)〉 , (9.11)
with 〈n˜(r)〉 the azimuthally averaged density of the field (section 6.5.4), and we present
an example of such a fit in figure 9.2.
After the initial strongly nonequilibrium dynamics following the dynamical instability
(i.e., by t ≈ 400 cyc), the averaged field densities 〈n˜(r)〉 are well fitted by the function
given in equation (9.10), and we conclude that the higher energy components of the field
have reached a quasistatic equilibrium. We then follow the evolution of the temperature
and chemical potential with time, which we present in figure 9.3. The temperature (fig-
ure 9.3(a)) appears to be essentially constant within the accuracy of the measurement
procedure, while the chemical potential (figure 9.3(b)) shows a definite upward trend over
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Figure 9.3: Evolution of the effective (a) temperature and (b) chemical potential of the
noncondensed atoms, as measured by the semiclassical fitting procedure.
the course of the field’s evolution. In section 9.3.3 we compare the chemical potential of
the cloud determined from our fitting procedure with an effective chemical potential of
the dense central vortex-containing region, which we estimate by considering the temporal
frequency components present in the field.
9.3.2 Rotational parameters
As noted in section 6.4, a rotating superfluid exhibits a moment of inertia which is sup-
pressed below its classical value. As a superfluid is rotated at an increasing angular veloc-
ity, it admits an increasing number of vortices, and its moment of inertia tends towards
the classical value [128]. In particular, as the rotation frequency Ω of a zero-temperature
condensate (GP state) increases, the (areal) density of vortices increases [99, 79], and is
given to leading order by the Feynman relation (section 2.3.3)
ρcv =
mΩ
pi~
. (9.12)
with corrections arising due to the lattice inhomogeneity and the discrete nature of the
vortex array [233]. As the rotation frequency and thus the vortex density increase, both
the classical and quantum moments of inertia increase also, and the difference between
the two moments vanishes in the limit of rapid rotations Ω→ ωr [79].
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Vortex density
To monitor the increase in vortex density during the system evolution, we count the vor-
tices of positive rotation sense occurring within a circular counting region of radius equal
to the TF radius of the initial state, RTF =
√
2µi/mω2r . Due to the centrifugal dila-
tion of the rotating condensate this region lies within the central bulk of the condensate,
and in this manner we attempt to avoid including in the count the short-lived vortices
constantly created and annihilated at the condensate boundary. At equally spaced times
over a period of 4 trap cycles about time ti we obtain the average number of vortices in
the counting radius, nv(ti), and from this we determine the average vortex density in the
counting region
ρv(ti) =
nv(ti)
piR2TF
. (9.13)
In figure 9.4(a) we plot equation (9.13) as a fraction of the prediction of equation (9.12).
During the dynamical instability and initial nucleation of vortices the vortex densities
measured in this manner are spuriously high, due to the counting of phase defects in
the turbulent nonequilibrium fluid rather than long-lived vortices in the condensate bulk.
After this initial period, i.e. from t ≈ 150 cyc onwards, we see a gradual increase in ρv as
the condensate slowly relaxes and admits more vortices into its interior, and approaches
rotational equilibrium with the trap. By t ≈ 5000 cyc (inset to figure 9.4(a)), the vortex
density appears to have essentially saturated at a level ρv ≈ 0.85ρcv. Such a value seems
reasonable for the rotation rate and condensate size considered here, which are such that
inhomogeneity and discreteness effects will be significant [233]7.
Local rotational properties
In section 6.4 we presented an analysis of the rotational properties of the condensate and
thermal field in a rotating system, based on a separation of the one-body density matrix
into condensed and noncondensed parts. As we discuss in section 9.3.3, the irregular
motion of vortices throughout the field we consider in this chapter suppresses the spatial
order of the system and thus destroys the condensation in the field. In order to characterise
the rotation of the outer cloud formed from ejected material as well as that of the central
bulk of the field we thus measure localised expectation values, i.e. expectation values of
the classical field evaluated over a restricted spatial region. In this way we can compare the
mass distribution and angular momentum of particular regions, in order to characterise
7Moreover, as noted by the authors of [233], their idealised T = 0 model neglects all thermal excita-
tions. It is therefore likely that thermal effects will further affect the vortex density in a finite-temperature
vortex lattice and a fortiori the vortex liquid we consider here.
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the localised properties of the field. We define the expectation value of an operator O on
spatial domain D by
〈O〉D =
∫
D
dxψ∗O ψ, (9.14)
where the D will be either region A or B illustrated in figure 9.5. Focussing our attention
on the outer annulus B, we calculate the classical moment of inertia of material in the
annulus
〈Θc〉B = m
〈
r2
〉
B , (9.15)
and the angular momentum of this material 〈Lz〉B. From measurements over the period
t = 50− 51 cyc we find that
〈Lz〉B
Ω
= 〈Θc〉B, (9.16)
to within 4%, indicating that the cloud in this region is rotating as a normal fluid in
rotational equilibrium with the drive. Averaging samples of these expectation values over
a period of a trap cycle (which we denote by an overline · · ·), we find for the time averages
〈Lz〉B/Ω = 1.025〈Θc〉B. Turning our attention to the central disc A, we find that over
the same period, 〈Lz〉A/Ω = 0.080〈Θc〉A. The central condensate bulk at this time thus
remains approximately stable against vortex nucleation, but possesses some small angular
momentum due to its shape oscillations, in contrast to the ejected material which has lost
its superfluid character and has come to rotational equilibrium with the drive.
Global rotational properties
We consider now the rotational properties of the entire field, by evaluating expectation
values as above over the full xy plane (i.e., in equation (9.14) we set D → R2). An obvious
measure of the field’s rotation is given by the angular momentum Lz, which we here scale
by Ω to form the quantity Θ (equation (6.16)) which, at equilibrium, corresponds to the
(quantum) moment of inertia. We consider the evolution of this quantity with time, and
compare it to the classical moment of inertia 〈Θc〉 (equation (6.15)) which characterises
the dilation of the field’s mass distribution during the stirring process. In figure 9.4(b)
we plot the evolution of these quantities as time evolves and in figure 9.4(c) we plot the
evolution of their ratio. Comparing the evolution of these quantities and that of the field’s
density distribution (cf. figure 9.1), we identify three roughly distinct phases of the system
evolution: (i) Excitation of unstable surface mode oscillations accompanied by permanent
increase in angular momentum (figure 9.1(b)), (ii) further increase in angular momentum
and Θ/〈Θc〉 as vortices are nucleated into the condensate bulk (figures 9.1(c-e)), and (iii)
gradual approach of the field to rotational equilibrium with the drive (figure 9.1(f)). Note
that although the finite-temperature equilibria here contain a significant normal-fluid
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component, the quantum moment of inertia is still suppressed below the classical value
due to the presence of the superfluid component.
9.3.3 Temporal analysis
Issues in characterising field coherence
A major theme of this thesis is the characterisation of correlations in classical-field tra-
jectories, and the identification of condensation in the classical field. Fundamentally, the
correlation functions used to characterise coherence in the formal many-body theory are
ensemble averages; indeed, these are the only quantities that quantum mechanics (in its
most widely accepted interpretations) presumes to describe [39]. Thus, by analogy, we
expect the statistics of the classical field to be characterised by ensemble averages over
classical-field trajectories. As we have discussed in section 3.3, in thermal equilibrium, we
can substitute time averages along single classical-field trajectories for averages over mul-
tiple trajectories, exploiting the ergodic hypothesis. Implicit in this approach is the fact
that the correlations of an equilibrium field are invariant with respect to displacements
in time.
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In nonequilibrium scenarios, the correlations of the field are in general time-dependent,
and so the situation is more subtle. In chapter 7, we followed [29] in approximating
the time-dependent correlations of a nonequilibrium field by taking short-time averages
over the classical field. This approach relies on the system being in some sense quasi-
equilibrium, so that sufficient statistics to characterise the correlations of interest (i.e.,
those describing condensation), can be accumulated on a time scale short compared to
the ‘macroscopic’ relaxation of the field. However, in taking this approach we must bear
in mind that there is no guarantee that the values of correlation functions we measure
in this way are representative of the values of the same correlation functions evaluated
over the appropriate ensemble. In particular, as noted by Leggett [164], one can imagine
scenarios in which the trajectories of the system are wildly different, despite each individ-
ually exhibiting the coherence properties we might associate with Bose condensation. In
such a case we may obtain a large condensate fraction from short-time averages of the in-
dividual trajectories, while averages over the formal ensemble reveal no condensate under
the Penrose-Onsager definition (section 2.2.1). The scenario, considered in chapter 6, of a
vortex precessing at equilibrium is similar: while the characterisation of the coherent con-
densate from short-time averages in the appropriate rotating frame is unambiguous, this
condensate mode does not appear in the corresponding one-body density matrix evaluated
over the microcanonical ensemble. The issue is again one of the definition of condensation:
the Penrose-Onsager (PO) definition is in some sense the simplest possible measure of the
correlations we expect to accompany the presence of condensation in the field, and general
scenarios may require the evaluation of more complicated correlation functions in order to
appropriately define the ‘condensate’ (see, e.g., references [203, 98, 76, 271]). In general,
we expect the appearance of one-body coherence in time averages of single trajectories to
correspond to more complicated correlations evaluated over the ensemble. In this sense,
measuring the single-trajectory correlations over short time periods constitutes a kind of
short-cut to reveal the coherence effects we are ultimately interested in, without having
to develop the appropriate ensemble correlation functions and evaluate them formally.
In this chapter, we consider a scenario in which the classical field contains many,
irregularly moving vortices, even at equilibrium. It is intuitively clear that averaging
over distinct, irregular vortex configurations will yield a suppressed measure of one-body
coherence, as for example quantified by the PO approach. Similarly, time averages over a
single trajectory of the classical field will also show a suppressed condensate fraction, due
to the thermal motion of the vortices over time. Bradley et al. [37], considering a similar
scenario of thermally excited vortex matter, have shown that a measure of condensation
can be obtained by considering short-time averages of the classical field, similarly to those
considered in section 7.2.1. It is clear that this approach gives a useful quantification of
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the coherence in the system, as evidenced by the behaviour of this condensate fraction
as a function of the field temperature, and the results for the growth of coherence in the
system with time following a quench of the thermodynamic parameters. However, it is
less clear how the coherence measured by this approach corresponds to formal correlations
of the many-body system: in general, the condensate fraction one measures in such an
approach will depend on the time over which the averaging is performed. In chapter 6,
the field coherence was destroyed by the diffusion of the vortex phase resulting from the
symmetry breaking; thus the appropriate time scale for averaging was reasonably well
defined. In more general situations, however, the ‘natural’ time scale for averaging may
not be clear, and the results will depend strongly on the averaging time, which essentially
determines the range of temporal frequency (or energy) components which contribute to
the correlation function8.
We will show in this section that the irregular motion of vortices in the final state of the
field completely destroys condensation as defined by the PO procedure. Accordingly, there
is also no coherently phase-rotating ‘mean field’ as we defined in chapter 5. Nevertheless,
we will show that the temporal correlations of the field do give a useful characterisation of
the field, and allow us to quantify the time scales over which the field is locally coherent.
This allows us to distinguish qualitatively distinct phases of the atomic field in both
equilibrium and nonequilibrium conditions.
Covariance matrix
We begin by considering the covariance matrix equation (3.26), which we form from 2501
samples of the classical field, taken over the period t ∈ [9900, 10 000] cyc. From the
analysis of section 9.3.2, we conclude that the trap anisotropy has brought the field to
rotational equilibrium in the co-rotating frame, and so we simply construct G(x,x′) in this
frame. Diagonalising this matrix, we find there is no single mode with a large occupation,
but rather, the occupations ni of the ∼ 10 most highly occupied eigenmodes χi(x) of
G(x,x′) are comparable, and the occupations of these eigenmodes decay away smoothly
with increasing mode number, as shown in figure 9.6(a). As in section 6.3.1, we consider
the coherence functions g
(2)
i of these modes (inset to figure 9.6(a)). In contrast to the
case considered in that section, however, we find that these coherence functions indicate
incoherent statistics for all modes (even the ‘most coherent’ highly occupied modes have
g
(2)
i > 1.5, i.e., closer to thermal statistics than coherent statistics). We thus conclude
8Note that in the extreme limit that only one sample of the classical field is taken, motion of all
frequencies is excluded, and (e.g.) the PO procedure trivially yields a single coherent condensate mode
(namely the instantaneous configuration of the entire classical field).
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that the state of the classical field is not that of a fragmented condensate, but rather that
there is no coherent condensate mode at all.
Following section 6.3.1, we proceed to calculate the power spectra of the most highly
occupied eigenmodes χi(x) : 0 ≤ i ≤ 4, which we present in figure 9.6(b). We find that all
these modes exhibit a power-spectrum peak at ω ≈ 10ωr. However, in contrast to the nar-
row peaks of the power spectra in figure 6.5(b), the peaks in this case are very broad (note
the logarithmic scale of figure 9.6(b)). The breadth of these peaks is perhaps not surpris-
ing, given that the modes have essentially incoherent fluctuation statistics. Nevertheless,
the fact that the power in these modes is mostly concentrated in a small frequency range
suggests that coherence effects are still important in the field dynamics. For comparison,
we calculate also the spatially integrated power spectrum N(ω) of the entire classical field
(as defined in section 5.2.1), calculated here from 1401 samples of the classical field taken
over the period 9900− 9910 cyc. We find that this function also exhibits a broad peak at
around the same frequency range as the peaks in the spectra of the individual modes χi(x).
We note that the width of this function is significantly greater than that characteristic of
the ‘windowing’ effect of the finite sample time, ∆ω = 1/Tsamp ≈ 0.016ωr, in contrast to
the power-spectrum peak of the true condensate mode presented in figure 5.1(b), for which
the width was limited by ∆ω. However, considering this function over a greater range of
frequencies (inset to figure 9.6(b)), we see that the behaviour of N(ω) is broadly similar
to that of the true condensate studied in section 5.2.1, with a wide wing of power con-
tained in frequencies greater than that of the peak, with a smaller wing occurring also at
frequencies ‘negative’ with respect to the peak. Although no condensate is present in the
field, this structure is not unexpected as, for example, Mora and Castin have shown [182]
that a Bogoliubov-like picture can be constructed for the description of quasicondensates
[213], in which density fluctuations are suppressed but true condensation is destroyed by
phase fluctuations [205].
Local spectrum of the field
Here we follow section 5.2.1 in analysing the frequencies present in the field at particular
points in position space. In order to compare the behaviour of the system at different
stages of its nonequilibrium evolution, we define the power spectrum of the classical field
ψ at position x about time t0
H(x, ω; t0) =
∣∣FTt0{ψ(x, t)}∣∣2 , (9.17)
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where FTt0{f(t)} denotes the Fourier coefficient
FTt0{f(t)} ≡
1
T
∫ t0+T/2
t0−T/2
f(t)eiωtdt. (9.18)
We choose a sampling period T of 10 trap cycles, which is long compared to the time scale
τ1 = 1/ωp ∼ 0.1 cyc corresponding to the location of the broad peaks in figure 9.6(b)
which characterise the phase evolution of the dense central region, while being short
compared to that of the relaxation of the field (τR ∼ 1000 cyc), and choose the sampling
interval so as to resolve all frequencies present due to the combined single-particle and
mean-field evolutions (~ωmax = ER + 2µi). As in section 5.2.1, we average this result
over azimuthal angle θ, to form H˜(r, ω; t0). In order to gauge the relative strength of the
various frequency components at different radii within the classical region, we normalise
the resulting data so that the total power at each radius rj is the same.
In figure 9.7(a), we plot the result of such a calculation over the time interval t =
9900−9910 trap cycles. For comparison we have overlaid the centrifugally dilated potential
Vrot(r) = m(ω
2
r − Ω2)r2/2 that would be seen by a classical particle in the rotating
frame, the cutoff frequency ER/~, and the semiclassical turning point rtp. The most
immediately noticeable feature of this plot is a prominent peak in the power spectrum at
ω ≈ 10ωr, which occurs for radii r . 8, and obviously corresponds to the peaks identified
in figure 9.6(b). Despite there being no true condensate in the field, the appearance of this
peak clearly indicates that the state of the field in the trap centre is not simply thermal.
This result is consistent with analytical results obtained by Graham [118], which suggest
that (quasi-)long-range spatial order of the Bose field is accompanied by (quasi-)long-range
temporal correlations which decay in a functionally equivalent way. We thus associate
this frequency with an effective (quasi-)condensate eigenvalue λe ≈ 10ωr. Similarly to
figure 5.1, the spectrum shows distortion in the central region where this quasi-coherent
object exists, with power occurring at negative frequencies down to ω ≈ λe − ER/~. In
figure 9.7(b) where the power spectrum is plotted at 3 particular radii, the peak in the
spectrum obtained close to the trap centre (cyan (light grey) line) can be seen clearly.
In addition we see that frequencies above and below this are present, and we identify
this with the restructuring of the excitation spectrum of the trap due to the presence
of the interacting quasicondensate-like structure (cf. [182]). We note that a secondary
peak is visible at ω ≈ 52ωr = λe + ER/~, and an examination of the data reveals that a
smaller peak is also present at ω ≈ −32ωr = λe−ER/~. This is an inevitable artifact of the
projected method which occurs as follows: theM Bogoliubov modes which diagonalise the
Bogoliubov Hamiltonian in the condensate band in the presence of a stationary condensate
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Figure 9.7: (a) Azimuthally averaged power spectral density (PSD). Dashed lines indicate
the cutoff energy, corresponding classical turning point and (centrifugally dilated) trap-
ping potential. (b) PSD traces at particular radii. The black and red (dark grey) lines cor-
respond to radii r = 3.1894r0 and r = 11.9575r0, respectively. The cyan (light grey) line
corresponds to the smallest radius on the quadrature grid (section C.3), rmin = 0.0661r0.
(c) Autocorrelation function (absolute value) obtained from the power spectrum. The
dashed line indicates the classical turning point of the condensate band. (d) Autocorre-
lation magnitude at radii corresponding to figure 9.7(b). Data corresponds to the period
t = 9900− 9910 cyc.
197
Chapter 9. Condensate stirring
mode (GP eigensolution) can be considered as variational approximations to the lowest-
lying ‘true’ Bogoliubov modes (obtained as the cutoff ER → ∞). The highest energy
modes in the restricted quasiparticle basis are poor representations of the true modes,
and, to maintain orthogonality of the set, are spuriously localised to the trap centre,
and therefore have spuriously high energies k + µc ≈ ER + µc due to the large mean-
field interaction there. Therefore, assuming this behaviour of excitations to hold in a
finite-temperature equilibrium of the classical field, a peak is expected to occur at these
frequencies at the trap centre, where the density of these modes is comparatively large.
However, the population contained in the peak observed here is ∼ 0.5% of the total
thermal population and as such we do not expect it to qualitatively affect the relaxation
process9. The black line in figure 9.7(b) indicates the power spectrum at a larger radius
r ≈ 3.2r0, where the quasicondensate peak is slightly less prominent. At larger radii still
(r & 9r0) the energy distribution returns to approximately that of the noninteracting
gas. As noted in section 5.2.1, frequencies persist into the classically excluded region as
a result of the familiar evanescent decay of energy eigenmodes into the potential wall.
The effect of the mean-field interaction on the energy spectrum at these large radii, as
can be seen in the red (dark grey) line in figure 9.7(b), is much less dramatic (e.g., only
frequencies ω > λe are present), and the population of frequencies is only significant up to
a small increment above the cutoff energy, which we interpret as the mean-field shift of the
highest energy single-particle modes. We measure this shift to be ≈ 2.5%, indicating that
the cutoff we have chosen is sufficiently high to contain all modes significantly modified
by the presence of the dense quasi-coherent structure in the field (see section 3.2.2).
Temporal coherence
The temporal analysis of the classical field presented above clearly shows that although
there is no true condensate in the field, the field’s behaviour in its central region is
dramatically different from that at larger radii. The presence of the frequency peak is
indicative of the temporal coherence of this central region, and we will use the local
autocorrelation function
G(x, τ ; t0) =
[
FTt0
]−1 {H(x, ω; t0)} , (9.19)
9It is important to note that such an artifact must arise in any field theory which is truncated either
explicitly or implicitly, and that the defect occurring here is thus close to the minimal defect attainable
in such a description.
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of the field at point x, at lag τ relative to the time t0 to quantify the local temporal
coherence of the field. We evaluate the local autocorrelation function by using the Wiener-
Khinchin theorem [215].
In practice we take the discrete Fourier transform of H˜(rk, ω; t0) to obtain the az-
imuthally averaged autocorrelation G˜(rk, τ ; t0), and we normalise it so that |G˜(ri, τ =
0; t0)| = 1 for all radii ri. We will use |G˜(ri, τ ; t0)| to characterise the temporal coherence
of the classical field, as a function of position, and take the time scale for its decay to
represent the time scale over which the field remains temporally coherent at radius rk,
near time t0. Illustrative results are shown in figures 9.7(c) and (d).
At the centre of the trap (cyan (light grey) line in figure 9.7(d)), the peak of the
autocorrelation function is broad and decays monotonically with increasing |τ |. At larger
radii (2r0 . r . 5r0), this peak possesses a nontrivial structure (black line), with |G˜|
vanishing and then increasing again as τ varies. Analysing the trajectories of vortices
during the sampling period we conclude that this vanishing of the autocorrelation is due
to the passage of vortices through these radii10. We identify the FWHM of the central
peak (figure 9.7(d)) at a radius ri as (twice) the correlation time of the classical field at this
radius. At the trap centre, the correlation time tc ≈ 2.2 cyc, indicating that despite the
presence of highly energetic thermal excitations and mode mixing in the central region,
the temporal coherence of this region is significant. We note also that a small ridge
appears in |G˜(τ)| for τ close to zero, and interpret this as representing the correlations
of the thermal component of the field, and note that an analogous behaviour of spatial
correlations in classical-field simulations was observed in [24].
The width of the broad envelope (figure 9.7(d)) is roughly constant until r ≈ 8r0, then
decreases with increasing radius, and the strong peak in the power spectrum also rapidly
reduces with radius for r & 8r0. Past this point the peak becomes much narrower (red
(dark grey) line in figure 9.7(d)); the short correlation time of the outer cloud reflecting
the broad range of energies characteristic of the thermally occupied excitations. Beyond
the classical turning point, the evanescent nature of the basis modes yields a spurious
amount of temporal coherence and this manifests as an increasing correlation time past
this point (a similar phenomenon was observed for spatial correlations in [24]).
While the interpretation of the correlation time we calculate in this manner is compli-
cated by the non-monotonic decay of |G˜(τ)| with increasing |τ |, it nevertheless allows us
to distinguish two qualitatively different regimes of behaviour in the classical-field equi-
librium. In the outer region of the field, the short time scales over which correlations
persist in the field indicate that this material constitutes a truly ‘thermal’ or ‘normal’
10We expect that averaging the autocorrelation over an ensemble of trajectories we would obtain a
smoothly decaying function, due to the random distribution of vortex configurations in the ensemble.
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fluid. In contrast, the central region of the field is spatially disordered, yet maintains
temporal coherence over a comparatively long time scale. We identify the phase of the
classical field in this central region as a vortex liquid [93, 152, 110, 121]: although the
vortices are themselves disordered in their arrangement and motion, each supports a con-
served supercurrent (phase winding of 2pi). These supercurrents are robust in this region,
in contrast to the normal phase of the field, where the spontaneous ‘pair production’ of
vortices of opposite sign leads to the screening of the vortex interactions and ultimately
the destruction of the conserved superflows [93, 9].
Away from equilibrium, the characterisation of the phases of the classical field is more
subtle. Nevertheless, we can use temporal correlations to distinguish between different
regimes of behaviour in the nonequilibrium field. For example, in figures 9.8(a) and (b)
we plot the phase profile of the classical field at time t = 100 cyc and the corresponding
correlation time, respectively. The correlation time maintains a near-constant value of
tc ≈ 1.1 cyc as r increases until r ≈ r0, where the first vortex (phase singularity in
figure 9.8(a)) occurs. At this point the correlation time begins to decay steeply with
increasing r. Throughout the region r < rtp the phase structure is complicated, however
we see that the correlation time of the central region is at least of order tc ∼ 0.5 trap
cycles, indicating that despite the turbulent nature of the field here, interactions serve
to maintain its coherence, and we identify the behaviour here as superfluid turbulence
[19], in contrast to the outer region (r & 6r0), which has a very short correlation time
(tc . 0.1 cyc) and thus appears to be truly thermal material. This is in contrast to
the interpretation presented by the authors of [194, 195], who considered the turbulence
developed during the stirring process to be purely superfluidic (i.e., zero-temperature) in
nature.
Relaxation of the vortex liquid
The characterisation of the classical field by its temporal correlations also allows us to
quantify the relaxation of the central vortex-liquid material due to its interaction with
the thermal cloud. In order to follow the relaxation of the vortex liquid, we measure the
frequency ωp of maximum occupation in the power spectra, for power spectra evaluated
over various periods. Away from equilibrium the interpretation of this frequency is not
entirely obvious, nevertheless it provides a measure of the energy of the quasi-coherent
central structure, and we interpret it as representing an effective (quasi-)condensate chem-
ical potential µp = ~ωp 11. In figure 9.9 we plot this effective chemical potential of the
11At the level of approximation of these arguments, we neglect any correction due to the finite popu-
lation of the ‘condensate’ (cf. equation (5.14)).
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vortex liquid, and also the chemical potential of the thermal cloud obtained using our
fitting procedure (section 9.3.1) for comparison. We see that the vortex-liquid chemical
potential reduces with time, as the liquid is damped by its coupling to the thermal cloud.
By t ≈ 4000 cyc, the two chemical potentials appear to have reached diffusive equilibrium,
to the accuracy of our fitting procedure for µ and T .
9.3.4 Vortex motion
As noted in section 9.2, the motion of vortices (as viewed in the rotating frame) is initially
very rapid, and slows as time goes on. In order to quantify this motion and its slowing
with time, we track vortex trajectories, monitoring the coordinates of all vortices within
a circular region of radius equal to the Thomas-Fermi radius of the initial lab-frame
condensate. Due to the rotational dilation of the vortical fluid, this region always lies
within the central vortex-liquid region, as defined by the temporal analysis described in
section 9.3.3. In general, vortices enter and leave this counting region as time progresses.
We are interested in the motion of vortices which persist in the counting region and
can therefore be considered to exist in the condensate, rather than those which occur in
the violently evolving condensate periphery. We therefore discard the trajectories of all
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vortices which do not remain in the region for at least half the counting period of Tv = 10
trap cycles about time ti.
The motion of the vortices which remain in the central region long enough to be
considered is erratic on a length scale of order of the healing length, which is the origin
of the thermal filling of the vortex core discussed in section 6.3.2. As this motion occurs
on a short time scale, we interpret it as the signature of high-energy excitations of the
vortices. Our interest however is in the low-energy component of vortex motion, which
undergoes damping as the field relaxes to equilibrium. We therefore apply a Gaussian
frequency filter centred on ω = 0 to the trajectory components {x(t), y(t)} to remove
their highest temporal frequency components. We choose the width of this filter to be
σω ∼ 0.6ωr, and so the frequency components preserved in the trajectories correspond to
low-energy excitations (ω ∼ ωr). From the Nt coordinate pairs (xk, yk) of the jth filtered
vortex trajectory we extract the mean speed along the trajectory arc,
vj(ti) =
1
Tv
∫
ds ≈ 1
Tv
Nt−1∑
i=1
√
(xi − xi−1)2 + (yi − yi−1)2. (9.20)
We then average this quantity over the vortices included in the count, to find the mean
speed per vortex v(ti) =
∑Nv
j=1 vj(ti)/Nv. In figure 9.10 we plot this quantity as a function
of time. We note first that the mean vortex speed decays dramatically during the initial
measuring period t ≈ 70 − 150 cyc, as vortices enter the condensate with high velocities
(with a substantial component opposite to trap rotation, as observed in the rotating
frame), and their motion is damped heavily by their interaction with one another and
with the thermal component. Subsequent to this, a secondary, slower damping is observed
over the period t ≈ 150−1100 cyc, after which the vortex motion seems to have reached a
lower limit set by thermal excitations. During this period the condensate contains nearly
the number of vortices it contains in equilibrium, and we interpret the damping during
this period as the damping of low-energy excitations of the vortex liquid due to their
interaction with thermally occupied, high energy modes. Taking the log of the speed
data (inset to figure 9.10), we see that the decay during this period is approximately
exponential, and performing a linear fit to the data over this period we extract a damping
rate γv ≈ 6.3× 10−4 (cyc)−1.
We note that the final distribution of vortices is disordered, with the vortices failing to
become localised in a regular lattice. This result is consistent both with the considerations
of section 9.3.1 and with pure-GPE studies of condensate stirring in 2D performed by Feder
et al. [80], and Lundh et al. [171]. The results presented here (and those of [170]) suggest
that the turbulent states observed in references [80, 171] are in fact finite-temperature
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Figure 9.10: Mean vortex speed measured from the classical-field trajectory, revealing
the rapid slowing of vortices during the initial stage of nucleation (0 . t . 120 cyc), and
more gradual damping of the remaining collective excitations (100 . t . 1000 cyc). Inset:
Logarithm of the mean vortex velocity (scaled by the minimum velocity measured vmin),
and linear least-squares fit to the data over the damping period.
ones beyond the validity of the GP model employed in those calculations. By contrast, the
calculations of Parker and Adams [194, 195] produced fully crystallised vortex lattices in
2D, indicating that additional damping mechanisms were available to the system in their
simulations. It is possible that these are attributable to the spatial differencing technique
[192] used in those calculations, however the precise origin of this error is not clear12.
9.4 Dependence on simulation parameters
We compare now the behaviour of stirred condensates for different condensate sizes, i.e.,
for different values of the initial chemical potential µi. The field density and thus the
nonlinear effects of mean-field interaction increase as the chemical potential is increased,
and larger ‘condensates’ in rotational equilibrium will also contain larger numbers of
vortices. In section 9.4.1 we assess the effect of varying the initial chemical potential on
our classical-field solutions.
12While additional numerical procedures (amounting to evaporative cooling) were used in some calcu-
lations presented in references [195, 194], those additions were not essential for lattice crystallisation; i.e.,
relaxation to a lattice state was also observed in simulations performed without such additions [193].
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It is also important in performing classical-field calculations such as those presented
here to consider the effect of the cutoff height on the results of simulations. In section 9.4.2
we compare results for simulations with fixed initial chemical potential but varying cut-
off heights, and quantify the effect of this purely technical parameter on the physical
predictions of our model.
9.4.1 Chemical potential
The initial chemical potential impacts upon the system evolution both qualitatively, af-
fecting the density profile of the condensate mode and thus the nature of the dynamical
instability leading to vortex nucleation, and quantitatively, determining the equilibrium
parameters of the stationary state of the classical field. The characteristics of the vor-
tex array and the slowing dynamics of the vortices are also strongly dependent on the
chemical potential. We consider these four aspects in turn.
Effect on dynamical instability
The chemical potential determines the strength of the mean-field repulsion influencing the
condensate’s shape. As the chemical potential becomes large, the condensate mode ap-
proaches that described by the Thomas-Fermi approximation, whereas for smaller chemi-
cal potentials the kinetic energy of the condensate becomes important, and the condensate
boundary broadens. Consequently the visual distinction between the condensate mode
and its incoherent excitations becomes less clear as the chemical potential is reduced. This
affects the early evolution of the system and the onset of the dynamical instability in a
pronounced manner. For the largest chemical potentials considered (µi ≈ 17 − 20~ωr),
the collective (quadrupole) excitations and their breakdown are clearly visible against a
background of incoherent noise resulting from the initial vacuum occupation. For smaller
chemical potentials, although quadrupole oscillations are still visible and the outer cloud
becomes visibly more dense as time proceeds, indicating that material is indeed lost from
the condensate, any ejection of material from the condensate is obscured by the blurred
condensate boundary. Persistent ‘ghost’ vortices can be seen forming in the incoher-
ent region about the condensate periphery very early in the evolution (t ≈ 20 cyc for
µi = 4~ωr). In figure 9.11 we plot the evolution of the field angular momentum per atom
for three different initial chemical potentials13. The most obvious feature is that larger
condensates support more angular momentum per atom, due to increased mean-field ef-
13Note that in each case the initial angular momentum of the field is nonzero, due to the contribution
of the rotating-frame vacuum. However, the angular momentum of the vacuum is quickly dominated by
that of the nascent thermal material.
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Figure 9.11: Evolution of the field angular momentum for various initial chemical poten-
tials.
fects. The evolution of the field angular momentum for the smallest condensate considered
(µi = 4~ωr) reveals the onset of ‘irreversible’ (see section 3.3) coupling of angular mo-
mentum into the field at t ≈ 130 cyc. Inspection of the field-density evolution shows
that vortices begin to be nucleated into the central region of the field at about this time.
We therefore conclude that despite the absence of visible break-up of the condensate, the
unstable quadrupole oscillations still serve to produce the thermal component required to
allow vortices to enter the central (initially) condensed region14.
Thermodynamic parameters
As described in section 9.3.1, a simple analysis based on energetic considerations allows
us to predict the equilibrium temperatures and chemical potentials of our classical-field
solutions, and the dependence of these parameters on the initial chemical potential and
the condensate-band multiplicity of our simulations. In figure 9.12 we plot these analytic
predictions alongside the values obtained using the fitting procedure of section 9.3.1. The
dotted line shows the estimated chemical potential of the (idealised) norm-conserving,
14More generally, outside the dynamically unstable regime (e.g., at lower drive frequencies) the ther-
malisation of the added Wigner noise can eventually lead to the nucleation of vortices due to the thermo-
dynamic instability of the condensate. This pathway to vortex formation is however much slower than
that due to the dynamical instability, as the system must fluctuate over the energetic barrier to vortex
nucleation (see section 2.3.3). In fact, in the absence of any trap anisotropy the angular momentum of
the noise can be sufficient for the condensate to migrate to a state containing a vortex (cf. chapter 6).
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rotating-frame condensate mode, µΩ = µi
√
1− Ω2/ω2r , while the dash-dotted line in-
dicates the estimated equilibrium temperature given by equation (9.9). We note that
despite its approximate (TF-limit) and asymptotic (zero thermal fraction) nature, the
analytical estimate for µ is a reasonable prediction of the measured values. The measured
value of µ is slightly higher than the TF prediction, and this discrepancy appears to in-
crease with increasing µi, while the measured temperature appears consistently smaller
than the analytical prediction at small µi, and exceeds it as the initial chemical poten-
tial is increased. However, the agreement seems very reasonable given the simplicity of
the arguments presented in section 9.3.1, which neglect both the kinetic energy of vortex
cores (TF approximation) [199], the depletion of the condensate population, and all other
effects beyond a linear (Bogoliubov) description. We therefore conclude that our simple
analysis captures the essential physics determining the thermodynamic parameters of the
equilibrium. That is to say, the temperature is determined by the necessity of the system
to redistribute the excess energy of the initial state (as viewed in the rotating frame), and
that no additional heating of the system is required for the system to migrate to a state
containing vortices.
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Vortex-array structure
Perhaps the most striking difference between vortex arrays in simulations of differing
condensate populations is the number of vortices present. As noted in section 9.3.2, the
density of vortices is largely determined by the rotation rate of the condensate and is given
approximately by equation (9.12), and (within the TF approximation) the total number
of vortices in an equilibrium condensate is approximately proportional to the chemical
potential µ.
The stability of a vortex array in equilibrium is determined by the competition between
hydrodynamic and energetic considerations [75] (which favour the crystallisation of a rigid
lattice), and the perturbing effect of thermal fluctuations in the atomic field. Close to zero
temperature these fluctuations are interpreted as the thermal occupation of Bogoliubov
excitations of the underlying vortex-lattice state. As the temperature of a vortex-lattice
state is increased it eventually undergoes a transition to a disordered vortex-liquid state
[93, 242, 110, 37] as the long-range order of the lattice is degraded by thermal fluctuations.
After a long time period, t ∼ 104 trap cycles, all our simulated fields appear to describe
states on the disordered side of this transition. All our solutions have vortices migrating
within the central bulk, and leaving and entering through its periphery. In the smallest
condensates, with the smallest vortex counts (i.e. µi = (4, 5, 6)~ωr with counts Nv ≈
(3, 4, 5)), the vortex array is small enough that quasi-regular configurations of vortices may
occur, in which the vortex positions appear to fluctuate about approximate equilibrium
positions on a triangular (or square) lattice. Such configurations may persist for as long
as ∼ 10 trap cycles, but ultimately break down and give way to new configurations as
vortices cycle in and out of the central, high density region of the field. We interpret
this cycling behaviour as the classical field ‘sampling’ different configurations during its
ergodic evolution15.
Larger vortex arrays appear to be prohibited from forming regular structures over
scales larger than the nearest-neighbour inter-vortex separations (the scale of the ap-
parent order in the smaller condensates). As noted in section 9.3.1, the equilibrium
temperature attained by our simulated atomic fields increases linearly with the initial
chemical potential, and so it seems unlikely that increasing tendency to disordered be-
haviour would abate when the condensate size is increased further. In figures 9.13(a-c)
we plot the coordinate-space densities of vortex arrays of differing sizes, corresponding to
differing initial chemical potentials. Because of their small size compared to the extent
of the condensate, vortex cores are difficult to experimentally image in situ, and so their
15An alternate (and contrary) explanation, that the field is exhibiting quasi-recurrent behaviour in the
manner of [84], seems unlikely given that the trajectories appear to have converged to the temperatures
predicted by the simple analysis presented in section 9.3.1.
208
9.4. Dependence on simulation parameters
presence is typically detected after free expansion of the atom cloud [173] by absorptive
imaging techniques. For condensates in the TF regime the expansion is well described
by a simple scaling of the position-space density [144, 48] (though the vortex core radius
grows in somewhat greater proportion [173]). The Beer-Lambert law [222] for the absorp-
tion of an optical probe, and the assumption of a ground-state (Gaussian) profile in z (see
section 4.1.1) yields for the transmitted intensity of the probe
I(x, y) = I0e
−γ|ψ(x,y)|2 , (9.21)
with I0 the input probe intensity and γ a constant which depends, in general, on the
absorptance of the atomic medium. In figures 9.13(d-f) we plot simulated intensity profiles
obtained using equation (9.21), where we have in each case simply set γ = 2/{|ψ|2}max,
with {|ψ|2}max the peak value of the density occurring in the distribution, so as to best
represent the significant features. This process accentuates both the disparity in optical
depth between the condensate and the outer thermal cloud, and the density fluctuations
in the central condensate region, in contrast to the logarithmic plots (figures 9.13(a-c))
which suppress them. The images show the thermally distorted vortex-array structure
that might be measured in an experiment. The fact that the formation of rigid vortex
lattices here is inhibited by thermal fluctuations, while ordered lattices have been formed
experimentally at comparatively high temperatures [175, 1], suggests that this inhibition
of lattice order may be a manifestation of the well-known susceptibility of two-dimensional
systems to long-wavelength fluctuations [214]. Indeed two theoretical studies [208, 242]
of vortex-lattice melting suggest that the melting temperature is very low in quasi-2D
trapping geometries16.
Damping of vortex motion
While the vortex motion as measured by the mean velocity defined in section 9.3.4 exhibits
the same overall damping behaviour in all our simulations, the damping appears to be
generally nonexponential and quite sensitive to the initial noise conditions. We have
observed additional features (e.g. transient and oscillatory behaviours superposed with the
damping) peculiar to each trajectory. It is therefore difficult to unambiguously quantify
the rates of motional damping in order to compare the dependence on initial chemical
potential, without generating ensemble data for each parameter set, which would be a
very heavy task numerically. We therefore plot in figure 9.14(a) only the behaviour of
three particular trajectories, which indicate at a qualitative level that the vortex motion
16The group of Cornell have performed experiments on the vortex-lattice melting transition in trapped
Bose condensates [155], however the results of these experiments appear to remain unpublished.
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Figure 9.13: (a-c) Coordinate-space densities of the classical fields with initial chemical
potentials µi = 5, 10, 18~ωr at times t = 9900, 9900, 8800 cyc respectively. (d-f) Simulated
absorption images generated from the same densities.
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in the smaller condensates damps to equilibrium more quickly. We note however that the
level of vortex motion that each trajectory damps to shows a clear dependence on the
initial chemical potential. In figure 9.14(b) we plot the mean velocity of vortices over the
period t = 1900–2000 cyc, at which point the vortex motion in each simulation appears
to have essentially relaxed to its equilibrium level. The mean velocity so measured clearly
increases with chemical potential. After comparing the results for varying cutoff at fixed
initial chemical potential (not shown) we conclude that this is likely due to the increase
in equilibrium temperature with increasing initial condensate size.
9.4.2 Cutoff dependence
Of crucial importance in classical-field simulations is the effect of the cutoff energy (and
thus the basis size) upon the system behaviour. The dependence of the simulation results
on the cutoff can only be eliminated by including above-cutoff physics, and no prescrip-
tion for doing so in general nonequilibrium scenarios is currently known. However, the
cutoff ‘height’ is chosen on physical grounds (so that all modes significantly modified by
interactions are included in the dynamics), and so while we expect (e.g.) the equilibrium
temperature to depend on the precise cutoff chosen (see equation (9.9)), we do not expect
the dynamics to differ qualitatively between simulations with different cutoff heights. It
might be expected [170], however, that the cutoff dependence of the temperature will
influence relaxation rates, which depend strongly on the thermal occupation of system
excitations (see, e.g., [82]).
Thermodynamic parameters
In figure 9.15 we plot the temperatures and chemical potentials attained in simulations
with µi = 20~ωr and cutoff heights ER varying over the range 2µi ≤ ER ≤ 3µi. We
note first that while the temperature shows a clear dependence on ER, the chemical
potential appears relatively insensitive to it. The system therefore reaches a chemical
potential closest to that resulting from the idealised transformation of the condensate to a
lattice state without loss of atoms from the condensate mode. The measured temperature
decreases with increasing cutoff as expected, but differs from the T ∝ 1/(M−1) behaviour
predicted for a classical field in the Bogoliubov limit. We attribute this to the constraint
imposed by the low cutoff, which artificially constrains the natural modes of the system,
leading to spurious thermodynamic behaviour. Indeed for ER = 2µ, the classical turning
point rtp ∼ 1.7RTF, where RTF ≈ 7.8r0 is the TF radius of the lattice state, and so the
corruption the quasiparticle mode shapes may be quite pronounced.
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Figure 9.14: (a) Vortex motional damping for three representative choices of initial
chemical potential µi. (b) Mean vortex speed (averaged over the period t = 1900–2000
cyc) as a function of initial chemical potential µi.)
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respectively. Measurement times are indicated as in figure 9.12.
Damping
As noted in section 9.3.4, it is difficult to extract quantitative comparisons of relaxation
rates from the damping of vortex motion. Here we consider the relaxation of another
quantity: the effective chemical potential µp (power spectrum peak) of the vortex liquid,
introduced in section 9.3.3. In figure 9.16, we show the decay of this quantity with time
for three values of the cutoff energy ER. We observe that the damping is reasonably
insensitive to the cutoff. A possible explanation for this behaviour is that as the effect
of lowering the cutoff is to decrease the number of thermally occupied modes in the
system and consequently to increase the temperature of these modes, that these two effects
serve to approximately cancel one another in determining the rates of thermal damping.
An alternate possibility is that the relaxation dynamics of the low energy modes in the
system are relatively insensitive to the precise parameters of the high-energy modes due
to the low dimensionality of the system [209]. It is interesting to note, however, that
the results of the Ketterle group on the formation of vortices in three dimensions [1]
suggest that the rate of relaxation to the lattice state is insensitive to the temperature of
the cloud. Determining the mechanisms underlying this somewhat counterintuitive result
would require an analysis of fully three-dimensional classical-field simulations, and we
leave this heavy computational task for future work.
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Figure 9.16: Decay of the effective chemical potential of the vortex liquid (as defined in
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9.5 Summary
We have carried out the first strictly Hamiltonian simulations of vortex nucleation in
stirred Bose-Einstein condensates. Our approach is free from grid-method artifacts such
as aliasing and spurious damping at high momenta, and carried out to a very high and
well controlled numerical accuracy, enabling a controlled study of field thermalisation and
vortex nucleation within an explicitly Hamiltonian classical-field theory.
Vacuum symmetry breaking.—The importance of symmetry breaking has been highlighted
in previous works [200, 194, 195]. Sampling of initial vacuum noise provides an irreducible
mechanism for breaking the twofold rotational symmetry of the classical-field solution.
Thermalisation.—Resonant excitation of the quadrupole instability evolves the system
from a zero-temperature initial state through a dynamical thermalisation phase in which
a rotating thermal cloud forms. Subsequent vortex nucleation in the remaining condensate
shows that the cloud provides the requisite dissipation to evolve the condensate subsystem
toward a new quasi-equilibrium state in the rotating frame. Although the classical-field
evolution is Hamiltonian, the stochastically evolving high-energy modes of the classical
field provide the thermal-cloud damping that previous authors [254, 200] had identified
as necessary to drive the nucleation of vortices and the relaxation of the vortex array.
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Identifying the thermal cloud.—We have quantified the heating caused by the dynamical
instability, using a range of measures. Spectral analysis of the nonequilibrium classical-
field evolution has been used to identify the condensate chemical potential, and thermal
cloud properties were extracted using a semiclassical fit at high energies. While the chem-
ical potentials of the condensate and emerging thermal cloud are slower to equilibrate, the
moments of inertia, temperature, and angular momentum of the classical field are rapidly
transformed by the instability to those of a rotating, heated Bose gas.
Frustrated crystallisation.—Vortices are seen to nucleate and enter the bulk of the con-
densate but a regular Abrikosov lattice does not form. Instead the vortices distribute
throughout the condensate in spatially disordered vortex-liquid state, consistent with sub-
stantial thermal excitation of an underlying regular vortex lattice state. In this respect our
results are consistent with previous 2D GPE treatments of similar stirring configurations,
which did not observe vortex-lattice crystallisation [80, 171].
We conclude that vortex nucleation by stirring is a finite-temperature effect, which
arises from dynamical thermalisation when initiated from a zero-temperature Bose con-
densate. While we observe vortex nucleation in 2D, the asymptotic absence of lattice
rigidity suggests that the temperature attained in accommodating the excess (rotating-
frame) energy of the initial state is such that vortex lattice crystallisation is inhibited in
this conserving stirring scenario in 2D.
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Conclusion
10.1 Thesis summary
In this thesis, we have conducted extensive studies using the classical-field method for
the description of equilibrium and nonequilibrium finite-temperature degenerate Bose-
gas systems. We have developed new approaches to interpreting the results of classical-
field simulations in equilibrium and nonequilibrium regimes, and we have considered the
finite-temperature dynamics of quantum vortices, their decay and the dynamics of their
formation in the classical-field formalism.
We examined the temporal behaviour of equilibrium classical-field trajectories, and in-
vestigated the relationship between temporal correlations and other measures of coherence
in the field. We demonstrated that on short time scales, the condensate in the field can be
identified as a nonzero first moment of the field in an appropriate phase-rotating frame.
We thus showed how an analogue of the symmetry-breaking assumption typically em-
ployed in mean-field theories of Bose condensation emerges naturally from a classical-field
trajectory. We found that the effective eigenvalue of the condensate mode so obtained
exhibits the expected temperature-dependent relation to the thermodynamic chemical
potential of the field. We also demonstrated the generality of the symmetry-breaking in-
terpretation, by calculating the anomalous thermal-field correlations comprising the pair
matrix, and explicitly constructing the anomalous thermal density of the field, which
we found to have spatial form and temperature dependence in good agreement with the
results of mean-field theories.
Turning our attention to the dynamics of quantum vortices in finite-temperature
classical-field theory, we showed that equilibrium precessing-vortex configurations of the
classical field could be obtained from the ergodic evolution of classical-field trajectories
constrained to a finite conserved angular momentum. These simulations each exhibited a
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quantum vortex precessing in rotational equilibrium with the rotating thermal component
of the field, naturally realising the balance of coherent and frictional forces on the vortex.
We found that as an off-axis vortex state breaks the rotational symmetry of the Hamil-
tonian, the vortical condensate mode is fragmented over angular momentum eigenmodes
in the formal microcanonical correlations of the field. We demonstrated by abandoning
formal microcanonical (ergodic) averages, and instead considering the field fluctuations
on shorter time scales, that the symmetry-broken condensate orbital is revealed by its
coherent, number-fluctuation-suppressed statistics. In addition, this approach revealed
the thermal core-filling of the vortex, and produced also the spurious (Goldstone) mode
corresponding to the broken rotational symmetry, which we found to have anomalous
fluctuation statistics appropriate to its spurious nature. We showed that the angular
momentum of the condensed mode decreases dramatically with increasing field energy
(and thus temperature) at fixed overall angular momentum of the field, and that the vor-
tex precessional radius and frequency correspondingly increase until the vortex leaves the
condensate. We demonstrated that the decomposition of the classical field into condensed
and noncondensed parts on the basis of our short-time analysis allowed us to calculate
the rotational properties of each component, and we found qualitative agreement between
the angular velocity of the thermal cloud and the precessional frequency of the vortex.
We then applied this methodology to a nonequilibrium scenario of Bose-field dynam-
ics: the arrest of a finite-temperature precessing-vortex configuration by a fixed trap
anisotropy. Our classical-field approach provided the first simulations of vortex arrest
which include the coupled nonequilibrium dynamics of the condensate and thermal cloud,
describing the migration of an equilibrium rotating finite-temperature field configuration
to a new, irrotational equilibrium, due to the action of an externally applied potential.
Decomposing the nonequilibrium field into condensed and noncondensed components, we
observed the dynamics of angular momentum exchange between the condensate and ther-
mal cloud, and the loss of angular momentum from the field due to the trap anisotropy.
We found that the anomalous rotational response of the single-vortex state leads to a
counter-intuitive spin-up of both the condensate and the thermal component during the
decay, and we observed nonequilibrium oscillations in the transfer of angular momentum
between the two components. We quantified the heating of the atomic field during its
relaxation, and found it to be commensurate with the conversion of rotational kinetic en-
ergy into thermal energy during the arrest of the field’s rotation. By varying the severity
of the trap anisotropy, we altered the relative strength of the cloud-trap coupling, and ob-
served qualitatively different regimes of decay. We found that for weak trap anisotropies,
the thermal field persists in a long-lived nonequilibrium steady state, with rotation rate
intermediate between that of the condensate and that of the static trap. We observed in
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this regime the slow loss of angular momentum from the condensate mode while the an-
gular momentum of the thermal field remained approximately constant, until the vortex
neared the condensate boundary. For stronger trap anisotropies, we observed strongly
nonequilibrium dynamics, in which the angular momentum of the thermal cloud may be
almost entirely depleted before the condensate responds. Comparing the relaxation of the
thermal field following the loss of the vortex from the condensate across simulations with
different ellipticities, we found the scaling of the cloud spin-down time with ellipticity to
be in good agreement with the predictions of a Boltzmann-gas model, demonstrating that
our classical-field treatment correctly describes the dynamics of the thermal material.
Finally, we considered the problem of the stirring of condensates to produce vortex
lattices. While there has been extensive theoretical work to describe the condensate-
stirring experiments, there remain many problems with previous treatments. We there-
fore considered the problem within our classical-field approach, in order to obtain a more
comprehensive and unified treatment. We simulated the stirring of quasi-two-dimensional
condensates that were initially at zero temperature, and we included a representation of
vacuum fluctuations in the initial conditions. We showed that material spontaneously
ejected from the condensate bulk during its dynamic instability quickly comes to a local
rotational and thermal equilibrium, forming a rotating thermal cloud which drives the
growth of condensate surface modes, leading to the nucleation of vortices. We showed
that the motion of the initially turbulent swarm of vortices admitted into the central bulk
of the field in this process is slowly damped by the frictional effect of the thermal field.
We characterised the evolution of the thermodynamic parameters of the field during this
relaxation process, and showed that the equilibrium temperature of the field is well pre-
dicted by simple energy-conservation arguments. We found that the heating of the field
is such that the vortices in this two-dimensional scenario are prohibited from crystallising
into a rigid lattice by thermal fluctuations, and instead form a disordered vortex liquid.
We showed that the disordered motion of vortices in this phase destroys true conden-
sation in the equilibrium field, but demonstrated that the quasi-coherent vortex liquid
could be distinguished from the remaining thermal component of the field by its temporal
correlations.
10.2 Directions for future work
The approaches to characterising the coherence of the classical field by its temporal cor-
relations we have developed in this thesis provide a useful extension of the classical-field
method. It would be interesting to further develop this approach to obtain classical-field
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analogues of temporal correlation functions, such as the one-body Green’s functions, that
appear in more traditional descriptions of Bose-condensation. It would also be helpful to
derive formal signatures of (e.g.) quasicondensation and other more subtle coherence fea-
tures in terms of the temporal correlations of classical-field trajectories. In our approach
we have exploited the effective breaking of the phase symmetry by the condensate orbital
to define an anomalous averaging operation. In principle, however, we expect all mean-
ingful spatial (or modal) correlations of the equilibrium field to be able to be expressed in
terms of observable combinations of classical-field variables; i.e., combinations which are
invariant under global gauge rotations of the classical-field phase. It would therefore be of
interest to furnish a characterisation of the anomalous classical-field fluctuations in such
terms. It would also be interesting to see if the normal modes of the classical-field can be
obtained from these correlations, and moreover to calculate (for example) the triplet cor-
relations which are related to the scattering of particles in and out of the condensate mode,
and the higher cumulants of the field which characterise the beyond-Gaussian corrections
to the field fluctuations we might expect to find in the nonperturbative classical-field
description.
The simulations of vortex dynamics in this thesis are restricted to quasi-2D systems,
and we have considered only a strictly Hamiltonian description of the low-energy coherent
region. The extension of the Gauss-Laguerre quadrature technique for rotating systems
to a 3D method would allow us to consider the more complicated dynamics of vortex
lines of finite extent. The extension to three dimensions is conceptually trivial due to the
separable nature of the eigenstates of the single-particle Hamiltonian, however, the calcu-
lations would be significantly more demanding numerically. This extension would allow
us to study the 3D dynamics of condensate stirring, and to ascertain the role of dimen-
sionality in the vortex-lattice relaxation process. The inclusion of a mean-field description
of above-cutoff atoms would extend the equilibrium rotating-frame PGPE method to al-
low quantitative comparisons with experiments. The inclusion of the dynamics of the
above-cutoff region and its coupling to the coherent region in nonequilibrium regimes
such as the vortex arrest and condensate stirring scenarios remains an outstanding goal
for the classical-field methodology. It would also be interesting to further characterise the
equilibrium vortex-liquid phase, identify the lattice-liquid and liquid–normal-fluid phase
boundaries, and map out the (classical) phase diagram of the rotating Bose gas. Finally,
it would be interesting to see what insights into nonequilibrium and steady-state turbu-
lence in degenerate Bose-gas systems can be obtained from the family of classical-field
methods.
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Condensation in the noninteracting
classical field
In this appendix we illustrate the analogy between the classical-field system and the
Bose-field system by considering the thermodynamics of the classical-field distribution.
Specifically, we consider the noninteracting limit of the classical field, and derive its
transition temperature and the temperature dependence of the condensed fraction of the
field.
Our approach here follows the discussion of the noninteracting Bose gas presented in
section 2.2.1. We introduce the classical-field distribution (see section 3.3.2)
fCF(ν) =
kBT
ν − µΘ(ER − ν), (A.1)
where µ is the chemical potential, ν is the energy of a particular single-particle level, ER
is the cutoff energy, and Θ(x) denotes a Heaviside function. As in the case of the full Bose
distribution, the occupation of the ground level fCF(0 ≡ 0) becomes negative for µ > 0,
and so we require µ ≤ 0. Consequently the population of any excited state (below the
cutoff) is bounded from above: fCF(ν) ≤ kBT/ν . The critical temperature is thus that
temperature at which the population of excited states is equal to the total classical-field
population N , for µ = 0. We follow [60, 204] by making the semiclassical approximation;
i.e., we neglect the discrete level structure of the single-particle energy, and treat it as a
continuous variable, introducing the general density of states g() = Cα
α−1, and we find1
N =
∫ ER
0
d g()
kBTc

=
CαE
α−1
R kBTc
α− 1 . (A.2)
1For α > 1, the condensate (with  = 0) does not contribute to the integral, and so we can safely take
the lower bound of the integral to zero (see discussion in reference [197]).
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The critical temperature of the classical field is therefore
kBTc =
α− 1
CαE
α−1
R
N, (A.3)
which, of course, depends explicitly on the cutoff energy ER. We note that, as in the
case of Bose statistics, the integral diverges for α ≤ 1. Recalling that α = d/2 − 1 for
a d-dimensional homogeneous system and α = d − 1 for a d-dimensional harmonic trap
[203], the classical-field thermodynamics thus preserve the result of the full Bose system
that no condensation occurs in a homogeneous system for d ≤ 2, nor in a 1-dimensional
harmonic trap, in the thermodynamic limit. Moreover, the excited-state population at a
temperature T < Tc is given by expression (A.2) with Tc → T , and we thus find
N0
N
= 1− T
Tc
, (A.4)
as found by Connaughton et al. [57] for the homogeneous classical-wave system in three
dimensions. We note, however, the somewhat surprising result that the relation (A.4) is
independent of geometry and dimensionality, provided that the integral in (A.2) converges.
In the limit that the distribution fCF(ν) coincides with the true Bose-Einstein distribution
throughout the below-cutoff region, the corresponding above-cutoff population of course
rapidly increases with temperature [64], and depends explicitly on the geometry, so that
the correct geometry-dependent scaling is regained for the fraction N0/(N +Nabove).
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Interaction-picture integration
algorithms
In this appendix we review the interaction-picture methods for the temporal integration of
Gross-Pitaevskii-like equations. These methods are all descendants of the original RK4IP
algorithm developed by Ballagh [17], and the adaptive ARK45-IP variant of the algorithm
due to Davis [63].
B.1 The RK4IP algorithm
The fundamental issue we face in evolving (nonlinear) Schro¨dinger-like equations is the
efficient evaluation of operators which are nonlocal in their action on the wave function.
A key observation is that the operators which are nonlocal in position space are typically
local in momentum space; for example, the Laplacian −∇2 becomes the multiplication
k2× in momentum space. This observation forms the basis for Fourier-based integration
methods, such as the symmetrised split-step method (see [141] and references therein),
which alternates between the two representations of the wave function, applying operators
which are local in each space. The original RK4IP algorithm [17] is in essence an efficient
extension of the split-step method, in which the Fourier transform is used to transform
to an interaction picture with respect to the Laplacian, and the effect of the remaining
operators (which are usually local) is evaluated in this picture, using a standard Runge-
Kutta approach. In general, projected Gross-Pitaevskii equations are formulated in a
Galerkin approach, i.e., the field is propagated in the representation which diagonalises
the Laplacian, or some more general base Hamiltonian H0 (see section 4.1.2). In such
cases the basis amplitudes are transformed to the interaction picture with respect to
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H0, exploiting its diagonal form in this representation, and the effect of the remaining
(projected) terms on the basis amplitudes is evaluated in this interaction picture.
B.1.1 Fourth-order Runge Kutta
Runge-Kutta (RK) methods form a standard approach [215] for the integration of a system
of differential equations
dx
dt
= f
(
x, t
)
, (B.1)
in steps of ∆t. To advance the solution of equation (B.1) from x(ti) to x(ti + ∆t), the
fourth-order RK method calculates four estimates of the function change over the interval
[ti, ti + ∆t]
k1 = ∆tf
(
x(ti), ti
)
(B.2a)
k2 = ∆tf
(
x(ti) + k1/2, ti + ∆t/2
)
(B.2b)
k3 = ∆tf
(
x(ti) + k2/2, ti + ∆t/2
)
(B.2c)
k4 = ∆tf
(
x(ti) + k3, ti + ∆t
)
, (B.2d)
and averages these to produce the final estimate
x(ti + ∆t) = x(ti) +
[
k1 + 2(k2 + k3) + k4
]
/6. (B.3)
The error term in this estimate is of order (∆t)5, and the method is therefore fourth-order
accurate.
B.1.2 RK4IP
The projected-GP equations we wish to solve are of the general form
i
dc
dt
= H0c + Gˆ(t)c, (B.4)
where the vector c lists all the mode coefficients cj, and the nonlinear operator Gˆ(t)
includes the projected nonlinear interaction term and possibly some other perturbing term
(see section 3.2.2). The integration relies on the transformation of the mode coefficients
to an interaction picture with origin at some time t0, i.e.
cI(t) = eiH0(t−t0)c(t). (B.5)
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The resulting differential equation in the interaction picture is
i
dcI
dt
= GˆIcI, (B.6)
where the interaction-picture nonlinear operator
GˆI(t) = eiH0(t−t0)Gˆe−iH0(t−t0). (B.7)
For each step c(ti) → cI(ti + ∆t) of the integration, we choose a new interaction-picture
origin t0, transform to the interaction picture, evaluate the four Runge-Kutta slopes ki,
and transform back. A considerable simplification is obtained by choosing the interaction
picture origin t0 = ti + ∆t/2, so that the nonlinear operator need not be transformed to
evaluate the midpoint slopes k2 and k3
1. The resulting algorithm is
cI(ti) = e
−i(∆/2)H0c(ti) (B.8a)
k1 = e
−i(∆t/2)H0[−i∆Gˆ(ti)]c(ti) (B.8b)
k2 = −i∆tGˆ(ti + ∆t/2)
[
cI(ti) + k1/2
]
(B.8c)
k3 = −i∆tGˆ(ti + ∆t/2)
[
cI(ti) + k2/2
]
(B.8d)
k4 = −i∆tGˆ(ti + ∆t)e−i(∆t/2)H0
[
cI(ti) + k3] (B.8e)
c(ti + ∆t) = e
−i(∆t/2)H0{cI(ti) + [k1 + 2(k2 + k3)]/6}+ k4/6. (B.8f)
We note also that this fixed-step-size interaction-picture RK approach can be adapted to
the integration of stochastic differential equations [101].
B.2 The ARK45-IP algorithm
One issue with the fixed-step-size RK4IP method presented in section B.1.2 is that of
choosing the appropriate step size ∆t. A step size which is too large leads to numerical
inaccuracy and ultimately to the failure of the integration algorithm to produce the correct
dynamics for the classical field. However, the necessity of choosing a sufficiently short
time step must be contrasted with the dependence of the total simulation time on the
step size. In general, one would like to take the largest step size which is still consistent
with accurate integration of the field trajectory. Choosing such a step size is particularly
1In the original RK4IP implementation the solution was propagated in real space, and so the
interaction-picture transformation eiH0t was the most numerically demanding task. By contrast, the
modern implementations propagate the solution in the spectral basis so that the application of Gˆ is the
numerically demanding operation.
225
Appendix B. Interaction-picture integration algorithms
difficult in nonequilibrium scenarios such as we consider in chapters 7 and 9, in which
the composition of the field (e.g., the occupation of high-energy modes) and thus the
appropriate step size may change during the evolution of the field. This issue can be
solved by using an adaptive-step-size algorithm, which allows one to choose an accuracy
tolerance at the beginning of the integration. Throughout the integration the adaptive
algorithm then shortens or lengthens the step size so as to always take the largest step
consistent with the prescribed accuracy requirement.
B.2.1 Adaptive Runge-Kutta
This algorithm is a generalisation of the RK method, based on the notion of calculating
slopes of the function at trial midpoints that can be combined to give two estimates of
the function value at the step endpoint x(ti + ∆t), of two different orders. By comparing
these two estimates we thus obtain a measure of the truncation error in the higher-order
estimate, and this allows us to choose after each step how to proceed with the integration;
i.e., whether to accept the step, or reject the step and make a second attempt with a
shortened step size. The most common adaptive RK algorithm is based on the fifth-order
RK formula of form
k1 = ∆tf
(
x(ti), ti
)
(B.9a)
k2 = ∆tf
(
x(ti) + b21k1, ti + a2∆t
)
(B.9b)
· · ·
k6 = ∆tf
(
x(ti) + b61k1 + · · ·+ b65k5, ti + a6∆t
)
(B.9c)
x(ti + ∆t) = x(ti) + d1k1 + d2k2 + d3k3 + d4k4 + d5k5 + d6k6, (B.9d)
where the ai, bij, and di are rational-number coefficients
2. The key point is that having
evaluated the slopes ki, a fourth-order estimate
x˜(ti + ∆t) = x(ti) + d˜1k1 + d˜2k2 + d˜3k3 + d˜4k4 + d˜5k5 + d˜6k6, (B.10)
can also be obtained. The difference between the two is then taken as an estimate of the
truncation error in the fifth-order estimate x(ti+∆t). Since x(t) is in general a vector, we
choose some summary statistic such as (for example) ∆m = max
j
{|x˜j(ti+∆t)−xj(ti+∆t)|}
as an estimate of the error. With a given error tolerance ∆tol in mind, we can use the
expectation that ∆m scales as h
5 to deduce the step size that should be taken. If the error
2The particular values of these coefficients that we use here are the Cash-Karp values, which are
tabulated in reference [215].
226
B.2. The ARK45-IP algorithm
is too large, the step size is reduced, while if it is smaller than the required tolerance, the
step size can be safely expanded. We are thus lead to choose the step size according to
∆tn+1 =
 S∆tn
∣∣∣∆tol∆m ∣∣∣1/5 ∆m ≤ ∆tol
S∆tn
∣∣∣∆tol∆m ∣∣∣1/4 ∆m > ∆tol. (B.11)
The safety factor S here is a coefficient a few percent smaller than unity, and the rationale
for the choice of exponents in equation (B.11) is given in reference [215].
B.2.2 ARK45-IP
The ARK45-IP algorithm is due to Davis [63], and provides an adaptive variant of the
RK4IP algorithm, by applying the formula of equations (B.9a-B.11) in the interaction
picture with respect to H0. The resulting algorithm is more complicated than the fixed-
step RK4IP algorithm, due to the range of intermediate times ai∆t at which the RK slopes
are evaluated. Thus no simplifications of the interaction-picture transformations can in
general be made in this case. However due to the comparatively light numerical load of
applying the operator ei(ai∆t)H0 in the spectral representation (in which it is diagonal),
this is of little concern. The algorithm for the fifth-order estimate is of the general form
k1 = −i∆tGˆ(ti)c(ti) (B.12a)
k2 = e
−i(a2∆t)H0
[
−i∆tGˆ(ti + a2∆t)
]
ei(a2∆t)H0
[
c(ti) + b21k1
]
(B.12b)
· · ·
k6 = e
−i(a6∆t)H0
[
−i∆tGˆ(ti + a6∆t)
]
ei(a6∆t)H0
×[c(ti) + b61k1 + b62k2 + b63k3 + b64k4 + b65k5] (B.12c)
c(ti + ∆t) = c(ti) + d1k1 + d2k2 + d3k3 + d4k4 + d5k5 + d6k6, (B.12d)
and the fourth-order estimate is
c˜(ti + ∆t) = c(ti) + d˜1k1 + d˜2k2 + d˜3k3 + d˜4k4 + d˜5k5 + d˜6k6. (B.13)
In practice we form the single error estimate
∆m = max
j
{ |cj − c˜j|2
|cj|2
}
, (B.14)
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where we only consider those mode elements cj such that |cj|2 > 10−3 max{|ci|2}, and
thus either accept the step and increase ∆t, or reject the step and decrease ∆t, according
to (B.11), with safety factor S = 0.92 [63].
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Appendix C
Quadrature methods for the PGPE
In this appendix we show how Gaussian quadrature rules can be used to efficiently and
accurately evaluate the integrals which appear in the spectral-Galerkin representation
of the PGPE. We closely follow the development presented by Blakie [27] and Bradley
[37, 34].
C.1 Gaussian quadrature rules
A Gaussian quadrature rule is a means of approximation an integral by a discrete sum,
i.e. ∫ b
a
dxW (x)f(x) ≈
N∑
j=1
wjf(xj), (C.1)
where W (x) is some weight function, and the wj are the quadrature weights corresponding
to the abscissas xj that define the appropriate quadrature grid, which is in general not
evenly spaced. A particularly nice feature of such Gaussian quadrature rules is that in the
case that f(x) is a polynomial, the quadrature-rule order N can be chosen such that the
approximate correspondence of equation (C.1) becomes exact. Such quadrature rules have
deep connection with the theory of orthogonal polynomials: given a domain of integration
[a, b], weight function W (x), and set of polynomials {pj(x)} which are orthonormal with
respect to the weighted integral on this domain, i.e.
〈pi|pj〉 ≡
∫ b
a
dxW (x)pi(x)pj(x) = δij, (C.2)
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the N roots of pN(x) are precisely the N abscissas xj for the quadrature rule on [a, b]
with weight W (x). The corresponding weights are given by
wj =
〈pN−1|pN−1〉
pN−1(xj)p′N(xj)
, (C.3)
where p′N(xj) is the derivative of pN(x) evaluated at xj. For a quadrature rule of order
N , the substitution (C.1) is then exact for all general polynomials of degree 2N − 1 or
less.
For example, for the particular weight function W (x) = e−x
2
and domain of integration
(−∞,∞), the corresponding orthogonal polynomials are the Hermite polynomials defined
by
H0(x) = 1 (C.4a)
H1(x) = 2x (C.4b)
Hj+1(x) = 2xHj(x)− 2jHj−1(x), (C.4c)
and the corresponding rule (C.1) is the Gauss-Hermite quadrature rule. The quadrature
abscissas and corresponding weights for this rule are tabulated in (e.g.) [3].
C.2 Hermite quadratures for harmonic confinement
In this section we describe the Gauss-Hermite quadrature method for evaluating the
(projected) nonlinear term in the nonrotating PGPE. This discussion closely follows that
of Blakie [27].
C.2.1 Application to the PGPE
We begin with the dimensionless PGPE
i∂tψ = H0ψ + P
{
U0|ψ|2ψ
}
, (C.5)
where the dimensionless base Hamiltonian
H0 =
−∇2
2
+
1
2
(
λ2xx
2 + λ2yy
2 + λ2zz
2
)
. (C.6)
For simplicity, we follow Blakie [27] in considering the isotropic case λx = λy = λz = 1.
The extension to anisotropic harmonic trapping is straightforward. As the Hamiltonian
H0 can be separated into additive parts corresponding to the single-particle degrees of
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freedom in each of the spatial dimensions, i.e. H0 = H0x + H0y + H0z, the eigenstates
of H0 are separable, i.e. ϕn(x) = φα(x)φβ(y)φγ(z), where (e.g.) the eigenstates φα(x) of
H0x are such that [
−1
2
d2
dx2
+
1
2
x2
]
φα(x) = αφα(x), (C.7)
where the eigenvalues α = α +
1
2
, so that the eigenvalues of H0 are
n = α + β + γ. (C.8)
The eigenfunctions themselves are of form
φα(x) = hαHα(x)e
−x2/2, (C.9)
where the normalisation coefficient
hα =
1√
2αα!
√
pi
, (C.10)
and the Hα(x) are the Hermite polynomials (equations (C.4-C.4c)). The coherent region
can thus be defined
C ≡ {α, β, γ : α + β + γ ≤ ER}, (C.11)
and the maximum allowed value of each of α, β, γ is therefore
αmax = ER − 3
2
, (C.12)
yielding M = αmax +1 distinct eigenstates in each dimension. The equation (C.11) defines
the coherent region C as a pyramidal volume in αβγ space, which thus encloses a volume
(i.e., number of modes) M≈ (1/6)M3. Our task in evaluating the nonlinear potential is
therefore that of evaluating the integral
Gαβγ[ψ(x)] =
∫
dxφ∗α(x)φ
∗
β(y)φ
∗
γ(z)|ψ(x)|2ψ(x). (C.13)
The important point is that, given the restriction (C.11) on the single-particle modes from
which ψ(x) is constructed, we have
ψ(x) = Q(x, y, z)e−(x
2+y2+z2)/2, (C.14)
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where Q(x, y, z) is a polynomial
Q(x, y, z) =
∑
αβγ∈C
cαβγhαhβhγHα(x)Hβ(y)Hγ(z), (C.15)
of maximum degree M − 1 in each of x, y, and z. As a result, the nonlinear integral is of
form
Gαβγ =
∫
dx e−2(x
2+y2+z2)Pαβγ(x, y, z), (C.16)
where
Pαβγ(x, y, z) = hαhβhγHα(x)Hβ(y)Hγ(z)|Q(x, y, z)|2Q(x, y, z), (C.17)
is therefore of maximum degree 4(M − 1) in each of x, y, and z. Correspondingly, the
integral Gαβγ is of the appropriate form for Gauss-Hermite quadrature, and can therefore
be evaluated exactly using a three-dimensional spatial grid of size 2(M − 1)× 2(M − 1)×
2(M − 1) points, i.e.
Gαβγ =
∑
ijk
wiwjwkPαβγ(xi, xj, xk), (C.18)
where the xi and wi are respectively the roots and weights of the one-dimensional Gauss-
Hermite quadrature, with weight function w(x) = exp(−2x2) (see e.g., [3]).
The procedure for evaluating the projection of the nonlinear term is thus as follows:
1. Transform the field from the coefficient representation {cαβγ} to a spatial represen-
tation on the quadrature grid {xijk}, according to
ψ(xijk, t) =
∑
αβγ∈C
UiαUjβUkγcαβγ(t), (C.19)
where the (precomputed) transformation matrices are simply the 1D basis states
evaluated at the quadrature grid points, i.e.
Uiα = φα(xi). (C.20)
2. Construct the integrand on the quadrature grid, by dividing by the weight function
and premultiplying by the weights
g(xijk) = wiwjwke
2|xijk|2|ψ(xijk, t)|2ψ(xijk, t). (C.21)
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3. Complete the integration by transforming back
Gαβγ =
∑
ijk
U∗iαU
∗
jβU
∗
kγg(xijk). (C.22)
C.3 Laguerre quadratures for the rotating system
In this section we describe the evaluation of the projected terms in the two-dimensional
rotating-frame PGPE, including the evaluation of an elliptic perturbing-potential term.
This discussion closely follows that of Bradley [34, 35]
C.3.1 Nonlinear term
We begin with the dimensionless PGPE
i∂tψ = H0ψ + P
{
U2D|ψ|2ψ
}
, (C.23)
where the dimensionless rotating-frame base Hamiltonian
H0 = − 1
2r
∂
∂r
r
∂
∂r
− 1
2r2
∂2
∂θ2
+
r2
2
+ iΩ
∂
∂θ
, (C.24)
with rotation frequency 0 ≤ Ω < 1. The eigenstates of H0 are
Ynl(r, θ) =
√
n!
pi(n+ |l|)!e
ilθr|l|e−r
2/2L|l|n
(
r2
)
, (C.25)
where Lmn (x) denotes the associated Laguerre polynomials, defined by
L
(α)
0 (x) = 1 (C.26a)
L
(α)
1 (x) = −x+ α + 1 (C.26b)
nL(α)n (x) = (2n+ α− 1− x)L(α)n−1(x)− (n+ α− 1)L(α)n−2(x). (C.26c)
The eigenvalues of the modes Ynl(r, θ) are
ωnl = 2n+ |l| − Ωl + 1. (C.27)
Introducing the quantity N¯ such that ER = ~ωr(N¯ + 1), the coherent region can be
defined by
C =
{
n, l : 2n+ |l| − Ωl ≤ N¯} . (C.28)
233
Appendix C. Quadrature methods for the PGPE
The ranges of allowed quantum numbers (n, l) are thus
0 ≤ n ≤
[
N¯
2
]
, (C.29)
−l−(n) ≡
[
N¯ − 2n
1 + Ω
]
≤ l ≤
[
N¯ − 2n
1− Ω
]
≡ l+(n), (C.30)
where [· · · ] represents the floor function. The projected wave function is therefore
ψ(r, θ) =
[N¯/2]∑
n=0
l+(n)∑
l=−l−(n)
cnlYnl(r, θ). (C.31)
Our task in evaluating the nonlinear potential is thus that of evaluating
Fnl[ψ(r, θ)] =
∫ 2pi
0
dθ
∫ ∞
0
dr r Y ∗nl(r, θ)|ψ(r, θ)|2ψ(r, θ), (C.32)
A change of variables x = r2 gives
Fnl =
1
2pi
∫ 2pi
0
dθ e−ilθ
∫ ∞
0
dx
∣∣ψ(√x, θ)∣∣2 ψ(√x, θ)Φnl(x) pi, (C.33)
where
Φnl(x) =
√
n!
pi(n+ |l|)!e
−x/2x|l|/2L|l|n (x), (C.34)
and
ψ(
√
x, θ) =
∑
nl
cnle
ilθΦnl(x). (C.35)
The integral to compute is thus of form
I =
1
2pi
∫ 2pi
0
dθ e−ilθ
∫ ∞
0
dx e−2xQ(x, θ), (C.36)
where Q(x, θ) is a polynomial in x and eiθ of a maximum order constrained by the cut-
off. As ψ is a (Laurent) polynomial in eiθ of maximum positive order l+ = l+(0) and
maximum negative order l− = l−(0), the function Q(θ) will in general contain all powers
(eiθ)q where −2(l− + l+) ≤ q ≤ 2(l+ + l−). The angular integral can thus be evaluated
exactly as a discrete Fourier transform (DFT), discretising θ as θj = j∆ = j2pi/Nθ, for
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j = 0, 1, · · · , Nθ − 1, where Nθ ≡ 2(l+ + l+) + 1, to give
∫ 2pi
0
dθ e−ilθQ(x, θ) =
2pi
Nθ
Nθ−1∑
j=0
e−i2pijl/NθQ(x, θj). (C.37)
To perform the radial integral, we note that the radial part of ψ is of the form e−x/2P (x),
where P (x) is a polynomial of at most order l+/2, and the radial integrand is thus of
maximum order 2l+ = 2[N¯/(1− Ω)]. The radial integral is therefore of form
Ir =
∫ ∞
0
dx e−2xQ(x, θ), (C.38)
where Q(x) is of order at most 2[N¯/(1 − Ω)]. The integral Ir is thus of the appropriate
form for Gauss-Laguerre quadrature, and can therefore be evaluated exactly on a grid with
Nx ≡ [N¯/(1−Ω)] + 1 points xk, which are the roots of the (simple) Laguerre polynomial
LNx(x) with corresponding weights wk, which are tabulated in (e.g.) reference [56], and
we have
Ir =
1
2
Nx∑
k=1
wkQ(xk/2, θ). (C.39)
Combining the two quadrature rules we find
Fnl =
Nx∑
k=1
w˜kΦnl(xk/2)
1
Nθ
Nθ−1∑
j=0
e−i2pijl/Nθ
×
∣∣∣ψ(√xk/2, θj)∣∣∣2 ψ(√xk/2, θj), (C.40)
where we have grouped the weights as w˜k = piwke
xk/2. Once the radial parts of the basis
modes are precomputed at the quadrature abscissas
P
|l|
kn = Φn|l|(xk/2), (C.41)
we have the following procedure:
1. Perform the radial part of the transformation from the coefficient representation
{cnl} to the spatial representation
χkl =
[N¯/2]∑
n=0
P
|l|
kncnl. (C.42)
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2. Construct the position-space field at the quadrature points Ψkj using the DFT, after
zero padding χkl to length Nθ in the l index, χ˜kl ≡ padl(χkl, Nθ),
Ψkj = ψ
(√
xk/2, θj
)
=
Nθ−1∑
l=0
χ˜kle
i2pijl/Nθ . (C.43)
3. Form the integrand
Ξkj = |Ψkj|2Ψkj. (C.44)
4. Perform the azimuthal part of the inverse transform by DFT
Θkl =
1
Nθ
Nθ−1∑
j=0
Ξkje
−i2pijl/Nθ . (C.45)
5. Perform the radial part of the inverse transform by Gauss-Laguerre quadrature
Fnl =
Nx∑
k=1
w˜kΘklP
|l|
kn. (C.46)
C.3.2 Elliptic trap anisotropy
The general form of the elliptic potential anisotropy we need to compute (chapters 7 and
9) is
V(r, θ) = − 
2
r2 cos(2θ). (C.47)
The corresponding term in the PGPE is
Hnl = − 
2
∫ 2pi
0
dθ
∫ ∞
0
dr r3 Y ∗nl(r, θ)|ψ(r, θ)|2ψ(r, θ); (C.48)
making the change of variables x = r2, we have
Hnl = − 
4pi
∫ 2pi
0
dθ e−ilθ cos(2θ)
×
∫ ∞
0
dx xΦnl(x)ψ
(√
x, θ
)
pi. (C.49)
236
C.3. Laguerre quadratures for the rotating system
The integral to evaluate is therefore of the form
Hnl =
1
4pi
∫ 2pi
0
dθ e−ilθ cos(2θ)
∫ ∞
0
dx e−xQ(x, θ), (C.50)
where Q(x, θ) is a polynomial in x and eiθ of order determined by the cutoff. Due to the
constraint on the powers of eiθ that appear in ψ(
√
x, θ), the function Q(x, θ) will in general
contain all powers (eiθ)q where −l¯− ≤ q ≤ l¯+. As a result the total radial integrand will
in general contain all powers −(l¯− + l¯+ + 2) ≤ q ≤ (l¯− + l¯+ + 2), and the integral can
thus be carried out on an azimuthal grid of N
(2)
θ = l¯− + l¯+ + 3 points, discretising θ as
θ
(2)
j = j∆θ
(2) = j2pi/N
(2)
θ , 0 ≤ j ≤ N (2)θ −1. The azimuthal integral can thus be evaluated
as the DFT
∫ 2pi
0
dθ e−ilθ cos(2θ)Q(x, θ) =
2pi
N
(2)
θ
N
(2)
θ −1∑
j=0
e−i2pijl/N
(2)
θ cos
(
2θ
(2)
j
)
Q
(
x, θ
(2)
j
)
. (C.51)
To perform the radial integral, we note that the radial part is of the form e−xQ(x, θ),
where Q is of maximum order l¯+ in x. The radial integral can therefore be computed
exactly using a Gauss-Laguerre quadrature rule of order N
(2)
x ≡ [l¯+/2] + 1. The radial
integral is thus ∫ ∞
0
dx e−xQ(x, θ) =
N
(2)
x∑
k=1
w
(2)
k Q
(
x
(2)
k , θ
)
, (C.52)
where the x
(2)
k are the roots of LN(2)x (x), and w
(2)
k are the corresponding weights [56].
Combining the two quadrature rules we thus find
Hnl = − 
2
N
(2)
x∑
k=1
w˜
(2)
k Φnl
(
x
(2)
k
) 1
N
(2)
θ
N
(2)
θ −1∑
j=0
e−i2pijl/N
(2)
θ
× cos(4pijl/N (2)θ )ψ(√x(2)k , θ(2)j ), (C.53)
where we have grouped the weights as w˜
(2)
k = piw
(2)
k e
x
(2)
k /2. Once the modes are precom-
puted at the quadrature abscissas
P
|l|
kn = Φn|l|
(
x
(2)
k
)
, (C.54)
we have the following procedure:
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1. Perform the radial part of the transformation
χkl =
[N¯/2]∑
n=0
P
|l|
kncnl. (C.55)
2. Construct the position-space field at the quadrature points, after zero padding χkl
to length N
(2)
θ in the l index, χ˜kl ≡ padl(χkl, N (2)θ ),
Ψkj =
N
(2)
θ −1∑
l=0
ei2pijl/N
(2)
θ χ˜kl. (C.56)
3. Apply the perturbing potential to form the integrand
Γkj = Ψkjx
(2)
k cos
(
2θ
(2)
j
)
. (C.57)
4. Perform the azimuthal part of the inverse transform by DFT
Θkl =
2
N
(2)
θ
N
(2)
θ −1∑
j=0
Γkje
−i2pijl/N(2)θ . (C.58)
5. Perform the radial part of the inverse transform to evaluate the Gauss-Laguerre
quadrature
Hnl = − 
2
N
(2)
x∑
k=1
w˜
(2)
k ΘklP
|l|
kn. (C.59)
The orders of quadrature rules used here are significantly smaller than those used for the
evaluation of the nonlinear term, and consequently the computational load increase due
to the inclusion of the trap anisotropy over that of the base method is of order 25− 50%,
depending on the rotation rate and cutoff height (see section 4.2).
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Semiclassical fitting function
In order to estimate the thermodynamic parameters of the classical field, we assume an
approximate semiclassical description for the thermal atoms. The description consists
of two elements: a classical-field distribution in the semiclassical phase-space coordi-
nates (x and p), and the specification of an appropriate energy cutoff. In order to con-
struct this distribution, we must take into account two generally disparate rotations: the
(quasi-)equilibrium rotation of the thermal atoms (angular velocity Ωth) and the rotation
of the projector defining the cutoff (angular velocity Ωp). The classical-field distribution
takes the general form (cf. equation (3.31))
Fc(x,p) =
1
h2
kBT
(x,p)− µ, (D.1)
where the semiclassical Hartree-Fock energy of the thermal atoms (rotating at Ωth) is
(x,p) =
p2
2m
+
mω2rr
2
2
− Ωth(xpy − ypx) + 2U2Dn(r), (D.2)
(cf. [251]) and where n(r) is the total density of the atomic field, which we will take to
be circularly symmetric. The application of the projector P defined in a rotating frame
enforces a cutoff in the energy, which delimits the accessible region of phase space occupied
according to equation (D.1). This region is defined by
p2
2m
+
mω2rr
2
2
− Ωp(xpy − ypx) + 2U2Dn(r) ≤ ER. (D.3)
The density of thermal atoms at any spatial position x is obtained by integrating equa-
tion (D.1) over the momentum, i.e. n(x) =
∫
DdpFc(x,p), where the domain D in mo-
mentum space is determined by equation (D.3), and is itself a function of the position-
space coordinate x. To perform this integration we make the transformation to the
239
Appendix D. Semiclassical fitting function
kinematic momentum measured in the frame of the cloud P = p−mΩth × x [251, 156].
In this representation the integrand becomes circularly symmetric in P, i.e., we now have
F ′c(x,P) = (1/h
2)kBT/[(x,P)− µ], where
(x,P) =
P 2
2m
+
m
2
(
ω2r − Ω2th
)
r2 + 2U2Dn(r). (D.4)
In these momentum coordinates the domain D is circular, however its centre is in general
displaced from the origin P = 0. After some simple algebra we find that the domain of
integration is
D(x) : 1
2m
{[
Px +m(Ωp − Ωth)y
]2
+
[
Py −m(Ωp − Ωth)x
]2}
≤ ER − m
2
m
(
ω2r − Ω2p
)
r2 − 2U2Dn(r). (D.5)
As the integrand is circularly symmetric in P, the result of the integral depends only on
the radius r of the chosen point in position space, as azimuthal rotations of the coordinate
x simply induce rotations of D(x) about the origin of momentum space. We therefore con-
sider without loss of generality (x, y) = (0,−r). The domain D thus becomes a circle cen-
tred on Px = m(Ωp−Ωth)r ≡ a, of radius b ≡
√
2m[ER − (m/2)(ω2r − Ω2p)r2 − 2U2Dn(r)].
Depending on the value of r, we may have a ≤ b or b > a. We adopt polar coordinates
(P, φ), and find for the angle ∆φ subtended by D at a given radius P
∆φ(P ) =

0 P < a− b (when a > b)
2pi P < b− a (when a < b)
2 cos−1
(
P 2−b2+a2
2aP
)
|a− b| < P < a+ b
0 P > a+ b
. (D.6)
Integrating in polar coordinates we obtain finally
n(r) =
2pimkBT
h2
∫ ∞
0
PdP∆φ(P )
P 2
2m
+ mω
2
rr
2
2
+ 2U2Dn(r)− µ
=
1
λ2dB
[
I1(r; Ωth,Ωp) + I2(r; Ωth,Ωp)
]
, (D.7)
where
I1(r) = Θ
(
b− a
)
ln
[
(b−a)2
2m
+ m
2
(ω2r − Ω2th) r2 + 2U2Dn(r)− µ
m
2
(ω2r − Ω2th) r2 + 2U2Dn(r)− µ
]
, (D.8)
240
and
I2(r) =
1
pi
∫ a+b
|b−a|
PdP cos−1
( p2
2m
+m
2 [ω2r−Ω2p+(Ωp−Ωth)2]r2−ER
(Ωp−Ωth)rP
)
p2
2m
+ m
2
(ω2r − Ω2th) r2 − µ
, (D.9)
and the de Broglie wavelength λdB =
√
2pi~2/mkBT . The integral I2 must be evaluated
numerically. In the limit Ωth → Ωp the integral I2 vanishes, and we obtain the form
n(r) =
1
λ2dB
ln
[
ER − µ
(ω2r − Ω2th)r2 + 2U2Dn(r)− µ
]
, (D.10)
employed in chapter 9.
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