Introduction
Let us first consider the case scenario of robot grasp analysis to illustrate the significance of 3D free-form object recognition. Robots need to perform grasp analysis prior to holding an object. Grasp analysis is the process of estimating the best grasping angle and the required amount of force to hold an object in a stable position without damaging it. If the object is grasped from an unstable position or an insufficient force is applied, the object may drop. Traditionally, tactile array sensors have been used in robots to estimate the object's contact area, orientation and pressure distribution to perform the grasp analysis. However, there are inherent problems associated with tactile array sensors. They include wear of the contact surface and the possible need for multiplexing to minimize the number of interconnections if the number of sensors in the array is very large (Groover et al., 1986) . Multiplexing causes delays making the real time grasp analysis difficult. Moreover, tactile sensors cannot provide the accurate estimation of the shape and more importantly the orientation of the object.
3D model-based free-form object recognition seems to be a more palpable replacement of tactile sensors. A wide research is currently being undertaken to recognize the free-form objects. A free-form object (or sculpted object) is defined as the one that has a smooth surface with a well defined and continuous surface normal everywhere except at vertices, edges and cusps (Besl, 1990) . There are no restrictions on the shape of free-form objects. Therefore, they can represent a large number of everyday objects around us. In model-based recognition, the 3D models of the objects of interest are stored in a model library. A view of the scene is acquired and matched with the model library to find the location and orientation of the library objects that are present in the scene. Additional information about the object can also be stored with the representation. For example, in the case of grasp analysis, the required force and the best grasping pose can also be stored along with the 3D representation in the model library.
When the robot recognizes an object and determines its pose, it can also retrieve the best grasping angle and the required amount of force to be applied to hold the object from the database. Figure 1 shows the 3D model-based recognition framework. This framework has two phases: an offline phase and an online recognition phase. During the offline phase, objects are acquired using an acquisition system. Figure 2 (a) shows a Faro Arm, which is an example of a contact acquisition system. This system acquires the 3D coordinates of the object's surface by physically touching it. Figure 2 (b) shows the principle of a structured light acquisition system, which is a noncontact acquisition system. In this system, a laser stripe is projected onto the surface of an object. The stripe deforms according to the shape of the object. The laser stripe is observed by a camera from an angle. The 3D coordinates of the object corresponding to the laser stripe image are calculated through triangulation. These acquisition systems acquire a 3D object in the form of a cloud of points (Figure 2(c) ).
A single view is not sufficient to fully model a free-form object due to self-occlusion. Therefore, multiple overlapping views are taken to cover the entire surface of the object. The next step in 3D modeling is to find the correspondences between these views. Points on different views that correspond to the same point on the object are said to be the corresponding points (Figure 3 (a) and (b)). These correspondences are then used to derive Figure 1 The 3D model-based object recognition framework Figure 2 A Faro Arm (a) and a structured light acquisition system (b) acquire a 3D object in the form of a cloud of points (c) a rigid transformation (namely the rotation matrix and translation vector in the case of rigid objects) that will align the views in a common coordinate system. This process is referred to as registration. Figure 3 explains the correspondence and registration process. This figure contains two views of a robot (Figure 3 (a) and (b)) shown in different shadings. The data points of the robot have been converted into triangular meshes. Three correspondences, namely, the top of the robot head, the right shoulder and the left knee, are marked between the views. A number of correspondences have been used to register the two views. Notice the contribution of each view shown in different shadings in the registered view (Figure 3(c) ).
All views are registered using the above process. The registered views are then integrated and reconstructed to form a single smooth surface. Integration is the process of merging the registered views, whereas reconstruction is the process of approximating the integrated data by a single smooth surface. This completes the 3D model, which allows us to view it from all sides. Multiple objects are modeled during the offline phase. These models are then stored in a model library using a representation scheme.
During the online recognition phase, a single view of the scene is acquired. The scene may contain multiple objects and therefore will require segmentation. Segmentation is the process of separating the original image into regions that correspond to a particular feature or object. These segments are then transformed into a similar representation scheme and matched with the representations that were already stored in the model library. When a library model matches an object in the scene, its pose is also estimated. A pose is defined as the position and orientation of an object and is equal to the transformation that aligns the model object with the scene object. This transformation is calculated on the basis of the best match. The result of the whole process is the recognition of certain library objects that are present in the scene and the estimation of their pose. In addition to the identity and pose of the object, other features can also be stored in the model library during the offline phase. In our case scenario, the best grasping position and the amount of force required to hold the object can also be stored along with the representation in the model library. Therefore, when a robot recognizes an object, it knows from its model library the amount of required force and the best grasping angle for that object.
The major challenge in 3D modeling is the automatic establishment of correspondences between views. Automatic correspondence is difficult due to two main reasons. First, there is no knowledge of the relative viewing angles, from which the different views of the object have been acquired. Second, there is no knowledge about the overlapping regions of the views. The latter implies that there is no prior information about the points on one view, for which a corresponding point exists on the other view. In a more general case, given a set of views of an object, it is also assumed that there is no knowledge about the pairs of views in the set that overlap.
The difficulties in the recognition phase arise due to a number of reasons including the presence of more than one object in the scene (clutter) and partially visible objects (occlusions). Symmetries in objects may also cause problems during recognition. The recognition process should be capable of handling such situations and situations where some or none of the library objects are present in the scene, or the case of a library object appearing multiple times in the scene. Representation is a key step in the recognition process and the results of recognition depend on the capabilities of the representation scheme to manipulate the above difficulties.
In the remainder of this review paper, we will take a closer look at the 3D modeling process and discuss the challenges of automatic correspondence in detail. We will also present a brief literature review and analysis of the recent research that has been carried out in this area. We will also explain the two phases of modelbased recognition and discuss the challenges of this area with an emphasis on the representation phase. This section will also include criteria for evaluating a representation scheme and a brief literature review and analysis of two representation schemes that meet our criteria. Finally, conclusions will be presented in the last section.
3D modeling
The 3D modeling process 3D modeling constitutes an important part of computer vision or robot vision There are numerous applications of 3D modeling in a variety of areas ranging from the entertainment industry to industrial automation Some of its applications include computer graphics, virtual reality, medical imaging, reverse engineering and 3D terrain construction.
A brief description of the 3D modeling process (Figure 1(a) ) has already been presented in the previous section. It consists of data acquisition, correspondence, registration, integration and reconstruction (Curless, 1999) . It is worth mentioning here that there is an alternative approach to registration that avoids the process of correspondence. The idea is to track the relative movement of the object and the sensor from one view to another and apply the reverse transformations to these views. This would register all the views in the coordinate frame of the reference view. However, this method not only makes the sensing device complex and expensive but also limits its freedom of movement. Therefore, it is more practical and economical to keep sufficient overlap between the views and find correspondences between the views at a subsequent stage. A set of three noncollinear corresponding points between any two views is sufficient to derive a rigid transformation that aligns them. However, correspondences are not perfect due to the variations in surface sampling and the presence of noise. Therefore, correspondences between a large number of points need to be established. These correspondences are then used to calculate a rigid transformation (rotation and translation) by minimizing the squared distance between these correspondences according to equation (1).
where R is the rotation matrix, t the translation vector, M and S are the corresponding points of the scene (view 1) and model (view 2), respectively and n the total number of correspondences. Registration is followed by integration, which is the process of merging the registered views. Registered views have redundant data in their overlapping regions, e.g. one mesh on top of the other. Integration fuses this redundant data into nonredundant data that represents a single shape (e.g. a denser mesh). Finally, a single smooth surface is reconstructed from the integrated views to complete the 3D model of the object. Unlike the triangular surface mesh, which can have holes due to missing data, the reconstructed model has a continuous surface all around. There are two approaches to integration and reconstruction: the volumetric approach and the geometric approach. The volumetric approach tries to approximate the original 3D surface, whereas the geometric approach interpolates between the data. Interpolations are more accurate but may result in a bumpy surface due to the presence of noise. Approximations are less accurate but perform better in the presence of noise and produce a smoother surface.
The challenges of automatic correspondence 3D modeling is a relatively mature area and many references can be found on this subject However, the process of 3D modeling has not been fully automated due to the inherent challenges of automatic correspondence. The real challenge in automatic correspondence is that the coordinate frames of all the views are different from each other. Furthermore, there is no a priori knowledge of the relative poses between the views. This implies that the views cannot be matched directly to find the correspondences between them. To estimate the complexity of the problem, imagine there are p points in view 1 and m points in view 2. Every point in view 1 is a possible correspondence for every point in view 2. The minimum number of correspondences required to derive a rigid transformation is three. Therefore, the entire search space for a set of three accurate correspondences would be C Since an exhaustive search of all the possible correspondences is not practical, features from one view are matched with the features of the other view. This approach also has some challenges. First, the features must be invariant to rigid transformations. Second, the features must be consistent and unique otherwise, multiple ambiguous correspondences will result. Third, the features that are extracted must exist in all free-form objects so as not to limit the domain of the correspondence technique. Fourth, the features must be local so that they are fully contained inside the region of overlap. Finally, these features must facilitate efficient matching. Only after these challenges are met, would automatic correspondence be possible?
Taxonomy of automatic correspondence
Owing to the importance and need for an automatic correspondence technique, a number of algorithms have emerged over the recent years. We have devised a taxonomy for these claimed automatic techniques (Figure 4 ). These techniques can be divided into two broad categories. The first category is based on exhaustive search procedures, whereas the second category extracts invariant features and matches them. Exhaustive search techniques are guaranteed to find the best solution, but as mentioned earlier, they are not efficient since the search space is enormous. The invariant feature-matching category is further divided into those that extract global features and those that extract local features. Global features have two problems. One is that they may not be fully contained inside the region of overlap. The other one is that they may change from one view to the other due to, for instance, different parts being occluded in the two views. Local feature techniques have the advantage of having a greater chance that some of the features will lie fully inside the overlapping regions. This category is further divided into two subcategories. The first subcategory defines a local coordinate basis to extract the invariant features, whereas the second subcategory extracts the local features without defining a local coordinate basis. Both these categories (the first one in particular) constitute, in our opinion, the most promising approaches to solve the automatic correspondence problem. Review and analysis of automatic correspondence techniques A classic algorithm for correspondence and registration is the iterative closest point (ICP) algorithm (Besl and McKay, 1992) . The ICP algorithm establishes correspondence between each point of one view and the closest point of the other view. A transformation is then derived, based on equation (1), to minimize the squared distance between these corresponding points. This transformation is applied to align the two views and a new set of correspondences is established between their closest points. The algorithm is repeated iteratively until the distance between the points of the two views reaches a threshold or there is no significant change between the iterations. Other registration techniques that are based on optimization include Chen and Medioni's (1991) algorithm (which is a variant of the ICP algorithm) and registration by maximizing mutual information (Rangarajan et al., 1999) . These three algorithms are not automatic because they require a good initial estimate of registration in order to converge to the correct solution. If the initial estimate is not accurate enough, these algorithms may get stuck in a local minimum. On this basis, various researchers have attempted alternative techniques to achieve the automatic correspondence. This section presents a brief literature review and analysis of some of the famous claimed automatic correspondence techniques. An interesting point about these techniques is that all of them rely on the ICP algorithm or one of its variants to refine their results.
We start with an example of the brute-force matching category, i.e. the Random Sample Consensus (RANSAC)-based Data Aligned Rigidity Constrained Exhaustive Search (DARCES). This technique selects three noncollinear points, a primary, secondary and an auxiliary point, from the scene at random. Then, it hypothesizes a model point to be the corresponding point of the primary point and searches for the corresponding points of the secondary and auxiliary points, while observing the rigidity constraint. For every possible set of three correspondences, a transformation is calculated, applied and verified. This process continues until a correct correspondence is found, which is then refined using ICP. Applying the rigidity constraint considerably reduces the search space. However, the number of possible combinations is still far more than that required to make the algorithm feasible. The DARCES algorithm also makes some unrealistic assumptions about the regions of overlap of the two views. Another example of a technique that falls under this category is the graph matching technique (Cheng and Don, 1991) .
Bitangent curve matching (Wyngaerd et al., 1999) falls into the category of matching global invariant features. Bitangent points are defined as point pairs on a 3D surface having a common tangent plane. A bitangent curve is a series of bitangent points forming a curve on which a bitangent plane can roll. Bitangent curves are invariant under Euclidian, affine and projective transformations. Invariant signatures of these curves are matched to find the correspondences between two views. A matching signature corresponds to a matching pair of bitangent curves on each surface. The end points of these curves give four points on one surface and their four corresponding points on the other surface. This information is used to calculate the transformation that aligns the two surfaces. The transformation is applied and verified by checking the accuracy of registration. Finally, the correct transformation is refined with ICP. Bitangent curves are global features of the surface and may not be fully contained inside the region of overlap. Hence, one of the end points of the bitangent curves may lie outside the region of overlap causing an incorrect correspondence. Finally, the extraction of bitangent curves and the calculation of their invariant signatures involve the calculation of derivatives, which are sensitive to noise. They also require the surface normal to be defined at every point of the surface, which is not always the case. Therefore, heavy smoothing of the surface must be performed before the extraction of bitangent curves.
Spherical attribute image (SAI) matching (Higuchi et al., 1994 ) is a local invariant featurebased technique that does not define a coordinate basis to extract features. It approximates the surface by tessellating a semi regular mesh under certain constraints. A simplex angle (a measure of curvature) is calculated for each vertex of the tessellation. These angles are mapped onto a unit sphere (known as the SAI) in a way that preserves connectivity between the vertices. To establish correspondence between two views, they are first converted into SAIs. Only a rotational alignment is required to align the two SAIs. The rotation for a valid list of correspondences (while observing the connectivity) is calculated and the one that minimizes the distance between the corresponding points is accepted. This rotation gives a list of final valid correspondences on the original surface by reverse mapping. The final correspondences are used to calculate the transformation between the two views. SAI works only for surfaces that are free of topological holes. The constraints imposed on the tessellating mesh result in an inaccurate representation of complex surfaces and hence inaccurate correspondences. The tessellation of the surface and the calculation of simplex angles is a processing overhead that considerably affects the efficiency of the algorithm.
Matching oriented points (Johnson and Hebert, 1997) , the three-tuple matching (Chua and Jarvis, 1996) , the point signature matching (Chua and Jarvis, 1997) and the geometric histogram matching (Ashbrook et al., 1998) are some of the techniques that match invariant features extracted by defining a local coordinate basis on the object's surface. Matching oriented points take a point along with its normal to define a cylindrical coordinate basis centered at that point. It then makes a spin image of the object, which is a 2D histogram of the cylindrical coordinates of all the surrounding points up to a certain predefined neighbourhood. The spin images of the points from one view are matched with the spin images of all the points of the second view using correlation coefficients. This results in a large number of correspondences, which are then processed through a number of filtration stages to prune out incorrect correspondences. The remaining correspondences are grouped into geometrically consistent correspondences and a transformation is derived on the basis of each group. Each transformation is verified by checking the closest point correspondences for all the points. If a large number of correspondences are found, the transformation is accepted and refined by applying the entire set of correspondences. This technique has a preprocessing stage that converts the surface meshes into uniform meshes. Spin images of close points on the same view are very similar, making the spin image representation nonunique. This results in multiple ambiguous correspondences and hence the need for a number of filtration stages. Even after these filtration stages, the algorithm is left with a large number of geometrically inconsistent correspondences. These correspondences must then be divided into geometrically consistent groups and verified individually, making the algorithm inefficient.
The most recent work in the area of automatic correspondence is that of Huber (2002) . He has developed a complete framework that takes a set of unordered views of an object and gives its complete 3D model. The algorithm consists of a local and a global phase. The local phase finds correspondences by pairwise matching of the views (using spin image matching) and then registers them. Local consistency tests are then applied to filter out the incorrect matches. The output of this phase is a graph of relative pose estimates. The global phase takes three or more views at a time and applies global consistency constraints to filter out matches that are globally inconsistent. The output of this phase is a model hypothesis, which constitutes a possible solution. The surface matching and registration algorithms in this framework are modular components and can eventually be replaced by better techniques. One problem with this framework is that it requires training data to estimate the probability distributions required for the calculation of local quality measures. The training data must be in accordance with the object being modeled, e.g. to model small indoor objects, the system must be trained on small indoor objects and to model outdoor terrains, the system must be trained on outdoor terrains. Moreover, the same sensor must be used during the training phase and actual modeling phase. Therefore, if the 3D acquisition system is changed, the entire training data must be repeated. These factors limit the applicability of the framework. The framework also depends on an external algorithm for pairwise surface matching. This algorithm, by itself, must essentially be an automatic correspondence algorithm. Moreover, its computational cost will be an additional overhead to the computational cost of the rest of the framework.
Model-based recognition
3D object representation 3D object recognition has drawn the attention of many researchers because of its potential applications In addition to robot grasp analysis, 3D object recognition can be applied to automated search, industrial quality control and the localization of mobile robots. Automated search can be applied to solve the classic binpicking problem, where a robotic arm has the task of extracting a particular object from a large container of objects. The ultimate extension of this application is for a robot to assemble a product given a box of parts. Recognition can also be used for robot localization in autonomous sensor-based navigation in unstructured terrains. In this context, the robot can periodically correct its position error by recognizing the objects with known positions in the world coordinates. Such robots can be employed for rescue operations in hazardous environments.
We have already conveyed the concept of 3D model-based recognition and have briefly discussed its various stages (Figure 1(b) and (c)). The crux of the recognition process is in the representation. A representation scheme must have the following qualities in order to produce accurate recognition results. First, a representation scheme must be unique so that no two objects have the same representation. Secondly, it must be able to represent the freeform objects. Thirdly, it must be able to represent objects in the presence of occlusions and clutter. Fourth, it must be stable and robust to noise. Lastly, a representation scheme must be efficient in terms of speed to facilitate online recognition. The major challenge of recognition is a representation scheme that meets all these criteria. The difficulty of representation is that some of these criteria are contradictory. For example, a local representation (which defines an object locally) can handle occlusions but it is not as unique as a global representation (which defines the whole object). Representation is an ongoing area of research and, to our knowledge, a representation scheme that fully satisfies the above criteria has not yet been developed. Many techniques have been described and analyzed by Mamic and Bennamoun (2002) according to the above criteria. Our focus, in this paper, is only on those techniques that can handle clutter and occlusion (since realistic scenes usually contain multiple objects with some of them partially occluded by others).
Generally, representation schemes that define an object locally are more effective in the presence of clutter and occlusion. Another quality of such representations is that they do not require prior segmentation of the scene. Our literature search revealed that not many representation schemes have these qualities. The only ones, we could find are the spin image representation (Johnson and Hebert, 1999) and the point signatures representation (Chua and Jarvis, 1997) . Spin image calculation and its limitations have already been described earlier in the context of correspondence. In the context of recognition, an object is represented by a stack of spin images computed at each vertex of its mesh. The point signatures representation, on the other hand, extracts 1D signatures from a surface as follows. A sphere of predefined radius is placed centered at a point on the surface. The intersection of this sphere with the object's surface gives a 3D space curve. A plane is fitted to this space curve and is translated in the direction of its normal to the center of the sphere. Next, the 3D curve is projected perpendicularly to the translated plane, forming a new 2D curve. This projection of points from the 3D curve to 2D curve forms a signed distance profile known as point signatures. The starting point of this signature is defined by the point on the signature that gives the maximum distance from the 3D curve. Point signatures are calculated for every point on the object's surface. The main problem with this representation is the definition of the starting point of the signature. It is possible that more than one point on the 3D curve may give the maximum and equal distance to the plane and hence make the representation ambiguous. The starting point of the signature is also very sensitive to noise and hence the representation is not stable and robust.
Matching
Once an appropriate representation scheme has been devised, the process of matching is greatly simplified. Some of the well-known techniques that are used for matching include linear matching (e.g. point signature matching), statistical matching (e.g. spin image matching), Hough transform (e.g. geometric histogram matching), registration and hash tables (Lamdan and Wolfson, 1988) . In the case, where the scene representation is matched with every model representation in the library (oneto-one matching), the matching time would be linearly related to the size of the library. Since the size of the model library is likely to be large, matching time will soon get out of control. The spin image representation (Johnson and Hebert, 1999) uses this approach for matching. It also employs principle component analysis (PCA) to compress the data and consequently reduces the matching time. However, the matching time is still a function of the size of the model library, regardless of whether compression is used or not. Another approach to matching is performed through indexing. The model objects are indexed by pre-selected features and the scene is matched only with those models that are at the appropriate index position in the model library. This technique is less dependent on the size of the model library and is better suited to online recognition. Point signature representation makes use of this technique (Chua and Jarvis, 1997 ).
An alternative approach to matching is based on a voting scheme performed through the use of hash tables. The advantage of this approach is that it is independent of the size of the model library. Geometric hashing (Lamdan and Wolfson, 1988 ) is a well-known algorithm that makes use of a hash table. The algorithm has a pre-processing stage of building the hash table, which is completed offline. The building of the hash table proceeds as follows. For each model object in the database, pick three noncollinear points and compute a 3D orthonormal basis. Compute the coordinates of all the other points in this reference frame. Use each coordinate as an address to the hash table and store the tuple (reference points, model) at the hash table address. Repeat this process for each set of three model reference points. The online phase proceeds as follows. Pick a random set of three points from the scene and compute the 3D orthonormal basis. Compute the coordinates of all the other points in the current reference frame. Use each coordinate to access the hashtable and "vote" for the reference points and model pairs that are accessed. The model that receives the highest number of votes is hypothesized as the recognized model.
Conclusion
3D model-based recognition is well suited to many applications in robotics, including robot grasp analysis. In order to develop an automatic 3D model-based object recognition system, we need to automate the process of 3D modeling and recognition. The challenge in automating the 3D modeling process is to develop an automatic correspondence technique. We have presented a literature review and analysis of the recent efforts in this area. We have also presented a taxonomy of automatic correspondence techniques.
The core of recognition is the representation scheme. We have specified the criteria for evaluating a representation scheme. Since a realistic scene from the world will always contain clutter and occlusions, the representation scheme must be able to handle such situations. We have discussed two examples of such representation schemes. An interesting point to note here is that these representation schemes have also been applied to achieve correspondences.
Recognition is an online process, therefore representation and matching must be very fast in order to facilitate real time recognition. A one-to-one matching approach is not feasible in this scenario since the matching time will be linearly related to the size of the model library. Hash tables provide a strong matching technique that is independent of the size of the model library and is better suited to online recognition.
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