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Abstract
Let F be a field of characteristic = 2, D a quaternion division algebra over F , K a subfield of D,
σ an involutory automorphism of K , Φ0 a non-degenerate σ -skew-Hermitian form in three variables
over K whose Witt index is 1. Suppose that K contains a subfield K0 of F such that each element of
K0 is invariable under σ and F is algebraic over K0. We study the irreducible subgroups of GL4(D)
that contain the subgroup diag(T3(K,Φ0),1).
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
One of the main aims of group-theorists is to find rather large, natural classes of groups
which can be learned in depth. An important example dealing with linear groups over
various division rings is the following. It is well known that many classical linear groups
are generated by its unipotent elements. However there is no clear-cut way to determine
what, in general, can be said about linear groups generated by such elements. There existsE-mail address: kafvm@gw.bsuir.unibel.by.
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various view points. In this paper we also contribute to a special case of this problem.
In the present paper, all rings are assumed to be associative and have characteristic
different from 2. Let R be a division ring and let n, r be integers such that n 2, 0 < r 
[n/2]. We shall denote by 1n the identity (n× n)-matrix. Any matrix in the general linear
group GLn(R) = Γ that is conjugate in Γ to the matrix
diag
((
1 1
0 1
)
, . . . ,
(
1 1
0 1
)
︸ ︷︷ ︸
r entries
,1n−2r
)
is called a quadratic unipotent element with residue r . Let k be a subgroup of the additive
group of R. By a quadratic unipotent k-subgroup of Γ of residue r we mean any subgroup
of Γ that is conjugate in Γ to the group of all matrices of the form
diag
((
1 a
0 1
)
, . . . ,
(
1 a
0 1
)
︸ ︷︷ ︸
r entries
,1n−2r
)
, a ∈ k.
For r = 1 (respectively r = 2) such a subgroup is called a root k-subgroup (respectively
a long root k-subgroup). A quadratic unipotent element with residue 1 (respectively 2) is
said to be called a transvection (respectively a long root element). The quadratic unipo-
tent elements are well-known as essentially determining the structure and the properties of
linear groups over fields. Because of that the problems concerning such elements attract
the interest of many authors (see, for instance [16–18]). The present paper is also devoted
to some aspects in this area. The paper deals with relatively simple examples of linear
groups which, nevertheless are far from being trivial. The detailed analysis of these exam-
ples should provide a better understanding of the subgroup structure of linear groups over
various division rings.
Let m be an integer, 0 <m n. A subgroup G of Γ will be called m-dimensional if it is
conjugate in Γ to a group of the form diag(H,1n−m) where H is an irreducible subgroup of
GLm(R). Assume R is a division ring with an involution σ . By Tn(R,Φ) = Tn(R,Φ,σ)
one denotes, following long established usage [12], the normal subgroup of the unitary
group of the non-degenerate σ -skew-Hermitian form Φ in n variables over R generated
by all transvections contained in this unitary group. Hereafter any linear group generated
by transvections will be referred to as a T -group. The need for the study of the groups
in the question has its origins in the problem of the description of subgroups of Γ over
commutative R that contain a long root k-subgroup where k is a subring of R. This problem
has naturally arisen after the author had obtained in [2,3] the classification of subgroups of
Γ over a field R that contain a root k-subgroup, where k is a subfield of R such that the
extension R/k is algebraic. It is quite evident that the study of linear groups over a field that
contain a long root k-subgroup, prompts the task of the description of linear groups over a
quaternion division algebra that contain a root k-subgroup, where k is a central subfield of
this ring. While yet in the first stage in this description, the groups of degree four turned
out to require a special approach. This seems to be caused by the presence of a reasonably
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theory of linear algebraic groups as hardly to call for comment.
Now let D be a quaternion division algebra. In [5–7] the author has described sub-
groups of GL4(D) that contain the group T4(K,Φ,σ), where K is a subfield of D, σ is an
involutory automorphism of K , and Φ is a non-degenerate σ -skew-Hermitian form in four
variables over K whose Witt index is greater then zero. These results differs much from
those presented in [4], where a similar question has been settled for the group Tn(K,Φ,σ)
with n 3, and n = 4. Also the results that have been obtained in [5–7] differ from those in
the paper [8] which is devoted to the classification of linear groups over D that have degree
 3 and contain the group Tn over a non-commutative subring of D. If k is a non-central
subfield of D and k contains a central subfield k0 of D such that D is algebraic over k0
(note that it implies that k0 is infinite), then irreducible linear groups over D that have de-
gree greater then or equal 4 and contain a root k-subgroup have been described in [10]. For
n = 2 or n = 3 such description is a particular case of results presented in [1,11]. The latter
papers give a complete classification of irreducible linear groups of degree 2 or 3 over D
that contain a root k-subgroup, where k is a central subfield of D such that D is algebraic
over k. Thereby the description of irreducible linear groups of degree  4 over D that
contain a root k-subgroup, where k is a central subfield of D, is reduced to the study of ir-
reducible subgroups of GLn(D) such that all their maximal two-dimensional T -subgroups
are conjugate to the group diag(SL2(k),1n−2). On account of [5–7] such description can
be expected to have a non-standard character. In accord with the general pattern of such
kind result proofs that was employed in [19] for the first time, this involves the study of ir-
reducible subgroups of GL4(D) that contain a 3-dimensional subgroup. By [11] this study,
in turn, led to the investigation of those subgroups X of GL4(D) that contain a subgroup
diag(T3(K,Φ0),1). It is this naturally arising problem that is the subject of the present
paper. As usual our method consists of that we take the normal subgroup G of X gen-
erated by all transvections in X and show that G is conjugate in GL4(D) to one of the
following groups: 4-dimensional special linear or unitary groups (over a division subring),
groups which are described as being isomorphic to (some subgroups of) spinor groups of
a quadratic form of Witt index 2 or 3 in 7 or 8 variables, and one more group given by
explicit generators. With these initial remarks having been made, we turn to notation and
concepts which will be in force throughout the paper.
If G is a group and x, y ∈ G, then conjugation is defined as yx = yxy−1. If X is a set,
then by X# we denote the set of all non-zero elements in X.
Let n, R be as above. If a ∈ R and 1  i = j  n, then tij (a) is a matrix of degree
n whose all diagonal entries are 1, the (ij) position is a and zeros are everywhere else.
Denote ∆ = ( 0 1−1 0 ). Let E be a right n-dimensional R-vector space. We denote by E∗
the left R-vector space dual to E. If {ei | 1  i  n} is a basis of E, then {e′i | 1 i  n}
is a basis of E∗ conjugate to {ei | 1  i  n}. Now it is convenient to make the follow-
ing convention. When we shall say “fix a basis {ei | 1 i  n} of E,” this will mean that
we identify the endomorphisms of E with their matrices with respect to {ei | 1  i  n}.
1E is the identity transformation of E. We denote by Rn the right vector space of row
n-vectors over R. We take for granted that without loss of generality we may take Rn
instead of any right n-dimensional R-vector space. For a division ring L such that R
is a subring of L, we denote by E(L) the right L-vector space obtained from E by ex-
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of E. For any t ∈ E \ {0} and any ϕ ∈ E∗ \ {0} such that ϕ(t) = 0 the transformation
E → E : x → x + tϕ(x) belongs to GL(E) and is called a transvection. We call the vec-
tor t the direction of the given transvection. We denote by g = g(t, ϕ) the transvection
g with direction t and functional ϕ. Sometimes this transvection will be denoted simply
as the pair (t, ϕ). If g is a transvection, g = g(t, ϕ) (t ∈ E, ϕ ∈ E∗) and α ∈ R#, then
gα = g(t, αϕ). If k ⊆ R, then g(k) =: {gα | α ∈ k}. If k is a subgroup of the additive
group of R, then g(k)  GLn(R) and g(k) ∼= k. If k is isomorphic to the additive group
of some subring Q of R, then the subgroup g(k) is called a root Q-subgroup of GLn(R).
If X ⊆ GLn(R), then T (X) is the set of all transvections in X. The subgroup of GLn(R)
generated by the set T (GLn(R)) is called the special linear group of E and is denoted
by SL(E) = SLn(R). Let Inv(R) denote the set of all involutory anti-automorphisms of
R. When R has finite dimension over its center by Inv0(R) we denote the set of all sym-
plectic type members of Inv(R) [14, p. 190]. Suppose Inv(R) = ∅ and let σ ∈ Inv(R). We
denote by H(R,σ) (respectively H−(R,σ )) the set of all σ -symmetric (respectively σ -
skew-symmetric) elements in R. Let Φ be a non-degenerate σ -skew-Hermitian form on
E, i.e., Φ is a mapping E × E → R : (x, y) → Φ(x,y) which for any x ∈ E is linear in
y and such that Φ(y,x) = −Φ(x,y)σ . We designate by Fsd0(E,σ ) the collection of all
non-degenerate σ -skew-Hermitian forms on E whose Witt index is different from zero.
We denote by Ist(E,Φ) the set of all vectors in E that are isotropic with respect to Φ . Let
Un(R,Φ,σ) = Un(R,Φ) = U(E,Φ,σ) = U(E,Φ) be the unitary group associated with
Φ and let Tn(R,Φ,σ) = Tn(R,Φ) = T (E,Φ,σ) = T (E,Φ) be the normal subgroup of
Un(R,Φ) generated by the set T (Un(R,Φ)). Any transvection in Un(R,Φ) has the form
x → x+ tλΦ(t, x) (x ∈ E) where t ∈ Ist(E,Φ), λ ∈ H(R,σ). The latter transformation is
denoted by τ (Φ)t,λ . We assume that τ
(Φ)
t = τ (Φ)t,1 . Now let L be a division ring such that R is a
subring of L and let π be an involution of L, extending σ . The π -skew-Hermitian form on
E(L) obtained from Φ by extension of scalars from R to L is denoted by Φ(L,π) (or simply
by Φ(L) if the involution π is clear from the context or is irrelevant). If R is commutative,
n is even, n = 2m, and Ψ is a non-degenerate skew symmetric matrix of degree n over R,
then by the symplectic group Spn(R,Ψ ) we mean the subgroup of GLn(R) consisting of
all matrices g ∈ GLn(R) such that gtΨg = Ψ where gt is the transpose matrix of g.
For the reader convenience we recall now the definition of quaternion algebras. Let a
field F and two elements a, b ∈ F # be given. Denote by D a 4-dimensional F -vector space
and take a base 1, u, v,w for D. We define an associative multiplication on these basis
elements by the following conditions: the element 1 satisfies the identity relation, u2 = a,
v2 = b, uv = −vu = w. Then we extend this multiplication by linearity to a multiplication
on D. The algebra over F obtained by such a construction is called a quaternion algebra
and denoted by
D =
(
a, b
F
)
.
For the sake of brevity we shall frequently use the abbreviation Qda(F ) for the set of all
quaternion division algebras over F . Let D ∈ Qda(F ). The set of all elements α ∈ D \ F
such that α2 ∈ F will be denoted by D+. The elements of D+ are called pure quaternions.
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commutating with each other. The collection of all such pairs is denoted by Ps(D,F ).
If (u, v) ∈ Ps(D,F ), then the elements 1, u, v,w = uv form a standard basis of the F -
space D. If A is a non-commutative subring of D, then with respect to the operations
defined in D, A is a quaternion division algebra over a subfield P of F . We refer to A as a
quaternion division P -subalgebra of D.
Now we give definitions that will play a significant role in the sequel.
Definition 1.1. Let F be a field and k be a subfield of F . Let D be a quaternion divi-
sion algebra over F and let r ∈ k#, b ∈ F , (u, v) ∈ Ps(D,F ). The ordered assemblage
(k, r, b,u, v) is called a D′′ -pentad (relative to k) if and only if all elements u2, b2u2 + v2,
b + 2rv−2 lie in the field k.
If D ∈ Qda(F ) and D possesses a D′′-pentad F = (k, r, b,u, v), then k(v2) = k(b)
and the degree of b over k (this degree is equal to that of v2 over k) is less or equal 3.
Moreover, if A = k(b,u)+k(b,u)v, then A is a quaternion k(b)-subalgebra of D, F being
a D′′-pentad in A. These simple considerations justify our further definitions.
Definition 1.2. Let D ∈ Qda(F ) and D possesses a D′′-pentad (k, r, b,u, v). This pentad
is called a D′-pentad (relative to k) if [k(b) : k] > 1, and is called a D-pentad (relative to k)
if [k(b) : k] = 3.
Definition 1.3. Let D ∈ Qda(F ). Assume D possesses a D′-pentad F = (k, r, b,u, v). We
shall say that F is an exact D′-pentad (relative to k) if k(b) = F . Any exact D′-pentad
(relative to k) which is a D-pentad, will be called an exact D-pentad (relative to k).
Most of the concepts contained in Definitions 1.1–1.3 have a technical character and
are presented here to avoid cumbersome formulations. The notion of a D-pentad is the one
plays a crucial role in much that will follow in the paper.
Let D ∈ Qda(F ). We assume D to possess a D′′-pentad F = (k, r, b,u, v). We set
α = 2ru, ν = ru, p = bu + v, q = 2p + αv−2, K = k(u) and consider the subgroup of
GL4(D) that is generated by the root k-subgroup t12(k) and the matrices
t21(−1), diag
((1 − ν 1 α
ν2 1 − ν −2ν2
−ν 1 1 + α
)
,1
)
,

1 + p 1 αv−1 1
p2 1 + p pαv−1 p
v−1p v−1 1 − v−2α v−1
−qp −q −qαv−1 1 − q
 .
Since the D′′-pentad F defines this group completely, the latter is denoted by Y(F). If
A = K(b) + K(b)v, then A is a quaternion k(b)-subalgebra of D. Evidently Y(F) is a
subgroup of GL4(A). Moreover, let J ∈ Inv0(A). We fix a basis {ei | 1 i  4} in A4 = E
and endow E with a form Φ ∈ Fsd0(E,J ) whose matrix with respect to {ei | 1  i  4}
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consists of the root k-subgroup τ (Φ)e1 (k) and the following transvections in the unitary group
U4(A,Φ):
τ (Φ)e2 , τ
(Φ)
e1−e2ν+e3, τ
(Φ)
e1+e2p+e3v−1−e4q .
Therefore Y(F)  T4(A,Φ). In the fourth section we shall show that Y(F) is a proper
subgroup of T4(A,Φ). Next, denote by Φ0 the restriction of Φ to the K-vector space
spanned by e1, e2, e3. Since
〈
τ (Φ0)e1 (k), τ
(Φ0)
e2 , τ
(Φ0)
e1−e2ν+e3
〉= T3(K,Φ0),
we have Y(F) diag(T3(K,Φ0),1). Applying [10, Lemma 2.3] it is easy to see that Y(F)
is an irreducible subgroup of GL4(D). The group Y(F) is of most importance when F is
a D-pentad. Its significance becomes clear from the following statement which is the main
result of the present paper.
Theorem. Let F be a field of characteristic different from 2, D a quaternion division
algebra over F with a (unique) symplectic type involution J , K a subfield of D with an
involutory automorphism σ , Φ0 a σ -skew-Hermitian form in three variables over K , and
k a set of all σ -symmetric elements in K . Suppose that Witt index of Φ0 is 1 and that k
contains a subfield K0 of F such that F is algebraic over K0. Fix a σ -skew-symmetric
element u ∈ K , and let r be an element in k# such that Φ0(x, x) = ζ σ1 ζ2 − ζ σ2 ζ1 +2ζ σ3 ruζ3
for all x = (ζ1, ζ2, ζ3) ∈ K3. If diag(T3(K,Φ0),1)X GL4(D) and X is an irreducible
subgroup of GL4(D), then X contains a normal subgroup G for which one of the following
conditions is fulfilled:
(1) yG = SL4(L) where y = diag(13, λ) ∈ GL4(D), L is a division subring of D.
(2) yG = T4(L,Φ,σ ′) where y = diag(13, λ) ∈ GL4(D), L is a division subring of D with
an involution σ ′, Φ is a σ ′-skew-Hermitian form in four variables over L whose Witt
index is greater then zero.
(3) σ = J |K , G is isomorphic to the spinor group Spinm(P,f ), where P is a subfield
of F , m = 7 or m = 8, f is a non-degenerate quadratic form in m variables with
coefficients in P and Witt index 2.
(4) σ = J |K , there exist subfields P,P0 of F such that P0 ⊂ P , [P : P0] = 2, the Witt
index of Φ(Q,J ) with Q = K(P0) is 1, and the group G is isomorphic to a subgroup
Z0 of Z  GL8(K(P )), where Z is isomorphic to the spinor group of a quadratic
form in eight variables over Q with coefficients in P0 and Witt index 3, and Z0 is
generated by long root elements in Z commuting with an appropriate J -semilinear
semiinvolution of the space (K(P ))8.
(5) σ = J |K , there exists a subfield P0 of F , elements b, v ∈ D and a matrix y =
diag(13, λ) ∈ GL4(D) such that the collection F = (P0, r, b,u, v) is a D-pentad in
D and yG = Y(F).
E.L. Bashkirov / Journal of Algebra 287 (2005) 319–350 325We finish this section with a still another portion of notation. Let n, R, E be as above.
Any subspace W of E is called a G-module if W is stabilized under G. Let E1, E2 be
subspaces of E such that Ei = {0}, E (i = 1,2) and E is a direct sum E1 ⊕ E2. If gi ∈
GL(Ei), then g1 ⊕ g2 is a transformation in GLn(R) such that (g1 ⊕ g2)(x) = gi(x) for
x ∈ Ei . If Gi GL(Ei), then G1 ⊕G2 = {g1 ⊕ g2 | gi ∈ Gi}. Clearly, G1 ⊕G2 GL(E).
A group GGLn(R) is said to be m-dimensional (1 <m n) if E = V ⊕W , where V is
an irreducible m-dimensional G-module and W is a trivial G-module, i.e., G|W = 1W .
2. Preliminary results
As in [10,11] we shall often use the following statement which is well-known for linear
groups over finite fields [13]; for infinite fields it has been established in [3].
Lemma 2.1. Let k be a field such that |k| > 3. If α is an element in the algebraic closure k
of k, then the subgroup of the group SL2(k) generated by the set t12(1)∪ t21(kα) coincides
with the group SL2(k(α)).
Now let D be a division ring and n be an integer such that n  2. Let E be a right
D-vector space of dimension n and G be an irreducible T -subgroup of GL(E). In the
following two lemmas we assume the center of D to contain a subfield k such that |k| > 3,
D is algebraic over k and G contains a root k-subgroup.
Lemma 2.2. If g ∈ T (G), then g(k)G.
Proof. Let h be a transvection in G such that h(k)G. We set
R =
⋃
g∈G
gh(k), N = 〈R〉.
By [10, Lemma 2.5] the group G is primitive. Obviously, N G. So, by [10, Lemma 2.7]
the group N is irreducible. Let g = g(s,ψ) (s ∈ E, ψ ∈ E∗). By [10, Lemma 2.6]
there exists a transvection τ = τ(t, ϕ) ∈ N (t ∈ E, ϕ ∈ E∗) such that τ(k)  N and
b = ϕ(s)ψ(t) = 0. By Lemma 2.1, the group 〈g, τ(k)〉  G is a conjugate in GLn(D)
of the group diag(SL2(k(b)),1n−2) whence g(k)G. The lemma is proved. 
Lemma 2.3. If H  G is an r-dimensional group (1 < r  n), then there are n − r
transvections l1, . . . , ln−r in G such that the group 〈H, l1, . . . , ln−r 〉 is irreducible.
Proof. Using Lemma 2.2, we prove the lemma along the lines of the proof of [19, Theo-
rem 2.4]. 
Now suppose that D is a division ring with an involution σ and that the space E is
endowed with a form Φ ∈ Fsd0(E,σ ). Pick vectors s, t ∈ E so as Φ(s, s) = Φ(s, t) = 0
and Φ(t, t) = 0. Let γ,β be elements in D for which we have β − βσ = γ σΦ(t, t)γ .
Denote by ρ(Φ)s,t,γ,β a linear transformation of E such thatρ
(Φ)
s,t,γ,β(x) = x + sγ σΦ(t, x)+ tγΦ(s, x)+ sβΦ(s, x)
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Lemma 2.4. Assume n = 3. Let {e1, e2} be a hyperbolic pair in E and e3 ∈ E# be a vector
which is orthogonal to both e1 and e2. Then the group T3(D,Φ) = T (E,Φ) is generated
by the set of all transformations ρ(Φ)e1,e3,γ,β , ρ
(Φ)
e2,e3,γ,β
, where γ,β are elements in D such
that β − βσ = γ σΦ(e3, e3)γ .
The following lemma may be generalized on linear groups of arbitrary finite degree.
Nonetheless we restrict ourselves by dealing with groups of degree 4 only because we are
interested exclusively in such groups and do not aspire here to attain the most generality.
Lemma 2.5. Let P be a field, A a quaternion division P -algebra, K a maximal subfield
of A, J ∈ Inv0(A), E = A4. Fix a basis {ei | 1  i  4} of E and a non-zero J -skew-
symmetric element α ∈ K . Denote W = 〈e1, e2, e3〉(K). Let Φ0 be a J -skew-Hermitian
form on W such that the matrix of Φ0 with respect to the basis {ei | 1  i  3} is
diag(∆,α). Put H = diag(T3(K,Φ0),1) and let
h = h(e1 + e2λ2 + e3λ3 + e4λ4, −λJ2 e′1 + e′2 + λJ3 αe′3 +µ4e′4)
be a transvection in GL4(A) (λ2, λ3, λ4,µ4 ∈ A). Assume that λ3 ∈ K and that the group
G = 〈H,h〉 is irreducible. Then one of the following holds:
(a) G is a conjugate in GL4(A) of the group T4(K, Φ˜) where Φ˜ is a non-degenerate
J -skew-Hermitian form in four variables over K whose Witt index is non-zero.
(b) G coincides with T4(A,Φ) where Φ is a non-degenerate J -skew-Hermitian form in
four variables over A whose Witt index is non-zero.
Proof. If β = 12λ3λJ3 α, then ρ0 = ρ(Φ0)e2,e3,λ3,β ⊕ 1〈e4〉 ∈ H . Since
ρ0h =
(
e1 + e2
(
1
2
λ3λ
J
3 α + λ2
)
+ e4λ4,
(
1
2
λ3λ
J
3 α − λJ2
)
e′1 + e′2 +µ4e′4
)
,
we may suppose λ3 = 0. Since G is irreducible, λ4 = 0. Set y = diag(13, λ−14 ) ∈ GL4(A).
So
yh = (e1 + e2λ2 + e4, −λJ2 e′1 + e′2 + (λJ2 − λ2)e′4)
and yG = 〈H,yh〉. First assume λ2 ∈ K . We shall endow the K-vector space spanned by
W and e4 with a J -skew-Hermitian form Φ˜ as follows:
Φ˜|W = Φ0, Φ˜(ei, e4) = 0 (1 i  3), Φ˜(e4, e4) = λJ2 − λ2.
Since G is irreducible, Φ˜ is non-degenerate. Evidently, yh = τ (Φ˜)e1+e2λ2+e4 , so yG =
T4(K, Φ˜). Now suppose λ2 /∈ K . Denote by Q the subfield P(λ2) of A. It is clear that
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the following equalities:
Φ˜|〈e1, e2, e3〉(A) = (Φ0)(A,J ), Φ˜(ei, e4) = 0 (1 i  3), Φ˜(e4, e4) = λJ2 − λ2.
Clearly, Φ˜ is non-degenerate. Denote V = 〈e1, e2, e4〉(Q). The group yG contains the sub-
group 〈(
e1, e
′
2
)
(k),
(
e2, e
′
1
)
, yh
〉= T (V, Φ˜0, J )⊕ 1〈e3〉 = H0,
where the form Φ˜0 ∈ Fsd0(V ,J ) has the matrix diag(∆,λJ2 − λ2) with respect to the basis{e1, e2, e4} of V . Since Q = K , then there exists a J -skew symmetric element u1 ∈ Q \K .
Let ω1 = diag(u−11 ,−u1,1,−1). Obviously, ω1 ∈ H0. So, if ν = 12α, then
ω1
(
τ
(Φ0)
e1−e2ν+e3 ⊕ 1〈e4〉
)= τ (Φ˜)
e1u
−1
1 +e2u1ν+e3
∈y G.
Applying [4, Lemma 3.5], we arrive at a conclusion that
yG
〈
H,τ
(Φ˜)
e1u
−1
1 +e2u1ν+e3
〉= diag(T3(A, (Φ0)(A,J )),1)= H1.
In particular, for all γ,β ∈ A such that β − βJ = γ J αγ , the group yG contains ρ(Φ˜)e2,e3,γ,β .
Let u ∈ H−(K,J ) \ Q and ω = diag(u−1,−u,−1,1). Since ω ∈ H , we see that ωh =
τ
(Φ˜)
e1u−1+e2uλ2+e4 ∈
y G, so
yG
〈
H0, τ
(Φ˜)
e1u−1+e2uλ2+e4
〉= T (V(A), (Φ˜0)(A,J ))⊕ 1〈e3〉.
Next, let f =∑4i=1 eiζi ∈ E be an isotropic (with respect to Φ˜) vector in A, and let a ∈ P #.
We want to show that the transvection g = τ (Φ˜)f,a belongs to the group yG. Replacing g by j g
with j ∈ H , we may assume that ζ1 = 0. Put γ = ζ3ζ−11 , β = 12γ J αγ . Then l = ρ(Φ˜)e2,e3,γ,β ∈
H1 y G, and lg ∈ H0 y G. So g ∈y G as required. It follows that yG = T4(A, Φ˜). Hence
G = T4(A,Φ) where the form Φ has the matrix diag(∆,α,λ−J4 (λJ2 −λ2)λ−14 ) with respect
to the basis {ei | 1 i  4}. The lemma is proved. 
3. Quaternion division algebras which possess aD′-pentad
The aim of this section is to establish that the concept of a D-pentad is rich in content.
For this we give an example of an algebra A ∈ Qda(P ) which possesses an exact D-pentad
relative to a subfield k of P (Example 3.1) and that of A ∈ Qda(P ) whose center P con-
tains a subfield k such that [P : k] = 3 and A does not have any D-pentad relative to k
(Example 3.2). A ready support for these examples is afforded by Lemma 3.2. Lemma 3.1
clarifies the point of the concept of a D′-pentad (k, r, b,u, v) provided the field k(b) is
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quaternion division algebra and D possesses a D′-pentad (a D-pentad) whose second ele-
ment is r , we shall say of this pentad as being aD′(r)-pentad (respectively aD(r)-pentad).
Lemma 3.1. Let k be a subfield of P such that [P : k] = 2. Then A possesses a D′-pentad
F with respect to k if and only if u2 ∈ k for some u ∈ A+. Under this condition A possesses
a D′(r)-pentad for each r ∈ k#.
Proof. Suppose A+ contains an element u such that u2 ∈ k. We include u in a pair (u, v) ∈
Ps(A,P ). Replacing v by av, where a is an appropriate element in P , we may assume
v2 /∈ k. Let X2 − p1X − p0 ∈ k[X] be a minimal polynomial for v2 over k and let r ∈ k#.
We set
e = −p0p1 − 4r
2u2
p0
, c = p
2
1 + p0 + p1e
4ru2
,
d = c2u2 − e, b = c − 2rv−2.
It is clear, that e, c, d ∈ k, b ∈ P , and b+2rv−2 = c ∈ k. In addition, −p0(p1 +e) = 4r2u2,
4cru2 = p21 + p0 + p1e. So
b2u2 + v2 = d(v
2)2 + (v2)3 + e(v2)2 − v2(p21 + p0 + p1e)− p0(p1 + e)
v4
. (3.1)
But (
v2
)2 − v2p1 − p0 = 0 (3.2)
and thus (
v2
)3 − v2(p21 + p0)− p0p1 = 0. (3.3)
Multiplying both sides of (3.2) by e and adding the resulting equality to (3.3), we get
(
v2
)3 + (v2)2e − v2(p21 + p0 + p1e)− p0(p1 + e) = 0.
Combining the latter relation with (3.1) shows that b2u2 + v2 = d ∈ k. Thus (k, r, b,u, v)
is a D′-pentad of A. The converse assertion is obvious. The lemma is proved. 
Lemma 3.2. Suppose P contains a subfield k such that [P : k] = 3. Let N denote the norm
mapping NP/k : P → k. The algebra A possesses an exact D-pentad F with respect to k
if and only if there exists a pair (u, v) ∈ Ps(A,P ) such that u2 ∈ k and N(v2) ∈ −u2k#2 .
If, in addition, N(v2) = −u2r20 where r0 ∈ k#, then D possesses an exact D(r0/2)-pentad.
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b2u2 + v2 = d . Then c, d ∈ k, b = c−2rv−2, and (c−2rv−2)2u2 +v2 = d . Definition 1.3
tells that the degree of v2 over k is 3 and so X3 + (c2u2 − d)X2 − 4cru2X+ 4r2u2 ∈ k[X]
is a minimal polynomial for v2 over k. Therefore N(v2) = −4r2u2 ∈ −u2k#2 as required.
Conversely, let (u, v) ∈ Ps(A,P ) where u2 ∈ k and N(v2) ∈ −u2k#2 . Assume v2 ∈ k.
Then N(v2) = (v2)3, and since N(v2) ∈ −u2k#2 , we have v2 = −u2a2 for some a ∈ k#.
But it follows that (ua + v)2 = 0, i.e., ua + v = 0 and we come to a contradiction. Thus
v2 /∈ k and the degree of v2 over k is 3 because [P : k] = 3. Let X3 + n2X2 + n1X + n0 ∈
k[X] be a minimal polynomial for v2 over k. Then n0 = u2r20 for some r0 ∈ k#. We set
r = 12 r0, c = − 14n1r−1u−2, d = c2u2 − n2, b = c − 2rv−2. Then b + 2rv−2 = c and
b2u2 + v2 = (c − 2rv−2)2u2 + v2 = (d + n2)(v2)2 + n1v2 + n0 + (v2)3
(v2)2
= d ∈ k.
The lemma is proved. 
Example 3.1. Let k = Q be the field of rational numbers and let f (X) = X3 − 3X + 1 ∈
k[X]. The discriminant of f (X) is positive, so f (X) has three real roots, one of which,
say b, lies in the interval [0,1]. Denote P = k(b). Since f (X) is irreducible over k, we have
[P : k] = 3. Since P is a real field and b2 −3 < 0, it follows that A = (−1,b2−3
P
) ∈ Qda(P ).
Choose a pair (u, v) ∈ Ps(A,P ) so that u2 = −1, v2 = b2 − 3. The minimal polynomial
for v2 over k is X3 + 3X2 − 1. Hence, by the last assertion of Lemma 3.2, A possesses
D(1/2)-pentad with respect to k.
Next, we exhibit an example of a quaternion division algebra A whose center P is a
cubic extension of its subfield k relative to which A does not possesses any D-pentad.
Example 3.2. Let k0 be a real closed field, k0[[t]] the ring of formal power series in t over
k0, k = k0((t)) the quotient field of this ring, and θ an element in an algebraic closure of
k such that θ3 = t . The field k is known to consist of all expressions φ of the shape φ =
amt
m + am+1tm+1 + · · · where m ∈ Z, and am,am+1, . . . ∈ k0 with am = 0. We shall refer
to am as the initial coefficient of φ. Put P = k(θ) and A = (−1,−θP ). Clearly [P : k] = 3
and A ∈ Qda(P ). We shall prove that A does not possess any D-pentad with respect of k.
Let P0 = k0[[θ ]] and let 1, u, v,w = uv be a standard basis of A over k such that u2 = −1,
v2 = −θ . Let N denote the norm mapping NP/k : P → k. It is well known (and readily
seen) that N(a + bθ + cθ2) = a3 + b3t + c3t2 − 3abct for arbitrary a, b, c ∈ k. We claim
that if φ0 ∈ P0u+P0v +P0w = A0, then N(φ20) is a series in k0[[t]] with a negative initial
coefficient. For, φ20 ∈ P0 and the initial coefficient of φ20 is negative. So, if φ20 = θ lφ1 where
φ1 ∈ k0[[θ ]] is a series with a non-zero constant term and l is an appropriate non-negative
integer, then the constant term of φ1 is negative. Hence, if φ1 = a0 + a1θ + a2θ2 with
ai ∈ k0[[t]], then the constant term of the series a0 is negative. So the initial coefficient
of the series N(φ20) = t l(a30 + a31 t + a32 t2 − 3a0a1a2t) is negative also, as claimed. Now
let φ be an arbitrary element in A+. Then φθm ∈ A0 for some non-negative integer m.
Therefore the series N(φ2θ2m) = N(φ2)t2m has a negative initial coefficient so N(φ2)
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a pair (u1, v1) ∈ Ps(A,P ) such that u21 ∈ k# and N(v21) = −u21r20 for some r0 ∈ k#. It
follows from the foregoing considerations that the left-hand side of the latter equality is
a series belonging to k and having a negative initial coefficient. On the other hand, the
right-hand side is a series, the initial coefficient of which is positive and so we come to a
contradiction.
4. Groups Y(k, r, b,u,v)
In this section, P is a field and A is a quaternion division algebra over P . Suppose A
possesses an exact D′-pentad (k, r, b,u, v) = F . Thereby the group Y = Y(F) GL4(A)
is defined. We set
2ru = α, ru = ν, b + 2rv−2 = c, bu+ v = p, p2 = d,
2p + αv−2 = q, k(u) = K, P (u) = P1, k(p) = K1.
Note that by Definition 1.2 the elements u,v are anti-commuting and b2u2 +v2 ∈ k. There-
fore p2 = (bu+v)2 = b2u2 +v2 ∈ k. Since p /∈ k, it follows that the field K1 is a quadratic
extension of k. Let E = A4, J ∈ Inv0(A). We fix a basis {ei | 1 i  4} of E and endow
the space E with a form Φ ∈ Fsd0(E,J ) whose matrix with respect to {ei | 1  i  4}
is diag(∆,α, q−1). Obviously Φ is non-degenerate and its Witt index is different from 0.
Denote by Φ0 the restriction of Φ to the K-vector space spanned by e1, e2, e3. Clearly Φ0
is a non-degenerate form of Witt index 1. Let H be the group diag(T3(K,Φ0),1). As we
have already seen, the group Y is a subgroup of T4(A,Φ) such that H  Y . In this section
our first purpose is to prove that Y is a proper subgroup of T4(A,Φ). With this end in view
we introduce the set R = R(F) consisting of all vectors ∑4i=1 eiλi ∈ E (λi ∈ A) such that
if λ = (λ1, λ2, λ3, λ4), M = K + P1v, i = 1,2, and
qi(λ) = λiλJi , qi+2(λ) = λiλJ3 , q5(λ) = λ1λJ2 + αλ3λJ3 ,
q3i+3(λ) = λiλJ4 p + αv−1λiλJ3 bu,
q3i+4(λ) = λiλJ4 v−1 − vλiλJ3 , q3i+5(λ) = λiλJ4 − v−1λiλJ3 α,
q12(λ) = vλ1λJ2 − αλ3λJ4 v−1, q13(λ) = v−1λ1λJ2 bu+ λ3λJ4 p,
q14(λ) = λ1λJ2 v−1 − λ4λJ3 ,
q15(λ) = λ1λJ2 bu− buλ2λJ1 + α2v−2λ3λJ3 + λ4λJ4 ,
q16(λ) = λ1λJ2 v2 − v2λ2λJ1 − α2v−2
(
2bu+ αv−2)λ3λJ3 − αv−2λ4λJ4 , (4.1)
then all qi(λ) (1  i  16) belong to M . Note that R is non-empty because it contains,
for example e2. We want to show that Y(F) leaves the set R invariant as a whole and,
moreover, acts transitively on the set of all 1-dimensional isotropic subspaces of E spanned
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ρ
(Φ)
s,t,γ,β , respectively.
Proposition 4.1. Every element of the group Y takes any vector contained in R to a vector
in R.
Proof. To prove this lemma it suffices to choose some set of generators for Y and to
show that each element from this set takes any vector that lies in R to a vector in R.
As the original generating transvections by means of which Y has been defined, lead to
cumbersome calculations, we shall use another system of generators, namely the system
that consists of the following transformations:
diag(∆,12), ρe1,e3,γ,β
(
γ,β ∈ K, β − βJ = γ γ J α),
ρe1,e3v−1−e4q,γ,β
(
γ,β ∈ K1, β − βJ = −2γ γ Jp
)
. (4.2)
That all these transformations really generates Y easily follows from Lemma 2.4. Straight-
forward calculations rather long but fully routine show that each of transformations (4.2)
takes any vector in R to a vector that lies in R again. This proves the lemma. 
Proposition 4.1 has the following consequence.
Corollary. Y is a proper subgroup of T4(A,Φ).
Proof. Let a ∈ P \ k. Obviously, we have e2 ∈ R. On the other hand, τe1,a(e2) =
e1a + e2 /∈ R because q5(a,1,0,0) = a /∈ M . Consequently, by Proposition 4.1 τe1,a /∈ Y
though τe1,a ∈ T4(A,Φ). 
Our next step is to give a standard form for transvections in Y . Denote by R0 = R0(F)
the set of all isotropic vectors (with respect to Φ) contained in R.
Lemma 4.1.
(1) If g ∈ T (Y ), then g = τs,f where f ∈ k# and s ∈ R0.
(2) If τs,f ∈ Y and f ∈ k#, then s ∈ R0.
Proof. (1) Since Y  T4(A,Φ), g = τs,f with s ∈ Ist(E,Φ), f ∈ P #. We set s =∑4
i=1 eiλi (λi ∈ A). Replacing g by hg and choosing h ∈ Y appropriately, we may as-
sume, by Proposition 4.1, that λ2 = 0. Let λ′1 = 1 − f λ1λJ2 , λ′i = −f λiλJ2 (2  i  4).
Then g(e1) =∑4i=1 eiλ′i . We shall write qi, q ′i (1  i  16) instead of qi(λ1, λ2, λ3, λ4),
qi(λ
′
1, λ
′
2, λ
′
3, λ
′
4), respectively. By Proposition 4.1, g(e1) ∈ R. In particular, q ′5 ∈ M , that is−f λ2λJ2 + f 2λ1λJ2 λ2λJ2 + αf 2λ3λJ2 λ2λJ3 ∈ M. (4.3)
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(4.3) and take into account the fact that f λ2λJ2 = 0 to get f λ2λJ2 = f q2 ∈ k# and f (λ1λJ2 +
αλ3λ
J
3 ) = f q5 ∈ M . Next, the elements q ′i lie in M for i = 1,3,6,7,8,12,13,14,15,16.
So applying the same procedure to the ones, we obtain f qi ∈ M for i = 1,2, . . . ,16. Since
λ2 = 0, τs,f = τsλ−12 ,f q2 . This allows us to replace f by f q2 and λi (1 i  4) by λiλ
−1
2
to get sλ−12 ∈ R0 and complete the proof of (1). The statement (2) follows immediately
from the proof of (1). The lemma is proved. 
Further we want to show that in the case when the collection F = (k, r, b,u, v) is a D′-
pentad but not aD-pentad, that is when [k(b) : k] = 2, the group Y(F) actually contains the
subgroup T4(K,Ψ ) where Ψ is a non-degenerate skew-Hermitian form in four variables
over the field K whose Witt index is greater then zero. Thereby this case is reduced to the
situation which has already been considered in the papers [4–7]. The crucial role in our
investigations at this point belongs to the presence of some special kinds of matrices in
Y(F). In the following three lemmas we proceed to construct the ones.
Lemma 4.2. Suppose that a transvection τs,f where s = ∑4i=1 eiλi ∈ E(λi ∈ A) and
f ∈ k#, belongs to Y . Let ε = λJ1 λ2 − λJ2 λ1. Then ε2 ∈ k and if ε /∈ k, then for any
γ,β ∈ k(ε) = k′ such that β − βJ = −γ γ J ε and for each i = 1,2, the transformation
ρei,e3λ3+e4λ4,γ,β is contained in Y .
Proof. By Lemma 4.1(2), s ∈ R0. In particular, λ1λJ1 , λ2λJ2 ∈ k. Besides, since q5 ∈ K +
P1v, it follows that q5 + qJ5 ∈ k, i.e., λ1λJ2 + λ2λJ1 ∈ k. So the first assertion of the lemma
follows from the equality
ε2 = (λ1λJ2 + λ2λJ1 )2 − 2(λJ2 λ1λJ1 λ2 + λJ1 λ2λJ2 λ1).
Assume ε /∈ k. Then the field k′ is a quadratic extension of k, a unique non-trivial automor-
phism of k′ over k being the restriction of J to k′. Denote this automorphism by J again.
Set m = e3λ3 + e4λ4 and let Φ ′ be the restriction of Φ to the k′-vector space V spanned
by e1, e2,m. Let t be any vector in E#, orthogonal to V . Clearly, Y contains the subgroup
〈τe1(k), τe2, τs,f 〉 = T (V,Φ ′, J )⊕1〈t〉. Thus, for all γ,β ∈ k′ such that β −βJ = −γ γ J ε,
the transformation ρ(Φ
′)
ei ,m,γ,β
⊕1〈t〉 = ρei,m,γ,β is contained in Y . The lemma is proved. 
Henceforward, if D is a quaternion division algebra with a symplectic type involution J ,
then for each δ ∈ D# we shall denote the matrix diag(δ−1, δJ , δδ−J ,1) by ω(δ).
Lemma 4.3. Suppose i = 1,2, δi ∈ K# and εi = δiδJi bu + (δJi )2v. Then for each γi lying
in the field k(εi), the group Y contains a matrix
C(γ1, δ1, γ2, δ2) =

1 0 0 0
c21 1 c23 c24
c31 0 1 0
 ,
c41 0 0 1
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Proof. Let δ be an arbitrary element in K#, let e = e1 + e2p + e3v−1 − e4q and let  =
δδJ bu+ (δJ )2v. Since ω(δ) ∈ H , we have
ω(δ)τe = τl,κ ∈ Y,
where l = e1 + e2 + e3δv−1 − e4qδ and κ = δ−1δ−J . By Lemma 4.1(2), l ∈ R0 and by
Lemma 4.2,
ρe2,e3δv−1−e4qδ,γ,β ∈ Y
for every γ,β ∈ k() such that β − βJ = −2γ γ J . So if i = 1,2, xi = e3δiv−1 − e4qδi
and βi is an element in the field k(εi) such that βi − βJi = −2γiγ Ji εi , then the product
ρe2,x1,γ1,β1ρe2,x2,γ2,β2
is a matrix in Y as required. The lemma is proved. 
Lemma 4.4. For some n ∈ k# the group Y contains a transvection
τe1+e2ξ2+e3ξ3+e4ξ4
such that
ξ3 = n
(
bu− ν − b2u2 + αbu− ν2 − 1 − v2 + αv−2 + α2v−2 + v−1
+ v + νv−1 + buv−1),
ξ4 = −nq
(
1 − bu+ ν − v − αv−1). (4.4)
Proof. Let
η1 = 1 + bu− ν + v + αv−1, η2 = bu− νbu+ ν2 + v − νv − ναv−1,
η3 = bu− ν + v−1 + v + αv−1, η4 = −q,
and let t =∑4i=1 eiηi . If e = e1 +e2p+e3v−1 −e4q , then t = τe1−e2ν+e3(e), and so τt ∈ Y .
By Lemma 4.1(2), t ∈ R0. In particular, η1ηJ1 ∈ k#. We put n = (η1ηJ1 )−1. By Lemma 2.2,
τt (k) Y . Since τt = τtη−11 ,η1ηJ1 , we see that χ = τtη−11 ∈ Y . But
tη−11 = e1 + e2nη2ηJ1 + e3nη3ηJ1 + e4nη4ηJ1 ,
and direct calculations show that such χ is just what we need. The lemma is proved. 
Now we can elucidate in full the meaning of the notion of a D′-pentad (k, r, b,u, v)
when the field k(b) is a quadratic extension of k.
334 E.L. Bashkirov / Journal of Algebra 287 (2005) 319–350Lemma 4.5. Suppose [P : k] = 2. Then there exists an element π ∈ H−(K,J )# such that
Y contains a subgroup which is a conjugate in GL4(A) of the group T4(K,Ψ ) where
Ψ = Φ0  〈π〉 ∈ Fsd0(K4, J ).
Proof. Let χ = τe1+e2ξ2+e3ξ3+e4ξ4 be a transvection in Y such as in Lemma 4.4. Since{1, b} is a basis of P over k, we have v2 = c1 + c2b with c1, c2 ∈ k such that c2 = 0. We
set δ1 = 1, δ2 = u, z1 = n + nc1, z2 = −n, z3 = nr , z4 = nc2u−4. Clearly, all zi lie in k.
For i = 1,2 we put γi = z2i−1 + z2i (δiδJi bu+ (δJi )2v). Let
C = C(γ1, δ1, γ2, δ2) =

1 0 0 0
c21 1 c23 c24
c31 0 1 0
c41 0 0 1
 ,
be a matrix in Y that figures in Lemma 4.3. Then
C(e1 + e2ξ2 + e3ξ3 + e4ξ4) = e1 + e2(c21 + ξ2 + c23ξ3 + c24ξ4)
+ e3(c31 + ξ3)+ e4(c41 + ξ4).
Taking into account the choice of the elements δi, γi , one can find that c31 + ξ3 ∈ P1.
Assume c41 + ξ4 = 0. This means that
δ1γ1 + δ2γ2 − n
(
1 − bu+ ν − v − αv−1)= 0
or
n
(
c1 − c2b + c2u−1v + αv−1
)= 0,
whence c1 − c2b = 0, and so c2 = 0 which is impossible. Consequently, if Cχ = χ ′, then
χ ′ ∈ Y and χ ′ = τe1+e2p2+e3p3+e4p4 where p2,p3,p4 ∈ A such that p3 ∈ P1 and p4 = 0.
Also, by Lemma 4.1(2), e1 + e2p2 + e3p3 + e4p4 ∈ R0 so p3 ∈ K . Next, we choose β ∈ K
to be satisfy β − βJ = p3pJ3 α and put ρ = ρe2,e3,p3,β . If ρχ ′ = χ ′′, then χ ′′ ∈ Y and
χ ′′ = τe1+e2w2+e4w4 for appropriate w2,w4 ∈ A. We represent w2 as w2 = x2 + y2v for
some x2, y2 ∈ P1 and apply the inclusion {q5(w′), q12(w′), q14(w′)} ⊆ M , where w′ =
(1,w2,0,w4), to obtain x2 ∈ K , y2 = 0, i.e., w2 ∈ K . Note that w4 = p4, so w4 = 0. Let
y = diag(13,w−14 ). Then χ ′′′ = yχ ′′ = (e1 +e2w2 +e4,−wJ2 e′1 +e′2 +wJ4 q−1w4e′4). Since
e1 + e2w2 + e4w4 ∈ Ist(E,Φ) it follows that π = wJ4 q−1w4 ∈ K . Therefore we can define
a J -skew-Hermitian form Ψ on the K-vector space E0 = 〈e1, e2, e3, e4〉(K) as follows:
Ψ |〈e1, e2, e3〉(K) = Φ0, Ψ (e4, ei) = 0 (1 i  3), Ψ (e4, e4) = π.
Then Ψ ∈ Fsd0(E0, J ) and 〈H,χ ′′′〉 = T4(K,Ψ ) as required. The lemma is proved. 
Lemma 4.5 tells us that under the condition [P : k] = 2, the group Y(k, r, b,u, v) is oneof the groups described in [4–7]. Therefore, we may concentrate on the case [P : k] = 3
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group Y on the set of 1-dimensional isotropic subspaces. The following lemma gives the
first step in this direction.
Denote by F the subgroup of GL4(A) that consists of all matrices having the form
1 0 0 0
a21 1 a23 a24
a31 0 1 0
a41 0 0 1
 .
Keeping in view a direct sum decomposition A = P1 ⊕ P1v−1, we denote by W the set of
all elements a ∈ P1 such that av−1 can be regarded as being P1v−1-component of an entry
in the (31) position of some matrix in the group Y ∩ F = Y .
Lemma 4.6. W = P1.
Proof. Let z1, z2, z3, z4 be arbitrary elements in k. Putting δ1 = 1, δ2 = u, γi = z2i−1 +
z2i (δiδ
J
i bu+ (δJi )2v) (i = 1,2), we construct the matrix C(γ1, δ1, γ2, δ2) as in Lemma 4.3
to draw an inference that W contains the subspace W0 = k+ kb+ ku+ kbu of the k-vector
space P1. Now let χ = τe1η1+e2η2+e3η3+e4η4 be a transvection in Y that appears in the proof
of Lemma 4.4 and let η = ηJ1 η2 − ηJ2 η1. It is easily to check that ηJ1 η2 /∈ F , and so η /∈ k.
Hence we may apply Lemma 4.2 to deduce that for each z5 ∈ k and for β5 ∈ k(η) such that
β5 − βJ5 = −z25η, the group Y contains the matrix ρe2,e3η3+e4η4,z5,β5 whose entry in the
(31) position has z5(−1 − v2 − α)v−1 as the P1v−1-component. Next, we put δ = 1 + u
and d = e1δ−1η1 + e2δJ η2 + e3δδ−J η3 + e4η4. Then
ω(δ)χ = τd ∈ Y
and for any z6 ∈ k and β6 ∈ k(η) such that β6 − βJ6 = −z26η, the group Y contains the
matrix ρe2,e3δδ−J η3+e4η4,z6,β6 with −z6δδ−J (1 + v2 + α)v−1 as the P1v−1-component
of the (31)-position. Therefore W contains the k-subspace W1 generated by W0 and by
the elements 1 + v2 + α, δδ−J (1 + v2 + α). The definition of a D-pentad implies that
{1, b, v2, u, bu, v2u} is a basis of P1 over k. Hence W1 = P1 and so W = P1. The lemma
is proved. 
Lemma 4.7. The group Y acts transitively on the set of all 1-dimensional subspaces of E
generated by vectors of class R0.
Proof. Let s =∑4i=1 eiλi ∈ R0(λi ∈ A). Here we continue to use the elements qi = qi(λ)
which were defined in (4.1). Replacing s by h(s) and choosing h ∈ H appropriately,
we may assume that λ1 = 0. Since q1 ∈ k#, we have sλ−11 ∈ R0. Therefore without loss
of generality we may suppose λ1 = 1. Let λi = xi + yiv with xi, yi ∈ P1 (2  i  4).
By Lemma 4.6, there is a matrix C in Y whose entry in the (31) position has −y3v =
−y3v2v−1 as an P1v−1-component. Replacing s by C(s), we may assume y3 = 0, i.e.,
λ3 ∈ P1 (and λ1 = 1). Then λ3 ∈ K because of q3 ∈ M . Replacing s by ρe2,e3,λ3,β(s)
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Since q12, q14 ∈ M , we see that y2 = 0. The relation q5 ∈ M implies that x2 ∈ K . Since
q7, q8 ∈ M , it follows that y4, x4 ∈ K . We set x4 = c1 + c2u,y4 = c3 + c4u with ci ∈ k.
Then the relation q6 ∈ M shows that xJ4 bu − y4v2 ∈ K whence c1b − c4v2 ∈ k and
c2bu2 + c3v2 ∈ k. Since v2 /∈ k, we have c1c3 + c2c4u2 = 0, so
x4y4 = (c1 + c2u)(c3 + c4u) =
(
c1c3 + c2c4u2
)+ (c1c4 + c2c3)u
= (c1c4 + c2c3)u ∈ ku.
Suppose x4 = 0. Then y4 = r ′uxJ4 for some r ′ ∈ k. Hence xJ4 (b− r ′v2) ∈ K , so v2 is a root
of some polynomial of degree less then 3 over k which is impossible because [P : k] = 3.
Therefore x4 = 0. Hence y4v2 ∈ k, and so y4 = 0. Accordingly, s = e1 + e2x2. Since s is
isotropic, x2 ∈ k. But then τe2,x2(s) = e1. The lemma is proved. 
Finally we give a description of the maximal two-dimensional T -subgroup of Y(F).
Lemma 4.8. Let g′ ∈ T (Y ). Then g′(k)  Y . Let g′′ ∈ T (Y ). Suppose that g′, g′′ does
not commute with each other. Then the subgroup Z = 〈g′(k), g′′〉 of Y is a conjugate in
GL4(A) of the group diag(SL2(k),12).
Proof. That g′(k) Y follows from the irreducibility of Y and Lemma 2.2. By Lemma 4.1,
g′ = τs′,r ′ , g′′ = τs′′,r ′′ where s′, s′′ ∈ R0, r ′, r ′′ ∈ k#. By Lemma 4.7, the group Y con-
tains a matrix y such that y(s′) = e1µ where µ ∈ A#. By Proposition 4.1, µµJ ∈ k. Let
y(s′′) = s =∑4i=1 eiλi (λi ∈ A). By Proposition 4.1, s ∈ R0. Since g′g′′ = g′′g′, it follows
that
0 = Φ(s′, s′′) = Φ(y(s′), y(s′′))= Φ(e1µ,e1λ1 + e2λ2 + e3λ3 + e4λ4) = µJλ2.
Hence λ2 = 0, and so λ2λJ2 ∈ k#. By Lemma 2.1, the group yZ = 〈τe1(k), τs〉 is a con-
jugate in GL4(A) of the group diag(SL2(k(λ2λJ2 )),12) = diag(SL2(k),12). The lemma is
proved. 
Lemma 4.9. Any maximal two-dimensional subgroup of Y generated by transvections is a
conjugate in GL4(A) of the group diag(SL2(k),12).
Proof. The lemma follows immediately from Lemma 4.8. 
In the fifth section we shall show that Lemma 4.9 characterizes, to a certain extent,
the group Y(k, r, b,u, v) (when [k(b) : k] = 3) as an intermediate group between H and
T4(A,Φ).
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In this section, F is a field and D ∈ Qda(F ). Suppose D possesses a D-pentad F =
(k, r, b,u, v). We have as our main objective of this section, the proof of the following
statement.
Proposition 5.1. Let Y = Y(F)  G  GL4(D). Assume G is a T -subgroup and
any maximal 2-dimensional T -subgroup of G is a conjugate in GL4(D) of the group
diag(SL2(k),12). Then G = Y .
Throughout this section we set
K = k(u), P = k(b), α = 2ru, ν = ru, p = bu+ v,
q = 2p + αv−2, d = p2, c = b + 2rv−2, J ∈ Inv0(D),
A = P(u)+ P(u)v.
The restriction of J to any subring of D, stabilized by J , we shall also denote by J .
Clearly, A is a quaternion P -subalgebra of D. Furthermore, the D-pentad F is an exact
D-pentad for A. Let us fix a basis {ei | 1 i  4} in the space E = A4 and supply E with
a form Φ ∈ Fsd0(E,J ) whose matrix with respect to {ei | 1  i  4} is diag(∆,α, q−1).
We shall write τs,r and ρs,t,γ,β for τ (Φ)s,r and ρ(Φ)s,t,γ,β , respectively. Let us designate the
restriction of Φ to the K-vector space 〈e1, e2, e3〉(K) by Φ0. Recall that under this notation
the group Y is a subgroup of T4(A,Φ) generated by the group H = diag(T3(K,Φ0),1)
and the transvection τ = τe with e = e1 + e2p + e3v−1 − e4q . First, we shall establish a
number of auxiliary assertions which we shall use in the proof of Proposition 5.1.
Lemma 5.1. v4 + 2αbu = 0.
Proof. Suppose this is false, that is v4 + 2αbu = 0. Let v2 = θ . Then b = − 14 r−1u−2θ2
whence θ3 = p0θ+p1 and θ4 = p2θ+p3 with p0 = −4ru2c, p1 = 8r2u2, p2 = −16r2u2,
p3 = 16r2u2d . Therefore p0θ2 + (p1 −p2)θ −p3 = 0. Since the degree of θ over k is 3, all
the coefficients of the polynomial p0X2 + (p1 − p2)X − p3 vanish. In particular, p3 = 0,
i.e., 16r2u2d = 0. Since char A = 2, r = 0, u2 = 0, it follows that d = 0. But d = p2,
hence p = bu + v = 0, so b = 0, which is impossible because k(b) is a cubic extension
of k. The lemma is proved. 
Lemma 5.2. Let M0 = K + F(u)v and let λi ∈ D for i = 1,2,3,4. Denote λ =
(λ1, λ2, λ3, λ4) and suppose that for each i = 1,2, . . . ,16 an element qi is defined by (4.1).
If each qi ∈ M0 (1 i  16), then each qi ∈ M = K + P(u)v (1 i  16).
Proof. By the definition of qi , it suffices to show that the elementsλ1λ
J
3 , λ2λ
J
3 , λ3λ
J
3 , λ4λ
J
4 , λ1λ
J
4 , λ2λ
J
4 , λ1λ
J
2 , λ3λ
J
4
338 E.L. Bashkirov / Journal of Algebra 287 (2005) 319–350belong to A = P(u)+ P(u)v. We put
λmλ
J
l = aml + bmlv,
where 1m, l  4, and aml , bml ∈ F(u). The collection of sixteen elements aml (1m
l  4), bml (1m < l  4) we denote by (a,b). Let di = di(a,b) are determined by the
following equalities:
di = aii , di+2 = ai3, d5 = a12 + αa33,
d3i+3 = ai4bu+ bi4v2 + bJi3αbu, d3i+4 = bi4 − bJi3v2,
d3i+5 = ai4 − bJi3α (i = 1,2),
d12 = bJ12v2 − b34α, d13 = bJ12bu+ a34bu+ b34v2, d14 = b12 − aJ34,
d15 = a12bu− aJ12bu+ α2v−2a33 + a44,
d16 = a12v2 − aJ12v2 − α2v−2
(
2bu+ αv−2)a33 − αv−2a44. (5.1)
Since qi = di + (. . .)v, all di belongs to K . The expressions d3i+3, d3i+4, d3i+5 (i = 1,2)
may be regarded as linear forms in ai4, bi4, bJi3 whose coefficients lie in P(u). Since the
determinant of the third degree formed by the coefficients of these forms is∣∣∣∣∣bu v
2 αbu
0 1 −v2
1 0 −α
∣∣∣∣∣= −v4 − 2αbu,
by Lemma 5.1 it must be different from zero. Since d3i+3, d3i+4, d3i+5 ∈ K , it follows
that ai4, bi4, bi3 ∈ P(u) and so λiλJ4 = ai4 + bi4v ∈ A. Moreover, ai3 ∈ K whence λiλJ3 =
ai3 + bi3v ∈ A. Likewise, the inclusion {d12, d13, d14} ⊆ K implies that λ3λJ4 ∈ A and
b12 ∈ P(u). Further, since q5 ∈ M0 it follows that q5 − qJ5 ∈ M0, i.e.,(
a12 − aJ12
)+ 2αa33 ∈ K. (5.2)
Relations d15 ∈ K,d16 ∈ K may be rewritten as(
a12 − aJ12
)
bu+ α2v−2a33 + a44 ∈ K,(
a12 − aJ12
)
v2 − α2v−2(2bu+ αv−2)a33 − αv−2a44 ∈ K. (5.3)
The left-hand sides of (5.2) and (5.3) are linear forms in a12 −aJ12, a33, a44 with coefficients
in P(u). The determinant of the third degree composed of the coefficients of these forms is
equal to 2αv−2(2buα + v4) and by Lemma 5.1 it is non-zero. Therefore a12 − aJ12, a33 =
λ3λ
J
3 , a44 = λ4λJ4 ∈ P(u). But a12 + aJ12 = q5 + qJ5 ∈ k and thus a12 ∈ P(u). Since the
Jrelation b12 ∈ P(u) has already been proved, we have λ1λ2 ∈ A. The lemma is proved. 
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a transvection τs,r ∈ G with r ∈ k#.
Lemma 5.3. If s =∑4i=1 eiλi is a G-direction, then the vectors
−e1u−1λ1 + e2uλ2 − e3λ3 + e4λ4, −e1λ2 + e2λ1 + e3λ3 + e4λ4
are also G-directions.
Proof. Applying the transformations ω(−u), diag(−∆,12), which are in Y , to s, we prove
the lemma. 
Lemma 5.4. For any non-zero vector s = ∑4i=1 eiλi ∈ E(D) there is y ∈ Y such that if
y(s) =∑4i=1 eiλ′i , then λ′1 = 0 and λ′2 = 0.
Proof. If λ1 = 0, λ2 = 0, then there is nothing to prove. If λ1 = 0, λ2 = 0 or λ1 = 0,
λ2 = 0, then t21(1), t12(1) respectively will serve for our purpose. Assume λ1 = λ2 = 0. If
λ3 = 0, then we may set y = τe1−e2ν+e3 . If λ1 = λ2 = λ3 = 0, then λ4 = 0 and τ will serve
as y. The lemma is proved. 
Proof of Proposition 5.1. Let g ∈ T (G). It is enough to show that g ∈ Y . We set
g = g(s,ψ) (s ∈ E(D), ψ ∈ (E(D))∗), where we have s = ∑4i=1 eiλi , ψ = ∑4i=1 µie′i
(λi,µi ∈ D). Let h be any transvection in Y and let h = h(t, ϕ) (t ∈ E(D), ϕ ∈ (E(D))∗).
By Lemma 4.8, h(k)  Y so H = 〈h(k), g〉 is a subgroup of Y . If ϕ(s)ψ(t) = 0,
then employing Lemma 2.1, we find that H is a conjugate in GL4(D) of the group
diag(SL2(k(ϕ(s)ψ(t))),12). Therefore, by our hypothesis about maximal two-dimensional
T -subgroups of G, we obtain
ϕ(s)ψ(t) ∈ k (5.4)
for all h(t, ϕ) ∈ T (Y ) (t ∈ E(D), ϕ ∈ (E(D))∗). We take as h(t, ϕ) the transvections
h(e1, e
′
2), h(e2, e
′
1), h(e1 + e2, e′1 − e′2) and obtain from (5.4) that
λ2µ1 ∈ k, (5.5)
λ1µ2 ∈ k, (5.6)
λ1µ1 − λ2µ2 ∈ k. (5.7)
Let β be an arbitrary element in K#. Then h(±e1β ∓ e2β−J ν + e3,∓νβ−1e′1 ±
βJ e′2 + αe′3) ∈ T (Y ). Taking these two transvections as h(t, ϕ) in (5.4) and adding the
relations obtained, we get
−νβ−1λ1µ1β − βJ λ2µ2β−J ν + αλ3µ3 ∈ k, (5.8)
αλ3µ1β − αλ3µ2β−J ν − νβ−1λ1µ3 + βJ λ2µ3 ∈ k. (5.9)
340 E.L. Bashkirov / Journal of Algebra 287 (2005) 319–350The field P is infinite because it is a center of a non-commutative division ring A. On the
other hand, P is a cubic extension of the field k. So k is also infinite. Consequently, in (5.9)
we may replace β by fβ , where f ranges over k, and obtain that
αλ3µ1β + βJ λ2µ3 ∈ k, (5.10)
αλ3µ2β
−J ν + νβ−1λ1µ3 ∈ k (5.11)
for each β ∈ K#. We take the transvection τ to be h(t, ϕ) and again appeal to (5.4) to get
S(λ1, λ2, λ3, λ4,µ1,µ2,µ3,µ4) ∈ k, where S(λ1, . . . ,µ4) is a sum of elements having the
form aλiµja′ with some a, a′ in A. Since ω(−1)g ∈ G, we have
S(λ1, λ2, λ3, λ4,µ1,µ2,µ3,µ4)− S(−λ1,−λ2, λ3, λ4,−µ1,−µ2,µ3,µ4) ∈ k.(5.12)
Since ω(f−1)g ∈ G for all f ∈ k#, in (5.12) we may replace λ1, λ2,µ1,µ2 by f λ1, f−1λ2,
f−1µ1, fµ2, respectively. Direct calculations and the infinity of k show that
αv−1λ3µ1 + λ4µ1 + λ2µ3v−1 − λ2µ4q ∈ k. (5.13)
If β ∈ K#, then ω(β)g ∈ G. So in (5.13) we may replace λ1, λ2, λ3,µ1,µ2,µ3 by
β−1λ1, βJ λ2, ββ−J λ3,µ1β,µ2β−J ,µ3β−1βJ , respectively. This yields
βJ β−1αv−1λ3µ1β + βJ
(
β−J λ4µ1
)
β + βJ (λ2µ3v−1β−J )β − βJ λ2µ4qβ−1β ∈ k,
whence
βαv−1λ3µ1 + βJ λ4µ1 + λ2µ3v−1βJ − λ2µ4qβ ∈ k (5.14)
for all β ∈ K#. The relation (5.10) and [4, Lemma 3.2] imply that
λ2µ3 = (αλ3µ1)J . (5.15)
We substitute (5.15) in (5.14) to show that −λ2µ4qβ+βJ λ4µ1 ∈ F for all β ∈ K# whence
λ4µ1 = qµJ4 λJ2 . (5.16)
First we suppose λ1 = 0, λ2 = 0. In this case (5.5) and (5.6) imply that
µ1 = r2λJ2 , (5.17)
µ2 = r1λJ1 (5.18)
for some r1, r2 ∈ F . Now substituting (5.17) into (5.15), (5.16) and taking into account that
λ2 = 0, we obtainµ3 = −r2λJ3 α, µ4 = −r2λJ4 q−1. (5.19)
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(r1 + r2)
(
λ1λ
J
2 − λ2λJ1
)= 0
whence λ2 = f λ1 for some f ∈ F #. On substituting this value of λ2 and the expressions
(5.17)–(5.19) into (5.8) with β = 1, we obtain
νλ1λ
J
1 f (r1 + r2) ∈ F,
which is impossible. Thus, if λ1λ2 = 0, then for some r1 ∈ F we have
µ1 = −r1λJ2 , µ2 = r1λJ1 , µ3 = r1λJ3 α, µ4 = r1λJ4 q−1,
i.e., g ∈ T4(D,Φ(D,J )), and for these λi,µi the relations (5.5)–(5.8), (5.10), (5.11) are
fulfilled. Employing Lemma 5.4, we draw a conclusion that the same is true for arbitrary
λ1, λ2. Put for simplicity
q17 = λ3λJ3 , q18 = λ2λJ4 , q19 = λ1λJ2 , q20 = λ3λJ4 .
Then
r1q1, r1q2, r1
(
q19 + qJ19
)
, r1
(
νq19 − qJ19ν + α2q17
) ∈ k.
Besides [4, Lemma 3.2] implies that
r1q3, r1q4 ∈ M0.
It is easy to see that there is λl such that r1λlλJl ∈ k#. Replacing each λi (1  i  4) by
λiλ
−1
l and replacing r1 by r1λlλ
J
l , we may presume that
g = τe1λ1+e2λ2+e3λ3+e4λ4,f
with f ∈ k#. Consequently, the vector ∑4i=1 eiλi is a G-direction and
q1, q2 ∈ k, q3, q4, q5 ∈ M0. (5.20)
(It is readily to see that the relations q19 + qJ19 ∈ k, νq19 − qJ19ν + α2q17 ∈ k are equivalent
to the only relation q5 ∈ M0.)
Now let γ be an arbitrary element in the field k(p), and let f be an arbitrary element
in k. Suppose elements λ′1, λ′2, λ′3, λ′4, β are determined by the following equalities:
λ′1 = λ1 + βλ2 + γ J αv−1λ3 + γ J λ4, λ′2 = λ2,
λ′3 = λ3 + v−1γ λ2, λ′4 = λ4 − qγ λ2, (5.21)β = f − γ γ Jp, (5.22)
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ρ = ρe1,e3v−1−e4q,γ,β ∈ Y and
4∑
i=1
eiλ
′
i = ρ(s).
Therefore,
∑4
i=1 eiλ′i is a G-direction. Since the transvection g is arbitrary, we have
q ′i ∈ M0 where 1  i  5. In particular, q ′3 ∈ M0. Now we substitute (5.21) in q ′3 for
λ′1, λ′3, open brackets and then substitute (5.22) for β . This yields the expression of the
form S1 + S′1f ∈ M0 where S1, S′1 are sums of summands that does not depend on f and
have the form aλiλJj a
′ with a, a′ ∈ A. Since f runs over the whole k, we have S1 ∈ M0.
Explicitly,
S1 = q3 − γ γ Jpq4 + γ J αv−1q17 + γ J qJ20 − q19γ J v−1 + γ γ Jpq2γ J v−1
− γ J αv−1qJ4 γ J v−1 − γ J qJ18γ J v−1.
Replacing γ by γf , where f runs over k and taking into account the infinity of k, we
obtain
γ γ Jpq4 + γ J αv−1qJ4 γ J v−1 + γ J qJ18γ J v−1 ∈ M0, (5.23)
γ J αv−1q17 + γ J qJ20 − q19γ J v−1 ∈ M0. (5.24)
The relation (5.24) with γ = 1 implies that q14 ∈ M0. We write λmλJl = aml + bmlv where
1m, l  4 and aml, bml ∈ F(u) and use the elements dj (1 j  16) which were defined
by (5.1). In (5.24) we take γ = p and use the relation q5 ∈ M0 (a12 + αa33 ∈ K) to get
d13 ∈ K , and so q13 ∈ M0. We represent γ = f1 +f2p, where f1, f2 run over k to find that
(5.23) is true for any γ ∈ K1 if and only if
A1 +A2B2 +A3B3 ∈ M0, (5.25)
A2pB2 + pA2B2 +A3pB3 + pA3B3 ∈ M0, (5.26)
−p2A1 + pA2pB2 + pA3pB3 ∈ M0 (5.27)
with A1 = pq4, A2 = αv−1qJ4 , B2 = B3 = v−1, A3 = qJ18. Then (5.25) implies immedi-
ately that q10 ∈ M0. Next, the relation (5.27) implies that
bJ23
(−b2u2v2 − v4 − buα)− b23buα + aJ24bu− bJ24v2 + b24b2u2 − a24bu ∈ K.(5.28)
By Lemma 5.3, we may replace in (5.28) the elements b23, a24, b24 by the elements
−ub23, ua24, ub24, respectively, and establish that d9 ∈ K , and so q9 ∈ M0. Similarly, the
relation (5.26) implies that q11 ∈ M0. By the second statement of Lemma 5.3, we obtain
that q6, q7, q8 ∈ M0.
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−aJ12bu+ bJ12v2 + a12bu+ b12v2 + a33α2v−2 − b34α + bJ34α + a44 ∈ k.
Due to Lemma 5.3, in this relation one may replace b12, b34 by −b12,−b34, respectively,
and get d15 ∈ K whence it follows that q15 ∈ M0.
Next the relation q ′6 ∈ M leads us to
a12
(
2d + αv−2bu)− a33α2v−2bu− aJ12αv−2bu+ a44bu ∈ K. (5.29)
Applying the involution J to both sides of (5.29) and subtracting the relation obtained from
(5.29), we deduce that
a12
(
d + αv−2bu)+ aJ12(−d − αv−2bu)− a33α2v−2bu+ a44bu ∈ K. (5.30)
We can bring the left-hand side of (5.30) to the form
cu
(
a12bu− aJ12bu+ a33α2v−2 + a44
)+ a12v2 − aJ12v2 − 2a33α2v−2cu
+ a33α3v−4 − a44αv−2 = cud15 + d16.
Taking into account that q15 ∈ M0, we get q16 ∈ M0.
Finally, let γ be an arbitrary element in K , f an arbitrary element in k, and let
β = f + γ γ J ν. Then ρ′ = ρe1,e3,γ,β ∈ Y . So the vector ρ′(s) =
∑4
i=1 eiλ′′i with λ′′1 =
λ1 + βλ2 + γ J αλ3, λ′′2 = λ2, λ′′3 = γ λ2 + λ3, λ′′4 = λ4 is a G-direction. It implies that
q7(λ
′′
1, λ
′′
2, λ
′′
3, λ
′′
4) ∈ M0 whence
γ γ J νq18v
−1 + γ J αq20v−1 − vγ γ J νq4 − vq19γ J − vγ J qJ4 γ J ∈ M0.
Replacing at this point γ by −γ , we see that γ J αq20v−1 − vq19γ J ∈ M0. Putting γ = 1,
we obtain that q12 ∈ M0.
Accordingly, we have shown that qi ∈ M0 for i = 1,2, . . . ,16. Then by Lemma 5.2,
qi ∈ M and so s ∈ R0(F) (the set R0(F) was defined before Lemma 4.1). Therefore by
Lemma 4.7, g ∈ Y as claimed. This completes the proof. 
6. Proof of the theorem
Let E = D4. We fix in E a basis {ei | 1  i  4} and endow a K-vector space V =
〈e1, e2, e3〉(K) ⊆ E with a σ -skew-Hermitian form Φ0 whose matrix with respect to the
basis {e1, e2, e3} of V is diag(∆,α), where α = 2ru. Let us denote by H the subgroup
diag(T3(K,Φ0),1) and by G the subgroup of X generated by the set
⋃
x∈X xH . Clearly,
G  X. We shall prove that G is as in (1)–(5) of the theorem. By Clifford’s theorem,
G is irreducible. Consequently, by Lemma 2.3, G contains a transvection g = g(s,ψ)
(s ∈ E,ψ ∈ E∗) such that the group H(g) = 〈H,g〉 is irreducible. If k  F , then [10,
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shall assume k ⊆ F .
Suppose H contains a transvection h = h(t, ϕ) (t ∈ V , ϕ ∈ E∗, ϕ(e4) = 0) such that β =
ϕ(s)ψ(t) /∈ F . In particular β = 0. Let H0 = 〈h(K0), g〉. Then H0 G because h(K0)
H . Employing of Lemma 2.1 shows that H0 is a conjugate of diag(SL2(K0(β)),12) and so
hβ ∈ G. For some λ ∈ k we have
hβ(x) =
{
x + tλβΦ0(t, x), if x ∈ V(D),
x, if x ∈ 〈e4〉(D)
(we may assume Φ0 is defined on the set V × V(D) because Φ0 is linear in its second
argument). Since t ∈ Ist(V ,Φ0), there exists z ∈ H such that z(t) = e1µ with µ ∈ K# [12].
Hence
zhβz
−1(x) =
{
x + e1µλβµJΦ0(e1, x), if x ∈ V(D),
x, if x ∈ 〈e4〉(D).
Since β /∈ F and λ ∈ k ⊆ F , we have µλβµJ /∈ F . So we again apply [10, Theorem 1.1]
to get that G is as in (1), (2) of the theorem. Therefore we may assume that
ϕ(s)ψ(t) ∈ F (6.1)
for all h = h(t, ϕ) ∈ T (H) (t ∈ V , ϕ ∈ E∗, ϕ(e4) = 0). We set
s =
4∑
i=1
eiλi, ψ =
4∑
i=1
µie
′
i (λi,µi ∈ D).
Taking the transvections h(e1, e′2), h(e2, e′1) as h(t, ϕ), from (6.1) we get
λ2µ1 ∈ F, (6.2)
λ1µ2 ∈ F. (6.3)
If α ∈ k, then h(e1 ± e2α,∓αe′1 + e′2) ∈ H . We take these two transvections as h(t, ϕ) and
add the relations obtained. This shows that
αλ1µ1 − λ2µ2α ∈ F (6.4)
for all α ∈ k. Let β be an arbitrary element in K#. Putting ν = ru and acting as in the proof
of Proposition 5.1, we get
−νβ−1λ1µ1β + βσλ2µ1β + νβ−1λ1µ2β−σ ν − βσλ2µ2β−σ ν + αλ3µ3 ∈ F, (6.5)
αλ3µ1β − αλ3µ2β−σ ν − νβ−1λ1µ3 + βσλ2µ3 ∈ F. (6.6)
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replace β by fβ , where f ranges over K#0 , and obtain that for any β ∈ K#,
−νβ−1λ1µ1β − βσλ2µ2β−σ ν + αλ3µ3 ∈ F, (6.7)
αλ3µ1β + βσλ2µ3 ∈ F, (6.8)
αλ3µ2β
−σ ν + νβ−1λ1µ3 ∈ F (6.9)
for all β ∈ K#.
Assume first K ⊆ F . In (6.8) and (6.9) we set β = 1. Then we take any element in
H−(K,σ )# as β and get λ3µ1, λ2µ3, λ3µ2, λ1µ3 ∈ F . The relations (6.4), (6.7) imply
that
λ1µ1 − λ2µ2 ∈ F, −λ1µ1 − λ2µ2 + 2λ3µ3 ∈ F. (6.10)
We want to show that λiµi ∈ F for each i = 1,2,3. It is so if λ2 = 0. Assume
λ2 = 0. If µ3 = 0, then λ3µ3 = 0 ∈ F and (6.10) implies that λ1µ1, λ2µ2 ∈ F . As-
sume µ3 = 0 (and λ2 = 0). Then λ1µ1 = (λ1µ3)(λ2µ3)−1(λ2µ1) ∈ F and (6.10) im-
plies that λ2µ2, λ3µ3 ∈ F . By [10, Lemma 2.13] yg ∈ SL4(F ) for some matrix y =
diag(13, λ) ∈ GL4(D). It follows that yH(g) is an irreducible subgroup of the special
linear group SL4(F ) over the field F and yH(g)  H . By [2, Theorem 1.2] yH(g) ∈
{SL4(L1), T4(L1,Φ1, σ1)} where L1 is a subfield of F , L1 ⊇ K , σ1 ∈ Inv(L1), Φ1 ∈
Fsd0(L41, σ1). It is easily seen that in this case
yG may be only as in (1), (2) of the the-
orem.
It remains to consider the possibility k ⊆ F , K  F . In this case σ = J |K and u
is a pure quaternion. We include u in a standard pair (u, v) ∈ Ps(D,F ). By Zorn’s
lemma, F contains a subfield k′ which is maximal in the set of all subfields k′′ ⊆ F
such that k ⊆ k′′ and diag(T3(k′′(u), (Φ0)(k′′(u),J )),1)  X. Replacing k by k′ and H by
diag(T3(k′(u), (Φ0)(k′(u),J )),1), one may suppose that ϕ(s)ψ(t) ∈ k for all h = h(t, ϕ) ∈
T (H) (t ∈ V , ϕ ∈ E∗, ϕ(e4) = 0). As above it follows that
λ1µ2 ∈ k, λ2µ1 ∈ k, λ1µ1 − λ2µ2 ∈ k, and ∀β ∈ K#,
−νβ−1λ1µ1β − βJ λ2µ2β−J ν + αλ3µ3 ∈ k,
αλ3µ1β + βJ λ2µ3 ∈ k, αλ3µ2β−J ν + νβ−1λ1µ3 ∈ k. (6.11)
Since the group H(g) is irreducible, (6.11) imply that
λ1 = 0 ⇔ µ2 = 0, λ2 = 0 ⇔ µ1 = 0, λ3 = 0 ⇔ µ3 = 0.
These equivalences and [4, Lemma 3.2] show that µ1 = −f λJ2 , µ2 = f λJ1 , µ3 = f λJ3 α
for some f ∈ F #. Substituting these values of µ1,µ2,µ3 in (6.11) and employing [4,
Lemma 3.2] again, we obtain that
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J
1 ∈ k, f λ2λJ2 ∈ k, f λ1λJ3 ∈ K + F(u)v, f λ2λJ3 ∈ K + F(u)v,
f
(
λ1λ
J
2 + λ2λJ1
) ∈ k, f (νλ1λJ2 − λ2λJ1 ν + α2λ3λJ3 ) ∈ k.
Note that the two latter relations are equivalent to the only relation f (λ1λJ2 + α2λ3λJ3 ) ∈
K + F(u)v. Replacing g by hg with appropriate h ∈ H , we may assume λ1 = 1. Then
f ∈ k# and
λ1λ
J
1 ∈ k, λ2λJ3 ∈ K + F(u)v, λ2λJ2 ∈ k, (6.12)
λ1λ
J
3 ∈ K + F(u)v, (6.13)
λ1λ
J
2 + αλ3λJ3 ∈ K + F(u)v. (6.14)
We put λi = ai + biv (ai, bi ∈ F(u), 1 i  4). By (6.13) a3 ∈ K , and replacing g by ρg
where ρ = ρ(Φ0)e2,e3,a3,β ⊕ 1〈e4〉 with β = 12a3aJ3 α, we may assume a3 = 0.
Suppose b3 = 0. Passing from X to yX with y = diag(13, λ−14 ), we may assume λ4 = 1.
According to (6.14), a2 ∈ K , and due to (6.12), (b2v)2 ∈ k. We put B = K + Kb2v. If
b2 = 0, then B = K is a field; if b2 = 0, then B is a quaternion k-subalgebra of D. We
endow the B-vector space 〈e1, e2, e3, e4〉(B) with a J -skew-Hermitian form Φ whose ma-
trix with respect to the basis {ei | 1  i  4} is diag(∆,α,λJ2 − λ2). It is clear that Φ is
non-degenerate and g = τ (Φ)e1+e2λ2+e4,f . Lemma 2.5 and [4] give rise to H(g) = T4(B,Φ)
whether B is a field or a quaternion algebra. So by [4–7] and by [8] the group yG is as in
(1)–(4) of the theorem.
Now we assume b3 = 0. In addition, let b2 = 0. Since (u, b3v) ∈ Ps(D,F ), it fol-
lows that replacing v by b3v one may suppose b3 = 1. Passing from X to yX where
y = diag(13, λ−14 ), one may presume λ4 = 1. We put a2 = a + bu (a, b ∈ F). Since
λ1λ
J
2 + λ2λJ1 ∈ k, we have a ∈ k. Hence, replacing g by t21(−a)g we may suppose a = 0,
that is
s = e1 + e2bu+ e3v + e4, ψ = bue′1 + e′2 + αve′3 +
(−2bu− αv2)e′4.
By (6.12) and (6.14), b2 ∈ k and c = b + 2rv2 ∈ k. We shall show that in this case H(g)
contains a subgroup which is a conjugate, by an element in the group diag(12,GL2(D)), ei-
ther of the group Sp4(k,Ψ ) where Ψ is a non-degenerate alternating form in four variables
over k, or of the group T4(k1,Ψ1) where k1 is a subfield of D such that [k1 : k] = 2, a non-
trivial automorphism of k1 over k being J |k1, and Ψ1 ∈ Fsd0(k41, J ). The group H(g)
contains a subgroup H1 generated by the root k-subgroup (e1, e′2)(k), by the transvec-
tions g, (e2, e′1) and
g′ = ω(u−1)g = (e1u− e2b − e3v + e4, be′1 − ue′2 − αve′3 + (−2bu− αv2)e′4).
Let ρ be an element in GL4(D) such thatρ(ei) = ei (i = 1,2), ρ(e3v + e4) = e3, ρ(−e3v + e4) = e4.
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e2, e
′
1
)
, ρg = (e1 + e2bu+ e3, bue′1 + e′2 − 2bue′3 − 2cue′4),
ρg′ = (e1u− e2b + e4, be′1 − ue′2 − 2cue′3 − 2bue′4).
Let ρ1 = diag(13, u). The group ρ1H2 = H3 is generated by the root k-subgroup (e1, e′2)(k)
and the transvections(
e2, e
′
1
)
, ρ1ρg = (e1 + e2bu+ e3, bue′1 + e′2 − 2bue′3 − 2ce′4),
ρ1ρg′ = (e1 − e2bu−1 + e4, bue′1 − u2e′2 − 2cu2e′3 − 2bue′4).
It is easily seen that H3 is an irreducible subgroup of GL4(D). First suppose b = 0. Then
H3  SL4(k). We define on the k-vector space 〈e1, e2, e3, e4〉(k) an alternating form Ψ
whose matrix with respect to the base {ei | 1 i  4} is diag(∆,−2c∆). Since Φ0 is non-
degenerate, Ψ is non-degenerate also. Since(
e1 + e3, e′2 − 2ce′4
)= τ (Ψ )e1+e3 , (e1 + e4, −u2e′2 − 2cu2e′3)= τ (Ψ )e1+e4,−u2 ,
it follows that H3 is an irreducible T -subgroup of Sp4(k,Ψ ). According to [15] H3 =
Sp4(k,Ψ ). Thus yG is a group containing Sp4(k,Ψ ). On the other hand, yG contains a
three-dimensional subgroup H . Hence yG cannot be a symplectic group, and so by [9,
Theorem 1.1] yG is as in (1)–(4) of the theorem. Further let b = 0. Then k(bu) = k1 is a
field such that [k1 : k] = 2 and H3  SL4(k1). Evidently, the non-trivial automorphism of k1
over k is J |k1. We provide the k1-vector space 〈e1, e2, e3, e4〉(k1) with a J -skew-Hermitian
form Ψ1 whose matrix with respect to the basis {ei | 1 i  4} is diag
(
∆,
(−2bu −2c
2c 2bu−1
))
.
Since H(g) is irreducible, Ψ1 ∈ Fsd(k41,Ψ1). Moreover,(
e1 + e2bu+ e3, bue′1 + e′2 − 2bue′3 − 2ce′4
)= τ (Ψ1)e1+e2bu+e3,(
e1 − e2bu−1 + e4, bue′1 − u2e′2 − 2cu2e′3 − 2bue′4
)= τ (Ψ1)
e1−e2bu−1+e4,−u2,
and so H3  T4(k1,Ψ1). It follows from [2] that H3 = T4(k1,Ψ1). Hence, yG is as in (1)–
(4) of the theorem.
Now assume b3 = 0 and b2 = 0. Replacing v by b2v, we may suppose b2 = 1. We
recall that a3 = 0. Then λ2λJ3 = −a2b3v − v2bJ3 ∈ K + F(u)v, and so b3 = c1v−2 for
some c1 ∈ K . Replacing X by y1X where y1 = diag(12, c1,1) and replacing H by y1H =
diag(T3(K,Φ ′0, J ),1) where Φ ′0 is a form in Fsd0(〈e1, e2, e3〉(K), J ) and Φ ′0 relative to
the basis {ei | 1  i  3} has the matrix diag(∆, c1cJ1 α), we may suppose c1 = 1. Let
a2 = a + bu (a, b ∈ F). As above we may assume a = 0. Replacing X by y2X with y2 =
diag(13,−(2bu+ αv−2 + 2v)λ−14 ), one can set
s = e1 + e2(bu+ v)+ e3v−1 − e4
(
2bu+ αv−2 + 2v),ψ = (bu+ v)e′1 + e′2 + αv−1e′3 + e′4
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b2u2 + v2 ∈ k, bu+ αv−2 ∈ K. (6.15)
Denote by P the subfield k(b, v2) of F and let A = P(u) + P(u)v. It is manifest that
A is a quaternion P -subalgebra of D. On the A-vector space 〈e1, e2, e3, e4〉(A), we de-
fine a J -skew-Hermitian form Φ the matrix of which in the basis {ei | 1  i  4} is
diag(∆,α, (2bu+ αv−2 + 2v)−1). Put
d = e1 + e2(bu+ v)+ e3v−1 − e4
(
2bu+ αv−2 + 2v).
Then g = τ (Φ)d , and so H(g) T4(A,Φ). The relations (6.15) imply that [P : k] 3. First
we consider the case P = k. Proceeding as in the proof of Lemma 4.4, we find in H(g) a
transvection χ = τe1+e2ξ2+e3ξ3+e4ξ4 such that for some n ∈ k# and q = 2bu + αv−2 + 2v,
the elements ξ3, ξ4 are determined by (4.4). Assume b = 0. Let γ be an arbitrary element
in the field k(bu+ v) and let β = −(bu+ v)γ γ J . Set l = e3v−1 − e4(2bu+ αv−2 + 2v).
Then
ρ2 = ρ(Φ)e2,l,γ,β ∈ H(g).
We have
ρ2(e1 + e2ξ2 + e3ξ3 + e4ξ4) = e1 + e2ξ ′2 + e3ξ ′3 + e4ξ ′4,
where
ξ ′3 = ξ3 − v−1γ, ξ ′4 =
(
2bu+ αv−2 + 2v)γ + ξ4.
We take γ = z1 + z2(bu+ v) with z1 = n+ nv2, z2 = −nrb−1 − n to obtain
ξ ′3 = n
(
bu− ν − b2u2 + αbu− ν2 − 1 − v2 + αv−2 + α2v−2)
− z2 +
(
n+ nv2 + nru+ nbu− z1 + z2bu
)
v−1 ∈ K.
Suppose ξ ′4 = 0. Then
0 = γ − n(1 − bu+ ν − v − αv−1)= z1 + z2bu+ z2v − n(1 − bu+ ν − v − αv−1),
whence, z1−n = 0, and so nv2 = 0 which is impossible. Thus, if b = 0, then H(g) contains
a transvection τ (Φ)
e1+e2ξ ′2+e3ξ ′3+e4ξ ′4 with ξ
′
3 ∈ K , ξ ′4 = 0. In this case the theorem follows from
Lemma 2.5. Now suppose b = 0. Let δ be an arbitrary element in K#. Then ω(δ)g ∈ H(g),
and thereforeτ
(Φ)
e1+e2(δJ )2v+e3δv−1−e4(αv−2+2v)δ ∈ H(g).
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H(g) contains the element ρ3 = ρ(Φ)e2,e3δv−1−e4(αv−2+2v)δ,γ,β . Therefore the element
ρ3χ =
τe1+e2ξ ′2+e3ξ ′3+e4ξ ′4 where
ξ ′3 = −δv−1γ + ξ3, ξ ′4 =
(
αv−2 + 2v)δγ + ξ4,
is contained in H(g) also. If δ = nv2 + n+ nru, γ = 1 and β = −(δJ )2v, then
ξ ′3 = −
(
nv2 + n+ nru)v−1
+ n(−ν − ν2 − 1 − v2 + αv−2 + α2v−2 + v−1 + v + νv−1) ∈ K.
By the choice of γ and δ, the element ξ ′4 differs from zero. Hence, if b = 0 then applying
Lemma 2.5 proves the theorem.
When [P : k] = 2 the theorem follows from Lemma 4.5. When [P : k] = 3 the theorem
follows from Proposition 5.1. This completes the proof.
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