Currently, many professional users tend to promote their websites and brands via multiple online social networks. During activities of information dissemination, the users are confronted with the problem of platform selection. For a post, its platform selection should be based on platform preference, which refers to the platform in which the post can obtain more engagement. In this paper, we focus on this problem by proposing a model to predict platform preference. Specifically, we build a content similarity-based Multi-Task Learning model to predict platform preference of posts. This model takes user specific characters into account and incorporates the regularization term under our validated hypothesis about content similarity. Based on data from Twitter and Facebook, the experiments reveal this model significantly outperforms a number of the baselines. The prediction of platform preference can provide insight for users conducting platform selection to obtain more engagement.
I. INTRODUCTION
Online social media networks have become one of the most popular services on the internet, attracting billions of subscribers and millions of daily active users. This tremendous success has created a very profitable market, and there exist multiple online social media sites which are very popular and provide different services, such as information-gathering and information propagation [1] . Hence users generally do not limit their activities to a single social media network, but have multiple accounts in different platforms, and they receive and publish information via these accounts across multiple platforms [2] , [3] .
As the widespread information sharing activities in multiple social media networks, organizations and companies are confronted with the problem about how to gain the full benefit these platforms provide [4] , [5] . Hence, social media strategies are becoming increasingly important. Correspondingly, there are a number of works focusing on this field. Some present detailed skills to help users gain more engagement via social media, such as how to control the number of repeated The associate editor coordinating the review of this manuscript and approving it for publication was Zhen Qin. posts [6] and use different social media sites for various effectiveness [7] . Several studies put forward frameworks about adoption and implementation of social media for companies and organizations, such as the approach of selecting suitable platforms for companies by integrating managers' assessment [8] , and the method of identifying effective social media management tools through data analyses and interviews [9] . However, few of them have thoroughly investigated the problem of platform selection for online contents: for a user with accounts in multiple platforms, which platform should he select for a given post to achieve more engagement.
Currently, taking Twitter and Facebook, for instance, platform selection is an important problem that users are confronted with during activities of information dissemination, especially for professional users who have accounts on both Twitter and Facebook and aim to promote their products, brands, websites and services via these platforms, such as organizations, companies and owners of websites. We address the significance of platform selection from two aspects. Firstly, our data analyses suggest professional users actually conduct platform selection when publishing posts. They generally select a large proportion of posts to publish on Twitter and a small proportion on Facebook, as well as only a few on both, which is consistent with the finding of Farahbakhsh et al. [10] .
Secondly, existed researches show it is improper for users to select all the posts (or a part of potential posts) to publish on both Twitter and Facebook. This is because (i) there is serious information overload on Twitter and Facebook, and information overload has a negative impact on the effectiveness of information diffusion. Surveys show that near 60% of users experience tweet overload per week [11] and twothirds of Twitter users have felt that they receive too many posts [12] . In fact, most active and popular social media users are often the overloaded ones who publish posts more frequently than the average user [13] . While, degree of information overload (the rate at which users receive information) has a strong impact on users' decisions to forward any piece of information they receive, i.e., the larger the degree is, the shorter the cascade size becomes [13] . And users who post a large number of tweets over a short period of time are likely to be unfollowed [14] , [15] . (ii) Twitter and Facebook have different capacity for posts. Both previous work [2] and our data analysis show that the average number of posts per user on Twitter is obviously higher than Facebook. However, surveys suggest that information overload is higher on Facebook than Twitter [16] , [17] . Hence, Facebook should have less capacity about posts, and most users should publish a smaller number of posts on Facebook than Twitter. (iii) The different social media platforms have different popular topics. For different platforms, users emphasize different motivational factors when sharing information and deciding to use them [18] , [19] . And users generally prefer certain platforms over others for certain topics [20] . For example, Heimbach et al. [21] find that articles with high practical utility are less shared on Facebook, while Twitter users are more likely to share articles related to politics, business, technology, and science. And Papworth et al. [22] show Facebook users are less likely to share or like negative news, and Twitter users are more likely to tweet about negative news relative to neutral news. According to the above analyses, we can conclude that it is improper to publish all the posts on both platforms, because even if users currently select different posts for different platforms, there are still serious information overload. If users publish all their posts on both platforms, there will be more serious information overload which may result in a negative impact. And it is also inappropriate to publish a part of potential posts on both platforms, because Twitter and Facebook have different capacity about posts and different topic preferences.
Based on these facts, in this work, we try to study the problem of platform selection for users who aim at obtaining more engagement via Twitter and Facebook. To this end, we try to propose a model to predict platform preference: which platform can a given post obtain more engagement in? For a given post, platform selection based on its platform preference can help users obtain more engagement. And, the model can give clues for users to select proper platforms for their posts. For example, for users with many posts, they need to select some posts to publish on Twitter, and some on Facebook. For each post, the model can predict which platform is proper to obtain more engagement. Therefore, based on predictive results, users can select appropriate platforms for their posts.
Specifically, we propose a predictive model which takes user-specific characters and content factors into account. For the former, users typically show preferences of certain social media platforms over others for certain contents [20] and features related to contents have a different impact on engagement for different users [6] . Therefore, in terms of followers of one user, they may have different preference about contents from followers of other users. Hence, the model should consider these different characters to improve predictive performance. To this end, we cast the predictive problem as a Multi-Task Learning (MTL) problem. Specifically, we build an extension of logistic regression to MTL for predicting platform preference. In this model, the predictive problem of each user's posts is treated as a task. The model is decomposed into two parts: the common part which is for global optimization over all users' posts, and the individual part which is based on the specific user's posts. Thus, this model considers both the common properties of all the users and specific characters of each user to improve predictive performance. For content factors, we propose and examine the hypothesis relevant to platform preference, named content similarity. That is, for a seed post, its platform preference tends to be consistent with its semantically similar posts from the same user. Based on the MTL model, we further deploy a regularization term for smooth prediction to model the effect of content similarity.
As a result, we build a content similarity-based MTL model, which considers both the individual specific character and content similarity, to predict platform preference of posts. Based on the data from Twitter and Facebook, we conduct extensive experiments to compare our method with other classification algorithms, and the results suggest that our model can significantly improve the predictive accuracies.
The main contributions of our study are summarized as follows:
• We analyze the importance of platform selection for users with accounts on Twitter and Facebook and find that they are generally confronted with the problem of platform selection. • We build a multi-task learning model which takes user specific characters into account and incorporates our validated hypothesis about content similarity. • Based on the real Twitter and Facebook data, experiments under two scenarios suggest that our model outperforms the baselines.
II. DATA DESCRIPTION AND ANALYSIS
In this section, we firstly present how we collect Twitter and Facebook data, and then analyze the distribution of posts on both platforms.
A. DATA SET
To study the problem of platform selection, we need to construct a dataset of users who have accounts on both Twitter and Facebook, and identify a numerous group of cross-posts.
Here cross-posts refer to common posts published in both platforms, i.e., if a user publishes a tweet in Twitter and a feed in Facebook that contain the same information, we consider them as a cross-post. For the former, similar to Lee and Lim [23] , we match Twitter and Facebook accounts by three levels of methods: 1) Self-Report Matching. We extract Facebook (Twitter) accounts from Twitter (Facebook) user profiles. 2) Website-Report Matching. We collect paired accounts from the website Fanpagelist.com, which provides Twitter and Facebook accounts of some users. 3) Username and Link Matching. We match two accounts from Twitter and Facebook, if the links in their profiles are the same, and the degree of character similarity of names is higher than 80%. For identifying cross-posts, we detect whether two posts contain the same information in two ways: 1) URLs Matching. Two posts are identified as the same (cross-post), if URLs in the two posts are the same. The short URLs are expanded to the long ones before comparison. 2) Text Matching. Crossposts are detected based on the degree of text similarity using the method of Farahbakhsh et al. [10] . And then, based on millions of accounts on both platforms we collected, we obtain 12,976 pairs of matched accounts. And from their posts in one month (March 15 to April 15), we extract 468,011 cross-posts. The dataset can be accessed online. 1 For these data, we further filter users by two ways. (1) We select professional users whose ratios of posts with URLs are more than 50%, because they tend to promote their websites and optimize the engagement via Twitter and Facebook. General users are not chosen, because they are likely to use Facebook to strengthen their social relationships, and Twitter to share and acquire information [19] . (2) We select users whose numbers of Twitter followers and Facebook likes are in the same order of magnitude, i.e., whose ratios of the maximum number of followers and likes to their minimum are less than 10. Because users with great differences between the numbers of followers and likes may always obtain more engagement in the platform with high influence. Finally we extract 5,956 users and 330,243 cross-posts for the following analyses and experiments.
B. DISTRIBUTION OF POSTS
Here we investigate the distribution of posts on Twitter and Facebook to understand how users publish cross-posts currently. Figure 1 shows the numbers of Twitter tweets (the circle with the solid line), Facebook feeds (the circle with the dotted line) and cross-posts of both them (the overlap of the two circles).
This figure shows that the number of tweets is significantly higher than that of feeds. In fact, the amount of tweets is almost twice that of feeds. And the cross-posts only account 1 https://github.com/ChunjingXiao/TwitterFacebook for a small portion among all the posts, 10.28%. When identifying cross-posts, we skip the posts without URLs and with different texts. It may result in lower ratio of cross-posts. Hence, we further compute the same rate for the users whose posts with URLs account for more than 90%, and find the ratio of their cross-posts, 10.83%, is quite close to the figure.
Besides the overall distribution of all the posts, we further analyze the ratio of cross-posts for each user. Specifically, for each user and each platform, we compute the portion of cross-posts with respect to posts published by the user in this platform. The CDF for these ratios in Figure 2 shows that 93% of users have published cross-posts. And for 60% of users, their cross-post ratios on Twitter and Facebook are less than 0.1 and 0.3 respectively. These suggest that a vast majority of users have published cross-posts, however, for most users, their cross-posts take up a small proportion among all their posts. The results are consistent with the finding of Farahbakhsh et al. [10] , who also suggests that the number of Twitter tweets is obviously higher than Facebook, and a small portion of Twitter tweets are replicated in Facebook.
These analyses indicate that most users select various posts for different platforms, instead of publishing all the post on both platforms. Generally, they select a large proportion of posts to publish on Twitter and a small proportion on Facebook, as well as only a few posts on both. Hence, we can conclude that users currently conduct platform selection when publishing posts.
III. PREDICTION METHOD
Before publishing a given post, if users can learn which platform is appropriate for the post to obtain more engagement, they can disseminate the post more effectively. Here engagement refers to the number of retweets on Twitter and/or reshares on Facebook. Therefore, we try to propose a model to predict in which platform a given post can obtain more engagement. We take two platforms, Twitter and Facebook, for instance, and thus our prediction of platform preference is a binary classification problem.
Here, we present an extension of logistic regression by incorporating user specific factors and content similarity to address this problem. We first illustrate background of logistic regression. Second, we consider user specific factors in the model by introducing multi-task learning for logistic regression. And then, we propose the regularization term about content similarity. After that, the complete model is presented by combining user specific factors and content similarity. Finally, we show the extracted features for the model.
A. BACKGROUND
Generally, the logistic regression builds a linear function on input features, and predicts target labels with a sigmoid function as follows:
where x i is a data instance, y i is the corresponding prediction, and w is the coefficient vector that is to be learned from the data. Moreover, the prediction problem can be formulated as learning an optimal solution w by solving the minimization problem on the basis of the global data:
where N is the entire number of training examples, and γ is a parameter of the regularization term w 2 2 . The loss function
Once we learn the weight vector w, we can apply it to any post feature vector and predict the platform preference.
B. USER SPECIFIC FACTORS
This logistic regression has shown to be efficient in many situations. But, this global model fails to model the individual characters in the real world. Lee et al. [20] show, during information sharing activities across social media platforms, users typically show preferences of certain social media platforms over others for certain contents. And Kuang et al. [6] find the features related to contents have a different impact on engagement in social media for different users. Therefore, in Twitter and Facebook, followers of different users should prefer different contents, i.e., the content that followers of one user preferred might not tend to be favored by followers of another user. Thus, the predictive model should take into account this difference to achieve higher accuracy. However, a global model using the aggregated data of all users for the prediction will ignore this different preference. One way to address this challenge is to create and apply numerous models for each user. Unfortunately, the method cannot work when posts of the user are very few. Hence, we introduce Multi-Task Learning (MTL) for logistic regression. Based on the idea of transfer learning [24] , [25] , MTL can transfer the knowledge from one model to another based on tasks. In particular, MTL seeks to simultaneously learn the commonality as well as the difference between the multiple tasks. Therefore, we put posts of each user into a group and treat the prediction of each group as a task. And the MTL model is used to improve the performance by considering both the common properties of all users and specific characters of each user.
In MTL, suppose that T is the union of the specific task
where l r is the number of training instances for the r-th task and t is the number of tasks. For each task the learned weight vector is decomposed as w g + w r where w g and w r model the commonality of all the tasks and task-specific components respectively. Hence, the optimization problem of MTL for logistic regression is formulated as follows:
where γ 0 and γ 1 are the parameters of the regularization terms related to w g and w r , and the loss function y ir , (w g , w r ) T x ir can be computed by using Equation 3.
C. CONTENT SIMILARITY
Typically, contents of posts have a significant impact on their popularity. Hence we incorporate the content factor into the model to improve the predictive performance. Specifically, we propose the content similarity hypothesis and define a constraint based on this hypothesis for the MTL model. The hypothesis means that, for a seed post, its platform preference tends to be consistent with its semantically similar posts from the same author. For a post, if most of its semantically similar posts from the same author obtain more engagement on Twitter than Facebook, it probably also achieves more engagement on Twitter, and the reverse is true. Hence, we can predict the platform preference of a given post based on its similar posts. And we validate this hypothesis experimentally on real-world data in Section IV. We enforce the hypothesis of content similarity by adding a regularization term into the model, where we require that the platform preference of the post is close to its most similar posts. Let S i denotes the set of the top k similar posts of the seed post p i . Then the regularization term is defined as:
where w r is the weight for a specific task r, and β is a parameter to adjust how much similarity to apply. Minimizing the regularization constraint will force the post to receive similar results about platform preference with its similar posts.
D. OVERALL MODEL
Combining the regularization term, we get the complete model. With the MTL model as the basis, we model the prediction of platform preference as follows:
This model takes the hypothesis of content similarity into account, and tries to improve the accuracy by forcing the seed post to receive similar results about platform preference with its similar posts. We call this model the Content Similaritybased Multi-Task Learning method (CS-MTL for short). To learn the model, we propose to use the gradient descent method, learned as follows:
Based on the above derivatives, we update w g and w r respectively by the following rules until the solution converges.
where η is the learning rate. The overall algorithm for CS-MTL is listed in Algorithm 1.
The time complexity of this algorithm is mainly determined by two loops in line 2 and 4, and correspondingly the complexity is O(I * t). Here, the number of iterations, I , can be reduced by setting the appropriate learning rate and convergence condition.
E. FEATURE CONSTRUCTION
Here we introduce the features designed for the prediction, and there are five types of features, as shown in Table 1 . Post description features: this group of features reflect the information of Twitter tweets and Facebook feeds. Here the number of hashtags and mentions refers to the sum of these items in both tweets and feeds. The Facebook APIs provide Algorithm 1 Gradient Descent Algorithm for CS-MTL Input: User features X, labeled data Y, regularization parameters γ 0 , γ 1 and β, learning rate η and maximal number of iterations I Output: Global parameter w g and personalized parameters w r 1: set w g and w r randomly 2: for i = 1 to I do 3: fix {w r } t r=1 , and keep updating w g ← w g − η ∂F ∂w g 4:
for r = 1 to t do 5: fix other parameters, and keep updating w r ← w r − η ∂F ∂w r 6: end for 7: if satisfy convergence condition then 8: break 9: end if 10: end for 11: return w g and {w r } t r=1 [26] . Sentiment features: the features include the scores of positive emotion, negative emotion, anxiety, anger and sadness, which are measured by Linguistic Inquiry and Word Count dictionary. Unigram features: we consider tagged bagof-words (BOW) features, which consist of the words that appear more than 10 times. And the weights of each word are computed by TF-IDF.
IV. EXPERIMENTS
Here, we evaluate the effectiveness of the MTL incorporating the regularization term of content similarity and the collective efficacy of the features via their performance on a binary classification task: will a given post obtain more engagement on Twitter than Facebook.
A. EXPERIMENT SETUP
Since the problem of platform selection needs to be solved before post publication, predictive models after post publication cannot apply to this problem. Therefore, we compare our model (CS-MTL) with five widely used approaches for prediction before post publication [27] and other applications [28] , [29] : Decision trees (J48), Support Vector Machine(SVM), Bagging, Logistic Regression, and Random Forests. We compare the accuracy of our approach against the baselines. Here the accuracy refers to the percentage of posts whose class labels are correctly predicted, and the class label of a post is set to 1, if its engagement on Twitter is better than that on Facebook, otherwise 0. The engagement on Twitter and Facebook refers to the numbers of retweets and reshares individually. All the features, except the unigram, are regarded as custom features, and values for each feature are standardized to the ones with the range [-1, 1] and a mean of zero and unit variance. And for the regularization term of content similarity, experimental results based on the training set show that the accuracy is not sensitive to k. Hence, we empirically select the 9 most similar posts (i.e., k = 9) which can gain a little better result. We set the hypeparameters empirically by performing 5-fold cross-validation on the training set. Specifically, we select the parameter β by performing a grid search in the range of [0.1, 0.2, · · · , 1], and find that the too large β, such as more than 0.6, will be harmful to performance, while the too small values will fail to function in the model and also hurt performance. Hence, we set β = 0.3. We tune the regularization parameters and set γ 0 = 0.001 and γ 1 = 0.001, since we find that varying them impacts the results slightly.
We conduct cross-validation and held-out validation. And we remove posts which are non-English and whose authors have no time zones for both experiments. For the crossvalidation, we use the data of four weeks from March 15 to April 12. From these data, we extract balanced posts, which means that 50% of them have more engagement on Twitter and 50% on Facebook. As a result, there are 110,764 crossposts left for this experiment. For the held-out experiment, we try to simulate the practical application. Hence, we extract the data of the following three days from April 13 to 15 as the test set. As a result, 20,518 cross-posts are selected, and 58% of them have more engagement on Facebook and 42% on Twitter. In this experiment, the cross-validation data is used as the training set.
B. SIMILARITY HYPOTHESIS TESTING
Before evaluating the predictive performance of our model. we first validate the content-similarity hypothesis over our dateset. To measure the similarity between posts, we introduce Word Mover's Distance (WMD) proposed by Kusner et al. [30] . WMD measures the dissimilarity between two text documents as the minimum amount of distance that the embedded words of one document need to travel to reach the embedded words of another document. The smaller the distances are, the more similar the two documents are. And WMD achieves better performance based on Twitter data than the other baselines [30] .
For a given post, called the seed, we use WMD to select its top k similar posts from the same author. And then we compute the differences between the class labels of the seed post and its similar posts. For each seed post p i , supposing its class label is L i , the difference, D i , can be computed as follows:
where S i denotes the set of the top k similar posts of the seed post p i . The lower D indicates the platform preference of the seed post is closer to that of its similar posts. For comparison purposes, we further randomly select k posts from the same author of the seed post, and k posts from all the authors, and also compute their differences of class labels, D. We call three kinds of posts: similar posts from the same author, random posts from the same author and random posts from all the authors as similar posts, random posts 1 and random posts 2 respectively.
For each kind of posts, we compute their average difference: D = 1 n i∈P D i . Here P refers to the set of all the posts and n is the number of all the posts. The average differences for these three kinds of data are presented in Figure 3 . The x-axis refers to the number of select posts, k, and the y-axis is the average difference, D. The figure only shows results about a part of k values for space constraints and other results are similar. Note that we randomly select balanced crossposts from the data set for this figure. This means, among the selected data, 50% of cross-posts have more engagement on Twitter and 50% on Facebook.
We observe that the average differences of similar posts are significantly lower than that of random posts 1 and 2 for all the k. Specifically, the values of similar posts are around 20% lower than that of other two groups. Because the data set is balanced, around half of the random posts have the same class label to the seed post. Hence the average differences of both two random groups are around 0.5. However, the average differences of similar posts are obviously smaller than 0.5. These results indicate the class label of the seed post tends to keep consistent with that of similar posts from the same author.
Moreover, a two-sample Kolmogorov-Smirnov (KS) test is conducted for differences of similar posts and other two random groups. The p value, less than.001, indicates that the differences between them are statistically significant. Therefore, the experiments and statistical results strongly support the hypotheses: the seed post tends to have consistent platform preference with its most similar posts from the same author.
C. PREDICTION PERFORMANCE
The results of ten-fold cross-validation and held-out validation are presented in Figure 4 (a) and 4(b), which show the accuracies for the combination of the different feature sets. The figures clearly suggest that our proposed method, CS-MTL, can effectively improve the predictive performance over the baselines: J48, SVM, Bagging, Logistic Regression and Random Forests. Especially for the held-out results, the accuracies of CS-MTL are always near 5% higher than that of the Logistic Regression (the best one among the baselines) for the combination of different feature sets. When all the features (custom+unigram) are used for the prediction, the Logistic Regression yields approximately 66% accuracy, but CS-MTL still outperforms it, arriving at more than 71% accuracy. All these results indicate that our model can considerably improve the predictive accuracy.
For the performance of different feature sets, we can see that custom features can yield relative lower accuracies using CS-MTL, around 65% and 67% for the cross-validation and held-out experiment individually. While the unigram features show impressive predictive power in the predictive task. This is probably because the unigram features can, in a way, represent some of the custom features and topics of the posts. Still, the best performance is achieved by combining the custom and unigram features together.
Besides, we also compute the accuracy of the naive method. Here, the naive method means that, for a user, if the number of its followers on Twitter is bigger than that on Facebook, its posts should obtain more engagement on Twitter, and vice versa. The results of the naive method are shown as dashed horizontal lines in Figure 4 (a) and 4(b). For both cross-validation and held-out validation, the naive method obtains lower accuracy than all the models. This is because that only users who have similar influence on Twitter and Facebook, called balanced users, are selected for the experiments. For these users, since their follower number on Twitter is similar to that on Facebook, it is difficult to identify which platform can obtain more engagement for a given post just according to influence of platforms.
However, there are some users who have a great difference between the numbers of followers on Twitter and Facebook, called unbalanced users. For these users, the platform with higher influence might always obtain more engagement for their posts. And the naive method can achieve higher accuracy. Nevertheless, our model can be more suitable than the naive method in providing helpful information for platform selection. Specifically, the unbalanced users are still confronted with the problem of platform selection if they have many posts to publish per day. when selecting platform based on the naive method, all the posts should be published on the platform with higher influence. However, as we mentioned above, because of serious information overload, publishing too many posts on a single platform may result in the negative impact. Hence it is improper to select platform just based on the naive method. However, for these users, if engagement of their posts on each platform is properly normalized, our proposed model can accurately predict platform preference of posts as it does for balanced users. And the model can further be used to help them select appropriate platforms for their posts. 
D. THE ROLE OF CONTENT SIMILARITY
To evaluate the effect of content similarity, we compare predictive performance when including and excluding similarity information. Here we take SVM, Bagging, Logistic Regression and MTL for examples for these experiments. For the first three methods, we explore the similarity feature which is measured by the average class label of the top k similar posts, and predictive experiments when including and excluding this similarity feature are called as including-similarity and excluding-similarity respectively. For MTL, prediction using our proposed model CS-MTL (Equation 6) is called as including-similarity, and the MTL model without similarity information (Equation 4) is called as excluding-similarity.
The accuracies of both cross validation and held-out validation are shown in Table 2 . For cross validation, the accuracies of including-similarity are generally higher than excluding-similarity for all the models. For example, the accuracy of Bagging including the similarity feature is 3% higher than that excluding the feature. For held-out validation, similarity information can also enhance predictive performance. In particular, for MTL, the difference between accuracies of including-similarity and excluding-similarity reaches around 4%. These results indicate that content similarity can be effective information for different predictive models. This is particularly true for MTL whose accuracy of including-similarity is obviously higher than excludingsimilarity.
E. THE SIZE OF TRAINING DATA
Another interesting observation is how performance varies with the change of the training data size. Therefore, for the held-out experiments, we keep the test data fixed, while subsampling from the training data (cross-validation data) to generate training sets with different sizes, i.e., 30%, 40%, . . . , 100% of the training data. Our goal is to study the effect of the different amount of training data on the prediction performance. We draw 10 independent random splits, and average accuracies are shown in Figure 5 . The solid lines refer to the accuracies of our model, CS-MTL, for different feature sets, and the dotted lines are the results of the Logistic Regression.
The first immediate conclusion extracted from the figure is that, regardless of how the training data size changes, the accuracies of our model are always obviously higher than that of Logistic Regression. And our model using the custom+unigram features always achieves the best performance. This suggests our model can effectively improve the predictive performance. Besides, the figure also indi- cates that, for the results of our models, the custom features achieve similar performance with the different size of training data. Typically, the accuracy for the 30% of training data is quite close to that of 90%. While, the unigram and custom+unigram features achieve increasing accuracy with the rise of the training data size. When the data size reaches 90% of training data, the accuracies of them keep stable. These results suggest that the performance of custom features is hardly impacted by the training data size, however, the unigram features need a certain amount of training data to achieve better performance.
F. EFFECTIVENESS OF PLATFORM SELECTION
The goal of CS-MTL is to help users select proper platforms for their posts to publish. Hence, here we further compare the engagement of posts on Twitter, Facebook and the selected platform to evaluate effectiveness of selecting publication platforms using CS-MTL. Here, the selected platform refers to the one which is predicted by our proposed model to obtain more engagement than another one. The results for the heldout data are presented in Figure 6 , where the x-axis represents the normalized engagement of posts.
The figure clearly shows that the engagement of the platform our model selected is higher than that of both Twitter and Facebook. The mean of the selected platform is almost 2 times than that of Twitter, and Facebook is approximately the median one among them. This result indicates that our model is able to accurately identify effective platforms for a given post to obtain more engagement and provide valuable insight for selecting proper platforms. Besides, posts on Facebook tend to attract more engagement than Twitter, which suggest that Facebook also play an important role on information propagation. However, it doesn't mean that users can publish all the posts on Facebook. As we mentioned above, Facebook have less capacity about posts than Twitter, and our analyses also show that the average number of posts per user on Facebook is significantly lower than Twitter. Hence, users have to select a small number of posts to publish on Facebook and more posts on Twitter if they have many information to publish every day.
V. RELATED WORK
With various social media networks growing in prominence, it has been widespread that people are using a multitude of social media services for social connection and information sharing. Therefore, the related studies attract much attention recently. These researches mainly fall into three genres: exploring means of gaining engagement via social media, analyzing cross-network activities and predicting content popularity on online social networks.
The studies of how to gain engagement primarily focus on investigating the characters that impact engagement in social media platforms based on data analyses and/or questionnaires, and further presenting promotional skills. For example, based on data analyses of Twitter and Facebook, Heimbach et al. [21] investigated how content characteristics impact the sharing likelihood of news articles, and showed that contents with different topics prefer different platforms. And Papworth et al. [22] studied strategies for scientists to communicate their findings through Twitter and Facebook, and indicated that different platforms prefer different kinds of news. Kuang et al. [6] conducted analyses about effectiveness of promotional strategies in social media, and found promotions that are generated when the users are active can be very effective, and different promoters should focus on different promotional strategies. Hou and Lampe [7] provided a comprehensive analysis of how social media sites are used in nonprofit organizations, and presented a series of suggestions, such as enhancing coordination of multiple accounts. Kim et al. [31] examined correlation between the engagement in social media and content-oriented variables, and found that content creation strategies are not universal and should depend on the organization type. Zhao et al. [3] investigated how people make sharing decisions across multiple social media sites, and suggested that people simultaneously consider audience and content when sharing and these need sometimes compete with one another. Our work also aims to help users to obtain more engagement via social media. In contrast, we try to propose a predictive model to address the problem of platform selection for online contents, i.e., help users select the appropriate platform for a given content.
The work of cross-network activities mainly observes and measures characters of user activities and information propagation in multiple platforms. Farahbakhsh et al. [10] measured user activities in multiple social network platforms. Based on 616 professional users with accounts from Twitter, Facebook and Google+, they found that users often publish the same information in multiple platforms, and users nearly equally prefer Twitter and Facebook as initial sources of information. Lee et al. [20] proposed a topic model to learn the user-specific platform preference for each topic, and they also showed users exhibit different topical interests across platforms and the different social media platforms have different popular topics. Chinthakayala et al. [32] evaluated three social networking sites (Facebook, Twitter and MySpace) based on four criteria (navigation, interactivity, source credibility and intelligence) and explored the differences and commonalities among them. Lim et al. [33] studied how users of multiple online social networks employ and share information by analyzing a common user pool from Flickr, Google+, Instagram, Tumblr, Twitter, and showed users exhibit distinct behavioral patterns on different networks. Rajapaksha et al. [34] explored characteristics of information propagation and user behavior based on 48 major news media users from Twitter and Facebook. And they investigated the best time period to receive highest readers' attention towards their news items, and proposed a predictive model to increase news media popularity among readers. These analyses of activities present the characteristics across multiple platforms, which provide the beneficial supplement for our work.
For popularity prediction, because predicting popularity before post publication is very unstable [27] , [35] , [36] , researches mainly conduct prediction after post publication. In this case, the early retweet or view number during a short time after post publication can be used for prediction. For prediction across multiple platforms, studies primarily focus on predicting engagement of YouTube videos and/or Twitter tweets by using abundant information from multiple platforms. Vallet et al. [37] predicted the popularity of the content on YouTube, and simultaneously observed its propagation in Twitter. They explored a suite of features based on early popularity measures and user information, and adopted Gradient Boosted Decision Tree to conduct prediction. Yu et al. [38] predicted popularity of YouTube videos driven from Twitter. And they found the user, content and early retweet information from Twitter can be effectively used to predict content popularity. Li et al. [39] predicted popularity of social multimedia (e.g. videos and images from YouTube and Flickr) embedded in microblog messages. They extracted features of historical diffusion and multimedia meta information, and proposed a concept drift-based mechanism to conduct popularity prediction. Canneyt et al. [40] firstly analyzed view patterns of online news on multiple platforms, and then predicted future popularity by the combination of features related to content, meta-data, and the temporal behavior. Rizoiu et al. [41] developed a Hawkes intensity process, which links exogenous inputs from Twitter, and endogenous responses within YouTube, to predict the popularity of online contents.
For prediction in a single platform, much attention has been paid to Twitter and Facebook. For example, based on information at time t, Ma et al. [42] predicted popularity of new hashtags at time t+1. And they identified a number of effective features and conducted prediction by using Naive bayes, SVM, and logistic regression. Mishra et al. [43] presented a model, which combines feature-driven and point process approaches, to accurately predict popularity of tweets. Given a cascade that currently has a size k, Cheng et al. [44] predicted whether it grows beyond the size 2k by using Naive Bayes and SVM, etc. Zhao et al. [45] developed a Self-exciting Point Process model to predict final popularity of posts based on their current resharing history. Kong et al. [46] focused on predicting multiple popularity stages of online contents in social media. They inferred future evolution stages by extracting the dynamic aspects of popularity evolution and further improved the predictive performance by considering popularity stage patterns.
Popularity prediction can also help users to deal with the problem of platform selection. If users can accurately predict popularity of posts on Twitter (or Facebook), they can select popular ones to publish on this platform. While it is obvious that only prediction before post publication is appropriate for the problem of platform selection. However, predicting popularity before post publication is very hard and generally obtains very poor performance [27] , [35] . Hence we present a new way to deal with the problem of platform selection, i.e., we build a model to predict the platform where a given post should be published and incorporate multi-task learning and content similarity into the model to improve the predictive accuracy.
VI. CONCLUSION
In this paper, we studied the problem of platform selection for professional users on Twitter and Facebook, i.e., we built a content similarity-based multi-task learning model to predict platform preference of posts. To improve predictive performance, this model considers user-specific characters by introducing multi-task learning, and incorporates our validated hypothesis of content similarity by adding the regularization term. Based on Twitter and Facebook data, the results of experiments demonstrate the superior performance of our proposed model, compared with a number of the baselines. The model can provide a reference for users to select proper platforms for their posts.
