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Abstract—In this work we introduce a new model for dealing
with the problem of local orientation reconstruction in grains,
when using data from X-ray Diffraction Contrast Tomography
experiments.
The model explores the use of well established minimization
algorithms from the field of mathematical optimization, like
FISTA, and the possible use of recent mathematical devices for
the solution of highly undetermined systems of equations, like
the l1-minimization over the Haar transform of the tomographic
volumes.
Along with a detailed explanation of how such algorithms can be
applied to our six-dimensional problem, we report encouraging
results obtained on simulated data.
I. INTRODUCTION
Diffraction Contrast Tomography (DCT) is a non destruc-
tive technique used to characterize 3D grain microstructures
and access their inner structure in a wide range of poly-
crystalline materials. Its standard approach is oriented to
undeformed materials with negligible intragranular orientation
spread. The technique is a truly three-dimensional tomographic
imaging approach, sharing a common experimental setup with
conventional X-ray microtomography.
One of the most advanced and interesting ongoing develop-
ments of DCT is in the reconstruction of the local orientation
inside of grains, which provides a full characterization of the
orientation microstructure of the sample. The aim of this work
is to give a framework for determining which orientation is
present in every single volume element of a grain.
A. DCT Experimental Setup
The sample is placed on a rotation stage and irradiated
by a parallel monochromatic X-ray beam that is perpendicular
to the rotation axis of the sample and whose dimensions are
determined by slits.
As the polycrystalline sample rotates, the Bragg condition
is met by the different grains at specific angular positions,
giving rise to diffraction “spots”. The spots correspond to
two-dimensional projections of the three-dimensional grain
volumes on the detector.
The physics behind DCT is the same as for standard crystal-
lography and diffraction measurements, so we will now briefly
introduce the basic concepts, before explaining the peculiar
properties of DCT. For more information we refer to [1] and
[2].
We will now present the basics of the diffraction geometry,
but for further details we refer to [3].
a) Crystal Domains: Let us assume first that we de-
scribe a three-dimensional crystal lattice with the basis vectors
a, b and c. The unit cell is the minimal space spanned by this
basis.
The discrete periodic lattice in real space corresponds to a dis-
crete periodic lattice in Fourier space, the so-called reciprocal
space. The basis vectors in the reciprocal space will be a∗, b∗
and c∗.
Given an incoming wave-vector kin and an outgoing wave-
vector kout, X-ray diffraction is observed when the vector
G = kin − kout is close to a vector of the reciprocal lattice.
A convenient way of representing G in the reciprocal lattice
is by using the Miller indexes, so that Ghkl = (h, k, l)
T .
The link between the direct space Cartesian system and the
reciprocal space, indexed by the Miller indexes (h, k, l), is
given by the matrix B. The B matrix is an upper triangular
matrix that depends on both the direct and reciprocal basis
vectors, and the angles between them. The result is a vector
Gc = BGhkl
b) Diffraction Geometry: In this paragraph we will now
establish the connection between the diffraction directions, for
a specific crystal lattice in a generic reference system, and the
points Ghkl in reciprocal space.
Let us now restrict ourselves to an individual grain rotated
by an arbitrary angle along an arbitrary axis, and then fix one
rotation as sample reference. For this grain, there will be a 3 x 3
orthogonal rotation matrix g−1 which aligns the crystal lattice
to the sample reference. If we take a specific plane normal,
which will correspond to a vector Gc = BGhkl, the vector Gc
will become in the sample reference system: Gs = g
−1Gc.
A given laboratory Cartesian reference system will be iden-
tified by the real space vectors xl, yl and zl. Assuming the
sample reference system to have origin in the origin of the
laboratory coordinate system, and to have rotation axis along
the vector z, the two systems will be related by the unitary
rotation matrix Ωω which depends on the rotation angle ω.
The sample reference system will coincide with the laboratory
reference system when ω is 0.
So we can finally express the relationship between a scattering
vector in the laboratory system h, which is the direction of the
diffracted beam, and the Bragg node of indexes (h, k, l) in the
reciprocal space, at the given rotation angle ω:
hlab = Ωωg
−1B
(
h
k
l
)
(1)
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c) Projections of the Crystallographic Domains: As-
suming that each grain is a perfect lattice, we will observe
a projection of the grain volume on the detector for those
scattering vectors hlab, which give rise to a different beam
intersecting the detector (fig. 1). In the simplest case of
Fig. 1. Diffraction of one grain in a DCT experiment
orientation uniformity inside the grain, DCT is able to retrieve
the three-dimensional shape of the grains in a polycrystal, by
using oblique angle tomography reconstructions, which rely on
Algebraic Reconstruction Techniques like the SIRT algorithm
[4].
If we allow for regions in the grain to have different ori-
entations from the average, the problem complicates heavily,
because the projection geometry is no longer constant across
the grain.
The two cases we will take as example in this article are:
grains that exhibit a smooth variation of orientation, contained
in a small bounded region in orientation space, and grains
where sub-domains with a neat change in the orientation are
formed, but there exists a notable symmetry operation between
the orientation in the grains and the one in their sub-grains,
called crystallographic “twins”.
B. Previous work
The problem of determining the local orientation of a
grain has already been heavily studied and many approaches
have been proposed, both in terms of models and algorithms.
Prominent examples are the forward modelling idea from [5],
and GrainSweeper from S. Schmidt discussed in [6]. What
they all have in common is that they try to assign orientations
to the voxels, but each voxel is treated independently. Another
very interesting approach is introduced in [7] and further
discussed in [8]. This other approach is somehow closer
to our model, but tries to solve the mathematical problems
exposed in this section, using Discrete Tomography, with
Gibbs priors tailored for Grain Maps.
II. MODEL
Here we try to perform a global optimization, where all the
voxels are processed simultaneously, using recent algorithms
and techniques from signal theory. We also add the constrain of
allowing only a discrete and restricted number of orientations.
This results in a sampling of the 3D orientation space much
similar to the common sampling of the 3D real space implicitly
employed by traditional tomography, making this method a 6-
dimensional method.
A. Basic Mathematics
The aim of this article is to show that within certain limits,
for DCT measurements, it is possible to identify a discrete set
of allowed orientations in the reconstruction.
The actual number of orientations to be taken into account is a
compromise between two conflicting requirements: fidelity to
the actual orientation distribution on one hand, and indetermi-
nacy of the linear system to be solved in the reconstruction
process. The reason lies in the fact that the measurements
(diffraction spots) are usually highly convoluted, because in
a three-dimensional volume there will be a discrete number of
voxels projecting to the same pixel on the detector, and so,
if we take too many orientations into account, the amount of
information from the spots is not enough for the number of
unknowns we allow for.
To explain better this statement we should think that from
the reconstruction point of view, the orientation space is a
three-dimensional space and the real space is another three-
dimensional space. So the full characterization of a grain
should be carried out in 6D [9].
If we model the forward-projection operator in tomography as
a matrix A, the solution to a reconstruction problem can be
seen as the solution to a linear system Ax = b, where we
call x∗ a vector that makes the equality true. We know from
linear algebra theory that for a guaranteed unique solution,
the matrix A should be square and of full rank (otherwise
uniqueness/existence depends on the particular vector b). This
means that if we intend to sample the grain volume with a
cubic grid of size n x n x n, and the orientation space with a
cubic grid of size p x p x p, the number of unknowns will be
of order O(n3p3). If we now consider that a typical diffraction
spot has O(n2) pixels, we would then need O(np3) diffraction
spots to fulfill the requirements for a unique solution. However
the number of spots that we can actually successfully record
on the detector, and use in the analysis is usually between
10 ∼ 100.
As the measurements will always be perturbed by noise and
other experimental inconsistencies, the following formulation
is preferred:
x∗ = min
x
||Ax− b||2 (2)
where from the feasible solution space we select the vector x∗
which minimizes the l2 norm of the residual. Unfortunately
the solution to (2) is not unique if A does not have full rank.
In fact every solution of Ax = b is also solution to (2).
Thanks to the advances in the signal theory, it is possible to
regularize this problem with the result of selecting solutions
with specific properties. The regularization used in these
examples is the Lasso formulation over the Haar transform
[10] of the volumes:
x∗ = min
x
||Ax− b||2 + λ||Hx||1 (3)
where H is the Haar transform and λ a weight. This formula-
tion tries to assign a penalty to solutions that exhibit a large l1
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norm in the Haar domain, while the Haar transform is nothing
else than a wavelet transform, on the Haar basis set.
The penalty is then weighted by the parameter λ which
balances the data fidelity term ||Ax−b||2 and the regularization
term ||Hx||1. The parameter λ can hardly be related to some
physical quantity, and remains for now a purely mathematical
term. On the other hand it is also true that each value λ in the
problem (3) corresponds to a specific value ǫ in the problem:
x∗ = min
x
||Hx||1 (4a)
subject to: ||Ax− b||2 ≤ ǫ (4b)
but there is no easy and reliable way of computing one, when
the other is known.
While (4) is more physical and more interesting to the scientific
community, algorithms to solve (3) are generally simpler, more
efficient and more effective.
In this work we slightly modify (3) to introduce a non
negativity constraint for the reconstructed volumes:
x∗ = min
x
||Ax− b||2 + λ||Hx||1 (5a)
subject to: x ≥ 0 (5b)
which has both a physical meaning and a practical outcome.
On the physical side, the voxels are supposed to indicate a
scattering power for the given orientation at the fixed position
in the sample, and this scattering power can never be negative.
On the other side, imposing the non-negativity constraint,
makes the reconstruction algorithm converge quicker and give
better results.
Finally we would like to briefly justify the choice of the l1-
minimization over the Haar domain. It was demonstrated in
[11] and [12] that l1-minimization can result in very accurate
recovery of sparse signals, and it is known from the literature
that in general it promotes the choice of sparse solutions, for
problems where the solution is not unique [13].
So even if all the mathematical requirements for sparse re-
covery (see e.g. [11]) are difficult to be met for our physical
case, where randomness of measurements is not an option, the
use of sparsity promotion techniques can still be very useful
if coupled with tools like the Haar transform. In fact, the
choice of the Haar transform was driven by its well known
property of being able to provide with a sparse or at least very
compressible representation of transformed objects [10].
Moreover, white noise tends to never have a sparse represen-
tation in the Haar domain, because it always overlaps with
the regions probed by the wavelets in frequency space. This
means that the choice of (3) or (5) will also help in reducing
the noise.
B. Algorithm
An implementation of the FISTA algorithm was used to
reconstruct the examples [14]. FISTA is a strongly convergent
first order algorithm, oriented to the solution of the Lasso
problem. It is composed by three important pieces: a gradient
iteration, a soft-thresholding phase and finally a memory step
that tries to regularize the convergence of the algorithm.
To understand how these steps can be easily performed in
our 6-dimensional problem, it is first important to describe
the data-structures used by the algorithm.
We have two main data-structures that hold the information:
the diffstack and the solution vector. The diffstack contains all
the information recorded by the detector, while the solution
vector contains the 6-dimensional volume in orientation and
real space. These two data structures are linked by a third
object, generically named geometry.
a) Solution vector: The inner structure of the solution
vector is rather simple: it is a linear array of three-dimensional
volumes, where each of these volumes has the same size and
represents a specific point in orientation space (fig. 2). This
means that for the same three-dimensional volume in real
space, we allow only specific orientations in orientation space
and each of these orientations is represented by a single volume
in the solution vector.
Fig. 2. A three-dimensional volume in real space, can be considered a single
point in a three-dimensional orientation space
b) Diffstack: The diffstack needs to be covered with
more care than the other objects involved. Depending on the
intrinsic nature of the grains we are trying to reconstruct, the
diffraction data recorded by the detector can be essentially
of two types: two-dimensional or three-dimensional. The dif-
ference between the two cases is respectively the absence or
presence of smoothness in the variation between one crystal-
lographic sub-domain and the others. If the sub-domains have
piece-wise constant orientation with sharp boundaries, they
will give rise to different Diffraction spots (two-dimensional
projections of the three-dimensional volume of the grain) on
the detector at different rotation angles ω of the sample. If,
instead, there is a smooth variation in orientation all along
the grain, there will be a three-dimensional volume for each
different event, and this volume in ω space is called Diffraction
Blob.
While the case of two-dimensional parallel projections is rather
simple to be dealt with, because it only requires to be careful
enough to relate the correct spots to the correct orientations,
the three-dimensional case can be handled in different ways.
The so called “Omega spread” of the Diffraction Blob is
surely a source of information, but if we don’t provide enough
sampling points in orientation space (different volumes in
the solution vector), we might have the risk of not covering
completely the ω space. This would result in inconsistencies
in the linear system. Moreover it is reasonable to think that
for a given orientation, which was not sampled in the solution
vector, the closest sampled points in orientation space will
be approximating it, if the information about it (namely the
intensity projected on the detector), can be reached by these
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Fig. 3. On the left we can see a diffstack made of Diffraction Spots, while on
the right, a diffstack made of Diffraction Blobs, where around each average
ω we have multiple spots, with slightly different ω, that compose Diffraction
Blobs
nearby points in orientation space.
In case of limited orientation spread inside a grain, it can be
beneficial to “squash” the Diffraction Blob into a Diffraction
Spot, by summing the blob along the ω direction. The result
is a regular diffraction spot, where the more detailed angular
information is lost. While this is a really crude procedure, in
some simple cases it was observed in simulations that it still
provides diffraction spots which can be used to reconstruct
relatively good approximations of the expected solution.
In the simple case where only Diffraction Spots are used, the
diffstack is nothing else than a three-dimensional volume where
each spot is one slice of the volume. For more complicated
cases, like the case where we want to consider the angular
information contained within the blobs, the diffstack becomes
a collection of Diffraction Blobs (fig. 3).
c) Geometry: The geometry is a collection of tables that
fully describe the three dimensional scattering geometries for
each of the sampling points in orientation space. In practice
each line of each table will describe how the related volume
will project on a specific spot into the diffstack.
The structure of the geometry table is fixed by the tomographic
toolbox used to perform the projection and the back-projection
of the volumes on the detector. The table presents 12 columns
and as many rows as the number of slices in the diffstack,
in fact each row determines the projection geometry for a
given Diffraction Spot. The first three columns represent the
scattering direction in the laboratory coordinates, while the
second triplet of columns represents the position of the center
of the detector, always in the laboratory reference system. The
other two triplets of columns represent each a unit vector on
the pixel grid that represents the detector.
Doing so, it is possible to fully determine an arbitrary projec-
tion geometry that specifies how each of the volumes in the
solution vector project on each of the slices of the diffstack.
Having described the data-structures we will now under-
stand how these objects interact to perform the matrix opera-
tions described in the FISTA algorithm. Given the projection
matrix A in (3), it is equivalent to the tomographic forward-
projection of the volume on the detector in our model. On the
other side, the back-projection is equivalent to the transpose
AT .
Once we know this, in the gradient iteration of FISTA:
dk = yk −
1
L
AT
(
Ay
k
− b
)
(6)
computing Axk is nothing else than performing the forward-
projection of each volume on the detector space (in a data-
structure like the diffstack), and summing all the contributions
of each corresponding pixel, while computing AT of the
detector residual will simply mean back-projecting the detector
residual in each of the volumes that form the solution vector.
The soft-thresholding step happens in the wavelet domain, so
performing the operation:
xk = H
TTλt (Hdk) (7)
is equivalent to computing the wavelet transform of each back-
projected volume, performing the soft-thresholding (Tλt), and
finally anti-transforming each volume again.
Finally the memory step:
y
k+1
= xk +
(
tk − 1
tk+1
)(
xk − xk−1
)
(8)
is simply a sequential operation over all the volumes in the
solution vector, where tk is a purely mathematical parameter
used to quench the memory step in the first few iterations, and
defined in [14].
In our implementation the Haar transform is a simple function
in matlab language, while the tomographic forward-projection
and back-projection are performed using the ASTRA tool-
box, an Open Source library that is able to provide high-
performance tomographic primitives, thanks to the use of
modern GPUs [15].
Despite possible slowdowns due to the memory transfers
between the GPU and CPU memory domains, the generated
overhead is almost negligible, compared to the cost of forward-
projection and back-projection. Nevertheless, we are now con-
sidering to implement asynchronous transfers, in order to hide
transfer latencies behind the most time consuming operations.
III. RESULTS
We will now consider two important physical cases and
analyse the results on synthetic data.
A. Twins
Twins are crystallographic sub-domains where the crystal
undergoes a modification that can be represented as a rotation
along a well defined direction of the crystal lattice. The result
is that some of the scattering vectors will be the same as the
ones from the parent domain, and some others will be changed.
If we assume these sub-regions to not be further distorted, the
number of sampling points in orientation space to be able to
reconstruct all these sub-domains at the same time, becomes
exactly the number of these smaller regions inside of the grain.
We are going to assume the correct indexing of the spots was
performed and show synthetic data reconstructions. For the
realistic case where just one twin is formed, restricting the
number of orientations to just two is perfectly physical and
vastly reduces the number of needed measurements.
Synthetic data was generated using a known grain shape,
determined from phase contrast data [1]. The grain volume was
then divided in two regions with different size and a different,
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(a) Phantom (b) Reconstruction
Fig. 4. Twinned Grain
but symmetry related, orientation was assigned to the regions.
One of the two orientations, the one assigned to the smaller
region, was chosen to be one of the possible twin variants of
the other. The initial grain shape can be seen in figure (4a),
where we can actually distinguish the two crystallographic
domains by their color: the blue part is the parent, while the
thin green region is the twinned part of the crystal. Since
parent and twin usually share at least four reflections, given
by the plane normal to the axis of rotation, in our example
the diffstack generated was formed by 44 projections, 4 of the
spots were in common between parent and twin, so that each
of the domains was projecting to 24 spots.
As can be seen in figure (4b), the reconstruction almost
completely recovers the shape of the two crystallographic
domains. There are small conflicts at the interface (pink pixels)
but they only represent very small deviations from the original
solution.
B. Smooth gradient deformation
In some materials, grains don’t “twin” when subject to
mechanical stress, but give rise to smoothly varying misori-
ented regions of the crystal lattice. This phenomenon affects
the quality of the diffraction spots, giving rise to distorted
projections. The diffraction geometry is no longer constant
Fig. 5. Geometry of two-dimensional illumination
through the grain volume, and essentially every voxel will have
one or more different orientations, which might slightly differ
from the orientations of the close neighbours.
This makes it not possible any more to restrict the number of
orientations to very few possibilities, but still makes it possible
to sample the orientation space around an average orientation,
using a discrete number of variations.
For our case study we preferred to build a simplified model that
allows us to use diffraction spots, instead of diffraction blobs.
The experimental case simulated in our example corresponds
to a two-dimensional slice illumination of the grain, that
produces deformed spots on the detector. The angular range of
misorientation in the example is confined between ±0.5 deg.
Having a two-dimensional volume reduces the complexity of
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(b) ’341 Orientations’ Reconstruction
Fig. 6. Two-dimensional orientation spread
the data to the point that the spots are not too convoluted, and
can be used by the algorithm without worrying about the ω
spread around the average diffraction vector.
As already mentioned, the algorithm remains untouched, with
every orientation projecting to every diffraction spot, and the
spots built by a voxel-wise sum of the diffraction blobs along
the ω direction.
In figure (6) we can see a comparison between the theoretical
orientation domains in the sample (6a) and the reconstruction
performed using a regular grid in orientation space with 341
sampling points (6b). The sampling grid can be seen as a body-
centered lattice, or as two different cubic lattices, of sizes 6
x 6 x 6 and 5 x 5 x 5, where each occupies the centers of
the cubes formed by the other, and the smaller has its central
lattice point in the origin of the orientation space. The edge
of the cubes was chosen to be the standard deviation of the
orientation distribution function of the sample.
The image (6a) was produced assigning to each sampled
orientation a color from the jet colormap, and then coloring
each pixel with the color of the closest sampled orientation
in orientation space. The image (6b) was instead generated
assigning to each pixel the color corresponding to the orienta-
tion with highest intensity in the corresponding voxels, using
the same jet colormap as in (6a). In figure (7) we can see the
angular deviation in degrees between the theoretical phantom
and the reconstruction, which showed a maximum value of
∼ 1.5×10−3 deg on the top right corner. In this reconstructed
volume, the average value between the sampled orientations
was weighted over the reconstructed intensities.
IV. DISCUSSION
Even though the results presented in the article seem con-
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Fig. 7. Reconstruction Error in degrees
vincing on theoretical data, experimental data can be affected
by deviations from the model that make the reconstructions
look noisy or even fail.
For twins, an important role is played by the alignment of
the geometry, which needs to be carefully fine tuned, and by
the re-normalization of the spots’ intensity, which is necessary
because of the different scattering powers of different (h, k, l)
reflections, self-absorption and other effects which are hard to
take into account. As a matter of fact, different scattering con-
ditions have different scattered intensities, while tomography
assumes that the total intensity of all the spots should be the
same.
The renormalization that takes place needs a reference which
is arbitrary on a single grain basis, but the ratio between the
single references is important for the twin case. Generally this
reference depends on the total volume of the grains, but this
information is not known in advance. In experimental data,
we expect the preprocessing logic to be aware of this problem
and find a renormalization technique that is able to estimate a
good reference ratio between the parent and the twins.
For what concerns the two-dimensional orientation spread
case, the approach followed in the article looks already enough
for an approximate solution of the local orientation reconstruc-
tion problem. However, an approach that exploits diffraction
blobs is expected to give better results.
V. CONCLUSIONS
From the reconstructions in section III we can confirm that
the intuition of sampling the orientation space with a discrete
number points can result in a good approximation of the local
orientation in grains.
In the twin case, the needed orientations are determined a
priori, and their identification is precise enough to make it
possible to restrict them to the minimum. This results in a fast
a quickly converging algorithm, which also seems to be very
reliable on theoretical data.
In the other case, where the orientation spread was taken
into account, the reconstruction technique was very simple
and not completely adapted to this complex physical case. As
already mentioned in III-B, the results are showing good signs
of progress and convergence towards a stable solution of the
problem.
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