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The problem of constructing systematic error correcting codes has 
been stated as follows, "Construct a group code such that each word 
representing an error pattern to be corrected lies in a separate coset." 
A computational method is described which will generate such codes 
of any given word length correcting any arbitrarily chosen set of error 
patterns. The method suggested by Sacks (1958) turns out to be a 
special ease of the method here described, where the set of error 
patterns are the set of all n-tuple errors. 
Codes having up to 10 check bits have been constructed using this 
method for correcting double and triple errors as well as burst-type 
errors of 3 digit width. The computation for each code took an 
LGP-30 computer 3 to 4 hr. The resulting codes have been compared 
to other known codes. 
I. INTRODUCTION 
In  a previous short communicat ion (Banerj i ,  1960) the author  out-  
l ined a method for construct ing systemat ic  (par i ty  check) codes which 
would correct for all errors in an arb i t rar i ly  chosen set of errors. The 
present communicat ion aims to clarify the method and its theoret ical  
basis. Also, some codes generated by  an LGP-30 computer  by  this 
method will be described. These codes include double-error and tr iple- 
error correcting codes and codes correcting all burst  type errors up to 
3 digits wide. At tent ion  has been given to codes of various lengths, 
start ing from the shortest possible code to as long a code as can be con- 
s t ructed using up to 10 cheek bits. The l imitat ion to only 10 check bits 
was imposed by  the method of memory  search we adopted for fast 
machine operat ion.  
We shall discuss the relat ion of our method of construct ion to that  of 
some previous authors.  Also, the generated codes will be compared to 
codes of same length generated by  other methods.  
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II. THE THEORY OF GROUP CODES 
In this section we shall discuss the basic theory of systematic odes 
and its application to code construction. To make the presentation 
complete we shall quote previous authors' results at the cost of some 
redundancy. 
A systematic ode of length n is defined as a set of binary words of 
length n in which the different bits in a word can be divided into two 
classes: the information bits, (lc in number),  and check bits. All members 
of the code have the information and check bits in the same positions. 
There are 2 k words in the code in which the information bits positions 
can be occupied by any combination of 1 and 0. The entries in the 
check bit positions are fixed modulo two sums of some of the entries 
in the information bit positions. The rules by which the check bits are 
determined are called parity check rules. 
To each word of length n we can associate a word of length n - k 
called the parity check sequence as follows. 
For all j we form the sum (mod. 2) of the j th  check bit and the bit 
formed from the information bits by the f lh  parity check rule. The 
sum is placed in the j th position of a word. The resulting n - k bit 
long binary word (one bit for each parity check rule) is the parity check 
sequence. 
Slepian (1956) has shown that the members of any systematic ode 
form a group under the operation of addition modulo 2 of corresponding 
bits. Also, that if the group of all words of length n is divided into a 
systematic ode and its cosets all words in the same coset will lead 
to the same parity check sequence. 
When any member of a specific coset is added (mod. 2) to a member 
of the systematic ode, the result is another member of the same coset. 
Let us now have a transmission system which only sends members of 
the systematic ode. If  now an error of transmission occurs, such an 
error can be represented by a word (called the error pattern) of length 
n which has a 1 at the positions where an error occurred and 0 elsewhere. 
The resulting received sequence, then, is the sum of the transmitted 
word and the error pattern. By forming the parity check sequence of the 
received word we can find the coset in which the error pattern lies. 
However, the actual error pattern cannot be deduced from the parity 
check unless we had some reason to believe that only one of the members 
of the coset can represent a possible error pattern. If  such is the case, 
ON CONSTRUCTING GROUP CODES 
TABLE I 
PARITY @ttECK ~EQUENCES FOR A SINGLE J~RROR CORRECTING CODE 
Error position Parity check sequence 
0000001 001 
0000010 010 
0000100 011 
0001000 100 
0010000 I01 
0100000 II0 
i000000 IIi 
we can set up a one-to-one correspondence b tween the parity check 
sequences and the expected errors. 
A necessary and sufficient condition to be fulfilled by a group code to 
correct for MI errors in a certain set is therefore that no coset of the code 
should contain more than one member of the set of errors. Thus a single- 
error correcting code must not have in any eoset more than one word 
with a single 1 in it. Similarly a double-error correcting code must not 
have in any coset more than one word having two or less l 's in it. If we 
are to correct for all block errors of width three or less the group code 
must not have in any coset more than one word such that it has two 
l 's separated by more than one 0. 
So far no method (except. "intelligent exhaustion") has appeared in 
literature that will generate a group code given an arbitrary set of errors 
to be corrected. 1 However, such a method can be evolved on the basis 
of the one-to-one correspondence b tween the parity check sequences 
and the eosets of the code. During the discussion of this correspondence, 
Slepian pointed out that the parity check sequence of the sum (rood. 2) 
of two words is the sum (mod. 2) of their individual parity check 
sequences. This fact has also been pointed out by Fire (1959). This 
fact sets up an isomorphism between the group of 2 ~-a parity check 
words and the quotient group of the code group in the group of all words 
of length n. 
Our requirement for a group code set out in the previous paragraph 
can now be stated in a form independent of the group code, as follows, 
The parity check rules of a systematic code should be sz~ch that no two errors 
1 My attention has been called to a recent paper (Chien, 1960) whichis closely 
related to this problem. 
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to be corrected may have the same parity checlc sequence. This statement is
probably a truism to the practical error-correcting engineer. However, 
the following example will show that it is not only the statement of the 
problem but also a partial answer to the problem. Let us take the 
Hamming (1950) single error correcting code of length 7 as an example. 
Using the above statement as a guide, we can set up a correspondence 
between the single-error error patterns and the 7 possible parity check 
sequences (Table I) .  Having obtained the parity check sequence for all 
errors, the setting up of the parity check rules is a simple matter and 
can be done in the way suggested by Hamming. All we do is to note that 
since an error in the 1st, 3rd, 5th, 7th positions upset the first parity 
check bit, these bit positions hould be included in the first parity check 
equation. Applying similar reasoning to the second and third parity 
check, we arrive at the parity check equations of Hamming. 
The cases where multiple errors are to be corrected, naturally, are 
not so simple. The reason is that since multiple error patterns are sums 
(rood. 2) of single error patterns, the choice of the parity check sequences 
for single error patterns automatically determine the parity check 
sequences of the multiple error patterns. Hence our hands are, to a 
certain extent, "forced." 
As an example, the "one-shot" choice of 001, 010, and 011 that we 
made in the above example for the parity check sequence to result from 
errors in the first, second, and third bit in a 7-bit word could not be 
valid if we were designing a double-error correcting code, for 011 would 
in that case be the parity check sequence resulting from errors in the 
first and the second bits. Hence, choosing this one to represent the error 
in the third bit, would lead to the error pattern 100 and 011 occurring in 
the same eoset. 
Let us consider the problem somewhat more formally. 
We shall mean by "allowed error patterns" the ones eorresponding to
the set of errors to be eorreeted, i.e., error patterns which must lie in 
distinct cosets. 
A set of error patterns will be called "independent" if no one member 
of the set ean be obtained by the sum of a subset of the remaining mem- 
bers of the set. 
A set of error patterns will be said to "span" the allowed errors if this 
set is independent and if all allowed error patterns can be obtained as 
the sum of the members of the spanning set (the members of the span- 
ning set may or may not be allowed error patterns). 
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Let A be the set of allowed error p~tterns (X1.  X2,  . . .  , X~) which 
is spanned by the set ( Y~, Y2, Ya, • • • , Y¢) (fi < a). Let X~ be obtain- 
able from the spanning set by the equations, 
Xi  = AnY1 ® A~2Y2 ® . . .  A~Y~ 1 <= i < a (1) 
where each A~ is 0 or 1. 
An allowed error pattern X, will be said to be "generated by" a set 
(Y~, Y~, - . .  , Y~) of spanning patterns (/c < fi) if A¢j = 0 foral l j  > k. 
Consider the set ~ ,yg) X(d) v(i) ~ , ,~ , " "  ~*m/ of allowed error patterns 
generated by the set ( g~, Y2, • " • , Yk) of spanning patterns, such that 
the coefficient A~,3' = 1 for each p (1 < p < m) in Eq. (1). The set 
(3) 0") • = X~_ ® Y~ will be called the set of error patterns "relevant o" OL,~ 
laese ~,p may or may not be allowed error patterns. 
Our basic problem is to find the set (Z,, Z2, • • • , Z~) of parity cheek 
sequences to correspond to the set (X~, X.e, • •. , X~) of allowed errors. 
We propose to do this by finding the set (W,,  W2, --. , We) of parity 
check sequences to correspond to the members of the spanning set 
(Y1, Y~, ' " ,  Y~). 
Let the set (W~, Ws, - . .  , W~) (k < ~) of parity cheek sequences 
correspond to the set (Y1, Ye, - "  , Y~) of spanning error pat.terns. 
We shall denote by (Wq,  W~,  • • • , IVy. ) the parity check sequences 
corresponding to the errors (X~,  X~= , . . . ,  X,=) of altowed error 
, (I~TT(k4-~) W ( k ~ q )  . . . patterns generated by (Y1,  Y~, . . .  Y~) and by v . .h  , ,, h , , 
l lr(~+~) ~'~ .~ ) the parity check sequences corresponding to the set of error 
patterns relevant o the next member Y,0+~ of the spanning set. Then 
if W~+~ is the parity check sequence corresponding to Y~+~. we must have 
W~+~ ¢ W~.,® W}~ *~) for each (p, q). (2) 
For otherwise, let 
HT(~tl) 
or 
W(k+~) Wk+~ ® ,, s~ = W~. (3) 
& corresponds to an error pattern of the form ~j~ ~ 
lC(k-~1) 
Ya+l where ~j~ is an allowed error generated by the set 
, W (kt l )  (Y I ,  Y2, "'" Yk+l). Hence ,, ~- @ W~+I in Eq. (3) corresponds to 
X}~ .I) a~ error pattern generated by (Y~, Y2, • "" , Yk+~) and involving 
Y~.I • Similarly, W~ corresponds to an allowed error pattern generated 
by ( Y1, 112, • • • , Y~) alone. Since these two error patterns are distinct, 
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the truth of Eq. (3) implies the identity of the parity check sequence of 
two allowed errors. Since this is untenable, Eq. (2) must be true. 
That  the condition is sufficient is seen as follows: 
Let there be two error patterns X and X 1 whose parity check sequences 
(~+1) (~) is relevant o are distinct. Let X be of the form ~.  + Y~+I where c~j~ 
(k+l) Yk Let w(~+~) be the parity check sequence corresoonding to ai~ • - - - jq  
and W,~ be that corresponding to X ~. Then, we must have 
+ w,, e wk+l 
which leads us to Eq. (2). 
Equation (2) is the main motivation of the following method: 
1. Choose a set Z of linearly independent error patterns which span 
the set of allowed error patterns. Choose two arbitrary parity check 
sequences to represent any two error patterns in Z. 
Call this set of parity cheek sequences B and the set of arbitrarily 
chosen members of Z, A. 
2. By modulo-2 addition of members of B, generate the set of all 
parity cheek sequences corresponding to the allowable error patterns 
spanned by A. Add this set to B. 
3. Choose another member of Z and generate parity check sequences 
of error patterns panned by A which are relevant o this next member. 
Call this set C. 
4. Generate the set C* of modulo 2 sums of members of B and C. 
5. Choose a sequence neither in B or C* to represent the next member 
of Z chosen. Add this sequence to B and the new member to A. 
6. Destroy the sets C and C*. Repeat steps 2 to 6 till all the members 
of Z enter A. B at this stage will contain the parity eheek sequences 
corresponding to every allowed error. 
I I I .  THE S IMPL IF ICAT ION OF THE METHOD IN SPECIAL CASES OF 
PRACTICAL  IMPORTANCE 
In the rules set out at the end of the previous section, the set Z can 
be chosen conveniently as the set of all single error patterns. In the case 
where the allowed errors are all multiple errors, the set C will form a 
subset of B. 
In an e-error correcting code the set B is the set of parity check 
sequences of all errors having e or fewer l 's  while C is that of all errors 
havi~g e -- 1 or fewer l's. Hence the set to be excluded is the set of 
all parity check sequences of errors having 2e -- I or fewer l's. I t  will 
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be noticed that this is identical to Sacks' (1958) criterion that in an 
e-error correcting code every set of 2e characteristics (parity check 
sequences) are linearly independent. Also, the fulfillment of this cri- 
terion automatically satisfies Theorem 1 of Bose and Ray-Chaudhuri 
(1960). 
However, the way Sacks used this criterion is slightly different from 
ours and has resulted in his example of a code which is somewhat less 
efficient than one obtained using our method. 
While Sacks' method would not be applicable where the allowed errors 
are other than all multiple errors, our method is equally easily applicable 
to correction of burst-type errors as described by Abramson (1959), 
Fire (1959), and Hagelberger (1959). In the case of burst correcting 
codes of width e, the set B of the previous ection would stand for burst- 
type errors of width e (i.e., in which no two l 's are separated by more 
than e - 1 bit.s) while C would consist of all errors having less than e 
l 's  in it such that no error was at a distance greater than e - 1 from the 
next member of Z to be included into A. Interpreting the method in this 
manner we have been able to generate codes slightly more efficient han 
those obtained by Fire. 
Another advantage of this method lies in the fact that while generat- 
ing a code of length n all similar codes of shorter length can be generated 
on the way. A very convenient way of doing this consists in choosing 
the first two members of A as the errors in the first and second bits. The 
successive members to be entered in A are chosen to be errors in sue- 
eessive bits. At any stage of the computation then, A contains single 
errors in successive positions of a word. If we stop at the Kth stage, we 
have a code of length K. 
In the next section we shall describe in detail the procedures involved 
in the construction of codes for correcting burst-type rrors of width 3 
as an example. The results of the machine computation will then be 
described and the resulting code compared to Fire's code. We shall then 
describe double and triple-error correcting codes generated by our 
method and compare them to the codes of Slepian, Sacks, and Bose and 
tlay-Chaudhuri.  
IV. SOME EXAMPLES OF APPL ICAT ION 
The method outlined in Section I I  has been used for the generation 
of burst errors of width 3 or less as follows. First 0 • • • 01 and 000 • - • 10 
were chosen to be the parity cheek sequences of single errors in the first 
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and second bits. Burst errors spanned by these two vectors included 
these single errors as well as the double errors in the first two bits, which 
would have 0 • • • 011 as its parity check sequence. An error in the third 
bit would then have to have 0 .-- 0100 as its parity check sequence. 
Similar considerations show that an error in the fourth bit should have 
0 . - .  01000 as its parity check sequence, since all configurations with 
1 in the three first bits are parity check sequences of allowed errors, 
i.e., belong to the set B of Section II .  
In looking for a parity check sequence for an error in the fifth bit, we 
have to construct he set C, which in this specific case consists of the 
parity check sequence of single errors in the third or fourth bit or a double 
error in both these bits. Sums of sets of B and C form C*, which, together 
with B, exhausts all four-bit configurations and we are forced to take 
0 • • • 010000 as representing the error in the fifth bit. 
In searching for the parity check sequence for a single error in the 
sixth bit, we have to include in B burst errors in the 2nd, 3rd, and 4th 
places as well as in the 1st, 2nd, and 3rd places. A new C and C* has to 
be created. This exhausts all five bit configurations and 0 . . .  0100000 
is chosen as the parity check sequence. 
Moving over to the seventh bit position, however, we have the situa- 
tion shown in Table I I ,  omitting repetitions, and factors contributing to 
repetitions. 
I t  will be noticed that many patterns between 0 • • • 0 and 1 • • • 1 arc 
missing from B and C*. We chose the least missing element (least con- 
sidered as a binary number; any other convenient choice would do as 
well, leading to an equivalent code) to represent an error in the seventh 
bit. This is the pattern 0 . . -  01001. 
The important  thing to notice at this stage is that so far every parity 
check sequence forced on  us had  a single 1 in them and consequently 
6 check bits had  to be introduced for a 6 bit long message. However ,  we  
now have  a parity check sequence which  is made up  of the same 6 bits. 
(The  choice of the "least missing e lement"  is useful here.) Thus  the 
seventh bit does not need an extra check bit for error correcting and  one 
information bit is introduced in the code. We thus have  the trivial seven 
digit code 0000000 and  1111111. So far there is no  difference between 
the triple-error and  burst-error correcting code. 
However ,  the process may be continued. A t  any  stage of deve lopment  
we obtain a burst-error correcting code. We have  so far developed the 
parity check sequences for a 30 bit code, having 8 check bits. The  se- 
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TABLE II 
A TYPICAL SITUATION IN GENERATION OF BURST-ERROR CORRECTING 
9 
CODES 
C B C* 
0..-0100000 
0.-.0010000 
0-.-0110000 
0 ...... Ol 
0 ...... 10 
0 ..... I00 
0 .... I000 
0 ..... 011 
0 . . . .  0110 
0 . . . . .  101 
0 . . . .  1100 
0 . . . .  1010 
0 . . . .  0111 
0...01110 
0-.-0100001 
0..-0100010 
0...0100100 
0-.-0101000 
0...0100011 
0.--0100110 
0.-.0100101 
0.-.0101100 
0..-0101010 
0...0010001 
0...0010010 
O..-O0101CO 
0-..0011000 
0..-0010011 
0...0010110 
0...0010101 
0...0011100 
0-..0011010 
O...OllO001 
0...0]10010 
0.-.0110100 
0..-0111000 
0...0110011 
0...0110110 
0.-.0110101 
0..-0111100 
0-..0111010 
0...0100111 
0-..0101110 
0--.0111110 
quences are indicated in Table I I I .  I t  may be of interest o note that  the 
generation of these 30 par i ty cheek sequences took an LGP-30 computer 
(addit ion t ime 1.7 msee) 4 hr. 
Fire has generated a 16 bit code which has 9 information bits and 
corrects for all burst-type rrors of width 3. Our code has the same capa- 
bilities. However, our method indicates that 7 cheek bits are capable of 
sending up to 12 bits of information in a code of similar error correcting 
capabil ity. The procedure for constructing the group code and the 
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TABLE I I I  
BURsT-ERRoR CORRECTING CODE 
Error position Parity check sequence 
1 00000001 
2 00000010 
3 00000100 
4 00001000 
5 00010000 
6 00100000 
7 00001001 
8 00010010 
9 00100100 
10 01000000 
11 00001011 
12 00010001 
13 01000001 
14 00001111 
15 00100011 
16 01000010 
17 00001101 
18 01000111 
19 01010011 
20 10000000 
21 00010101 
22 00100001 
23 01001000 
24 10000001 
25 00011101 
26 01000100 
27 10000011 
28 00110001 
29 00010111 
30 10000100 
parity check rules are identical with that of Fire; however, it may be 
worthwhile to point out that if, instead of keeping all the cheek bits 
together, we are satisfied with interspersing them between information 
bits, no algebraic manipulation is necessary for determining the parity 
check rules. 
As an example, let us consider the (16, 9) code which is obtained by 
truncating Table I I I  at the sixteenth bit. If we call the first six and the 
10th bit the check bits P~ (these being characterized by having a single 1 
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in their parity cheek sequence) and the rest the information digits D, 
we have the following parity check rules: 
P1 = DI + D4 -}- D5 + Do + D7 + Ds 
P2 = D2 + D4 + D~ + D, + D9 
P3 = D~ + D7 
]94 : D1 + D~ + D7 
P~ = D2 + D5 
P6 = D~ + Dz 
P~ = D6 + D9 
by reading down the columns of the parity check sequences alone. 
Table IV gives the parity check sequences for a double-error correcting 
code and Table V that of a triple-error correcting code. In what follows, 
we shall compare the code obtained by us with that of previous authors. 
One of the most interesting facts to notice about the 29 bit double- 
error correcting code is that it has 19 bits of information. Sacks, using 
an almost identical method of code generation, generated a 32 bit code 
with the same information content. The reason for the discrepancy prob- 
ably lies in the way the successive parity check sequences were generated 
by Sacks. In his example a pessimistic initial guess was made on the 
number of check bits needed, instead of building the code up gradually 
so as to "squeeze out the last drop" by choosing the minimum possible 
binary number to represent the p~rity check sequences. 
Let us now compare the examples of Slepian and Bose-Ray-Chaudhuri 
with our double ~nd triple-error correcting codes. 
The (5, 1) double error correcting code obtained by truncating 
Table IV at the 5th line is trivial. The next useful (i.e., apart from 
(6, 1) and (7, 1)) double-error correcting code is a (8: 2) code as indi- 
cated by Slepian's Table II and obtained by truncating our Table IV 
at the 8th line. The next (10, 3) code obtained by us also coincides with 
Slepian; so does the (i i, 4) code. However our method indicates further 
double-error correcting codes. 
It would be of interest to know if our method yields codes equivalent 
to those given in Slepian's t~bles ince a superficial comparison of some 
of the codes seem to indicate basic differences. 
Let us now consider the three-error correcting codes in Table V with 
Slepian's results. Once more neglecting the trivial (7, i) code, the code 
sizes generated by our method are (11, 2), (13, 3), (14, 4), (15, 5). The 
first of these is indicated by Slepian. The last one coincides in size with 
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TABLE IV 
DOUBLE-ERROR CORRECTING CODE 
Error position Parity check sequence 
1 0000000001 
2 0000000010 
3 0000000100 
A 0000001000 
5 0000001111 
6 0000010000 
7 0000100000 
8 0000110011 
9 0001000000 
10 0001010101 
11 0001101010 
12 0010000000 
1~ 0010010110 
14 0010110101 
15 0011011011 
16 0011101101 
17 0011110111 
18 0100000000 
19 0100010111 
20 0100101001 
21 0110111101 
22 1000000000 
23 1000011001 
24 1000101101 
25 1001010010 
26 1010000011 
27 1100100011 
28 1101011111 
29 1111100110 
the (15, 5) code given by Bose and Ray-Chaudhuri. The (13, 3) and 
(14, 4) codes can be obtained from the latter by deleting columns as 
indicated by Bose and Ray-Chaudhuri. However, pushing this process 
one step further would lead to a triple-error correcting (12, 2) code 
which is less efficient than known codes. 
V. SOME REMARKS ON THE MACHINE PROGRAMS 
The programs for generating the codes described in the previous 
section were all run on an LGP-30 computer. For the information of 
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TABLE V 
TRIPLE-~RROR CORRECTING CODE 
13 
Error position Parity check sequence 
1 0000000001 
2 OO00000010 
3 O00OO00100 
4 OOOOOOlO00 
5 OOOO01OOO0 
6 0000100060 
7 0000111111 
8 0O010O0O00 
9 0010000006 
10 OlOOOOO000 
11 0110111101 
12 1O0O000000 
13 1011011001 
14 1101101010 
15 1110110100 
other users of the same machine we found the Act-I system of automatic 
programming quite convenient for our purpose. 
Since the LGP-30 does not have an "exclusive or" order in its code, 
the taking of the sum modulo 2 had to be programmed for. To take the 
sum modulo 2 of two numbers A and B we used both the formulas: 
A +B ~- (A &B)  &AB 
and 
A +B =- -ABA-kABB 
which are, of course, logically equivalent. The "and" operation coincides 
with the "extract" order of the LGP-30. The "negation" operation is 
best simulated by changing the sign of the pattern (taking the comple- 
ment) and then subtracting the end around carry ("illusive one") from 
the least significant bit. 
A very important condition for the success or failure of the program 
seemed to be tied with the method of information storage and retrieval. 
Since we were interested in getting the "least number not contained in 
a table" we found it convenient to initially set to zero two long memory 
blocks and storing the number sets B and C* as they were generated in
words reserved for them. That is, calling the ith cell of block B, B~-, the 
binary number/c went into Bk. This way, when the search for the least 
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element started, we had to traverse the block from the beginning and 
obtain the least number k such that Bk had a zero. 
I t  was this method of memory allocation which limited our 4000 word 
machine to the storage of only 1024 parity check sequences, i.e., 10 
check digits. We tried to get around this limitation by storing the 
numbers consecutively as they were generated avoiding repetitions, and 
any time a table contained all the binary numbers from 1 to K to 
"collapse" them and leave K as a flag in the table. This way we were 
able to go up to 9 check bits with only 50 locations. However, the pro- 
gram spent most of the time taking care of collapsing and testing rather 
than generating anythh~g, This increased the running time of the ma- 
chine by about a factor of 4 and since the required running time was 
about 3 to 4 hours with "quick" program, the method was considered 
economically prohibitive. 
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