Abstract. Finding paths in high-dimensional gemetric spaces is a provably hard problem. Recently, a general randomized planning scheme has emerged as an e ective approach to solve this problem. In this scheme, the planner samples the space at random and build a network of simple paths, called a probabilistic roadmap. This paper describes a basic probabilistic roadmap planner, which is easily parallelizable, and provides a formal analysis that explains its empirical success when the space satises two geometric properties called -goodness and expansiveness.
Introduction
The path planing problem can be stated as follows:
Given:
A geometric and kinematic model of a rigid or articulated object, called the robot, A geometric model of the obstacles in the physical space where the robot operates, Find a path, i.e., a continuous sequence of collision-free con gurations of the robot, connecting two arbitrary input con gurations, called query con gurations, whenever such a path exists; otherwise indicate that no such path exists. A classical way to look at this problem is to represent a con guration by n independent parameters, one for each of the robot's degrees of freedom dof. Thus, each p h ysical placement of the robot is represented by a p o i n t i n a n n-D parameter space, called the robot's con guration space or C-space. The obstacles map into that space as forbidden regions, called C-obstacles. The complement of the C-obstacles in the C-space is referred to as the free s p ace. A path is a continuous curve segment in the free space connecting the two query con gurations. Such a path exists if and only if the query con gurations lie in the same component o f the free space.
Robot path planning is a provably hard problem 25 . There is strong evidence that it requires exponential time in the dimension n of the C-space. This result still holds for speci c robots such as planar linkages consisting of links serially connected by revolute joints 14 and sets of rectangles executing axis-parallel translations in a rectangular workspace 8, 9 . Though general and complete algorithms have been proposed 4, 27 , their high complexity precludes any useful application.
The dimension of the C-space beyond which existing complete algorithms become practically useless is low, somewhere between 3 and 5. This means that they cannot be applied to rigid objects translating and rotating in 3-D workspace, nor to 6-dof manipulator arms, two important cases in practice. On the other hand, applications tend to involve more degrees of freedom than ever before. For example, manufacturing workcells use with more than 20 dofs are no longer exceptions. In computer graphics, animation of synthetic actors to produce digital movies or video games requires dealing with several dozen dofs. In molecular biology, motion planning can help compute plausible docking motions of molecules modeled as spatial linkages with many dofs.
Recently, a general randomized planning scheme has emerged as a viable approach to path planning in high-dimensional C-spaces. In this scheme, no explicit representation of the free space is computed. Instead, the free space is implicitly de ned by a function distq that computes the Euclidean distance between the robot at con guration q and the obstacles. Several reasonably e cient implementations of such a function have already been proposed e.g., 6, 7 , 1 3 , 19, 20, 21, 24 . The planner samples the C-space at random. Using dist, it retains the con gurations in free space as milestones and, for every pair of milestones, it checks that a simple path usually, the straight path in C-space connecting them is collision-free. The result is a graph R called a probabilistic roadmap. Given a pair of query con gurations, the planner tries to connect each of them to a node of R. It outputs a path if it connects the two con gurations to two milestones in the same component o f R. A n umber of planners based on this scheme have been proposed 1, 2 , 3 , 1 2 , 10, 15, 17, 23, 26 . None of them is complete in the strongest sense, but most achieve some form of probabilistic completeness, i.e., if a path exists, the planner will nd one with high probability. In fact, implemented probabilistic roadmap planners have been remarkably successful in solving di cult path-planning problems in high-dimensional Cspaces. Moreover, the computational scheme is easily parallelizable, though to our knowledge this feature has not yet been signi cantly exploited. Section 2 describes a basic" probabilistic roadmap planner that performs a uniform sampling of the C-space, and sketches more sophisticated sampling strategies proposed in the literature. A good" probabilistic roadmap is one which provides adequate coverage of the free space, so that every query con guration can easily be connected to it, and whose connectivity conforms to that of the free space. In Sections 3 and 4 we will formally analyze how large a roadmap needs to be i.e., how many milestones it should contain in order to achieve adequate coverage and connectivity with high probability. This analysis shows that the probabilistic roadmap approach is e cient if the free space satis es two geometric assumptions that we call -goodness 16 and expansiveness 12 . Under these assumptions, the free space does not contain narrow passages". Dealing with such passages is the main remaining issue for probabilistic roadmap planners. In Section 5 we will brie y present ongoing e orts addressing this issue. This paper does not present a n y experimental result with implemented probabilistic roadmap planners. Such results have been presented in several previous papers, with robots having from 3 to several dozen dofs. Complex practical applications of these planners include maintenance planning for aircraft engines 5 , design for manufacturing in the automotive industry 12 , and graphic animation of human characters 18 .
Basic Probabilistic Roadmap Planner
Let C denote the C-space of a robot and F C its free space. For simpli cation, we assume that C is the Euclidean hyper-cube 0; 1 n . W e s a y that two free con gurations see each other if they can be connected by a straight-line path in F.
The basic probabilistic roadmap planner is a simpli ed version of the planner described in 17 . It consists of two algorithms: roadmap, which precomputes a probabilistic roadmap, and query, which uses this roadmap to answer pathplanning queries. Each query is de ned by t wo con gurations, q b and q e , i n F. 
Roadmap Construction
The procedure roadmap constructs a roadmap in two steps, as shown in Figure 1 . The milestones are chosen at Step 1. The links between milestones are created at Step 2.
Recall that distq is a procedure that computes the Euclidean distance between the robot placed at q and the obstacles.
Step 1 generates each milestone by picking successive con gurations q in 0; 1 n , u n til one satis es distq 0. Every q is obtained by c hoosing each of its coordinates at random uniformly in 0; 1 .
Step 2 checks the straight path between every two milestones for collision, by recursively decomposing it into two half segments and invoking dist at each segment endpoint. One can show that if a segment is short enough relative t o the robot-obstacle distance computed at its two endpoints, the whole segment is guaranteed to be collision-free 2 . 
Query Processing
The query-processing algorithm is shown in Figure 2 . It tries to connect each of the query con gurations to a milestone of the roadmap, either directly Step 1a, or through an intermediate con guration chosen in a neighborhood of the query con guration Step 1b. The implementation of Step 1 makes use of the function dist. Each free con guration q at Step 1bi is obtained by picking successive con gurations at random in a hyper-cube centered at q i until one is collision-free. The query procedure returns no-path if it connects the query con gurations to two distinct components of the roadmap. This answer is correct whenever no two components of the roadmap lie in the same component of F . Moreover, the procedure outputs failure if it cannot connect a query con guration to some milestone of the roadmap. We w ould like the planner to rarely return either an incorrect answer or failure.
Other Sampling Strategies
A v ariety of more sophisticated sampling strategies have been proposed. We review some below. The roadmap planner in 15, 1 7 constructs an initial roadmap by uniformly sampling the C-space. Then it performs a resampling step for improving roadmap connectivity. In this second step, additional milestones are added in the neighborhood of milestones that see no or few other milestones. Experiments have shown that this resampling scheme makes it possible to adequately represent the free space connectivity with smaller roadmaps.
A n umber of roadmap planners use sampling strategies aimed towards generating a greater density of milestones near the boundary of the free space 1, 10, 22 . In 1 , when a con guration q is generated outside F , a n umber of rays are shot from q along random directions uniformly distributed in C. F or each r a y, a binary search is used to identify a point on the boundary of F. In 22 a single ray is shot from q along a random direction; the procedure then simulates a walk of the robot along this direction, in small incremental steps, until it is in free space. The technique described in 10 tries to connect roadmap components that could not be connected by straight paths, by creating milestones in the free space boundary, A random direction is chosen starting from a milestone in one component. Using a technique similar to 22 . a milestone is created where this ray encounters the free space boundary, and the ray is re ected in a random direction at this point to nd another boundary point. Etc. All the references listed above observe that adding milestones near the free space boundary improves the planners' performance.
Precomputing a roadmap is advantageous when multiple path-planning queries are made in the same free space. To deal with single-query cases, some planners build a new roadmap for each new query. The planner in 12 generates clouds of milestones picked at random in small neighborhoods of previously generated milestones, expanding from the two query con gurations, until two clouds meet bi-directional search. The planner in 3 starts from one of the query con gurations and builds an expanding set of milestones until one can be connected to the other query con guration one-directional search; in this planner, milestone selection is strongly biased by a heuristic potential eld".
Roadmap Coverage
A rst desirable property for a probabilistic roadmap is that it provides adequate coverage of the free space F. This means that the milestones should collectively see a large portion of F , so that any query con guration can easily be connected to one of them. Note that Step 1b of query allows for the case where a query con guration does not see any milestone. Indeed, it would be unrealistic to expect that a probabilistic roadmap provides complete coverage of F; in general, the probability of picking a new milestone that sees a portion of F not seen by previous milestones decreases and tends toward zero as the number of milestones grows.
In this section we establish that the milestones chosen by roadmap see a large portion of F with high probability i f e v ery point i n F sees a signi cant portion of F a property that we call -goodness. We also state that when the roadmap achieves adequate coverage of the free space, query e ciently connects query con gurations to the roadmap.
For any subset S C , w e let S denote its volume. For any q 2 F, Vq denotes the set of all free con gurations seen by q; w e call it the visibility set of q.
De nition1. Let be a constant i n 0 ; 1 . A free con guration q is -good if Vq F. The free space is -good if every q 2 F is -good. De nition2. A set of milestones provides adequate coverage of an -good free space F if the volume of the subset of F not visible from any of these milestones is at most =2F.
Note that, as increases, the coverage requirement grows weaker, i.e., the portion of F that has to be visible by at least one milestone gets smaller. This comes from the fact that a greater will make it easier for query to connect query con gurations to the roadmap. Naturally, the number of milestones needed becomes smaller. We refer the reader to 2, 1 6 for a proof of this theorem. Theorem 3 does not allow us to compute s since we do not know the value of , except for simple spaces. Nevertheless, its signi cance is twofold. First, it tells us that although adequate coverage of the free space is not guaranteed, the probability that this happens decreases exponentially with the number of milestones. Second, the number of milestones needed increases moderately when decreases.
It now remains to establish that adequate coverage allows query to connect any query con guration to the roadmap, with high probability.
Theorem 4. Let the maximum number of iterations t at
Step 1bi of query be set to log2=, where is a constant in 0; 1 . If the milestones provide adequate coverage of F, then the probability that query outputs failure is at most .
In other words, the failure probability o f query decreases exponentially with the number t of iterations at Step 1bi. See 16 for a proof of this theorem.
However, -goodness is too weak to guarantee that roadmap will construct a roadmap whose connectivity represents that of the free space. For example, the free space of Figure 3 is -good for 0:5. But a roadmap of moderate size constructed by roadmap will most likely consist of two connected components. In 16 w e dealt with this issue by allowing roadmap to invoke a complete planner to try to connect the components of a roadmap. However, running such a planner can be totally impractical. In 12 w e eliminated its need by i n troducing the notion of an expansive free space. Let R be an adequate representation of F. Since F is -good, no component of F has volume less than F . Therefore, at least one milestone of R lies in every component o f F. Since no two components of R lie in the same component of F, there is a one-to-one correspondence between the components of R and those of F.
The notion of an expansive free space is directly related to the di culty that roadmap has to connect milestones through narrow passages. The reason why i t would require considerable time for the roadmap-construction procedure to build a connected roadmap in the free space of Figure 3 is that a very small subset of points in F 1 the half space on the left see a large fraction of F 2 the half space on the right; therefore, the probability that the planner picks a milestone in F 1 that sees a milestone in F 2 is small. By narrowing the passage between F 1 and F 2 , one can make this probability arbitrarily small. Let us refer to the subset of points in a subset S F that can see a large portion of FnS as the lookout of S. The previous example suggests that we c haracterize narrow passages by the minimum volume of the lookout of the visibility set Vq o ver all q 2 F . I f a set Vq has a small lookout, roadmap will have di culty computing a roadmap capturing the connectivity of the free space.
De nition6. Let be a constant i n 0 ; 1 and S be a subset of a component E of the free space F. The -lookout of S is the set: -lookoutS = fq 2 S j VqnS EnSg:
De nition7. Let , , and be constants in 0; 1 . The free space F is ; ; -expansive if it is -good and for every q 2 F we h a ve: -lookoutVq Vq:
For simpli cation, we will abbreviate the term ; ; -expansive" by expansive". Again, the signi cance of Theorem 8 is twofold. The probability that a roadmap does not adequately represent F decreases exponentially with the number of milestones, and the number of milestones needed increases moderately when , , and decrease. Note that none of Theorems 3, 4, or 8, explicitly mention the dimension n of the con guration space. This comes from the fact that both -goodness and expansiveness are visibility properties whose de nitions only refer to volumes of subsets of F. But the dependence on n may be hidden in the parameters , , and . T o illustrate this point, consider the example of Figure 4 . The free space consists of two cubes whose sides have length W; these cubes are connected by a rectangular narrow passage of length W and width w, where w W. U p t o a constant factor, each of the parameters , , and is on the order of w=W.
Indeed, the volume of F is W2W + w 2W hyper-parallelepipedic passage that has size w along k dimensions k 2 1; n ,1 and size W along the n , k other dimensions. Each of the parameters , , and is on the order of w=W k . The worst case happens when k = n , 1, that is, when the passage is narrow along n , 1 dimensions.
Current and Future Work
During the last few years a number of path planning algorithms based on the construction of probabilistic roadmaps have been proposed and experimented with great success. This paper has described a basic probabilistic roadmap planner and has provided a formal analysis that explains its empirical success.
However, current probabilistic roadmap planners share the same relative inability to e ciently nd paths through narrow c hannels. This inability has been experimentally observed, and it is formally explained by our results in expansive free space. Current research aims at dealing e ciently with free spaces that are poorly expansive.
Sampling strategies that generate a greater density of milestones near the boundary of the free space are intended to facilitate the discovery of narrow passages. Though they have been somewhat successful, they are not su cient and this is not surprising. Recently, w e h a ve devised a new strategy that consists of rst generating a roadmap in an expanded free space and then pushing" this roadmap in the original free space 11 . Expanding the free space increases its expansiveness, with the narrow c hannels bene ting much more than the already large areas of the free space. Experimental results, though still preliminary, are very encouraging.
