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be well approximated by the quasifree dynamics with governing equations given by
a system of coupled nonlinear dispersive PDEs called the time-dependent Hartree-
Fock-Bogoliubov (HFB) system (c.f. [GM13a, GM17, BBC+18, BSS18]). However,
both the quantitative and qualitative analysis of the time-dependent HFB system
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tative estimates for the true dynamics of the Bose gas at absolute zero temperature
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The studies of dynamical behaviors of systems with many interacting bod-
ies from first principles of quantum mechanics are of paramount interest in many
branches of physics and chemistry. A prominent example is the studies of systems of
interacting bosons. More precisely, the studies of Bose-Einstein Condensate (BEC),
a state of matter of a dilute gas of bosons when cooled to near absolute zero temper-
ature, has gained eminence in the world of experimental physics after its initial real-
ization in atomic gases a little over two decades ago [AEM+95,BSTH95,DMA+95].
Notably, for the groundbreaking achievement of exhibiting condensation limits in
dilute gases of alkali atoms, Eric Cornell and Carl Wieman of JILA/NIST and
Wolfgang Ketterle of MIT were awarded the 2001 Nobel Prize in Physics1. The
experimental success has and continues to garner substantial attention of scientists
and mathematicians.
Due to the subsequent voluminous influx of research activities in the field of
many-body boson systems, the demand for a firm mathematical foundation also
grew. Moreover, a rigorous understanding of the dynamics of such systems is one
1https://www.nobelprize.org/prizes/physics/2001/press-release
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of the main challenges of modern mathematical physics and provides fundamental
insights into quantum mechanical systems, as well as offering potential applications
to the sciences. However, the immediate pressing difficulty one encounters when
studying large particle systems is often the size of the system. In many applications
of chemistry or physics, the size of the system of interest typically ranges between
thousands to an Avogadro’s number (∼ 1023) of particles. Hence, even if one man-
ages to exhibit a many-body wave function which solves the many-body Schrödinger
equation analytically, the sheer number of particles of the system will render the us-
age of the wave function to analyze the dynamical behaviors of the system obsolete,
or at the very least, not very effective with the current available tools.
It is no news that the size of the system presents a formidable obstacle for
studying dynamical properties of the system. Indeed, it is rudimentary knowledge
among researchers that the wave function contains more information than one could
process since it encapsulates all the microscopic details of the many-body system.
Even in practice, experiments are conducted and measured at a macroscopic scale
where a lot of the quantum information are overlooked. Thus, to compare the
experimental data against the full-theoretical description of the system from the
wave function is impractical. As a matter of fact, based on heuristics and scaling
arguments, many areas of chemistry and physics employ macroscopic equations to
approximate the behaviors of the system. Therefore, it seems fair to study effec-
tive descriptions of the many-body system, which allows one to approximate the
macroscopic dynamics of the large particle system but with much lesser variables,
rather than the full quantum mechanical description. However, to understand the
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validity and qualities of any of these approximations, a rigorous derivation of effec-
tive macroscopic equations from quantum mechanical laws is essential, but this, in
general, is a challenging task.
In this thesis, we study a coupled nonlinear system of effective macroscopic
equations, parametrized by the particle-numberN , called the time-dependent Hartree-
Fock-Bogoliubov (HFB) system (equations), for describing the quantum fluctuations
about a BEC and use them to obtain global quantitative estimates for the true
dynamics of the many-body system in Fock space. The main contribution of our
work is the nonlinear analysis of the coupled system through the lens of dispersive
PDE theory. We show that by employing dispersive PDE techniques to our analysis
of the coupled system we could improve upon results which only uses “standard”
mathematical physics techniques. More specifically, by applying dispersive PDE
techniques, we were able to obtain nonlinear approximations to the dynamics of
a N -body quantum system which are valid for a longer period of time and more
singular interaction potentials without imposing further assumptions or restrictions
on the approximation. In fact, we show the reader glimpses of the harmonious




We begin by considering a system of N interacting non-relativistic spinless

















ΨN(t, x1, . . . , xN) = 0 (1.1)
where xi ∈ R3 for 1 ≤ i ≤ N and vN(x) := N3βv(Nβx) for 0 ≤ β ≤ 1 where
v ∈ C∞0 (R). The reader should note that as N → ∞ we have that vN(x) → cδ(x),
in the sense of distribution, for some constant c. However, it should also be noted










vN(xi − xj) (1.2)
as the mean-field Hamiltonian and (1.1) the mean-field model.
There are many interpretations for for the coupling constant N−1 in front of
the interaction potential. The simplest argument for having N−1 is based on the
heuristic that the coupling constant allows for the balance between the kinetic energy
2In relativistic quantum mechanics, bosons are classified, by the Spin-Statistic theorem, to be
particles with integer intrinsic spin. However, in this thesis, we work in the realm of non-relativistic
quantum physics where the bosonic property of a system of particles is captured by the symmetric
structure of the wave function.
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v(xi − xj) (1.3)
scales like O(N) + λO(N2), then the energy of each particle is O(1) provided the
coupling constant λ is O(N−1), which we called the mean-field scaling of (1.3).
With this scaling, we define the mean-field limit to be the singular limit of (1.3) as
the particle-number N tends to infinity. The coupling constant N−1 could also be
understood with the law of large numbers. If the particles are independent and







vN(xi − xj) '
∫
R3
vN(xi − y)ρ(y) dy = (vN ∗ ρ)(xi) ' cρ(xi),
that is, the interaction potential has a non-zero limit with respect to the particle
limit.
To physically motivate the mean-field model, let us consider N particles inside
a fixed box3 with volume V = `d subjected to either Robin or Neumann boundary
conditions. Furthermore, assume the particles interact through a two-body repulsive
potential v (with coupling constant λ set to 1). Then the particles will uniformly
3The box model is used to simplify the exposition. Alternatively, we could have considered N








where Vext is small inside the box [−L,L] and large otherwise.
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spread themselves inside the box with an average interparticle separation distance of
N−1/d` since the average volume occupied by a particle is N−1`d. In particular, we
are interested in the dilute gas model, that is the case when N−1/d` a, where a is
the scattering length. Following a scaling argument, one can show that the dynamics











vN(yi − yj) (1.4)
provided we set the length scale of yi to order 15. In the case d = 3, we see that
(1.4) gives us a mean-field model for the particles in a unit box with interactions
vN . Finally, if we take the dilute limit, N−1/d` → ∞, in the box `3, we essentially
recover the mean-field limit of N weakly interacting particles in the unit box. In
particular, the 3D mean-field model in the unit box is equivalent to the strongly
interacting dilute gas model in a box. The studies of weakly interacting bose gases
can be trace back to the pioneering work of Bogoliubov in [Bog47], and later by
Lee, Wang, and Yang in [LHY57] and as well as Dyson in [Dys57]. We refer the
interested reader to [Lew15,LSSY05,Gol16] for more in-depth discussions.
1.1.2 Short-Range Scaling
The reader should take note of the two scaling processes that are involved
in the interactions of this mean-field model. Aside from the obvious mean-field
4To preserve the dynamics, we will need to rescale the time by a factor of N−2.
5Here we are assuming xi is on the length scale ` ∼ N .
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scaling, we also have the short-range scaling of the interaction v given by vN with
the tuning parameter β > 0. Let us consider the dynamics generated by the mean-





ΨN = HN,mfΨN (1.5)
then by rescaling the solution, i.e. defining Φ(τ, y) = ΨN(N−2βτ,N−βy), we see the











v(yi − yj)Φ (1.6)
In the instance of d = 3, we see, at least heuristically, the appearance of a crit-
ical scaling when β = 1, which we called the Gross-Pitaveskii scaling. With this
consideration, we restrict ourselves to the case 0 ≤ β ≤ 1, at least for the initial
investigation. In some sense, the parameter β is a mathematical apparatus which
was introduced to aid with the study of (1.1); in fact, the analysis of the dynamics of
the system becomes more difficult as β approaches 1. Nevertheless, the are physical
interpretations for β. Physically, for 0 < β < 1
3
, we are in the regime of weakly
interacting dense gas; since the scale size is Nβ which means the size of the volume
is effectively V ' N3β, then we see that the interparticle separation distance is given





≤ β ≤ 1, we enter the self-interacting regime or sometimes called the strongly
interacting diluted gas regime, depending on the modeling situation. In this regime,
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each particle is said to only feel the potential generated by itself; in some sense, this
is a reminiscence of the Gross-Pitaevskii (GP) theory which proposed to model the
many-body effects by a nonlinear strong on-site self interaction of a complex order
parameter (the “condensation wave function”) [Gro61, Gro63, Pit61]. But, strictly
speaking, only β = 1 captures the 2 scale structure postulated by the GP theory.
See Chapter 6 of [LSSY05] for a survey of the GP theory for trapped bosons.
1.1.3 Initial Condition: the Ground State
The main interests of the thesis are to study the effective dynamics describing
the evolution of the above many-body system, parametrized by N and β, and pro-
vide a quantitative method for tracking the evolution of the many-body quantum
system in state space. Unfortunately, the problem of tracking the exact dynamics
of bosonic systems in state space with arbitrary initial condition, at least to the
author’s knowledge, is still not tractable with the current available tools. Neverthe-
less, if we restrict ourselves to a special class of initial datum, then we are able to
obtain some positive results in the direction of understanding the exact evolution in
state space via studying some effective dynamics of the system.
In this thesis, we consider the evolution problem (1.1) with initial condition
given by the ground state of the mean-field hamiltonian, i.e., the lowest energy state
of (1.2). This choice of initial condition is natural for modeling Bose gases at lower
temperature. In fact, by cooling a system of bosons to the absolute-zero tempera-
ture, we are essentially forcing the system to its ground state since the temperature
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of the system is directly proportional to its kinetic energy. However, solving the
static (eigenvalue) problem for a many-body hamiltonian to determine the ground
state remains a highly non-trivial open problem if not completely intractable. Nev-
ertheless, based on the experimental observation of formation of BEC inside a trap
potential at lower temperature, that is, the individual particles of the Bose gas co-
alesce into a single quantum entity, one could speculate that the ground state of a
boson system has the form
ΨN, ground(x1, . . . , xN) = φ
⊗N
0 + important corrections (1.7)
where φ⊗N0 :=
∏N
j=1 φ0(xj) for some φ0 which we called the condensate wave function.
Furthermore, it is also speculated that in the particle limit the correction terms will
tend to zero, i.e., ΨN, ground ' φ⊗N0 .
In fact, shortly after the discovery of atomic BEC in laboratory, Lieb, Seiringer,
and Yngvason were able to rigorously verified the GP theory for the ground state of
a dilute trapped Bose gas in [LSY00], i.e., they were able to show that the energy
per particle of the ground state in the particle limit satisfies a variational principle,






|∇φ(x)|2 + Vext(x)|φ(x)|2 + 4πa|φ(x)|4
}
(1.8)
is the Gross-Pitaevskii (GP) energy functional. Here, a is the scattering length
associated to the potential v. Subsequently, Lieb and Seiringer prove the existence
9
of BEC in a dilute trapped gas at absolute zero temperature [LS02] by demonstrating








in trace norm where φGP is the minimizer of (1.8). This formulation of the definition
of BEC in terms of the marginal density was first stated by Penrose and Onsager
in [PO56].
Hence it strongly suggest that the ground state is well-approximated by tensor
products of the form φ⊗N0 where φ0 satisfies a variational principle.
1.1.4 Recent Advancements
In recent years, many have contributed to the studies of effective dynamics for
many particle systems. In the case of β = 0 with repulsive Coulomb interactions,
Erdös and Yau in [EY01] prove the qualitative result, via the method of BBGKY
hierarchy, that the one-particle marginal density γ(1)N,t associated to the wave function
ΨN,t with asymptotically factorized initial state, i.e. ΨN,0 → φ⊗N as N → ∞,
converges to |φt〉〈φt| in trace norm in the mean-field limit of N → ∞ where φt











φ(t, x) = 0. (1.9)
10
In fact, the approach mentioned above is based on the earlier work of Spohn [Spo80]
proving the statement for bounded potentials in the case β = 0. Using the Fock
space method introduced by Hepp in [Hep74] and subsequently extended by Ginibre
and Velo in [GV79a, GV79b], Rodnianski and Schlein in [RS09] provide a rate of
convergence of the one-particle marginal associated to the many-body quantum
system towards the Hartree dynamics in trace norm, that is6
Tr
∣∣∣γ(1)N,t − |φt〉〈φt|∣∣∣ . eKt√
N
for some constant K > 0 independent of N . The estimate was later improved
to eKtN−1 in [ES09, CLS11]. Using a second-order correction Fock space method
introduced by Grillakis, Machedon, and Margetis in [GMM10, GMM11], Kuz in
[Kuz15b] provides a rate of convergence of the many-body quantum system to the
Hartree dynamics in the sense of Fock space marginal density7. Consequently, Kuz
shows that
Tr




which in turn establishes the validity of the approximation for time t of the order
√
N . Similar results are derived in [FKS09,KP10] but the approaches are completely
6We adopt the standard notation A . B to mean there exists a constant, depending on some
parameters, such that A ≤ CB.
7One should note the main result in Rodnianski and Schlein’s paper is their result on the rate
of convergence of the one-particle Fock marginal towards the Hartree dynamics. Whereas, the
significance of Kuz’s paper is that she was able to show that the mean-field estimate is actually
valid for a much longer period of time then most proceeding results had indicated.
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different from the above methods.
For the case 0 < β ≤ 1, Erdös, Schlein, and Yau in a series of papers
[ESY06, ESY07, ESY10, ESY09] show qualitatively that the many-body dynam-
ics with asymptotically factorized initial data converges to the cubic nonlinear
Schrödinger dynamics when 0 < β < 1 or the Gross-Pitaevskii dynamics when












|φt|2φt if 0 < β < 1
−8πa|φt|2φt if β = 1
where a is the scattering length corresponding to the potential v. Results on the
rate of convergence of Fock space marginals can be can be found in [KP10,BdOS15,
Kuz15b].
Despite the success founded in the rigorous study of the mean-field behaviors
of BEC, recent experiments suggest that mean-field dynamics may not account for
the depletion of the condensate, the phenomenon where particles in the condensate
escape to higher energy states [XLM+06,LEN+17]. Hence, this warrants the rigorous
studies of quantum fluctuations about the mean-field dynamic of BEC. A natural









where h := L2(R3). Introducing Fs allows us to deal with states with varying number
of particles. Recent works on evolution of coherent states in Fock space with quan-
tum fluctuations can be found in [RS09,GMM10,GMM11,Che12,GM13a,GM13b,
Kuz15b, Kuz15a, BCS17, NN17, Cho16]. Hence, by accounting for some quantum
fluctuation, one is able to estimate the evolution of the coherent state in Fock space
norm, which in effect allows one to obtain L2-norm approximation of the evolution
of many-body quantum system with factorized initial data. This is the main setting
of the thesis which we will elaborate more on in the next section.
We refer the reader to [LSSY05,Gol16,GMM17] for a complete survey of the
subject.
1.2 Mathematical Framework
1.2.1 Fock Space Formalism
In this section, we provide the reader with a brief account of the main mathe-
matical framework for the thesis. For a more comprehensive treatment of the second
quantization formalism, we refer the reader to [Ber66].
Let us introduce the mathematical setting for our work. The one-particle base
space, denoted by h = L2(R3, dx), is a complex separable Hilbert space endowed
with the inner product 〈·, ·〉h which is linear in the second variable and conjugate
linear (or anti-linear) in the first variable 8.
8This is the physicists’ inner product.
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We define the bosonic Fock space over h to be the closure of




with respect to the norm induced by the Fock inner product




where ϕ = (ϕ0, ϕ1, . . .), ψ = (ψ0, ψ1, . . .) ∈ Fs(h). For convenience, we shall refer Fs
simply as the Fock space henceforth. The vacuum, denoted by Ω, is define to be the
Fock vector (1, 0, 0, . . .) ∈ Fs.
For every field φ ∈ h we can define the associated creation and annihilation
operators on Fs, denoted respectively by a†(φ) and a(φ̄), as follow





φ(xj)ψn−1(x1, . . . , x̂j, . . . , xn) (1.10a)




dx φ̄(x)ψn+1(x, x1, . . . , xn). (1.10b)
with the property that a(φ)Ω = 0. We can also define the corresponding creation
and annihilation distribution-valued operators associated to (1.10a) and (1.10b),






δ(x− xj)ψn−1(x1, . . . , x̂j, . . . , xn) (1.11a)
(axψ)n :=
√
n+ 1ψn+1(x, x1, . . . , xn). (1.11b)
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In short, we have the relations
a†(φ) =
∫
dx {φ(x)a†x} and a(φ̄) =
∫
dx {φ̄(x)ax}.
Let us note that the creation and annihilation operators a(φ̄) and a†(φ) associated
to the field φ are unbounded, densely defined, closed operators. Moreover, one can
easily verify, formally, (a†x, ax) satisfy the canonical commutation relation (CCR):
[ax, a
†




is a diagonal operator on F that counts the number of particles in each sector.
As mentioned in the introduction we are interested in studying the time evo-
lution of the coherent state in Fock space. Before doing so, let us define the initial
datum, the coherent state and the Fock Hamiltonian. For each φ ∈ h, we associate
the corresponding unique closure of the operator
A(φ) = a(φ̄)− a†(φ) (1.13)
9The reader should note for any f, g ∈ h the CCR for a†(f) and a(g) are not well defined since
there are domain issues that need to be resolved for the given unbounded operators. For an exotic
example of an ill-defined commutator of unbounded operators, we refer the reader to Chapter
VIII.5 of [RS80].
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Let us note the operator A(φ) is a skew-Hermitian unbounded operator which means










. . . , cnφ









For a fixed N ∈ N, we defined the Fock Hamiltonian associated to N , denoted by













where vN(x) = N3βv(Nβx). Rewrite HN using creation and annihilation operators
10To avoid the unfavorable technicality associated with the unbounded natural of our creation
and annihilation operators one often choose to work with the corresponding Weyl algebra, the














dxdy {vN(x− y)a†xa†yaxay}. (1.16c)














An important fact to note about the Fock Hamiltonian is its action on the
Nth sector of the Fock space. There, the Fock Hamiltonian acts as a mean-field












ψN = HN,mfψN . (1.19)
Since theNth coefficient cN could be approximated, using Stirling’s formula, byN−
1
4
and the coherent state is a simple N -tensor of φ in the N sector, then heuristically
we see how by understanding the evolution of the coherent state we would also
17
understand the mean-field evolution of the N -particle factorized state.
Based on the earlier works of Hepp and Ginibre & Velo in [Hep74, GV79a,
GV79b], Rodnianski and Schlein in [RS09] studies the one-particle Fock marginal,
which is defined as follows: for every ψ ∈ Fs the one-particle Fock marginal of ψ,
denote by Γ(1)ψ , is a positive trace class integral operator on h with kernel given by
Γ
(1)






〈ψ, a†xayψ〉F . (1.20)
They were about to show that the one-particle Fock marginal with an initial co-
herent state converges to the Hartree dynamics in trace norm for the case β = 0.
Furthermore, they were also able to obtain a rate of convergence
Tr
∣∣∣Γ(1)N,t − |φt〉〈φt|∣∣∣ . eKtN (1.21a)
where Γ(1)N,t denotes the one-particle Fock marginal for ψexact and φt satisfies the
Hartree equation. Later, Kuz in [Kuz15b] improved the estimate substantially in
time and obtain the estimate
Tr
∣∣∣Γ(1)N,t − |φt〉〈φt|∣∣∣ . tN . (1.21b)
Unlike the approach of Rodnianski and Schlein which uses the mean-field approxi-
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Kuz uses the method of second-order correction introduced in the works of Grillakis,
Machedon, and Margetis in [GMM10,GMM11,GM13a] to establish (1.21b), which
relies on tracking the exact dynamics of the evolution of the coherent state in Fock
space.
To track the exact dynamics in Fock space, we need to introduce the pair
excitation function, k(x, y) = k(y, x), and its corresponding quadratic operator B(k)
with kernel
B(kt)(x, y) = B(t)(x, y) =
∫
dxdy {k̄(t, x, y)axay − k(t, x, y)a†xa†y}. (1.23)
From the pair excitation, we concoct a new approximation scheme, which is a second





where χ(t) is some phase factor to be determined. Approximation (1.24) is inspired
by the earlier work of Wu in [Wu61] on weakly interacting bose gas in non-periodic
settings. In the literature, the unitary operator eB(kt) is called the Segal-Shale-Weil
metaplectic representation or Bogoliubov transformation by physicists (c.f. [Sha62],
chapter 4 of [Fol89], and chapter 11 of [DG13]). With some appropriate choice of
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evolution equations for φ and k we will later see that (1.24) will indeed allow use to
track the exact dynamics of the evolution of coherent state (or quasifree state) in
Fock space.
1.2.2 Uncoupled Time-Dependent HFB System
Incidentally, one could show via a Lie algebra isomorphism argument estab-
lished in [GM13a,GM13b,GM17] that the evolution of k could be described by some
nonlinear evolution equations of
sh(k) := k +
1
3!
k ◦ k̄ ◦ k + 1
5!
k ◦ k̄ ◦ k ◦ k̄ ◦ k + . . . (1.25a)
ch(k) := δ +
1
2!
k̄ ◦ k + 1
4!
k̄ ◦ k ◦ k̄ ◦ k + . . . (1.25b)
where ◦ denotes the composition of operators. Moreover, in [GM13b], Grillakis and
Machedon show, by using a specific coordinate, that the nonlinear equation of the
pair excitation could be express as a system of coupled linear equations in sh(2k)
and ch(2k).
Let us introduce some notation to help us compactly write out the evolution
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equations for φ and k
gN(t, x, y) :=−∆xδ(x− y) + (vN ∗ |φ|2)(t, x)δ(x− y)
+ vN(x− y)φ̄(t, x)φ(t, y)












N , p] (Wigner-type operator)
then the desired evolution equations of φ and k are given by
1
i
∂tφ−∆xφ+ (vN ∗ |φ|2)φ = 0 (Hartree-type equation) (1.26a)
Sold(sh(2k)) = mN ◦ ch(2k) + ch(2k) ◦mN (1.26b)
Wold(ch(2k)) = mN ◦ sh(2k)− sh(2k) ◦mN . (1.26c)
The system of equations (1.26) is referred to as the uncoupled time-dependent Hartree-
Fock-Bogoliubov system in contrast to the coupled system introduced in [GM13a,
GM17] where the equation for φ and the pair excitation equations are coupled.
Now, let us summarize the results in [GM13b,Kuz15b], which built on earlier
works by Grillakis, Machedon, and Margetis in [GMM10,GMM11].
Theorem 1.1 (Grillakis & Machedon ’13, Kuz ’16). Let v ∈ C1c (R3) and v ≥
0. Assume φ and k satisfy (1.26) with initial conditions φ(0, ·) = φ0 ∈ L2(R2) ∩
Wm,1(R3) for some sufficiently large m and k(0, ·) = 0. If ψexact and ψapprox are
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defined by (1.18) and (1.24) respectively, then we have the following estimate
‖ψexact(t) − ψapprox(t) ‖F .
(1 + t) log4(1 + t)
N (1−3β)/2
(1.27)
provided 0 < β < 1
3
. Moreover, if (∂t sh(2k))(0, ·) is sufficiently regular, then for



















Remark 1.2. It should be noted that the assumption (∂t sh(2k))(0, ·) must be suffi-
ciently regular imposes a restriction on the form of the initial condition; in particu-
lar, k(0, ·) cannot be zero. Due to the restriction, we could not choose the coherent
state as our initial condition since e−
√
NA0e−B0Ω is a coherent state if and only if
k(0, ·) = 0.
Remark 1.3. In §2 of [Kuz15a], Kuz provides a heuristic argument showing that the
system (1.26) has limitations. In fact, Kuz argued that (1.26) will not be able to
provide any Fock space estimate for β ≥ 1
2
which indicates a revision to (1.26) is
necessary in order to study the case of large β.
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1.2.3 (Coupled) Time-Dependent HFB System
Let M = e−
√
NAe−B. Following [GM13a,GM17], we work with the reduced
dynamic. More specifically, sinceM is unitary then it follows
∥∥∥ψexact(t)− eiN ∫ t0 χ0(s) dsψapprox(t)∥∥∥
F
=
































HredΩ = (X0, X1, X2, X3, X4, 0, 0, . . .). (1.31)
Thus, to estimate the Fock space error, we need to be able to controlHredΩ. A direct
calculation reveals that X3 and X4 are heuristically small since they are proportional
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to N−1/2 and N−1, respectively. On the other hand, X1 and X2 are proportional
to N1/2 and constant, respectively. Hence, X1 = X2 = 0 are natural conditions to
impose on φt and kt.
Following [GM17], we define the monomial Pn,m := a†x1 · · · a
†
xnay1 · · · aym and
consider the L-matrices whose kernels are defined by




In particular, let us focus on the matrices L0,1,L1,1 and L0,2, which we will denote
by φ,Γ and Λ respectively. It is shown in [GM17] that the conditions X1 = X2 = 0











dy {vN(x1 − y) diag Γ(t, y)} · φ(x1) (1.33a)
−
∫
dy {vN(x1 − y)(Γ(y, x1)− φ̄(y)φ(x1))φ(y)}
−
∫










dy {(vN(x1 − y)− vN(x2 − y))Λ(x1, y)Λ(y, x2)}
−
∫
dy {(vN(x1 − y)− vN(x2 − y))Γ(x1, y)Γ(y, x2)}
−
∫
dy {(vN(x1 − y)− vN(x2 − y)) diag Γ(t, y)Γ(x1, x2)}
+ 2
∫















dy {(vN(x1 − y) + vN(x2 − y)) diag Γ(t, y)Λ(x1, x2)}
−
∫
dy {(vN(x1 − y) + vN(x2 − y))Λ(x1, y)Γ(y, x2)}
−
∫
dy {(vN(x1 − y) + vN(x2 − y))Γ̄(x1, y)Λ(y, x2)}
+ 2
∫
dy {(vN(x1 − y) + vN(x2 − y))|φ(y)|2φ(x1)φ(x2)}
where diagF (t, x) = F (t, x, x)11. Note, we have suppressed the time dependence
to compactify the notation. We refer (1.33) as the time-dependent Hartree-Fock-
Bogoliubov (HFB) system. It is also instructive to consider v(x) = gδ(x) which








φ(t, x) = −g diag Λ(t, x)φ̄(t, x) (1.34a)







Γ(t, x, y) (1.34b)
= −g diag Λ(t, x)Λ(x, y) + g diag Λ(t, y)Λ(t, x, y)
− 2g{diag Γ(t, x)− diag Γ(t, y)}Γ(t, x, y)
+ 2g
{
|φ(t, x)|2 − |φ(t, y)|2
}
φ̄(t, x)φ(t, y)
11In the literature, it is common to denote (diag Γ)(t, x) by ρ(t, x), which we will also use. In









Λ(t, x, y) = − g
N
diag Λ(t, x) (1.34c)
− g diag Λ(t, x)Γ(t, x, y)− g diag Λ(t, y)Γ(t, x, y)
− 2g{diag Γ(t, x) + diag Γ(t, y)}Λ(t, x, y)
+ 2g{|φ(t, x)|2 + |φ(t, y)|2}φ(t, x)φ(t, y).
Remark 1.4. The physical interpretation of (φ(t),Γ(t),Λ(t)) is as follows: The func-
tion φ(t) is the one-particle wave function called the condensate wave function which
describes the BEC. Following [BBC+18], γ(t, x, y) := N(Γ(t, x, y)−φ(t, x)φ̄(t, y)) =
sh(k)◦sh(k) and σ(t, x, y) := N(Λ(t, x, y)−φ(t, x)φ(t, y)) = sh(k)◦ch(k) describe the
dynamics of sound waves in the quasifree approximation; in particular, diag γ(t, x)
determines the density of the “thermal cloud” of atoms, i.e. the excitation density
of the Bose gas. (In the physics literature, n = diag γ and m = diag σ are called the
non-condensate density and anomalous density, respectively.)
By direct calculation, it is shown in [GM17] that






(t, x, y) (1.35a)
Λ(t, x, y) = φ(t, x)φ(t, y) +
1
2N
sh(2k)(t, x, y). (1.35b)
The local well-posedness of (1.33) were established in [GM17] using techniques from
dispersive PDEs. Consequently, the authors were able to obtain a Fock space esti-
mate for small time. The following theorem summarizes the main result of [GM17]
Theorem 1.5 (Grillakis & Machedon ’17). Let 1
3
≤ β < 2
3
and v ∈ S a nonnegative
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interaction potential satisfying the condition that |v̂| ≤ ŵ for some w ∈ S. Suppose
(φt,Γt,Λt) are solutions to the time-dependent HFB system with some smooth initial
conditions (φ0,Γ0,Λ0) satisfying the following regularity condition uniformly in N :
for some ε > 0 and 0 ≤ i ≤ 1, 0 ≤ j ≤ 2
∥∥ 〈∇x〉1/2+ε∂it∇jxφ(t, ·)∣∣t=0 ∥∥L2(dx) . 1∥∥ 〈∇x〉1/2+ε〈∇y〉1/2+ε∂it∇jx+yΓ(t, ·)∣∣t=0 ∥∥L2(dxdy) . 1∥∥ 〈∇x〉1/2+ε〈∇y〉1/2+ε∂it∇jx+yΛ(t, ·)∣∣t=0 ∥∥L2(dxdy) . 1∥∥∇jx+y sh(2k)(0, x, y)∥∥L2(dxdy) . 1.
Then there exists constants δ = δ(ε), κ = κ(ε), C = C(ε, β), a phase function χ(t),






for all 0 ≤ t ≤ T0.
These estimates were later extended by the author to a global-in-time result
in [Cho17], which is also the main focus of Chapter 4 of the thesis. More recently,
Grillakis and Machedon extended the local well-posedness of the time-dependent
Hartree-Fock-Bogoliubov system to the case 2
3
< β < 1 in [GM18].
Independently and in a different frame work, Bach, Breteaux, Chen, Fröhlich,
and Sigal derived equations closely related to the above equations in [BBC+18]. In
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particular, the two sets of equations are equivalent in the case of pure states.
More recently, Benedikter, Sok, and Solovej use the reformulated Dirac-Frenkel
variational principle in the space of reduced density matrices to geometrically ap-
proximate12 the dynamics of both the bosonic and fermionic many-body systems
in [BSS18]. Using the variational principle, they provide a rigorous derivation of
both the time-dependent HFB equations and the Bogoliubov-de-Gennes equations,
also known as the fermionic time-dependent HFB equations, and show that the
equations are optimal approximations of the many-body dynamics when restricted
to the manifold of quasifree states13. We also refer the interested reader to [HLLS10]
for a study of the pseudo-relativistic version of the Bogoliubov-de-Gennes equations.
1.3 Outline and Main Results of the Thesis
In chapter 2, we study the uncoupled HFB equations in the case of attractive
interaction potentials. The main results of the chapter is Theorem 2.1 and Theorem
2.5. Theorem 2.1 generalizes the Fock space estimate in [GM13a,Kuz15a] to the case
of attractive boson systems. In fact, using Theorem 2.1, we provide two derivations
of the focusing NLS from a quantum many-body system with attractive interactions
for 0 < β < 1/6, which is the result of Theorem 2.5. This chapter is based on the
author’s paper [Cho16].
In chapter 3, we study the uniform in N global well-posedness of the time-
dependent HFB system in 1D. The main result of this chapter is Theorem 3.3. More
12They were able to show that the Dirac-Frenkel variational principle implies the quasifree
reduction principle which was used in [BBC+18].
13See §10 in [Sol14] for a definition of quasifree states.
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precisely, we show for any β > 0 the corresponding time-dependent HFB system is
uniform in N globally well-posed. It should also be noted that the main tools used
in the proving Theorem 3.3 are the linear estimates in §3.2, 3.3, 3.5, and 3.6. This
chapter is based on the author’s paper [Cho18]
In chapter 4, we extend the local-in-time [GM17] Fock space estimate to a
global-in-time for a system of bosons in R3 for 0 < β < 2
3
. The main result of the
chapter is Theorem 4.1. This chapter is based on the author’s paper [Cho17]
In chapter 5, we study some global estimates for the time-dependent HFB
system. The main results of the chapter are Theorem 5.3 and Theorem 5.5 which
are natural generalization of Morawetz identity and interaction Morawetz estimates
for the cubic NLS in R3.
In chapter 6, we study collapsing estimates for Schrödinger-type densities on
closed Riemannian manifolds, which are crucial to proving local well-posedness of
the time-dependent HFB system closed manifolds. The main result of the chapter
is Theorem 6.1.
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Chapter 2: Uncoupled Time-Dependent HFB systems
2.1 Main Results
One of the main purposes of this chapter is to extend the results in [GM13b,
Kuz15b,Kuz15a] to the case of arbitrary v ∈ C∞0 with sufficiently small L1-norm
allowing non-positive v. Let us state the first main statement.
Theorem 2.1. Let v ∈ C∞0 (R3). Assume φ and k satisfy (1.26) with initial condi-
tions φ0 ∈ L2(R2) ∩Wm,1(R3) for some sufficiently large m and sufficiently small
Ḣ
1/2
x -norm, depending on v, and k(0, ·) = 0. If ψexact and ψapprox are defined by
(1.18) and (1.24) respectively, then we have the following estimate




provided 0 < β < 1
3
. Moreover, if (∂t sh(2k))(0, ·) is sufficiently regular, then for
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2 log6(1 + t) ·












Remark 2.2. Let us note that there is a tradeoff between the size of the data φ0 and
the size of the interaction potential v (c.f. Remark 2.9). Due to the nature of our
proof, if we want to assume φ0 is large, i.e. ‖φ0 ‖L2 = 1 and ‖∇1/2φ0 ‖L2 large ,
then we need to restrict the L1-norm of the potential v, and vice versa.
Remark 2.3. A similar result was obtained in [NN17] for the case of repulsive in-
teraction. As stated in Remark 4 in [NN17], their method also extends to the case
of attractive interaction provided the uniform in N well-posedness and decay esti-
mates for the corresponding Hartree equations hold, which we will show in the next
section.
Remark 2.4. The second estimate in Theorem 2.1 could be improved. In particular,
we can get rid of the logarithmic terms. However, to keep the organization of the
chapter simple, we decided to keep the logarithmic terms. Nevertheless, we have
included a proof of how to remove the logarithmic terms in §2.4.
The second purpose of the chapter is to derive the focusing cubic NLS in R3
from a many-body boson system as in [CH16a,CH17,CH16b]. For this purpose, we
assume v ≤ 0, i.e. the interaction is attractive. In this case, we have the following
31
statement.
Theorem 2.5. (Factorized Initial Condition) Assume v ∈ C∞c (R3) and v ≤ 0.
Suppose ΨN(t,x) solves the initial value problem
1
i
∂tΨN(t,x) = HN,mfΨN(t,x), ΨN(0, ·) = φ⊗N0
where φ0 satisties the same conditions as in Theorem 2.1 and ‖φ0 ‖L2(dx) = 1. De-
note the one-particle density associated to ΨN(t, x) by γ
(1)
N,t. Then we have the esti-
mate
Tr
∣∣∣γ(1)N (t, ·)− |φt〉〈φt|∣∣∣ . N δ
for some δ < 0 provided 0 < β < 1
6
.
Remark 2.6. The reader should note that Theorem 2.5 only addresses the derivation




Remark 2.7. As pointed out by the referee, the case at hand deals with the situation
where (1.26a) does not exhibit soliton solutions. C.f. Remark 2.11 and Remark 2.21.
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2.2 Estimates for the Solution to the Hartree-Type Equations
Let us consider the following family of Hartree-type PDE
1
i
∂tφ−∆xφ+ (vN ∗ |φ|2)φ = 0 (2.3)
φ(0, ·) = φ0 φ0 ∈ Hs(R3)
where vN(x) = N3βv(Nβx) for 0 ≤ β ≤ 1 and v ∈ C∞0 (R3) is not necessary
nonnegative. In this section we prove the uniform inN well-posedness of the Hartree-
type equation for small data and the corresponding decay estimates.
2.2.1 Uniform in N Global Well-posedness of the Hartree Equations
In this subsection we prove the uniform in N global well-posedness of (2.3)
assuming small data. Let us recall the Strichartz norm. We said a pair of numbers










Then the Strichartz norm is defined by
‖φ ‖S0 := sup
(q,r) admissible
‖φ ‖LqtLrx(R×R3).





2φ ‖S0 . ‖φ0 ‖Ḣ1/2x + ‖ v ‖L1(dx)‖ |∇x|
1
2φ ‖3S0 (2.4)




2φ ‖S0 . 1 (2.5)





and independent of N . Similar estimates holds for
time and higher spatial derivatives, that is
‖ ∂mt |∇x|sφ ‖S0 . 1 (2.6)
where the estimate only depends on m, s and the initial datum.
Remark 2.9. Observe (2.5) is a consequence of the following elementary observation:
if F is continuous on [0,∞) with F (0) = A and F (x) ≤ A+xF (x)3 then there exists
ε = ε(A) > 0 such that F (x) ≤ 2A whenever x ≤ ε.














2 ((vN ∗ |φ|2) · φ) = (vN ∗ |φ|2) · |∇x|
1
2φ+ (vN ∗ |∇x|
1
2 |φ|2) · φ
+ “lower order" terms.
Applying the L2L6/5- endpoint Strichartz estimate of [KT98] and the fractional
Leibniz rule, we obtain the following estimate
‖ |∇x|
1




+ ‖ vN ∗ |∇x|
1
2 |φ|2 ‖L2(dtdx)‖φ ‖L∞t L3(dx).
For the first forcing term we have the estimate
‖ vN ∗ |φ|2 ‖L2(dt)L3(dx)‖ |∇x|
1
2φ ‖L∞(dt)L2(dx)
. ‖ v ‖L1(dx)‖φ ‖2L4(dt)L6(dx)‖ |∇x|
1
2φ ‖L∞(dt)L2(dx)





. ‖ v ‖L1(dx)‖ |∇x|
1
2φ ‖3S0 .
The other term can be estimated in a similar fashion. Moreover, estimate (2.6)
follows from the observation
‖ ∂mt |∇x|sφ ‖S0 . ‖ ∂mt |∇x|sφ
∣∣
t=0




As an immediate corollary of Proposition 2.8, we have
Corollary 2.10 (Uniform in N global well-posedness). For any R > 0 there exists
ε = ε(R) > 0, independent of N , such that when ‖ v ‖L1 < ε then the family of
Hartree equations is uniform in N globally well-posed. More precisely, we have for
any ϕ0 ∈ {ϕ ∈ Ḣ1/2x | ‖ϕ ‖Ḣ1/2x < R} there exists a unique solution to (2.3) with
initial data ϕ0 satisfying ϕt ∈ C([0,∞)→ Ḣ1/2x ) ∩ S0.
Remark 2.11. In this paper, we always consider sufficiently smooth initial data. In
particular, we could take any φ0 ∈ H1x and obtain a uniform inN local well-posedness
of solutions to the family of Hartree-type equations. Of course, the tradeoff is that
we can only have uniform in N local well-posedness for short time. C.f. chapter 3.3
Proposition 3.19 in [Tao06].
2.2.2 Decay Estimates
In this subsection we prove the uniform in N decay estimates for φt following
the approach in [GM13b], which is in the spirit of [LS78]. Before we begin let us
make a note on the notation used in this section. The notation α± means α± ε for
some fixed 0 < ε 1.
Proposition 2.12. Suppose φ0 ∈ W k,1x for some sufficiently large k. Let φ be a
solution to (2.3) with sufficiently small potential v, depending on the size of data.
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Then we have the decay estimate
‖φ(t, ·) ‖L∞(dx) .
1
1 + t3/2
which only depends on ‖φ0 ‖Wk,1x and independent of N .
Let us first prove the following lemmas.
Lemma 2.13. Assuming the same conditions as in Proposition 2.12. Then ‖φ(t, ·) ‖L∞(dx) →
0 as t→∞.






≤ C and ‖φ ‖L∞t,x(R×R3) . ‖ ∂t∇xφ ‖L2(dt)L6(dx) ≤ C.
Hence by interpolation we have












‖ ∂t∇xφ ‖θL2t ([n,n+1])L6(dx) → 0
as n→∞ for all 10/3 < p <∞. Letting p→∞ yields the desired result.
Remark 2.14. The slight analytic gymnastic is a consequence of the fact that we do
not have the endpoint Sobolev estimate.
Lemma 2.15. Assuming the same conditions as in Proposition 2.12. There exists
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k ∈ L1([0,∞)) and δ > 0 such that
‖ ei(t−s)∆((vN ∗ |φ|2) · φ(s)) ‖L∞(dx) ≤ k(t− s)‖φ(s, ·) ‖1+δL∞(dx). (2.7)
Proof of Lemma 2.15. Using the L∞L1 -decay and conservation of probability, we
have
‖ ei(t−s)∆((vN ∗ |φ|2) · φ(s)) ‖L∞(dx) .
1
|t− s|3/2






On the other hand, applying Sobolev embedding, L3+L3/2−- decay estimate and
interpolation yields










In the case |t − s| < 1, we could simply take k(t − s) = |t − s|1/2+. In the case
|t− s| ≥ 1 we interpolate estimates (2.8) and (2.9).
Proof of Proposition 2.12. Let φ0 be a test function and write (for t > 0)







ei(t−τ)∆(vN ∗ |φ(τ)|2)φ(τ) dτ.
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‖ ei(t−τ)∆(vN ∗ |φ|2)φ(τ) ‖L∞(dx) dτ
where the first term is a consequence of the L∞L1-decay estimate for the free evo-
lution. For the second term, we apply the L∞L1-decay estimate and Young’s con-
volution estimate to get
∫ t/2
0
‖ ei(t−τ)∆(vN ∗ |φ|2)φ(τ) ‖L∞(dx) dτ ≤
∫ t/2
0









Lastly, by Lemma 2.15 there exists k ∈ L1([0,∞]) and δ > 0 such that
∫ t
t/2
‖ ei(t−τ)∆(vN ∗ |φ|2)φ(τ) ‖L∞(dx) dτ .
∫ t
t/2
k(t− τ)‖φ(τ) ‖1+δL∞(dx) dτ.












k(t− τ)‖φ(τ) ‖1+δL∞(dx) dτ
which holds for all t > 0.
Since we care about large time behavior we may assume t ≥ 1. In particular,
39












k(t− τ)‖φ(τ) ‖1+δL∞(dx) dτ.
(2.10)
Multiplying estimate (2.10) by 1 + t3/2 yields




+ (1 + t3/2)
∫ t
t/2
k(t− τ)‖φ(τ) ‖1+δL∞(dx) dτ






(1 + s3/2)‖φ(s) ‖1+δL∞(dx)
since k ∈ L1([0,∞)). Next, by Lemma 2.13, there exists T > 0 such that









(1 + s3/2)‖φ(s) ‖L∞(dx)
whenever t ≥ 2T for some constant c > 0.
LetM(t) := supT≤s≤t(1+s3/2)‖φ(s) ‖L∞(dx) and C := sup0≤s≤2T (1+s3/2)‖φ(s) ‖L∞(dx)
then for all t ≥ T we have either










or M(t) ≤ C. Note, for all T < s < t we also have the following estimate
(1 + s3/2)‖φ(s) ‖L∞(dx) ≤ max
(




































Thus, we have proved
sup
0≤s≤t
(1 + s3/2)‖φ(s) ‖L∞(dx) . max(M(t), C) . 1.
Corollary 2.16. Assume the same conditions as Proposition 2.12 then there exists
a constant C depending only on ‖φ0 ‖Wk,1 and ‖ ∂tφ0 ‖Wk,1 such that










∂tφ−∆x∂tφ+ ∂t(vN ∗ |φ|2)φ = 0.
Then applying the L∞L1 decay estimate yields (t ≥ 1)













‖ ei(t−τ)∆∂τ (vN ∗ |φ|2)φ(τ) ‖L∞(dx) dτ.




‖ ei(t−τ)∆∂τ (vN ∗ |φ|2)φ(τ) ‖L∞(dx) dτ .
∫ t/2
0




















Note we have used the fact ‖ ∂mt ∇sxφ ‖S0 .m,s 1.
For the second integral, we use Sobolev embedding and L3+L3/2− decay esti-
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mate to obtain the bound
∫ t
t/2












‖ ∂tφ ‖1/3+L2(dx)‖ ∂tφ ‖
2/3−
L∞(dx)‖∇xφ ‖L2(dx)‖φ ‖L∞(dx) dτ.
Note the last inequality is a consequence of Hölder inequalities and space interpo-
lation. Since ∂tφ is bounded by Proposition 2.8, then by Proposition 2.12 it follows
∫ t
t/2

















2.3 Estimates for the Pair Excitations
There are two goals in this section. The first goal is to extend the estimates
for sh(2k) to the case of non-positive interacting potential, which we will see only
depends on the decay estimate of φ. The other goal is to provide a way to improve
the estimate in Theorem 2.1 which we have mentioned in Remark 2.4. However,
for the sake of simplicity, we will not propagate the improvement to the rest of the
paper and happily leave it as an exercise(s) for the interested reader.
Let us define the shorthand notation ch(k) := δ + p1, sh(k) := s1, and also
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ch(2k) := δ + p2, sh(2k) := s2.
Proposition 2.17. Assume φ0 ∈ W k,1 for k sufficiently large. The following esti-
mates hold:
‖ s2(t, ·) ‖L2(dxdy) + ‖ p2(t, ·) ‖L2(dxdy) . 1
where the estimate only depends on ‖φ0 ‖Wk,1 for some k.
To prove the above proposition, we begin by proving a few preliminary lemmas.











dξdη . ‖ ∂tφ(t, ·) ‖2L4(dx)‖φ(t, ·) ‖2L4(dx). (2.13)
Proof. The proof of the first estimate can be found in [GM13b]. We shall focus on




δ(x− y − z)vN(z)φ(x)φ(y) dz
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then the Fourier transform of δ(x− y − z)φ(x)φ(y) is given by
∫
e−i(x·η+y·ξ)δ(x− y − z)φ(x)φ(y) dxdy
=
∫
e−i((x·η+(y−z)·ξ)δ(x− y)φ(x)φ(y − z) dxdy
= eiz·ξ
∫
e−ix·(η+ξ)φ(x)φ(x− z) dx = eiz·ξφ̂φz(t, η + ξ)
which means
|∂tm̂N(t, η, ξ)|2 =
∣∣∣∣∫ eiz·ξvN(z)∂̂t(φφz)(t, ξ + η) dz∣∣∣∣2
. ‖ v ‖L1(dx)
∫

























. ‖ ∂tφ(t, ·) ‖2L4(dx)‖φ(t, ·) ‖2L4(dx).








s0a(t, x, y) = 2mN(t, x, y), s
0
a(0, x, y) = 0.
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Then it follows
∥∥ s0a(t, ·)∥∥L2(dxdy) . 1 (2.14)
where the estimate only depends on ‖φ0 ‖Wk,1.
Proof. Using Duhamel’s principle, we have













































‖φ(s, ·) ‖2L4(dx) ds.



































It’s clear the first two terms are bounded by the previous lemma. For the last term,












‖ ∂tφ(s, ·) ‖L4(dx)‖φ(s, ·) ‖L4(dx) ds.
Again by the decay estimate, the second term is also bounded.
Lemma 2.20. Let sa be a solution to
Sold(sa) = 2mN(t, x, y), sa(t, ·) = 0.
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Then
‖ sa(t, ·) ‖L2(dxdy) . 1
where the estimate depends only on the ‖φ0 ‖Wk,1.






where s0a satisfies the equation in the previous lemma and s1a solves
Sold(s
1
a) = −V (s0a(t, ·)).
By the previous lemma, we know the L2-norm of s0a is uniformly bounded in time.
Next, we shall cite [GM13b], Lemma 4.5, for the proof that the L2-norm of s1a is
also uniformly bounded in time.
Sketch of the Proof of Proposition 2.17. The proof is the same as the proof of The-
orem 4.1 in [GM13b]. Again, the only difference comes from the replacement of the
estimate to the solution of Sold(sa) = 2mN by the result of the previous lemma.
Remark 2.21. Following Remark 2.11, if we consider the subcritical uniform in N
well-posedness forH1x data, we would obtain the estimate supt∈[0,T ](‖ s2(t, ·) ‖L2(dxdy)+
‖ p2(t, ·) ‖L2(dxdy)) . 1 for some small time T and independent of N .
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2.4 Proof of Theorem 2.1
The proof of Theorem 2.1 is essentially the same as the proof given in [GM13b,
Kuz15a] provided we have established the decay estimate for φ. For the sake of
simplicity, we shall only provide a complete proof of the first part of Theorem 2.1
since the second part of the theorem is significantly lengthier to present. We shall
refer the interested reader to [Kuz15a] for a complete proof of the second part of
Theorem 2.1.
2.4.1 List of Error Terms
For convenience, we shall include the list of error terms which were explicitly
computed in §5 of [GM13b].
Recall the error terms are defined to be
E(t) = eB([A,V ] +N−1/2V)e−B (2.15)
where [A,V ] and N−1/2V are cubic and quartic polynomials in (ax, a†x) respectively.








dy {sh(k)(y, x)ay + ch(k)(y, x)a†y} (2.16b)
we could further expand the error terms into another fourth-order polynomial in
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(a†x, ax).
The following is the result of expanding E(t). First, let us list all the error
terms of N−1/2eBVe−B which is a fourth-order polynomial in (a†x, ax) with no linear






vN(y1 − y2) sh(k)(y3, y1) sh(k)(y2, y4) + (2.17a)∫
dx {p̄(y2, x)vN(y1 − x) sh(k)(x, y4)} sh(k)(y3, y1) + (2.17b)∫
dx {p̄(y1, x)vN(x− y2) sh(k)(y3, x)} sh(k)(y2, y4) + (2.17c)∫














ch(k)(y1, x2) sh(k)(x2, y2)(sh(k) ◦ sh(k))(x1, x1)vN(x1 − x2) + (2.18a)
ch(k)(y1, x2) sh(k)(x1, y2)(sh(k) ◦ sh(k))(x1, x2)vN(x1 − x2) + (2.18b)
ch(k)(y1, x1) sh(k)(x2, y2)(sh(k) ◦ sh(k))(x1, x2)vN(x1 − x2) + (2.18c)
ch(k)(y1, x1) sh(k)(x1, y2)(sh(k) ◦ sh(k))(x2, x2)vN(x1 − x2) + (2.18d)
sh(k)(y1, x1) sh(k)(x2, y2)(sh(k) ◦ sh(k))(x1, x2)vN(x1 − x2) + (2.18e)













(sh(k) ◦ sh(k))(x1, x2)vN(x1 − x2)(sh(k) ◦ sh(k))(x1, x2) + (2.19a)
(sh(k) ◦ sh(k))(x1, x1)vN(x1 − x2)(sh(k) ◦ sh(k))(x2, x2) + (2.19b)
(sh(k) ◦ ch(k))(x1, x2)vN(x1 − x2)(ch(k) ◦ sh(k))(x1, x2)
}
. (2.19c)
In the case of eB[A,V ]e−B we have a cubic polynomial in (a†x, ax) with no






vN(y1 − y2)φ(y2) sh(k)(y3, y1) + (2.20a)∫
dx {vN(y1 − x)φ̄(x) sh(k)(x, y3)} sh(k)(y2, y1) + (2.20b)∫
dx {p̄(y1, x)vN(x− y2) sh(k)(y3, x)}φ(y2) + (2.20c)∫
dx {p̄(y2, x)vN(y1 − x)φ(x)} sh(k)(y3, y1) + (2.20d)∫
dx1dx2 {p̄(y1, x1)vN(x1 − x2)φ̄(x2) sh(k)(y2, x1) sh(k)(x2, y3)} + (2.20e)∫














sh(k)(y, x2)(sh(k) ◦ sh(k))(x1, x1)φ̄(x2)vN(x1 − x2) + (2.21a)
sh(k)(y, x1)(sh(k) ◦ sh(k))(x1, x2)φ̄(x2)vN(x1 − x2) + (2.21b)
ch(k)(y, x1)(ch(k) ◦ sh(k))(x1, x2)φ̄(x2)vN(x1 − x2) + (2.21c)
ch(k)(y, x1)(sh(k) ◦ sh(k))(x1, x2)φ(x2)vN(x1 − x2) + (2.21d)
ch(k)(y, x2)(sh(k) ◦ sh(k))(x1, x1)φ(x2)vN(x1 − x2) + (2.21e)
sh(k)(y, x1)(sh(k) ◦ ch(k))(x1, x2)φ(x2)vN(x1 − x2)
}
a†y. (2.21f)
2.4.2 Estimates for the Error Terms
To prove theorem 2.1 it suffices to establish the following estimates on E(t).
Proposition 2.22. For the two error terms we have the following estimates
1√
N









‖ eBVe−BΩ ‖F . N3β−1. (2.23)
Proof. Since many of the terms are similar, without loss of generality, we shall pick
representatives in each category and prove the bound holds for the representatives.
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First, let us look at the quartic term. The two representatives are (2.17a) and
(2.17d) since (2.17b) and (2.17c) could be handled similarly by the techniques in
bounding (2.17d). In the case of (2.17a), we see that
1
N




‖ vN ‖L∞(dx) ‖ sh(k) ‖2L2(dxdy) . N
3β−1
where we have used Proposition 2.17. For (2.17d), we have
1
N





‖ vN ‖L∞(dx)‖ p(k) ‖2L2(dxdy)‖ sh(k) ‖2L2(dxdy) . N3β−1.
For the quadratic term, the worse term is given by (2.18f) due to the δ function
contribution. Looking term with the most δ function contribution, we have
1
N
‖ sh(k)(y1, y2)vN(y1 − y2) ‖L2(dy1dy2) .
1
N
‖ vN ‖L∞(dx)‖ sh(k) ‖L2(dxdy) . N3β−1.













And for (2.20f), it follows
1√
N









Lastly, for the linear term, we shall consider (2.21c). Again, consider the term with
the δ contribution, we have
1√
N









2.5 Application: Derivation of The Focusing NLS in R3
We provide two derivation of the focusing nonlinear Schrödinger equation.
For the first derivation we will use the method of pair excitation developed in the
previous sections and the second derivation will be via a method introduced by Pickl
in [Pic11,Pic10].
2.5.1 Pair Excitation Method
In this section, we provide the Fock space method1 for analyzing the rate of
convergence of the one-particle marginal toward mean field. However, in the next
1The pair excitation method is also referred to as the Fock space method.
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subsection, we shall provide Pickl’s method which offers an error bound which will
be independent of time. Nevertheless, the purpose of this section is to show that
one could still derive the focusing NLS from the pair excitation method developed
thus far in the chapter.
Let us recall a couple results proven in [Kuz15b]:
Lemma 2.23. Let k(x, y) ∈ L2(R3 × R3) symmetric in (x, y). Then the following
operator inequality holds
eB(k)N e−B(k) . N + 1 (2.24)
uniformly in time.







Then we have the following estimates
∥∥N e−Bψred ∥∥F .√N ∥∥ (N + 1)1/2ψred ∥∥F and (2.26)
‖N 1/2ψred ‖F .
√
N‖ψexact − ψapprox ‖F . (2.27)

























































































+ φ(t, x)φ̄(t, y).















NA = ax +
√
Nφ (2.28b)
are direct consequences of the Lie-type identity used in [GM13b].
Using the above calculation, we have




































∥∥N e−Bψred ∥∥2F + 1c2NN ∥∥N 1/2e−Bψred ∥∥2F .
Applying lemma (2.23) and (2.24), we get
∫
dxdy




∥∥N e−Bψred ∥∥2F + 1√N ∥∥N 1/2ψred ∥∥2F
.
√
N‖ψexact − ψapprox ‖2F .
Finally, by the appendix in [Kuz15b] and remark 1.4 in [RS09], we have provided
both a derivation of the focusing Schrödinger equation and a rate of convergence
of the N body interacting bosonic system toward mean field for β in the range
0 < β < 1
6
.
Remark 2.25. One should note we could only use part one of Theorem 2.1 for our
derivation of the focusing NLS since we are considering evolution of coherent states,
i.e. k(0, ·) = 0.
2.5.2 Pickl’s Method
Following closely the presentation in [Pic10], we consider the quantities
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Definition 2.26. Let φ ∈ L2(R3)
(a) For each 1 ≤ j ≤ N we define the projectors pφj : L2(R3N) → L2(R3N) and
qφj : L
2(R3N)→ L2(R3N) given by
pφjΨN(x1, . . . , xN) = φ(xj)
∫
φ∗(x′j)ΨN(x1, . . . , x
′
j, . . . , xN)dxj
and qφj = 1− p
φ
j respectively.














(c) Assume 0 < λ ≤ 1. Let us define the function mλ : {1, . . . , N} → R≥0 given by
mλ(k) :=

k/Nλ, for k ≤ Nλ,
1, otherwise
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and a corresponding functional αλN : L2(R3N)× L2(R3)→ R≥0 given by




= 〈ΨN , m̂λ,φΨN〉 = ‖ (m̂λ,φ)1/2ΨN ‖2L2x .
For convenience, we shall use the notation αN instead of α1N .
As a direct consequence of the definitions, one could verify the following
αN(ΨN , φ) = ‖ qφ1 ΨN ‖2L2x ≤ α
λ
N(ΨN , φ)
for 0 < λ < 1. Again, by the definition, we could derive an error bound for the rate
of convergence of the one particle density towards the mean field limit
‖ γ(1)N − |φ〉〈φ| ‖op ≤
∣∣‖ pφ1ΨN ‖2L2x − 1∣∣‖ |φ〉〈φ| ‖op
+ 2‖ qφ1 ΨN ‖L2x‖ p
φ




∣∣‖ pφ1ΨN ‖2L2x − 1∣∣+ 2‖ qφ1 ΨN ‖L2x‖ pφ1ΨN ‖L2x
+ ‖ qφ1 ΨN ‖2L2x
. ‖ qφ1 ΨN ‖2L2x + ‖ q
φ
1 ΨN ‖L2x .
Since |φ〉〈φ| is a rank one projection operator, by remark 1.4 in [RS09] the trace
norm is two times the operator norm, i.e., 2‖ γ(1)N − |φ〉〈φ| ‖op = Tr
∣∣∣γ(1)N − |φ〉〈φ|∣∣∣.
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Then it follows from the above estimates
Tr
∣∣∣γ(1)N,t − |φt〉〈φt|∣∣∣ . αλN(ΨN , φt) +√αλN(ΨN , φt). (2.29)
Thus, to obtain a rate of convergence for the error it suffices to prove an estimate
for αλN(ΨN , φ). Let us now state the main theorem in [Pic10] which we will use to
derive the focusing NLS:
Theorem 2.27. Assume 0 < λ, β < 1 and vN satisfies the same conditions as before.
Assume for every N ∈ N there exists a solution to the linear N-body Schrödinger
equation ΨN(t, x) and a L∞ solution of the mean field equation ψt on some interval
[0, T ) with T ∈ R>0 ∪ {∞}. Then for any t ∈ [0, T )




















where δλ = 12 max{1− λ− 4β, 3β − λ,−1 + λ+ 3β}, Cv is some constant depending
only on v and
Kφ := Cv(‖∆|φ|2 ‖L2(dx) + ‖φ ‖L∞(dx) + 1)‖φ ‖L∞(dx).
Proof of Theorem 2.5. Note if ΨN(0, x) = φ⊗N then αλN(φ⊗N , φ) = 0. Hence com-
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Kφt = Cv(‖∆|φt|2 ‖L2(dx) + ‖φt ‖L∞(dx) + 1)‖φt ‖L∞(dx)
. (‖ |∇xφt|2 ‖L2(dx) + ‖φt∆φ̄t ‖L2(dx) + ‖φt ‖L∞(dx) + 1)‖φt ‖L∞(dx)







∣∣∣γ(1)N,t − |φt〉〈φt|∣∣∣ .√αλN(ΨN,t, ϕt) . N δλ/2.





Chapter 3: Uniform in N Global Well-posed of the Time-Dependent
HFB system in R1+1
Based and the discussion in the introduction and (1.6), it is heuristically clear
that there is no critical scaling when d = 1, 2. To be more specific, for d ≤ 2, the
coupling constant for the interaction of the rescaled system is inversely proportional
to the number of particles which means the mean-field scaling is more prominent
than the short-range scaling effect. Thus, we do not expect to see any short scale
correlation effects. One of the purposes of this chapter is to offer a preliminary
step to a rigorous demonstration of the fact that there is no development of short
scale correlation structure when d = 1 for the effective description by showing the
effective equations are well-posed for all β > 0. The case d = 2 for all β > 0 is still
open.
Another reason to consider the entire range of β in R1+1 is inspired by the
Lieb-Liniger model [LL63, Lie63] which is a 1D model for a system of ultradcold
Bose particles inside the torus endowed with a pairwise interaction given by the
repulsive δ-function, i.e. the Lieb-Liniger Hamiltonian for the N -particle Bose gas,
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δ(xi − xj) (3.1)
where c ≥ 0 denotes the repulsion strength. More specifically, one can view the
Lieb-Liniger model on R as a heuristic endpoint case of our analysis of the dynamics
generated by (1.2) in the weak-coupling limit regime, c→ 0.
Our interest in the model is twofold. From a phsyics point of view, the model
has an important feature of being exactly solvable in the ground state with com-
putable spectrum. Moreover, the recent advancement in the techniques of trapping
and cooling atoms has opened up a variety of possible experimental studies for ul-
tracold Bose gases that are effectively one-dimensional; for a comprehensive survey
on the subject, we refer the reader to [BDZ08]. Hence a firm mathematical under-
standing of the dynamics generated by the Hamiltonian (3.1) is an indispensable
theoretical tool to suggest further experimental investigation of certain 1D proper-
ties for ultracold Bose gases. In particular, an effective description of the dynamics
generated by the Lieb-Liniger model would provide a simplified way to analyze the
dynamics of these effectively one-dimensional Bose gases. From a mathematical
perspective, the Lieb-Liniger model on R is the simplest instance of a many-body
quantum mechanical model with interaction given by the δ-potential. Up to date,
there is no rigorous results on the effective description of the evolution of any quan-
tum system with δ-interaction.
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3.1 Notations and Main Statements
Let us indicate some of the notations adopted by this chapter.












to denote the two Schrödinger-type differential operators. Moreover, unless spec-
ified, x, y ∈ R, which means ∆x = ∂xx and, similarly, ∆y = ∂yy. The two types
of semilinear equations, corresponding to the above operators, considered are the
inhomogeneous von-Neumann Schrödinger equation
S±Γ = F (3.2)







Λ = F (3.3)
where vN(x) = Nβv(Nβx) and v ∈ L1(R) ∩ C∞(R).
Remark 3.1. We assume v is non-negative and even in our presentation since our
prime interest is in studying vN → cδ. However, it should be noted that v can
be asymmetric and negative when we study the local well-posedness of the time-
dependent HFB; whether these facts have interesting physical consequences will not
be explored in this chapter.
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Next, let us define the space for the initial data. For every s > 0, we define
the space
X s = {(ϕ,Γ,Λ) ∈ Hs ×HsHerm ×Hssym}
with Hs being the Sobolev space Hs(R), HsHerm the Sobolev space Hs(R2) restricted
to functions Γ such that Γ(x, y) = Γ(y, x), and Hssym the Sobolev space space Hs(R2)
restricted to functions Λ such that Λ(x, y) = Λ(y, x). More specifically, X s is en-
dowed with the norm
‖ (ϕ,Γ,Λ) ‖X s := ‖ 〈∇x〉sφ ‖L2(R) + ‖ (〈∇x〉2 ⊗ 1 + 1⊗ 〈∇y〉2)s/2Γ ‖L2(R2)
+ ‖ (〈∇x〉2 ⊗ 1 + 1⊗ 〈∇y〉2)s/2Λ ‖L2(R2).
When the context is clear, we use the symbol 〈∇x,y〉s in place of (〈∇x〉2 ⊗ 1 + 1 ⊗
〈∇y〉2)s/2. Furthermore, we study the local well-posedness of our equations in some
Strichartz spaces, which are mixed Lp spaces endowed with the norm





dx ‖u(t, x, · ‖rLs(dy)
)q/r)1/q
where the triplet (q, r, s) satisfies some Strichartz admissible conditions, which will
be made clear in the following sections. We also adopt the equivalent notation
Lq(dt)Lr(dx)Ls(dy), with the implicit assumption that it depends on T , in place of
Lq([0, T ])Lr(dx)Ls(dy).
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The hyperbolic trigonometric integral operators introduced in §1 are defined
as follows
sh(k) := k +
1
3!
k ◦ k̄ ◦ k + 1
5!
k ◦ k̄ ◦ k ◦ k̄ ◦ k + . . .
ch(k) := δ + p(k) := δ +
1
2!
k̄ ◦ k + 1
4!
k̄ ◦ k ◦ k̄ ◦ k + . . .
where ◦ indicates composition of operators. The symmetric kernel of k, k(t, x, y) =
k(t, y, x), is called the pair excitation function. The following are some useful
trigonometric identities
sh(2k) = 2 sh(k) ◦ ch(k), ch(2k) = δ + 2sh(k) ◦ sh(k) (3.4a)
ch(k) ◦ ch(k)− sh(k) ◦ sh(k) = δ. (3.4b)
Lastly, we use the usual conventional notation
ρΓ(t, x) := Γ(t, x, x)
to define the restriction of Γ to the diagonal of the plane.
Remark 3.2. We adopt the usual convention of identifying the collection of Hilbert-
Schmidt integral operators on L2(Rd), denoted by L2, with their integral kernels in
L2(Rd × Rd).
Main Statement and Structure. Let us state the main results of the chapter
Theorem 3.3 (Uniform in N Local Well-Posedness of the time-dependent HFB in
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R1+1). Suppose β > 0 and R > 0. Then there exist T = T (β,R) > 0, σ = σ(β),
both independent of N , and a corresponding spacetime function space XT , depending
only on T and σ, such that for any given
(ϕ0,Γ0,Λ0) ∈ {(ϕ,Γ,Λ) ∈ X σ | ‖ (ϕ,Γ,Λ) ‖Xσ < R},
there exists a unique solution to the time-dependent HFB equations (1.33) with initial
data (ϕ0,Γ0,Λ0) satisfying (ϕt,Γt,Λt) ∈ C([0, T ]→ X σ) ∩XT .
Remark 3.4. The proof is based on Picard-Lindelöf theorem or sometimes known
as the Banach fixed-point method. We refer the reader to §3.7 for the definition of
the function space XT and Theorem 3.36 for the a-priori estimates involved in the
proof of Theorem 3.3.
Remark 3.5. Given β > 0, we will later see that the choice of σ must satisfy the
conditions 1−βσ > 0 and 0 < σ < 1
2
; see Remark 3.15 and Remark 4.10. Informally,
this means when β is large we can only have uniform control of low Sobolev norms.
Ideally, we would like to choose σ = 0, but the nonlinearity requires us to choose
σ > 0; see Remark 3.16. Hence an interesting point to observe is the competition
between large β > 0, which requires low regularity of the initial condition, and the
non-linearity, which requires some regularity.
Remark 3.6. The choice of the Banach space XT is sufficient, maybe necessary, for
our analysis of the time-dependent HFB equations. Heuristically, the space XT is
an intersection of Strichartz spaces, which capture evolution due to the Schrödinger-
type operators, plus a trace-type space, which captures the interactions coming from
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the nonlinearity of the coupled equations.
Corollary 3.7 (Uniform in N Global Well-Posedness of the time-dependent HFB
in R1+1). Suppose β > 0 and R > 0. Then for any
(ϕ0,Γ0,Λ0) ∈ {(ϕ,Γ,Λ) ∈ X σ | ‖ (ϕ,Γ,Λ) ‖Xσ + ‖ (∇xϕ,∇x,yΓ,∇x,yΛ) ‖Xσ < R},
the corresponding local solution to the time-dependent HFB equations (1.33) given
by Theorem 3.3 extends globally with (ϕt,Γt,Λt) ∈ C([0,∞)→ X σ)∩X∞,loc (See §8
for definition of X∞,loc).
Remark 3.8. To prove the global well-posedness it suffices to prove that the following
estimates
‖ 〈∇x〉σϕ(t, ·) ‖L2(dx) . 1
‖ 〈∇x,y〉σΓ(t, ·) ‖L2(dxdy) . 1
‖ 〈∇x,y〉σΛ(t, ·) ‖L2(dxdy) . 1
hold uniformly in t and N , which is a consequence of the conservation laws proved
in [GM13a]. See §3.7.3.
Remark 3.9. Our result does not require the condition V 2 ≤ C(I − ∆) which is a
standard assumption used to treat the multiplicative operator V as a perturbation
of the non-interacting case. More precisely, since we are working with V (x) =
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Nβ−1v(Nβx), then we see that
Nβ−2
∫
dx |v(x)|2|f(N−βx)|2 = ‖V f ‖2L2(R) . ‖ f ′ ‖2L2(R) + ‖ f ‖2L2(R)
can only be true uniformly in N provided β < 2. Nevertheless, in the one di-
mensional setting, V can still be considered as a perturbation even without the
condition.
Now let us explain a bit the structure of the paper. In §3.2 and §3.3, we develop
estimates that are essential for closing the iteration scheme of the Γ equation. The
main results of those two sections necessary for the proof of Theorem 3.36 are
Proposition 3.19, Proposition 3.20 and Propostion 3.21. Likewise, from §6 and §7,
we will need Proposition 3.32, Corollary 3.33, Proposition 3.34 and Remark 4.10 to
close the estimate for the Λ equation. Finally, in §3.7 we prove a-priori estimates
that are necessary for us to establish the local well-posedness theory for the time-
dependent HFB equations then extend the result to a global well-posedness result
under further assumption on the initial data.
3.2 Estimates for the Homogeneous Γ Equation






Γ + [−∆,Γ] = 0 (3.5)
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for arbitrarily smooth initial condition Γ(0, x, y) = Γ0(x, y). The two key ingredients
involved in the proof of Corollary 3.14 are the collapsing estimate and the sharp trace
theorem1.
Let us adopt the following convention for our spacetime Fourier transform:
the spacetime Fourier transform of a Schwartz function f ∈ S(R×Rd), denoted by
f̃ , is defined to be
f̃(τ, ξ) =
∫
dtdx e−i(τt+ξ·x)f(t, x). (3.6)










Remark 3.10. The reader should be aware of our attempt to keep track of the values
of the fractional derivatives in this section. Keeping a record of these values allows
us to show that the mapping used when implementing the fixed-point argument is
indeed a self map.
Now, using the spacetime Fourier transform, we can establish the following
1Here, sharp trace theorem refers to the statement: for any hyperplane Σ ⊂ Rd and s > 12 , the
trace operator T : Hs(Rd)→ Hs− 12 (Σ) is bounded.
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collapsing estimate for the solution to (3.5).




xρΓ(t, x) ‖L2(dtdx) . ‖Γ0 ‖L2(dxdy). (3.9)
Proof. Taking the spacetime Fourier transform of Γ yields
ρ̃Γ(t, x) =
∫
dtdx e−iτt−iξ·xρΓ(t, x) =
∫










































dη δ(τ + |ξ − η|2 − |η|2)|ξ| . 1.
Utilizing the above collapsing estimate, we prove a couple perturbed version
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of the collapsing estimate which will be crucial for the chapter.
Lemma 3.12. Suppose Γ is a solution to S±Γ = 0. Then for any ε > 0 we have
the estimate




x,y Γ0 ‖L2(dxdy). (3.10)
Proof. For any fixed t, it follows from the sharp trace theorem and the conservation
of mass we have that





Proposition 3.13. Suppose Γ is a solution to S±Γ = 0. Then for any 0 < ε < 12
and 0 < ε′ < 1
2






x ρΓ(t, x) ‖Lq(dt)L2(dx) . ‖∇αx,yΓ0 ‖L2(dxdy). (3.11)





x ρΓ ‖Lq(dt)L2(dx) . ‖∇αx,yΓ0 ‖L2(dxdy)
2c.f. Chapter V §4 in [SW71].
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− ε′ − ε
≥ 2
since ε′ < 1
2
− ε.
Corollary 3.14. Suppose Γ is a solution to S±Γ = 0. Then for any 0 < ε < 12 there








x,y Γ0 ‖L2(dxdy). (3.12)















To avoid confusion, the reader should note that ε and δ here correspond to ε′ and ε






such that estimate (3.12) holds.
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Remark 3.16. Heuristically, we want the estimate
‖ ρΓ(t, x) ‖L2(dt)L∞(dx) . ‖∇
1
2
xρΓ(t, x) ‖L2(dtdx) . ‖Γ0 ‖L2(dxdy)
but the estimate is a false endpoint of the Gagliardo-Nirenberg estimate. However,
by using the above corollary and the fact that we are working on a finite interval
[0, T ], we get that








. T some power‖ |∇x,y|σΓ0 ‖L2(dxdy).
We will elaborate more on this point in the next section.
Next, let us establish the homogeneous Strichartz estimate for the linear op-
erator S±.
Proposition 3.17 (Non-Endpoint Strichartz). Suppose Γ is a solution to S±Γ = 0











where (k, `) ∈ (2,∞]× [2,∞]. Then it follows
‖ eit(∆x−∆y)Γ0 ‖Lk(dt)L`(dx)L2(dy) . ‖Γ0 ‖L2(dxdy). (3.14)
Proof. The proof is essentially the same as the standard non-endpoint Strichartz
estimate using both the TT ∗ principle and Christ-Kiselev lemma. See §2.3 in
[Tao06].
3.3 Estimates for the Inhomogeneous Γ Equation
Let us now consider the inhomogeneous Γ equation
S±Γ = F (3.15)
where F is smooth. The main purpose of this section is to obtain collapsing esti-
mates similar to estimates proven in Proposition 6.1 and Corollary 3.14 but for that
inhomogeneous equation. The main results of this section are Proposition 3.19 and
Proposition 3.20.
Remark 3.18. For the purpose of obtaining estimates for (3.15), we do not need
to assume F to have any symmetry. That being said, in order for our iteration
scheme to preserve the symmetry Γ(x, y) = Γ(y, x), i.e. stay in the designated space
which we have specified in Theorem 3.3, it is wise to assume F is skewed symmetric,
i.e. F (x, y) = −F (y, x). Likewise, the forcing term with respect to the Λ equation
should also satisfy F (x, y) = F (y, x). Henceforth, we assume the forcing F for each
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of the three equations has the correct symmetry.
Observe the solution to the inhomogeneous equation can be written as
Γ(t, x, y) = eit(∆x−∆y)Γ0(x, y) + i
∫ t
0
ei(t−s)(∆x−∆y)F (s, x, y) ds (3.16)
which then yields
ρΓ(t, x) = [e
it(∆x−∆y)Γ0](x, x) + i
∫ t
0
[ei(t−s)(∆x−∆y)F ](s, x, x) ds (3.17)
Then it follows from the estimate (3.9) that
‖ |∇x|
1





2 [ei(t−s)(∆x−∆y)F ](s, x, x) ‖L2(dtdx) ds
. ‖Γ0 ‖L2(dxdy) + ‖F ‖L1[0,T ]L2(dxdy).
Hence we have obtained the following proposition
Proposition 3.19. Suppose Γ solves S±Γ = F , then we have
‖ |∇x|
1
2ρΓ ‖L2(dtdx) . ‖Γ0 ‖L2(dxdy) + ‖F ‖L1[0,T ]L2(dxdy). (3.18)
The following is a perturbed version of the above proposition.
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−ερΓ ‖L2(dtdx) . T some power
(
‖ |∇x,y|σΓ(t, x, y) ‖L∞[0,T ]L2(dxdy)
+ ‖ |∇x,y|σF ‖L1[0,T ]L2(dxdy)
)
. (3.19)





. T some power
(







−ε[ei(t−s)(∆x−∆y)F ](s, x, x) ‖Lq [0,T ]L2(dx)
)
. T some power
(
‖ |∇x,y|σΓ(t, x, y) ‖L∞[0,T ]L2(dxdy) + ‖∇σx,yF ‖L1[0,T ]L2(dxdy)
)
where q = 2
(2−ε)( 1
2
−ε) . Then by Remark 3.16 we obtain the desired estimate.
To conclude this section, let us state the inhomogeneous Strichartz estimate.
Proposition 3.21. Suppose Γ is a solution to S±Γ = F with initial condition Γ0
and (k, `) and (k̃, ˜̀) are an admissible pairs (see (3.13)). Then it follows
‖Γ(t, x, y) ‖Lk(dt)L`(dx)L2(dy) . ‖Γ0 ‖L2(dxdy) + ‖F ‖Lk̃′ (dt)L˜̀′ (dx)L2(dy) (3.20)
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and
‖ |∇x,y|σΓ(t, x, y) ‖Lk(dt)L`(dx)L2(dy) . ‖ |∇x,y|σΓ0 ‖L2(dxdy) + ‖ |∇x,y|σF ‖Lk̃′ (dt)L˜̀′ (dx)L2(dy)
(3.21)
where (k̃′, ˜̀′) denotes the Hölder conjugates of (k̃, ˜̀).
3.4 Application of the Inhomogeneous Γ Estimates
The purpose of this section is to develop estimates which we will later use
in the proof of our main theorem in §3.7. However, as an immediate application
of the previous two sections, we are now ready to consider the uniform in N local





Γ = [∆− vN ∗ ρΓ,Γ] (3.22)
or equivalently
S±Γ(t, x, y) = [vN ∗ ρΓ(t, x)− vN ∗ ρΓ(t, y)]Γ(t, x, y) = F (3.23)
in some Strichartz-type space X equipped with the norm
‖Γ ‖X := ‖ |∇x|
1
2
−ερΓ(t, x) ‖L2[0,T ]L2(dx) + ‖ |∇x|
1
2ρΓ(t, x) ‖L2[0,T ]L2(dx) (3.24)
+ ‖ 〈∇x,y〉σΓ(t, x, y) ‖L∞[0,T ]L2(dxdy) + ‖ 〈∇x,y〉σΓ(t, x, y) ‖L4[0,T ]L∞(dx)L2(dy)
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where ε is sufficiently small, say ε < 1
5
.
The uniform in N local well-posedness is proven using the standard Banach
fixed-point argument. More precisely, we close the estimate for (3.22) in X. In
particular, we close the estimate for each of the three norms indicated in (3.24).
However, by Proposition 3.19 and Proposition 3.20, it suffices to consider estimates
for the corresponding forcing terms.
First, let us estimate ‖F ‖L1[0,T ]L2(dxdy). By Hölder’s inequality, we see that
‖F ‖L1[0,T ]L2(dxdy) . ‖ vN ∗ ρΓ(t, x)Γ(t, x, y) ‖L1[0,T ]L2(dxdy)
. ‖ vN ∗ ρΓ(t, x) ‖L2(dt)Lp(dx)‖Γ(t, x, y) ‖L2(dt)Lr(dx)L2(dy)
where we made the choice p = 1/ε and r = 2(1 − 2ε)−1. Then by Gagliardo-
Nirenberg-Sobolev inequality, Young’s convolution inequality and Hölder inequality,
in the time variable, we obtain the estimate




x ρΓ(t, x) ‖L2(dtdx)‖Γ(t, x, y) ‖L2(dt)Lr(dx)L2(dy)




x ρΓ(t, x) ‖L2(dtdx)‖Γ(t, x, y) ‖Lq(dt)Lr(dx)L2(dy)
where q = 2ε−1. Note that q is chosen so that (q, r) is a 1D Strichartz admissible
pair. Hence by interpolation, we see that
‖F ‖L1[0,T ]L2(dxdy) . T some power‖Γ ‖2X .
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Likewise, we can show that ‖ |∇x,y|
1
2F ‖L1[0,T ]L2(dxdy) also closes.
Next, let us estimate ‖ |∇x,y|σF ‖L1[0,T ]L2(dxdy). Using the classical Kato-Ponce
inequality, sometimes refers to as “fractional Leibniz rule", we see that
‖ |∇x,y|σF ‖L1[0,T ]L2(dxdy) . ‖ |∇x,y|σ[vN ∗ ρΓ(t, x)Γ(t, x, y)] ‖L1[0,T ]L2(dxdy)
. ‖ vN ∗ ρΓ(t, x) ‖L2(dt)Lp(dx)‖ |∇y|σΓ(t, x, y) ‖L2(dt)Lr(dx)L2(dy)
+ ‖ vN ∗ |∇x|σρΓ(t, x) ‖L2(dt)Lp̃(dx)‖Γ(t, x, y) ‖L2(dt)Lr̃(dx)L2(dy)
+ ‖ vN ∗ ρΓ(t, x) ‖L2(dt)Lp(dx)‖ |∇x|σΓ(t, x, y) ‖L2[0,T ]Lr(dx)L2(dy)




]−1 and p, r as defined above. Hence by
the same argument as above with q̃ = 2[(5
2
− ε)ε]−1 we see that
‖ |∇x,y|σ[vN ∗ ρΓ(t, x)Γ(t, x, y)] ‖L1[0,T ]L2(dxdy)
. T some power‖ |∇x|
1
2
−ερΓ(t, x) ‖L2(dtdx)‖ |∇y|σΓ(t, x, y) ‖Lq(dt)Lr(dx)L2(dy)
+ T some power‖ |∇x|
1
2
−ερΓ(t, x) ‖L2(dtdx)‖Γ(t, x, y) ‖Lq̃(dt)Lr̃(dx)L2(dy)
+ T some power‖ |∇x|
1
2
−ερΓ(t, x) ‖L2(dtdx)‖ |∇x|σΓ(t, x, y) ‖Lq(dt)Lr(dx)L2(dy)
Again, note that (q̃, r̃) is an admissible pair which means the desired estimate holds
by interpolation.
Remark 3.22. The belove estimate is included in this section purely for the author’s
own organizational purposes. Hence the reader may skip it for now and refer back
to it in §8.
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Lastly, observe we have
‖∇σx+yF ‖L1[0,T ]L2(dxdy) . ‖∇σx+y[vN ∗ ρΓ(t, x)Γ(t, x, y)] ‖L1[0,T ]L2(dxdy)
. ‖ vN ∗ |∇x|σρΓ(t, x) ‖L2(dt)Lp̃(dx)‖Γ(t, x, y) ‖L2(dt)Lr̃(dx)L2(dy)
+ ‖ vN ∗ ρΓ(t, x) ‖L2(dt)Lp(dx)‖ |∇x+y|σΓ(t, x, y) ‖L2[0,T ]Lr(dx)L2(dy)
. T some power‖ |∇x|
1
2
−ερΓ(t, x) ‖L2(dtdx)‖Γ(t, x, y) ‖Lq̃ [0,T ]Lr̃(dx)L2(dy)
+ T some power‖ |∇x|
1
2
−ερΓ(t, x) ‖L2(dtdx)‖ |∇x|σΓ(t, x, y) ‖Lq [0,T ]Lr(dx)L2(dy)
where ∇x+yF := 12(∇xF +∇yF ).
Remark 3.23. Since similar calculations will be performed in §8, then for convenience
we shall fix the values of p, q, r, p̃, q̃, r̃ as indicated above for a given ε in the remaining
of this chapter.
As a result of the above calculation, we obtain the following proposition
Proposition 3.24. Suppose Γ solves (3.22) with Schwartz initial condition Γ0 and
v ∈ L1(R). Then the following estimate holds
‖Γ ‖X . ‖ 〈∇x,y〉σΓ0 ‖L2(dxdy) + T some power‖Γ ‖2X .
Thus, there exists T0 > 0 such that for all 0 < T ≤ T0
‖Γ ‖X . ‖ 〈∇x,y〉σΓ0 ‖L2(dxdy).
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Similarly, we can show that
‖ ∂tΓ ‖X . ‖ 〈∇x,y〉σ∂tΓ0 ‖L2(dxdy) + T some power‖Γ ‖X‖ ∂tΓ ‖X
which again means there exists T0 > 0 such that
‖ ∂tΓ ‖X . ‖ 〈∇x,y〉σ∂tΓ0 ‖L2(dxdy).
3.5 Homogeneous Λ Equation






Λ−∆xΛ−∆yΛ = 0 (3.25)
which we will need later. As mentioned in the introduction, one of the main dif-
ficulties in the analysis of equation (3.3) is that the Lp-norms of the potential
N−1vN(x − y) are not uniformly bounded in N when p > 1 and β arbitrarily
large since N−1‖ vN(x − y) ‖p ∼ N−1+β(1−
1
p
). More precisely, from Proposition
3.26, we see that the natural space to put the nonlinearity of equation (3.35) is
in L1[0, T ]L2(dxdy). In particular, when handling the term N−1vN(x− y)Λ(t, x, y)
from equation (3.3) in L1([0, T ]×L2(R2)), we see there is no way (at least no simple
way) to put the term N−1vN(x− y) in L1(d(x− y)). Thus, the purposes of §6 and
§7 are to develop sufficient amount of tools to handle N−1vN(x−y)Λ(t, x, y) and all
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the nonlinearity coming from the TDHBF equations.
One of the crucial tools for our analysis is the Xs,b spaces (sometimes called
the Bourgain spaces or dispersive Sobolev spaces) which is defined to be the closure
of the Schwartz class, St,x(R× R× R) with respect to the norm
‖u ‖Xs,bS = ‖ (1 + |ξ|
2 + |η|2)s(1 + |τ + |ξ|2 + |η|2|)bũ(τ, ξ, η) ‖L2(dτ)L2(dξdη).
For this paper, s is always zero and we are only interested in defining the Xs,b
spaces for the operator S. Hence we dropped both the s and S labels from the
norm to simplify the notation. For instance, we have ‖u ‖Xb = ‖u ‖X0,bS . We refer
the interested reader to §2.6 in [Tao06] for a more complete introduction to these
spaces.
Same as the von-Neumann Schrödinger equation, we first obtain a collapsing
estimate for the above equation.
Proposition 3.25. Suppose SΛ = 0 with Schwartz initial condition Λ(0, x, y) =
Λ0(x, y) then
‖ p (∂t,∇x) Λ(t, x, x) ‖L2(dtdx) . ‖Λ0 ‖L2(dxdy). (3.26)
where p(∂t,∇x) is a pseudodifferential operator with symbol p̃(τ, ξ) = |τ + |ξ|2|1/4.
Proof. Let us begin by taking the spacetime Fourier transform of the trace of Λ to
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get
˜Λ(t, x, x) =
∫
dtdx e−i(τt+ξ·x)Λ(t, x, x) =
∫
dtdxdy e−i(τt+ξ·x)δ(x− y)Λ(t, x, y)
=
∫
dηdtdxdy e−i(τt+(ξ−η)·x+η·y)Λ(t, x, y) =
∫





dη δ(τ + |ξ − η|2 + |η|2)Λ̂0(ξ − η, η).
Applying Cauchy-Schwarz inequality yields the following estimate
∫








dη δ(τ + |ξ − η|2 + |ξ + η|2).
Observe, we have the identity
∫




















dτdξ ||τ + |ξ|2|1/4 ˜Λ(t, x, x)(τ, ξ)|2 . ‖Λ0 ‖2L2(dxdy).
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Unfortunately, the homogeneous derivative p(∂t,∇x) of the restriction of Λ to
the diagonal is not of any immediate use to our studies of the nonlinear coupled
equations. Since the nonlinearity in time-dependent HFB involves trace of Λ, we
need estimates that will allow us to control the restricted Λ by the spacetime deriva-
tive p(∂t,∇x) of the restriction of Λ(t, x, y) to the diagonal. One such estimate is
given by the following proposition.
Proposition 3.26. Suppose SΛ = 0, then we have
‖Λ(t, x, x) ‖L4(dt)L2(dx) . ‖ p(∂t,∇x)Λ(t, x, x) ‖L2(dtdx) (3.27)

























|τ + |ξ|2| 12
)∨
=: F ∗K.
By triangle inequality and Plancherel, we obtain the estimate
‖K ∗ F (t, ·) ‖L2(dx) ≤
∫





‖ F̂ (s, ·) ‖L2(dξ)
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since we have









∣∣∣∣∣ . 1|t− s| 12
which is independent of ξ. Thus, it follows














−n+α, with n = 1, p = 4/3










which means TT ∗ is a bounded operator. Hence it follows from the TT ∗ principle
that T is also a bounded operator, i.e.
‖TF ‖L4(dt)L2(dx) . ‖F ‖L2(dtdx)
or equivalently
‖F ‖L4(dt)L2(dx) . ‖ |τ + |ξ|2|1/4F̃ (τ, ξ) ‖L2(dτdξ).
As an immediate corollary of Proposition 3.26, we have that
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Corollary 3.27. Suppose Λ solves SΛ = 0, then for every 0 < ε < 1 we have
‖∇εxΛ(t, x, x) ‖L4(dt)L2(dx) . ‖∇εx+yΛ0 ‖L2(dxdy) (3.28)
where ∇x+yΛ := 12(∇xΛ +∇yΛ).
Proof. If SΛ = 0, then S∇x+yΛ = 0. Applying the previous estimate, we obtain the
estimate
‖ (∇x+yΛ)(t, x, x) ‖L4(dt)L2(dx) . ‖ p(∂t,∇x)(∇x+yΛ)(t, x, x) ‖L2(dtdx)
. ‖∇x+yΛ0 ‖L2(dxdy).
Noting the identity
(∇x+yΛ)(t, x, x) =
1
2
∇x (Λ(t, x, x)) , (3.29)
we get the estimate
‖∇xΛ(t, x, x) ‖L4(dt)L2(dx) . ‖∇x+yΛ0 ‖L2(dxdy).
Interpolating the above estimate with the estimate
‖Λ(t, x, x) ‖L4(dt)L2(dx) . ‖Λ0 ‖L2(dxdy)
yields the desired result.
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Let us also record the following non-endpoint Strichartz estimate for the ho-
mogeneous Λ equation:
Proposition 3.28 (Non-endpoint Strichartz). Suppose Λ is a solution to SΛ = 0
with initial condition Λ0 and (k, `) is an admissible pair as defined in Proposition
3.17. Then it follows
‖ eit∆xΛ0eit∆y ‖Lk(dt)L`(dx)L2(dy) . ‖Λ0 ‖L2(dxdy). (3.30)
Proposition 3.29. For any number 1+ > 1 and arbitrarily close to 1 there exists





. T some power‖F ‖L2[0,T ]L1+ (dx)L2(dy). (3.31)
Proof. By Proposition 3.28 and Lemma 2.9 in [Tao06], we have the estimate
‖F ‖L4[0,T ]L∞(dx)L2(dy) . ‖F ‖X 12+δ (3.32)





. ‖F ‖L4/3[0,T ]L1(dx)L2(dy) . T 1/4‖F ‖L2[0,T ]L1(dx)L2(dy). (3.33)














. T some power‖F ‖L2[0,T ]L1+ (dx)L2(dy)
for −δ < λ < 1
2
and some number 1+ depending on λ. In particular, for any number
1+ arbitrarily close to 1 we can choose δ sufficiently small such that (3.31) holds.
Remark 3.30. Let us make the observation: since
|ξ + η|2 + |ξ − η|2 = 2|ξ|2 + 2|η|2 (3.34)





. T some power‖F ‖L2[0,T ]L1+ (d(x−y))L2(d(x+y)).
3.6 Inhomogeneous Λ Equation
The main result in this section is Corollary 3.33 which allows us to obtain
a collapsing-type estimate for equation (3.3) and essentially show that N−1vNΛ,
mentioned in the previous section, can be viewed as a uniformly in N perturbation
of equation (3.35).
Consider the inhomogeneous equation
SΛ = F (3.35)
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then it follows from the Xs,b energy estimate3 and Proposition 3.29 that we have
‖Λ(t, x, x) ‖L4(dt)L2(dx) . ‖Λ0 ‖L2(dxdy) + ‖F ‖X− 12+δ
. ‖Λ0 ‖L2(dxdy) + T some power‖F ‖L2(dt)L1+ (d(x−y))L2(d(x+y)).
Summarizing the above result we obtain the following proposition:
Proposition 3.31. Suppose Λ solves SΛ = F , then we have
‖Λ(t, x, x) ‖L4(dt)L2(dx) . ‖Λ0 ‖L2(dxdy) + T some power‖F ‖L2(dt)L1+ (d(x−y))L2(d(x+y)).
(3.36)
Using the above proposition, we establish the following proposition:
Proposition 3.32. Suppose Λ solves (3.3) with initial condition Λ0. Then we have
‖Λ(t, x, x) ‖L4(dt)L2(dx) . ‖Λ0 ‖L2(dxdy) + ‖F ‖X− 12+δ . (3.37)
Proof. Since by Proposition 3.26 we have
∥∥∥ eit∆xΛ0eit∆y ∣∣x=y ∥∥∥L2(dtdx) . ‖Λ0 ‖L2(dxdy),
then it follows from Lemma 2.9 in [Tao06]
‖F ‖L4(dt)L2(dx) . ‖F ‖X 12+δ
3cf. [Tao06] section 2.6
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vNχ(t)Λ ‖X− 12+δ + ‖F ‖X− 12+δ + ‖Λ0 ‖L2(dxdy)




‖ vN(x− y)Λ ‖X− 12+δ .
1
N

















Hence for 1+ sufficiently close to 1 we are in the perturbative regime. This allows
us to absorb the contribution from the potential term 1
N
vN(x − y)Λ when N is
sufficiently large.
Using the above proposition we could show that
Corollary 3.33. Suppose Λ solves (3.3) with initial condition Λ0. Then for every
0 < σ < 1
2
we have
‖ |∇x|σΛ(t, x, x) ‖L4(dt)L2(dx) . ‖ |∇x+y|σΛ0 ‖L2(dxdy) + ‖ |∇x+y|σF ‖X− 12+δ . (3.38)
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∇x+yΛ = ∇x+yF (3.39)
since [∇x+y, N−1vN(x− y)] = 0. Hence by Proposition 3.32, we obtain the estimate
‖ (∇x+yΛ)(t, x, x) ‖L4(dt)L2(dx) . ‖∇x+yΛ0 ‖L2(dxdy) + ‖∇x+yF ‖X− 12+δ .
Again, noting the identity (3.29), we obtain the estimate
‖∇xΛ(t, x, x) ‖L4(dt)L2(dx) . ‖∇x+yΛ0 ‖L2(dxdy) + ‖∇x+yF ‖X− 12+δ . (3.40)
Interpolating (3.37) with (3.40) yields the desired result.
Now, let us record some Strichartz estimates:
Proposition 3.34. Suppose Λ is a solution to SΛ = F with initial condition Λ0
and (k, `), (k̃, ˜̀) are Strichartz admissible pairs. Then it follows
‖Λ(t, x, y) ‖Lk(dt)L`(dx)L2(dy) . ‖Λ0 ‖L2(dxdy) + ‖F ‖Lk̃′ (dt)L˜̀′ (dx)L2(dy). (3.41)
In particular, it follows
‖ |∇x,y|σΛ(t, x, y) ‖Lk(dt)L`(dx)L2(dy) . ‖ |∇x,y|σΛ0 ‖L2(dxdy) + ‖ |∇x,y|σF ‖Lk̃′ (dt)L˜̀′ (dx)L2(dy).
(3.42)
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Remark 3.35. Let us note that Proposition 3.34 also holds for solution to (3.3) when
N is sufficiently large. More specifically, by interpolation, we can show
1
N







Thus, for any β > 0, we can choose σ = σ(β) so that 1− σβ > 0.
3.7 The time-dependent HFB System in 1D
In this section we prove the local well-posedness of our system of nonlinear











dy {vN(x1 − y)ρΓ(t, y)} · ϕt(x1) (3.44a)
−
∫
dy {vN(x1 − y)(Γt(y, x1)− ϕt(y)ϕt(x1))ϕt(y)}
−
∫










dy {(vN(x1 − y)− vN(x2 − y))Λt(x1, y)Λt(y, x2)}
−
∫
dy {(vN(x1 − y)− vN(x2 − y))Γt(x1, y)Γt(y, x2)}
−
∫
dy {(vN(x1 − y)− vN(x2 − y))ρΓ(t, y)Γt(x1, x2)}
+ 2
∫















dy {(vN(x1 − y) + vN(x2 − y))ρΓ(t, y)Λt(x1, x2)}
−
∫
dy {(vN(x1 − y) + vN(x2y))Λt(x1, y)Γt(y, x2)}
−
∫
dy {(vN(x1 − y) + vN(x2 − y))Γt(x1, y)Λt(y, x2)}
+ 2
∫
dy {(vN(x1 − y) + vN(x2 − y))|ϕt(y)|2ϕt(x1)ϕt(x2)}
The space XT is a Strichartz-type space equipped with a norm which is the sum of
the following norms
NT (ϕ) := ‖ 〈∇x〉σϕ(t, x) ‖L4[0,T ]L∞(dx) + ‖ 〈∇x〉σϕ(t, x) ‖L∞[0,T ]L2(dx) (3.45a)
NT (Γ) := ‖ 〈∇x,y〉σΓ(t, x, y) ‖L4[0,T ]L∞(dx)L2(dy) (3.45b)










−εΓ(t, x+ z, x) ‖L2(dtdx)
NT (Λ) := ‖ 〈∇x,y〉σΛ(t, x, y) ‖L4[0,T ]L∞(dx)L2(dy) (3.45c)
+ ‖ 〈∇x,y〉σΛ(t, x, y) ‖L∞[0,T ]L2(dxdy) + sup
z
‖ 〈∇x〉σΛ(t, x+ z, x) ‖L4[0,T ]L2(dx).
Moreover, let us denote the space of functions (ϕt,Γt,Λt) where the above norms
are finite for any 0 ≤ T <∞ by X∞,loc.
Let us present the main a-priori estimates of the chapter
Theorem 3.36. Suppose ϕ,Γ and Λ solve (3.44a), (3.44b), and (3.44c) respectively
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with Schwartz initial condition (ϕ0,Γ0,Λ0). Then we have the following estimates
NT (ϕ) . ‖ 〈∇x〉σϕ0 ‖L2(dx) + T some power
(
NT (ϕ)




NT (Γ) . ‖ 〈∇x,y〉σΓ0 ‖L2(dxdy) + T some power
(
NT (Γ)
2 + NT (Λ)




NT (Λ) . ‖ 〈∇x,y〉σΛ0 ‖L2(dxdy) + T some power
(




In particular, there exists T0 such that for all T ≤ T0 we have that
NT (X) := NT (ϕ)
2 + NT (Γ) + NT (Λ) . 1.





















+ T some powerNT (X) (NT (∂tX) + NT (ϕ)NT (∂tϕ))
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which again means there exists T0 such that for all T < T0 we have
NT (∂tX) := NT (∂tϕ)
2 + NT (∂tΓ) + NT (∂tΛ) . 1.








Remark 3.37. The reader should note that the solution obtained from the Banach
fixed-point theorem is smooth if the initial data (ϕ0,Γ0,Λ0) is sufficiently smooth.





. N some non-negative power.
Despite the fact that the higher Sobolev norms are not uniformly bounded in N ,
each of the solutions has sufficient smoothness for us to apply the conservation laws
which we will state later in the section.
We split the presentation of the proof of the theorem into two subsections.
3.7.1 Proofs of Estimates (3.46b) and (3.46c)
Let us first consider equation (3.44b). Since the term (vN ∗ ρΓ) ·Γ has already
been handled in §5, it suffices to consider only the terms (vN Λ̄) ◦ Λ and (vNΓ) ◦ Γ.
In particular, it suffices to consider just the derivative of the terms since any com-
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putation for the derivatives will encompass the computation for the non-derivative
terms.
Let us first handle the term (vN ∗ ρΓ) · Γ. By a direct change of variables, we
can rewrite the kernel composition as follows
(vNΓ ◦ Γ)(x, y) =
∫
dw vN(x− w)Γ(x,w)Γ(w, y) =
∫
dz vN(z)Γ(x, x− z)Γ(x− z, y).
Then by Kato-Ponce inequality we obtain the following
‖ |∇x,y|σ[(vNΓ) ◦ Γ] ‖L1[0,T ]L2(dxdy)
≤
∫
dz |vN(z)|‖ |∇x,y|σ[Γ(x, x− z)Γ(x− z, y)] ‖L1[0,T ]L2(dxdy)
.
∫
dz |vN(z)|‖ |∇x|σΓ(x, x− z) ‖L2[0,T ]Lp̃(dx)‖Γ(x, y) ‖L2[0,T ]Lr̃(dx)L2(dy)
+
∫
dz |vN(z)|‖Γ(x, x− z) ‖L2[0,T ]Lp(dx)‖ |∇x|σΓ(x, y) ‖L2[0,T ]Lr(dx)L2(dy)
where p, r, p̃, r̃ are the values stated in Remark 3.23. Applying Cauchy-Schwarz
inequality in the time variable gives us
‖ |∇x,y|σ[(vNΓ) ◦ Γ] ‖L1[0,T ]L2(dxdy)





−εΓ(x, x− z) ‖L2(dtdx)‖Γ(x, y) ‖Lq̃(dt)Lr̃(dx)L2(dy)





−εΓ(x, x− z) ‖L2(dtdx)‖ |∇x,y|σΓ(x, y) ‖Lq(dt)Lr(dx)L2(dy)
. T some powerNT (Γ)
2
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where (q, r) and (q̃, r̃) are admissible pairs. Likewise, we have
‖ |∇x,y|σ[(vN Λ̄) ◦ Λ] ‖L1[0,T ]L2(dxdy)
≤
∫
dz |vN(z)|‖ |∇x,y|σ[Λ̄(x, x− z)Λ(x− z, y)] ‖L1[0,T ]L2(dxdy)
.
∫
dz |vN(z)|‖ |∇x|σΛ(x, x− z) ‖L4[0,T ]L2(dx)‖Λ(x, y) ‖L4/3[0,T ]L∞(dx)L2(dy)
+
∫





As for equation (3.44c), there are essentially three terms we need to estimate,
namely (vN ∗ρΓ)Λ, (vNΓ)◦Λ and (vNΛ)◦Γ. Similar to the handling of the nonlinear
terms for the Γ equation, it suffices to look at just the derivatives of the nonlinear
terms.
For the first term, observe we have
‖ |∇x+y|σ[(vN ∗ ρΓ)Λ] ‖L2[0,T ]L1+(d(x−y))L2(d(x+y))
. ‖ vN ∗ ρΓ ‖L2[0,T ]L2+(dx)‖ |∇x+y|σΛ ‖L∞[0,T ]L2(d(x−y))L2(d(x+y))








−ερΓ ‖L2(dtdx)‖Λ ‖L∞[0,T ]L2(d(x−y))L2(d(x+y))
. NT (Γ)NT (Λ)
The terms F = (vNΛ) ◦ Γ and Λ ◦ (vNΓ) are handled similarly.
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3.7.2 Proof of Estimate (3.46a)
Let us begin by stating the following Strichartz estimate
Proposition 3.38. Suppose ϕ is a solution to Sϕ = F with initial condition ϕ0 and
let (k, `) be an admissible pair. Then it follows for all α > 0 we have
‖ |∇x|αϕ ‖Lk[0,T ]L`(dx) . ‖ |∇x|αϕ0 ‖L2(dx) + ‖ |∇x|αF ‖L4/3[0,T ]L1(dx). (3.49)
It suffice to consider only (vN ∗ ρΓ) ·ϕ and (vNΛ) ◦ϕ since the method applies
word-for-word to the remaining nonlinear terms.
For the first nonlinearity, we apply Kato-Ponce inequality to get the estimate
‖ |∇x|σ[(vN ∗ ρΓ) · ϕ] ‖L4/3[0,T ]L1(dx) . ‖ vN ∗ |∇x|σρΓ ‖L4/3[0,T ]L2(dx)‖ϕ ‖L∞[0,T ]L2(dx)
+ ‖ vN ∗ ρΓ ‖L4/3[0,T ]L2(dx)‖ |∇x|σϕ ‖L∞[0,T ]L2(dx)
. T some powerNT (Γ)NT (ϕ).
For the second nonlinear term, we have
‖ |∇x|σ[(vNΛ) ◦ ϕ] ‖L4/3[0,T ]L1(dx)
.
∫
dz |vN(z)|‖ |∇x|σΛ(x, x− z) ‖L4/3[0,T ]L2(dx)‖ϕ(x− z) ‖L∞[0,T ]L2(dx)
+
∫
dz |vN(z)|‖Λ(x, x− z) ‖L4/3[0,T ]L2(dx)‖ |∇x|σϕ(x− z) ‖L∞[0,T ]L2(dx)
. T some powerNT (Λ)NT (ϕ).
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3.7.3 Global Well-Posedness of the Time-Dependent HFB Equations
In this subsection, we prove the global well-posedness of the time-dependent
HFB equations. Let us begin by recalling the number and energy conservation laws
derived in §9 of [GM13a]4. Recall the total particle number is given by
N := N
∫
dx ρΓ(t, x) (3.50)



















2|Λ(x, y)|2 + |Γ(x, y)|2 + Γ(x, x)Γ(y, y)
}}
Note that we have suppress the dependence on t in E for the sake of compactness
of notation.
Theorem 3.39 (Conservation Laws). Suppose (ϕt,Γt,Λt) solves the time-dependent
HFB equations and v ∈ L1(R)∩C∞(R). Then the total particle number and energy
is conserved.
Proof. See §8 in [GM13a].
As an immediate corollary of Theorem 3.39, we have
4cf. Corollary 2.7. and Theorem 2.8 in [BBC+18]
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Corollary 3.40. Let (ϕt,Γt,Λt) be a solution to the time-dependent HFB equations.




‖ (ϕt,Γt,Λt) ‖X s ≤ C, (3.52)
independent of N .
Proof. The estimate for ϕt follows immedately by interpolating between the conser-
vation of total particle number and conservation of energy. Next, applying Cauchy-
Schwarz and the conservation of total particle number, we obtain the estimate
‖Γ(t, ·) ‖L2(dxdy) ≤ ‖ϕt ‖2L2(dxdy) +
1
N
‖ sh(kt) ‖2L2(dx) . 1. (3.53)
Similarly, using Cauchy-Schwarz and the conservation of energy, we obtain
‖∇xΓ(t, ·) ‖L2(dxdy) (3.54)
≤ ‖ϕt ‖L2(dx)‖∇xϕt ‖L2(dx) +
1
N
‖ sh(kt) ‖L2(dxdy)‖∇x sh(kt) ‖L2(dxdy) . 1.
Interpolating (3.53) and (3.54) yields a desired bound for Γt.
To uniformly bound Λt, we use the trig identity (3.4a) to get the estimate
‖Λ(t, ·) ‖L2(dxdy) ≤ ‖ϕt ‖2L2(dx) +
1
N




‖ sh(kt) ‖L2(dxdy)‖ p(kt) ‖L2(dxdy).
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By identity (3.4b), we see that p ◦ p+ 2p = sh ◦ sh which means
‖ p(k) ‖2L2(dx) ≤ ‖ p ◦ p+ 2p ‖Tr = ‖ sh(k) ‖2L2(dxdy)
since p(k)(x, x) ≥ 0. Hence by the conservation of total particle number we have
that
‖Λ(t, ·) ‖L2(dxdy) . 1.
Similarly, we can show that ‖∇xΛ(t, ·) ‖L2(dxdy) . 1.
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Chapter 4: Global Well-posed of the Time-Dependent HFB system in
R1+3 and Fock Space Estimate
4.1 Main Result
The main goal of this chapter is to extend Theorem 1.5 to obtain a global in
time result. Let us state the main result of this chapter
Theorem 4.1. Let 1
3
≤ β < 2
3
and v ∈ S a nonnegative interaction potential
satisfying the condition that |v̂| ≤ ŵ for some w ∈ S. Suppose (φt,Γt,Λt) are
solutions to the time-dependent HFB equations with some smooth initial conditions
(φ0,Γ0,Λ0) satisfying the following regularity condition uniformly in N : for some
ε > 0 and 0 ≤ i ≤ 1, 0 ≤ j ≤ 2
∥∥ 〈∇x〉1/2+ε∂it∇jxφ(t, ·)∣∣t=0 ∥∥L2(dx) . 1∥∥ 〈∇x〉1/2+ε〈∇y〉1/2+ε∂it∇jx+yΓ(t, ·)∣∣t=0 ∥∥L2(dxdy) . 1∥∥ 〈∇x〉1/2+ε〈∇y〉1/2+ε∂it∇jx+yΛ(t, ·)∣∣t=0 ∥∥L2(dxdy) . 1∥∥∇jx+y sh(2k)(0, x, y)∥∥L2(dxdy) . 1.
Then there exists constants δ = δ(ε), κ = κ(ε), C = C(ε, β) and a phase function
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χ(t), depending on N , such that we have the Fock space estimate
∥∥∥ eitHe−√NA(φ0)e−B(k0)Ω− eiχ(t)e−√N(φt)e−B(kt)Ω∥∥∥
F
≤ C exp (κT
5+ε)
N1/6
for all 0 ≤ t ≤ T .



















+εφ(t) ‖L2(dx) ≤ C
and use them to obtain appropriate norm bounds on the solutions of the time-
dependent HFB equations; see Proposition 4.14, 4.16, 4.19, 4.20. Afterward, by
replicating the proof of Theorem 1.5 in §9 and 10 of [GM17], one can obtain the
desired Fock space estimate.
Remark 4.2. Recently, Grillakis and Machedon extended the local well-posedness
result of the time-dependent HFB system to the range 0 < β < 1 for more general
initial data in [GM18]. By a similar argument as in the proof of Theorem 4.1, we
could also extend result of Theorem 4.1 to the range 0 < β < 1.
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4.2 Global Estimates for the Time-Dependent HFB Equations


















+εφ(t) ‖L2(dx) ≤ C (4.1c)
hold uniformly in N for any fixed time t. The proof of estimates (4.1a)-(4.1c) relies
on the conservation laws established in [GM13a]. For the reader’s convenience, we
restate the conservation laws for the time-dependent HFB system in the following
proposition. Let us recall the total particle number and energy, which we denote by
N and E respectively, can be evaluated explicitly as follows:
N = N
{∫
dx |φ(x)|2 + 1
N
∫






dx |∇φ(x)|2 + 1
2N
∫
















For the sake of compactness of notation, we have suppressed the dependence on the
time variable since it only plays a passive role in our studies of the equations.
Proposition 4.3 (Conservation Quantities). Suppose (φ(t),Γ(t),Λ(t)) is a smooth
solution to the time-dependent HFB system with v ∈ L1(R)∩C∞(R). Then the total
particle number and energy for the system are conserved.
Remark 4.4. The reader should be aware of the fact that we are assuming that the
energy per particle is constant and independent of N . More precisely, we make the
assumption that N and E are proportional to N for some fixed N . In fact, we have
that N = N and E ∼ N or, equivalently, N−1E ∼ 1.
As an immediate corollary of the conservation quantities, we prove estimate
(4.1b) and (4.1c).
Corollary 4.5. Let φ(t) and Γ(t) be smooth solutions to the time-dependent HFB
equations. Then, for any 0 < ε ≤ 1
2











+εφ(t) ‖L2(dx) . 1
which hold uniformly in N and independent of t.
Proof. It suffices to prove estimate (4.1b) since the prove of (4.1c) is similar. By
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Proposition 4.3 and Cauchy-Schwarz inequality, we obtain the estimate1
‖Γ(t) ‖L2(dxdy) ≤ ‖φ(t) ‖
2
L2(dx) +N
−1‖ sh(kt) ◦ sh(kt) ‖L2(dxdy) (4.3a)
≤ ‖φ(t) ‖2L2(dx) +N
−1 ‖ sh(kt) ‖2L2(dxdy) = 1
independent of t and N . Likewise, we see that
‖∇x∇yΓ(t) ‖L2(dxdy) ≤ ‖∇xφ(t) ‖
2
L2 +N
−1 ‖∇x sh(kt) ‖2L2 . 1. (4.3b)
Hence interpolating (4.3a) and (4.3b) yields the desired result.
In the remainder of the section, we shall prove estimate (4.1a) holds for some
sub-linear function C(t). To this end, let us begin by making the observation that







+ε sh(2kt) ‖L2(dxdy) . C(t) (4.4)
for some sufficiently small ε > 0. Furthermore, to aid us in proving estimate (4.4),
we apply the operator identity
sh(2k) = 2 sh(k) ◦ ch(k) = 2 sh(k) + 2 sh(k) ◦ p (4.5)
1Here, we abused the notation by identifying the composition operator Tk = Tf ◦ Tg, where Tf
and Tg are integral operators with kernel f(x, y) and g(x, y), with its kernel
k(x, y) =
∫
dz f(x, z)g(z, y).
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+ε sh(kt) ◦ pt ‖L2
=: I1(t) + I2(t).
Hence it remains to show N−1Ii(t) . C(t) for i = 1, 2.
To estimate I2(t), we use the following lemma
Lemma 4.6. We have the following estimates
N−1




N−1 ‖∇x sh(kt) ◦ ∇ypt ‖L2(dxdy) . 1 (4.6b)
where both are independent of time t. In particular, by interpolating estimates (4.6a)
and (4.6b), we obtain the estimate
N−1
∥∥∥ |∇x| 12+ε|∇y| 12+ε sh(kt) ◦ pt ∥∥∥
L2(dxdy)
. 1 (4.7)
for any 0 ≤ ε ≤ 1
2
.
Proof. Using Plancherel identity and Cauchy-Schwarz inequality, we establish the
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estimate
∥∥∥ |∇x| 12 |∇y| 12 sh(kt) ◦ pt ∥∥∥
L2(dxdy)
(4.8)
. ‖∇x sh(kt) ‖L2(dxdy) ‖ pt ‖L2(dxdy) + ‖ sh(kt) ‖L2(dxdy) ‖∇ypt ‖L2(dxdy) .
Next, taking derivatives of the kernel of the operator identity
sh(k) ◦ sh(k) = p ◦ p+ 2p
yields the operator identity
∇x sh(k) ◦ ∇y sh(k) = ∇xp ◦ ∇yp+ 2∇x∇yp.
In particular, we have that
‖∇x sh(k) ‖2L2(dxdy) = ‖∇xp ◦ ∇yp+ 2∇x∇yp ‖tr ≥ ‖∇xp ‖
2
L2(dxdy)
since both ∇x∇y(p ◦ p+ 2p) and 2∇x∇yp are positive trace class operators. Hence
combining estimate (4.8) with the conservation laws, we obtain the estimate
N−1
∥∥∥ |∇x| 12 |∇y| 12 sh(kt) ◦ pt ∥∥∥
L2(dxdy)
. N−1 ‖∇x sh(kt) ‖L2(dxdy) ‖ sh(kt) ‖L2(dxdy) . 1.
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Likewise, we have shown
N−1 ‖∇x sh(kt) ◦ ∇ypt ‖L2(dxdy) . N
−1‖∇x sh(kt) ‖2L2 . 1.
Next, to estimate I1(t), we first prove a couple preliminary lemmas.
Lemma 4.7. Let Γ(t) and Λ(t) be solutions the time-dependent HFB equations.
Then it follows we have the estimates
‖∇x,yΛ(t) ‖L2(dxdy) . 1 (4.9a)
and
‖∇x,yΓ(t) ‖L2(dxdy) . 1 (4.9b)
which holds uniformly in N and independent of time t.
Proof. This is an immediate corollary of Lemma 4.6.
Lemma 4.8. Let Λ(t) be a solution to the time-dependent HFB equations. Then
we have the following energy estimate
‖∇x∇yΛ(t) ‖L2(dxdy) . ‖∇x∇yΛ0 ‖L2(dxdy) +N3βt. (4.10)
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Proof. For convenience, let us restate the equation for Λ(t) which is
(S + V) Λ =− (vNΛ) ◦ Γ− Γ̄ ◦ (vNΛ)− (vN Γ̄) ◦ Λ− Λ ◦ (vNΓ) (4.11)
+ 2(vN ∗ |φ|2)(x)φ(x)φ(y) + 2(vN ∗ |φ|2)(y)φ(y)φ(x) =: F




vN + (vN ∗ diag Γ)(x) + (vN ∗ diag Γ)(y).
Differentiating equation (4.11) by ∇x∇y gives us the following equation
(S + V)(∇x∇yΛ) = [S + V,∇x∇y] Λ +∇x∇yF
and
[S + V,∇x∇y] = N−1(∇x∇yvN)Λ +N−1∇yvN∇xΛ +N−1∇xvN∇yΛ
+ [(∇yvN) ∗ diag Γ(y)]∇xΛ + [(∇xvN) ∗ diag Γ(x)]∇yΛ.
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= 2 Re〈(S + V)(∇x∇yΛ(t)),∇x∇yΛ(t)〉
≤ 2 ‖ [S + V,∇x∇y] Λ(t) +∇x∇yF ‖L2(dxdy) ‖∇x∇yΛ(t) ‖L2(dxdy)
which leads to the energy estimate




ds ‖ [S + V,∇x∇y] Λ(s) +∇x∇yF (s) ‖L2(dxdy) .
We are now ready to estimate the forcing terms. First, for the commutator term we
have the estimate
‖ [S + V,∇x∇y]Λ(t) ‖L2(dxdy)
≤ N−1‖ (∇x∇yvN)Λ(t) ‖L2(dxdy) + 2N−1 ‖∇yvN∇xΛ(t) ‖L2(dxdy)
+ 2 ‖ [(∇yvN) ∗ diag Γ(y)]∇xΛ(t) ‖L2(dxdy)
. N4β−1
(
‖∇xΛ(t) ‖L2(dxdy) + ‖ diag Γ(t) ‖L1(dx) ‖∇xΛ(t) ‖L2(dxdy)
)
. N4β−1.
The other forcing term in estimate (4.12) can be handled in a similar fashion. We
shall estimate only one of the terms since the proof is exactly the same for the other
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terms. Observe, for the (vNΛ ◦ Γ) we have that
‖∇y(vNΛ) ◦ ∇yΓ ‖L2(dxdy)
≤ ‖∇x(vNΛ(t)) ‖L2(dxdy) ‖∇yΓ(t) ‖L2(dxdy) . N
3β.
Hence combining all the estimates yields the desired estimate.







+ε sh(kt) ‖L2(dxdy) . C(t) (4.13)
for 0 < ε ≤ ε0 where C(t) is a sub-linear function independent of N .
Proof. Applying Lemma 4.8 and (4.5) give us the estimate
N−1‖∇x∇y sh(kt) ‖L2(dxdy)
. N−1‖∇x∇y sh(2kt) ‖L2(dxdy) +N−1‖∇x sh(kt) ◦ ∇ypt ‖L2(dxdy)
. ‖∇xφ(t) ‖2L2(dx) + ‖∇x∇yΛ(t) ‖L2(dxdy) +N−1‖∇x sh(kt) ◦ ∇ypt ‖L2(dxdy)
. 1 +N3βt.
















+ε0 sh(kt) ‖L2(dxdy) . C(t)
where C(t) is a sub-linear function independent of N . In fact, we see that for all







+ε sh(kt) ‖L2(dxdy) . N−
1
2
+(6β+1)ε(1 + t)2ε. (4.14)
Remark 4.10. With an eye for 0 < β < 1, we need 2β(1
2
+ ε) < 1, as assumed in





) in our proof of the global well-posedness of the time-dependent
HFB system.
Let us summarize our findings.
Proposition 4.11. Let Λ(t) be a solution of the time-dependent HFB equation for
0 < β < 2
3












4.3 Global Well-posedness of the Time-Dependent HFB System
Let us define the norms which we shall use in the proof of the uniform in






























N[T0,T1](φ) := ‖ 〈∇x〉
1
2




For convenience, we denote the sum of the three norms by
N[T0,T1](X) := N[T0,T1](φ) + Ṅ[T0,T1](Γ) + N[T0,T1](Λ).
If [T0, T1] = [0, T ] then we denote NT (X) := N[0,T ](X) (similarly for the other
norms). Moreover, we adopt the notation
N[T0,T1](DX) := N[T0,T1](Dφ) + N[T0,T1](DΓ) + N[T0,T1](DΛ)
where D is some differential operator.
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The goal of this section is to prove the uniform in N global well-posedness of
solutions for the time-dependent HFB equations. However, it suffices to prove an
a-priori estimate of the form
NT (DX) . F (T ) (4.16)
for some positive real-valued function F defined on all of [0,∞).
We begin by proving a couple lemmas to aid us in establishing (4.16).
Lemma 4.12. Let (φ(t),Γ(t),Λ(t)) be a solution to the time-dependent HFB system.
Then there exists α > 0 such that we have the following estimates
N[T0,T1](X) . C0(T0) + (T1 − T0)αC0(T1)N[T0,T1](X) (4.17)
where


















Proof. It suffices to consider the proof of estimate (4.17) for Γ and Λ since the proof
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for φ is similar. Recall the equation for Γ is given by
S±Γ̄ =− (vNΛ) ◦ Λ̄ + Λ ◦ (vN Λ̄)− (vN Γ̄) ◦ Γ̄ + Γ̄ ◦ (vN Γ̄)
− (vN ∗ diag Γ) · Γ̄ + Γ̄ · (vN ∗ diag Γ)
+ 2(vN ∗ |φ|2) · |φ〉〈φ| − 2|φ〉〈φ| · (vN ∗ |φ|2) =: F
(4.18)
Then, by Proposition 5.8 in [GM17] and Lemma 4.2 in [GM18], we have the estimate
































where we choose 0 < δ < ε
2
. Here, the symbol 6
5
+ denotes a fixed number slightly
bigger than 6
5




For the forcing term Γ · (vN ∗diag Γ), we apply Young’s convolution inequality,





















+εΓ ‖L2([T0,T1])L2(dxdy)‖ diag Γ ‖L2([T0,T1])L3+(dx)
. Ṅ[T0,T1](Γ).
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where 3+ = 3
1−ε . Next, for the forcing term Λ ◦ (vN Λ̄), we apply Kato-Ponce,



















































The remaining nonlinear terms (vNΓ) ◦ Γ and (vN ∗ |φ|2) · |φ〉〈φ| can be handled in
a similar manner. Thus, we have shown
Ṅ[T0,T1](Γ) . C0(T0) + (T1 − T0)
ε−2δ
2 C0(T1)N[T0,T1](X).
Next, let us recall the equation for Λ given by
SΛ =− 1
N
vNΛ− (vN ∗ diag Γ) · Λ− Λ · (vN ∗ diag Γ)
− (vNΛ) ◦ Γ− Γ̄ ◦ (vNΛ)− (vN Γ̄) ◦ Λ− Λ ◦ (vNΓ)
+ 2(vN ∗ |φ|2) · φ⊗ φ− 2φ⊗ φ · (vN ∗ |φ|2) =: G
(4.19)
To estimate Λ, we employ Proposition 5.9 of [GM17] and Lemma 4.2 of [GM18] to
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get the estimate



















Following the same argument as for the Γ equation, we arrive at the desired result.
To obtain a-priori estimates of the form (4.16) we need to employ the following
elementary lemma.
Lemma 4.13. Let δ1, δ2 > 0 and C > 0. Then there exists a monotone sequence of
positive real numbers Tk such that
lim
k→∞
Tk =∞ and (Tk+1 − Tk)δ1T δ2k+1 ≤
1
C
∀ k ∈ N.















where α = δ2
δ1+δ2
. It is clear that {Tk} is monotone increasing and tends to infinity
as k →∞. Moreover, by estimate (4.20) we immediately see that




which completes the proof.
Proposition 4.14. Let T > 0. Assume (φ(t),Γ(t),Λ(t)) is a solution to the time-
dependent HFB system, then we have the following a-priori estimate
NT (X) . 1 + T
5+3ε. (4.21)




C > 0 sufficiently large. Using estimate (4.17), we obtain the estimate




NTk+1(X) ≤ NTk(X) + N[Tk,Tk+1](X) ≤ NTk(X) + CT
2ε
k
. (data) + T 2ε1 + . . .+ T
2ε
k .
Switching to continuous T -variable yields the desired estimate
NT (X) . (data) +
∫ T 1/(1−α)
0
x2ε(1−α) dx .ε (data) + T
4ε
ε−2δ+1+2ε.
Lemma 4.15. Let (φ(t),Γ(t),Λ(t)) be a solution to the time-dependent HFB system.
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Then there exists α > 0 such that we have the following estimates
N[T0,T1](∂tX) . C1(T0) + (T1 − T0)αN[T0,T1](X)N[T0,T1](∂tX), (4.23a)
N[T0,T1](∇x+yX) . C2(T0) + (T1 − T0)αN[T0,T1](X)N[T0,T1](∇x+yX) (4.23b)
where









































∂tΛ =− (vNΛ) ◦ ∂tΓ− (vN ∗ diag Γ) · ∂tΛ
+ similar terms =: F
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By the same argument as in Lemma 4.12, we have the estimate
N[T0,T1](∂tΛ)













We shall look at two generic cases, as stated above, to deduce (4.23). In the first
















+ε∂tΓ(x− z, y) ‖L2([T0,T1])L 65+(dx)L2(dy)
+
∫




































+ε[(vN ∗ diag Γ) · ∂tΛ] ‖L2([T0,T1])L 65+(dx)L2(dy)
. ‖ (vN ∗ 〈∇x〉
1
2




+ ‖ (vN ∗ 〈∇x〉
1
2






Hence combining the above estimates yields
N[T0,T1](∂tΛ) . C1(T0) + (T1 − T0)
ε−2δ
2 {N[T0,T1](Λ)Ṅ[T0,T1](∂tΓ)
+ N[T0,T1](∂tΛ)Ṅ[T0,T1](Γ) + N[T0,T1](∂tφ)N[T0,T1](φ)}
. C1(T0) + (T1 − T0)
ε−2δ
2 N[T0,T1](X)N[T0,T1](∂tX).
Similarly, we can show




N[T0,T1](∂tφ) . C1(T0) + (T1 − T0)
ε−2δ
2 N[T0,T1](X)N[T0,T1](∂tX).
Therefore, summing up the three inequalities yields (4.23a). Moreover, the prove of
(4.23b) is exactly the same since∇x+y commutes withN−1vN(x−y), i.e. [∇x+y, N−1vN(x−
y)] = 0.
Using the above lemma we could again prove some a-priori estimates for both
the norm of ∂tX and ∇x+yX.
Proposition 4.16. Let T > 0. Suppose (φ(t),Γ(t), Λ(t)) is a solution to the time-
dependent HFB system, then we have the following uniform in N a-priori estimates
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for some α, α′ > 0, which are independent of T .
Proof. Again we choose the sequence Tk defined by (4.20) for some sufficiently large
C > 0. Applying Lemma 4.15 and estimate (4.22) yield the estimate
N[Tk,Tk+1](∂tX) . C1(Tk) + (Tk+1 − Tk)
ε−2δ
2 N[Tk,Tk+1](X)N[Tk,Tk+1](∂tX)





In particular, we have the estimate
NTk+1(∂tX) ≤ NTk(∂tX) + N[Tk,Tk+1](∂tX)





By switching to the continuous T -variable and set δ = ε2
8+2ε
, we obtain the estimate










Finally, applying Gronwall’s inequality yields





The proof for (4.24b) is exactly the same.
Remark 4.17. Note, from the a-priori estimate (4.24a), we could deduce













Then by the 1D Sobolev inequality we have that φ ∈ C([0, T ] × L2(R3)) and
Γ,Λ ∈ C([0, T ]× L2(R6)), that is, φ,Γ, and Λ are strong solutions to the nonlinear
equations.
Let us conclude this section with some a-priori estimates for the higher order
derivatives of (φ,Γ,Λ) which we will later use to estimate sh(2k).
Lemma 4.18. Suppose φ(t),Γ(t), and Λ(t) are solutions to the time-dependent HFB
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equations, then we have the following estimates
N[T0,T1](∂t∇x+yX) (4.25a)
. C3(T0) + (T1 − T0)
ε−2δ
2 N[T0,T1](X)N[T0,T1](∂t∇x+yX)




. C4(T0) + (T1 − T0)
ε−2δ
2 N[T0,T1](X)N[T0,T1](∇2x+yX)




. C5(T0) + (T1 − T0)
ε−2δ
2 N[T0,T1](X)N[T0,T1](∂t∇2x+yX)
+ (T1 − T0)
ε−2δ
2 N[T0,T1](∇x+yX)N[T0,T1](∂t∇x+yX)



























































Proof. The proof is similar to the proof of Lemma 4.15.
Proposition 4.19. Let T > 0. Suppose (φ(t),Γ(t),Λ(t)) is a solution to the time-
dependent HFB system, then we have the following uniform in N a-priori estimates


















for some constants κ1, κ2, κ3 > 0, which are independent of T .
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Proof. Let us begin by choosing the same sequence Tk defined by (4.20) for some
sufficiently large C > 0. By Lemma 4.18 and (4.22), we obtain the estimate
N[Tk,Tk+1](∂t∇x+yX)
. C3(Tk) + (Tk+1 − Tk)
ε−2δ
2 N[Tk,Tk+1](∂tX)N[Tk,Tk+1](∇x+yX).
In particular, if we set δ = ε2
8+2ε
then we have the estimate





NTk+1(∂t∇x+yX) ≤ NTk(∂t∇x+yX) + N[Tk,Tk+1](∂t∇x+yX)












Switching to continuous T -variable yields the estimate
NT (∂t∇x+yX) . C3(T0) +
∫ T
0




dτ Nτ (∂t∇x+yX)τ 4+ε








dτ Nτ (∂t∇x+yX)τ 4+ε.
128
Using Gronwall’s inequality, we obtain the estimate












for some κ > 0. The proofs for the other two estimates are similar.
4.4 Estimates for sh(2k)
The purpose of this section is to obtain estimates for sh(2k), which will be
used to obtain Fock space estimates. Recall the equation for sh(2k) is given by
S(sh(2k)) =− 2vNΛ− (vNΛ) ◦ p2 − p̄2 ◦ (vNΛ)
− ((vN ∗ diag Γ)(x) + (vN ∗ diag Γ)(y)) sh(2k)
− (vNΓ) ◦ sh(2k)− sh(2k) ◦ (vNΓ)
(4.27)
where S = 1
i
∂t −∆R6 .
Proposition 4.20. Let sh(2k) satisfy (4.27) with some initial conditions. Then for
any fixed T > 0 and 0 ≤ j ≤ 2 we have that













for some αj, α > 0.
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To prove the above proposition we will need a couple lemmas
Lemma 4.21. Let s0a be the solution to
Ss0a =− 2vN(x− y)Λ
s0a(0, x, y) = sh(2k)(0, x, y)
on the interval [0, T ]. Then there exists κj > 0 for 0 ≤ j ≤ 2 such that






for all t ∈ [0, T ].
Proof. Observe we could write the solution as
s0a(t, x, y) = e





‖ s0a(t, ·) ‖L2(dxdy)




















































by Λ̃(s, x, y). For the first term we shall rewrite the































+ ‖P|ξ|≥1∆−1x,y(vN(y)Λ̃(0, ·)) ‖L2(dxdy) + ‖P|ξ|≥1∆−1x,y(vN(y)Λ̃(t, ·)) ‖L2(dxdy).
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ds ‖ ∂sΛ(s, x+ y, x) ‖L∞(dy)L2(dx)
.
√






For the second and third terms, we have the estimate
‖P|ξ|≥1∆−1x,y(vN(y)Λ̃(t, x, y)) ‖L2(dxdy)
. ‖Λ(t, x, x− y) ‖L∞(dy)L2(dx)
. ‖Λ(s, x, x− y) ‖L∞([0,t])L∞(dy)L2(dx)






Thus, we have shown







In particular, it is easy to check
‖∇jx+ys0a ‖L∞([0,T ])L2(dxdy) . ‖ ∂t∇
j
x+yΛ ‖L2([0,T ])L∞(dx)L2(dy)






Lemma 4.22. Let sa be the solution to
S̃sa = − 2vNΛ
sa(0, x, y) = sh(2k)(0, x, y)
on the interval [0, T ]. Then there exists κj > 0 for 0 ≤ j ≤ 2 such that





for all t ∈ [0, T ].
Proof. Recall S̃ = S + V where
V (u) = ((vN ∗ diag Γ)(x) + (vN ∗ diag Γ)(y))u+ (vNΓ) ◦ u+ u ◦ (vNΓ).
Using the previous result, we see that
S̃s1a = −V (s0a) s1a(0, x, y) = 0
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where sa = s1a + s0a. It’s not hard to see























Let us consider the case when j = 0. Observe we have
‖ s1a ‖L2 ≤
∫ t
0














































The proof for j = 1, 2 is the same.
Proof of Proposition 4.20. The proof is exactly the same as the one given for The-
orem 7.1 in [GM17].
135
Chapter 5: Morawetz Estimates of the time-dependent HFB System
Consider the Bogoliubov state (quasifree state)
ΨHFB(t) =MΩ = e−
√
NA(φ)e−B(k)Ω (5.1)
where Ω = (1, 0, 0, . . .) denote the vacuum vector in Fock space. Following [GM17],
we define the kernel of the L-matrices (operators)




where Pn,m = a†x1 · · · a
†
xnay1 · · · aym .
5.1 Main Results






L1,1(t, x1;x′1) = (−∆x1 + ∆x′1)L1,1(t, x1;x
′










1 − x′2)L2,2(t, x1, x′2;x′1, x′2).
To effectively describe the conservation law associated with (5.3), we introduce the
pseudo-stress-energy tensor Tµν for µ, ν = 0, 1, 2, 3 of the one-particle Fock marginal
density matrix defined by
T00 = ρ := L1,1(t, x;x), (5.4a)







Tjk = σjk :=
∫











where δjk is the Kronecker delta. The quantity T00 is called the total-particle-number
density or mass density, the quantity T0j = Tj0 is called total-particle-number current
or, equivalently, momentum density, and the quantity Tjk is the stress tensor 1. For
1Since the Fock marginal density matrix is defined with a normalizing factor, then N · T00 is
the true total-particle-number density. We lack a better name for Tjk.
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′)·x(u+ u′)L̂1,1(t, u;u′) = −2∂xjT0j
where the last equality follows from Bv(L2,2)(x;x) = 0. Let us summarize the above
result and introduce some useful notation in the next proposition.
Proposition 5.1 (local conservation of total particle number). Let L1,1(t) be a
sufficiently smooth solution to (5.3). Then we have the following conservation law
∂ρ
∂t
+ 2∇x · p = 0 (5.5)
where the total-particle-number current is given by







In fact, with a bit more work, we also obtain the following continuity equation
for the total-particle-number current.
Proposition 5.2. Let L1,1(t) be a sufficiently smooth solution to (5.3). Then we
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∂kσkj + lj = 0 (5.7)





dy v(x− y){∇yL2,2(x, y;x, y)−∇xL2,2(x, y;x, y)}.
Since we will prove Proposition 5.2 directly from the Morawetz identity, let us
postponed the proof till a later section.
We define the Morawetz action associated to the observable a(x) ∈ C∞(R3) of
the one-particle Fock marginal density to be2
Ma(t) :=
∫
dx ∇a(x) · p(t, x). (5.8)
Then we have the following Morawetz identity for the one-particle Fock marginal
density matrix.
2The definition comes from looking at the evolution of the expectation value of an observable
a against our mass density. More precisely, using (5.5) and integration by parts, we get that
∂t
∫
dx a(x)L1,1(t, x;x) dx =
∫
dx ∇a(x) · pt(x).
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dy v(x− y){∇xL2,2(x, y;x, y)−∇yL2,2(x, y;x, y)}
for the one-particle Fock marginal density.
Remark 5.4. The one-particle Morawetz identity for the Gross-Pitaevskii hierarchy
has been considered in Theorem 3.1 of [CPT12]. In fact our result coincides with
Theorem 3.1 when v = δ even though our contexts are different.
For the convenience of notations, we have suppressed all the t variable in our
calculation since it only plays a passive role in the proof of Theorem 5.3. The main
result of this chapter is to establish the following interaction Morawetz estimate for
the one-particle Fock density matrix.
Theorem 5.5 (Interaction Morawetz-Type Estimate). Let Γ(t) be a sufficiently
smooth global solution to (5.3). Then we have the following estimate
∫
dtdx |Γ(t, x;x)|2 . 1 (5.10)
which is uniform in N and depends only on the initial data.
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5.2 Proof of Theorem 5.3


































=: J1 + J2.






′)·x{∇2a(x)(u+ u′, u+ u′)}L̂1,1(u;u′).
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Now, let us handle J2 which contains Bv(L2,2). Assume v is radially symmetric.
Then consider the Fourier transform of Bv(L2,2). For convenience, we decompose


















1 − x′2)δ(x2 − x′2)L2,2(x1, x2, x′1, x′2). (5.12b)
By direct calculations, we see that
































2 v̂(ξ2 − ξ′2)L̂2,2(ξ − ξ2 + ξ′2, ξ2, ξ′, ξ′2)
and, similarly, we also have





































v̂(ξ′2 − ξ2)L̂2,2(u, ξ2;u′ − ξ′2 + ξ2, ξ′2)
Now, apply the change of variables u 7→ u − ξ2 + ξ′2 and u′ 7→ u′ − ξ2 + ξ′2 to the









i(u−u′)·x(ξ2 − ξ′2)v̂(ξ2 − ξ′2)L̂2,2(u− ξ2 + ξ′2, ξ2;u′, ξ′2).










× v̂(ξ2 − ξ′2)L̂2,2(u− ξ2 + ξ′2, ξ2;u′, ξ′2).
(5.14)
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dXdY dX ′dY ′ei(u−u
′)·x(ξ2 − ξ′2)
× v̂(ξ2 − ξ′2)e−i(u−ξ2+ξ
′




















i(X−Y )ξ2−i(X−Y ′)ξ′2 v̂(ξ2 − ξ′2)
= −
∫
dXdY dY ′L2,2(X, Y ;X, Y ′)
×∇Xa(X) · ∇X
[
δ(Y − Y ′)v
(






dXdY L2,2(X, Y ;X, Y )∇Xa(X) · ∇Xv (X − Y )
=
∫
dXdY v(X − Y ){∆Xa(X) +∇Xa(X) · ∇X}L2,2(X, Y ;X, Y ).





























dy v(x− y)L2,2,(x, y;x, y)−∆[L1,1(x;x)]}.










dy v(x− y){∇yL2,2(x, y;x, y)−∇xL2,2(x, y;x, y)}.
This completes the proof of Proposition 5.2.
It is instructive to consider the special case v(x) = δ(x), c.f. equations (19)-
(20) in [BBC+18]. If v = δ, then we have the following one-particle Morawetz



















Again, from the Morawetz identity we can read off the Tjk components of the pseudo
146

























dxdx′ δ(x− x′)(∂xk∂x′j + ∂x′k∂xj)L1,1(x;x
′).
(5.17b)
Thus, we see that
Tjk =
∫











Remark 5.6. The reader should note that when v(x) = δ(x) we have that lj ≡ 0
since L2,2(x, y;x, y) = L2,2(y, x; y, x). Hence, this shows that the Tjk are conserved
for every fixed k.
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5.3 Morawetz Estimates
In this section we use (5.9) to prove the classical Morawetz estimates for the
time-dependent HFB system in 3D. Here, we consider the cases v = δ and v positive
radially symmetric. In particular, the main results of this section are Proposition
5.7 and Proposition 5.8.
Case 1: v(x) = δ(x)








dxdx′ δ(x− x′)a(x)(∇x +∇x′) · (∇x′ −∇x)L1,1(x;x′) = 0
(5.18)







dx ∇a(x) · [(∇x′ −∇x)L1,1](x;x).
Then, by (5.16), it follows we have that
∂2t
∫






























If a(x) = |x|, then by simple calculations using the Green’s identities we can show
that the relevant distributional derivatives of a(x) in R3 are given by
∆|x| = 2
|x|


























dx′ δ(x− x′){∂xj∂x′` + ∂x′j∂x`}L1,1(x;x
′)
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· [(∇x′ −∇x)L1,1](−T, x, x).




sh ◦ sh(x;x′) + φ(x)φ(x′) = Γ(x;x′) (5.22a)
and



































In particular, it follows that
L2,2(t, x, y;x, y)




L2,2(t, x, x;x, x) = |Λ(x, x)|2 + 2|Γ(x;x)|2 − 2|φ(x)|4. (5.23b)
Denote u := sh(k) and write













dy Im (ū(x, y)∂ju(x, y)) . (5.24b)





dy {∂xj ū(x, y)∂xku(x, y) + ∂xk ū(x, y)∂xju(x, y)}































then, by Proposition A.10 in [Tao06] and the conservation law in [GM13a], we
establish the estimate
∣∣∣∣∫ dx x|x| · [(∇x′ −∇x)Γ](t, x;x)





L2,2(t, x, x;x, x)
|x|
. 1 (5.25)












|(ū ◦ u)(t, x;x)|2
|x|
. 1 (5.26b)
Hence we have proven the desired Morawetz estimate when v = δ.
Similarly, if we consider the observable a(x) = |x− z|, then by (5.19) we have
∂2t
∫
dx |x− z|L1,1(x;x) (5.27)
















dx′ δ(x− x′){∂xj∂x′` + ∂x′j∂x`}L1,1(x;x
′).
















|(ū ◦ u)(t, x;x)|2
|x− z|
. 1. (5.28b)




dt Γ(t, z, z) . 1. (5.29)
Let us summarize our result in the following proposition.
Proposition 5.7. Let (φ(t),Γ(t),Λ(t)) be a smooth solution to the time-dependent













dt Γ(t, z, z) . 1.
Case 2: v(x) positive radial
Let us assume v(x) = v(|x|) and v is monotone decreasing away from the
origin.
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Take a(x) = |x| in (5.15), we obtain the estimate
∂tMa ≥ 4πL1,1(0, 0) +
∫
dxdy











dy v(x− y){∇xL2,2(x, y, x, y)−∇yL2,2(x, y, x, y)}




dxdy v(x− y) x
|x|




















v′(|x− y|)(x− y) · x
|x− y||x|
+ v(x− y) 1
|x|
]
L2,2(x, y, x, y)
since v is radial, that is, v(x− y) = v(|x− y|). By direct calculation, we see that
∫
dxdy











dy v(x− y){∇xL2,2(x, y, x, y)−∇yL2,2(x, y, x, y)}
= −
∫
dxdy v′(|x− y|)(x− y) · x
|x− y||x|








dxdy v′(|x− y|)(x− y) · x
|x− y||x|






(x− y) · x
|x− y||x|
+
(y − x) · y
|x− y||y|
)






|x| − |y| cos θ
|x− y|
+
|y| − |x| cos θ
|x− y|
)
L2,2(x, y, x, y) ≥ 0
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Thus, by conservation of energy, we obtain the estimate
∫ ∞
−∞
dτ Γ(τ, 0, 0) . |M(T )|+ |M(−T )| . 1.




dt Γ(t, z, z) . 1. (5.30)
Let us summarize our findings
Proposition 5.8. Let (φ(t),Γ(t),Λ(t)) be a smooth solution to the time-dependent
HFB system corresponding to a positive radially symmetric interaction potential v.




dt Γ(t, z, z) . 1.
Unlike the case v = δ, we were not able to obtain Morawetz-type estimate for
the Λ equation. The lack of localization of v introduces the source term lj in (5.7)
which make the the previous approach with of the δ infeasible in the current setting.
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5.4 Proof of the Interaction Morawetz Estimate for Γ
Case 1: v(x) = δ(x)
Let us write down the Virial interaction potential V a corresponding to a(x) as
V a(t) :=
∫
dxdy T00(t, x)T00(t, y)a(x− y) (5.31)





dxdy [∂tT00(t, x)T00(t, y)a(x− y) + T00(t, x)∂tT00(t, y)]a(x− y)
= −2
∫
dxdy [∂jT0j(t, x)T00(t, y)a(x− y) + T00(t, x)∂jT0j(t, y)]a(x− y)
= 2
∫





dxdy (T00(x)Tjk(y)− 4T0j(x)T0k(y) + Tjk(x)T00(y))ajk(x− y)
(5.32)
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dzRe(∂xj ū(x, z)∂xku(x, z)) + 2 Re(φ̄j(x)φk(x))
])
ajk(x− y)
which have good terms given by
φ(x)φ̄(x)(φ̄j(y)φk(y) + φj(y)φ̄k(y)) (5.33a)
+ (φ̄(x)φj(x)− φ(x)φ̄j(x))(φ̄(y)φk(y)− φ(x)φ̄k(y)) (5.33b)










dzdz′ {ū(x, z′)∂xju(x, z′)− u(x, z′)∂xj ū(x, z′)}





dzdz′ {∂xj ū(x, z′)∂xku(x, z′) + ∂xju(x, z′)∂xk ū(x, z′)}u(y, z)ū(y, z)
(5.33f)
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dz {ū(x, z)∂xju(x, z)− u(x, z)∂xj ū(x, z)} (5.34d)









dz {∂xj ū(x, z)∂xku(x, z) + ∂xju(x, z)∂xk ū(x, z)}. (5.34f)
For the good terms, the φ terms, (5.33a)-(5.33c), could be rewritten as follows
(5.33a) + (5.33b) + (5.33c) = Pj(x, y)Pk(x, y) +Qj(x, y)Qk(x, y) (5.35a)
where
Pj(x, y) := φ(x)φ̄j(y) + φj(x)φ̄(y)
and
Qj(x, y) := φ(x)φj(y)− φj(x)φ(y).
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Likewise, the u terms, (5.33d)-(5.33f), could also be rewritten as





dzdz′ {Rj(z, z′, x, y)Rk(z, z′, x, y) + Sj(z, z′, x, y)Sk(z, z′, x, y)}
where
Rj(z, z




′, x, y) := u(x, z′)∂yju(y, z)− ∂xju(x, z′)u(y, z).
For the troublesome (mixed) terms, let us consider their integrand, that is
(φ̄j(y)φk(y) + φj(y)φ̄k(y))ū(x, z)u(x, z) (5.36a)
















(φ̄(x)φk(x)− φ(x)φ̄k(x)){ū(y, z)∂yju(y, z)− u(y, z)∂yj ū(y, z)} (5.36f)
+ (φ̄j(x)φk(x) + φj(x)φ̄k(x))ū(y, z)u(y, z) (5.36g)
+ φ(y)φ̄(y){∂xj ū(x, z)∂xku(x, z) + ∂xju(x, z)∂xk ū(x, z)}. (5.36h)
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Define the terms
A±j (x, y) := u(x)φ̄j(y)± ū(x)φj(y) (5.37a)
B±j (x, y) := A
±
j (y, x) (5.37b)
C±j (x, y) := φ̄(x)∂yju(y)± φ(x)∂yj ū(y) (5.37c)
D±j (x, y) := C
±
j (y, x) (5.37d)
E±j (x, y) := ū(x)φ̄j(y)± u(x)φj(y) (5.37e)
F±j (x, y) := E
±
j (y, x) (5.37f)
G±j (x, y) := ∂xj ū(x)φ̄(y)± ∂xju(x)φ(y) (5.37g)
H±j (x, y) := G
±
j (y, x). (5.37h)


























































(F−j −H−j )(F−k −H
−
k ). (5.38d)
For the strictly-diagonal terms, we have that the L2,2 term is given by
∆a(x− y){Γ(x, x)L2,2(y, y, y, y) + Γ(y, y)L2,2(x, x, x, x)} (5.39a)
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and the Laplacian term
−∆a(x− y){Γ(x, x)∆yΓ(y, y) + Γ(y, y)∆xΓ(x, x)}. (5.39b)




dxdy Γ(t, x, x)Γ(t, y, y)(−∆∆a(x− y)) (5.40)
+
∫
dxdy {Γ(t, x, x)L2,2(t, y, y, y, y) + Γ(t, y, y)L2,2(t, x, x, x, x)}∆a(x− y)
+ 2
∫





dxdydzdz′ {Rj(z, z′, x, y)Rk(z, z′, x, y)
+ Sj(z, z





dxdydz {(A+j +D+j )(A+k +D
+
























+ (E+j −G+j )(E+k −G
+
k ) + (E
−
j −G−j )(E−k −G
−
k )
+ (F+j −H+j )(F+k −H
+
k ) + (F
−
j −H−j )(F−k −H
−
k )}ajk(x− y).
Take a(x) = |x|. Then we obtain the estimate
∂tM(t) &
∫
dx |Γ(t, x, x)|2 +
∫
dxdy
















Γ(t, x, x)L2,2(t, y, y, y, y)
|x− y|
.M(T )−M(−T ).
Finally, observe by Proposition A.10 in [Tao06] we have
|M(t)| ≤ 4
N
∣∣∣∣∫ dxdydz Γ(y, y) Im(ū(x, z)xj − yj|x− y| ∂ju(x, z)
)∣∣∣∣
+ 4







































By the conservation laws in [GM13a], we see that indeed
‖Γ(t, x, x) ‖2L2(dtdx) . 1. (5.42)
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Likewise, we also have
∫
dtdxdy






Γ(t, x, x){|Λ(t, y, y)|2 + 2|Γ(t, y, y)|2 − 2|φ(t, y)|4}
|x− y|
. 1. (5.43b)
Case 2: v(x) positive radial
As in the previous case, we write down the Morawetz interaction potential
Ma(t) = 2
∫





dxdy (∂tT00(t, y)T0,j(t, x) + T00(t, y)∂tT0j(t, x)
− ∂tT0j(t, y)T00(t, x)− T0j(t, x)∂tT00(t, x))aj(x− y)
= 2
∫
dxdy (−2∂kT0k(t, y)T0j(t, x)− T00(t, y)(∂kTkj(t, x) + lj(t, x))
+ (∂kTkj(t, y) + lj(t, y))T00(t, x) + 2T0j(t, x)∂kT0k(t, x))aj(x− y).
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− 2T0j(y)T0k(x) + Tjk(x)T00(y)}ajk(x− y) (main term)
+ 2
∫
dxdy {lj(t, y)T00(t, x)− lj(t, x)T00(t, y)}aj(x− y) (error term)
(5.44)
Applying a similar calculation as in the case when v(x) = δ(x), we see that
main term = 2
∫
dxdy Γ(t, x, x)Γ(t, y, y)(−∆∆a(x− y))
+
∫
dxdy {Γ(t, x, x)
∫
dz v(y − z)L2,2(t, y, z, y, z)
+ Γ(t, y, y)
∫
dz v(x− z)L2,2(t, x, z, x, z)}∆a(x− y)
+ 2
∫





dxdydzdz′ {Rj(z, z′, x, y)Rk(z, z′, x, y)
+ Sj(z, z





dxdydz {(A+j +D+j )(A+k +D
+
























+ (E+j −G+j )(E+k −G
+
k ) + (E
−
j −G−j )(E−k −G
−
k )
+ (F+j −H+j )(F+k −H
+
k ) + (F
−




Therefore, it suffices to focus on the error term for the remaining of the section.
The treatment of the error term will follow that of [GM13b].
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Observe
error term = − 4
∫
dxdy lj(t, x)T00(t, y)aj(x− y)
= − 2
∫




dxdydz v′(|x− z|)xj − zj
|x− z|
L2,2(x, z;x, z)T00(y)aj(x− y)
− 2
∫
dxdydz v(x− z)L2,2(x, z;x, z)Γ(t, y; y)∂xjaj(x− y)
To further the computation let us take a(x) = |x|, then it follows
error term = − 4
∫




L2,2(x, z, x, z)T00(y)
− 2
∫















× L2,2(x, z, x, z)T00(y)
− 2
∫
dxdydz v(y − z)L2,2(x, z, x, z)T00(y)∆|x− y|.
Thus, we have the following Morawetz estimate
∂tM
a(t) = (main term) + (error term)
≥ 16π
∫



















In particular, we also have






∣∣∣∣∫ dz | sh(k)(x, z)|2∣∣∣∣2 ≤ C. (5.47b)
Also we have that









dtdx Γ(t, x, x)2 . 1. (5.48)
166
Chapter 6: Collapsing Estimates on Closed Manifolds
6.1 Main Results
Let (M, g) be a closed Riemannian manifold with dimension d ≥ 3 and denote
∆g the corresponding Laplace-Beltrami operator associated to the metric g. Since
we only consider closed manifold with a fixed metric g, it is convenient to write ∆
in place of ∆g when the context is clear. We begin by considering both the linear
Schrödinger equation




= Λ0 ∈ C∞(M ×M)
(6.1)
and the von-Neumann Schrödinger equation




= Γ0 ∈ C∞(M ×M)
(6.2)
defined on the product manifold (M ×M,G = g ⊕ g).
The first goal of the chapter is to establish collapsing estimates, which are
natural generalization of bilinear Strichartz-type estimates to the case of arbitrary
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tensor products, for both (6.1) and (6.2) on general closed manifolds.
Theorem 6.1. Assume d ≥ 3. Suppose Λ(t),Γ(t) are solutions to (6.1) and (6.2),
respectively. Then there exists α > 0 such that for all σ > σ∗ = d−12 we have the
estimates
‖ diag Λ ‖L2([−α,α]×Ḣ1(M)) (6.3a)
. min
(∥∥∥ (−∆1) 12 (−∆2)σ2 Λ0 ∥∥∥
L2(M×M)
,




‖ diag Γ ‖L2([−α,α]×Ḣ1(M)) (6.3b)
. min
(∥∥∥ (−∆1) 12 (−∆2)σ2 Γ0 ∥∥∥
L2(M×M)
,




Here, diagF denotes the restriction of F to the diagonal subset {(x, y) ∈ M ×M |
x = y}.
The proof of Theorem 6.1 is based on ideas introduced in [Sog93b] to prove
the local well-posedness of the nonlinear wave equations with variable coefficients
and the semiclassical techniques used in [BGT04] to prove the Strichartz estimates
for the Schrödinger equation on closed manifold. Moreover, the collapsing estimates
for (6.1) can be viewed as a generalization of the bilinear Strichartz estimates on
closed manifold as proved in [Han12].
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6.2 Collapsing Estimates
This section is devoted to the proof of Theorem 6.1. To begin, we follow the
ideas used in [BGT04] by first describing the effect of spectral localization relative to
the elliptic operator ∆g on local coordinate patches of the product manifold. Then
we prove the spectral localized versions of Theorem 6.1. Finally, we use spectral
dyadic techniques to sum up the different range of the spectrum to obtain the
results of Theorem 6.1. Moreover, since the underlying geometries of (6.1) and (6.2)
are different, we will treat the equations separately.
The author would like to begin by apologizing to the reader for the fact that
this section will not be self-contained. In fact, we borrow many tools from [BGT04,
Han12]. Nevertheless, we will provide the reader with detailed reference to the
relevant section or statement of these papers when necessary.







for every smooth symbol a and u ∈ C∞0 (Rd). See [Sog93a,Hör94].
Let us state the following proposition which says the spectral localization op-
erator on product manifold is well-approximated by pseudodifferential operators.
Lemma 6.2. Let ϕ ∈ C∞c (R) and suppϕ ⊂ [12 , 1], καβ := κα × κβ : Uα × Uβ ⊂
Rd → Vα × Vβ ⊂ M ×M a coordinate patch, and χ1, χ2 ∈ C∞0 (V1 × V2) such that
χ2 = 1 near the support of χ1. Then there exist sequences of symbols (ψkj )j≥0 of
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C∞c (Uk×Rd), k = 1, 2, such that for every N ∈ N, for every h,m ∈ (0, 1], for every















where κ∗ denotes the standard pullback, P j1
h
= ϕ(h2∆j), and D = −i∇. Applying

















Proof. This follows immediately from Proposition 2.1 in [BGT04].
6.2.1 Estimates for (6.1)
For brevity of notation, let us adopt the convention Di = (−∆i)
1
2 . We are
ready to prove the following proposition
Proposition 6.3. Let h ∈ (0, 1], ϕ ∈ C∞c (R) with suppϕ ⊂ [12 , 1] and define
P 1
h




Λ0 = Λ0. Then we have the estimate
‖ diag Λ ‖L2([−αh,αh],Ḣ1(M)) .




of some α > 0, independent of h, or equivalently
‖ diag Λ ‖L2([−α,α],Ḣ1(M)) . ‖D1D
σ∗
2 Λ0 ‖L2(M×M) (6.4b)
where σ∗ is defined in Theorem 6.1.
Remark 6.4. The reader should note that the choice of derivatives in Proposition
6.3 is superficial. In fact, the spectral localization allows us to rewrite (6.4a) as
‖ diag Λ ‖L2([−αh,αh],Ḣ1(M)) . h
− d
2 ‖Λ0 ‖L2(M×M) .
However, our choice of derivatives will be more transparent later in Section 6.2.3
when we discuss the Bourgain refinement estimates. Moreover, following our proof
of Proposition 6.3, one could also prove
‖ diag Λ ‖L2([−αh,αh]×M) . h
− d−2
2 ‖Λ0 ‖L2(M×M) .
Following closely the presentation of [BGT04], we start by proving Proposition
6.3 on local coordinate charts.
Proposition 6.5 (Local Collapsing Estimate for (6.1)). Let U1 × V1 ⊂ R2d be a
product of open balls U1, V1 ⊂ Rd, endowed with Riemannian metrics gα, gβ, respec-






. Let U2 b U1 and V2 b V1 be
open balls, again with U2 ∩ V2 6= ∅, χ0 ∈ C∞0 (U2 × V2), ψ ∈ C∞0 (R2d\{|ξ|, |η| < 12}).
Then there exists α > 0 such that for every δ > 0, h ∈ (0, 1], and w0 ∈ C∞0 (U1×V1),
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we can find a w̃ ∈ C∞([−α, α]× U2 × V2), compactly supported, satisfying
ih∂sw̃ + h
2∆Gw̃ = r, w̃(0, x, y) = χ0(x, y)ψ(hDx, hDy)w0(x, y),
such that we have the estimate
‖∇xw̃(s, x, x) ‖L2([−α,α]×U2∩V2) . h
− 1
2
∥∥∥ |∇x| 12 |∇y|σ∗w0 ∥∥∥
L2(U1×V1)
.
Moreover, if w is a solution to (6.1) written in the above local coordinate with the
microlocalized initial data w̃(0) then we have w(s, x, y) = w̃(s, x, y)+R(s, x, y) where
‖R(s, x, x) ‖L2([−α,α]×U2∩V2) . h
some positive power ‖w0 ‖L2(U1×V1) .
Proof of Proposition 6.5. The proof employs the WKB approximation to the solu-
tion of (6.1). More precisely, we seek an approximation w̃ given by the oscillatory
integral1


















a(s, x, y, ξ, η, h) =
N∑
j=0
hjaj(s, x, y, ξ, η).
1Since w0 is compactly supported then we could trivially extend w0 to all of R2d. Also, ŵ0 is
the Fourier transform of the microlocalized data w̃0 not w0. Moreover, the variables ξ and η are
scaled to have length on the order of 1, that is 12 ≤ |ξ|, |η| ≤ 2.
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Here N is chosen to be sufficiently large, aj ∈ C∞0 ([−α, α] × U2 × V2 × R2d) are
solutions to some transport equations satisfying the initial data
a0(0, x, y, ξ, η) = χ0(x, y)ψ(ξ, η) and aj(0, x, y, ξ, η) = 0 for all j ≥ 1,
and the phase function φ ∈ C∞([−α, α] × U2 × V2 × A), where the annulus A =
{1
4
≤ |ξ|2 + |η|2 ≤ 4} contains the support of ψ, is a real-valued smooth function on




Gjk∂jφ∂kφ = 0 (6.6)
where Gjk is the dual metric with initial condition φ(0, x, y, ξ, η) = x ·ξ+y ·η. Since
the Riemannian metric is given by G = g ⊕ g, then the eikonal equation reduces to
∂sφ+ g(∇xφ,∇xφ) + g(∇yφ,∇yφ) = 0, φ(0) = x · ξ + y · η. (6.7)
One could make a further observation, if ϕ is a solution to
∂sϕ+ g(∇xϕ,∇xϕ) = 0, ϕ(0, x, ξ) = x · ξ (6.8)
2By the standard Hamilton-Jacobi theory, we see that the eikonal equation is well-posed on
some small time interval [−α, α] (c.f. Chapter 9 of [Arn97]). Moreover, It is also convenient to
write (6.8) in the form ∂sϕ+ |∇xϕ|2g = 0 where |ξ|2g := gij(x)ξiξj .
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then ϕ(s, x, ξ) + ϕ(s, y, η) uniquely solves (6.7). Rewrite (6.5), we get















where ã is the collapsed function of a. Then it follows
1
i





{ϕ(s,x,ξ)+ϕ(s,x,η)}(∂jϕ(s, x, ξ) + ∂jϕ(s, x, η))










+ lower order term
for j = 1, . . . , d.
To complete the proof of Proposition 6.5 it suffices to prove the following
proposition.
Proposition 6.6. Consider T : L2(R2d)→ L2(R1+d) defined by









where φ is defined as above and qh vanishes either on the complement of 14 <
|ξ|2 + |η|2 < 4 or (s, x) 6∈ [−ε, ε] × X, X compact, and |∂αs,xqh| ≤ Cα|ξ + η|. If
ε is sufficiently small then there exists a constant C, depending on finitely many
derivatives of qh, so that the following holds
‖TF ‖L2(R1+d) ≤ Ch
− 3d+1
2




As a preliminary to the proof of Proposition 6.6, let us recall some properties
of the phase function which will also be useful for the proof and later on in the
section.
Taylor expanding the solution of (6.8) about t = 0 yields
ϕ(t, x, ξ) = ϕ(0, x, ξ) + t(∂tϕ)(0, x, ξ) +O(t2)
= x · ξ − t|∇xϕ(0, x, ξ)|2g +O(t2)
(6.11)
for |t| < ε. In many of the proofs of the collapsing estimates, we will need to handle
the phase function
Φ±(t, x, ξ, η, ξ′, η′) = ϕ(t, x, ξ)± ϕ(t, x, η)− ϕ(t, x, ξ′)∓ ϕ(t, x, η′)
which by (6.11) has the form
x · {(ξ − ξ′) + (η − η′)} − t
(
|ξ|2g ± |η|2g − |ξ′|2g ∓ |η′|2g
)
+O(t2)
when |t| < ε. Making the change of variables (ξ, η, ξ′, η′) 7−→ 1
2
(ξ + η, ξ − η, ξ′ +
η′, ξ′ − η′) yields
x · (ξ − ξ′)− tp±(x, ξ, η, ξ′, η′) +R(t, x, ξ, η, ξ′, η′) (6.12)
where p+(x, ξ, η, ξ′, η′) = 1
2
(|ξ|2g + |η|2g − |ξ′|2g − |η′|2g) and p−(x, ξ, η, ξ′, η′) = g(ξ, η)−
175
g(ξ′, η′) and the remainder R satisfies
R(0, ξ, η, ξ′, η′) = (∂tR)(0, ξ, η, ξ
′, η′) = 0.
Then we have the following lemmas.
Lemma 6.7. Let (t, x) ∈ [−ε, ε] × X, X ⊂ Rd compact. If ε > 0 is sufficiently




(|ξ − ξ′|+ |p(x, ξ, η, ξ′, η′)|) . (6.13)
Proof. By the Taylor expansion (6.12), we see that
∇t,xΦ =









Thus, we have that
|∇t,xΦ| = |ξ − ξ′|+ |p(x, ξ, η, ξ′, η′)|+O(t).
Hence when t is sufficiently small the O(t) error term will be dominated by 1
2
|ξ− ξ′|
which yield the desired result.
Lemma 6.8. Let N > 0 and (t, x) ∈ [−ε, ε] × X, X ⊂ Rd compact. If ε > 0 is
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sufficiently small then there exists C > 0 such that




|∂αx p(x, ξ, η, ξ′, η′)| (6.14)
where m ∈ N>1, α = (α1, . . . , αd) ∈ Nd>1.
Proof. The proof is essentially the same as the proof of Lemma 6.7.
Let us continue with the proof of the proposition.
Proof of Proposition 6.6. Expanding the L2 norm of TF and making the change of




K(ξ, η, ξ′, η′)F̃ (ξ, η)F̃ (ξ′, η′)
|ξ + η| 12 |ξ − η| d−12 |ξ′ + η′| 12 |ξ′ − η′| d−12
where F̃ (ξ, η) := |ξ + η| 12 |ξ − η| d−12 F (ξ + η, ξ − η) and







Φ(s,x)q̃h(s, x, ξ, η, ξ
′, η′) dxds
with phase function Φ(s, x) = Φ(s, x, ξ, η, ξ′, η′) given by
Φ(s, x, ξ, η, ξ′, η′) = φ(s, x, ξ − η, ξ + η)− φ(s, x, ξ′ − η′, ξ′ + η′)
and |q̃h(s, x, ξ, η, ξ′, η′)| ≤ C|ξ||ξ′|. Next, we employ the technique of non-stationary
3Here, we abused notation. More accurately, we should have (ξ̃, η̃) maps to ξ = ξ̃ + η̃ and
ξ′ = ξ̃′ + η̃′...etc.
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phase to estimate the kernel K. Define the operator
L(s, x,Ds,x) = i−1〈∇s,xΦ,∇s,x〉|∇s,xΦ|−2
then by applying integration by parts yields







Φ(s,x)(L∗)N q̃h(s, x, ξ, η, ξ′, η′).












, |γ|,m ≤ N,α0 + · · ·+ αm = N (6.16)
since the general terms of (L∗)N q̃h are linear combination of (6.15) and (6.16).
Applying Lemma 6.7 and 6.8 and the fact that q̃N vanishes on the complement
of 1
4
< |ξ|2 + ρ2 < 4 then it follows
|(L∗)N q̃h| .
|ξ||ξ′|
(h−1|ξ − ξ′|+ h−1
∣∣|ξ|2g + |η|2g − |ξ′|2g − |η′|2g∣∣)N .
Note, when |ξ−ξ′|+
∣∣|ξ|2g+ |η|2g−|ξ′|2g−|η′|2g∣∣ ≤ h we will not perform any integration
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by parts. Moreover, since | · | and | · |g are comparable, then by change of variables,
independent of h, we could estimate the kernel uniformly on [−ε, ε]×X as follows
|K(ξ, η, ξ′, η′)| . 1
h4d+2
|ξ||ξ′|
(1 + h−1|ξ − ξ′|+ h−1
∣∣|ξ|2 + |η|2 − |ξ′|2 − |η′|2∣∣)N .





dξρd−1dρdξ′(ρ′)d−1dρ′dωdω′ F̃ (ξ, ρω)F̃ (ξ′, ρ′ω′)
× |ξ||ξ
′||ξ + ρω|− 12 |ξ − ρω|− d−12 |ξ′ + ρ′ω′|− 12 |ξ′ − ρ′ω′|− d−12
(1 + h−1|ξ − ξ′|+ h−1
∣∣|ξ|2 + ρ2 − |ξ′|2 − ρ′2∣∣)N
(6.17)
To further estimate the RHS of (6.17), we begin by applying Cauchy-Schwarz in-















(|ξ|2 + ρ2) d4 (|ξ′|2 + ρ′2) d4
where h(ξ, ρ) :=
(∫
dω |F̃ (ξ, ρω)|2
) 1




|ξ + ρω||ξ − ρω|d−1
∼ 1





1− κ2 cos2 θ(1− κ cos θ) d−22
.
1
(|ξ|2 + ρ2) d2
,
for some 0 < δ < π where 0 < κ < 1 since 1
2
≤ |ξ + η|, |ξ − η| ≤ 2.
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(|ξ|2 + ρ2) d4 (|ξ′|2 + ρ′2) d4
|ξ||ξ′|ρd−1(ρ′)d−1h(ξ, ρ)h(ξ′, ρ′)
(1 + h−2|ξ − ξ′|2 + h−2D2)N2
(6.18)
where D = |ξ|2 + ρ2 − |ξ′|2 − ρ′2. We begin by making the change of variables










4 (1 + h−2|ξ − ξ′|2 + h−2(τ − τ ′)2)N2
(6.19)
where the integration take place over the region τ ≥ |ξ|2 and τ ′ ≥ |ξ′|2. By Young’s






















dξdη |ξ|2|η|d−2|F (ξ, η)|2.
This completes the proof of Proposition 5.
Now, let us conclude the proof of Proposition 6.5. First note, by rescaling
ξ and η in estimate (6.31) and applying Plancherel and boundedness of projection
operator, we get the desired estimate
‖∇xw̃(s, x, x) ‖L2([−α,α]×U2∩V2 . h
− 1
2




Finally, for the error term we see that
R(s, x, x) =
∫ s
0
[ei(s−τ)∆Gr](τ, x, x) dτ ∼ O(hN+1)
with
















where b ∈ C∞0 ([−α, α]×U2×V2×B). By a straightforward application of the trace
theorem, we see that




‖ [ei(s−τ)∆Gr](s, x, x) ‖H1x dτ




‖ [ei(s−τ)∆Gr](s, x, y) ‖Ḣµx,y dτ
by Strichartz ineq. .I ‖ r ‖L∞s Ḣµx,y .α h
N+2−µ ‖ ŵ0 ‖L2ξ,η
where µ > d
2
+ 1. This completes the proof of Proposition 6.5.
Remark 6.9. To get higher derivative Strichartz estimates on closed manifold, we
used the fact Dg = (−∆g)
1
2 commutes with the Schrödinger operator to get the
Strichartz estimates
‖Dsgφ ‖Lp(I×Lq(M)) . ‖Dsgφ0 ‖H 1p (M).
Finally, using the fact that ‖Dsgφ ‖Lq(M) ∼ ‖φ ‖Ẇ s,q(M) we get the desired result.
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Proof of Proposition 6.3. Suppose {χν} is a partition of unity subordinate to a finite
covering
⋃










































where κ : Ων ⊂ M → Rd and κ∗(f) := f ◦ κ is the standard pullback. Hence it
suffices to prove estimate (6.4) on a single coordinate chart.
Furthermore, as in [BGT04], we begin by making the observation





solves the semiclassical equation
ih∂sw + h







Applying boundedness of eit∆G on Hµ, Lemma 6.2 and the trace theorem, we see
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that


























































+ lower order terms.
Note that ψ(hDx, hDy) is a shorthand expression for the sum of product of pseu-
dodifferential operators in Lemma 6.2. Finally, apply Proposition 6.5 and sum up
the 1
h
number of small-time intervals completes the proof of Proposition 6.3.
6.2.2 Estimates for the Γ Equation
In this subsection, we prove some estimates for (6.2) similar to ones in Propo-
sition 6.3.
Based on the Strichartz estimates for ρ(t, x) in the Euclidean space setting
established in Theorem 3.3 of [CHP17], we prove the following proposition.








Γ0 = Γ0. Then we have the estimate
‖ diag Γ ‖L2([−αh,αh],H1(M)) .
∥∥∥D 121 Dσ∗2 Γ0 ∥∥∥
L2(M×M)
(6.21a)
of some α > 0, or equivalently
‖ diag Γ ‖L2([−α,α],H1(M)) . ‖D1D
σ∗
2 Γ0 ‖L2(M×M) (6.21b)
where σ∗ is as defined in Theorem 6.1.
Following the same strategy as in the proof of Proposition 6.3, it suffices to
prove the statement
Proposition 6.11 (Local Coordinate Collapsing Estimate for Γ). Let U1×V1 ⊂ R2d
be a product of open balls U1, V1 ⊂ Rd, endowed with Riemannian metrics gα, gβ,






. Let U2 b U1 and V2 b V1
be open balls, again with U2∩V2 6= ∅, χ0 ∈ C∞0 (U2×V2), ψ ∈ C∞0 (R2d\{|ξ|, |η| < 12}).
Then there exists α > 0 such that, for every h ∈ (0, 1], u0 ∈ C∞0 (U1 × V1), we can
find a ũ ∈ C∞([−α, α]× U2 × V2), compactly supported, satisfying
ih∂sũ+ h
2(∆x −∆y)ũ = r, ũ(0, x, y) = χ0(x, y)ψ(hDx, hDy)u0(x, y),
such that we have the estimate
‖∇xũ(s, x, x) ‖L2([−α,α]×L2(U2∩V2)) . h
− 1
2




Moreover, if u is a solution to (6.2) written in the above local coordinate with initial
data ũ(0) then we have u(s, x, y) = ũ(s, x, y) +R(s, x, y) where
‖R(s, x, x) ‖L2([−α,α]×L2(U2∩V2)) . h
positive power‖u0 ‖L2(U1×V1). (6.23)
Again, the proof of Proposition 6.11 relies on the following proposition
Proposition 6.12. Consider T : L2(R2d)→ L2(R1+d) defined by









where ψ(s, x, ξ, η) = ϕ(s, x, ξ)−ϕ(s, x, η) and qh vanishes either on the complement
of 1
4
< |ξ|2 + |η|2 < 4 or (s, x) 6∈ [−ε, ε]×X, X compact, and |∂αs,xqh| ≤ Cα|ξ − η|.
If ε is sufficiently small then there exists a constant C, depending on finitely many
derivatives of qh, so that the following holds
‖TF ‖L2(R1+d) ≤ Ch
− 3d+1
2
∥∥∥ |ξ| 12 |η|σ∗F ∥∥∥
L2(R2d)
. (6.25)
Proof of Proposition 6.12. Expanding the L2 norm of TF and making the change




K(ξ, η, ξ′, η′)F̃ (ξ, η)F̃ (ξ′, η′)
|ξ + η| 12 |ξ − η| d−12 |ξ′ + η′| 12 |ξ′ − η′| d−12
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where F̃ (ξ, η) := |ξ + η| 12 |ξ − η| d−12 F (ξ − η, ξ + η) and







Ψ(s,x)q̃h(s, x, ξ, η, ξ
′, η′) dxds
with the phase function Ψ(s, x) = Ψ(s, x, ξ, η, ξ′, η′) given by
Ψ(s, x) = ψ(s, x, ξ − η, ξ + η)− ψ(s, x, ξ′ − η′, ξ′ + η′)
and
|q̃h(s, x, ξ, η, ξ′, η′)| ≤ C|ξ||ξ′|.







|ξ||ξ′|F̃ (ξ, η)F̃ (ξ′, η′) dξdηdξ′dη′
(1 + h−1|ξ − ξ′|+ h−1
∣∣ξ · η − ξ′ · η′∣∣)N . (6.26)
Note that we have again used the fact that g(ξ, η) ∼ ξ · η since g ∼ Id. Next, write
η = (p, η̃) then consider the integration with respect to η. Without loss of generality,




F̃ (ξ, p, η̃)F̃ (ξ′, p′, η̃′)







(1 + h−1|ξ − ξ′|+ h−1
∣∣|ξ|p− |ξ′|p′∣∣)N
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where G(ξ, p) =
(∫
dη̃ |F̃ (ξ, p, η̃)|2
) 1














G(ξ, τ/|ξ|)G(ξ′, τ ′/|ξ′|)










dξdpdη̃ |F̃ (ξ, p, η̃)|2.
Hence we arrive at the desired inequality.
6.2.3 Bourgain Refinement of the Collapsing Estimates
In this subsection we study the collapsing estimates where the spectral vari-
ables corresponding to the two spatial variables of M ×M are localized to different





F0 = F0 (6.27)
for any h,m ∈ (0, 1] where F0 = Γ0 or Λ0. The proof of the estimates is based on
Hani’s work on the bilinear Strichartz estimates on closed manifold [Han12] .
Proposition 6.13. For every 0 < h < m ≤ 1, λ = h
m
and ϕ ∈ C∞0 (R) with
suppϕ ⊂ [1
2




F0 = F0. Suppose F (t) is a solution to either (6.1)
187
or (6.2), then we have the estimate
‖ diagF ‖L2([−αh,αh],Ḣ1(M)) .
∥∥∥D 121 Dσ∗2 F0 ∥∥∥
L2(M×M)
(6.28a)
of some α > 0, or equivalently
‖ diagF ‖L2([−α,α],Ḣ1(M)) . ‖D1D
σ∗
2 F0 ‖L2(M×M) . (6.28b)
Let us state the local version of Proposition 6.13.
Proposition 6.14. Let U1 × V1 ⊂ R2d be a product of open balls U1, V1 ⊂ Rd,







. Let U2 b U1 and V2 b V1 be open balls, with U2 ∩ V2 6= ∅,
χ0 ∈ C∞0 (U2 × V2), ψ ∈ C∞0 (R2d\{|ξ|, |η| < 12}). Then there exists α > 0 such that,
for every h,m ∈ (0, 1] with h < m and λ = h
m
, w0 ∈ C∞0 (U1 × V1), we can find a
w̃ ∈ C∞([−α, α]× U2 × V2), compactly supported, satisfying the problem
ih∂sw̃ + h
2∆xw̃ ± h2∆yw̃ = r,
w̃(0, x, y) = χ0(x, y)ψ(hDx,mDy)w0(x, y)
with estimates
‖∇xw̃(s, x, x) ‖L2([−α,α]×H1(U2∩V2)) . h
− 1
2
∥∥∥ |∇x| 12 |∇y|σ∗w0 ∥∥∥
L2(U1×V1)
. (6.29)
Moreover, if w is a solution to either (6.1) or (6.2), satisfying (6.27), written in local
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coordinates with initial data w̃(0) then we have w(s, x, y) = w̃(s, x, y) + R(s, x, y)
where
‖R(s, x, x) ‖L2([−α,α]×L2(U2∩V2)) . h
positive power‖w0 ‖L2(U1×V1).
Proof of Proposition 6.14. Similar to the proof of Proposition 6.5, we consider the
WKB approximation (6.5) where ah is supported in [−α, α]×K× [1/2, 1]× [λ/2, λ].
Making the rescaling η 7→ λη, it follows





{ϕ(s,x,ξ)±ϕ(s,x,λη)}(∂jϕ(s, x, ξ)± ∂jϕ(s, x, λη))











for j = 1, . . . , d. Similar to the proof of Proposition 6.5, we first prove the following
proposition.
Proposition 6.15. Consider T : L2(R2d)→ L2(R1+d) defined by









where φ(s, x, ξ, η) = ϕ(s, x, ξ) ± ϕ(s, x, λη) and qh,m vanishes either when |ξ| 6∼ 1
or |η| 6∼ 1, or (s, x) 6∈ [−ε, ε] × X, X compact, and |∂αs,xqh,m| ≤ Cα|ξ ± λη|k. If ε
is sufficiently small then there exists a constant C, depending only on finitely many
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derivatives of qh,m, so that the following holds






∥∥∥ |ξ|k− 12 |η|σ∗F ∥∥∥
L2(R2d)
. (6.31)
Remark 6.16. The proof of Proposition 6.15 is similar to the proof of Theorem 1.1
given in [Han12]. However, for completeness, we have included a sketch of the proof
of Proposition 6.15 and refer the reader to [Han12] for the details. The key ingredient
in the argument is the uniform transversality condition satisfied by the two surfaces
∇t,xϕ(t, x, ξ) and ∇t,x[±λ−1ϕ(t, x, λη)] in T(t,x)Rd+1 whenever |ξ|g ∼ |η|g ∼ 1. More
precisely, let n1 and n2 be unit normal vectors to the two surfaces, respectively, then
for every δ ∈ (0, 1] there exists λ0 such that for all λ ≤ λ0 we have
|〈n1(ξ), n2(η)〉g| ≤ 1− δ
whenever |ξ|g ∼ 1 and |η|g ∼ 1.
Sketch of the Proof of Proposition 6.15. Consider the change of variables (ξ, η) 7→
(ξ − λη, η) which gives



















which is clearly maximal rank when t is sufficiently small, and the unit normal vector













ϕ(t, x, λη) = ±2(ξ − λη)
Tg−1(x)√
1 + 4|ξ − λη|2g
+O(t) 6= 0
on the region |ξ|g ∼ 1 and |η|g ∼ 1 whenever t is sufficiently small. In particular, if
we consider the unit vector v1 in the direction of g(x)−1(ξ − λη), it is clear that
∣∣∣∣∣∣〈g
−1(x)(ξ − λη), v1〉g√
1 + 4|ξ − λη|2g
∣∣∣∣∣∣ ∼ |ξ − λη|g√1 + 4|ξ − λη|2g &δ 1
whenever λ is sufficiently small. Hence the transversality condition holds.
Now let us rewrite η in terms of a new basis η = pv1 + η̃ or, simply, η = (p, η̃).
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Then we have that
‖TF ‖L2
=







∥∥∥∥∫ dpdξ e ih{ϕ(t,x,ξ−λη)±ϕ(t,x,λη)}ãh,m(t, x, ξ, η)F (ξ − λη, η)∥∥∥∥
2
.






{ϕ(t,x,ξ−λη)±ϕ(t,x,λη)}ãh,m(t, x, ξ, p, η̃)F (ξ − λη, η)
where η̃ is frozen. Thus, it suffices to prove that





since |η̃| . 1. Using a TT ∗-argument, we see that
‖Sη̃(w) ‖2L2 =
∫
dξdpdξ′dp′ K(ξ, p, ξ′, p′)G(ξ, p)G(ξ′, p′)
where G(ξ, p) = Gη̃(ξ, p) = |ξ − λ(p, η̃)|a|(p, η̃)|bF (ξ − λ(p, η̃), (p, η̃)) and





{φ(t,x,ξ,p)−φ(t,x,ξ′,p′)}c(t, x, ξ, p, ξ′, p′).
for some smooth compactly supported function c. By applying Lemma 2.1 in
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[Han12], we can estimate the kernel as follow
|K(ξ, p, ξ′, p′)| . (1 + h−1|ξ − ξ′|+m−1|p− p′|)−N .




(1 + h−1|ξ − ξ′|+m−1|p− p′|)N
. ‖K ‖L1‖G ‖2L2(dξdp).
where





Thus we arrive at the desired result.
The remainder of the proof of Proposition 6.14 follows exactly the same line
of arguments as in the proof of Proposition 6.5.
6.2.4 Proof of Theorem 6.1 for (6.1)
In this section we prove Proposition 6.1 for (6.1). The key ingredients involved
in establishing (6.3a) are Proposition 6.3, Proposition 6.13, and the following two
lemmas.
Lemma 6.17. Assume 0 < h < m ≤ 1 with λ = h
m














. λ ‖D1Dσ∗2 Λ0 ‖L2(M×M)
for some α > 0.
Proof of Lemma 6.17. It suffices to prove the statement in local coordinates. By
Theorem 2.1 in [BGT04] and Proposition 6.3, we have that








∥∥∥D 121 Dσ∗2 Λ0 ∥∥∥
L2(M×M)
for any N ≥ 1. Finally, following the proofs of Proposition 6.5 and Proposition 6.6,
we see that










K(ξ, η, ξ′, η′)F̃ (ξ, η)F̃ (ξ′, η′)
|ξ + η| 12 |ξ − η| d−12 |ξ′ + η′| 12 |ξ′ − η′| d−12













dξdη |ξ|2|η|d−2|F (ξ, η)|2
where the last inequality is a result of the facts that |ξ| ∼ λ and ρ ∼ 1, which are
consequences of rescaling and the restriction imposed by ψ(x,mD). The remainder
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of the argument is similar to the proof of Proposition 6.5.



















for any N and where the 〈·, ·〉 is the standard inner product on L2([−αh, αh]×M).
Proof of Lemma 6.18. It suffices to prove the statement in local coordinates. Ap-
plying Theorem 2.1 in [BGT04], Cauchy-Schwarz inequality and Proposition 6.3, we
see that

























+ hlarge positive power
∥∥∥D 121 Dσ∗2 Λ0 ∥∥∥2
L2(M×M)
= I + small term
where the inner product is defined on L2([−αh, αh] × Rd). Finally, using WKB






















where the kernel Kh,h′ can be estimated as follows
|Kh,h′(ξ, η, ξ′, η′)| .N
1





since |ξ| ∼ 1 and |ξ′|  1. Hence by the same arguments as in the proof of
Proposition 6.5 and Proposition 6.6, we arrive at the desired estimate.
Proof of Estimate (6.3a). By the almost orthogonality property of the spectral lo-
calization of diag Λ, we see that
‖Dg diag Λ ‖2L2([−α,α]×M) .
∞∑
i=0
‖DgP2i diag Λ ‖2L2([−α,α]×M) .
Next, employing the standard Littlewood-Paley product decomposition, we see that
for each fixed i we have


















=: HHi<Λ +HHi∼Λ +HLi>Λ + LHi>Λ.
Then it follows
‖DgP2i diag Λ ‖2L2([−α,α]×M)
. ‖DgHHi<Λ ‖2L2([−α,α]×M) + ‖DgHHi∼Λ ‖
2
L2([−α,α]×M)
+ ‖DgHLi>Λ ‖2L2([−α,α]×M) + ‖DgLHi>Λ ‖
2
L2([−α,α]×M) .
Next, let us estimate each term.
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∥∥D1Dσ∗2 P 12jP 22jΛ0 ∥∥2L2(M×M) .






∥∥D1Dσ∗2 P 12jP 22jΛ0 ∥∥2L2(M×M)
. ‖D1Dσ∗2 Λ0 ‖
2
L2(M×M) .
We can handle the HHi∼Λ term in a similar manner.
Next, we consider the termHLi>Λ. By Cauchy-Schwarz inequality and Propo-






















∥∥D1Dσ2P 12iP 22kΛ0 ∥∥2L2(M×M) . ∥∥D1Dσ2P 12iΛ0 ∥∥2L2(M×M) .
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Finally, by almost orthogonality, we obtain the desired result. The proof is similar
for the LHi>Λ term.
6.2.5 Proof of Theorem 6.1 for (6.2)
Lemma 6.19. Let 0 < h < m ≤ 1 with λ = h
m















2 ‖D1Dσ∗2 Γ0 ‖L2(M×M)
for some α > 0.
Sketch of Proof of Lemma 6.19. If suffices to consider the modification of the proof






F̃ (ξ, η)F̃ (ξ′, η′) dξdηdξ′dη′
(1 + h−1|ξ − ξ′|+ h−1





G(ξ, p)G(ξ′, p′) dξdpdξ′dp′






dξdη |ξ|2|η|d−2|F (ξ, η)|2.
The rest of the proof is standard.
Let us now complete the proof of Theorem 6.1 for (6.2).




. ‖DgHHi<Γ ‖2L2([−α,α]×M) + ‖DgHHi∼Γ ‖
2
L2([−α,α]×M)
+ ‖DgHLi>Γ ‖2L2([−α,α]×M) + ‖DgLHi>Γ ‖
2
L2([−α,α]×M) .













































































∥∥D1Dσ∗2 P 12jP 22jΓ0 ∥∥2L2(M×M)
) 1
2
. ‖D1Dσ∗2 Γ0 ‖
2
L2(M×M)
The remainder of the proof is similar to case of (6.1).
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Chapter 7: Conclusion and Discussion
In many ways, the time-dependent HFB system for bosons offers a remarkable
generalization of cubic NLS and Hartree equation. From a mathematical physics
perspective, the system provides a nontrivial correction to the mean-field equation
which allows for the studies of effective dynamics of the excitation of quantum gas.
In fact, Theorem 4.1 states that the time-dependent HFB system is rich enough to
capture details of the many-body system and provide Fock space estimates for the
true dynamics of quasifree states.
To put the results of Chapter 4 in context, we compare Theorem 4.1 and
Remark 4.2 to Theorem 1.1 in [BCS17]. Reader should note that the theorems are
similar in spirit, but the nature of the results are different. In [BCS17], the authors
imposed a condition on the structure of the pair excitation function k, which only
depends dynamically on the evolution of the condensate, then use it to obtain Fock
space approximation to the true dynamic when 0 < β < 1. In fact, they were able
to prove a global-in-time Fock space error estimate which is double-exponential in
time.
On the other hand, Theorem 4.1 allows for the dynamical development of
the pair excitation function, which in some sense is more general than the results
201
in [BCS17]. But, the regularity assumption on the initial data in Theorem 4.1 im-
poses restriction on the form of k. In particular, one could show that the regularity
assumption rules out the case of the coherent states, i.e. the case k = 0. However,
the recent result of Grillakis and Machedon in [GM18] suggests that more general
data is permissible. It is conjectured that we could even consider coherent states ini-
tial data and obtain Fock space estimate on the development of correlation structure
in the long time dynamics of the initial state. Nevertheless, even with the restric-
tion, the set of permissible initial conditions in Theorem 4.1 is still comparable to
that of [BCS17].
Lastly, the error estimate of Theorem 4.1 is valid for a much longer period of
time when compare to Theorem 1.1 in [BCS17]. The improvement in time of the
Fock space estimate in Theorem 4.1 is a result of our analysis of Λ. More precisely,
the improvement is the result of (4.1a), which ultimately helped us to avoid the
usage of Grönwall estimate. In fact, we believe the Fock space estimate could be
further improved if we improve our estimates for Λ. One conjecture we expect to
be true is that there exists κ > 0 such that






for all t ∈ [0, T ] for all N . In fact, to establish (7.1) it suffices to show
‖∇x∇yΛ(t, x, y) ‖L∞(dt)L2(dxdy) . N
some power. (7.2)
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Note that (7.2) is interesting in its own right. Problems of this flavor can be traced
back to the works of Bourgain on the growth of Sobolev norms for linear Schrödinger
equations (c.f. [Bou99a,Bou99b]).
A close examination of (7.2) shows that the current approach of estimating
∇x∇yΛ(t) via energy method will not be sufficient in establishing the estimate.
In fact, to prove (7.2), we will need to employ global-in-time Strichartz estimates.
Unfortunately, obtaining global-in-time Strichartz estimates for the time-dependent
HFB equations is in general a formidable task. In chapter 5, we establish the
interaction Morawetz-type estimate for Γ using the Virial interaction potential
V a(t) =
∫
dxdy Γ(t, x, x)a(x− y)Γ(t, y, y).
The approach adopts the method used in [CPT12] to establish the interaction
Morawetz estimates for the BBGKY (Gross-Pitaevskii) hierarchy. However, a major
difference between the BBGKY (Gross-Pitaevskii) hierarchy and the time-dependent
HFB system is the obvious fact that the time-dependent HFB system is nonlinear
whereas the Gross-Pitaevskii hierarchy is linear. Hence instead of following [CPT12]
and use the second marginal density, i.e. consider the Virial interaction potential
V a(t) =
∫
dxdy L2,2(t, x, y, x, y)a(x− y),
we replaced L2,2(t, x, y, x, y) by Γ(t, x, x)Γ(t, y, y). In doing so, we were able to prove
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the interaction Morawetz estimate
‖Γ(t, x, x) ‖L2(dtdx) . ‖Γ0 ‖H1/2(dx) .
Of course, the immediate question that follows is whether a similar type of estimate
holds for Λ. The calculation using L2,2 in the Virial interaction potential is highly
involved and we have no guarantee whether the idea will bear fruit.
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