Abstract-In our previous work, we have developed a multi-agent based simulated stock market where artificial stock traders coevolve by means of individual and social learning and learn to trade stock profitably. We tested our model on a single stock (British Petroleum) from the LSE (London Stock Exchange) where our artificial agents demonstrated dynamic learning behaviours and strong learning abilities. In this paper, we extend our previous work by testing the model on different types of stocks from different sections of the stock market. The results from the experiments show that the artificial traders demonstrate stable and satisfactory learning abilities during the simulation regardless of the different types of stocks. The results from this paper lays the foundation for our future work -developing an effecient portfolio manager from a multi-agent based simulated stock market.
Introduction
In our previous work [I] , we developed a multi-agent based simulated stock market within which artificial stock traders, modelled using artificial neural networks (ANNs).
coevolve by means of individual learning and social learning. and learn to trade profitably. We tested the model on a single stock (British Petrolieum) . Results from the simulation showed that the artitifical agents demonstrated dynamic behaviours and strong learning abilities. However. the fundamental principle of financial investments is diversification, where investors combine a variety of investments, such as stocks, bonds and real estate. to consturct efficient portfolios which bring the investors the greatest expected return under a given level of risk. Our aim is to introduce multiple stocks and other types of investments into the simulated stock market such that the artificial agents will be able to build up efficient portfolios. In other words we ultimately aim to develop an efficient porrfolio nranager. To achieve this, we are initially investigating how artificial traders will perform 
Background
In recent years, using multi-agent based models to study the stock market has become a promising research area due to the fact that this methodology reflects the nature of the stock market where heterogeneous investors with various expectations and different levels of rationality interact with each other through the market. See [21 for a good review of early work on agent based computational financial markets and [ 3 ] for the recent advances in evolutionary computation in economics and finance. ,
Based on this methodology, various types of Artificial
Stock Markets (ASM) have been developed [4, 5, 6] . These multi-agent based ASM models, rather than taking real data from real world markets, build the artificial stock markets from the ground up using a certain market structure together with the artificial stock traders modelled as heterogeneous adaptive agents. Inside these artificial stock markets, stock prices are generated endogenously and the resulting time series and market dynamics are studied 14.5.61.
Schulenberg and Ross [7, 8] Based on the study of Chen and Yeh [6] and Vriend [9] . we have developed a multi-agent hased simulated stock market where the basic market scenario, such as stock prices and trading volumes, are given extraneously. Inside the simulated stock market, artificial traders will coevolve by means o f individual learning and social learning. Previously we tested the model on a single stock [I] . In this paper. we extend the testing of the model to another five stocks. From the results we observe the stable and satisfactory learning ahilities of the artificial traders. and the importance of social learning relating to the adaptability of the agents. 
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7. A t the end of each 125-day trading, social learning occurs and each trader is given the opportunity to decide whether to look for more successful strategies from the pool or whether to publish hislher successful strategies into the central pool.
After social learning has finished. the system enters the next 125 trading days and steps 4. Table I lists the profiles of the five selected stocks from the London Stock Exchange (LSE).
Data and Data Pre-processing
Tahlel. Five selected stocks on which the model is tested. Sector
Besides the primitive historical share prices, other financial data is also used to compose 20 popular . . technical indicators that will he used b y our artifcial stock traders as inputs to their neural networks. This data includes: trading volume; intra-day high. intra-day low; 
Prediction Model
The neural networks used by the traders are multi-layer feedforward networks. The networks are either 2-layer (no hidden layer) or Mayer (one hidden layer). Two different types of activation function (sigmoid and tanh) are used.
There is one single output node from the network. During the artificial agents' individual learning. the agents' prediction models will be evolved by means of a GA process. In order to facilitate the GA learning process, the description tile of each neural network is designed in a way such that it can also be used as a chromosome within the GA, as shown in Figure 2 . This is a concise representation of an artificial neural network in terms of evolutionary artificial neural networks (EANNs Besides the mutation of weights and activation function. the structure of network is also evolved by means of adding a new node or deleting a node from the chromosome. SN and EN are used to keep track of the order of connections in the neural network.
As stated above, traders are allowed to use different sets of indicators for trading. Table 3 shows the different sets of indicators used by the 50 traders on the first trading day during the simulation of trading on the BAY.L share. 
Individual learning
Each of the five stocks will he traded in the simulated stock market for a period of 3750 trading days (usually starts from November 1987 and ends in January 2003).
The 3750 trading days are divided into 30 intervals. Each interval contains 125 trading days. Individual learning occurs during every 125-day trading period. At the start of each period, each trader decides which set of indicators they will use to build their prediction models. Each trader builds ten models based on their selected indicators. These ten models all use the same set of indicators, hut with different network architectures. Each trader evolves his ten models in an attempt to achieve better prediction models. using a CA described below.
On the first day of the 125-day trading period. a model is chosen, using roulette wheel selection, for the next S days trading. The selection is based on the ten models' scores. At the end of each 5-day trading, trader's ROP (rate of profit) is calculated using Formula I. x10 (1) w-w
W is the trader's current assets (cash + shares). w' is the trader's assets one week before. The selected model's score is then update using Formula 2.
where i is trader i and ?I is the n'h model selected from the IO models. Based on the new updated scores, four models are selected as parents, using roulette wheel selection. Another four models, those with the lowest scores, are selected and will be replaced by four new offspring (produced hy the four parents through mutation). Overall, the four parent models selected and the two remaining models will stay intact and continue to the next generation together with the four new offspring. Model scores for ,the four new offspring are given by adding a small variance to its parent model's score. as shown in Formula 3 where Vur is a random Gaussian number with a mean of zero and standard deviation of 0. I .
As a trader's individual prediction models (neural networks) have a different numhers of hidden nodes.
possibly a different numhers of hidden layers and maybe use different activation functions, it will not be sensible to use .a crossover operator in the GA. Rather, the structure of the neural networks are evolved by having the prohablilities to add or delete a node to its origin network without breaking down its origin network architechture. Evolving neural networks through mutation is also more feasihle from its biological perspective. Therefore, within the GA we set the probability of crossover 0 and mutation to I . The complete individual learning algorithm is g i x n in The number of connections to he mutated, ni, is a random integer between 0 and the total numher of connections in the selected neural network. Aw is a random Gaussian number with a mean of zero and standard deviation of 0. I, Besides the mutation of weights. we also evolve the structure of the network by allowing the probability of adding or deletion of hidden nodes.
After producing ten new models, the trader will select a model for the next 5 trading days, using roulette wheel selection. Individual learning occurs at the end of every 5-day trading for each trader.
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Social Learning
After 25 weeks (125 days) of trading and individual learning, all traders enter a social learning stage. During social learning, all traders have the chance to see how other traders are performing. Traders may decide to learn from other traders. or publish their own successful wading strategies, as shown in Figure I . At this stage. each trader will carry out a self-assessment. The trader's decision in social learning depends on the result from this selfassessment. Based on the methods used hy Chen and Yeh [6] , our trader's assessment is calculated using Formula 4. 5 and 6. First, the traders' rate of profit (ROP) (Formula I ) for the past six months is calculated. and the 50 traders are ranked from 0 to 49 according to their ROP.
(4)
R, is the rank of trader i in the range of (0,491 (0 means highest rank with the greatest ROP). Formula 4 gives each trader a score in terms of peer pressure from other traders. In other words, this score shows trader i's performance compared to other traders.
ROP -ROP
100
( 5 )
ROP is the rate of profit for the current six months trading. ROP' is the rate of protit for the previous six months. Formula 5 gives the trader's score in term^ of his own performance in the past six months compared to the previous six months. Finally, these two types of performance are composed into Formula 6. which gives the overall assessment for 1rader.i. If a trader's assessment is I. and the trader is using a strategy copied from the pool, do not publish it again, hut update this strategy's score in the pool using their six month ROP. Go into the next six months tradine using the same strategy.
If a trader's assessment is less than 0.9, the trader has 0.5 probability of copying a strategy from pool. which means the trader will discard whatever model he is using, and select a better trading strategy from the pool using roulette selection, and go into the next six months trading with this copied strategy. Or, with 0.5 probability. the trader will ,decide to discard whatever strategy he is using, and select another set of indicators as inputs, build I O new models and go into next six months trading with these IO new models.
If the assessment is between 0.9 and I . the trader is satisfied with his performance in past six months and continues using that strategy.
A number of experiments with different threshold
values were carried OUI to study the. situation when a trader should be allowed to make public his strategy. We decided to choose I and 0.9 as the thresholds, because the general situation is that most of the traders are doing well, even when they are using different prediction models. Thus, only the really good traders can achieve an assessment of I after six months trading under unusual market conditions, with the rna.jority of traders scoring between I and 0.9 and the badly performing traders scoring below 0.9.
Traders will also update scores of indicators they have used in the central pool based on their performance in the current six months using Formula I helow.
I: =I:+ROP
where i is the trader i. ii is the nlh indicator used hy trader i in the current six month tradin:. ROP is the rate of profit of the trader i in the current six months trading. 
Experimental Results and Discussion
Artificial traders' performance and behaviours
There are two basic types of traders in the stock market. One is the 'fundamentalists' who are more interested in the background fundamentals of a company. This type of trader will buy shares of companies with good value and hold it for a certain period with the expectation of capital gain through the appreciation in the price of the stock. order to observe the evolution of the artificial traders more clearly, we use the result from the simulation run on the BT share and select six typical traders to illustrate the adaptive learning of the agents and the different types of traders and trading strategies developed. as depicted in figure 9 . From figure 9, trader 29, 22 and 30 can be described as 'aggressive traders' who followed the trend of the stock price closely and accumulated their wealth in frequent trading. These type of strategies worked well during the upturn of the market, however, during the downturn of the market, the adaptability of the agents become essential to the success of the trader. While trader Table 4 shows, during the five simulation, 22% to 36% of the artificial traders were able to learn to develop good trading strategies that heat the market. Table 4 also shows the performance of the best trader from each simulaLion in the comparison of the benchmark buy and hold strategy and the risk-free hank saving.
In summary, the simulation run on the five different types of stocks shows that the artificial agents in our simulated stock market model demonstrate stable and satisfactory learning abilities regardless of the different background of the traded stocks. hut diversified learning behaviours related to the different stock price patterns. This provides us with a good foundation for our future work building effecient portfolio managers in the simulated stock market model.
Social Learning in A Diversified Environment
If we view the simulated stock market as a space of trading strategies, the evolutionary process of the simulation is essentially the process of artificial agents searching for the optimal trading strategies under certian market scenarios. Within this search space. there are different regions where each region represents trading strategies using the same set of information from the environment. Whether the agents are able to escape from one region and jump into another region to search for better solutions hecomes critial in terms of the quality of the whole population of agents and Referring to Schulenhurp and Ross's model [7,81. three different types of traders were evolved in seperate CA processes, which are essentially three seperate individual learning processes. Each of these three types of traders uses a certain set of informations from the market for decision making. Each type of trader is constrained to that particular set of information during the evolution. There are few questions we could ask here. How those types of traders are defined'? Are they defined based on the researchers' experience or pratically from the market'? Why used these three particular sets of information. not other sets of information? How many. different sets of information can he defined from the stock market, or a diversified environment? How do we define which set of information is a good combination. and which are not important'? These are the questions that should he answered by a social learning process where different agents use different set of information from the environment. In another sense. Schulenhurg and Ross's model is still a single learning process in a particular region; it did not solve the problem of learning across different regions in the global space. This is also another major reason we questioned the novelty of the strategies developed in Schulenhurg and Ross's model. the adaptability of the agents in a diversified environment where different sets of information could he perceived. such as the stock market.
Traditional methods for neural network learning using evolutionary algorithms are also restricted tn a lixed set of inputs, such that the evolutionary process is essentially the evoultion of the neural network architecture only. The learning of agents is actually trapped in a local optimal of a region. This type of learning with a pre-defined set of information does not solve the fundamental problem in an The social learning mechanism implemented inside our simulated stock market model acts as the bridge through which the agents escape from a local region and search in the global space for the optimal strategy. We believe that the social learning plays an important role in terms of quality of the whole evolutionary population and the adaptahility of the learning agents in a diversified and volatile environment.
Future Work
In the future work, we will introduce various types of investments and portfolio management theory into the simulated stock market model with the aim to build effecient portfolio managers. We will also look at how social learning affects the learning and adaptahility of the agents in a diversified and imperfect environment by changing the frequency and percentage of social learning during the simulation.
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