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iABSTRACT
The Universal Mobile Telecommunication Services (UMTS) network was envisioned to carry
a wide range of new services; however, the first UMTS release was not designed to efficiently
support multimedia content. In this thesis we analyse several mechanisms, and suggest archi-
tectural changes to improve UMTS’s capacity for a subset of the multimedia services; high-
bandwidth group services. 
In our initial work we have suggested how IP multicast protocols can be used in the UMTS
network to reduce the required network capacity for group services. This proposal was one of
many suggestions for the evolving Multimedia Broadcast/Multicast Service (MBMS) archi-
tecture for UMTS.
The next technique we have suggested and analysed is a new wireless channel type named
the “sticky-channel”; this channel is intended for sparsely populated multicast groups. The
sticky-channel is able to stick to mobile multicast members in the boarder area of neighbour-
ing radio cells, thus some base stations does not need to broadcast the multicast data. Conse-
quently, the total number of broadcast channels needed to cover a given area is reduced. There
is a marginal reduction of required resources with this technique.
In the main part of our work we have studied heterogeneous multihop wireless access for
multicast traffic in the UMTS network. In a heterogeneous wireless access network, the wire-
less resources needed to distribute high-bandwidth group services, can be shared among co-
operating network technologies. Mobile terminals with a UMTS interface and an IEEE 802.11
interface are readily available, consequently a heterogeneous network with UMTS and 802.11
links will be easy to deploy. We have described a heterogeneous architecture based on those
wireless technologies. In this architecture, the range of a UMTS radio channel is reduced, and
local IEEE 802.11-based Mobile Ad Hoc Networks (MANETs) forward the data to users lo-
cated outside the coverage of the reduced UMTS channel. The wireless resources required to
transmit a data packet are proportional to (at least) the square of the distance the packet must
travel, thus a reduction in the channel range releases a significant amount of UMTS radio re-
sources. Detailed simulation results showed acceptable service quality when the UMTS
broadcast channel range is more than halved.
Finally we have studied whether Forward Error Correction (FEC) at the packet-level on
multicast flows could improve the performance of the heterogeneous wireless access network.
There is a marginal improvement. Most of the protection brought by the FEC code has been
used to repair the increased packet-loss introduced by the FEC overhead.
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31 Introduction
1.1 Background
The first release of the 3rd generation (3G) of mobile networks (e.g., Universal Mobile Tele-
communication Services (UMTS) [2, 48]) was just completed when this thesis work started.
UMTS was designed to provide wireless access to the existing Internet services as well as
UMTS specific services. A wide range of multimedia content was predicted to be an important
set of new services. However, the UMTS network described in the first release did not have
enough resources to support several concurrent multimedia streams.
A UMTS channel could provide maximum data-rates ranging from 64Kb/s - 2Mb/s de-
pending of the environment. In later releases, the High Speed Downlink Packet Access (HSD-
PA) channel has been introduced to provide maximum data-rates up to 11Mb/s. However, the
highest data-rates are only available to users that experience a good channel quality. More im-
portant, the maximum available data-rate to the user also defines the total available radio re-
sources in each cell/sector, thus each radio cell/sector can support only a few high data-rate
users simultaneously. 
One example of a high-data rate service - streaming video of a sports event - requires a
channel capacity of at least 256kb/s to provide adequate small screen video quality [30]. The
resources required to support a wireless channel with a given bandwidth is proportional to (at
least) the square of the channel range. Consequently, a bandwidth of 256kb/s might be avail-
able in the close vicinity of the base station, however it will be difficult to support at the cell
border. As wireless Internet access increase in popularity, we believed that the demand for
high data-rate connections would rapidly exceed the available capacity. 
The network capacity can be increased by deploying more base stations. However, such a
solution has several disadvantages: First, there is a worldwide scarcity of frequencies suitable
for outdoor mobile radio communication. Second, infrastructure equipment for the UMTS ra-
dio access network is expensive. Thus, smaller cells increase the cost/bit significantly. 
UMTS is an evolving network architecture that is being standardised in several stages. Its
capabilities are still being extended. New research intended to enhance UMTS’s capacity for
high data-rate services would therefore be of value.
We have focused on a subset of the high data-rate services; group services (i.e., services
where the same data is sent to a group of subscribers). We believed that efficient network sup-
4port for this resource-greedy service type, would become one of the enablers for a successful
future wireless network. During this work there has been an increasing focus on group serv-
ices from the research community [46]. There has also been an increasing focus on heteroge-
neous wireless networking as a mean to increase the capacity of 3G and beyond networks. In
heterogeneous wireless networks the resources needed to transmit high-bandwidth services
can be shared among the cooperating network technologies. One example is the Satellite Dig-
ital Multimedia Broadcast (SDMB) [86] technology developed in the European IST project
MAESTRO [70]. The SDMB system is intended to complement the UMTS network with
broadcast capacity for multimedia services.
Multicast is one alternative delivery method for group services. It is used on the Internet
for e.g., video conferences, radio and video streaming, and game playing. Its advantages are
bandwidth savings over thinner links, and reduced resource consumption in servers. Multicast
improves the network's resource consumption by transmitting a packet requested by several
users, only once on each link. The first UMTS release allowed a user to join an existing Inter-
net group service; however, the network did not support multicast distribution. The service
was delivered to the receiver through a point-to-point tunnel between the UMTS gateway and
the mobile node. Clearly, this was an inefficient solution wasting limited UMTS networ re-
sources.
We have formulated and analysed several schemes and architectures that improves
UMTS’s capacity for high data-rate group services.
1.2 Motivation and Research Overview
The path of our work was formed as the research progressed. In the following we describe the
motivation and intermediate findings that set the course of our research. This description in-
cludes a brief overview of our work. The main contributions are presented in Section 3.2
The research for this thesis has involved several technologies and protocols. We have stud-
ied physical layer through to network layer for IEEE 802.11-based [51, 52] ad hoc networks
and the infrastructure-based UMTS [2, 48] network. The common theme in all our work has
been analysis of methods to reduce the UMTS resources required to deliver high-bandwidth
group services to the consumers, and thereby increase the availability of such services.
When our work started, 3GPP had just begun its work on the Multimedia Broadcast/Mul-
ticast Service (MBMS) [3, 104] architecture. MBMS would introduce efficient distribution of
5multicast and broadcast traffic in the UMTS network. In this context, we considered it worth-
while to study the applicability of the existing IETF IP multicast protocols for MBMS
(Paper A). Reuse of IP multicast protocols in UMTS would reduce the complexity in applica-
tion gateways, and reduce the time and cost for development of new protocols, as opposed to
the design and implementation of new UMTS-specific protocols. We performed an analysis
of the simple IP multicast solution provided with UMTS Release-99, and two IP multicast ar-
chitectures suggested by us. This work showed that a multicast architecture based on IP mul-
ticast mechanisms, could be a possible solution for the evolving MBMS. 
In our IP multicast work, we studied multicast transport in the complete UMTS network
except the wireless link between the mobile terminal and the base station (the radio cell).
However, the bottleneck in most UMTS network deployment is the capacity of the radio cell.
We have therefore focused on solutions to reduce the use of wireless resources in the radio
cell (for multicast traffic), in the remainder of our work.
In Paper B we analysed and compared three different channel types (unicast, broadcast,
and sticky-channel broadcast) for multicast distribution in the UTRAN (UMTS Terrestrial
Radio Access Network) [6] radio cell. The motivation for this study was the following: It is
cost-effective to use a one-to-many (broadcast) channel for multicast distribution in the wire-
less cell for densely populated groups; however, the unicast channels utilize the radio resource
much more efficiently than a broadcast channel. A broadcast channel has to be robust enough
to reach all the multicast receivers. The resource cost is defined by the multicast receiver
which at any instant experiences the worst channel quality. This robustness requires much
wireless resources. Neither are fast power adjustments nor packet scheduling based on chan-
nel quality available for a broadcast channel in contrast to a unicast channel. Thus it is best to
choose wireless unicast to each of the multicast members in sparsely populated groups.
As a third alternative to existing unicast and broadcast, we suggested a physical channel
type named sticky-channel where the mobile multicast terminal in a wide cell-border region
“sticks” to a broadcast channel from the neighbouring cell. This channel was based on the ob-
servation that during resource planning of the UMTS network it is recommended to build your
network such that a terminal is covered by two or more base stations in at least 40% of its con-
nection time (e.g., [59]). The purpose of the sticky-channel was to reduce the total wireless
resource consumption in a given region by eliminating the need for multicast transmission
from a subset of all base stations deployed to serve the region. The sticky-channel showed a
marginal reduction in wireless resources for sparsely populated multicast groups compared
6with the broadcast and unicast options.
To further reduce the UTRAN radio resources needed to distribute high-bandwidth group
services, we identified heterogeneous wireless networking as one feasible method. In our
opinion, the 4th generation (4G) of mobile networks will most likely consist of a multitude of
wireless standards that cooperate to form the 4G radio access network. 
In Paper C we suggested a hetero-
geneous multihop wireless access
network for multicast traffic. In a
heterogeneous wireless access net-
work, the cost to distribute a high-
bandwidth group service can be
shared among the cooperating tech-
nologies, e.g., the range of a UMTS
radio channel can be reduced and lo-
cal IEEE 802.11-based Mobile Ad
Hoc Networks (MANETs) [25] can
be used to forward the data to users
located outside the reduced UMTS
channel (see Figure 1 for an exam-
ple). Since the path-loss on the radio
channel is proportional to the nth
power of distance where n ranges between 2 and 4 [82], a reduction in the channel range can
free a significant amount of UTRAN radio resources, and thus increase the network capacity.
When we started our work with the heterogeneous wireless access network, MANETs was
becoming adequately mature, and mobile terminals with both IEEE 802.11 and UTRAN
transceivers were readily available. Thus a combination of 3G cellular networks and IEEE
802.11-based MANETs was a feasible and easy-to-deploy architecture.
Mobile Ad Hoc Networks (MANETs) [25] operate independently of a fixed or preplanned
infrastructure. The networks are autonomous and may be isolated, or interconnected to other
networks through gateways. Each node in a MANET is also a router. A stand-alone routing
protocol for an ad hoc network dynamically forms multihop routes from source to destination.
Nodes in a MANET can be highly mobile, consequently, the presence of links and thus the
network topology, is constantly changing. A MANET routing protocol must therefore be able
3G Base station
3G Radio cell
Figure 1: This figure shows a heterogeneous wireless
access network. The range of the UMTS broadcast
channel has been reduced to cover the small grey area,
and MANETs are used to forward the multicast data to
terminals in the remaining area of the radio cell.
7to handle rapid route changes.
In Paper D we sketched two multicast routing protocols for the heterogeneous multihop ac-
cess network; one distributed protocol with some central support and one fully centralised pro-
tocol. The distributed protocol is described in detail in Research Report G. We chose to design
new multicast protocols for our heterogeneous architecture to allow for efficient exploitation
of the available centralised infrastructure (UMTS). The other option was to modify existing
MANET multicast protocols. Some central support improves the efficiency of MANET mul-
ticast routing. Our choice allowed us to build a distributed routing protocol based on (what we
believed to be) the best components from several popular MANET protocols and introduce
some central support to this design. 
Encouraging results from the preliminary analysis of the heterogeneous wireless access
network performed in Paper C and Paper D motivated for a detailed analysis of the architec-
ture and the distributed multicast protocol (Research Report G). The analysis is presented in
Paper E. 
Traditionally the telecommunication industry has had a high focus on network reliability
and quality of service (QoS) whereas best-effort data networks rely on redundant network ca-
pacity to support some service quality. In resent years QoS mechanisms has become available
for data networks as well, however large differences still exists between different network
types. UMTS is a reliable network with efficient QoS mechanisms, whereas the MANETs are
unreliable best-effort networks. Thus an important aspect of our detailed analyses of the het-
erogeneous wireless access network has been to study the service quality in the heterogeneous
multihop network in comparison with the standard, reliable, one-hop, wireless UTRAN chan-
nel. We used this analysis to identify the maximum MANET size (and thus shortest UTRAN
channel range) that provided an acceptable service quality. The heterogeneous architecture al-
lowed a reduction of the UTRAN broadcast channel to approximately 45% of the cell range.
During our work with the heterogeneous wireless access network, we observed that most
packet-loss was loss of single packets or short sequences of two or three packets. This led us
to believe that forward error correction (FEC) used as an erasure code on the multicast packets
could improve the performance of the heterogeneous network. This could allow larger MA-
NETs and therefore, a further reduction of the range of the UMTS multicast radio channel
(and consequently also a reduction in the required radio resources).
In packet-level FEC (FEC as an erasure code), a number of redundant packets are generated
for each block of data packets. The redundant packets are used at the receiver to regenerate a
8number of lost packets. Thus a FEC encoded multicast stream can be transmitted on a path
with a higher packet loss ratio. Consequently, FEC could allow longer ad hoc paths and thus
shorter UMTS channel range in our heterogeneous architecture. An analysis of multicast with
FEC in the heterogeneous wireless access network showed some throughput improvement,
but at a very high bandwidth cost (Paper F). 
1.3 Thesis Outline
The thesis is organized in two parts. Part I is an introduction to the areas of which our work
depends, and to the areas where the thesis contributes, whereas Part II consist of a set of pub-
lished articles that presents the results of our research. 
Part I
After a brief introduction that describes the background, motivation and outline of the thesis,
chapter 2 gives an overview and presents related work of the research fields coved by our
work. Chapter 3 describes our research methods, a summary of the main contributions and
gives a short discussion of the work. 
The list of figures and the list of terms and acronyms given in the beginning of the thesis
are restricted to Part I. Likewise, since each article includes a reference list, the reference list
found at the end of Part I, is exclusive to this part of the thesis.
Part II
Part II consists of the following six research papers and one research report:
• Multicast in 3G Networks: Employment of Existing IP Multicast Protocols in UMTS
• Sticky Point-to-multipoint Channel For Multicast in UMTS
• Multicast Service Availability in a Hybrid 3G-cellular and Ad Hoc Network
• Multicast-service Distribution on a Cellular Network Assisted by Local Ad Hoc Networks
• A Heterogeneous Cellular and Ad Hoc Network Architecture for Multipoint Streaming:
A detailed performance analysis
• Evaluation of Packet-level FEC with Multicast Streaming for a Heterogeneous 3G-Cellular
and Ad Hoc Network
• Multicast in a Heterogeneous Cellular and Ad Hoc Network: Specification of an Ad Hoc
Routing Protocol with Cellular Assistance
92 Overview and Related Work
This chapter presents an overview of the research areas covered by this thesis. The purpose is
not to give a comprehensive overview of the different areas, but to provide necessary back-
ground information, and describe important work related to our research.
The basics of IP multicast are presented in Section 2.1. Multicast is a common component
in all our work, and the two multicast architectures for UMTS that we have suggested and an-
alysed were based on IP multicast mechanisms. In Section 2.2 we present the Multimedia
Broadcast/Multicast Service (MBMS) [3] for UMTS; MBMS is the current multicast archi-
tecture for UMTS. Section 2.3 gives an overview of multicast routing for Mobile Ad Hoc Net-
works (MANETs). MANET multicast mechanisms are used in the multicast protocols we
have suggested for our heterogeneous wireless access network. The area of multihop and het-
erogeneous wireless access networking for 3G and beyond is covered in Section 2.4. We have
also studied packet-level forward error correction (FEC) for multicast on the heterogeneous
wireless architecture; section 2.5 describes the use of packet-level FEC in wireless networks.
2.1 Internet Protocol (IP) Multicast
Multicast distribution over the Internet is based on the model introduced by Stephen
Deering [27]. It is intended for one-to-many, few-to-many and many-to-many communica-
tion. Multicast improves the network's bandwidth budget by transmitting a packet requested
by several users only once on each link. Consequently its advantages are bandwidth savings
over thinner links, and reduced resource consumption in servers. 
Multicast sessions use a particular class of IP addresses, class D. Originally the portion of
the address range that was intended for global multicast groups, was an unregulated and flat
address space. Thus any multicast group could ask for any multicast address, which might re-
sult in address collisions between groups. A portion of this range has later been assigned to
GLOP addressing [71]; each Autonomous System (AS) is given a short range of static global
multicast addresses in the GLOP address space. The Multicast Address-Set Claim (MASC)
Protocol [80] provides one suggestion for how to handle global dynamic multicast address al-
location for the remaining range, however this mechanism is not widely used on the Internet.
In the IP multicast model, sources need not be members of the multicast group, and can
dynamically join or leave sessions. The multicast receivers can also dynamically join or leave
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a session. The receivers do not need to know the sources in the session, and likewise, the
sources do not need to know the receivers in the session.
Typically, nodes that want to join a multicast session inform the local router of this intent
via the Internet Group Management Protocol (IGMP) [19], or Multicast Listener Discovery
(MLD) [96]. Local routers that serve multicast members, join the multicast distribution tree
maintained by a multicast routing protocol. Interdomain multicast routing is most commonly
handled by the Multicast Border Gateway Protocol (MBGP) [13], with additional support
from the Multicast Source Discovery Protocol (MSDP) [32] for shared distribution tree pro-
tocols. The multicast routing protocols for intradomain routing can be classified into three
groups:
• Shared distribution tree protocols
• Source specific tree protocols
• Stateless multicast. 
Shared Distribution Tree Protocols
In shared tree multicast routing protocols, all
sources for one multicast session use the same distri-
bution tree. A core node is selected to root the multi-
cast tree for a multicast session (Figure 2). New
multicast members join the multicast tree by sending
a join message towards the root of the common tree,
and are subsequently attached to the tree. Using a
shared multicast tree has the disadvantage that pack-
ets are distributed to the multicast group along paths
that can be much longer than the shortest paths from
sources to receivers. The advantage is that routers
only need to maintain one state object for each multi-
cast group, and signalling traffic is required to main-
tain only one tree. Shared distribution tree protocols are also referred to as any source
multicast (ASM).
Protocol Independent Multicast-Sparse Mode (PIM-SM) [33] and Core Based Trees
(CBT) [12] are the two most popular shared tree routing protocols. In CBT, multicast packets
from a source that is not a multicast member, are tunnelled to the core node which in turn for-
S1
S2C
Figure 2: The figure shows shared
tree routing. Each source (S1 and S2)
sends the packets to the core node (C)
which in turn forwards the data onto
the multicast tree. 
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wards the data on the multicast tree. CBT maintains bidirectional trees; thus source data from
a multicast member are distributed on the tree directly by the source. PIM-SM builds a unidi-
rectional tree from the core to the multicast members. In PIM-SM, a new source always sends
the encapsulated multicast packet to the core (Rendezvous Point), which in turn forwards the
data on the multicast tree. Next, the core router performs a source specific join towards the
source, to attach the source node to the distribution tree and avoid the encapsulation and (pos-
sibly) inefficient paths. PIM-SM also allows receivers to switch to a source-based shortest
path tree.
PIM-SM maintains temporary multicast state information (softstate) in the routers. The
softstate is refreshed with periodic join messages addressed to the core node, from the routers
that serve multicast members. CBT keeps hardstate information that is maintained with ac-
knowledged join-requests and quit-requests. The shared multicast tree model is most useful in
a few-to-many scenario for sparse member distributions. 
A variant of PIM-SM, called Bi-directional Protocol Independent Multicast (BIDIR-
PIM) [37], is being specified, this protocol is intended for many-to-many scenarios.
Source Specific Distribution Tree Protocols
The alternative to shared trees is to build
source specific trees from each source
(Figure 3). A source specific tree trades
complexity in the form of a large state
space in routers and a larger number of
links, for an efficient shortest path distribu-
tion tree for the multicast data. Source Spe-
cific Multicast (SSM) [47, 17] represents
this routing type. SSM is in reality the
source specific parts of PIM-SM [33].
These protocols are also referred to as sin-
gle source multicast (SSM). SSM is most
useful for one-to-many scenarios for sparse
member distributions.
A different type of source specific tree multicast protocols is represented with Protocol In-
dependent Multicast-Dense Mode (PIM-DM) [7]. This protocol type is intended for groups
S2
S1
Figure 3: The figure pictures source specific
multicast routing. One multicast tree is estab-
lished for each source (S1 and S2). The red
nodes are multicast members.
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with high multicast member density. In PIM-DM, multicast sources periodically flood the
multicast data in a given domain. Routers which are not interested in the multicast data explic-
itly prune their branch of the distribution tree. Due to the periodic flooding, these protocols
are not efficient for sparse multicast groups, and do not scale well with increasing group size.
Stateless Multicast
Stateless multicast is a different approach to multicast distribution. This protocol type does
not maintain the multicast group states in the routers. The addresses (or some coded address)
of all receivers must be present in the header of a stateless multicast data packet. Upon recep-
tion of a multicast packet, the router consults its unicast protocol and chooses the correct net-
work interface for the next hop towards each of the receivers. The packet is replicated, and the
address list updated when different next-hop nodes are required to reach all the receivers. 
Obviously this type of multicast does not scale well with increasing group size; however
it, scales very well with increasing number of small multicast groups. Stateless multicast must
be explicitly supported by all routers the multicast packet passes on its way to the destinations;
this is the main disadvantage with this protocol type. This protocol type is therefore most use-
ful when the multicast source is connected to the rest of the network via narrow-bandwidth
links. In this case only the narrow-bandwidth routers must support stateless multicast. The
multicast packet is expanded to multiple unicast in a gateway between the narrow-band net-
work and the rest of the network.
The IETF draft “Explicit Multicast (Xcast) Basic Specifications” [18] describes the general
operation of this type of protocol. Differential Destination Multicast (DDM) [55] is an exam-
ple of an Xcast protocol.
2.2 UMTS Multimedia Broadcast/Multicast Service
In the first UMTS release, multicast support in the UMTS standard was an optional solution
that provided access to a multicast service by means of unicast tunnelling. The IP multicast
routing was terminated in the GGSN (Gateway GPRS Support Node) between UMTS and the
Internet (ref. Figure 4). GGSN also served as an Internet Group Management Protocol
(IGMP) [19] designated router, and performed IGMP signalling on point-to-point data chan-
nels with the mobile terminals that wanted to be multicast members. In this UMTS architec-
ture only the GGSN and the mobile terminal were multicast aware. This solution enabled a
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mobile terminal to access an existing multicast service on the Internet, but did not exploit the
potential network resource gain associated with multicast routing.
The Multimedia Broadcast/Multicast Service (MBMS) [3, 104] was introduced in the
UMTS standard (Release-6) to improve the efficiency of group communication in UMTS. Our
work presented in [43] and [45] suggested possible solutions to some parts of the MBMS ar-
chitecture. The final MBMS design is split into the MBMS Bearer Service and the MBMS
User Service.
The MBMS Bearer Service 
The MBMS Bearer Service includes a Multicast and a Broadcast Mode. The advantage of the
MBMS Bearer Service compared to the original UMTS bearer services is that a multicast rout-
ing mechanism is introduced. One MBMS packet flow is replicated (when needed) by the
UMTS network routing nodes: GGSN (Gateway GPRS Support Node), SGSN (Serving
GPRS Support Node) and RNCs (Radio Network Controller) (ref. Figure 4).
In MBMS each multicast group is identified by a multicast IP address and an Access Point
Name (APN). The APN represents a specific GGSN, and is set as the source of the data pack-
ets for the multicast group. In contrary to IP multicast, MBMS allow only one known source
for each group. Also, unknown multicast members are not allowed in MBMS; a User Equip-
ment (UE) must register a join with the Broadcast Multicast - Service Center (BM-SC) to join
a multicast group. This modified multicast model, where the source and all the receivers are
RNC
RNC
UE
UE
UE
SGSN GGSN
  HLR, AuC,
Node B
BM-SC
SGSN
Node B
UTRAN CN
Internet
EIR, CGF
Figure 4: This figure shows the UMTS (Universal Mobile Telecommunications System) elements
participating in the MBMS architecture. CN (Core Network) is a high capacity backbone network,
while UTRAN (UMTS Terrestrial Radio Access Network) incorporates the low capacity radio links.
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known, eases the mechanisms for security and the mechanisms for source and receiver charg-
ing. The MBMS architecture addresses to some extent the multicast deployment problem is-
sues raised in [28].
MBMS uses a query-and-response mechanism similar to unsolicited join and leave of
IGMP [19], both for group management and for establishment of multicast forwarding trees.
A comparison between the MBMS mechanism and IGMP can be found in [103]. When a user
equipment wants to join a multicast group, it sends a join to the GGSN, which in turn verifies
with the BM-SC whether this user is allowed to join. The GGSN receives the address of the
APN that administers the multicast group, from the BM-SC. A positive acknowledge to this
join initiates a sequence of MBMS signalling messages. These messages create/modify the
MBMS Bearer Context (MBC) state in all UMTS nodes on the path between the mobile ter-
minal (UE) and the APN for the multicast group. The MBC stores (among other parameters)
the multicast IP address, and the downlink interfaces that serve multicast members. 
When a mobile multicast member wants to leave the multicast group, the mobile terminal
(UE) sends a leave message to the GGSN. This message unsubscribes the user from the mul-
ticast group, and removes the multicast state associated with this user in the network nodes. 
When a mobile multicast member performs a handover to a new base station, this member
must be associated with a new link in the multicast tree. The standard UMTS signalling mes-
sages that support node mobility have been augmented to include information to support mul-
ticast tree maintenance.
MBMS creates a standard multicast forwarding tree to distribute the multicast data in the
Core Network and part of the radio network (UTRAN). The multicast tree spans the GGSNs,
SGSNs and the RNCs.
The method for multicast data distribution from the RNCs via the base stations (Node-B)
to the mobile user equipment, is selected based on the number of multicast subscribers asso-
ciated with each radio cell/sector. If there are few members located in a cell/sector, a normal
point-to-point unicast connection is setup between the RNC and the user equipment. Other-
wise a common path is established between the RNC and the base station, and a broadcast
channel is allocated for the wireless link to the mobile terminal (UE).
MBMS may use an advanced counting scheme to decide the approximate number of mul-
ticast members associated with a radio cell/sector. Based on this number, the network chooses
whether zero, one, or more dedicated (i.e. unicast) radio channels lead to a more efficient re-
source usage than one common (i.e. broadcast) radio channel.
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The Forward Access Channel (FACH) was selected to be the common point-to-multipoint
wireless channel in the MBMS RAN (Radio Access Network) [5, 77]. FACH uses soft-com-
bining and selective-combining to improve the reliability of the data reception and thus allow
a reduction in the transmission power for the broadcast channel. Selective- and soft-combin-
ing will both combine the broadcast transmissions from adjacent base stations. Soft-combin-
ing is used to combine received power before channel decoding while selective-combining
decodes the signal from each base station independently and compares the results before it
chooses the one that has the highest probability of being correct.
The MBMS User Service
The MBMS User Service is basically the MBMS Service Layer. It offers a streaming and a
download delivery method. The Streaming Delivery method can be used for continuous trans-
missions like Mobile TV services. The Download Method is intended for “Download and
Play” services. To increase the transmission reliability, an application layer FEC code may be
used. Further, a file repair service may be offered to complement the download delivery meth-
od.
2.3 Multicast for Mobile Ad Hoc Networks (MANETs)
A Mobile Ad Hoc Network (MANET) [25] is a multihop wireless network. It is a self-config-
uring network of mobile routers (and associated hosts) connected by wireless links. The rout-
ers are free to move randomly and organise themselves arbitrarily. The network's wireless
topology may therefore change rapidly and unpredictably. Such a network may operate in a
stand alone fashion, or it may be connected to the Internet.
The tree reorganization in MANETs is more frequent than in conventional wired networks,
since the multicast protocols have to respond to network dynamics in addition to group dy-
namics. Consequently, multicast protocols designed for fixed networks do not support the dy-
namics of MANETs very well. The multicast protocols suggested specifically for MANETs
can be classified in four categories [24]: Tree-based protocols, meshed-based protocols, hy-
brid protocols, and stateless multicast. In addition to these four types, we include multicast by
means of broadcast in our discussion. Geographic multicast protocols have emerged as a sixth
category; however, since we did not consider geographic multicast for our work, these proto-
cols are therefore not included in this introduction. Neither did we study energy-efficient pro-
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tocols, nor multicast protocols that attempt to provide quality of service guarantees.
The tree-based protocols are based on the IP multicast protocols for fixed networks. These
protocols strive to create an optimal multicast distribution tree where the multicast data is dis-
tributed to all members with a minimum number of link broadcasts. These protocols are de-
signed to handle some mobility; however, as the node mobility increases, the multicast
throughput decreases (and the signalling traffic increases). A basic tree-based protocol is not
able to repair broken links quickly enough in a highly mobile network.
Mesh-based protocols were introduced to increase the multicast distribution trees’ robust-
ness to node mobility. These protocols introduce some redundancy in the multicast distribu-
tion tree; when a link is broken in a mesh tree, the multicast data will (in many cases) continue
to flow on a redundant link. This allows the protocol to continue forwarding multicast data
while the broken link is being repaired. Clearly the multicast distribution is not optimal on a
mesh since the data might travel on parallel paths to the multicast members; however, this in-
efficiency is traded for better multicast throughput in highly mobile networks. 
The hybrid multicast protocols attempt to get the most out of both the tree-based and the
mesh-based protocols by combining the two.
In multicast by means of broadcast (flooding), multicast data is distributed with flooding.
In this case there is no need for a multicast routing protocol to maintain a multicast distribution
tree, thus there is no signalling overhead. However, there will clearly be an overhead due to a
high number of redundant packet transmissions; this redundancy is reduced as the density of
multicast members increase. The method is very robust for mobility (it represents a fully re-
dundant mesh). 
Stateless multicast make use of the unicast routing protocol, thus the unicast protocol’s ro-
bustness to node mobility is important for the performance of this multicast type. No multicast
signalling is required, but all addresses of the multicast members must be listed in the header
of each data packet. Stateless multicast is therefore efficient only for small multicast groups.
2.3.1 Tree-based Multicast Routing Protocols
Tree-based multicast is the traditional multicast forwarding mechanism used in fixed net-
works. Many of the protocols designed for ad hoc multicast is based on this structure. Tree-
based mechanisms can be source initiated or receiver initiated, source-based trees or shared
trees. Routing information can be maintained proactively or on-demand. Due to the dynamic
nature of these protocols, most of them store the current spanning tree information in tempo-
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rary softstates.
We have chosen to briefly describe the following tree-based multicast protocols: 
• AMRIS [99] was one of the first stand-alone MANET multicast protocols. It uses ID num-
bers to identify a node’s position in the tree hierarchy and consequently avoid routing
loops.
• MAODV [85] and MOLSR [60] are multicast extensions to two popular unicast routing
protocols. MAODV was also one of the first MANET protocols, it introduced sequence
numbers to avoid routing loops. MOLSR exploits the efficient proactive routing mecha-
nisms in OLSR [23].
• ADMR [54] gets the most out of passive signalling; it uses all overheard traffic to maintain
multicast routing information, thus this is a protocol with low signalling overhead.
• ABAM [93] is an example of a protocol that uses a criteria different from the shortest path
to establish the multicast tree. ABAM performs well i highly mobile networks because it
chooses to route the multicast data over stable routing paths (paths between nodes with lit-
tle mobility).
• ACMRP [76] is a tree-based protocol with a loose tree structure, it paves the way for a dis-
cussion of tree-based versus mesh-based protocols.
Ad hoc Multicast Routing Protocol Utilizing Increasing Id-numbers (AMRIS) [99]
This is one of the first stand-alone MANET multicast protocols. AMRIS constructs a common
distribution tree for all sources in a group. The tree construction is initiated by a message from
an elected main source. This message is flooded to all nodes in the network, and it assigns an
id number to each node; the id number indicates the node’s level in a forwarding tree. Multi-
cast members reply with a unicast join request to the neighbour with the lowest id number. In
this way, the join request propagates along the reverse path towards the multicast tree. Each
network node sends a periodic one-hop message to announce its presence and current id
number for all active multicast groups. Broken links are detected based on this message: The
downlink node (with highest id number) performs a local link repair, where the id number is
used to avoid routing loops. Multicast state information times out based on missing neighbour
messages.
This protocol does not do any refresh of the distribution tree; after a sequence of link re-
pairs, the forwarding tree might be less optimal. Neither does the protocol specify how to han-
dle partition and reunion of the tree, or how to elect the main source.
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Multicast Ad-hoc On-demand Distance Vector (MAODV) [85]
MAODV is an extension to the popular unicast AODV [79], and uses AODV’s route discov-
ery mechanisms to find a path to the multicast distribution tree. One common multicast distri-
bution tree is maintained for each active multicast group. A node that wants to join a multicast
group floods a route-request (unicast can be used if the node has a route to the group), and on-
tree group members reply to the request along the reverse path of the route request. Eventually
the joining node activates one, of possibly many, replies. The first multicast member becomes
the leader of the group, and periodically floods a group-hello message to maintain the for-
warding tree. 
All nodes monitor the radio channel for neighbour traffic and thus detect lost neighbours
(links) within a timeout period. The node downstream of the break attempts a link repair with
a range limited flood of the route-request message. The node upstream of the break waits some
time for a possible reconnection before it removes the state information associated with the
downlink node, and performs a tree prune in case it is now a non-member leaf node. MAODV
has mechanisms to handle partition and reunion of the multicast tree. 
Multicast Optimized Link State Routing (MOLSR) [60]
MOLSR is a suggested extension to the popular proactive unicast protocol, OLSR [23]. This
protocol maintains one tree for each source (source-specific trees), and the tree formation is
initiated by the source with a flood of the source-claim message. Note that the flooding is done
by the OLSR Multipoint Relays (MPRs), and is thus less resource consuming than basic flood-
ing. Multicast members respond to the source-claim with a one-hop parent-claim message.
The message follows the path to the source as specified in the routing table, but it does not
necessarily follow the reverse path of the source-claim. 
Periodic floods of the source-claim message with confirm-parent responses are used to
maintain the forwarding tree. In addition, changes in the unicast topology can trigger changes
in the multicast routing tree. If any node on the tree detects a change in the next hop towards
a multicast source, it joins the new hop and may leave the previous parent (otherwise a soft-
state mechanism will eventually remove the old link). 
There is no need for local multicast link repair since the unicast protocol will find an alter-
native route. Neither does a source-based tree need to handle partition and reunion of the dis-
tribution tree. The protocol has mechanisms to handle routers that are not multicast enabled.
Due to the proactive nature of the protocol, there is a high overhead in most scenarios; the ad-
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vantage is a more robust protocol in highly mobile networks.
Adaptive Demand-Driven Multicast Routing Protocol (ADMR) [54]
ADMR attempts to reduce the periodic active signalling traffic to a minimum. This protocol
maintains a distribution tree for each source; the source starts the establishment of the multi-
cast tree by flooding the first multicast packet (including an ADMR header) on the network.
Multicast members respond with a join message on the reverse path to establish the tree. Sub-
sequent multicast members attach to the tree with a flooded multicast solicitation message,
wait for a response and validate one of the response messages in a three-way-handshake. 
ADMR monitors the traffic pattern of the multicast stream. Based on that, the protocol can
detect link breaks in the tree, as well as sources that have become inactive, and branches which
are no longer needed. A limited number of “keep-alive” packets are transmitted in temporary
breaks in the source data. The downlink node of a broken link attempts a link repair with a
flooded reconnect message, and the source responds with a reply. If receivers experience fre-
quent link breaks, the source is informed, and the source floods a few multicast data packets
to start a refresh of the multicast forwarding tree.
Associativity-Based Multicast Routing (ABAM) [93]
ABAM creates source-specific trees where the trees are constructed based on link stability
rather than hop distance. Each node keeps track of the link stability to each of its neighbours
by registering the reliability of periodic one-hop beacons. A three-way handshake is used to
create a multicast tree. Each source floods the network with a multicast query; nodes receiving
the query will append the link stability, signal strength, power life, etc., to the query message
and subsequently rebroadcast the message. Multicast receivers chooses the multicast query
that has traversed the most stable route and unicast a reply on this path. Finally the source val-
idates the tree by sending a setup message along the paths of the multicast tree.
Local repair is used to maintain the tree. The repair can be either a branch repair, a sub-tree
repair or a full tree repair (in case the source node loses its connection to the rest of the three).
All repairs are performed with a three-way handshake in a query-reply-validate sequence.
This protocol achieves a high throughput in mobile networks since it chooses stable links
for the forwarding tree. The disadvantage is a lower multicast efficiency due to larger paths.
There is also the risk that the most stable paths become congested since all sources and groups
tend to choose the same paths.
20
The Adaptive Core Multicast Routing Protocol (ACMRP) [76]
ACMRP is a shared tree protocol. The tree establishment is initiated by the source, and it uses
a periodic request (flooding) - reply, strategy to maintain the distribution tree. In this protocol
there is one dynamic core, which is responsible for the formation and maintenance of the for-
warding tree. One common tree is used by all the sources in a multicast group. 
All nodes on the network keep a table of the current core for each group. The first source
of a group takes the role as the core. Periodically this role is migrated to a node closer to the
center of the multicast network, to improve the efficiency of the common multicast distribu-
tion tree compared to source-based trees. The core initiates a limited link state signalling se-
quence to identify a node closer to the center of the group that should take over the core role.
Thus the core role converges towards the best location in the group.
The authors classify this protocol as mesh-based; however, there is no explicit formation
of redundant links in the multicast distribution tree. The broadcast nature of a radio network
with a common channel is exploited to provide some redundancy. A node on the forwarding
tree accepts new multicast packets from any of its neighbours. In tree-based protocols on fixed
networks, a node accepts a packet only from its defined uplink to avoid loops. When a MAN-
ET node accepts a packet from any of its links, it will receive a duplicate copy of the multicast
data packet in the cases when there are two or more branches of the multicast distribution tree
within radio range of each other. This redundancy can be exploited to improve throughput if
each multicast packet can be uniquely identified, and each node keeps a history (cache) of re-
ceived data packets. Several tree-based multicast protocols exploit this redundancy. 
2.3.2 Mesh-based Multicast Routing Protocols
The mesh-based protocols provide richer connectivity compared with tree-based structures.
Some level of redundancy is added to the forwarding trees, thus these trees will in many cases
have an alternative path to bypass a broken link. These protocols trade low overhead and ef-
ficient multicast routing for better connectivity (and thus throughput). The relatively large
overhead in the mesh protocols consists of signalling to create and maintain the mesh, and re-
dundant data packets. Mesh-based mechanisms can be source initiated or receiver initiated,
source-based meshes or shared meshes. Most of them maintain temporary softstates.
We have chosen to briefly describe the following mesh-based multicast protocols: 
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• CAMP [34] is an efficient mesh protocol with little signalling overhead. It uses a common
tree to reduce the signalling traffic, and is developed from the well known CBT [12] pro-
tocol for fixed networks.
• ODMRP [61] is very robust in highly mobile networks. This protocol has shown high
throughput in several performance studies (e.g., [62]). The protocol has a high overhead,
therefore we also present DCMP [26], which is an extension to ODMRP, with reduced
overhead.
The Core-Assisted Mesh Protocol (CAMP) [34]
CAMP extends the operation of the Core-Based Tree (CBT) [12] protocol with mesh func-
tionality for wireless mobile networks. The protocol depends on an underlaying proactive link
state unicast protocol, and this is one of the reasons why it has little signalling overhead.
CAMP establishes a common mesh for all sources in the multicast group. The protocol is re-
ceiver initiated in the sense that multicast members unicast a join towards the core to connect
to the multicast tree. The address of one (or several) core(s) is distributed in group member-
ship reports. If no core is known, the receiver floods the join to all nodes in the network; a
node that already is a multicast member can respond to the join and create a path to the mesh. 
Each multicast member continuously consults the unicast routing table to check if the mul-
ticast packets arrive from its neighbour that is on the reverse path towards the source. If not,
then the multicast member sends a message on the shortest path towards the source to include
this path in the mesh. The new path will be part of the common tree that is used by all sources,
thus the number of sources, and their locations, define the level of redundancy in the network.
Old links in the mesh are removed upon a timeout.
Mesh maintenance is handled by the underlaying unicast protocol’s modification of the
path towards the source. Members leave the multicast tree with a quit notification message.
The role of the core is to reduce the network signalling and to provide a first/redundant path
to the mesh. The protocol has mechanisms to handle mesh partition and reunion. The core
does not need not be a multicast member.
The On-Demand Multicast Routing Protocol (ODMRP) [61]
This is a popular mesh protocol. It is a stand-alone protocol that does not require underlying
unicast routing. One common mesh is formed for each multicast group. Each source establish-
es a source specific forwarding tree by flooding a join-query to all nodes in the network. Mul-
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ticast members respond with a reply. The resulting mesh is the union of all the source specific
forwarding trees, thus the level of redundancy in the mesh is dependant on the number of
sources and their location relative to the receivers. Each source periodically floods a join-que-
ry to refresh the mesh; thus group membership and forwarding state is maintained through
softstate. Members do not send an explicit leave when they want to leave the multicast group,
in stead the connection is left to timeout. If a link break is detected, a local temporary repair
is performed until the next flooding of the join-query establishes a new tree. 
This protocol provides good connectivity, and consequently good throughput, in highly
mobile networks at the cost of a high signalling load and some redundant data transmission.
Due to the periodic flood of the join-query from each source, the signalling load is high. To
reduce this load, the protocol provides an extension for passive clustering (similar to MPRs in
OLSR [23]) to reduce the flooding overhead.
To further reduce the signalling overhead, the Dynamic Core Based Multicast Routing Pro-
tocol (DCMP) [26] has been proposed. DCMP is ODMRP with some modifications. The ba-
sic operation of ODMRP is kept, and in addition DCMP introduces some signalling to
organize the group sources in three categories: active sources, core active sources and passive
sources. The active sources behave like ODMRP sources, and the core active sources operate
as ODMRP sources for nearby passive sources. Thus in situations with many sources, this pro-
tocol variant reduces the level of redundancy in the group mesh, and consequently the over-
head is reduced. An active source is allowed to be core for at most a defined number of passive
sources, and a passive source is allowed to be at most a defined number of hops away from
the core source. The number of active sources in the group, and thus the level of redundancy,
can be adjusted with those two constants.
2.3.3 Hybrid Tree-based and Mesh-based Protocols
The tree-based multicast protocols provide high data forwarding efficiency at the expense of
low robustness, whereas mesh-based multicast protocols provide better robustness at the ex-
pense of higher forwarding overhead and increased network load. Thus, there is a possibility
that a hybrid multicast solution may achieve better performance by combining the advantages
of both tree-based and meshed-based approaches.
We have chosen to describe the following hybrid multicast routing protocols:
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• AMRout [102] uses unicast tunnels to connect multicast members. Non-member routers
does not need to be multicast enabled. The multicast distribution tree is created from an un-
derlaying mesh.
• MCEDAR [89] uses a combination of MAC mechanisms and routing mechanisms to es-
tablish efficient multicast forwarding. The routing protocol generates a mesh whereas the
MAC mechanism optimize the mesh to a tree structure.
• MANSI [87] is an interesting resent protocol that uses random probing packets to improve
the multicast forwarding. MANSI identifies areas with high mobility and creates a mesh
for these paths.
The Ad Hoc Multicast Routing Protocol (AMRout) [102]
AMRout creates a mesh of source and group members. Non-members are not allowed to be
relay in the mesh, thus group members and sources are interconnected with unicast tunnels to
form a connected network. A subset of the connection points (tunnels) are dynamically select-
ed to form a multicast distribution tree. This protocol relies on an underlying unicast protocol
to maintain the unicast tunnel connections. In addition, the mesh interconnection of the mem-
ber trees provides some robustness. 
Each group in the network has one core that is responsible for discovering new group mem-
bers and create/maintain the multicast forwarding tree. The first member of a group is the core.
Periodically the core floods a join request to all nodes in the network, to find other members.
The members respond with an acknowledge to establish a tunnel. The core also multicasts a
tree-create message on the mesh to create a distribution tree within the mesh. All nodes that
receive a redundant copy of the message send a tree-create-nac to the previous hop to prune
that mesh link from the distribution tree. The protocol has mechanisms to handle mesh parti-
tion and reunion. The core role is often migrated to a new multicast member (partly to avoid
that all tunnels are terminated by a single node).
The Multicast Core-Extraction Distributed Ad hoc Routing Protocol (MCEDAR) [89]
MCEDAR extends the CEDAR unicast mechanisms. CEDAR relies on a proactively main-
tained set of cluster heads (called cores in [89]), which are used to optimize flooded traffic in
a similar manner as the MPRs in the more recent OLSR [23]. In CEDAR a broadcast is per-
formed with reliable unicast transmission between the cluster heads, and a modified MAC lay-
er is used to optimize and suppress some of the redundant unicast traffic. 
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For each multicast group, MCEDAR extracts a sub-graph of the core-graph to function as
the routing infrastructure. The sub-graph is a mesh structure that has a defined robustness fac-
tor R. Once the multicast-graph is formed for a multicast group, data forwarding is done on
the multicast-graph using the optimized flooding mechanism. This is a receiver initiated pro-
tocol where a new multicast member requests its dominator (chosen cluster head) to join the
multicast group. The dominator floods (with optimized flooding) a join request and waits for
an acknowledge from an on-tree node. If the new member receives acknowledge from more
uplink nodes than the robustness factor R, some of the connections are pruned with an explicit
leave. The underlying modified MAC layer ensures that one subset of the multicast-graph that
represents a source-based multicast tree is used to forward the multicast data. The protocol
supports local link repair for the cases where no redundant mesh path is available to bypass a
broken link.
A Multicast Routing Algorithm with Swarm Intelligence (MANSI) [87]
The resent MANSI is a protocol with a weak mesh structure. It creates an effective low-cost
tree-based forwarding tree, and it also identifies regions with high link-failure rate and estab-
lishes a local mesh for those areas. The protocol establishes a core-based shared tree for each
group. The first group source takes the role of the core and floods a periodic core-announce
message to all nodes in the network. Members respond with join requests along the reverse
path.
When the first forwarding tree is established, the protocol uses proactive “swarm intelli-
gence” to improve the paths. This means that all multicast members, except the core, period-
ically unicast a probe packet (called an ant) to survey a limited area for a shorter or more
efficient path towards the core. Each ant packet makes probabilistic decisions of the direction
to take, collects information from the visited nodes and returns to the sender with the informa-
tion. Each node maintains a table where several of its next-hop nodes are listed, linked with
information about the cost associated with a path to the core via the relevant node. Upon re-
ceiving a core-announce, each member responds with a join request via the neighbour that is
listed with the lowest cost. If the node has experienced a high link failure rate, a second join
request is sent via the neighbour that is listed with the next best cost to establish a local mesh.
The ant packets are also used to do local repair.
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2.3.4 Multicast by Means of Broadcast (Flooding)
It is costly to keep a multicast distribution tree for a MANET up to date. The possibly high
mobility of the nodes, and the unreliably of the wireless links, require a high frequency of sig-
nalling messages to maintain the multicast distribution tree. It might therefore be cost-effec-
tive to flood the multicast messages in some situations. The trade-off is unnecessary broadcast
of the multicast messages to nodes that are not multicast members versus the signalling cost
to maintain the multicast mesh or tree. 
A basic flooding mechanism has a high overhead in many multicast scenarios. Intensive
flooding can result in a network with several properties that lead to an increase in packet col-
lisions. These properties are collectively referred to as the broadcast storm problem in [94].
Smarter flooding protocols avoid this problem to some extent. 
In the following we describe SMF [69] which uses optimized cluster-based flooding to re-
duce the overhead.
Simplified Multicast Forwarding for MANET (SMF) [69]
Simplified Multicast Forwarding (SMF) is one example of a solution that uses flooding to dis-
tribute multicast. SMF utilizes clustering to reduce the number of redundant broadcasts that
are inherently connected with flooding on common radio channels. The clustering mechanism
selects a subset of a node’s one-hop neighbours that provide connectivity to all two-hop neigh-
bours of the nodes. This subset of neighbours is then selected to broadcast a flooded message.
This mechanism allows all nodes to receive the flooded message, but reduces the total number
of transmissions. 
SMF can be integrated with unicast protocols that do similar clustering to reduce the
number of signalling messages (e.g., the Multipoint Relay (MPR) selection in OLSR [23]), or
it uses its own mechanism to perform the relay selection. Thus SFM require some signalling
to perform an efficient flood of the multicast messages; however, this signalling is not as ex-
pensive as multicast tree maintenance. The signalling creates a framework that reduces the
number of redundant packets that are transmitted during the flood of the messages. Clearly,
the optimization of the flooding mechanism will also reduce the multicast redundancy and
thus its robustness to mobility.
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2.3.5 Stateless Multicast
In stateless multicast, the addresses of all members of the multicast group must be described
in the header of each multicast packet. Clearly this mechanism does not scale well with in-
creasing group size; however, this protocol type can provide an efficient mechanism to
traverse narrow bandwidth links close to the multicast source for small multicast groups.
Stateless multicast depends on the unicast routing protocol; there is in theory no difference
between stateless multicast for fixed networks versus for Mobile Ad Hoc Networks (MAN-
ETs). The differences in the network behaviour for these two network types are handled by
choosing the appropriate unicast protocol and are thus hidden from the multicast mechanism.
In reality there will be differences due to different performance of the unicast routing proto-
cols for MANETs versus fixed networks. 
We have chosen to describe DDM [55] here because this protocol also provides an optional
statefull version to optimize the protocol performance.
Differential Destination Multicast (DDM) [55]
DDM is a receiver initiated stateless multicast protocol. The receivers explicitly join a multi-
cast source/group pair with a unicast join message to the source. Likewise, the receivers ex-
plicitly leave the session. The protocol can operate in two modes, a stateless mode or a state-
full mode (or a combination thereof). In the stateless mode, the protocol is a pure stateless
multicast protocol where the identification of all group members is coded in the header of each
packet. Each router that is a next hop receiver of the packet consults its unicast routing table
to identify the next-hop router for all the receivers (associated with this next-hop node) listed
in the packet header. If the receivers are reached via different next hops, the router regenerates
the packet header such that the receivers are listed in blocks, each associated with a unique
next hop. The membership information stored by the source is softstate based, requiring the
session members to send a new join message to refresh their multicast membership.
In the statefull mode of the protocol, each router stores the multicast destinations that must
be served by this router. The subsequent packet header only lists the possible changes in the
destinations associated with a specific next-hop router. This version of the protocol requires
some local signalling, and it keeps some state information; however, the state information is
introduced to optimize the protocol, it is not required for the protocol to work. 
27
2.3.6 Summary
It is impossible to find a MANET multicast protocol that is perfect (little overhead and high
efficiency and throughput) for all levels of node mobility, different topologies and traffic pat-
terns. In Figure 5 we provide an approximate representation of the area where the different
multicast protocol types are most effective.
Stateless multicast is very effi-
cient for small multicast groups, but
does not scale well to larger groups.
This protocol is also useful in situa-
tions where a multicast source is
connected to the rest of the network
with a narrow-bandwidth link. The
underlying unicast protocol defines
the level of mobility that this multi-
cast type can handle. 
Tree-based multicast scales well
with group size, but shows increas-
ing packet loss with increasing mo-
bility. Mesh-based protocols scale very well with increasing group size and are more robust
for scenarios with high mobility, at the cost of some redundant data packets and a high signal-
ling overhead. The hybrid mesh-based and tree-based protocols will typically fit in the area
between the mesh-based and tree-based protocols in the graph. Lee, et al. presents a perform-
ance comparison of representative multicast protocols from tree-based, mesh-base and hybrid
protocol classes in [62]. The mesh-based protocols perform best in most scenarios.
Multicast by means of flooding is most useful for groups with a high multicast density, and
for groups with very high mobility. The redundant packet overhead is low for multicast groups
with high multicast member densities, and flooding is the only solution that is robust for very
high node mobility. Kunz presents a performance comparison of tree-based, mesh-based and
flooding protocols in [57], and shows that an optimized flooding protocol performs best in
most scenarios. This analysis is done for low multicast bitrates. 
The throughput of a flooding protocol will decrease as the traffic load increases. Flooding
requires much network capacity (also the optimized flooding mechanisms), thus the rate of
packet collisions increases rapidly as the traffic increases (The broadcast storm problem [94]).
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Figure 5: The figure compares the different multicast
types with respect to group size/density and the level of
mobility.
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2.4 Dynamic Wireless Access Networks for UMTS
The standard wireless access network for UMTS is a one-hop radio link on one of the two ra-
dio technologies specifically defined for UMTS. A flexible heterogeneous and/or multihop ar-
chitecture can potentially increase the availability and capacity of the access network. 
We expect that the 4th generation (4G) of mobile networks will consist of many different
wireless technologies and architectures. This view is also taken by the European IST project
Ambient Networks [10, 73]. The main purpose of this project is to create an architecture and
mechanism to support efficient interaction between different network technologies and de-
signs. Mechanisms are required to support collaboration on many different levels, from inter-
action between autonomous networks to multihop heterogeneous wireless access.
When Mobile Ad Hoc Networks (MANETs) are introduced to the wireless access network
for 3G and beyond, some challenges associated with MANETs must be acknowledged [81].
One issue is to enforce some level of quality of service (QoS) in a largely unpredictable ad
hoc network. Varying channel capacity, a shared medium access and unpredictable network
connectivity due to a dynamic mobile network topology all make it difficult to predict channel
availability and quality. Another important problem is security [72]. Relay nodes can easily
eavesdrop information, delete messages, inject erroneous messages, or impersonate a node. A
malicious node that transmits incorrect routing messages can destroy connectivity in the com-
plete MANET.
The mobile nodes’ willingness to relay traffic to other nodes is also an open issue. Nodes
may refuse to relay packets for other nodes; the reasons for this might include lack of trust,
desire to save battery power, or desire to spare the available bandwidth for their own traffic.
An important question is how to price the service offered by the auxiliary network providers;
an incentive scheme is necessary for nodes relaying messages on behalf of other nodes [91].
Most of the architectures we describe in this overview touch the mentioned issues only
briefly. To some extent, these issues have been addressed by studies that focus on integration
and feasible business models for multihop and/or heterogeneous network (e.g., [11]). The task
of finding solutions to these problems can, to some extent, be eased by coexistence with an
infrastructure-based cellular network.
The authors of [20] define the integration of one-hop cellular access networks with heter-
ogeneous wireless access and multihop wireless access in two stages:
•  Stage one describes the case where other radio networks are used as access networks for
the 3G architecture. 
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• Stage two describes the evolution of the 3G cellular one-hop radio network into a multihop
access network. 
Both approaches are expected to augment the capacity and coverage of the 3G RANs (Ra-
dio Access Networks). In our work we chose to study a heterogeneous multihop access net-
work for multicast traffic. Thus most of this introduction is concentrated on stage two type
architectures. In subsection 2.4.1 we briefly describe architectures that fit the stage one clas-
sification. Multihop wireless access networks (stage two) are presented in two subsections:
section 2.4.2 for architectures designed for unicast traffic, and section 2.4.3 for architectures
designed for multicast traffic.
2.4.1 Heterogeneous Access Networks
In the following we briefly describe some interesting architectures where other network
technologies are used as access network for 3G networks.
IEEE 802.11 Wireless Local Area Network (WLAN) hot spots have been integrated with
the UMTS architecture, and thus UMTS-enabled hot spots can be used as access networks to
the UMTS infrastructure. This integration has been standardised by 3GPP; descriptions can
be found in [9, 4]. 
Another example can be found in [49], where the authors propose the cooperation between
a cellular network and a multihop WLAN with access points wired to the cellular infrastruc-
ture. The WLAN provides capacity while the cellular network provides coverage.
In the Satellite Digital Multimedia Broadcasting system (SDMB) [86], the broadcast chan-
nel is intended to enhance the download capacity of 3G and beyond cellular systems. It is com-
pliant with the 3G MBMS [3] architecture. Terrestrial repeaters can be used to cover blind
spots, and the 3G cellular network can be used to provide the uplink channel from the mobile
device. The satellite radio interface is identical to the UTRAN WCDMA, except for some un-
avoidable differences such as the frequency band and timing issues.
The Digital Video Broadcast for Handheld terminals architecture (DVB-H) [31] should
also be mentioned in this context. If DVB-H becomes popular and is ubiquitously deployed,
the transmitters will most likely often be co-located with cellular base stations. Furthermore,
dual mode phones with both cellular and DVB-H transceivers exist, thus, cooperation between
the two technologies will be beneficial.
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2.4.2 Multihop Wireless Access Networks for Unicast
The multihop wireless access architectures are designed to solve a myriad of different prob-
lems with the standard 3G access networks. Some focus on higher total throughput in a 3G
cell, while others attempt to increase the range of high-bandwidth channels, yet others are
used to increase the coverage of the cellular network, and some relay traffic from one over-
loaded cell to a lesser loaded neighbour cell. Several of these cases are shown in Figure 6.
Several proposals exist where the same radio interface is used both for the one-hop (cellu-
lar) communication and for the multihop (MANET) communication, but most of the recent
multihop wireless access network proposals involve 3G networks and MANETs based on
some IEEE 802.11 product. 
In the following description we provide a snapshot of the architectures suggested for this
field. It is not possible to give a complete overview since this is an active research area, where
new proposals appear frequently.
Opportunity Driven Multiple Access (ODMA) Figure 84
ODMA was an early architecture that was discussed for 3G by 3GPP. ODMA attempted to
3G Base station 3G Base station
Figure 6: This figure pictures different ways to integrate MANETs with 3G cellular networks. The
depicted scenarios represent increased connectivity beyond cellular range, ad hoc networks for load
balancing between cells and ad hoc networks to provide high bandwidth to the cell border.
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provide high-bandwidth channels to terminals located near the cell border, by allowing mobile
stations closer to the base station to act as relays for the data-flow. The design was meant for
unicast traffic to nodes within signalling coverage of the 3G base station. ODMA is a single
transceiver architecture that uses a WCDMA TDD channel for both the cellular and the mul-
tihop channels. The standardisation was discontinued due to a high complexity compared with
the available gain.
Intelligent Relaying (IR) for Future Personal Communication Systems [38]
Similar to ODMA, IR is also a single transceiver architecture intended for CDMA TDD. The
purpose of this design is to provide a connection to the base station for terminals in the shadow
from direct base station coverage, and to terminals outside the range of the base station. The
architecture also intends to reduce transmission power by using a multihop route with shorter
hops than direct mobile to base station communication.
Route selection is performed by the base station. Periodically each terminal that is willing
to be relay, reports a list of neighbours. The base station uses this list as well as measured in-
terference, time slot and CDMA spreading factor information to perform route selection.
The architecture is most efficient for lightly loaded networks with sparsely deployed base
stations.
The Self-Organizing Packet Radio Ad Hoc Networks with Overlay (SOPRANO) [105]
SOPRANO is also a single transceiver architecture. The authors propose a complete hetero-
geneous architecture in that sense that most nodes participate in the multihop model. A cell-
splitting technique is used, where many nodes have routing functionality. Mobile nodes route
their packets towards the router with the minimum path-loss channel, in the direction of the
base station. The reverse path is used for packets addressed to the mobile node. Base stations,
as well as mobile terminals, reduce their transmission power. The range of the cellular net-
work can also be increased with this architecture. 
The small virtual cell centred on the base station becomes the bottleneck in this architecture
since all flows must be terminated by the base station. Several mechanisms are suggested to
trade increased total bandwidth for the reduced transmission power, e.g., to route traffic to
neighbouring base stations to provide load balancing. All routers within three- to four-hop
range must be synchronised to efficiently utilize the WCDMA-TDD time slots.
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The Multihop Cellular Network (MCN) [64]
Similar to SOPRANO, MCN also performs cell-splitting, and it is assumed that the same wire-
less channel is used in mobile to mobile communication as in mobile to base station commu-
nication. The transmission power is set to a level that balances the number of hops in the
multihop path with the number of parallel channels (frequency reuse). A routing protocol is
proposed [50], that allows a direct path for inter-cell communication and uses the base station
as a gateway for intra-cell communication.
The Unified Cellular and Ad Hoc Network Architecture (UCAN) [67]
UCAN is one of the most complete heterogeneous wireless access architectures. Parts of this
work for unicast traffic resemble our work with multicast traffic. It was published at about the
same time as we published the first analysis of the multicast architecture.
UCAN includes a mechanism for secure crediting to motivate mobile users to relay traffic
to other receivers. The architecture uses dual transceivers terminals, with a 3G transceiver (in
this case represented by High Data Rate (HDR): 1xEV-DO (CDMA2000) Figure 14) and an
IEEE 802.11b/g [52] transceiver. The main purpose of the design is to improve the throughput
when the standard 3G channel experiences poor channel conditions. The service is intended
to be used for unicast traffic to nodes within signalling range of the 3G network. 
The scheme identifies gateway clients (called proxies in [67]) that serve as the gateway be-
tween the 3G transmission and an ad hoc multihop path. A proactive proxy discovery protocol
is proposed as well as a reactive discovery protocol. Nodes that experience bad channel qual-
ity use one of these MANET protocols to discover a gateway with good channel conditions
within the range of a given maximum number of hops. The multihop path to the gateway is
then used for the downlink transmission. 
The authors report the possibility for a high increase in total throughput. However it must
be noted that this performance is based on the assumption that the MANET has sufficient ca-
pacity.
The Integrated Cellular and Ad hoc Relaying System (iCAR) [100]
iCAR is also a fairly complete architecture that is analysed based on line-switched voice-calls;
however, the ideas are applicable also for packet-switched data traffic. In this architecture,
special Ad-hoc Relay Stations (ARSs) are deployed in the cellular network; these are small
movable (but not mobile) units. These devices all have a connection with the cellular base sta-
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tion, and they can connect to other ARSs within range using a WLAN transceiver (e.g. IEEE
802.11). Mobile devices can connect to an ARS on a WLAN interface or to the base station
on a cellular interface. The main purpose of the ARS is to relay unicast traffic from a congest-
ed cell to a nearby cell with available capacity; however, the ARS can also be used to increase
the coverage of the heterogeneous radio access network. The cellular network executes a cen-
tral controlled routing protocol for the ARSs. The ARSs inform the cellular network of their
ARS neighbours, and based on the neighbour information, the cellular network calculates the
ARSs’ routing table for the multihop paths to neighbouring base stations. 
Whenever the cellular network detects that a mobile terminal needs a relying route, it in-
forms the terminal of neighbouring base stations with available capacity. Next the mobile ter-
minal queries the neighbouring ARSs for information of their routes to any of these base
stations, and the best route is chosen. This architecture also allows mobile terminals to estab-
lish a connection to other terminals via an ARS link (or multihop link), not involving a base
station.
This architecture with dedicated relays is more predictable and reliable than the MANET
equivalent, on the other hand it is more costly and less dynamic. The performance (in this case
represented by reduced call blocking probability) is improved with the iCAR architecture, but
the improvement is naturally highly dependant on the number of ARSs and their positions.
The Mobile-Assisted Data Forwarding for Wireless Data Networks (MADF) [101]
Similar to the iCAR architecture, MADF attempts to balance the load between adjacent cells.
Different from iCAR, MADF uses mobile terminals as relay. The MADF architecture can use
either in-band relay channels, where the same transceiver is used for relaying as for commu-
nication with the base stations, or an out-of-band channels (e.g., IEEE 802.11) can be used for
the relay traffic. MADF is able to relay traffic from terminals outside the range of the cellular
base station.
The Two-Hop-Relay Architecture [97]
Another approach is taken in this architecture. As the name implies, the wireless path is re-
stricted to a maximum of two hops from the mobile terminal to the cellular base station. This
is also a dual transceiver heterogeneous architecture where some WLAN transceiver (e.g.,
IEEE 802.11) is used in addition to the 3G transceiver. The relay can either be a dedicated re-
lay as in the iCAR proposal (description on p. 32), or it can be a mobile terminal that has re-
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ported its willingness to be relay. The architecture is mainly intended to increase the capacity
of unicast traffic on the cellular system, but can also be used to increase the coverage of the
system, and allow terminals with a single WLAN transceiver to connect to the cellular system
via the dual transceiver relay. Thus, the system can be thought of as a heterogeneous radio ac-
cess network extension to the integration of WLAN hot spots, as an alternative wireless access
network to the cellular system [9].
The authors chose the two-hop limitation on the wireless path lengths as a trade-off for the
routing complexity and unreliably involved with larger MANETs. In Two-Hop-Relay there is
no MANET routing. The relay gateway periodically announces its presence on the WLAN
channel, and this message also includes the capacity of the relay gateway’s cellular channel,
and the ID of the associated base station. The relay nodes use a terminal mobility protocol like
Mobile IP [78] (slightly modified) to support the terminals that wish to use the two-hop-relay
path.
Ad Hoc Routing for Cellular Coverage Extension (ARCE) [36]
ARCE describes an architecture and routing protocol for a cellular network that is assisted by
MANETs to increase cellular coverage. The architecture is intended only for coverage exten-
sion, and does not support peer-to-peer traffic. 
A MANET protocol collects connectivity and path information. This information is used
by the base station to calculate one or more possible MANET paths from a mobile station, to
terminals that are located inside cellular coverage. The MANET source receives the path in-
formation from the base station and uses a source routing mechanism to forward data to a gate-
way node within cellular coverage. 
Communication with terminals outside cellular range must be initiated by the terminal. out-
side coverage. This terminal can usually find a path to a node inside cellular coverage with a
limited flooded query. The network on the other hand, must initiate a flooded query from
many nodes associated with many or all base stations to find a path to a terminal outside range.
Consequently, the architecture requires that the mobile terminal initiates all communication.
The Cellular Aided Mobile Ad Hoc Network (CAMA) [15]
CAMA uses the cellular network to improve ad hoc network performance. The other propos-
als we have described all use MANETs as a tool to improve the 3G network performance.
CAMA uses the cellular network for out-of-band signalling to a CAMA agent that is co-
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located with the cellular infrastructure. The CAMA agent assists with routing and security. It
is also envisioned that the CAMA MANETS can off-load the cellular network with some
high-bandwidth multimedia traffic for the cases where a MANET node is connected to the In-
ternet.
2.4.3 Multihop Wireless Access Networks for Multicast
To our knowledge, we were the first to suggest and analyse a heterogeneous multihop access
network for multicast traffic [44, 40, 41]. We believed the possible capacity gain associated
with a multihop heterogeneous network could be potentially much better for multicast traffic
than for unicast traffic, due to the signalling overhead associated with multihop heterogeneous
wireless networking.
Later (at least) two more heterogeneous multicast architectures has bee published. These
two are described below.
Enhancing Cellular Multicast Performance Using Ad Hoc Network [75]
In [75] the authors propose a scheme where local IEEE 802.11-based MANETs are intro-
duced to solve the receiver heterogeneity problem for cellular multicast transmission. The
work is motivated by the UCAN architecture (description on p. 32). In this case the heteroge-
neous architecture is intended for the situation where a cellular broadcast channel distributes
a service with a given bitrate. For high-bandwidth services it is likely that some receivers ex-
perience bad channel conditions and suffer a high packet loss (if they receive any packets at
all). These receivers establish a MANET path to a receiver (proxy) with a better channel con-
dition. The setup is done on a receiver by receiver basis, thus the MANET is used in unicast
mode. The cellular network performs the MANET routing. A node with bad channel condi-
tions informs the cellular network, which in turn uses the channel conditions of the neighbour-
ing nodes and their 802.11 bandwidth to identify the best proxy (within three hops of the
receiver). The 802.11 channel interference associated with paths that are within radio range of
each other is used as a parameter in the path calculation. The proposal does not explain how
the cellular network knows the 802.11 connectivity and position of the mobile terminals.
The Integrated Cellular and Ad Hoc Multicast (ICAM) [16]
This proposal is an extension to the UCAN architecture (description on p. 32) for unicast traf-
fic. It is an interesting proposal where the channel interference in the 802.11 MAC protocol is
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taken into account in a different manner than in the above proposal. A node that experiences
a deteriorating wireless channel condition, starts to search for a gateway (proxy) on the 802.11
channel. Terminals with better channel conditions include their address and available cellular
bandwidth in the search packet, and forward the packet. The terminal also notifies the base
station of the query. After a short timeout, the base station will have received one or many path
messages from the potential gateways, and have a picture of the partial node topology around
the receiver with bad cellular channel condition. The base station then chooses a gateway and
a path to the receiver; the cellular bandwidth of the gateway is part of the path calculation.
Paths that already exist to neighbouring receivers are favoured (for multicast transmission on
the ad hoc network). Lastly the routing algorithm attempts to setup MANET paths that do not
interfere with each other. Thus the gateway with the best channel condition might not be cho-
sen if another gateway provides a path that does not interfere with other existing MANET
paths to members of the multicast group. This fairly complicated algorithm attempts to reduce
the interference on the MANET, and thus assure that it is the cellular network that sets the
bandwidth limitation and not the assisting ad hoc network.
2.4.4 Summary
We have given a fairly complete snapshot of heterogeneous wireless access network proposals
intended for 3G and beyond. It is difficult to compare these architectures since they are all de-
signed to solve different subset of a larger set of challenges associated with standard 3G wire-
less access.
Typically, the proposals with a single transceiver are based on WCDMA TDD. These are
complex (i.e., require tight time synchronisation and detailed resource management), but will
provide a somewhat predictable service. The proposals with a 3G transceiver and an IEEE
802.11 transceiver are much simpler but also more unpredictable. The proposals that require
3G signalling connection to all mobile terminals can improve the MANET routing with some
infrastructure support, while the proposals that attempt to extend the range of the 3G service
must rely on distributed MANET routing. For the time being, the dual transceiver proposals
are not able to support reliable transmission, and can therefore only be used for best effort
services.
3GPP’s standardisation of the single transceiver architecture, ODMA (description on p.
30), was discontinued, partly due to complexity reasons. We believe the standardisation ef-
forts of multihop wireless access networks for 3G and beyond, will be continued with the
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much simpler and easy-to-deploy solutions using dual transceivers in two disjoint frequency
bands.
2.5 Forward Error Correction for Wireless Multicast
One of the methods for improving the quality of a wireless connection is Forward Error Cor-
recting (FEC) codes. FEC codes can be used to correct bit errors in a data packet, or as an eras-
ure code where lost packets are reconstructed. With FEC erasure codes (e.g. Reed-
Solomon [98]) some redundancy is added to the data stream at the source, allowing the receiv-
er to reconstruct a certain number of lost packets. The same redundant packets allow different
receivers to reconstruct different sets of lost packets. This property makes the scheme very
well suited for broadcast and multicast traffic.
As pictured in Figure 7, the input to a FEC encoder is some number k of equal length source
symbols. The FEC encoder generates some number n - k of parity symbols, that are of the
same length as the source symbols, and these parity symbols are placed into packets for trans-
mission. The number of parity symbols placed into each packet can vary on a per packet basis,
or a fixed number of symbols (often one) can be placed into each packet. Also, each packet
header contains sufficient information to identify the particular code symbols in the payload
of that packet. For a systematic FEC code, the source packets are preserved and all generated
parity symbols are placed in the additional redundant packets. All well known FEC erasures
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Figure 7: The figure (ref. [22]) shows the encoding and decoding process for an ideal systematic FEC
code.
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codes are systematic.
The data stream is partitioned into source blocks consisting of k elements, and the redun-
dant symbols are used to protect each source block from lost packets. An ideal FEC code (e.g.,
Reed-Solomon [98]) can reconstruct an exact copy of the k source packets from any k of the
n code packets.
Many reliable multicast protocols intended for unreliable fixed networks incorporate FEC
coding. A framework for efficient use of FEC for multicast is specified by IETF [65, 66]. A
FEC mechanism will also be included for broadcast and multicast transmission in several in-
frastructure-based one-hop wireless media, such as the Multimedia Broadcast/Multicast Serv-
ice (MBMS) [3, 77] standardised for 3G-UMTS networks, the European Digital Video
Broadcasting (DVB) standard for broadcasting to mobile handheld terminals (DVB-H) [29],
and the CDMA2000 High Data Rate (HDR) Broadcast/Multicast Services (BCMCS) [8]. FEC
is also part of the reliable mechanism in the Reliable Multicast data Distribution Protocols
(RMDP) [83].
Both the MBMS and DVB-H standards use the very flexible, but not fully ideal Raptor
codes [88]. The Raptor codes are very dynamic in the manner that the level of FEC protection
(redundancy) is flexible and can be adjusted on demand, based on e.g., feedback of the current
wireless channel condition. The algorithm’s decoding complexity is also much lower than for
the very well known Reed-Solomon codes. Experimentation with FEC codes on these type of
wireless systems report encouraging results (e.g., [1]).
It is not evident that utilization of FEC codes will be successful in a multihop wireless net-
work, since the resilience available with FEC is available at the sacrifice of wireless band-
width. A multihop wireless network with a common channel (and no central scheduling
control) is extremely sensitive to network load and congestion. 
The use of packet level FEC on MANETs has not been fully analysed. The reason for this
might be the mentioned properties which indicates that FEC protection will not be effective
on MANETs. A similar concern is stated in [56]. The author claims that FEC-based multicast
protocols for ad hoc networks are not practical because the protocols need to know the worst
case packet loss to generate enough redundant data (to provide a fully reliable transmission).
Thus, the FEC-based protocols increase the network traffic, also when the loss-rate is low. For
the case of a fully reliable channel, these arguments are certainly correct; however, the situa-
tion where FEC is used to improve the transmission is a different one.
An interesting Robust Multicast Routing in Mobile Ad hoc Networks (RoMR) scheme is
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proposed in [68]. In this proposal, k multicast packets are encoded as n packets with a FEC
algorithm. Furthermore, n independent multicast distribution trees are established. Each of the
n encoded multicast packets are assigned to one of the n multicast trees, and transmitted on
this tree. When the multicast group members receive k of the n packets, the data block can be
decoded. Simulation results show that this protocol provides a robust multicast delivery com-
pared with the chosen basic multicast implementation (MOLSR [60]). However, it is not clear
from the results how important the FEC encoding is for the improved delivery.
As part of our work we studied the efficiency of FEC protection for multicast on a hetero-
geneous Mobile Ad Hoc Network (MANET) based on a 3G cellular link and IEEE 802.11
channels. This study is reported in [42]. 
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3  Methods, Contribution and Discussion
3.1 Methods and Assumptions
A wireless heterogeneous data network is extremely complex and do not lend itself well to
theoretical analysis. Instead packet-level, event-driven simulation studies are usually carried
out to study the performance of network components, algorithms and protocols, and their in-
teraction. If theoretical results exist, these are often used to define the upper or lower perform-
ance bound for the studied system and thereby set a goal towards which a system, protocol,
etc. can be compared.
A network simulator attempts to approximate the behaviour of an actual network, but under
controlled forms where the result of different parameters can be studied. A network simulator
incorporates different levels of abstraction to approximate the actual system. Thus there are
large differences between different simulators. This is clearly shown in [21]. Naturally the ac-
curacy of the results from a simulation is tightly coupled with the level of abstraction and com-
plexity of the simulator. This is why network simulation results should be used to indicate
trends for a system rather than to give exact results. Simulation results can be reproduced and
are therefore very useful for the research community for comparison with other proposals.
Simulation results is by far the most used research method in the field of wireless
communication [58]. 
The authors of [58] also point out the most common pitfalls of network simulation. Often
the simulation results are not statistically sound, or the researchers fail to show the important
parameters in their simulation such that it is impossible to understand if their conclusions are
valid. If the researcher is aware of the limitations associated with network simulation, then
simulation is a very useful research tool.
We wrote a simple static simulator in Java© to roughly identify performance trends for two
of the mechanisms we analysed in our work. This is a static simulator without any mobility or
network protocol functionality. The simulator allowed us to capture a sequence of snapshots
of the network topology for different network sizes and thus provided an environment to cal-
culate e.g., transmission coverage, network load, ad hoc connectivity, path lengths in number
of hops, etc. for a range of topologies. 
We chose the network simulator J-Sim [53] for detailed simulation of the heterogeneous
wireless network architecture. A detailed description of the J-Sim simulation environment can
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be found in [95]. We have carefully tried to avoid the pitfalls associated with the network sim-
ulation as described in [58] to ascertain the quality of our simulation results.
A series of open source network simulators with support for wireless ad hoc networking
are available (e.g., ns2 [92], GloMoSim [35], J-Sim [53], OMNeT++ [74]). We chose J-Sim
for the following reasons: It was a Java©-based simulator that provided flexibility in the sense
that we could run the simulator on a variety of available platforms and operating systems. The
component-based architecture provided a flexible and well arranged set of building blocks to
model the heterogeneous network. The component structure also eased the introduction of a
new component (in our case, a multicast routing protocol) to the simulator. Additionally, the
authors of the simulator claimed that the environment performed well for simulation of large
networks with many nodes. 
The main drawbacks of the J-Sim simulator was that the wireless extension to the simulator
was fairly new, thus there was a high probability for latent bugs. Additionally, little work was
reported on this simulation environment yet. However, since we were the first (to our knowl-
edge) to suggest a multihop heterogeneous architecture to reduce the multicast load on UMTS
wireless channels, the architecture did not lend itself to easy comparison with other proposals.
Ideally, real test-bed experiments should be performed to validate the simulation results. 
However, for the work presented in this thesis we neither had enough time, nor the resources 
available to implement and perform high quality test-bed experiments.
3.2 Contribution
As stated in the introduction, the main focus of our work has been to find ways to reduce the
resources required by the Universal Mobile Telecommunications System (UMTS) [2] to de-
liver high-bandwidth group services; and thereby increase the availability of such services to
mobile users. In the following we present our main contributions and briefly describe the cho-
sen research methods for each study. 
3.2.1 IP Multicast Architecture for MBMS (Paper A)
The main contribution of this work is a study of how the commonly used IP multicast mech-
anisms and protocols could be utilized in the Multimedia Broadcast/Multicast Service
(MBMS) [3, 104] architecture. The work is reported in (Paper A) [43].
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In this study we suggested two multicast architectures, one that used IP multicast protocols
in the UMTS core network, and unicast in UTRAN, and one that used IP multicast routing
throughout the UMTS network (excluding the radio cell). We analysed these proposals with
respect to the following issues: 
• Minimized network resource consumption 
• Multicast group management 
• Data privacy and integrity
• Charging mechanisms
• Sender and receiver mobility handling
The analysis was performed on a conceptual level involving UMTS mechanisms, but without
going into details of the UMTS protocols. Our work showed that a multicast architecture
based on IP multicast mechanisms could be a viable solution for the evolving MBMS. IP mul-
ticast protocols in MBMS context is to a large extend able to solve the multicast deployment
problem issues raised in [25]. 
The study included a simple
spread-sheet calculation of the pro-
tocol efficiency for two different
multicast service types. Figure 8
show how an architecture with IP
multicast protocols can reduce the
UMTS network traffic for two
group-service types (details of the
studied scenarios can be found in
Paper A). 
We concluded that the IP proto-
cols were able to support most of the requirements for UMTS multicast. Introduction of IP
multicast would need some modifications to existing UMTS signalling (especially for the case
where multicast routing is used both in the core network and in the radio network), thus the
multicast mechanisms would be best provided, integrated with the UMTS-specific protocols.
In the years following this work, 3GPP has finalized the MBMS architecture for UMTS
Release-6. 3GPP chose to reuse much of the IP mechanisms, but not the protocols. All multi-
cast support is merged with existing UMTS protocols or introduced in new UMTS protocols
created explicitly for the MBMS architecture.
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3.2.2 A Wireless Channel Type for Multicast in MBMS 
(Paper B)
The main contribution of the work described in this subsection, is an analysis of a broadcast
channel type for the last hop in a UMTS network; the sticky-channel. We also compared the
sticky-channel with unicast and normal broadcast for multicast distribution in the radio cell
for sparsely populated multicast groups. The work is presented in (Paper B) [45].
The sticky-channel exploited coverage redundancy given by radio planning to reduce the
total number of broadcast channels needed to cover a give area. This channel would stick to
terminals in neighbouring cells and thereby make the broadcast channel in some of the neigh-
bouring cells superfluous.
The wireless resource analysis was done based on the formulas for cell capacity and trans-
mission power presented in [90]. We wanted to study the three different channel types (uni-
cast, normal broadcast and sticky-channel) for a large network, thus we wrote a simple
simulator in Java© that allowed us to calculate coverage and network load for the different
channel types on a variety of different topologies. The simulator code (version 1.0) is availa-
ble at UniK - University Graduate Center, and can be distributed upon request.
Figure 9 shows how often the sticky-channel is utilized in one of the studied scenarios. All
multicast terminals in the light red sectors are served by a sticky-channel from a dark red
neighbour sector (more information about the scenarios can be found in Paper B.
Even though the sticky-channel is applicable for many of the sectors in a large network (ref.
Figure 9), the load analysis showed only a small reduction in the average load placed on a sec-
tor by a multicast service. The sticky-channel is not as useful as expected due to the high in-
terference cost associated with the increased range of the sticky-channels.
Figure 9: This figure pictures a large cellular network. A cell (base station) is represented with three
bullets (sectors). The dark-red bullets portray sectors using sticky point-to-multipoint channels. Red
bullets represent sectors covered by a neighbour’s sticky-channel. Light grey bullets represent no
transmission, unicast and normal multicast
Cell (base station)
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The Forward Access Channel (FACH) was chosen as the broadcast channel for the MBMS
architecture. FACH uses mechanisms that do the complete opposite of what our sticky-chan-
nel did; it uses soft-combining and selective-combining (description on p. 15) to improve the
reliability of the data (and consequently allow a reduction in the transmission power for the
broadcast channel). FACH may use any redundant broadcast channel from neighbouring base
stations to improve the channel reception, whereas we attempted to remove the multicast
transmission from some base stations by increasing the power from the neighbouring base sta-
tion, and let this channel stick to multicast members in the neighbouring cell. The MBMS so-
lution is clearly more flexible and efficient than our suggested channel type, but it also
introduces more complexity in the transceivers and requires tight synchronization between
neighbouring base stations.
3.2.3 The Heterogeneous Wireless Network Architecture for 
Multicast Traffic (Paper C, Paper D, Paper E and 
Research Report G)
The main part of our work studied heterogeneous wireless access networking for multicast
traffic. To our knowledge, we were the first to suggest such multihop architecture to improve
the availability of cellular multicast distribution. 
In Paper C we present a conceptual heterogeneous network architecture. The architecture
allows a reduction of the radio resources required in the 3G cellular network (UMTS) by re-
ducing the range of a 3G broadcast channel. Local IEEE 802.11-based ad hoc networks are
introduced to forward the data onto users located outside the 3G broadcast range. A short
range UTRAN broadcast channel is transmitted with low power and thus gives less interfer-
ence for other channels in the same and neighbouring cell. Therefore, a short range channel
allows space for more parallel channels compared with a long-range channel of the same bi-
trate.
For the study reported in Paper C, we extended the core of the Java© simulator, written for
the sticky-channel study (Paper B), to analyse the connectivity for the proposed heterogene-
ous network architecture for a variety of different topologies and transmission ranges (both
for the cellular part of the network and for the MANET part of the network). The simulator
code (version 2.0) is available at UniK - University Graduate Center, and can be distributed
upon request.
Due to an increasing focus on group services from the research community and the service
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providers, the scenarios we studied for the heterogeneous access architecture involve larger
groups and a higher density of multicast members than the scenarios in our previous work.
The analysis presented in Paper C identified the most important trade-offs associated with
efficient establishment of a connected heterogeneous multihop access network for multicast
traffic. The main trade-off is linked to the following four parameters: The transmission range
of the MANET channel, the radius of the cellular broadcast channel (MZONE), the maximum
number of hops allowed in the MANET paths, and the required service coverage (in percent
of complete coverage). In this study we calculated the optimal network for each snapshot of
the network topology. We did not consider the effect of mobility and the inability of a routing
protocol to find the optimal paths. Figure 10 pictures the mentioned trade-off for MANET
transmission ranges of 200m and 250m. The simulation is performed on large cells (radius =
1500m) and with 300 mobile terminals in each cell (details of the simulation setup can be
found in Paper C). We concluded from the simulation that formation of ad hoc networks to
support cellular multicast communication could be feasible in many scenarios, e.g., for MAN-
ET transmission range of 250m, approximately 95% of the multicast members are covered
with a cellular broadcast channel covering only 500m and support by MANETs with path
lengths of maximum 6 hops (ref. Figure 10).
In Paper D [40] we present two multicast routing protocols designed for the heterogeneous
wireless access network. We provided two protocols (one fully centralized, and one distribut-
ed with some central support) to prepare for a performance comparison of the two different
protocol types on the heterogeneous network. The distributed protocol is based on mecha-
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Figure 10: The figures show the trade-off between the radius of the cellular broadcast channel
(MZONE), the maximum path length (in number of hops, NOH) between a multicast member and the
gateway node within cellular coverage, and the required coverage (served terminals in%). This is
shown for MANET transmission rages of 200m and 250m.
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nisms from the leading MANET protocols. In addition we have introduced some centralized
support.
We did a simple spread-sheet calculation of estimated overheads on both channel types for
the two proposed protocols. As expected the calculation showed that most of the signalling
traffic is sent on the cellular channel for the centralised protocol, and on the MANET channels
for the distributed protocol.
A thorough network simulation studying the performance of the wireless network architec-
ture and the distributed multicast routing protocol (updated and described in details in Re-
search Report G [39]) is presented in Paper E [41]. The purpose of the heterogeneous access
network was to reduce the range of a UMTS broadcast channel to a minimum and use ad hoc
networks to cover the cell area outside the range of the broadcast channel, while maintaining
a fair service quality. However, a large MANET with long multihop paths will have a higher
packet loss ratio, larger jitter and delay than a smaller network. 
We implement the distributed multicast protocol in the J-Sim simulation environment [53],
and thus modelled our network in this environment. Details about the simulation parameters
are given in the “Simulation Setup and Results” section of Paper E. The multicast protocol
code, simulation script and analysis tools bundled with a few modifications to J-Sim 1.3 core
functionality is available at UniK - University Graduate Center, and can be distributed upon
request.
In the network analysis we look at average throughput, throughput fairness, packet loss
characteristics, the multicast signalling overhead, and the amount of resources required of pas-
sive relays. We studied these parameters to find the trade-off between the 3G coverage (and
consequently the required wireless resources in UTRAN) and the MANET size (and thus the
service quality). The evaluation is complemented by a sensitivity analysis of factors that could
affect the efficiency of the trade-off such as node mobility, different traffic patterns, and mul-
ticast member densities. An important part of the work was to compare the service quality in
the heterogeneous multihop network with the expected quality of the reliable one-hop cellular
channel.
Figure 11 shows the number of received packets in percent of sent packets for 4 different
cellular broadcast ranges. MZONE1 is the shortest were the reduced broadcast range is only
20% of the full cell range (MZONE2 = 33%, MZONE3 = 47% and MZONE4 = 60%). The
heterogeneous wireless architecture allowed a reduction of the UMTS broadcast channel to
less than 50% of the cell range (MZONE3), for a challenging scenario with large radio cells,
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while supporting a fair service quality. For this case the average number of received packets
are more than 95% whereas received packets for the worst case MANET size (NOH) are ap-
proximately 85% (ref. Figure 11). 
This reduction in the UMTS broadcast range free significant resources, thus network oper-
ators will be able to support several concurrent best-effort type group services in situations
where a conventional UMTS network would not have enough available radio resources.
These results are based on the assumption that the MANET part of the heterogeneous net-
work has sufficient capacity to support the multicast bandwidth provided by one or more
UMTS channels. Thus until better QoS mechanisms are available for MANETs, such archi-
tecture must be used with admission control and support only best effort traffic.
Throughout our work with the network simulation of the heterogeneous wireless access
network we made several improvements to the distributed routing protocol described in
Paper D. To document these improvements, we have described the final protocol in Research
Report G [39]. This report describes the operation of the protocol as well as the message for-
mats, and suggests default values for the protocol parameters. Thus the report provides enough
information to do a correct implementation of the distributed multicast protocol with some
central support.
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3.2.4 Multicast with Forward Error Correction for the Heteroge-
neous Wireless Network Architecture (Paper F)
In our last work we studied the effect of Forward Error Correction (FEC) at the packet-level
for multicast traffic on the heterogeneous wireless network architecture. The main contribu-
tion of this work is to provide a better understanding of the use of FEC for multicast in MAN-
ETs (Paper F) [42]. 
We performed the study on the heterogeneous architecture described in the previous work
(Paper E) [41]. We also used the J-Sim simulation environment prepared for Paper E. Details
about the simulation parameters are given in the “Simulation Setup and Results” section of
Paper F. The multicast protocol code, simulation script and analysis tools bundled with a few
modifications to J-Sim 1.3 core functionality is available at UniK - University Graduate Cent-
er, and can be distributed upon request.
The UMTS link was assumed to be reliable and available for the total simulation time, thus
the observed results were all a consequence of the MANET behaviour.
We observed the following: FEC improves the multicast throughput for unsaturated MAN-
ETs; however, the improvement comes at a high bandwidth-cost. E.g., from Figure 12 we see
that 20% FEC overhead improves the throughput from ca. 93.2% received packets to ca 95.7%
whereas 40% FEC improves the throughput from ca 93.6% to 98.%. The main reason for the
low utilization of the FEC resilience can be deducted from Figure 13. The figure shows that
the packet loss in the MANET increases with more than 50% when 20% FEC overhead is add-
ed to the dataflow. Thus much of the protection available with the FEC code was used to repair
the extra packet loss introduced with the FEC overhead. The increased bandwidth intensified
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Figure 12: The figure shows the reliability of a multicast flow with and without FEC, as a function of
the FEC overhead.
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the packet loss frequency in the MANET. A multihop mobile network with a common channel
is extremely sensitive to network load and congestion because of the hidden terminal problem.
In a multihop ad hoc network, the available payload bandwidth is typically about 1/4 to 1/7 of
the given maximum link capacity of the common channel [63]. In other words, the FEC over-
head on a MANET link will put 4-7 times that load on the common MANET channel.
The simple FEC scheme we studied here can be useful when the MANET bandwidth is
abundant, but should not be used for ad hoc networks with high load.
3.3 Discussion
3.3.1 Future Work
For the heterogeneous wireless access architecture there are several open issues that we would
like to pursue further. We suggested two routing protocols for this architecture, one distributed
and one centralized (Paper D). As part of the work presented here, we have done a detailed
study of the distributed version (Paper E). We would like to make a similar study of the cen-
tralized version and compare the performance of the two routing protocols in future works.
In our work with ad hoc multicast routing we observed a high number of parallel paths in
the multicast distribution trees that was not disjoint, thus we would like to improve the multi-
cast routing for the distributed protocol, and we think the concepts from the multicast routing
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algorithm with swarm intelligence (MANSI) [87] could be useful in the heterogeneous multi-
cast protocol.
In our most recent work we studied forward error corrected (FEC) multicast flows on the het-
erogeneous wireless network architecture (Paper F). In this work we did not utilize the dynam-
ics available with some FEC codes. The dynamic codes allow different FEC overheads for
each block size, thus the FEC encoding can be associated with the current radio link quality.
We would like to pursue the study of multicast with FEC on the heterogeneous architecture
further to analyse a situation where FEC with variable overhead is used based on feedback of
the current channel quality.
3.3.2 Conclusion
All our work is done as a proof of concept with the level of detail needed for such studies.
Consequently many aspects and details that must be available for possible interworking with
UMTS are left out. Issues such as Authentication, Authorization and Accounting (AAA)
mechanisms, reliability, integration with the UMTS-specific protocols and interworking be-
tween IEEE 802.11 transmission and UTRAN transmission are all mechanisms that are re-
quired if any of our analysis and suggested mechanism are to become integrated with 3G and
beyond networks.
Some of the work is finalized in that sense that the analysis was done for the initial phase
of the Multimedia Broadcast/Multicast Service (MBMS) [3, 104] architecture for Universal
Mobile Telecommunications System (UMTS) [2]. 3GPP has made its choice for the founda-
tions of the MBMS architecture. An evolution of the basics for this architecture must be con-
tinued based on the design specified in UMTS Release-6. Our work associated with the
MBMS platform has been compared with 3GPP’s choice in Section 3.2.1 for the IP multicast
mechanisms for UMTS (Paper A), and in Section 3.2.2 for the sticky-channel option for trans-
mission in the UMTS radio cell (Paper B).
Our work with the heterogeneous wireless architecture is intended for the evolving MBMS
architecture. In Release-6, 3GPP standardised the way in which an IEEE 802.11 hot spots can
be used as an access network to the UMTS network [9, 4]. There is no standard as of yet, that
describes the next step where several wireless technologies cooperate in a multihop fashion to
provide the wireless access to the UMTS network. An attempt called Opportunity Driven
Multiple Access (ODMA) [84] was introduces for standardisation several years ago, but was
stopped (partly due to complexity reasons). This proposal was intended for the TDD-CDMA
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networks where the same transceiver was used both for communication with the base station
and in the multihop path. We believe a heterogeneous wireless architecture based on two radio
technologies (much simpler than ODMA) for a greedy service type where a high gain is pos-
sible (e.g., multicast) similar to our design (Paper E and Paper F) could be an input to a new
standardisation effort for this type of networking. 
The heterogeneous wireless access network uses multihop wireless paths. An important
challenge inherently associated with such networks is the question of how to motivate fellow
mobile users to provide some of their limited bandwidth, battery and processing capacity to
relay data traffic to other users. Mechanism to motivate and, recompense the mobile users that
allow relaying must be decided by the network and service providers. 
To ease the motivation of the mobile users, our architecture only use relays in the IEEE
802.11 MANET, all mobile nodes connected to the UMTS broadcast channel are multicast
members. Our architecture also shows an evenly distributed, and fairly low load on the MAN-
ET relays. We believe that most users connected to the UMTS network will not, at the same
time, be using their 802.11 interface for heavy data traffic Therefore it will most likely be pos-
sible to motivate many users to provide some MANET relay capacity for fellow mobile nodes.
Furthermore, as more people install equipment in their home, with dedicated mobile phones
(e.g., burglary alarms and weather stations) available MANET capacity in these redundant
phones might also be made available for relaying traffic for others.
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