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Abstract
Exploring the impact of dimensionality on the quantum dynamics of interacting bosons in traps
including particle correlations is an interesting but challenging task. Due to the different participat-
ing length scales the modelling of the short-range interactions in three dimensions plays a special
role. We review different approaches for the latter and elaborate that for multi-configurational
computational strategies finite range potentials are adequate resulting in the need of large grids to
resolve the relevant length scales. This results in computational challenges which include also the
exponential scaling of complexity with the number of atoms. We show that the recently developed
ab-initio Multi-Layer Multi-Configurational Time- Dependent Hartee method for Bosons (ML-
MCTDHB) [J. Chem. Phys. 139, 134103 (2013)] can face both numerical challenges and present
an efficient numerical implementation of ML-MCTDHB in three spatial dimensions, particularly
suited to describe the quantum dynamics for elongated traps.
The beneficial scaling of our approach is demonstrated by studying the tunnelling dynamics of
bosonic ensembles in a double well. Comparing three-dimensional with quasi-one dimensional sim-
ulations, we find dimensionality-induced effects in the density. Furthermore, we study the crossover
from weak transversal confinement, where a mean-field description of the system is sufficient, to-
wards tight transversal confinement, where particle correlations and beyond mean-field effects are
pronounced.
PACS numbers: pacs code
∗ vbolsing@physnet.uni-hamburg.de
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I. INTRODUCTION
Trapped ultracold bosonic gases constitute intriguing quantum many-body systems, well-
known for their tunability [1, 2]. They allow for mimicking the physics of e.g. a diversity
of condensed matter problems [3] as well as for addressing fundamental questions. One of
the latter is how dimensionality influences the dynamics of interacting many-body systems.
Many parameters can be tuned externally, for example, the interaction strength via Feshbach
resonances [4], making a transition form weakly interacting systems to unitarity possible
[5, 6], or the dimensionality by individually adapting the trapping strengths in the different
spatial directions [7–12], allowing for the study of the cross over from 3D to quasi 1D.
For this presented purpose, we regard a system as quasi one-dimensional, if the transversal
degrees-of-freedom can be adiabatically separated1, which is the case in elongated traps if
the energy of the transversal first excited state is much higher than all other relevant energy
scales such that it cannot be populated. Then, there are no spatial correlations between
the longitudinal and transversal directions. However strong transversal confinement can still
influence the quasi one-dimensional system, for instance, by confinement induced resonances
[13, 14], where transversal modes are virtually excited, or by geometric potentials in the case
of curved wave guides [15–18]. Regarding many-body effects, there are intriguing differences
between quasi one-dimensional and three-dimensional systems, which strongly motivates
research on the crossover regime: By dimensional arguments in the thermodynamic limit
for uniform systems, one can show that the ratio of interaction to kinetic energy scales like
n
1/3
3D g in three dimensions with n3D denoting the particle density and g interaction strength
being proportional to the s-wave scattering length, while in one dimension the scaling goes
as the so-called Lieb-Liniger parameter g/n1D with the one-dimensional particle density n1D
[19].
Three-dimensional, weakly interacting bosonic systems can be well described by the
Gross-Pitaevskii mean-field equation (GPE) [20, 21], to study e.g. collective excitations
(see [1, 2] and refs. therein) or vortices [22]. In one-dimensional weakly interacting systems,
other types of stable mean-field excitation can arise, such as dark and bright matter-wave
solitons (see [22] and refs. therein).
1 With adiabatic separation, we mean a crude adiabatic separation of the transversal coordinates ρi =
(xi, yi)
T throughout this work, i.e. Ψ(r1, ..., rN ) = φ‖(z1, ..., zN )φ⊥(ρ1, ..., ρN ). We remark that the term
“quasi one-dimensional” is often used in a stricter sense, namely if a closed theory for the longitudinal
degrees-of-freedom φ‖(z1, ..., zN) can be formulated.
3
Thereby, the cross over from one to three dimensions is of particular theoretical and exper-
imental interest: In this regime, one may study e.g. the decay of quasi one-dimensional dark
soliton excitations into three-dimensional entities such as vortex rings or solitonic vortices
(see [23] and refs. therein) or the transition from a 1D quasi-condensate to a 3D condensate
[24, 25].
If the Lieb-Liniger parameter is increased to g/n1D & 1 or enough excitation energy
is provided, one-dimensional quantum gases enter a completely different regime where the
(quasi-) condensate description and quasi-1D GPE approach breaks down and intriguing
correlation effects emerge, for instance, the fermionization of strongly interacting bosons
[26, 27], fragmentation [28] or the decay of dark solitons due to dynamical quantum depletion
([29, 30] and refs. therein). Recently, a strong interest in unravelling correlation effects
also in two- and three-dimensional systems has emerged involving the study of the relation
between mean-field vortices and the exact solution of the linear many-body Schro¨dinger
equation [31, 32], beyond mean-field effects in vortices [33–36], as well as other fragmentation
scenarios [37–40].
In this work, we show how the recently developed Multi-Layer Multi-Configurational
Time-Dependent Hartree method for Bosons (ML-MCTDHB) [41, 42] can be applied to effi-
ciently study the correlated quantum dynamics of short-range interacting ultracold bosonic
atoms in three-dimensional elongated traps. For such simulations, two main numerical chal-
lenges have to be overcome. First, one has to face the exponential scaling of complexity with
the number of atoms. In this regards, ML-MCTDHB follows the philosophy of the state-of-
the-art method called Multi-Configurational Time-Dependent Hartree method for Bosons
(MCTDHB) [43], which employs a dynamically optimized single particle basis. Within the
class of wave function propagation methods, there are alternatively also the highly successful
tensor-network methods, which have been extended to also tackle two-dimensional problems
(see e.g. [44]), but are tailored to discrete systems (see e.g. [29, 45] for applications based
on the tight-binding approximation of continuous space).
The second challenge concerns the separation of length scales, which have to be resolved,
and are directly related to the question how to appropriately describe short-range interac-
tions between ultracold bosons in three spatial dimensions. We will review fundamental
problems concerning the (regularized) delta interaction approach in numerical many-body
methods [46–48], and show that a carefully chosen Gaussian model potential is most suit-
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able for mimicking the short-range interactions within the ML-MCTDHB approach. The
thereby separated length scales require a huge amount of grid points, which would make
a corresponding MCTDHB calculation extremely costly or even unfeasible, since the time-
dependent three-dimensional single-particle basis states are expanded on a product grid. In
contrast to this, ML-MCTDHB makes use of the reduced correlations between the spatial
directions in elongated traps [49], which leads to a more efficient representation of the time-
dependent single-particle basis. As a consequence, the computational effort w.r.t. the num-
ber of grid points qs in the direction s = 1, 2, 3 is reduced from q
2
1q
2
2q
2
3 to c1q
2
1+c2q
2
2+c3q
2
3 with
problem-dependent prefactors cs. Since ML-MCTDHB reduces to the mean-field theory in
a limiting case, our method can also be employed for efficiently solving the Gross-Pitaevskii
equation for elongated traps.
For illustrating the power of our method, we study the many-body tunnelling dynamics
of bosons in elongated double well traps beyond the mean-field approximation, focusing on
the emergence of particle correlations in the crossover from 3D to 1D. Many works have
previously studied bosonic tunnelling in double well set-ups, e.g. either theoretically within
a mean-field approximation, using two-mode approximations, by rigorous one-dimensional
simulations or experimentally (see [50, 51] and refs. therein)
We investigate the dynamics of the population imbalance in dependence of the transversal
confinement and unravel differences between our converged numerical result and the mean-
field predictions as well as beyond mean-field calculations based on an adiabatic separation
of the transversal degrees-of-freedom. In particular, we find that the latter approach cannot
resolve the shape of the density distribution even of the initial state, resulting in a different
subsequent dynamics.
This work is structured as followed: To be self-contained and provide the proper em-
bedding, we first review the challenges of and approaches to the description of short-range
interactions within many-body methods in three spatial dimensions (section II). The ap-
proach of our choice, an appropriate finite-range Gaussian model potential, is discussed in
detail and we present scattering calculations in order to relate the parameters of the model
potential to the physically relevant s-wave scattering length. In section III, we address
the ML-MCTDHB method and explain how it benefits from the lack of strong correla-
tions between the spatial directions in elongated traps. Thereafter, we apply in section IV
ML-MCTDHB to a tunnelling problem with a detailed discussion of the convergence and
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unravel three-dimensional as well as beyond mean-field effects. Finally, we conclude and
give an outlook in section V.
II. SHORT-RANGE INTERACTION OF BOSONIC ENSEMBLES IN 3D: CHAL-
LENGES AND APPROACHES
When simulating the correlated quantum dynamics of short-range interacting ultracold
bosonic atoms in elongated three-dimensional traps, two main challenges have to be faced:
(i) the exponential scaling of complexity with the particle number and (ii) the separation of
different length scales, which have to be resolved. While the former challenge is addressed
in section III, we deal with the issue of how to treat short-range interactions here. First, we
elaborate on the following fundamental problem: when using numerical methods operating in
the laboratory frame and being based on a finite product basis, one cannot accurately model
the interaction by a (regularized) delta potential in order to remove the shortest length scale
of the problem at hand. Thereafter, we review different approaches to model short-range
interactions and argue that an appropriately normalized Gaussian model potential is well
suited for our ML-MCTDHB method. Using such a finite-range model potential, however,
implies that the different separated length scales have to be resolved, and in section III
we will explain how ML-MCTDHB copes with this issue for elongated traps in an efficient
manner.
A. Length scales
In the following, we consider an elongated dilute ensemble of N ultracold bosonic atoms
of mass m, which is governed by the time-dependent Schro¨dinger equation
i~∂tΨ(r1, r2, ..., rN , t) = HΨ(r1, r2, ...rN , t)
=
[
N∑
i=1
H
(i)
0 +
∑
1≤i<j≤N
W (ij)
]
Ψ(r1, r2, ..., rN , t). (1)
Here, ri = (xi, yi, zi)
T refers to the position of the i-th atom in Cartesian coordinates,
H
(i)
0 = − ~
2
2m
∇2ri + V (ri) denotes its single-particle Hamiltonian and W (ij) = W (ri − rj)
is the interaction potential of the i-th with the j-th atom, j 6= i. In order to model an
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elongated trap, a harmonic confinement is assumed V (ri) =
1
2
mω2⊥ (x
2
i + y
2
i )+
1
2
mω2‖z
2
i . The
longitudinal (transversal) trap frequency is ω‖ (ω⊥) corresponding to a characteristic length
scale l‖ =
√
~/(mω‖) (l⊥ =
√
~/(mω⊥) ) and the aspect ratio is defined as η = ω⊥/ω‖.
Experimentally [52, 53] the aspect ratio can vary from one to several hundred, where η = 1
describes an isotropic confinement and η ≫ 1 a highly elongated trap. Thus, elongated
traps are characterized by two characteristic length scales, with l⊥ < l‖. We note that our
following considerations are not restricted to harmonic potentials.
The interaction between two neutral bosons ground state bosonic atoms is given by a Van-
der-Waals potential, whose range is much smaller than the typical interparticle distance in
dilute ultracold systems [2]. As we will see, removing this smallest length scale by introducing
delta interaction potentials with the same s-wave scattering properties in the far field [54, 55]
suffers in higher dimensions from principle problems within many if not most computational
methods [46]. So we have to mimic the desired scattering behaviour by an appropriate
model potential of finite range Σ leading to three length scales, which have to be resolved
naturally: Σ≪ l⊥ < l‖, covering also the interparticle distance.
B. Modelling short-range interactions
1. Bare delta interaction
The simplest way to remove the interaction range from the description of our system is
to invoke the bare delta function, W (r) = gδ(r), where r = r1 − r2 denotes the relative
position of the two colliding particles and the interaction strength g is chosen in such a way
that W (r) features the desired s-wave scattering length [1, 2]. Following the lines of [56], we
review why this is a valid approach in one spatial dimension, which, however, breaks down
in three dimensions, where the plane delta function does not scatter [46, 47, 56].
In general, the solution of the stationary two-body scattering problem in the far field
is given by an incoming plain wave plus an outgoing spherical wave multiplied with the
scattering amplitude f
Ψ(r) = eikr + f(k, r/r)
eikr
r
(2)
where r = |r| and r is the relative coordinate vector as well as E = ~2k2/2µ denotes the
energy of the incoming wave with the reduced mass µ and wave vector k of modulus k.
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For the bare delta interaction, the scattering amplitude can be calculated via the T-matrix
formalism [56], and is given by f(k, r/r) = − µ
2π~2
g
1−gJ(E+i0+) = f(k) with
J(E + i0+) = lim
ǫ→0+
∫
dDk′
(2π)D
1
E + iǫ− ~2k′2
2µ
(3)
where D denotes the dimension of the scattering problem. For ultracold collisions, the
scattering amplitude can be well approximated by its zero-energy limit, the s-wave scattering
length
a ≡ − lim
k→0
f(k) (4)
For D = 1, the integral (3) is convergent and the bare delta interaction can be used without
any limitations in analytical and numerical calculations. In three dimensions, however, the
real part of this integral (3) is ultra-violet divergent and results in a = 0, such that no
scattering takes place in three dimension.
In order to appropriately describe scattering in three dimensions in terms of zero range-
potentials, two different strategies can be followed: (i) using the regularized delta interaction
W (r) = gδ(r)∂rr [54, 55], instead of the bare delta interaction, which avoids the ultra-violet
divergence in (3) or (ii) regularizing the integral (3) for the bare delta interaction by an
ultra-violet cut-off and appropriately renormalizing its interaction strength g depending on
this cut-off.
2. Regularized delta interaction
Considering strategy (i) first, the regularized delta interaction has been introduced to
incorporate appropriate boundary conditions for the scattering process in three dimensions
[54, 55, 57, 58]. In particular, the 1/r divergence of the scattering solution (2) is taken
properly into account by the regularization operator ∂rr, which ensures a finite scattering
amplitude f(k) = − a
1+ika
with a = µ
2π~2
g as the corresponding s-wave scattering length
(4) [56]. Furthermore, in [59, 60] it has been shown that the regularized delta interaction
emerges, if one considers a proper zero-range limit of a three-dimensional finite square well
or a delta-shell potential, respectively.
The regularized delta interaction is of great use for analytical calculations as demon-
strated by the solution of the bosonic two-body problem in isotropic [61] and anisotropic
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[62] harmonic traps. For most numerical many-body methods, however, there is a fundamen-
tal problem, which stems from the fact that they are formulated in second quantization, and
operate in the laboratory frame. Thereby, these methods rely on a finite single particle basis
χk(ri), k = 1, ...,M and thus effectively on a finite (possibly symmetrized) Hartree product
basis as one can see e.g. from the matrix elements of the interaction operator 〈χiχj |W |χqχp〉.
By transforming the derivative ∂r into the laboratory frame, one can easily show that
gδ(r)∂r (rχi(r1)χj(r2)) = gδ(r)
[
χi(r1)χj(r2)+ (5)
+
r1 − r2
2
(∇r1 −∇r2)χi(r1)χj(r2)
]
,
where r = r1 − r2. Therefore, gδ(r)∂r (rχi(r1)χj(r2)) = gδ(r)χi(r1)χj(r2), which is a direct
consequence of the fact that a single Hartree product cannot feature a 1/r singularity and
so the action of the regularization operator ∂r(r · ) becomes trivial. Moreover, since ∂r(r · )
commutes with any finite sum, the action of the regularized delta potential on any available
two-body state
∑M
i,j=1 aijχi(r1)χj(r2), aij ∈ C, is equivalent to the action of the bare delta
potential, which has important consequences:
(i) Using the regularized delta potential is equivalent to the bare one for laboratory frame
methods being based on a finite single-particle basis. So if one knows that the total state
can be approximated well by the Gross-Pitaevskii mean-field ansatz, i.e. a single Hartree
product, the regularized delta interaction can be safely replaced by the bare one, bearing in
mind that correlations on short length scales are not accurately described for finite N [63].
(ii) If one, however, expects non-trivial correlations or is not sure about the applicability
of a mean-field ansatz, the regularized delta potential does not help since one converges to
the non-interacting solution when increasing the basis size [47].
(iii) One can only benefit from the correct scattering properties of the regularized delta
potential if one analytically or numerically utilizes a correlated two-body basis. This idea
has been implemented in the form of an effective interaction potential, being constructed
from the exact solution of the two-body problem (see e.g. [64, 65] and references therein),
which provides good predictions for the eigenenergies of the many-boson problem. Since
we, however, are interested in quantum dynamics and operate with a dynamically optimized
single-particle basis (see section III), evaluating the matrix elements of the effective inter-
action potential by a six-dimensional integration at each instant in time would lead to large
and definitely infeasible computational costs.
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3. Renormalization of the bare delta interaction
The second strategy (ii) is to regularize the integral (3) and to renormalize the bare
coupling strength such that the regularization is compensated and the correct scattering
physics is reproduced: This can be achieved by e.g. a discretization of coordinate space
[48], i.e. introduction of a high-momentum cut-off (see also e.g. [66–69]). The main intrinsic
truncation procedure within of our ML-MCTDHB method, however, is not the discretization
of space but considering only a reduced number of dynamically optimized single-particle basis
states (see section III). As a consequence one would have to evaluate the renormalization
condition, involving e.g. the scattering T -matrix in the truncated basis, at every instant in
time, which would not only be costly but also conceptually difficult, since ML-MCTDHB
is based on a truncated single-particle basis in the laboratory frame while the T -matrix
relates to the relative coordinate frame. Therefore, a similar renormalization could only be
established in 1D for strong interactions in special cases [70].
4. Finite-range model potentials
As a consequence of the discussion above, we have to replace the interatomic interactions
by a finite-range model potential satisfying the following requirements: (i) the potential must
be short-range, i.e. its range Σ must constitute the smallest length scale in the problem
at hand; (ii) its s-wave scattering length must be easily tunable via the model potential
parameters; (iii) within the considered numerical many-body method, the model potential
should lead to the lowest possible computational costs.
Due to requirement (i), the trap does not influence the scattering processes, which may
then be regarded as if taking place in free space [71–73]. Moreover, the shape of the model
potential does not matter in this case [74] and, thus, a variety of different candidates can be
conceived, including model potentials with both attractive and repulsive parts.
Regarding requirement (ii), (partially) attractive model potentials which feature bound
state(s) are in principle easily tunable and cover the full range of possible scattering lengths,
since scattering resonances can be exploited by shifting a bound state near the threshold [75].
Bound states, however, in general imply strong interparticle correlations in the laboratory
frame, which are difficult to handle, i.e. converge numerically. To avoid these correlations
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and a strongly energy-dependent scattering length, we exclusively restrict ourselves to re-
pulsive model potentials in the following.
Regarding requirement (iii), the evaluation of the two-body interaction matrix elements
〈χiχj |W |χkχl〉 in general is computationally very costly, since a six-dimensional spatial in-
tegration has to be performed, requiring q21q
2
2q
2
3 operations, with qs denoting the number
of grid points in the s-th dimension. To reduce the computational effort three strategies
are possible: First, one can approximate the model potential W by a sum over w.r.t. the
interacting particles separable operators, namely by Wp(r1 − r2) =
∑p
i=1 ciw
(1)
i (r1)w
(2)
i (r2),
using a Schmidt decomposition [76–78]. For p = q1q2q3, this decomposition becomes ex-
act, i.e. W = Wp. If now Wp approximates W well for much less terms, i.e. p ≪ q1q2q3,
the two-body interaction matrix costs only 2p integrals over three spatial dimensions, i.e.
2p q1q2q3. Empirically, however, we found that a large number of terms p is required for a
fair representation of short-range potentials, otherwise Wp exhibits unphysical oscillations
even at large distances 2, resulting in long-range interactions and possibly even bound states.
Therefore, this strategy is not further followed.
In the second strategy, one makes use of the fact that W depends only on the relative
coordinate of the interacting particles and not on their centre of mass position. A succession
of Fast Fourier Transformations then allows to reduce the number of operations from q21q
2
2q
2
3
to ∝ q1q2q3 log(q1q2q3) [79] (see also appendix B).
The third strategy, finally, is adapted to situations in which the three-dimensional single-
particle states |χj〉 are expanded w.r.t. one-dimensional basis states |φ(s)j 〉 for the different
spatial directions s (as it is done efficiently in ML-MCTDHB, see section III). Similarly to
the first strategy, one can then (approximately) unravel W (r1 − r2) into a sum of opera-
tors that are separable w.r.t. spatial directions, namely
∑p1
j1=1
∑p2
j2=1
∑p3
j3=1
cj1j2j3 W
(1)
j1
(x1−
x2)W
(2)
j2
(y1 − y2)W (3)j3 (z1 − z2), which can be achieved by the POTFIT algorithm [77, 78].
In this way, the six-dimensional integration in 〈χiχj|W |χkχl〉 becomes a sum over two-
dimensional integrations 〈φ(s)q |W (s)js |φ(s)p 〉 and the efficiency of this scheme depends on pi as
well as on how many one-dimensional basis states |φ(s)j 〉 are needed for convergence.
Since our ML-MCTDHB method aims at an efficient representation of |χi〉 in terms
of the |φ(s)j 〉, we follow this third strategy in combination with the second strategy for
evaluating 〈φ(s)q |W (s)js |φ(s)p 〉. Moreover, we restrict ourselves to model potentials W (r1−r2) =
2 These oscillations can be damped manually by considering the average ∝∑pi=1Wi as the model potential
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W (1)(x1 − x2)W (2)(y1 − y2)W (3)(z1 − z2), which are separable in Cartesian coordinates, to
further reduce the number of summations. Demanding isotropy, a natural choice for W is
the Gaussian interaction potential in three dimensions WG(r1 − r2) = he−(r1−r2)2/σ2 , with
height h and width σ. The interaction strength can be adjusted by h, however, increasing the
height of the Gaussian potential increases also its range Σ(h, σ) and thus we may violate the
relation Σ≪ l⊥ for strong interactions. Therefore, we normalize the width of the Gaussian
w.r.t. a small energy scale of our system ǫ by demanding WRG(r) = ǫ if |r| = σ , such that
Σ is independent of the height h:
WRG(r1 − r2) = he− ln(h/ǫ)
(r1−r2)
2
σ2 . (6)
In the inset of figure 1, we compare the two Gaussian profiles, WG and WRG with the
interaction potential WT (r) = gΘ(σ−|r|), which is not separable. Increasing the height, the
renormalized Gaussian WRG approaches the shape of the theta function WT , whose width
is limited by σ = Σ. In contrast to this, the range of WG grows unlimited with increasing h
such that the assumptions of both free space scattering and short-range interactions will be
violated. Thus, we favour WRG.
C. Tunability of model interaction potentials
Given the s-wave scattering length a of a physical scenario, which, in principle, is experi-
mentally tunable over a broad range via Feshbach resonances [4], we have to choose the free
parameters of our model potential W such that the latter constitutes a short-range interac-
tion potential of the same a. Since, only repulsive potentials are considered, a is naturally
bounded by Σ from above, which inevitably restricts the realizable scattering lengths to
a≪ l⊥. We numerically determine the dependence of the energy-dependent phase-shift δ(k)
on the model potential parameters by solving the s-wave scattering problem in free space in
relative coordinates with the Numerov method [80] and comparing with the non-scattered
solution in the far field. Then, we extrapolate the k → 0 behaviour of δ(k) in order to
determine a [75].
For the different interaction potentials WT , WG, WRG and the delta shell model WD(r) =
gδ(σ− |r|), we show the dependence of the s-wave scattering length on the potential height
in figure 1. As analytically expected [75], a saturates for WT and WD, such that the three-
12
dimensional scattering length becomes equal to the range of the interaction potential, a =
σ = Σ. Whereas the scattering length of WG (as well as its range) diverges with increasing
h, the scattering length of WRG converges slowly towards the limit a = σ = Σ, as expected.
In doing so, the interaction range does not interfere with other length scales in the system.
Although the achievable scattering lengths are limited to small values, we choose WRG as
our model potential because of the beneficial computational properties discussed above.
This implies that strong interparticle correlations can be achieved only by increasing the
particle density of the bosonic ensemble n such that an1/3 & 1 or by providing sufficiently
high excitation energies in the initial state for triggering dynamical quantum depletion.
However, already in the weakly interacting regime intriguing beyond mean-field effects can
be found [33–36, 38, 40].
III. COMPUTATIONAL APPROACH TO MANY-BODY QUANTUM DYNAM-
ICS
The second numerical challenge is the exponential scaling of complexity w.r.t. the par-
ticle number, when solving the many-body Schro¨dinger equation. We face this challenge
with the so-called Multi-Layer Multi-Configurational Time-Dependent Hartree method for
Bosons (ML-MCTDHB) [41, 42]. This ab-initio method becomes numerically exact for large
enough basis sets, and can treat both bosonic single-component ensembles and mixtures of
different bosonic species in one or more spatial dimensions. In this method, the many-body
wave function is expanded w.r.t. variationally optimized time-dependent many-body ba-
sis states, which span the relevant subspace of the Hilbert space at each instance in time.
How it faces the exponential scaling of the number of configurations for single component
systems lies at the heart of the Multi-Configurational Time-Dependent Hartree method for
Bosons (MCTDHB) [43], which is shortly reviewed in section IIIA (see [81–83] for a de-
tailed review of this class of wave function-propagation methods). Thereafter, we explain
how ML-MCTDHB makes use of the separation of energy scales in different spatial direc-
tions, as it occurs in elongated traps for instance, in order to obtain a better scaling w.r.t.
the number of grid points (section IIIB). Indeed, ML-MCTDHB takes advantage of the
absence of strong correlations between the different spatial directions in such a case. This
aspect of ML-MCTDHB was briefly addressed in [41] but major developments were required
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FIG. 1. (Colour online) Scattering lengths for different interaction potentials: green
circles WD(r) = hδ(σ − |r|), blue stars WT (r) = hΘ(σ − |r|), cyan plus WRG(r) =
h exp
(
−√ln(h/ǫ) r2/σ2) with ǫ = 1, and magenta diamonds WG(r) = h exp (−r2/σ2). Please
note the logarithmic scale of the x-axis. The scattering length is scaled in units of the characteristic
interaction length scale σ. The inset shows the shape of these interaction potentials. The blue
shaded area refers to the theta interaction potential and serves as a reference. The cyan lines show
WRG and the magenta lines WG for h = 10 (solid line) and 2 · 103 (dashed line), respectively.
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here to overcome the resulting numerical challenges. In the last section IIIC, we show how
ML-MCTDHB can be used for the non-trivial task of solving the three-dimensional GPE
for elongated traps.
A. The MCTDHB method and higher dimensions
In MCTDHB [43], the many-body wave function for N bosons is expanded w.r.t. a set
of time-dependent permanents, i.e bosonic number states
|Ψ(t)〉 =
∑
~n|N
A~n(t)|~n〉t (7)
These permanents are labelled by an integer vector ~n = (n1, ..., ni, ..., nM), where ni is the
occupation number of the i-th three-dimensional, time-dependent single-particle function
(3D-SPF), |χi(t)〉, which is variationally optimized at each instant in time. The number
M of considered 3D-SPFs constitutes a numerical control parameter of this method. The
symbol ~n|N denotes the summation over all N -body permanents. Then, the 3D-SPF are
represented w.r.t. a time-independent basis |UJ〉, for example given by a discrete variable
representation (DVR) [81, 84] or a Fast-Fourier Transformation based grid [85, 86],
|χj(t)〉 =
Q∑
J=1
B˜jJ(t)|UJ〉 (8)
where B˜jJ(t) denote the time-dependent expansion coefficients and Q = q1q2q3 refers to the
total number of grid points. The equations of motion for the time-dependent coefficients
can be derived, using the Dirac-Frenkel variational principle [87, 88], 〈δΨ| i∂t −H |Ψ〉 = 0,
under the constraint 〈χj |i∂t|χk〉 = 0, which ensures the orthonormality of the 3D-SPFs.
Performing the variation w.r.t. the time-dependent coefficients in (7) and (8), leads to [43]
i~∂tA~n =
∑
~m|N
〈~n|H |~m〉A~m (9)
i~∂tB˜iI =
M∑
k,l=1
Q∑
L=1
〈UI |
[(
1− P (χ)) (H(1)0 + [ρ(χ)]−1ik 〈W 〉(χ)kl
)]
|UL〉 B˜lL (10)
Here, to shorten the notation, we drop the time-dependence for simplicity. The projec-
tor, P (χ) =
∑M
i=1 |χi〉〈χi|, projects onto the co-moving subspace spanned by the instan-
taneous 3D-SPFs. According to equation (10), the 3D-SPF can only rotate into the or-
thogonal complement of the subspace which they are spanning. The dynamics of the
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3D-SPFs is driven by both the one-body Hamiltonian H
(1)
0 and the interactions among
the atoms, which are represented by the second term in the bracket on the right-hand-
side of (10). Here, ρ
(χ)
ik denotes the one-body density matrix
3 in the 3D-SPF represen-
tation, which can be calculated by ρik = 〈Ψ|a†iak|Ψ〉/N, where a†i (ai) creates (destroys)
a boson in the state |χi(t)〉. The inverse of the one-body density matrix causes weakly
occupied single particle functions to rotate faster than strongly occupied ones [81]. Fi-
nally, 〈W 〉(χ)ik refers to the so-called mean-field operator matrix, which can be written as
〈W 〉(χ)ik =
∑M
j,l=1 ρ
(2)
ijkl
∑Q
I,K=1W
(χ)
IjKl|UI〉〈UK |, with WIjKl =
∑
JL B˜
∗
jJB˜lL〈UIUJ |W |UKUL〉
and the two particle density matrix ρ
(2)
ijkl = 〈Ψ|a†ia†jakal|Ψ〉/N . Thus, the interaction couples
different 3D-SPF, weighted by the corresponding two body density matrix elements.
The time-independent basis is typically chosen such that the two-body interaction matrix
elements 〈UIUJ |W |UKUL〉 can be easily evaluated analytically or numerically at the begin-
ning of a simulation. Yet we emphasize that one needs (q1q2q3)
2 operations to calculate
the elements WIjKl, for each evaluation of the r.h.s. of (10). The computational effort can
be reduced to q1q2q3 log(q1q2q3) by making use of fast Fourier transformations (see section
IIB and appendix B), but the evaluation of these matrix elements then still constitutes the
numerical bottle neck for simulations requiring large grids.
If there are as many 3D-SPF as grid points, M =
∏3
s=1 qs, the full CI limit is recovered,
where the Hilbert space is only truncated by the discretization of the coordinate space.
Whereas, if only one 3D-SPF is supplied, MCTDHB reduces to the Gross-Pitaevskii mean-
field theory (see also section IIIC). A MCTDHB calculation may be regarded as numerically
converged, if in particular the expectation values of the observables of interest become to
a certain quantitative degree insensitive to a further increase of the number of basis states,
characterized by the numerical configuration (M |q1q2q3).
B. ML-MCTDHB for elongated traps
The key idea of our ML-MCTDHB approach is to find a more efficient representation of
the MCTDHB 3D-SPFs in order to reduce the significant computational costs for the eval-
3 We note that in the (ML-)MCTDHB terminology, the one-/ and two-body density matrix are proportional
to the transposed of the physical reduced one-/ and two-body density matrix
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uation of the mean-field operator matrix 〈W 〉(χ)ik , which have restricted MCTDHB to small
grids so far. This venture is in particular crucial for addressing the 1D-to-3D crossover in
elongated traps due to the three separated length scales which have to be resolved (see sec-
tion IIA). Yet exactly in this regime one may anticipate that the transversal and longitudinal
degrees-of-freedom are not too strongly correlated since the transversal excitation energies
separate from the longitudinal ones. This motivates us to expand the 3D-SPFs |χi(t)〉 w.r.t.
a product of three one-dimensional, time-dependent single particle functions (1D-SPFs),
|ΦJ(t)〉 =
⊗3
s=1 |φ(s)js (t)〉, where we have introduced the multi-index J = (j1, j2, j3) with
js = 1, ..., ms and ms ≤ qs
|χi(t)〉 =
m1∑
j1=1
m2∑
j2=1
m3∑
j3=1
Bij1j2j3(t)
3⊗
s=1
|φ(s)js (t)〉 ≡
∑
J
BiJ(t)|ΦJ(t)〉 (11)
The 1D-SPFs in turn are expanded w.r.t. a time-independent, one-dimensional basis |u(s)r 〉,
r = 1, ..., qs, i.e. represented on a one-dimensional grid
|φ(s)j (t)〉 =
qs∑
r=1
C
(s)
jr (t)|u(s)r 〉. (12)
Thus we have introduced an additional truncation: If the correlations between the spatial
directions are not too strong, the 3D-SPFs can be represented well by taking into account
only ms ≪ qs 1D-SPFs, as we will also show exemplarily in section IV. This is in particular
advantageous for elongated traps where due to the separation of energy scales one may
take less 1D-SPFs for the transversal directions than for the longitudinal direction into
account, i.e. m1, m2 < m3. In an even more extreme case when we fix m1 = m2 = 1, the
transversal degrees-of-freedom adiabatically separate This will be a good approximation for
sufficiently large aspect ratios η, where beyond mean-field effects are strongly dominated by
the population of various longitudinal 1D-SPFs. But also for modest η, it is promising to
compare fully converged ML-MCTDHB calculations with simulations in which m1 = m2 = 1
is fixed and m3 is increased until convergence. In this way, one compares full 3D simulations
with quasi-1D ones and can identify the impact of correlations between the spatial directions.
Using the Dirac-Frenkel variational principle, one finds that the A~n coefficients still obey
(9), while the dynamics of the 3D-SPFs expansion coefficients is now governed by
i~∂tBiI =
M∑
k,l=1
∑
L
〈ΦI|
[(
1− P (χ)) (H(1)0 + [ρ(χ)]−1ik 〈W 〉(χ)kl
)]
|ΦL〉BlL (13)
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additional equations of motion can been derived for the coefficients C
(s)
ir .
i~∂tC
(s)
ir =
qs∑
r′=1
ms∑
j,k=1
〈u(s)r |(1− P (s))
(
h
(s)
0 +
[
ρ(s)
]−1
ik
[
〈V¯ 〉(s)kj + 〈W 〉(s)kj
])
|u(s)r′ 〉C(s)jr′ (14)
Here, P (s) denotes the projector
∑ms
i=1 |φ(s)i 〉〈φ(s)i | and ρ(s)ik refers to the density matrix of
the s-th degree-of-freedom of a single bosons (see appendix A, eq. (A1) for an explicit
definition). The operator h
(s)
0 contains all terms of H
(1)
0 which act non-trivially on the s-th
coordinate but as a unit operator on the s′-th one, s′ 6= s. The terms of H(1)0 which couple
the s-th direction to the other ones enter equation (14) via the mean-field operator matrix
〈V¯ 〉(s)kj , while the interaction among the other atoms induces the mean-field operator matrix
〈W 〉(s)kj (see appendix A).
Regarding the interactions, it is important to realize that summations over the grid do
only enter the calculation of the interaction induced mean-field operator matrix 〈W 〉(s)kj . By
means of the algorithm reviewed in appendix B, this results in costs scaling like qs log qs for
separable potentials, where the prefactors strongly depend on the numbers of 1D-SPFs [see
equation (A3)]. However, once the basic ingredients for 〈W 〉(s)kj are known, the mean-field
operator matrix 〈W 〉(χ)kl can directly be calculated without further summations over the grid
[see equation (A4)], which is in stark contrast to the corresponding calculation in MCTDHB.
Our ML-MCTDHB method formally reduces to MCTDHB if as many 1D-SPFs are sup-
plied as there are grid points mi = qi. As a result, the maximal strength of correlations
between the spatial directions, which can be resolved, is solely limited by the grid. But as we
have argued before and as we will see exemplarily in section IV, the correlations between the
spatial directions are rather weak in many relevant situations. Under such circumstances,
ML-MCTDHB will be more efficient than MCTDHB and allows in particular for employing
much larger grids. Comparing the scaling of ML-MCTDHB and MCTDHB w.r.t. the num-
ber of grid points is involved and depends on the details of the implementation. However,
one may at least state that MCTDHB requires M q1q2q3 coefficients for representing the
3D-SPFs, while Mm1m2m3+
∑3
s=1msqs coefficients are needed in ML-MCTDHB. So if one
can achieve convergence for sufficiently small ms ≪ qs, ML-MCTDHB will be much more
efficient.
Finally, there is a word of caution in order here: In contrast to the MCTDHB theory,
the ML-MCTDHB equations of motion do not automatically conserve symmetries involving
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transformations of two or three coordinates, such as rotations or reflections, but only if the
simulation is converged w.r.t. (m1, m2, m3) [41]. This disadvantage can be cured by choos-
ing symmetry-adapted coordinates, of course. In such coordinates, however, the considered
interaction model potential W will in general not be separable. For reducing the computa-
tional effort, one thus has to apply the POTFIT algorithm w.r.t. the “spatial directions”
to W [77, 78] (see the discussion in section IIB) or to find an appropriate model potential,
which is separable in the new coordinates if feasible at all.
C. ML-MCTDHB as an efficient solver for the 3D Gross-Pitaevskii equation
The equations of motion (10) can be reduced to the GPE [20, 21], if only one 3D-SPF
(M = 1) is supplied and if one is converged w.r.t. (m1, m2, m3). According to the considera-
tions in section IIB, the short-range interaction can then be accurately modelled by the bare
delta potential W = gδ(r1 − r2) as it is usually done within mean-field theory. Computa-
tionally, the bare delta potential is very advantageous for the ML-MCTDHB wave function
ansatz (11) since it is separable w.r.t. the spatial dimensions (in Cartesian coordinates) and
since the integral over one degree-of-freedom can be carried out analytically. In this way,
approximately
∑3
s=1m
4
sqs summations regarding the grid plus additional summations over
the states |φ(s′)i 〉 with s′ 6= s (see equation (A3)) are required for calculating the mean-field
operator matrix of 〈W 〉(s)kj . Thus, both the representation of the condensate wave function
and the evaluation of its equations of motion scale linearly w.r.t. the number of grid points
with ms-dependent prefactors
4. In contrast to this, solving the Gross-Pitaevskii equation
on a product grid, as it usually done, results in a q1q2q3 scaling. Consequently, our method
presented in section IIIB can be used to solve the GPE very efficiently if the coupling be-
tween the spatial dimensions is not too strong, i.e. ms ≪ qs, as it is the case for elongated
traps (see [49]).
IV. DOUBLE WELL TUNNELLING
In this section, we analyse the ground state and the dynamics for the dimensional cross
over from 3D to 1D of a bosonic ensemble tunnelling in an elongated double well. We are
4 Non-local operators such as the kinetic energy result in a q2s scaling if one does not employ an Fast Fourier
Transformation based grid.
19
interested in the emergence of particle correlations with varying aspect ratio.
In section IVA, we describe the physical set-up. Then, the initial ground state is analysed
in section IVB, with a particular emphasis on the convergence of the simulations, followed
by a discussion of the density and the population imbalance between the right and left well.
In section IVC, we explore the corresponding tunnelling dynamics with a focus on particle
correlations and the temporal evolution of the density. We do not aim at an exhaustive
study of the cross-over from 1D to 3D with varying parameters but want to demonstrate the
numerical feasibility of three-dimensional simulations of bosonic ensembles beyond mean-
field, with this illustrating example, for our computational ML-MCTDHB approach.
A. Set-up
We study an ensemble of N = 14 bosons loaded into an elongated double well trap,
which is modelled by the potential V (ri) = Vtrap(ri) + Vbarrier(ri) + Vtilt(ri). Employ-
ing harmonic oscillator units w.r.t. the longitudinal direction, the harmonic trap reads
Vtrap(ri) = 1/2 η
2(x2i + y
2
i ) + 1/2 z
2
i . A Gaussian barrier Vbarrier(ri) = H exp(−r2i /S2),
experimentally realizable by a focused blue-detuned laser, with fixed height H = 10 and
width S = 0.4, separates the trap into a left and right half. To obtain the initial ground
state with a population imbalance, an additional potential Vtilt(ri) = dzzi with dz = −0.1 is
taken into account. Then the ML-MCTDHB equations of motion are propagated in imag-
inary time to relax to the ground state, which contains a surplus of particles on the right
side. The interaction between the particles is modelled by the normalized Gaussian WRG
(see section IIB). Choosing the height h = 125, width σ = 0.1 and energy scale ǫ = 1, the
scattering length5 is fixed to a = 0.0048 according to section IIC. The width σ is the small-
est physical length scale in the system, which is resolved numerically by our grid spacing of
0.02 (in all directions). Employing a Fast-Fourier-transformation based grid [85], we take
500 (400) grid points for the longitudinal (for each transversal) direction into account.
5 This scattering length is obtained by solving the free-space scattering problem on a grid for the relative
coordinate, which is derived from the laboratory frame grid employed in our ML-MCTDHB calculations.
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B. Ground-state analysis
Before investigating the properties of the ground states, we give a detailed analysis of the
convergence.
1. Convergence study
In order to check the convergence of the simulations, we vary the number of 3D-SPFs M
and 1D-SPFs (m1, m2, m3) for fixed physical parameters, and compare the ML-MCTDHB
results for the observables of interest. A simulation is converged, if the observables of interest
do not change upon increasing the number of SPFs further. One has to check carefully the
convergence in ML-MCTDHB, because an interdependence between M and ms can occur.
For the considered cylindrically symmetrical trap, we may choose the number of transver-
sal 1D-SPFs to be equal: m1 = m2. For nearly isotropic traps, i.e. η & 1, one uses
m1 = m2 = m3. If the transversal trap is tightened, less transversal 1D-SPF are needed,
and all particle correlations, if existent, are handed over to the population of longitudinal
1D-SPFs, thus a good choice is to setM = m3 ≥ m1 = m2. In the following, each simulation
is characterized by the numerical configuration C = (M |m1m2m3).
A first indicator for convergence can be obtained by a spectral analysis of certain reduced
density operators, i.e. the eigenvalues (natural populations) a
(χ)
i and b
(s)
i of the reduced den-
sity operator of a single boson ρ(χ) and of the s-th degree-of-freedom of a single boson ρ(s)
and their eigenvectors (natural orbitals). The smallest natural population a
(χ)
i and b
(s)
i may
serve as a practical measure for how many 3D-SPF and 1D-SPF are needed, respectively,
and the natural-population distribution is sensitive to the presence of particle and spatial
correlations, respectively. Such conclusions from the natural orbitals are rigorous for al-
ready converged simulations and otherwise only indicative (see [89] for a critical discussion).
Within our normalization, we have 0 ≤ a(χ)i , b(s)i ≤ 1 and
∑
i a
(χ)
i =
∑
i b
(s)
i = 1. Moreover,
we label the natural populations in decreasing sequence.
In figure 2, we show the natural populations b
(s)
i and a
(χ)
i for two aspect ratios η = 2
and η = 8 and different numerical configurations C. Adding an additional 3D-SPF, the
two most dominant natural populations a
(χ)
1,2 change by only ∼ 10−4, i.e. not significantly
(see figure 2a). A tighter trap depletes a
(χ)
1 in favour of a
(χ)
2 , indicating already emerging
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particle correlations. Adding further 1D-SPFs, the two most dominant natural populations
of ρ(s), b
(s)
1,2, are not significantly changed and corrections take place of the order of 10
−4.
As expected, the second dominant natural population b
(1,2)
2 of the transversal directions is
stronger populated for a more isotropic trap, η = 2, than for η = 8, which implies stronger
spatial correlations (see figure 2 b). Finally, figure 2c shows that the spectrum of ρ(3) is
rather robust w.r.t. adding more 3D- and 1D-SPFs.
Second, we study the convergence of our ground-state calculation by comparing the pop-
ulation imbalance between the two wells, Iz = (NL −NR)/N , where NL,R =
∑N
i=1〈Θ(±zi)〉,
for various configurations C in dependence on the aspect ratio η (figure 3). We see that
nearly all simulations show excellent agreement for the population imbalance,except for the
configurations CMF = (1|334) and Cq1D = (4|114). The configuration CFC = (4|334) is
regarded as fully converged for this observable. The configuration CMF corresponds to a
mean-field configuration (M = 1), where the ms are increased until convergence, i.e. to the
ground state of the 3D GPE. One can clearly see that 3D GPE agrees well with the fully
converged results for η < 4, while the mean-field results deviate for more anisotropic traps
since interparticle correlations become important. In contrast to this, the configuration Cq1D
corresponds to an adiabatic separation of the transversal degrees-of-freedom while resolving
interparticle correlations by bringing the simulation to convergence w.r.t. M = m3. This
quasi one-dimensional simulation approaches the fully converged results for increasing η, but
even for η = 8, significant deviations remain.
2. Configuration dependent ground state properties
Next, we explore in some detail the validity of the adiabatic separation of the transversal
degrees-of-freedom or the double. Let’s consider a cut of the three-dimensional ground state
density ρ(x, y = 0, z) for the three numerical configurations CMF , Cq1D and CFC . The mean-
field (figure 4a) and fully converged (figure 4c) density profile agree well for η = 2, whereas
they differ significantly in their geometry from the quasi 1D simulation Cq1D (figure 4e). This
is interesting, since the second dominant transversal natural orbital is only weakly populated
with b
(1)
2 = b
(2)
2 ∼ 4 · 10−3 (see figure 2), indicating less spatial correlations. Nevertheless,
these further orbitals are necessary to describe the dip in the density induced by the barrier
barrier Vbarrier(ri). This density dip cannot be resolved in the quasi 1D simulation due to the
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FIG. 2. (Colour online) (a) shows the natural populations a
(χ)
i of ρ
(χ), and (b) and (c) presents
the natural populations b
(s)
i of ρ
(s), respectively, for two different aspect ratios η = 2 (blue squares)
and η = 8 (green stars). The superscript s denotes the dimension. The horizontal axis provides
different numerical configurations C, where M = m3 is increased for various m1 = m2 kept fixed.
The black dashed vertical line separates different configurations, where M = m3 is increased by
one.
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FIG. 3. (Colour online) Shown are the population imbalances for different numerical configurations
C with respect of the aspect ratio. The lines connecting the points are plotted as a guide to the eye.
The black dashed, dotted and solid lines are the mean-field CMF = (4|114) , quasi 1D Cq1D = 1|334
and fully converged CFC = (4|334) simulations.
crude adiabatic separation, i.e. the single variationally optimized SPF in each transversal
direction has a shape independent of the for longitudinal position.
Increasing the transversal trap frequency restricts the wave function stronger in the
transversal direction, ∼ 1/(2η), and if it is smaller than the width of the barrier, the barrier
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FIG. 4. (Colour online) Cut through the density ρ(x, y = 0, z, t) for different aspect ratios η = 2
(left column), η = 8 (right column) and configurations CMF (first row), CFC (second row) and Cq1D
(third row) w.r.t. the longitudinal z and transversal dimension x. Harmonic oscillator units are
used. The range of the colour bar is from zero (black) to 0.8 (white).
can be Taylor expanded Vbarrier(ri) ∼ H exp(−z2i /S2). No spatial correlations are induced
by this approximated barrier any more, and the adiabatic separation is a good approxima-
tion, as can be seen by comparing the density profiles for CMF (figure 4b), CFC (figure 4d)
and Cq1D (figure 4f) for the aspect ratio η = 8. In this regime, only the interaction could
induce spatial correlations, which however is prevented by the transversal excitation gap.
In summary, the differences in the ground state density for weak transversal confine-
ment cause a different initial population imbalance and thus induces a different tunnelling
dynamics, as we shall see in the following subsection.
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C. Tunnelling dynamics
To trigger the tunnelling dynamics, we switch off the tilted potential Vtilt(z) at t = 0
and propagate the many-body wave function in real time, with the intention to study its
dynamical features.
In order to ensure the convergence of the simulations, let us inspect the time evolution of
the population imbalance Iz(t) for different configurations C in two different trap geometries
with aspect ratios η = 2 and η = 8, respectively. In figure 5, the population imbalance shows
excellent agreement between the numerical configurations C = (4|224), (3|333), (3|223) and
(4|334) (see figure 5). Hereafter, the numerical configuration C = (4|334) is referred to the
fully converged simulation CFC .
For weak transversal confinement η = 2, the first natural populations of CFC is very
close to one a
(χ)
1 ∼ 1 (see figure 6a), indicating that no particle correlations are present
in the system. Thus, the fully converged simulation can be described within a mean-field
approximation, which can also been seen in the almost identical temporal evolution of the
population imbalance of the two configurations CMF = (1|334) and CFC (see figure 5a). In
contrast to, the quasi one-dimensional configuration Cq1D = (4|114) fails to describe the
right dynamics of the population imbalance for weak transversal confinement, because only
one transversal mode cannot resolve correctly the initial density profile (see section IVB),
which impacts the resulting tunnelling behaviour. Snapshots of the temporal evolution of
the density cut ρ(x, y = 0, z, t) for the two different numerical configurations Cq1D (see figures
7a,d,e) and CFC (see figure 7b,d,f) show how the particles tunnel from right (t = 0) (see 4)
to left (t = 5.3) and back (t = 10.6).
For tighter traps, the second natural population a
(χ)
2 increases (see figure 6b), leading to
higher particle correlations and thus to beyond mean-field effects. Therefore, the mean-field
configuration fails to describe the system, which possesses damping as well as a different
frequency in the population imbalance (see figure 5b). Furthermore, increasing the aspect
ratio, the second natural populations b
(1,2)
2 decrease (not shown), expressing small spatial
correlations, while the longitudinal natural population b
(3)
2 inherit the particle correlations
b
(3)
2 ∼ a(χ)2 , indicating a cross over to a quasi one-dimensional configuration.
In summary, increasing the aspect ratio leads to stronger particle and weaker spatial
correlations. For low aspect ratios, the system can be well-described by the mean-field
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FIG. 5. (Colour online). Temporal evolution of the population imbalance Iz(t) for the two aspect
ratios η = 2 (a) and η = 8 (b). Shown are the following numerical configurations C = (4|224)
(green stars), C = (3|333) (blue plus signs), C = (3|223) (red hexagram). C = (4|334) (black line),
C = (1|334) (black dashed line), C = (4|114) (black dotted line). Note that in (a) the black dashed
line is covered by the solid black line. Harmonic oscillator units are used.
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FIG. 6. (Colour online) The natural populations a
(χ)
1 (a) and a
(χ)
2 (b) w.r.t. time for different
aspect ratios. Harmonic oscillator units are used. Both subfigures have the same colour coding.
ansatz, whereas for high aspect ratios (quasi 1D) an effective one-dimensional but beyond
mean-field theory is needed. With our here presented numerical method ML-MCTDHB, we
are able to simulate the cover-over from quasi one- to three- dimensional behaviours either
within mean-field approximations or taking all particle correlations into account.
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FIG. 7. (Colour online) Cut through the density ρ(x, y = 0, z, t) for different times, t = 2.9, t = 5.3,
t = 10.6 and configurations Cq1D (left column) and CFC (right column) w.r.t. the longitudinal z
and transversal dimension x. Harmonic oscillator units are used. The aspect ratios is η = 2. The
range of the colour bar is from zero (black) to 0.2 (white).
V. CONCLUSION AND OUTLOOK
We have worked out the ab-initio method ML-MCTDHB [41, 42] for the study of the
three-dimensional quantum dynamics of bosonic many-body systems out of equilibrium.
In general, this poses two main numerical challenges. The first one is the exponential
scaling of complexity with the number of particles, which can be tackled by the state-
of-the-art MCTDHB method. The second challenge concerns the different length scales
in the system, which is on the one hand directly linked to the question, how to describe
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correctly the short-range atom-atom interaction in three dimensions. Therefore, we have
reviewed the fundamental problems occurring when modelling these interactions via delta
potentials and alternative approaches leading us to the usage of finite range potentials. On
the other hand, this challenge includes that an elongated trap induces an additional length
scale. Furthermore, in sufficiently elongated traps, the transversal modes are energetically
separated from the longitudinal modes. Exploiting this feature, we expand the 3D-SPF into
a product of one-dimensional time-dependent SPFs, which allows for an efficient description
of the different length scales.
For this wave function ansatz, the equations of motion have been derived for the 1D-
SPF using a variational principle, ensuring an optimized 1D-SPF basis set at each instant
of time. Convergence is realized by successively increasing the number of 1D-SPFs and
3D-SPFs, which serve as a numerical control. In the limit of a single 3D-SPF, our method
constitutes an efficient way to solve the 3D Gross-Pitaveskii equation for elongated traps.
To illustrate our method, we have analysed an ensemble of bosons tunnelling in a double
well for different transversal trap frequencies, thereby studying the cross over from the three-
to the quasi one-dimensional case. This is a regime whose quantum dynamics are notoriously
difficult to describe by any method. We show the necessity of at least two transversal modes,
in order to get the density profile and the correct tunnelling behaviour.
For an aspect ratio η = 2, we observe significant spatial correlations while only small
particle correlations are present. As a consequence, this regime can be well described by a
mean-field ansatz. Following, we have monitored the dynamical emergence of particle corre-
lations in the cross over from 3D to 1D accompanied by a reduction of spatial correlations.
In this respect, the quasi 1D regime can be well described by an effective one-dimensional
beyond mean-field equation. In summary, our presented numerically method is able to cover
the cross over from quasi one to three dimensions both in the mean-field approximation and
for numerical exact simulations.
A natural next step to take is to explore situations, in which the transversal modes take
part in the dynamical evolution, such that we can investigate the transfer of correlations
between the dimensions.
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Appendix A: Ingredients of the ML-MCTDHB equations of motion
Here, the more involved ingredients for the equations of motion (14) are explicated. The
density matrix of the s-th degree-of-freedom of a single bosons is given by
[
ρ(s)
]
ik
=
∑
q,p
ρ(χ)qp
∑
Qs,Ps
B∗qQs
i
BpPs
k
(A1)
where the sum over e.g. Qs abbreviates a summation over qs′ with s
′ 6= s and Qsi equals
(q1, q2, q3) with qs replaced by i.
Now, we explicate the mean-field operator matrix 〈V¯ 〉(s)kj , which is induced by the terms
of the one-body Hamiltonian H
(1)
0 , which couple the direction s to s
′ 6= s (e.g. the Gaussian
barrier potential in section IV). If we abbreviate these coupling terms with V¯ (s), we find
〈V¯ 〉(s)ik =
∑
q,p
ρ(χ)qp
∑
Qs,Ps
B∗qQs
i
BpPs
k
〈ΦQs|V¯ (s)|ΦPs〉 (A2)
with e.g. |ΦPs〉 ≡
⊗
s′ 6=s |φ(s
′)
p
s′
〉. So 〈ΦQs |V¯ (s)|ΦPs〉 is an operator acting on the s-th degree-
of-freedom.
Given that the interaction potential is separable, W (r1 − r1) = W (1)(x1 − x2)W (2)(y1 −
y2)W
(3)(z1 − z2), the interaction induced mean-field operator matrix of the s-th degree-of-
freedom reads
〈W 〉(s)ik =
∑
j,l,q,p
ρ
(2)
qjpl
∑
J,L,Qs,Ps
B∗qQs
i
B∗jJBpPskBlL
[∏
s′ 6=s
W
(s′)
q
s′
j
s′
p
s′
l
s′
]
〈φ(s)js |W (s)|φ(s)ls 〉, (A3)
where W
(s′)
q
s′
j
s′
p
s′
l
s′
= 〈φ(s′)q
s′
φ
(s′)
j
s′
|W (s′)|φ(s′)p
s′
φ
(s′)
l
s′
〉 and 〈φ(s)js |W (s)|φ(s)ls 〉 constitute a single particle
operator. These two basic ingredients can be evaluated very efficiently by the algorithm
discussed in appendix B. Finally, these ingredients can be used to calculate the mean-field
operator matrix for the equation of motion of the BiI equations of motion
〈W 〉(χ)ik =
∑
j,l
ρ
(2)
ijkl
∑
I,J,K,L
B∗jJBlL
∏
s
W
(s)
isjsksls
|ΦI〉 〈ΦK|. (A4)
Appendix B: Interaction Matrix Evaluation by Successive Transforms
In this appendix, we want to present an efficient algorithm to calculate the interaction
matrix elements W
(s)
ijkl = 〈φ(s)i φ(s)j |W (s)|φ(s)k φ(s)l 〉 for each dimension s = 1, 2, 3. These interac-
tion matrix elements are needed to construct the mean-field operator matrices [see eq. (A3)
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and (A4)] for the equation of motions (13) and (14). For diagonal interaction potentials,
such as used in section IIB, the computational effort is reduced to ∝ q2s and the interaction
matrix reads
W
(s)
ijkl =
∫
dx
∫
dx′
(
φ
(s)
i (x)
)∗ (
φ
(s)
j (x
′)
)∗
φ
(s)
k (x)φ
(s)
l (x
′)W (s)(x− x′) (B1)
The idea, how to reduce the numerical effort of the calculations of the interaction matrix
effectively, is adopted from [79]. Here, we follow their lines of argument. Using the property
that W (s) depends only on ξ = x−x′, we can reduce the computational effort by using Fast
Fourier Transformations (FFT), which scale with the number of grid points as ∝ qs log(qs).
The forward and backward Fourier Transformations of the interaction potential read
W (s)(ξ) =W (s)(x− x′) = 1√
2π
∫
dk e−ik(x−x
′)w(s)(k) (B2)
w(s)(k) =
1√
2π
∫
dξ eikξW (s)(ξ) (B3)
Inserting (B2) into (B1) leads to
W
(s)
ijkl =
1√
2π
∫
dx
(
φ
(s)
i (x)
)∗
φ
(s)
k (x)
[∫
dk w(s)(k)
(∫
dx′
(
φ
(s)
j (x
′)
)∗
φ
(s)
l (x
′)e−ikx
′
)
eikx
]
The calculation of this integral can be divided into three steps. The first step is a
FFT of the x′ particle coordinate g(s)(k) = 1√
2π
∫
dx′
(
φ
(s)
j (x
′)
)∗
φ
(s)
l (x
′)e−ikx
′
, followed
by an inverse FFT G(s)(x) = 1√
2π
∫
dk w(s)(k)g(s)(k)eikx. In the last and third step,
one has to perform a one-dimensional integration over the x particle coordinate W
(s)
ijkl =√
2π
∫
dx
(
φ
(s)
i (x)
)∗
φ
(s)
k (x)G
(s)(x). In total, the computational effort is 2 · qs log qs + qs for
every time step, instead of the previous scaling with ∝ q2s .
[1] L. Pitaevskii and S. Stringari, Bose-Einstein Condensation, 1st ed. (Oxford Science Publica-
tions, Oxford, 2003).
[2] C. Pethick and H. Smith, Bose-Einstein Condensation in Dilute Gases, 2nd ed. (Cambridge
University Press, Cambridge, 2008).
[3] I. Bloch, J. Dalibard, and W. Zwerger, Rev. Mod. Phys. 80, 885 (2008).
[4] C. Chin, R. Grimm, P. Julienne, and E. Tiesinga, Rev. Mod. Phys. 82, 1225 (2010).
[5] E. Braaten and H. W. Hammer, Phys. Rep. 428, 259 (2006).
33
[6] G. E. Astrakharchik, D. Blume, S. Giorgini, and B. E. Granger,
Phys. Rev. Lett. 92, 030402 (2004).
[7] J. Reichel and V. Vuletic, Atom chips (Wiley-VCH, Weinheim, 2011).
[8] H. Metcalf and P. van der Straten, Laser Cooling and Trapping (Springer, Berlin, 1999).
[9] S. Dettmer, D. Hellweg, P. Ryytty, J. J. Arlt, W. Ertmer, K. Sengstock, D. S.
Petrov, G. V. Shlyapnikov, H. Kreutzmann, L. Santos, and M. Lewenstein,
Phys. Rev. Lett. 87, 160406 (2001).
[10] A. Go¨rlitz, J. M. Vogels, A. E. Leanhardt, C. Raman, T. L. Gustavson, J. R. Abo-
Shaeer, A. P. Chikkatur, S. Gupta, S. Inouye, T. Rosenband, and W. Ketterle,
Phys. Rev. Lett. 87, 130402 (2001).
[11] H. Moritz, T. Sto¨ferle, M. Ko¨hl, and T. Esslinger, Phys. Rev. Lett. 91, 250402 (2003).
[12] K. Henderson, C. Ryu, C. MacCormick, and M. G. Boshier, New J. Phys. 11, 043030 (2009).
[13] M. Olshanii, Phys. Rev. Lett. 81, 938 (1998).
[14] T. Bergeman, M. G. Moore, and M. Olshanii, Phys. Rev. Lett. 91, 163201 (2003).
[15] R. C. T. Da Costa, Phys. Rev. A 23, 1982 (1981).
[16] D. Reitz and A. Rauschenbeutel, Opt. Commun. 285, 4705 (2012).
[17] J. Stockhofe and P. Schmelcher, Phys. Rev. A 89, 033630 (2014).
[18] P. Exner and H. Kova´ık, Quantum Waveguides (Springer, Heidelberg, 2015).
[19] E. H. Lieb and W. Liniger, Phys. Rev. 130, 1605 (1963).
[20] E. Gross, Nuovo Cimenti 20, 454 (1961).
[21] L. P. Pitaevskii, Sov. Phys. JETP 13, 451 (1961).
[22] P. G. Kevrekidis, D. J. Frantzeskakis, and R. Carretero-Gonza´lez, Emergent Nonlinear Phe-
nomena in Bose-Einstein Condensates (Springer, Berlin Heidelberg, 2008).
[23] S. Donadello, S. Serafini, M. Tylutki, L. P. Pitaevskii, F. Dalfovo, G. Lamporesi, and G. Fer-
rari, Phys. Rev. Lett. 065302, 1 (2014).
[24] J. Armijo, T. Jacqmin, K. Kheruntsyan, and I. Bouchoule, Phys. Rev. A 83, 021605 (2011).
[25] T. Yang, A. J. Henning, and K. A. Benedict, J. Phys. B At. Mol. Opt. Phys. 47, 035302 (2014).
[26] M. Giradeau, J. Math. Phys. 1, 516 (1960).
[27] D. Blume, Phys. Rev. A 66, 053613 (2002).
[28] E. J. Mueller, T. L. Ho, M. Ueda, and G. Baym, Phys. Rev. A 74, 033612 (2006).
[29] D. Delande and K. Sacha, Phys. Rev. Lett. 112, 040402 (2014).
34
[30] S. Kro¨nke and P. Schmelcher, Phys. Rev. A 91, 053614 (2015).
[31] D. Dagnino, N. Barbera´n, M. Lewenstein, and J. Dalibard, Nat. Phys. 5, 431 (2009).
[32] J. C. Cremon, A. D. Jackson, E. O. Karabulut, G. M. Kavoulakis, B. R. Mottelson, and S. M.
Reimann, Phys. Rev. A 91, 033623 (2015).
[33] S. Klaiman, A. U. J. Lode, A. I. Streltsov, L. S. Cederbaum, and O. E. Alon,
Phys. Rev. A 90, 043620 (2014).
[34] S. E. Weiner, M. C. Tsatsos, L. S. Cederbaum, and A. U. J. Lode, arXiv:1409.7670v2.
[35] S. Klaiman and O. E. Alon, J. Phys. Conf. Ser. 691, 012015 (2016).
[36] M. C. Tsatsos and A. U. J. Lode, J. Low Temp. Phys. 181, 171 (2015).
[37] U. R. Fischer, A. U. J. Lode, and B. Chatterjee, Phys. Rev. A 91, 063621 (2015).
[38] O. I. Streltsova, O. E. Alon, L. S. Cederbaum, and A. I. Streltsov,
Phys. Rev. A 89, 061602 (2014).
[39] K. Sakmann, A. I. Streltsov, O. E. Alon, and L. S. Cederbaum,
Phys. Rev. A 89, 023602 (2014).
[40] A. I. Streltsov, Phys. Rev. A 88, 041602 (2013).
[41] L. Cao, S. Kro¨nke, O. Vendrell, and P. Schmelcher, J. Chem. Phys. 139, 134103 (2013).
[42] S. Kro¨nke, L. Cao, O. Vendrell, and P. Schmelcher, New J. Phys. 15, 63018 (2013).
[43] O. E. Alon, A. I. Streltsov, and L. S. Cederbaum, Phys. Rev. A 77, 033613 (2008).
[44] R. Oru´s, Ann. Phys. (N. Y). 349, 117 (2014).
[45] B. Schmidt and M. Fleischhauer, Phys. Rev. A 75, 021601 (2007).
[46] B. D. Esry and C. H. Greene, Phys. Rev. A 60, 1451 (1999).
[47] R. A. Doganov, S. Klaiman, O. E. Alon, A. I. Streltsov, and L. S. Cederbaum,
Phys. Rev. A 87, 33631 (2013).
[48] Y. Castin, J. Phys. IV 116, 89 (2004).
[49] A. B. Tacla and C. M. Caves, Phys. Rev. A 84, 053606 (2011).
[50] A. J. Leggett, Rev. Mod. Phys. 73, 307 (2001).
[51] R. Gati and M. K. Oberthaler, J. Phys. B 40, R61 (2007).
[52] T. Berrada, S. van Frank, R. Bu¨cker, T. Schumm, J.-F. Schaff, J. Schmiedmayer, B. Jul´ıa-Dı´az,
and A. Polls, Phys. Rev. A 93, 063620 (2016).
[53] M. Albiez, R. Gati, J. Fo¨lling, S. Hunsmann, M. Cristiani, and M. K. Oberthaler,
Phys. Rev. Lett. 95, 010402 (2005).
35
[54] E. Fermi, Ric. Sci. 7, 13 (1936).
[55] K. Huang and C. N. Yang, Phys. Rev. 105, 767 (1957).
[56] Y. Castin, Bose-Einstein Condensates in Atomic Gases: Simple Theoretical Results
(Springer, Berlin, Heidelberg, 2001).
[57] A. Derevianko, Phys. Rev. A 72, 044701 (2005).
[58] M. Olshanii and L. Pricoupenko, Phys. Rev. Lett. 88, 010402 (2001).
[59] A. Farrell and B. P. van Zyl, Can. J. Phys. 88, 817 (2010).
[60] R. Stock, A. Silberfarb, E. L. Bolda, and I. H. Deutsch, Phys. Rev. Lett. 94, 023202 (2005).
[61] T. Busch, B.-G. Englert, K. Rzazewski, and M. Wilkens, Found. Phys. 28, 549 (1998).
[62] Z. Idziaszek and T. Calarco, Phys. Rev. A 74, 022712 (2006).
[63] L. Erds, B. Schlein, and H.-T. Yau, Phys. Rev. Lett. 98, 040404 (2007).
[64] J. Christensson, C. Forsse´n, S. A˚berg, and S. M. Reimann, Phys. Rev. A 79, 012707 (2009).
[65] E. J. Lindgren, J. Rotureau, C. Forsse´n, A. G. Volosniev, and N. T. Zinner,
New J. Phys. 16, 063003 (2014).
[66] R. M. Cavalcanti, Rev. Bras. Ens. Fis. 21, 336 (1999).
[67] I. Mitra, A. DasGupta, and B. Dutta-Roy, Am. J. Phys. 66, 1101 (1998).
[68] N. T. Zinner, J. Phys. A Math. Theor. 45, 205302 (2012).
[69] M. Rontani, S. A˚berg, and S. M. Reimann, arXiv:0810.4305.
[70] T. Ernst, D. W. Hallwood, J. Gulliksen, H. D. Meyer, and J. Brand,
Phys. Rev. A 84, 023623 (2011).
[71] E. Tiesinga, C. J. Williams, F. H. Mies, and P. S. Julienne, Phys. Rev. A 61, 063416 (2000).
[72] M. Block and M. Holthaus, Phys. Rev. A 65, 052102 (2002).
[73] J. Pade, M. Block, and M. Holthaus, Phys. Rev. A 68, 063402 (2003).
[74] D. Blume and C. H. Greene, Phys. Rev. A 65, 043613 (2002).
[75] J. R. Taylor, Scattering Theory (Dover Publications, Mineola, New York, 2000).
[76] E. Schmidt, Math. Ann. 63, 433 (1907).
[77] A. Jackle and H.-D. Meyer, J. Chem. Phys. 104, 7974 (1996).
[78] A. Jackle and H.-D. Meyer, J. Chem. Phys. 109, 3772 (1998).
[79] K. Sakmann, Many-Body Schro¨dinger Dynamics of Bose-Einstein Condensates (Springer,
Berlin, Heidelberg, 2011).
[80] B. Numerov, Astron. Nachrichten 230, 359 (1927).
36
[81] M. Beck, A. Ja¨ckle, G. Worth, and H.-D. Meyer, Phys. Rep. 324, 1 (2000).
[82] H.-D. Meyer, Wiley Interdiscip. Rev. Comput. Mol. Sci. 2, 351 (2012).
[83] H.-D. Meyer, F. Gatti, and G. Worth, Multidimensional quantum dynamics : MCTDH theory
and applications (Wiley-VCH, Weinheim, 2009).
[84] J. C. Light, Discrete Variable Representations in Quantum Dynamics (Springer US, N. Y.,
1992).
[85] D. Kosloff and R. Kosloff, J. Comp. Phys. 52, 35 (1983).
[86] D. J. Tannor, Introduction to quantum mechanics - a time-dependent perspective (University
Science Books, Sausalito, California, 2007).
[87] P. A. M. Dirac, Math. Proc. Cambridge Philos. Soc. 26, 376 (1930).
[88] J. Frenkel, Wave Mechanics: Elementary Theory (Oxford Clarendon Press, 1932).
[89] J. G. Cosme, C. Weiss, and J. Brand, (2015), arXiv:1510.07845.
37
