The spline interpolation of sequences satisfying a linear recurrence relation  by Greville, T.N.E et al.
JOURNAL OF APPRO?UMATION THEORY 17, 200-221 (1976) 
The Spline Interpolation of Sequences Satisfying a Linear 
Recurrence Relation 
T. N. E. GREVILLE" 
National Center for Health Statistics, 5600 Fishers Lane, Rockville, Maryland 20852 
I. J. SCHOENBERG* 
Mathematics Research Center, Uniwrsity of Wisconsin, Madison, Wisconsin 53706 
AND 
A. SHARMA 
Department of Mathematics, University of Albet‘ta, Edmonton, Alberta T6G 2Gl 
Received September 12, 1974 
The properties of cardinal splines satisfying a linear recurrence relation and 
interpolating given data are studied. A necessary and sufficient condition is 
obtained for the existence of a unique cardinal spline of given degree fulfilling 
these requirements. The limiting behavior of such a family of splines as the degree 
tends to infinity is determined. 
1. STATEMENT OF THE PROBLEM 
In several recent papers, Schoenberg [6-S] has studied cardinal splines of 
degree II that satisfy 
S(x + 1) = tS(x) (1.1) 
for some fixed t and for all real x, and also interpolate at the integers the 
exponential function t”. By a cardinal spline of degree n we mean a piecewise 
polynomial function S(x) of degree 12 and continuity class P--l, defined on 
the real line and such that discontinuities in S(“)(X) occur only at the integers. 
Schoenberg has shown [7, 81 that there is a unique cardinal spline of 
degree n, called the exponential Euler spline, satisfying these two conditions 
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so long as f is not a zero of the Euler-Frobenius polynomial [6, 81 of degree 11. 
IF t is equal to one of these zeros (called eigemahes for the degree rzj, there 
is no cardinal spline satisfying (1.1) and interpolating t” at the integers. 
However, there do exist O~ZZJT for these values of I the eigc~rr2s$kes, which 
satisfy (I. I) and also the condition 
S(v) = 0 (v = 0, +1, $2,...). 
In this pager we consider a generalization, which will now be described, A 
of the problem solved by Schoenberg. Let ( yV)Z, be a sequence of reals such 
tha 
for all integers V, where the coefficients aj are fixed real numbers, and 
aiJaB f 0. Let h be a fixed real number in the half-open interval [O, I). We 
then propose the following 
PROBLCM. To construct a cardinal spline S(X) of degree n that interpolates 
tte data-sequence (J:) at the arguments v + h, i.e., 
S(V +- hj = J:, (1.3) 
for ali integers V, and also satisfies the functional equation 
for all real .Y. 
j=O 
We shall show in Section 2 that the solution of the problem depends on the 
zeros of two polynomials. One is the characteristic polynomia! of the recur- 
rence relation (1.Q which is 
P(u) = 2 ajk (aon:, f 0). 
i=O 
The other is 
R,,,(u) = i Qn+l(j + I?> u”-j, 
j=O 
(1.5j 
(1.6) 
where Qn+l(~~) is the “forward B-spline” of degree I? (see 17, 81). For h = 0 
this reduces to (l/n!) IT,(u), where 17,(u) is the Euler-Frobenius polynomial 
of degree ~2 - I. We shall find that the problem stated has a unique solution if 
and only if P(u) and R&u) have no common zero. Clearly this is a plausible 
generalization of Schoenberg’s result. 
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For 12 = 0, we have interpolation at the knots. For P(u) = u - h, h = 0 
or +, the problem reduces to the cases studied by Schoenberg [7,8]. 
Let -ul,,, denote the class of cardinal splines of degree IZ satisfying (1.4). 
We shall show in Section 3 that when P(1) f 0, there exists a cardinal 
spline S*(X) E ZnzP that is represented in [0, k] by a single polynomial 
(i.e., the expected knots at 1, 2 ,..., k - 1 are absent). In Section 4 this 
special cardinal spline S*(X) is shown to lead to a basis for the class 9&. 
Of particular interest is the case of P(u) = (u - t)” and h = 0, which 
leads to the exponential Euler splines of higher order treated in Section 5. 
In Section 6 we study the convergence when n -+ 00 of the interpolatory 
splines in YR,, satisfying (1.3) with h = 0. 
2. THE MAIN RESULT 
The forward B-splines Qn+l(x) have been thoroughly studied in [6,7]. 
Every cardinal spline S(X) of degree n is known [4] to have a unique represen- 
tation of the form 
S(x) = =f cJ&(x - v). (2.1) 
v=--co 
We now formulate 
LEMMA 1. A cardinal spline s(x) of the form (2.1) belongs to Y?,, if and 
01zly if 
1 UjC,+j = 0 
j=O 
for every integer v. 
Proof. We have 
f a,S(x + j) = $ aj 5 cVQn+,(x + j - V) 
(2.2) 
The last expression vanishes for all real x if and only if (2.2) holds for all 
integers v. 1 
Using the relations 
Q.n+l(X) = (l/n !) A n+yx - n - 1); 
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and 
(x - ?I - 1): = (x - 77 - 1)(x - 12 - 1>;--” (71 = 1: 2,...), (2.3) 
where 
“ic, = max(O, .x) = $(.x + / x 1): 
and applying to (2.3) the formula for the (12 + 1)th finite difference of a 
product, we obtain, after some simplification, the recurrence relation 
Qn+1W = (~l4Wd~) f (12 + 1 - x! !&x(x - ljl, (2.4) 
valid for all real s. This is also a particular case of the recurrence relation for 
B-splines with general knots due to de Boor, Mansfield, and Cox [II 21. From 
(1.6) and (2.4) we deduce the recurrence relation 
&n(x) - XR,&J<(X) = l - x ___ [(l - h) R,-;,,(x) + XR:E-~,71(X)!, 72 (2.5) 
which will be used to prove the following lemma. 
LEMMA 2. For n = 1; 2,..., the zeros of R,,,(u) me simpk tend negxtioe. 
Pi-00Jc. For h = 0, 
&,,(4 = w 9 nrzw, 
and the zeros of L!,(U) are known to be simple and negative [7> 81. 
For Ir > 0, we follow Schoenberg, using induction on n, and suppose that 
the zeros of Rn--l,h(~lj are 
A,-, < A,-, < ... <A, <A, <o. 
Then, it follows from (2.5) that 
Rn,A(&) = (l/fz) &(l - hj)RL-l,7h(hj) (j = 1, 2,.,., % - lj. 
Since Rn,lL(0) = Q,n+l(l - h) > 0, it follows that (-l!j-” R;,-&&j > 0 
for all j, and therefore 
(-l)j Rn,h(XJ > 0 (j = 1, 2,..., n - lj~ 
Since the coefficient of U” in Rn,h(~) is Q,l+,(Iz> 0, it follows that Rrc,h(~l) 
has a zero in each of the II intervals 
(-a, Ll), (b-1 , L-2),...> Gl , 0). 
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Since 
R,,~&(U) = hu + 1 - I?, 
the induction is complete. 1 
In the proof of the following theorem it will be convenient to use the 
so-called displacement operator E of the calculus of finite differences defined 
by 
&f(x) = f(x + 1) 
for every functionf. Then (1.4) can be written as 
P(E)S(x) = 0. (2.6) 
THEOREM 1. Given a real polynomial P(u) of the form (1.5) and a sequence 
( y,> satisfying (1.2), there is a unique cardinal spline S(x) E 9”,p satisfJ!ing 
(1.3) ifand only ifP(u) and RI&u) have no common zero. 
Proof. If such a cardinal spline S(x) exists, it has a unique representation 
of the form (2.1) with coefficients c, that satisfy (2.2), by Lemma 1. We 
then have 
f cVQ,+l(.j + h - v, = J'j 
,'=-m 
(2.7) 
for all integers j. 
Conversely, if there exists a sequence {c,} satisfying (2.2) and (2.7) then 
(2.1) exhibits a spline S(x) having the required properties. 
Consider now the more limited system of equations 
f c”Q.~+~(~ + h - v) = J’j (j = 0, I,..., k - 1) 
,>=-cc 
i, a,c,-, = 0 (j = 1, 2 ,...) R). 
(2.8) 
In view of the limited support of Qn+l(~), (2.8) is a linear system of II + k 
equations in the n + k unknowns, c-, ? c-,+~ ,..., cpel. Moreover, it is 
equivalent to the more extensive system consisting of (2.2) and (2.7), since, 
because aOak T- 1 0, the recurrence relations (1.2) and (2.2) can be used to 
extend the equations uniquely to all j. 
Thus, a spline S(x) having the required properties exists if and only if the 
square matrix of coefficients of (2.8) is nonsingular. This is the case if and 
only if the corresponding homogeneous system has only the trivial solution 
in which all the unknowns vanish. 
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Now, the existence of a solution of the homogeneous system is tantamount 
to the existence of a sequence (&y> satisfying both the difference equations 
P(E) ?,, = 0 and R,,,(E) 2, = 0 for all integers V. Let pl, blZ $..., pn be the 
zeros of Rn,h(zl). Since they are distinct by Lemma 2, a solution E, of 
R,,,(E) E; = 0 must be of the form 
Consequently, 
P(E) E,, = f A$+,) ,$’ = 0 
j=l 
for all integers V. Since the pj are distinct, this irnphes 
AjQj) = 0 (j = 1, 2,..., 12). 
Now, if P(zf) and R.n,h(~) have no common zero, P(pj) + 0 for alij and so 
~8~ = 0 for all j. In other words, & is the trivial solution. 
On the other hand, if P(u) and R,,,(U) have a common zero, then for 
some j, say j = C& P&) = 0. Thus, 
is a nontrivial solution of the homogeneous system. 
EXAMPLE 1. Consider the Fibonacci sequence 
51 , ~ -4 3 -3 2-l -2 -1 10 0 I 1 2 12 3 4 3 5 0 3
satisfying the recurrence relation 
for all j. The characteristic polynomial 
P(u) = 212 - zf - 1 
has the zeros 
h 
1 
= 1 + 51/” 
2 ’ 
x2 = i -25x9 
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We apply Theorem 1 to construct the interpolating spline function S,(x) 
satisfying 
S,(x + 2) - S,(x + 1) - S,(x) = 0 
for all real x. For this we have to show that P(u) and II,(u) have no common 
zero. This we see as follows: P(u) and IL,(U) are polynomials with rational 
coefficients and P(U) is irreducible over the rational field. If they had a 
common zero, then P(zl) would have to be a divisor of L!,(U), which is 
impossible because it would follow that II,(U) has the positive zero A, . 
Hence, by Theorem 1, for every natural number II there exists a unique 
cardinal spline function S,(x) of degree II, such that 
for all integers v. We call S,(x) the Fibonacci spline of degree n. 
S,(x) is uniquely defined in [0, 21 by the II + 2 conditions 
S,(O) = 0, S,(l) = 1) S,(2) = 1, 
q’(2) = py0) + p) 1 12 ,,1 ( ) (r = 1, 2 )...) ?I - 1). 
Solving these elementary problems for II = 2 and n = 3, we find that 
S,(x) = 4x - 3x” + 5(.x - 1,: (0 d x < 3, 
S,(x) = (l/ll)[- 6x + 36x2 - 19x3 + 31(x - l):] (O<x,(2 
3. THE POLYNOMIALS &(x;u;) 
We begin by proving 
LEMMA 3. Let P(x) be given by (1.5) with P(1) f 0. Then, for every 
integer n 3 0, there is a unique manic polynomial A,(x; P) of degree n such 
that 
P(E) A,(x; P) = P(1) x”. (3.1) 
The polynomials A,(x; P) are given by the generating function 
-f A,@; P) $ = % . 
TZ=O 
(3.2) 
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PFOO$ Let the polynomials 4,(x; P) be defined by (3.2). Since P(1) f 1. 
P(l),/P(e”) has a formal expansion of the form 
P(1) __ = 1 + b,z 7 b,z” + . . . . 
W) 
It follows that A,(x; Pj is in fact a manic polynomial of degree 71. IMoreover, 
SillR 
P(E) erz = P(ez) e’“: 
it follows from (3.2) that (3.lj holds for each II. This proves the existence of 
polynomials having the required properties. 
If there are two different manic polynomials of degree 11, A,,(x; P) and q(x), 
satisfying (3. I), then 
P(E)(A.(x; P) - q(x)) = Q, 
which is impossible, since 
P(E) x” = P(1) xv + . . . . 
Remark 1. It follows easily from (3.1) or (3.2) that the polynomials 
{-4,(x; Pj} form an Appell set, i.e., 
A,‘@; Pj = d,&; P), A,(%, Pj = 1. 
Relation (32) leads to a recursive method for obtaining 4.(x; Pj explicitly. 
In fact, multiplying both sides of (3.2) by P(e”), differentiating with respect 
to z, and setting z = 0 gives 
to ( ;) An-j(.Y; P)[P(E)%‘],=lJ = P(1) X1’. (3.3) 
Remark 2. If p(1) = P’(l) = ... = P+l)(l) = 0, Pimh(l) f 0, then 
we define the polynomials by the relations 
P(E) A&; P) = n(n - 1) .*a (n - I?2 i 1) x”-‘“P(“)(l), @la) 
or by the generating function 
(3.2a) 
EXAMPLE 2. If 
P(u)+=, n+l, 
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then 
[P(E) xqzco = 1 
= (1 - a)-’ 
and (3.3) reduces to 
Ci = 0) 
(j = 1, 2,...), 
A,(x; P) = x” + &iJr,4(xm (3.4) 
On the other hand, 
A,(x; P) = [P(E)]-1 xn = s x’Z= l- ( L)-l x” a-l 
gives 
A,(x; P) = f (a - 1)-y Llyx” 
u=o 
(n = 0, l,...). (3.5) 
It is easily verified that (3.5) satisfies (3.4). 
EXAMPLE 3. Taking P(U) = u - 1 in (3.2a), we have the well known 
relation for Bernoulli polynomials, 
The relation between the polynomials A,(x; P) and the cardinal splines of 
*Yn.p is brought out by 
THEOREM 2. Gitlen a polynomial P(u) of the form (1.5) with P(1) = 1, 
there exists a unique cardinal. spline S(x) E 9n,,p that coincides on [0, k] with 
A,l(x; P) of Lenma 3. 
Concersely, if S(x) E Yn,p and is represented 011 [0, k] by a single polynomial 
qn(x) (i.e., the expected knots at 1, 2,..., k - 1 are absent), then qn(x) = 
cA,(x; P) for some constant c. 
ProoJ: Since a,a, # 0, the restriction to [0, k] of the polynomial A,(x; P) 
has a unique extension to the entire real line by means of the recurrence 
relation (1.4). To prove the first part of the theorem, it is sufficient to show 
that this unique extension belongs to en--l, and therefore to L?& . As a first 
step, we show that the knot at x = k is simple. 
Indeed, if S(X) denotes the unique extension, it follows from (1.4) and (3.1) 
that for x E [O, I], 
S(x + k) = A,(x + k; P) - ai’x”, 
since P(1) = 1. This shows that the extension to (0, k + 1) belongs to C”-1. 
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Now, it follows from (1.4) that 
go 4Mp Of ScT)(s) at .y = v + j) = 0 
for every integer v and every nonnegative integer I’. Therefore, since n,u, f 0, 
and the jumps of the first IZ - 1 derivatives of S(x) at x = It I,..., k vanish, 
it can be shown by induction on v that S(x) and its first I? - 1 derivatives are 
continuous at the integers. 
On the ether hand, let S(x) E 9’R,P and let S(x) = cl(x) in [O: k], where 
q(s) E 57, . We use ZY, to denote the class of polynomials of degree 17 or less. 
For x E [k, k -i I], we have 
S(s) = q(x) + c(x - k)” 
for some real C. Then, (1~4) implies 
P(E)q(x) = -capx” (x E 1% I!), (3.6) 
from which it follows that (3.6) holds for all real x. By Lemma 3, 
where cL is some constant. 1 
4. A BASIS FOR c!!z,p 
Let S,,P(x) denote the cardinal spline of the class YneP that is represented 
on [0, k] by the polynomial A,(.u; P j. This unique spiine has a useful property 
which we formulate in 
THEOREM 3. With P(u) giuen by (1.5) with P(1) i 0, there do not exist 
red comtants b, . b, ,..., bl ~ b,b, f 0, 1 < k, strch that 
$ bjSn,p(X +j) = 0 
j=O 
(4.1) 
for ali red x. 
Consequently, the k splines, 
s,,,(x), s,,p(x + l)..... X&x + k - If? (4.2) 
corzstitute a basis for .YF,p . 
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In other words, this theorem says that Sn,p(x) does not satisfy a linear 
recurrence relation of order less than k, and the k translates (4.2) form a basis 
for =Y& . 
ProoJ: Let I be the smallest integer for which a relation of the form (4.1) 
holds, and let 
B(u) = 2 bpj. 
.jdJ 
Then, it follows from Lemma 1 and from the theory of linear difference 
equations with constant coefficients that the set of zeros of B(u) is a subset 
of the set of zeros of P(u). But (4.1) implies, in particular, 
C bjA,(X + j; P) = 0 (X E [O, I]), 
i=o 
and so (4.3) is an identity for all x. Thus, the coefficient of xn in (4.3) must 
vanish, i.e., 
2 bj = B(1) = 0. 
i=O 
That is, 1 is a zero of B(u) and hence of P(u). This contradicts the hypothesis 
that P(1) i 0. 
By Lemma 1, a basis for Yn,, has exactly k elements. Since there is no 
linear recurrence of the form (4.1) with I < k, the k splines (4.2) are linearly 
independent and hence form a basis for Y,,p. 1 
EXAMPLE 4. If P(u) = u2 - u - 1, 
&p(x) = 2 + 3x9 + 15x + 31 (0 < x < 3, (4.4) 
while S&x) is extended to the remainder of the real line by means of the 
recurrence 
SI,P(X + 2) - S3,dx + 1) - S,,P(X) = 0, 
which holds for all real x. Replacing x by x $ 1 in (4.4), we find that in [0, 11, 
S3,p(x + 1) = x3 + 6x2 + 24x + 50. 
Therefore in [0, 11, 
- ; S3,p(x) + ; S,,,(x + 1) = i”l (-19x3 + 36x” - 6x), 
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which agrees with the expression given in Example 1 for the Fibonacci spline 
of degree 3. In fact, for all real x, the Fibonacci spline S,(X) is given by 
5. EXPONENTIAL EULER SPLINES OF HIGHER ORDER 
In [7] Schoenberg has studied in great detail the cardinal splines S,,,(X) 
in the particular case in which P(E) is of the form E - i. These are called 
exponential Euler splines and have many interesting properties. 
A natural generalization is the case in which 
P(E) = (E - t)i’+l, (5.1) 
where t is a constant (not 0 or 1) and I’ is a given positive integer. -We shah 
call a cardinal spline satisfying (2.6) with P(E) given by (5.1) an exponential 
IZzller spline of order I’. We shall call t the base of the exponential Euler spline. 
Such a spline interpolates at the integers data of the form (P(V) tY;, where 
P(V) is some polynomial in Y of degree I’. (This use of the term ““order” differs 
from that of some writers, who define the order of a spline as one more 
than the degree.) 
The polynomials associated with these splines by means of Lemma 3 will 
be called exponential Euler poIynomials of order I’. For t = - 1 (see [5]), they 
are the standard Euler polynomials of higher order. We shall denote by 
A,,,(x; t) the polynomiai 4,(x; P) in the case when P(E) is given by (5.1). 
It follows from Lemma 3 (and especially from the uniqueness of the 
polynomials 4,(x; P)) that 
and 
(E - ty+1 A&x; t) = (1 - t)“l x” (n = 1, 2,...) (52) 
(E - t) A&x; t) = (1 - t) A4,,,-&; t) (r = 1, 2:...). (5.3) 
The following lemma will be utilized in the convergence proof of the next 
section. 
L,EMiVA 4. The polynomials A,,,(x; t) sati& the recuwence r.eiation 
(r + 1) A n,r+l(X; t) = ((t - l)/t)[A.+,,,.(x; t) + 6r - .x + 1) An,,(x: t>i 
(I. = 0, I,...). (5.4) 
PfooJ The proof will be by induction on I’. For I- = 0, (5.4) becomes 
A.,&; t) = ((t - l)/t)[A n+1,&; 6) + (1 - 4 An;,(s; fll. (5.5) 
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Both members of (5.5) are polynomials in x of degree n. It will therefore be 
established if we can show that operating on both members with E - t yields 
an identity. An easy computation using (5.2) and (5.3) shows that this is the 
case. 
Now, suppose (5.4) holds for I’ = I, and consider the corresponding 
relation for I’ = I + 1. Again, both members are polynomials in x of degree 
n, and the relation is established if operating with E - t yields an identity. 
In fact, operating on the right member and using (5.3) gives 
Under the induction hypothesis, this reduces to 
and the induction is complete. 
It is not difficult to show that the polynomials A,Jx; t) have the further 
property that 
&J-x; t) = (-1)” An,& + I’ + 1; t-l). 
It follows from Lemma 1 that a given exponential Euler spline S(x) of 
degree IZ and order r has a unique representation of the form 
(5.6) 
where q(v) is a polynomial of (strict) degree I’ in V. One may ask what is the 
relationship between q(v) and p(v), where p(v) tv is the function interpolated 
by S(x) at the integers v. In order to elucidate this relationship, we shall need 
a suitable basis for the space of exponential Euler splines of degree n and 
order Y. To this end, let S&(x; t) denote the unique exponential Euler spline 
of degree IZ and order F that interpolates {(“,) tY-‘J. 
Evidently S$,(x; t) is merely the exponential Euler spline S,(x; t) of [7, 81. 
It is also clear that S&(x; t), S,T,,(x; t),..., S&(X; t) are a basis for the space 
of exponential Euler splines of degree n and order I’. Moreover, it is easily 
verified that 
(E - t) S&(x; t) = s; ,,,.- (x; t). (5.7) 
We wish to allow for the possibility that t may be complex. When this is 
the case, an exponential Euler spline of degree II and order r is a complex- 
valued function of a real variable. The latter fact, however, does not materially 
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change the properties of this cardinal spline. It is, as always, uniquely 
determined by the (complex) values {P(V) tL1) that it interpolates at the 
integers. 
From the definition of the Euler-Frobenius polynomials, it is easiiy deduced 
that 
For a fixed x, the last expression in (5.8) may be regarded as an analytc 
function of the complex variable t. Its poles are at the origin and the zeros 
of IIn( all of which are known to be negative. Therefore, S,(x; t) is infinitely 
differentiable with respect to t on the entire complex plane with the origin 
and the negative real axis excluded. We shall need the following lemma. 
PRX$ It follows from (5.8) that the right member of (5.9) is of the for-m 
i Pn,A4 t~‘-Y22+1(x - 4 (5. i 0) 
“=-cc 
where p,&v) is a polynomial of degree I’ in v (having functions of t as 
coefficients). This expression is of the form (5.6) and is therefore an expo- 
nential Euler spline of degree II and order I’. Its value for x = a/Y an integer, 
is given by 
Therefore, (5.9) follows from the uniqueness property of Theorem 7. 
An arbitrary polynomial p(v) of degree I’ can be expressed in the form 
and therefore the exponential Euler spline S(X) of degree n and order r that 
interpolates {p(v) tl’) can be expressed in the form 
S(x) = 1 t’&(O) s:.;(Y; t). 
I=0 
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Substituting for ,Sz,,(x; t) the expression obtained from (5.8) gives 
X4 = i WHO) f ~n,,(d t”Qn+& - 4 
I=0 1,=--u) 
Consequently, the polynomial q(v) of (5.6) is given by 
4(4 = t Pn,d4 4x0)~ 
I=0 
where 
p 
n,r 
(v) = II’ tr-” & f”+ 
r! dt’ 17,(t) ’ 
EXAMPLE 5. S;,(x; t) = S,(x; t) is given in [0, l] by 
s;,(x; t) = 1 + ?(f,7 1) X + w X2. (5.11) 
The expression in [O, l] for Sz,(x; t) is 
4 S&(x; t) = ~ 
(t + 1)’ x + 
(t - l)(t + 3) x* 
(t + 1)” ’ 
obtained by differentiating (5.11) with respect to t. 
6. THE LIMIT OF S,,,(X) AS n+ 00 
In the case in which there is, for each n, a unique S&x) satisfying (1.4) 
and interpolating the data (yy}, do the cardinal splines S,,P(x) approach a 
definite limiting function as n + cc? We shall see that the answer is afhr- 
mative when P(x) has no negative zero. 
Note that if P(x) has no negative zero, then S&x) is, in fact, uniquely 
determined by Theorem 2, because in such a case P(x) has no zeros in 
common with any of the polynomials IT,(x), since the zeros of the latter 
polynomials are known to be all negative. 
We shall consider first the case of (generalized) exponential Euler splines, 
in which P(x) has only one (in general, multiple) zero. If a sequence {S,,P(x)) 
satisfies (5.1) and interpolates at the integers the data {q(v) t”}, where q(x) E r,., 
then it is reasonable to conjecture that the limiting function is q(x) tz. How- 
ever, we must bear in mind that t is not restricted to real values, and if 
t = 1 t / eie, 
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t” takes on ai. the values 
/ t j6 exp(iti t 2~rpi) 
for all integers p. 
However, in the case of the simple exponential Euler splines (r = 0): 
Schoenberg [7] has shown that if t is not negative, 
!$-J &(A-; t) = 1 t 1,1’ eiar, 
where 
t = 1 t 1 eim (-77 < a < n-j. (6.1) 
In other words, the interpolating cardinal spline converges to the principal 
value. 
In order to prove an analogous result for exponential Euler splines of 
order I’, we shall need the following lemma. 
LEMMA 6. For all real s and t + 1, 
s;,,(x + 1; t) = (x + 1) S,(x; t) 
rr,+&> 
- (11 + l)(t - 1) IT,(t) 
[S,,,,(x; t) - S,(.u; tj] (6.2j 
Proof. By (5.7), 
(E - t) S$(x + 1; t) = S,(x $- I; t). 
On the other hand, 
(E - t)S,+,(x; t) = 0 = (E - t)S,(x; t): 
and it is easily verified that 
(E - t)[(x + 1) &(x; t)] = S,(x + 1; t). 
In other words, both members of (6.2) yield identical results when operated 
on with E - t. Accordingly, each member satisfies 
F(x + 1) = tF(x) :- S,,(x t B; t). 
It follows that (6.2) holds for all real x if it can be shown to hold in some 
interval of unit width. Consider the interval -1 ,< x < 0, and let B,(x) 
denote the polynomial of degree n that coincides with Sz,,(x + 1; t) in 
(- 1, 0). By Theorem 3, B,(x) has a unique expression of the form 
B,(x) = b,&,(x + 1; t) + b,A,,,(x + 2; t). (6.3) 
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By means of (5.5) and the substitution 
A,,,(x + 2; t) = tA,,,(x + 1; t) + (1 - t)A,(x + 1; t) 
derived from (5.3), (6.3) can be rewritten in the form 
B,(x) = clA.n+l(x + 1; t) + (cp - crx) A,(x + 1; t), (6.4) 
where c1 and c, are uniquely determined by the relations 
B,(- 1) = s;,,(o) = 0, B,(O) = s:,,(l) = 1. 
On the other hand, it follows from [7, (3.7) and (3.15)] that 
17,(t) = (I/n!)(t - l)-3, A,(O; t) (72 = 1, 2,...), 
(6.5) 
and therefore the right member of (6.2) becomes 
(x + 1) s&C; t) - A;+$;t;, [&+l(X; t) - S,(x; t)]. 
n 3 
For --I < x < 0, this is equal to 
(x+ ,yG(x+ lit) L&+1(0; t> 
- A .(O; t) [ 
&+1(x + 1; t> _ JL(x + 1; 0 
A,(O; t) ~4z+,(O; 0 t&(0; t) 1 * @) 
Now, (6.6) is of the form of the right member of (6.4), and, moreover, it 
reduces to zero for x = -1 and to unity for x = 0. Therefore (6.6) is the 
polynomial of degree n uniquely determined by (6.4) and (6.5), and (6.2) is 
established. 1 
Let p denote the shortest distance from t to the negative real axis. In other 
words, 
p= Ifl (Re t > 0) 
= IImtI (Re t < 0). 
We then have 
LEMMA 7. For I = 0, l,..., 
I ~?z+,(t> 
G & (72 + l)(t - 1) LT.(t) G 
Irl+p 
/ f-l1 lZf1 + --pi--. 
Jlroof. Since 17,(t) satisfies [7] the recurrence relation, 
17,+1(t) = (1 + nt) n,(f) + 41 - t> K’(t), 
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We therefore consider the derivatives of tLf,‘(t)/l7,(f). 
Let the zeros of II,Jt) be h, , h, ,..., A,-, . Then, 
Consequently, 
(6.8) 
‘n-1 t - A,, + xj “-i 
trI,‘(t) 
A,. 
c ~ = I1 - 1 + x A 
j=l t - xj j-1 
f - Aj . 
and so 
[ 
n-1 n-1 
= (-1)' I! 1 f(f - h&--l - 1 (,t - I\&! 
j=l i=1 
for I = 1, 2,... . Since 
1 ,I 
jt-AXji “p 
for all j. 
and substitution in (6.7) gives 
d’ fln+dt) I! Ii - 1 Z!(l t 1 + p) 
lztz (li + l)(f - 1) 17,(t) G jt-llZ-l + 11 + 1 P 
lfl 
< Z![l t - I l-7-P + (1 t I + p) py. 
A simple calculation shows that this is true also for / = 0. 
We now prove 
THEORE.M 4. If t is not negative and not equal to 0 or 1, then for ei’ery 
?rnl x. 
where u is giren by (6.1). 
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Proof. Schoenberg has shown (see [7, Part III]) that, for all real x, 
I S,(x; t) - I t jz eiua j -c M / t IE y’&, (6.9) 
where M is a positive constant and y E (0, 1) is given by 
y = max 
(I I 
to, 
11 
to 
I-I) t-1 ’ 
with 
tic = log [ t / + iol + 2krri. 
We shall generalize this result by showing that for all real x and for 
v = 0, I,..., 
j S,*,,(x; t) - ( t) 1 t Ix--Y eiufz-v) I < A&(x) 1 t l+“(n + 1)” yn, (6.10) 
where M&C) is a positive continuous function of x independent of rz. The proof 
will be by induction on v. For v = 0, (6.10) reduces to Schoenberg’s result, 
taking M,(x) = M. Suppose that (6.10) is true for v = 0, l,..., r. 
From (6.2) we obtain by r-fold differentiation with respect o t and division 
by@+ l>!, 
~&+1(x; t> = * S&(x - 1; t) 
1 +!L[ az+dt) 
I’ + 1 I=o I! dt’ (n + l)(t - 1) D,(t) I 
x [s;+,,,-,(x - 1; t) - s:,.y-z(x - 1; t)]. 
Subtracting (&) I t l++-l eiatz-+--l) f rom both sides and applying, Lemma 7, 
we have 
~,*,T+l(x; 0 - 
G rl$ I1 1 sz,,(,y - 1; t) - (” y ‘) [ f la-r-1 eia(8-r-1) / 
+ 2y;) go[,,', llil + y?] 
x As?,-,(x - 1) I t i+-r+Z--l (I? + 1),-l yn 
< M,+,(X)(lZ + I)‘+1 1 t 1---l y”, 
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where 
,2$ 1 Iti+p ___ - E’ i 1 7&o i / t- 1 j7t1 + $+I 1 1 t II M-,(x 1). (5.11) 
Note that M,.(x) as defined by the recurrence (5.11) with M,(x) = M is 
positive and independent of n, as required. i 
Let us now turn to the general case in which the zeros of P(N) are not 
restricted to a single value. Let Ye, I”~ ,..., rh be the distiuct zeros of P(X), and 
let I’j have multiplicity mj . Then, 
il 
-& I?Zj = k. 
Let the data {!~,,j, satisfy (1.2). Then, there are uniquely determined 
polynomiaIs 
4jCx) E TT7ftj-l > 
such that 
yy = ~ qj(V) I’jl’ (6.12) 
j=l 
for all integers V. We shall need the following lemma. 
PmojI The sufficiency is obvious. To prove the necessity, note that ~/P(X) 
has a condensed partial fraction expansiou of the form 
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where X;(X) is a uniquely determined element of z~,,~+ . Now, let 
sM-4 =(xypl (j = 1, 2 )...) h). 
Then, multiplication of (6.14) by P(X) gives 
1 = C Ej(X) +j(X), (6.15) 
j=l 
an identity in x. Now let S,,,(X) be defined by 
s&j = aj(E) &(I?) s(x) (j = 1, 2 )...) 12). (6.16) 
Since mlj(X) and &( x are polynomials and a cardinal spline translated by an ) 
integer remains a cardinal spline of the same degree, S(,)(x) as defined by 
(6.16) is a cardinal spline of the same degree as S(X). We must show that it 
has the required properties. 
In view of (6.15) (6.13) is clearly satisfied. Moreover, 
(E - r.j)“j Sj(X) = &j(E) P(E) S(X) = 0, 
which shows that SC~,(X) is an exponential Euler spline of order mj - 1 
having the base rj . It follows that S’,jj(x) interpolates at the integers {pj(v) F;}, 
where pi(x) is some element of T>,,~-~ . Then, (6.13) gives 
-y /q(v) I’j” = S(v) = y, . 
,ri 
Since the representation (6.12) is unique, we must have 
PAX) = 4Xx) (.i = l, 2,***, lz), 
and consequently, 
S(j)(V) = qj(V) rj” (j = 1, 2,..., h) (6.17) 
for all integers v. 1 
Note that if Ye and rL are a conjugate complex pair, then it is easily seen 
from (6.14) and (6.16) that S&X) and St,,(x) are conjugates, so that S(X) 
is a real-valued function, as it must be. 
THEOREM 5. Let P(x) have 110 zero equal to 0, 1 or any negative quantitjl, 
and let yy be given by (6.12). Let S,(x) denote the unique cardinal spline of 
degree ra satisfJ&g (1.1) and intefpolativrg ( yy} at the integers. Then, 
l& S,(x) = 1 qj(x) 1 rj ID exp(icf,x) 
.j=l 
(6.18) 
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t‘j = 1 i’j ] eXp(iZj)y -z- < aj < Ti-, (j = 1: I,..., hj. 
Proof. By liemma 8, S,(X) can be expressed in the form (6,23j, wh.ere 
(6.17) holds. Tinere exist uniquely determined coefficients djl (j = i, 2....? i;; 
E = 0, I,..., ~9~ - 1) such that 
(0.19) 
Coasequently, by (6.17) and the definition of Scz,(x), 
and therefore, by Theorem 4, 
In view of (6.19), summing with respect to j then gives (6.18). 
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