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Abstract— Early detection of a tumor’s site of origin is 
particularly important for cancer diagnosis and treatment. The 
employment of gene expression profiles for different cancer 
types or subtypes has already shown significant advantages over 
traditional cancer classification methods. One of the major 
problems in cancer type recognition-oriented gene expression 
data analysis is the overwhelming number of measures of gene 
expression levels versus the small number of samples, which 
causes the curse of dimension issue. Here, we use diffusion 
maps, which interpret the eigenfunctions of Markov matrices as 
a system of coordinates on the original data set in order to 
obtain efficient representation of data geometric descriptions, 
for dimensionality reduction. The derived data are then 
clustered with Fuzzy ART to form the division of the cancer 
samples. Experimental results on the small round blue-cell 
tumor data set demonstrate the effectiveness of our proposed 
method in addressing multidimensional gene expression data 
and identifying different types of tumors. 
Keywords—Gene expression profiles, Diffusion maps, 
Dimensionality reduction, Fuzzy ART. 
I. INTRODUCTION 
arly detection of a tumor’s site of origin is particularly 
important for cancer diagnosis and treatment. The 
employment of gene expression profiles for different cancer 
types or subtypes has already shown significant advantages 
over traditional cancer classification methods, which are 
largely dependent on the morphological appearance of 
tumors and parameters derived from clinical observations 
[1-5]. Tumors with similar appearance may have quite 
different origins and may therefore respond differently to the 
same treatment therapy. In contrast, DNA microarray 
technologies [6-7], which can measure the expression levels 
of tens of thousands of genes simultaneously, offer cancer 
researchers a new method to investigate the pathologies of 
cancers from a molecular angle. Under such a systematic 
framework, cancer types or subtypes can be identified 
through the corresponding gene expression profiles. 
Cancer type recognition-oriented gene expression data 
analysis raises many computational challenges [8-9]. 
Particularly, one of the major challenges is the ‘curse of 
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dimensionality’ due to the overwhelming number of 
measures of gene expression levels compared to the small 
number of tissue samples. This issue is well known in the 
community of computational intelligence and machine 
learning, where ‘curse of dimensionality’ indicates the 
exponential growth in computational complexity and the 
demand for more samples as a result of high dimensionality in 
the feature space [10]. In the context of gene expression 
data-based cancer diagnosis, the existence of numerous genes 
or features that are irrelevant to the discrimination of specific 
tumors not only increases the computational complexity, but 
impairs the effective discovery of the real cancer clusters. In 
this sense, feature selection or extraction is critically 
important for dimensionality reduction and further cancer 
type discrimination [1, 11-19]. 
In this work, we address the high-dimensionality problem 
using diffusion maps that consider the eigenfunctions of 
Markov matrices as a system of coordinates on the original 
data set in order to obtain an efficient representation of data 
geometric descriptions [20-22]. The derived new data are 
then clustered with Fuzzy ART (FA) [23] to generate the 
division of the cancer samples. FA is based on Adaptive 
Resonance Theory (ART) [24-25], which was inspired by 
neural modeling research and was developed as a solution to 
the plasticity-stability dilemma: how adaptable (plastic) 
should a learning system be so that it does not suffer from 
catastrophic forgetting of previously-learned rules (stability). 
FA has the desirable characteristics of fast and stable 
learning, transparent learning paradigm, and atypical pattern 
detection. Experimental results on the small round blue-cell 
tumor data set [26] demonstrate the effectiveness of our 
proposed method in addressing multidimensional gene 
expression data and ultimately identifying corresponding 
cancer types or subtypes. 
The remainder of this paper is organized as follows. 
Section II introduces the proposed methods, including 
diffusion maps and FA. The experimental results are 
presented and discussed in section III, and section IV 
concludes the paper. 
II. METHODS 
A. Diffusion Maps 
Given a data set X={xi, i=1,…,N} on a d-dimensional data 
space, a finite graph with N nodes corresponding to N data 
points can be constructed on X as follows. Every two nodes in 
the graph are connected by an edge weighted through a 
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non-negative, symmetric, and positive definite kernel w: X × 
X →ℜ. Typically, a Gaussian kernel, defined as 
2
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i j
i jw σ
⎛ ⎞−⎜ ⎟= −⎜ ⎟⎝ ⎠
x x
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where σ is the kernel width parameter, satisfies such 
constraints and reflects the degree of similarity between xi 
and xj, and ||⋅|| is the Euclidean norm in ℜd. 
Letting  
( ) ( , )
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be the degree of xi, the Markov or affinity matrix P={p(xi, 
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From the definition of the weight function, p(xi, xj) can be 
interpreted as the transition probability from xi to xj in one 
time step. This idea can be further extended by considering 
pt(xi, xj) in the tth power Pt of P as the probability of transition 
from xi to xj in t time steps [20]. Therefore, the parameter t 
defines the granularity of the analysis. When the value of t 
increases, local geometric data information is also integrated. 
The change in direction of t makes it possible to control the 
generation of more specific or broader clusters.  
Because of the symmetry property of the kernel function, 
for each t ≥ 1, we can obtain a sequence of N eigenvalues of P 
1=λ0 ≥ λ1 ≥ …≥ λN, with the corresponding eigenvectors {φj, 
j=1,…,N}, satisfying, 
 t tj jλ=P φ φ .                                      (4) 
Using the eigenvectors as a new set of coordinates on the data 
set, the mapping from the original data space to an 
L-dimensional (L< d) Euclidean space ℜL can be defined as 
( )1 1: ( ),..., ( ) Tt tt i i L L iλ λ→Ψ x φ x φ x .                   (5) 
Correspondingly, the diffusion distance between a pair of 
points xi and xj  
01/
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is approximated with the Euclidean distance in ℜL, written as 
( , ) ( ) ( )t i j t i t jD = −x x Ψ x Ψ x ,               (8) 
where ||⋅|| is the Euclidean norm in ℜL. It can be seen that the 
more paths connecting two points in the graph, the smaller the 
diffusion distance is. 
The kernel width parameter σ represents the rate at which 
the similarity between two points decays. There is no good 
theory to guide the choice of σ. Several heuristics have been 
proposed; they boil down to trading off sparseness of the 
kernel matrix (small sigma) with adequate characterization of 
true affinity of two points. The reason that spectral clustering 
methods work is that with sparse kernel matrices, long range 
affinities are accommodated through the chaining of many 
local interactions as opposed to standard Euclidean distance 
methods that impute global influence into each pair-wise 
affinity metric, making long range interactions wash out local 
interactions. 
B. Fuzzy ART 
FA incorporates fuzzy set theory into ART and extends the 
ART family by being capable of learning stable recognition 
clusters in response to both binary and real-valued input 
patterns with either fast or slow learning [23]. The basic FA 
architecture consists of two-layer nodes or neurons, the 
feature representation field F1, and the category 
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Fig. 1. Topological structure of Fuzzy ART. Layers F1 and F2 are connected 
via adaptive weights W. The orienting subsystem is controlled by the 
vigilance parameter ρ. 
 
The neurons in layer F1 are activated by the input pattern, 
while the prototypes of the formed clusters are stored in layer 
F2. The neurons in layer F2 that are already being used as 
representations of input patterns are said to be committed. 
Correspondingly, the uncommitted neuron encodes no input 
patterns. The two layers are connected via adaptive weights 
wj emanating from node j in layer F2. After an input pattern is 
presented, the neurons (including a certain number of 
committed neurons and one uncommitted neuron) in layer F2 







,                                      (9) 
where ∧ is the fuzzy AND operator defined by  
( ) ( )min ,i ii x y∧ =x y ,                          (10) 
and α>0 is the choice parameter to break the tie when more 
than one prototype vector is a fuzzy subset of the input pattern, 
based on the winner-take-all rule, 
max{ }J j
j
T T= .                                  (11)  
The winning neuron J then becomes activated, and an 
expectation is reflected in layer F1 and compared with the 
input pattern. The orienting subsystem with the pre-specified 
vigilance parameter ρ (0≤ρ≤1) determines whether the 
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expectation and the input pattern are closely matched. If the 
match meets the vigilance criterion,  
Jρ ∧≤ x w
x
,                                      (12) 
weight adaptation occurs, where learning starts and the 
weights are updated using the following learning rule, 
( )(new) (old) (1 ) (old)J J Jβ β= ∧ + −w x w w ,        (13) 
where β∈[0,1] is the learning rate parameter. This procedure 
is called resonance, which suggests the name of ART. On the 
other hand, if the vigilance criterion is not met, a reset signal 
is sent back to layer F2 to shut off the current winning neuron, 
which will remain disabled for the entire duration of the 
presentation of this input pattern, and a new competition is 
performed among the rest of the neurons. This new 
expectation is then projected into layer F1, and this process 
repeats until the vigilance criterion is met. If an uncommitted 
neuron is selected for coding, then a new uncommitted 
neuron is created to represent a potential new cluster. 
III. RESULTS 
We applied the proposed method to the small round 
blue-cell tumor (SRBCT) data set, which is published from 
the diagnostic research of small round blue-cell tumors in 
children. The SRBCT data set consists of 83 samples 
belonging to four categories: Burkitt lymphomas (BL), the 
Ewing family of tumors (EWS), neuroblastoma (NB) and 
rhabdomyosarcoma (RMS) [26]. Gene expression levels of 
6,567 genes were measured using cDNA microarray for each 
sample, 2,308 of which passed the filter that requires the red 
intensity of a gene to be greater than 20, and were kept for 
further analyses. The relative red intensity (RRI) of a gene is 
defined as the ratio between the mean intensity of that 
particular spot and the mean intensity of all filtered genes, 
and the ultimate expression level measure is the natural 
logarithm of RRI. The data are expressed as a matrix 
E={eij}83×2,308, where eij represents the expression level of 
gene j in tissue sample i .  
For the following analysis, we set the category choice 
parameter α to 0.1 and observed the effect of the kernel width 
parameter σ and vigilance parameter ρ on the performance of 
the proposed method. Because we already have a 
pre-specified partition P of the data set, which is also 
independent from the clustering structure C resulting from the 
use of FA, the performance can be evaluated by comparing C 
to P in terms of external criteria [27], such as Rand index.  
Considering a pair of tissue samples ei and ej, there are four 
different cases based on how ei and ej are placed in C and P. 
? Case 1: ei and ej belong to the same clusters of C and the 
same category of P. 
? Case 2: ei and ej belong to the same clusters of C but 
different categories of P. 
? Case 3: ei and ej belong to different clusters of C but the 
same category of P. 
? Case 4: ei and ej belong to different clusters of C and 
different category of P. 
Correspondingly, the number of pairs of samples for the four 
cases are denoted as a, b, c, and d, respectively. Because the 
total number of pairs of samples is N(N-1)/2, denoted as M, 
we have a+b+c+d=M. The Rand index is defined as follows: 
                        ( ) /R a d M= + .                                    (14)  
Table I summarizes the best clustering results based on 
Rand index, with σ varying from 24 to 32. The corresponding 
ρ is also indicated in the table. The dimension of the 
transformed space is chosen at 5, 10, 15, 20, and 50, 
respectively. From the table, it can be seen that the effective 
dimensions for representing the data are 10 or 15, among the 
selected possibilities. The number of incorrect assignments 
increases as the dimension becomes either too small or too 
large. For the former case, too much useful information on 
class discrimination is discarded and for the latter case, some 
irrelevant components are still kept, which disturbs the 
effective unveiling of the underlying data structure. 
 
 
Fig. 2. The eigenvalues of the affinity matrix for the SRBCT data set.  σ, ρ, 
and L are chosen at 30, 0.3, and 15, respectively. For clarification, the first 
eigenvalue that is equal to 1 is not shown here.  
 
We further examine the eigenvalues for the corresponding 
affinity matrix (see Fig. 2), 15 of which are listed below, in a 
decreasing order: 
1.0000    0.1856    0.1424    0.1277    0.1017    0.0879    0.0816    
0.0698    0.0633    0.0569    0.0514    0.0459    0.0442       
0.0401      0.0391        … 
Obviously, the curve decays rapidly for the first 15 
eigenvalues and then decreases gradually. This explains the 
deterioration of the clustering performance when we use only 
5 corresponding eigenvectors to construct the mapping, 
which causes the loss of too much information. 
IV. CONCLUSION 
Cancer classification is important for subsequent diagnosis 
and treatment. DNA microarray technologies provide a 
promising way to improve prediction accuracy of cancer 
types, but they inevitably bring many challenges. 
Particularly, publicly accessible gene expression data sets 
usually include a small set of samples for each tumor type, in 
contrast to the rapidly and persistently increasing capability 
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of gene chip technologies that provide cancer researchers 
with rich gene expression level measurement. Here, we 
propose to use the diffusion maps to reduce the high 
dimensionality of gene expression data, and furthermore, to 
adopt Fuzzy ART to form the clusters of cancer samples. The 
experimental results demonstrate the potential of the 
proposed method to extract useful information from 
high-dimensional data and provide meaningful insights in 
discriminating different types of cancer samples. Future 
research includes the construction of hierarchical clustering 
by considering the transition probability for more than one 
time step and the investigation of the performance of the 
method to more benchmark data sets. 
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