We propose a general formalism of iterated random functions with semigroup property, under which exact and approximate Bayesian posterior updates can be viewed as specific instances. A convergence theory for iterated random functions is presented. As an application of the general theory we analyze convergence behaviors of exact and approximate message-passing algorithms that arise in a sequential change point detection problem formulated via a latent variable directed graphical model. The sequential inference algorithm and its supporting theory are illustrated by simulated examples.
Introduction
The sequential posterior updates play a central role in many Bayesian inference procedures. As an example, in Bayesian inference one is interested in the posterior probability of variables of interest given the data observed sequentially up to a given time point. As a more specific example which provides the motivation for this work, in a sequential change point detection problem [1] , the key quantity is the posterior probability that a change has occurred given the data observed up to present time. When the underlying probability model is complex, e.g., a large-scale graphical model, the calculation of such quantities in a fast and online manner is a formidable challenge. In such situations approximate inference methods are required -for graphical models, message-passing variational inference algorithms present a viable option [2, 3] .
In this paper we propose to treat Bayesian inference in a complex model as a specific instance of an abstract system of iterated random functions (IRF), a concept that originally arises in the study of Markov chains and stochastic systems [4] . The key technical property of the proposed IRF formalism that enables the connection to Bayesian inference under conditionally independent sampling is the semigroup property, which shall be defined shortly in the sequel. It turns out that most exact and approximate Bayesian inference algorithms may be viewed as specific instances of an IRF system. The goal of this paper is to present a general convergence theory for the IRF with semigroup property. The theory is then applied to the analysis of exact and approximate message-passing inference algorithms, which arise in the context of distributed sequential change point problems using latent variable and directed graphical model as the underlying modeling framework.
We wish to note a growing literature on message-passing and sequential inference based on graphical modeling [5, 6, 7, 8] . On the other hand, convergence and error analysis of message-passing algorithms in graphical models is quite rare and challenging, especially for approximate algorithms, and they are typically confined to the specific form of belief propagation (sum-product) algorithm [9, 10, 11] . To the best of our knowledge, there is no existing work on the analysis of message-passing inference algorithms for calculating conditional (posterior) probabilities for latent random variables present in a graphical model. While such an analysis is a byproduct of this work, the viewpoint we put forward here that equates Bayesian posterior updates to a system of iterated random functions with semigroup property seems to be new and may be of general interest.
The paper is organized as follows. In Sections 2-3, we introduce the general IRF system and provide our main result on its convergence. The proof is deferred to Section 5. As an example of the application of the result, we will provide a convergence analysis for an approximate sequential inference algorithm for the problem of multiple change point detection using graphical models. The problem setup and the results are discussed in Section 4. An auxiliary result needed for the change point application is proved in Section 6 with some of the more technical aspects left to the appendices.
Bayesian posterior updates as iterated random functions
In this paper we shall restrict ourselves to multivariate distributions of binary random variables. To describe the general iteration, let P d := P({0, 1} d ) be the space of probability measures on {0, 1} d . The iteration under consideration recursively produces a random sequence of elements of P d , starting from some initial value. We think of P d as a subset of R 2 d equipped with the ℓ 1 norm (that is, the total variation norm for discrete probability measures). To simplify, let m := 2 d , and for x ∈ P d , index its coordinates as x = (x 0 , . . . , x m−1 ). For θ ∈ R m + , consider the function q θ : P d → P d , defined by
where x T θ = i x i θ i is the usual inner product on R m and x ⊙ θ is pointwise multiplication with coordinates [x ⊙ θ] i := x i θ i , for i = 0, 1, . . . , m − 1. This function models the prior-toposterior update according to the Bayes rule. One can think of θ as the likelihood and x as the prior distribution (or the posterior in the previous stage) and q θ (x) as the (new) posterior based on the two. The division by x T θ can be thought of as the division by the marginal to make a valid probability vector. (See Example 1 below.) We consider the following general iteration
for some deterministic operator T : P d → P d and an i.i.d. random sequence {θ n } n≥1 ⊂ R m + . By changing operator T , one obtains different iterative algorithms.
Our goal is to find sufficient conditions on T and {θ n } for the convergence of the iteration to an extreme point of P d , which without loss of generality is taken to be e (0) := (1, 0, 0, . . . , 0). Standard techniques for proving the convergence of iterated random functions are usually based on showing some averaged-sense contraction property for the iteration function [4, 12, 13, 14] , which in our case is q θn (T (·)). See [15] for a recent survey. These techniques are not applicable to our problem since q θn is not in general Lipschitz, in any suitable sense, precluding q θn (T (·)) from satisfying the aforementioned conditions. Instead, the functions {q θn } have another property which can be exploited to prove convergence; namely, they form a semi-group under pointwise multiplication,
where • denotes the composition of functions. If T is the identity, this property allows us to write Q n (x) = q ⊙ n i=1 θ i (x) -this is nothing but the Bayesian posterior update equation, under conditionally independent sampling, while modifying T results in an approximate Bayesian inference procedure. Since after suitable normalization, ⊙ n i=1 θ i concentrates around a deterministic quantity, by the i.i.d. assumption on {θ i }, this representation helps in determining the limit of {Q n (x)}. The main result of this paper, summarized in Theorem 1, is that the same conclusions can be extended to general Lipschitz maps T having the desired fixed point.
General convergence theory
) with θ 0 n = 1 for all n, and
The normalization θ 0 n = 1 is convenient for showing convergence to e (0) . This is without loss of generality, since q θ is invariant to scaling of θ, that is q θ = q βθ for any β > 0.
Assume the sequence {log θ * n } to be i.i.d. sub-Gaussian with mean ≤ −I * < 0 and subGaussian norm ≤ σ * ∈ (0, ∞). The sub-Gaussian norm can be taken to be the ψ 2 Orlicz norm (cf. [16, Section 2.2]), which we denote by · ψ 2 . By definition Y ψ 2 := inf{C > 0 :
Let · denote the ℓ 1 norm on R m . Consider the sequence {Q n (x)} n≥0 defined in (2) based on {θ n } as above, an initial point x = (x 0 , . . . , x m−1 ) ∈ P d and a Lipschitz map T :
Our main result regarding iteration (2) is the following.
Theorem 1. Assume that L := Lip T ≤ 1 and that e (0) is a fixed point of T . Then, for all n ≥ 0, and ε > 0,
with probability at least 1 − exp(−c nε 2 /σ 2 * ), for some absolute constant c > 0.
The proof of Theorem 1 is outlined in Section 5. Our main application of the theorem will be to the study of convergence of stopping rules for a distributed multiple change point problem endowed with latent variable graphical models. Before stating that problem, let us consider the classical (single) change point problem first, and show how the theorem can be applied to analyze the convergence of the optimal Bayes rule. Example 1. In the classical Bayesian change point problem [1] , one observes a sequence {X 1 , X 2 , X 3 . . . } of independent data points whose distributions change at some random time λ. More precisely, given λ = k, X 1 , X 2 , . . . , X k−1 are distributed according to g, and X k+1 , X k+2 , . . . according to f . Here, f and g are densities with respect to some underlying measure. One also assumes a prior π on λ, usually taken to be geometric. The goal is to find a stopping rule τ which can predict λ based on the data points observed so far. It is well-known that a rule based on thresholding the posterior probability of λ is optimal (in a Neyman-Pearson sense). To be more specific, let X n := (X 1 , X 2 , . . . , X n ) collect the data up to time n and let γ n [n] := P(λ ≤ n|X n ) be the posterior probability of λ having occurred before (or at) time n. Then, the Shiryayev rule
is known to asymptotically have the least expected delay, among all stopping rules with false alarm probability bounded by α.
Theorem 1 provides a way to quantify how fast the posterior γ n [n] approaches 1, once the change point has occurred, hence providing an estimate of the detection delay, even for finite number of samples. We should note that our approach here is somewhat independent of the classical techniques normally used for analyzing stopping rule (6) . To cast the problem in the general framework of (2), let us introduce the binary variable Z n := 1{λ ≤ n}, where 1{·} denotes the indicator of an event. Let Q n be the (random) distribution of Z n given X n , in other words,
Since γ n [n] = P(Z = 1|X n ), convergence of γ n [n] to 1 is equivalent to the convergence of Q n to e (0) = (1, 0). We have
Note that P (X n |Z n = 1) = f (X n ) and P (X n |Z n = 0) = g(X n ). Let θ n := 1,
Then, (7) implies that Q n can be obtained by pointwise multiplication of R n−1 by f (X n )θ n and normalization to make a probability vector. Alternatively, we can multiply by θ n , since the procedure is scale-invariant, that is, Q n = q θn (R n−1 ) using definition (1) . It remains to express R n−1 in terms of Q n−1 . This can be done by using the Bayes rule and the fact that P (X n−1 |λ = k) is the same for k ∈ {n, n + 1, . . . }. In particular, after some algebra (see Appendix A), one arrives at
where 
. Expressing in terms of R n−1 and Q n−1 , the recursion reads
In other words, T (x) = ρe (0) + (1 − ρ)x for x ∈ P 2 . Thus, we have shown that an iterative algorithm for computing γ n [n] (hence determining rule (6)), can be expressed in the form of (2) for appropriate choices of {θ n } and operator T . Note that T in this case is Lipschitz with constant 1 − ρ which is always guaranteed to be ≤ 1.
We can now use Theorem 1 to analyze the convergence of γ n [n]. Let us condition on λ = k+1, that is, we assume that the change point has occurred at time k + 1. Then, the sequence {X n } n≥k+1 is distributed according to f , and we have Eθ * n = f log g f = −I, where I is the KL divergence between densities f and g. Noting that Q n − e (0) = 2(1 − γ n [n]), we immediately obtain the following corollary. Corollary 1. Consider Example 1 and assume that log(g(X)/f (X)), where X ∼ f , is subGaussian with sub-Gaussian norm ≤ σ. Let I := f log f g . Then, conditioned on λ = k + 1, we have for n ≥ 1,
with probability at least 1 − exp(−c nε 2 /σ 2 ).
Multiple change point problem via latent variable graphical models
We now turn to our main application for Theorem 1, in the context of a multiple change point problem. In [17] , graphical model formalism is used to extend the classical change point problem (cf. Example 1) to cases where multiple distributed latent change points are present. Throughout this section, we will use this setup which we now briefly sketch. One starts with a network G = (V, E) of d sensors or nodes, each associated with a change point λ j . Each node j observes a private sequence of measurements X j = (X 1 j , X 2 j , . . . ) which undergoes a change in distribution at time λ j , that is,
for densities g j and f j (w.r.t. some underlying measure). Each connected pair of nodes share an additional sequence of measurements. For example, if nodes s 1 and s 2 are connected, that is, e = (s 1 , s 2 ) ∈ E, then they both observe X e = (X 1 e , X 2 e , . . . ). The shared sequence undergoes a change in distribution at some point depending on λ s 1 and λ s 2 . More specifically, it is assumed that the earlier of the two change points causes a change in the shared sequence, that is, the distribution of X e conditioned on (λ s 1 , λ s 2 ) only depends on λ e := λ s 1 ∧ λ s 2 , the minimum of the two, i.e.,
Letting λ * := {λ j } j∈V and X n * = {X n j , X n e } j∈V,e∈E , we can write the joint density of all random variables as
where π j is the prior on λ j , which we assume to be geometric with parameter ρ j . Network G induces a graphical model [2] which encodes the factorization (9) of the joint density. (cf. Fig. 1 ) Suppose now that each node j wants to detect its change point λ j , with minimum expected delay, while maintaining a false alarm probability at most α. Inspired by the classical change point problem, one is interested in computing the posterior probability that the change point has occurred up to now, that is,
The difference with the classical setting is the conditioning is done on all the data in the network (up to time n). It is easy to verify that the natural stopping rule
satisfy the false alarm constraint. It has also been shown that this rule is asymptotically optimal in terms of expected detection delay. Moreover, an algorithm based on the well-known sumproduct [2] has been proposed, which allows the nodes to compute their posterior probabilities 10 by message-passing. The algorithm is exact when G is a tree, and scales linearly in the number of nodes. More precisely, at time n, the computational complexity is O(nd). The drawback is the linear dependence on n, which makes the algorithm practically infeasible if the change points model rare events (where n could grow large before detecting the change.)
In the next section, we propose an approximate message passing algorithm which has computational complexity O(d), at each time step. This circumvents the drawback of the exact algorithm and allows for indefinite run times. We then show how the theory developed in Section 3 can be used to provide convergence guarantees for this approximate algorithm, as well as the exact one.
Fast approximate message-passing (MP)
We now turn to an approximate message-passing algorithm which, at each time step, has computational complexity O(d). The derivation is similar to that used for the iterative algorithm in Example 1. Let us define binary variables
The idea is to compute P (Z n * |X n * ) recursively based on P (Z n−1 * |X n−1 * ). By Bayes rule,
where we have used the fact that given Z n * , X n * is independent of X n−1 * . To simplify notation, let us extend the edge set to E := E ∪ {{j} : j ∈ V }. This allows us to treat the private data of node j, i.e., X j , as shared data of a self-loop in the extended graph (V, E). Let u e (z;
Algorithm 1 Message passing algorithm to compute approximate posteriors γ n j [n] and (15), for all j ∈ V .
Form the following joint distribution for
where
z for e ∈ E, and ν(z; β) := β z (1 − β) 1−z . The normalizing constant C is left undetermined at this point.
3. Invoke a message-passing algorithm (sum-product) on the joint distribution (16) to obtain marginal distributions P (Z n j |X n * ), j ∈ V and set γ n j [n] = P (Z n j = 1|X n * ). (As a by-product of the message-passing, one also gets pair marginals P (Z n i , Z n j |X n * ) and γ n ij [n] := P (Z n i = 1 or Z n j = 1|X n * ) which are useful for constructing stopping rules for minimum of the two change points; see [17] .) end for
It remains to express
). It is possible to do this, exactly, at a cost of O(2 |V | ). For brevity, we omit the exact expression. (See Lemma 1 for some details.) We term the algorithm that employs the exact relationship, the "exact algorithm".
In practice, however, the exponential complexity makes the exact recursion of little use for large networks. To obtain a fast algorithm (i.e., O(poly(d)), we instead take a mean-field type approximation:
where ν(z; β) := β z (1 − β) 1−z . That is, we approximate a multivariate distribution by the product of its marginals. By an argument similar to that used to derive (8), we can obtain a recursion for the marginals,
where we have used the notation introduced earlier in (8) . Thus, at time n, the RHS of (14) is known based on values computed at time n − 1 (with initial value γ 0 j [0] = 0, j ∈ V ). Inserting this RHS into (12) in place of P (Z n * |X n−1 * ), we obtain a graphical model in variables Z n * (instead of λ * ) which has the same form as (9) with ν(Z n j ; γ n−1 j
[n]) playing the role of the prior π(λ j ). In order to obtain the marginals γ n j [n] = P (Z n j = 1|X n * ) with respect to the approximate version of the joint distribution P (Z n * , X n * |X n−1 * ), we need to marginalize out the latent variables Z n j 's, for which a standard sum-product algorithm can be applied (see [2, 3, 17] ). The message update equations are similar to those in [17] ; the difference is that the messages are now binary and do not grow in size with n. The approximate algorithm is summarized in Algorithm 1.
Convergence of MP algorithms
We now turn to the analysis of the approximate algorithm introduced in Section 4.1. In particular, we will look at the evolution of { P (Z n * |X n * )} n∈N as a sequence of probability distribution on {0, 1} d . Here, P signifies that this sequence is an approximation. In order to make a meaningful comparison, we also look at the algorithm which computes the exact sequence {P (Z n * |X n * )} n∈N , recursively. As mentioned before, this we will call the "exact algorithm", the details of which are not of concern to us at this point (cf. Proposition 1 for these details.)
Recall that we take P (Z n * |X n * ) and P (Z n * |X n * ), as distributions for Z n * , to be elements of P d ⊂ R m . To make this correspondence formal and the notation simplified, we use the symbol :≡ as follows
where now y n , y n ∈ P d . Note that y n and y n are random elements of P d , due the randomness of X n * . We have the following description. Proposition 1. The exact and approximate sequences, {y n } and { y n }, follow general iteration (2) with the same random sequence {θ n }, but with different deterministic operators T , denoted respectively with T ex and T ap . T ex is linear and given by a Markov transition kernel. T ap is a polynomial map of degree d. Both maps are Lipschitz and we have
Detailed descriptions of the sequence {θ n } and the operators T ex and T ap , along with the proof of Proposition 1, are given in Section 6. As suggested by Theorem 1, a key assumption for the convergence of the approximate algorithm will be K ρ ≤ 1. In contrast, we always have
Recall that {λ j } are the change points and their priors are geometric with parameters {ρ j }. We analyze the algorithms, once all the change points have happened. More precisely, we condition on
for some n 0 ∈ N. Then, one expects the (joint) posterior of Z n * to contract to the point Z ∞ j = 1, for all j ∈ V . In the vectorial notation, we expect both { y n } and {y n } to converge to e (0) . Theorem 2 below quantifies this convergence in ℓ 1 norm (equivalently, total variation for measures).
Recall pre-change and post-change densities g e and f e , and let I e denote their KL divergence, that is, I e := f e log(f e /g e ). We will assume that Y e := log(g e (X)/f e (X)) with X ∼ f e
is sub-Gaussian, for all e ∈ E, where E is extended edge notation introduced in Section 4.1. The choice X ∼ f e is in accordance with conditioning on M n 0 . Note that EY e = −I e < 0. We define There exists an absolute constant κ > 0, such that if I * (κ) > 0, the exact algorithm converges at least geometrically w.h.p., that is, for all n ≥ 1,
with probability at least 1 − exp −c nε 2 /(σ 2 max D 2 log D) , conditioned on M n 0 . If in addition, K ρ ≤ 1, the approximate algorithm also converges at least geometrically w.h.p., i.e., for all n ≥ 1,
with the same (conditional) probability as the exact algorithm.
Proof. Proposition 1 and Theorem 1 provide all the ingredients for the proof. It remains to show that {θ n } n≥n 0 as given in (41) satisfies the conditions of Theorem 1; namely, that {log θ * n } n≥n 0 is i.i.d. sub-Gaussian. We work conditioned on the event M n 0 := {max j∈V λ j ≤ n 0 }, that is, we look at what happens to the iterations past all the change-points. Throughout this section, E denotes conditional expectation given M n 0 . Then, the fact that the sequence is i.i.d. follows immediately from the definition. Let us now focus on showing that log θ * n 0 is sub-Gaussian with negative expectation. We can write
where E is the extended edge notation introduced in Section 4.1, Y e := log[g e (X n 0 e )/f e (X n 0 e )], and ν ℓ e ∈ {0, 1}. Note that ν ℓ e is equal to either 1 − b j (ℓ) or 1 − b i (ℓ) ∨ b j (ℓ). For ℓ = m − 1, at least one of ν ℓ e , e ∈ E is non-zero. From definition (4) and superscript to subscript index translation of (37), we have
Let V ⊂ {0, 1} | E| denote the set carved by (ν ℓ e ) e∈ E as ℓ takes the values 0, 1, . . . , m − 2. We note that the all-zero vector does not belong to V. Let ν = (ν e ) e∈ E denote a generic point of {0, 1} | E| . Then, we have log θ * n 0 = max
Note that EY e = f e log(g e /f e ) = −I e ≤ −I min . We can write ν e (−I min ).
The second term above is equal to −I min min ν∈V e∈ E ν e = −I min , due to the fact that at least one element of every ν ∈ V is nonzero. Then, we have
We know that Y e − EY e ψ 2 ≤ c Y e ψ 2 ≤ c σ max , for some numerical constant c > 0. In addition by majorant characteristic of ψ 2 space (cf. [16, 18] ),
Thus assuming | E| ≥ 2, we have E log θ * n 0 ≤ κσ max log | E| − I min =: −I * for some absolute constant κ > 0, which is the desired bound on the expectation of log θ * n 0 . To verify that log θ * n 0 is sub-Gaussian, we use | max a i | ≤ max |a i | to write
Since · ψ 2 , as an Orlicz norm, is monotone (i.e., |X| ≤ |Y | implies X ψ 2 ≤ Y ψ 2 for any two random variables X and Y ), we obtain log θ *
where the second inequality is again by the majorant character of ψ 2 . This completes the proof.
Simulation results
We present some simulation results to verify the effectiveness of the proposed approximation algorithm in estimating the posterior probabilities γ n j [n]. We consider a star graph on d = 4 nodes. This is the subgraph on nodes {1, 2, 3, 4} in Fig. 1 . Conditioned on the change points λ * , all data sequences X * are assumed Gaussian with variance 1, pre-change mean 1 and post-change mean zero. All priors are geometric with ρ j = 0.1. We note that higher values of ρ j yield even faster convergence in the simulations, but we omit these figures due to space constraints. Fig. 1 illustrates typical examples of posterior paths n → γ n j [n], for both the exact and approximate MP algorithms. One can observe that the approximate path often closely follows the exact one. In some cases, they might deviate for a while, but as suggested by Theorem 2, they approach one another quickly, once the change points have occurred.
From the theorem and triangle inequality, it follows that under I * (κ) > 0 and K ρ ≤ 1, y n − y n converges to zero, at least geometrically w.h.p. This gives some theoretical explanation for the good tracking behavior of approximate algorithm as observed in Fig. 1 . 
Proof of Theorem 1
For x ∈ R m (including P d ), we write x = (x 0 , x) where x = (x 1 , . . . , x m−1 ). Recall that e (0) = (1, 0, . . . , 0) and x = m−1 i=0 |x i |. For x ∈ P d , we have 1 − x 0 = x , and
For θ = (θ 0 , θ) ∈ R m + , let
where 1 m−1 is a vector in R m−1 whose coordinates are all ones. We start by investigating how q θ (x) − e (0) varies as a function of x − e (0) . Lemma 1. For L ≤ 1, θ * > 0, and θ 0 = 1,
We prove Lemma 1 shortly in Section 5.1. Given the lemma, let us proceed to the proof of the theorem. Recall that T : P d → P d is an L-Lipschitz map, and that e (0) is a fixed point of T , that is, T (e (0) ) = e (0) . It follows that for any x ∈ P d , T (x) − e (0) ≤ L x − e (0) . Applying Lemma 1, we get
for θ ∈ R m + with θ 0 = 1, and x ∈ P d . (This holds even if θ * = 0 where both sides are zero.) Recall the sequence {θ n } n≥1 used in defining functions {Q n } accroding to (2) , and the assumption that θ 0 n = 1, for all n ≥ 1. Inequality (26) is key in allowing us to peel operator T , and bring successive elements of {q θn } together. Then, we can exploit the semi-group property (3) on adjacent elements of {q θn }. To see this, for each θ n , let θ * n and θ † n be defined as in (24). Applying (26) with x replaced with Q n−1 (x), and θ with θ n , we can write
(by (26))
(by semi-group property (3))
We note that (θ † n ⊙ θ n−1 ) * = Lθ * n θ * n−1 and
Here, * and † act on a general vector in the sense of (24). Applying (26) once more, we get
The pattern is clear. Letting η n := L n n k=1 θ * k , we obtain by induction
Recall that Q 0 (x) := x. Moreover,
where the first inequality is by (23), and the second is easily verified by noting that all the elements of (1, η n 1 m−1 ), except the first, are equal. Putting (27) and (28) together with the bound 1 − g θ (r) = θ(1−r) r+θ(1−r) ≤ θ 1−r r , which holds for θ > 0 and r ∈ (0, 1], we obtain Q n (x) − e (0) ≤ 2η n 1−x 0 x 0 . By sub-Gaussianity assumption on {log θ * k }, we have
for some absolute constant c > 0. (Recall that σ * is an upper bound on the sub-Gaussian norm log θ * 1 ψ 2 .) On the complement of the event in 29, we have n k=1 θ * k ≤ e n(−I * +ε) , which completes the proof.
Proof of Lemma 1
We consider the simplest case first, namely
This function completely describes q θ when d = 2. More precisely, with θ = (1, θ), one has q θ (x) = g θ (x 0 ), 1 − g θ (x 0 ) . Note that q θ (x) is close to e 0 iff g θ (x 0 ) is close to 1. To simplify notation, letr := 1 − r for r ∈ [0, 1]. Similarly, let
The next lemma allows us to quantify how |ḡ θ (r)| varies in terms of |r|. Consider the following quantity
Lemma 2. Assume that L ≤ 1 and θ > 0. Let ε := 1 − θ and γ := 1 − δ. Then,
In particular, for γ = θL, we have M L (θ, γ) = 1.
Proof. We can write 
where in the second inequality, we used L ≤ 1 and that [
The function m(x, z) is well-defined over the specified region (that is, finite-valued) since θ > 0 implies ε < 1, hence x − ε > 0. For fixed x ≥ 1 L , the function z → |m(x, z)| is convex, hence achieving its maximum over the convex set [ 
which simplifies to (33). For the special case, γ = θL, we first note that
, we get the desired result.
Let us now move to the case of general d. By (23), we have
We are effectively optimizing over four variables x 0 , y 0 , x and y. Let us first optimize over x, fixing the other three. By definition (1), we have sup
by the duality of ℓ 1 and ℓ ∞ norms. Recalling the definition (30), and using θ 0 = 1 and θ ∞ = θ * , we have sup
Next, we optimize over y. Let γ * := θ * L. We note for y = y 0 ,
where we have used 1 T m−1 y = y and θ 0 = 1. In other words, we have shown
Substituting (35) and (36) in (34), and recalling the notation (31) and definition (32), we get
Applying Lemma 2 in the special case γ * = θ * L, we get M L (θ * , γ * ) = 1 which gives the desired result.
Proof of Proposition 1
We divide the proof into pieces with some of the more technical details deferred to the Appendix. We will need some extra notations for the indexing of coordinates of probability vectors in P d = P({0, 1} d ). So far we have used superscripts to index the coordinates from left to right. It is sometimes convenient to use a complementary subscript indexing, by going from right to left. More specifically, for x ∈ P d , we write
so that x i = x m−1−i . We also interpret x i as the value that x assigns to the binary representation 1 of i. Furthermore, for any i = 0, . . . , m − 1, let
so that the binary expansion of i is the string
Before starting the proof, let us give an explicit expression for the common sequence {θ n } used in the iterations of both the exact and approximate algorithms. Recall the notation y n :≡ P (Z n * |X n * ) introduced in (17), in which y n ∈ P d is defined by looking at P (Z n * |X n * ) as a random probability vector indexed by Z n * ∈ {0, 1} d . Similarly, in view of (12), let
where the ingredients are given by (13) . As before, in this expression, we are treating Z n * as indexing a random vector in R m + . For n ∈ N, let
where (h n ) i denotes the ith entry of h n , using subscript indexing according to (37). In other words, to obtain θ n , we normalize h n = ((h n ) m−1 , . . . , (h n ) 0 ) by dividing it by its first entry. Using (13) and (38), we can write
where ∨ denotes the maximum.
Recall that for ρ ∈ [0, 1], we use the notation ρ := 1 − ρ.
The approximate algorithm follows general iteration (2)
In order to avoid confusion with exact quantities, we will use a tilde to denote the posterior quantities produced by the approximate iteration. For example, (14) can be rewritten as an exact equality in terms of approximate quantities,
We first note that recursion (15) is simplified for a geometric prior. We have π j (n) = ρ n−1 j ρ j and π j [n] c = ρ n j . Then, (15) for the approximate algorithm is
Consider an operator R ρ on P 1 := P({0, 1}) defined by
for any vector x = (x 1 , x 0 ) = (1 − x 0 , x 0 ) ∈ P 1 . (We are using the subscript indexing introduced in (37).) Recall that P d := P({0, 1} d ). Let M j : P d → P 1 be the jth marginalization operator, that is, an operator which produces the j-th marginal when applied to probability vector y ∈ P d . More explicitly,
(On the LHS, we are again using the subscript indexing.) For z ∈ P r and y ∈ P d , let z ⊗y ∈ P r+d be the probability vector corresponding to the product of z and y as measures. It is the usual tensor product if we think of z and y as vectors. Now, let y n :≡ P (Z n * |X n * ), and w n :≡ P (Z n * |X n−1 * ) in the sense discussed in Section 4.2 leading to (17). In words, y n is a vector in P d representing the estimate of the joint posterior of Z n * given X n * , produced at the n-th step of the approximate algorithm. Similar interpretation holds for w n .
Recall that γ n j [n] = P (Z n j = 1|X n * ) and γ n−1 j
) is the j-th marginal of y n , and ( γ n−1 j
[n]) is the j-th marginal of w n . It follows from (43) and the definitions of R ρ and M j that
On the other hand, (42) states that w n is a product measure,
Combining the two, we get
It is easy to verify that each element of T ap ( y n−1 ) as defined above is a polynomial of degree (at most) d in elements of y n−1 , with coefficients that depend only on {ρ j }.
It remains to investigate how w n produces y n . Using (12), we observe that w n ≡ P (Z n * |X n−1 * ) is mapped to P (Z n * , X n * |X n−1 * ) by a pointwise multiplication with h n as defined in (39). Since, y n ≡ P (Z n * |X n * ) is obtained from P (Z n * , X n * |X n−1 * ) by a normalization over Z n * , we obtain
This completes the proof.
The exact algorithm follows general iteration (2)
Let y n :≡ P (Z n * |X n * ), and w n :≡ P (Z n * |X n−1 * ) be the posteriors produced by the exact algorithm. One observes that (47) holds with w n replaced with w n and y n replaced with y n . That is, y n = q θn (w n ). The difference with the approximate algorithm is in updating w n based on y n−1 . To derive this map, we need the following lemma. Recall that π j is the prior on the j-th change point λ j .
Lemma 3. Let I ⊂ [d]
and consider collections of integers {k j } j∈I and {m j } j∈I in {n + 1, n + 2, . . . }. Then, we have
Proof. This follows from Lemma 6 which implies P (λ j = k j , j ∈ I|X n * ) and P (λ j = m j , j ∈ I|X n * ) are equal for the collection of integers considered.
We note that both w n and y n−1 are based on conditional probabilities, given X n−1 * , of events in terms of {λ j }. Updating w n based on y n−1 amounts to evaluating the values a fixed probability measure assigns to a collection of sets, based on the values it assigns to a different collection of sets. The particular nature of these sets and Lemma 3 allow this computation.
The formula has an algebraic structure. We work with polynomials of degree d, in indeterminate variables ω and ω. We assume the product of ω and ω to be noncomutative. (That is, ωω = ωω.) Denote the space of such polynomials as X d . We think of ω and ω as digits 1 and 0, respectively. Then, a string consisting of ω and ω represents a binary number. Let B(·) be the map that produces this binary number given a string of ω and ω. For example,
Let L y n−1 (·) be a "linear" map defined on X d which maps a string s of ω and ω to (y n−1 ) B(s) . This implies, for example,
The following lemma describes the rule mapping y n−1 to w n .
Lemma 4. For
The sketch of the proof is given in Appendix B. To get a sense of what (49) means, consider the case d = 2. Then, for example,
As can be seen from this example, (49) is a compact way of expressing a linear relation w n = T ex y n−1 , for some m × m matrix T ex . For example, for d = 2, the matrix is given by
Bounding Lipschitz constant of T ex
Since T ex is a Markov transition matrix, we have 1 T m T ex = 0. Note that our convention leads to the transpose of what is usually considered a Markov transition matrix. That is, columns of T ex sum to 1 (not the rows). Based on Lemma 4, it is not hard to observe the following:
• The first column of T ex is equal to e (0) := (1, 0, . . . , 0) ∈ R m .
• The first row of T ex consists of elements of the form j∈S ρ j , for S ⊂ [d]. In particular, the first element of the first row is 1 (corresponding to S = ∅) while the last element is
We will apply Lemma 5 of Appendix C to the linear map F given by F (x) = T ex x for x ∈ R m . The Jacobian of T ex is constant and equal to T ex . Applying Lemma 5 with u(x) = ( d j=1 ρ j )e (0) (independent of x), we obtain
Note that e (0) 1 T m is an m × m matrix with the first row being all ones, and the rest being all zeros. Thus, the matrix A coincides with T ex outside the first row. Moreover, on the first row, where T ex has entry j∈S ρ j , A has entry j∈S ρ j − 
Bounding Lipschitz constant of T ap
Recall the expression for T ap given in (46). We will rewrite it as the composition of two functions.
where ⊗ is the (tensor) product of two measures defined in Section 6.1. Here, we use our convention (for embedding P d in R m ) to treat the result of the tensor product as an element of
where [M j (y)] 0 is the value assigned to 0 by the jth marginal of y. (Note that each marginal M j (y) is a probability distribution on {0, 1}.) To simplify notation, we will also use
so that K(y) = u 1 (y), . . . , u d (y) . For example, for d = 2, with y = (y 3 , y 2 , y 1 , y 0 ), we have u 1 (y) = 1 − ρ 1 (y 1 + y 0 ) and u 2 (y) = 1 − ρ 2 (y 2 + y 0 ). Recalling the definition (44) of R ρ j , and (46), one observes that H • K := H(K(·)) is an extension of T ap to all of R m . In other words,
Thus, we can estimate the Lipschitz constant of T ap by computing the Jacobian of H • K and applying Lemma 5 of Appendix C. By chain rule, the Jacobian of the composition is the product of Jacobians. More precisely, J H•K (y) = J H (u)J K (y) with u = K(y).
To compute J H (u) ∈ R m×d , first note that we can write the ith component of
That is, all the absolute column sums of J H are equal to 2, which implies
Turning to J K (y) ∈ R d×m , we note that this is in fact a constant matrix, as K is an affine map. Using an expression similar to (45), we have
In other words, the j-th row of J K contains −ρ j in columns ℓ with b j (ℓ) = 0, and is zero otherwise. For example, for d = 3 (and m = 8), we obtain
According to Lemma 5, it is possible to add a constant to each row of J K and still obtain an upper bound on the Lipschitz constant of T ap . We will add ρ j /2 to each column in the j-th row. More precisely, let r :
For example, in the case of d = 3, we have
It is easy to verify that the absolute column sum for each column of this new matrix equal to
We can now apply lemma 5 to obtain
where as before u = K(y), and the last inequality follows by the sub-multiplicative property of ||| · ||| 1 . The proof is complete.
[ A Proof of (8)
since the function
In (51), take r = n, and sum over k ∈ [n − 1] c to obtain (after inversion)
For any subset A ⊂ N := {1, 2, . . . }, let us use the notation γ n−1 A := P(λ ∈ A|X n−1 ). Thus, we have shown
From additivity of probability measures, we have For an index set I = {i 1 , . . . , i r } ⊂ d, let γ n I denote the joint posterior of λ ℓ , ℓ ∈ I given X n * . More precisely, γ n I (E 1 , . . . , E r ) = P( r j=1 {λ i j ∈ E j }|X n * ) for any collection E 1 , . . . , E r of subsets of N. Let A • denote either A or A c , and similarly for B • . We would like to compute quantities of the form γ n I (B • , . . . , B • ) in terms of known quantities γ n I (A • , . . . , A • ). For simplicity, we will drop superscript n from now on.
We will use − and + to denote set difference and disjoint union, respectively. 
As before, the final expression is obtained by expanding. The general pattern is now clear and can be formally established by induction. The proof is complete. To link with the notation of the theorem, replace A c with ω and A with ω. The function u (i) defined in (48) replaces a set of parantheses, in derivations above, with the correct expression in terms of ω and ω, depending on whether the set of parantheses contains a + or a − sign.
C Bounding the Lipschitz constant of a probability map
This appendix is devoted to a lemma which allows us to estimate the Lipschitz constant of a map F : P → P, on a probability space P, based on the Jacobian matrix of its extension. Here, P := P d := P({0, 1} d ) is considered to be a subset of R m where m = 2 d . For a C 1 function F : U → R m defined on some open subset U of R m , let J F denote its Jacobian matrix, i.e.,
where ∂ x j F i is the partial derivative of the i-th component of F w.r.t. the its j-th variable. For a square matrix A and p ∈ [1, ∞], let |||A||| p denote its norm as an operator on ℓ p , that is, |||A||| p := sup x p ≤1 Ax p , where · p is the vector ℓ p norm. It is well-known that |||A||| 1 ( |||A||| ∞ ) is the maximum absolute column (row) sum of matrix A.
Recall that 1 m ∈ R m denotes the all-ones vector.
Lemma 5. Let U be an open subset of R m , containing P. Let F : U → R m be a C 1 extension of F : P → P, that is, F | P = F . Then, for any function u : U → R m with components in L 1 (U ),
Proof. Fix some x, y ∈ P and let z t := x + t(y − x) for t ∈ [0, 1]. For v ∈ R m , we have
where the last line follows since x, y ∈ P implies 1 T m (y − x) = 0. Using ℓ 1 -ℓ ∞ duality, we have
Let us denote the RHS of (53) by L. Since z t ∈ P for all t ∈ [0, 1], we have |||R t ||| ∞ = |||R T t ||| 1 ≤ L, for all t ∈ [0, 1], which completes the proof.
D An auxiliary lemma
Here, we record the following "constancy" property of the likelihood for the graphical model (9) . See [17, Lemma 3] for the proof. is constant over {n + 1, n + 2, . . . } r .
