This paper proves some regularity criteria for Navier-Stokes system with temporal gauge or Lorenz gauge.
Introduction
The well-known Navier-Stokes system reads as follows ∂ t u + u · ∇u + ∇p − ∆u = 0, (1.1) where u is the velocity field and p is the scalar pressure.
From the physical point of view, one usually has the following four types of the gauge conditions: If we choose the temporal gauge (1), then we have the well-known Burgers system. If we choose the Coulomb gauge (2), then we have the well-known incompressible Navier-Stokes system. In this paper, we first consider (1.1) with the choice of the Lorenz gauge (3): 2) with the initial condition
The first aim of this note is to prove some regularity criteria of the system (1.1)-(1.3), we will prove
. Let (u, p) be a local strong solution to the problem
for some 0 < α < 1 with 0 < T < ∞, then the solution (u, p) can be extended beyond T > 0.
for some 0 ≤ β ≤ 1 with 0 < T < ∞, then the solution (u, p) can be extended beyond T > 0.
The regularity criteria (1.4) and (1.5) have been proved for the incompressible Navier-Stokes system [7, 6, 8, 3] .
Next, we consider the density-dependent Navier-Stokes system
Here ρ is the density of the fluid and Ω is a bounded domain in R 3 with smooth boundary ∂Ω. We will consider the temporal gauge: p = 0.
The problem (1.6)-(1.9) with p = 0 has been studied in [1] in one space dimension. It is easy to prove the local well-posedness of strong solutions to the problem (1.6)-(1.9) with p = 0 and the compatibility condition
for some g ∈ L 2 . In fact, if we take p := p(ρ) := aρ γ with 1 < γ < ∞ in (1.7) and let a → 0+. Then by the same calculations as in [2] , we can prove the same uniform estimates on a of the solutions, and then, by taking a → 0+, we can prove the local well-posedness of local strong solutions. We omit the details here.
We will prove
with 0 < T < ∞, then the solution (ρ, u) can be extended beyond T > 0.
Remark 1.1. The condition (1.11) can be replaced by ρ ∈ L ∞ (0, T ; Lp) for somep sufficiently large.
Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1, under the conditions of the initial data in Theorem 1.1, it is easy to show that the problem (1.1)-(1.3) has a unique local strong solution and thus we omit the details here. We only need to show a priori estimates.
Testing (1.1) by −∆u and using (1.2), we see that
Here we have used the following improved Gagliardo-Nirenberg inequalities [4, 9, 10] : , and the formula
Applying Λ s to (1.1), testing by Λ s u, and using (1.2) and (2.1), we find that
Here we have used the following bilinear commutator estimates due to KatoPonce [5] : 
. Here we also used the formula
Finally, testing (1.1) by u and using (1.2), (2.1) and (2.6), we infer that 1 2
This completes the proof of Theorem 1.1.
Proof of Theorem 1.2
Similarly to the proof of Theorem 1.1, we only need to establish a priori estimates. First, let β = 0 in (1.5). We will use the following logarithmic Sobolev inequality [7] :
with s > 1 + n 2 . Similarly to (2.10), we get 1 2
Similarly to (2.6), we observe that 1 2
Summing up (3.2) and (3.3) and using (3.1) and the Gronwall inequality, we arrive at (2.6) and (2.7).
This completes the proof of the case β = 0. Now, let 0 < β ≤ 1 in (1.5).
Similarly to (2.1), we find that 1 2
Here we have used the improved Gagliardo-Nirenberg inequality [4, 9, 10] :
Similarly to (2.6), we deduce that
which implies (2.6) and (2.7). Here we have used the improved GagliardoNirenberg inequalities [4, 9, 10] : 
Proof of Theorem 1.3
This section is devoted to the proof of Theorem 1.3, we only need to show a priori estimates.
First, thanks to the maximum principle, it follows from (1.6) and (1.7) that
Testing (1.7) by u and using (1.6), we find that
Testing (1.7) by ∂ t u and using (1.6) and (4.1), we have
It follows from (1.7), (1.6) and (4.3) that
Taking ∂ t to (1.7), testing by ∂ t u and using (1.6), (4.1) and (4.3), we derive Applying ∇ to (1.6), testing by |∇ρ| q−2 ∇ρ with 2 ≤ q ≤ 6, and using (4.6), we have
which proves ρ L ∞ (0,T ;W 1,q ) ≤ C, (4.7)
This completes the proof .
