Estimating the leading principal components of data assuming they are sparse, is a central task in modern high-dimensional statistics. Many algorithms were suggested for this sparse PCA problem, from simple diagonal thresholding to sophisticated semidefinite programming (SDP) methods. A key theoretical question asks under what conditions can such algorithms recover the sparse principal components. We study this question for a single-spike model, with a spike that is 0-sparse, and dimension p and sample size n that tend to infinity. Amini and Wainwright (2009) proved that for sparsity levels k ≥ Ω(n/ log p), no algorithm, efficient or not, can reliably recover the sparse eigenvector. In contrast, for sparsity levels k ≤ O( n/ log p), diagonal thresholding is asymptotically consistent.
1. Introduction. Principal component analysis (PCA) is a classical method to reduce the dimensionality of data, while keeping as much variance as possible, see e.g. [And84] . Specifically, given a p-dimensional random variable x, the first principal component is a unit-length vector w ∈ R p such that w T x has maximal variance. By definition, Var[w T x] = w T Σw, where Σ is the population covariance matrix of x. Hence the first principal component w is an eigenvector corresponding to the largest eigenvalue of Σ.
In practice, neither the matrix Σ nor its leading eigenvectors are known, and are typically estimated from data. Let x 1 , . . . , x n be n i.i.d. p-dimensional random vectors with a p × p population covariance matrix Σ, and letΣ denote the sample covariance matrix. Assuming for simplicity that the random vector x is known to have mean zero,Σ is then given by (1.1)Σ = 1 n n i=1
x i x T i .
A classical result in multivariate statistics is that under mild regularity conditions on the distribution of x, when the dimension p is fixed, as the sample size n tends to infinity, the eigenvectors ofΣ (or its eigenspaces, when population eigenvalues have multiplicity larger than one) converge to those of Σ [And84, Mui82] .
Many contemporary applications, however, require the detection and estimation of structure where the number of variables p is comparable or even significantly larger than the number of samples n. In this high-dimensional setting, the sample covariance matrixΣ may be a poor approximation to Σ, and its leading eigenvectors may be far from the population principal components, see e.g. [Joh01, BL08, Pau07, Nad08, JL09] . A natural approach to overcome this high-dimensionality obstacle, is to add the structural assumption that the leading principal components are (approximately) sparse. This restricted problem is commonly known as sparse PCA.
The sparse PCA problem has attracted considerable attention in recent years, and several algorithmic approaches were proposed for extracting sparse eigenvectors. These include greedy or non-convex optimization procedures [TJU03, ZZS99] , methods based on 1 -regularization [dEGJL04, ZHT06, BYS06, WTH09], regularized singular-value-decomposition [SH08] , an augmented Lagrangian method [LZ12] , a simple thresholding algorithm called diagonal thresholding (DT) [JL09] , and sophisticated semidefinite programming (SDP) methods such as [dBEG08] .
On the theoretical side, sparse PCA was studied under various settings, including for instance a spiked covariance model where the population covariance matrix has only a few large eigenvalues, whose corresponding eigenvectors are sparse in q -norm for q ∈ (0, 2) [JL09] . In [BJNP13] , the authors analyzed the minimax rate of eigenvector estimation in this setting, and also proposed an algorithm that achieves this rate, see also related works by [Ma13, VL12] .
The Single-Spike Model with 0 -Sparsity. In this paper, we focus on the case of 0 -sparsity with a single spike, whose corresponding eigenvector has at most k non-zeros, commonly referred to as k-sparse. For concreteness, we consider the single-spike multivariate Gaussian model in which the observa-tions have the form
where β > 0 is the signal strength, z is the planted spike (intended leading eigenvector) and is assumed to be a k-sparse unit-length vector, ξ i ∈ R p is a noise vector whose entries are all i.i.d. N (0, 1), and u i ∼ N (0, 1). Furthermore, all the u i 's and ξ i 's are independent of each other. The corresponding population covariance matrix is
Given n i.i.d. samples from (1.2), common tasks are to detect that a signal is indeed present (i.e. that β > 0), and to estimate the vector z and/or its support, assuming its presence. Relevant theoretical questions are to determine information limits -whether there exists an algorithm that is asymptotically consistent, as well as computational limits -is there an algorithm that is not only asymptotically consistent but also computationally efficient (with runtime polynomial in n, p, k)?
For the task of recovering the support of the vector z, Amini and Wainwright [AW09] studied both aforementioned aspects, under the additional assumption that all non-zero entries of z are ±1/ √ k. From an information perspective, they established the following impossibility result: if k ≥ Cn/ log p, for a suitably chosen constant C = C(β), then asymptotically as (p, n, k) → ∞, every method (including exhaustive search over all p k subsets of size k) will err with probability at least 1/2. In fact, even the simpler task of detecting the presence of a spike is not possible for this range of parameters, as recently showed in [BR12, BR13, CMW13] . From a computational perspective, Amini and Waingwright analyzed two computationally efficient algorithms: the aforementioned diagonal thresholding (DT) of [JL09] , and a more sophisticated and computationally heavier algorithm based on a semidefinite programming (SDP) relaxation, proposed by d'Aspremont et al. [dEGJL04] . Amini and Wainwright showed that if k ≤ C n/ log p, for a suitably chosen constant C = C (β), then asymptotically as (p, n, k) → ∞, both algorithms, DT and the SDP, successfully recover the support of z.
Before proceeding, note that the SDP relaxation of [dEGJL04] (described in Section 1.1 below) actually produces a p × p matrix X, and not a pdimensional estimate of the vector z or of its support. Amini and Wainwright showed that if k ≤ C (β) n/ log p (and k ≤ O(log p)), then asymptotically the SDP solution is of rank one, namely, X = ww T , and the support of the corresponding eigenvector w coincides with that of z. They further proved that if the SDP solution remains rank one up to the information limit, then the support of w continues to coincide with that of z, implying that for this 0 -sparse PCA problem, the information and computational limits coincide. In their words, "under the rank-one condition, the SDP is in fact statistically optimal, that is, it requires only the necessary number of samples (up to a constant factor) to succeed" [AW09, page 2880].
Our results show that, unfortunately, this is not the case -in fact, when k ≥ Ω( √ n) the solution X to the SDP is not rank one. We further show that if the SDP solution is "almost" rank one, say its largest eigenvalue is at least, say, λ 1 (X) > 0.1, then its corresponding (leading) eigenvector is at best weakly correlated with z.
Hence, in the sparsity range Ω( n/ log p) ≤ k ≤ O(n/ log p), where the task of recovering the support of z is in principle possible, there are currently no known algorithms that do so in a computationally efficient manner. In particular, the fundamental question of whether the computational and information limits coincide remains open.
1.1. The SDP Relaxation. To present our results, we need to formally define the k-sparse PCA problem and its SDP relaxation. Given a sample covariance matrixΣ, its k-sparse leading principal component is defined to be the solution of the optimization problem
Unfortunately, while the target function y TΣ y is convex, the constraint y 0 ≤ k is not. In fact, solving L 0 for a generic symmetric matrixΣ is NP-hard. d'Aspremont et al. [dEGJL04] suggested the following convex SDP relaxation of (1.4),
where tr(X) denotes the trace of a matrix X, X S = i,j |X ij | denotes its "absolute-sum norm", and S p + = {X ∈ R p×p : X = X T , X 0} is the cone of symmetric positive semidefinite (PSD) matrices. We denote by P(X) = tr(ΣX) the SDP value of a feasible matrix X, i.e., X that satisfies the constraints in Eqn. (1.5). We also denote by X opt a solution to P, which in general is not necessarily unique.
As mentioned above, the SDP relaxation produces a positive semidefinite matrix X opt ∈ R p×p while our goal in (1.4) is to find a (k-sparse) vector in R p . As suggested in [dEGJL04] , a common approach to extract a vector from X is to compute the eigen-decomposition of X opt , (1.6)
and to report the leading eigenvector w 1 , and/or the indices of its k largest entries in absolute value as the estimated support of z.
1.2. Our Results. We study the efficacy of the SDP approach in recovering the support of z, in the limit as p, n, k → ∞, and for simplicity, we assume the signal strength β > 0 is fixed. Throughout, an event of probability 1 − o(1) is said to hold almost surely (a.s.). Following [AW09], our results are proved for vectors z with k non-zero entries of the form ±1/ √ k, which may be assumed, for sake of analysis and without loss of generality, to be the first k entries. We make no serious attempt to optimize the constants in Theorems 1.1 and 1.2 below.
Since the SDP solution is highly non-linear in its inputs, there is no closedform explicit expression for a solution X opt or its value P(X opt ). Nonetheless, the following theorem gives bounds on the latter quantity, and on the relation between X opt and the sparse vector z. Theorem 1.1. Let p, n, k → ∞ such that p/n → c > 1, and
Further assume that the signal strength β < √ c. Then
(Part II) If in addition, β ≤ 1 then a.s.
Part I of this theorem, Eqn. (1.7), provides lower and upper bounds on the value of the SDP relaxation. Observe that as p/n grows, the ratio between the upper and lower bound approaches 1, and they become asymptotically tight. By the second part, if p/n > 19 2 then X opt = zz T . More generally, if λ 1 is bounded away from 0, say λ 1 ≥ 0.1, and p is significantly larger than n, say, p ≥ 10 8 n, then by (1.8) we have
, meaning that the leading eigenvector of the SDP solution is nearly orthogonal to the planted spike. A similar argument applies whenever the SDP solution X opt has a low rank m, in which case λ 1 ≥ 1/m (since X opt is a PSD matrix of trace 1). Therefore low-rank solutions, if they exist, are probably not informative as well.
Our next result provides an upper bound on the SDP value P(X) for all feasible matrices X of rank one. Together with Theorem 1.1, the next result shows that X opt is not rank one, and in particular implies that X opt = zz T .
. Then a.s. all rank-one feasible matrices X satisfy
Combining the two theorems we arrive at the following conclusion: under the conditions of Theorem 1.2, for sparsity levels larger than √ n, the SDP approach is unlikely to recover the support of z in the 0 -sparse PCA problem. In particular, the SDP does not solve sparse PCA up to the information limit as previously suspected.
Our conclusion is in line with a recent result of Berthet and Rigollet [BR13] , who proved that if there exists a polynomial-time computable statistic that can reliably detect the presence of a single spike of 0 -sparsity k √ n, then one can detect in polynomial time the presence of a planted clique of size o( √ n) in the otherwise random graph G(n, 1/2). The latter problem, known as the hidden clique problem in the computer science literature, is believed to be a computationally hard task, and efficient algorithms known to date can only find a planted clique of size at least order √ n [AKS98, FK00, FR10, DGGP10, AV11]. Our result differs from [BR13] in several aspects. First, our result is unconditional, that is, Theorems 1.1 and 1.2 do not assume any hardness results. Hence our results are valid even if future developments will allow to efficiently find a hidden clique of size n 0.49 . Second, our focus is on estimation and not on detection, which in general are different problems.
The picture emerging from Amini and Wainwright [AW09], Berthet and Rigollet [BR13] , and our work is summarized in Figure 1 . Given the apparent √ log n-factor gap in support estimation, we propose a lightweight algorithm, based on covariance thresholding [BL08] , and provide experimental evidence suggesting that it may be able to recover the support of z up to k = O( √ n). Details are given in Section 2.
In light of these results and the fact that even a sophisticated method like SDP fails to recover the support of z for k √ n, we conclude with the following conjecture. Conjecture 1.3. In the single-spike model with 0 -sparsity, fixed signalstrength β and p = Θ(n), for every fixed ε > 0, there is no polynomial-time algorithm that can recover the support of z a.s. for sparsity level k = n 0.5+ε .
Paper's Organization. The remainder of the paper is organized as follows. In Section 2 we describe our covariance thresholding algorithm. In Section 3 we assert some basic facts that will come useful in the proof of Theorem 1.1 in Section 4 and of Theorem 1.2 in Section 5.
2. Covariance Thresholding Algorithm. Motivated by the work of Bickel and Levina [BL08] , we suggest the following algorithm for the 0 -sparse PCA problem, which we call Covariance Thresholding, or CT for short. Its input is a sample covariance matrixΣ, and it operates as follows.
Algorithm Covariance Thresholding.
1. Construct the thresholded matrix T [Σ] using the rule (2.1)
for a suitably chosen threshold t = t(p, n, β).
Compute the leading eigenvector of T [Σ]
, and output the k indices with largest absolute value.
Our simulation results suggest that under the single-spike model with 0 sparsity, CT is able to successfully recover the support of z up to k ∼ √ n, and outperforms Diagonal Thresholding, and perhaps even the SDP-based algorithm. Before going into the experimental evaluation, we discuss the choice of the threshold t, and provide a non-rigorous intuitive explanation for the success of this approach.
From the definition ofΣ in (1.2), it easily follows that the standard deviation of each off-diagonal entry inΣ is at most c/ √ n for some constant c = c(β). SinceΣ is an unbiased estimator of Σ, the expected value of "signal" entries inΣ (i.e.Σ ij with i, j ≤ k) is ±β/k, and is zero for non-signal or mixed entries (when both i, j > k or exactly i > k or j > k, respectively). For a sufficiently large constant c > c, the magnitude of 99% of the non-signal or mixed entries is at most c / √ n. In contrast, 99% of the signal entries have magnitude at least β/k − c / √ n. Suppose that β, k are such that we can set t = c / √ n < β/k − c / √ n. For this choice of threshold parameter t, the non-signal or mixed part of T [Σ] is for the most part zeros, and the signal part is for the most part as inΣ. Therefore we may expect the leading eigenvector of T [Σ] to be close to the leading eigenvector of the signal part ofΣ. The latter in turn converges to z [And84] . Solving for k,
Let us remark that using standard techniques, one can show that asymptotically if k ≤ δ n/ log p, and δ > 0 is a sufficiently small constant, CT can in fact recover z itself, not just its support. Details omitted.
Simulation Results. We generated random sample covariance matricesΣ according to the single-spike distribution, Eqns. (1.1) and (1.2), with spike z of the form z =
We say that an execution of the algorithm was successful if it returned the support of z exactly, i.e., the output was the set {1, . . . , k}. The success rate of an algorithm in M independent executions is the number of times it was successful divided by M . In each experiment we fixed n = p and varied k, measuring for each k the success rate averaged over 500 independent executions. Figure 2 compares the performance of our CT algorithm to a variant of Diagonal Thresholding (DT), which returns the indices of the k largest diagonal entries ofΣ. It is clearly evident from this figure that in our setting CT outperforms DT. √ n success rate n=1000 n=2000 n=3000 n=4000 n=5000
Fig 3: Performance of CT in proportion to k/ √ n (depicted for different k and n).
In both figures the y-axis is the success rate averaged over 500 runs, with signal strength β = 2, and CT parametrized with threshold t = 3/(2k).
√ n, for different values of n. These results reinforce our prediction that CT works up to sparsity levels proportional to √ n (or even slightly more). A rigorous proof of this behavior is a challenging problem for future research.
3. Preliminaries. Let us first recall some known results that will be used later. The first one is a large deviation result for a Chi-square random variable.
The next theorem establishes an upper bound on the maximal eigenvalue of the sample covariance matrixΣ in the single-spike model. We use λ max = max i λ i to denote the largest eigenvalue ofΣ, where λ 1 , λ 2 , . . . , λ p are its (non-negative) eigenvalues. 
The next lemma considers a different regime of n = n(p), where n/p → ∞, and will be soon used to derive Corollary 3.4, which is important for later sections.
Lemma 3.3. LetΣ be a p × p sample covariance matrix with n samples in the single-spike covariance model with signal strength β > 0 and spike z. Assume that n = n(p) and p → ∞, such that n/p → ∞. Then a.s.,
When p is fixed and n → ∞, Lemma 3.3 is standard and follows from the convergence of the sample covariance matrix to its population counterpart, see for example [Jol02, Chapter 3]. The proof for our case, where p → ∞, involves standard calculations, and is given in full in Section 6.
Corollary 3.4. LetΣ be a p×p sample covariance matrix in the singlespike model with signal strength β and spike vector z ∈ R p , with z 0 = k. Assume that both n, k → ∞ with k = o(n). Then a.s. for any unit-length vector y ∈ R p whose support coincides with z,
Proof. LetΣ z be the k × k submatrix ofΣ corresponding to non-zero entries of zz T , namely the first k rows and k columns. For a vector y ∈ R p , let y z ∈ R k be its projection to the coordinates in the support of z. By our assumption on y we have y TΣ y = y T zΣ z y z ≤ λ max (Σ z ). Applying Lemma 3.3 toΣ z (whose dimension is k, with n samples, and n/k → ∞) we have λ max (Σ z ) ≤ 1 + β + o(1).
4. Proof of Theorem 1.1.
Proof of Part I.
Proof Outline. To prove Part I of Theorem 1.1 we need to show that up to negligible terms, the value of P is at least 1 + p n and at most 1 + p n 2 . To prove the lower bound, we "guess" a feasible solution X * and compute its value. The proposed X * is the random (p − k) × (p − k) submatrix of Σ corresponding to the zero entries of z, with zero entries elsewhere, and further normalized by the trace, to satisfy the constraint in (1.5). The bulk of the proof lies in obtaining an accurate estimate of P(X * ). The upper-bound on the value of P is easily obtained by noticing that upon dropping the constraint X S ≤ k from (1.5), we get a new SDP whose value is exactly λ max (Σ). Fortunately, upper bounds on this value are well known.
To prove the upper bound in (1.7), observe that P(X opt ) = tr(ΣX opt ) ≤ sup{tr(ΣY ) : Y 0, tr(Y ) = 1}. The last expression is just the variational characterization of the largest eigenvalue ofΣ. Applying Theorem 3.2 we obtain that a.s.
To prove the lower bound, we describe a feasible solution X * and compute its value. Let X * = R/ tr(R), where R is a p × p matrix whose entries are given by (4.1)
The rest of the proof consists of the following two propositions. The first one shows that a.s. X * satisfies the SDP constraints in (1.5) by showing that a.s. its · S -norm is at most 2p/ √ n ≤ k (and X * is clearly PSD). The second proposition computes its objective value P(X * ). Together, they prove the first part of Theorem 1.1.
Proposition 4.1. Under the conditions of Theorem 1.1, a.s.
Proposition 4.2. Under the conditions of Theorem 1.1, a.s.
Proof of Proposition 4.2. Let us write P(X * ) explicitly:
.
By the definition of R, tr(R) = tr(R ) and tr(R 2 ) = tr(R 2 ). The population covariance matrix of R is equal to I (p−k)×(p−k) . To complete the proof, we use the following fact.
Fact 4.3. [LW02, Prop. 1] LetΣ be a p × p sample covariance matrix with n multivariate Gaussian observations whose population covariance matrix is the identity. Assume that n, p → ∞ such that p/n → c for a constant c > 0. Then a.s. tr(Σ) = (1 + o(1))p, and tr(Σ 2 ) = (1 + c + o(1))p.
Applying this fact withΣ = R gives that a.s.
To prove Proposition 4.1, we first state the following auxiliary lemma.
Lemma 4.4. Let {x i , y i } n i=1 be standard i.i.d. Gaussian random variables. Then the random variable T = n i=1 x i y i can be written as the product of two independent random variables χ 2 n · N (0, 1).
Proof. Let x = (x 1 , x 2 , . . . , x n ) ∈ R n , and similarly for y. Then x, y are independent and distributed x, y ∼ N (0, I n ). In this notation, T = x, y . Since the distribution N (0, I n ) is rotation-invariant, we may w.l.o.g. replace x by a length-x vector in the direction e 1 = (1, 0, . . . , 0). In this case T = x, y = x · y 1 . Observe that x ∼ χ 2 n and y 1 ∼ N (0, 1), and the two are independent.
Proof of Proposition 4.1. Since all R ii ≥ 0, we also have tr(R) ≥ 0 and can thus write
We show below that a.s.
. In addition, according to Fact 4.3, a.s. tr(R) = (1 + o(1))(p − k). Plugging these into Eqn. (4.2) yields the desired upper bound on X * S . Our goal is then to bound i =j |R ij |. To this end, we fix a row i, bound from above j:j =i |R ij |, and use a union bound over the rows. By definition, the first k rows of R are identically zero. The sum of row i > k is given by j:j =i
Using the same rotational invariance argument as in Lemma 4.4, we may replace without loss of generality the vector ξ i by ξ i · e 1 . The inner sum then reduces to ξ i · ξ j1 , and the entire outer summation has the same distribution as 1 n ξ i p j=k+1 |ξ j1 |. We know that ξ i ∼ χ 2 n , and it remains to bound the sum of Gaussians in absolute value |ξ j1 |. Observe that these Gaussians are mutually independent, and also independent of ξ i , since in the summation we have j = i. Using the Cauchy-Schwartz inequality,
We conclude that j:j =i |R ij | is statistically dominated by
. Therefore, using a union bound over all p − k rows, we obtain that a.s.
and this completes the proof of Proposition 4.1.
Proof of Part II.
Let λ 1 ≥ λ 2 ≥ . . . ≥ λ p ≥ 0 be the eigenvalues of X opt with corresponding unit-length eigenvectors w 1 , . . . , w p ∈ R p . We can write X opt = i λ i w i w T i , and by the linearity of the trace-operator,
The main idea of the proof is to show that if w 1 and z are close (i.e. their inner product is large), then the value of P(X opt ) would be prohibitively low, contradicting the lower bound in Eqn. (1.7). This hinges upon the fact that quadratic templates in the direction of z have low value (Corollary 3.4). A formal argument follows.
Part (I) of Theorem 1.1 together with Eqn. (4.3) give
Rearranging Eqn. (4.4), and using the fact that i λ i = tr(X opt ) = 1, gives
Finally, since λ 1 ≥ 0 and by assumption p/n → √ c > 1, we have
Now write w 1 = αz + √ 1 − α 2 y, for a unit vector y orthogonal to z and α = w 1 , z ∈ [−1, 1]. In the remainder of the proof we upper bound |α|. Using Cauchy-Schwartz and the triangle inequality, we obtain
SinceΣ is PSD, it can be written asΣ = B T B for some matrix B whose operator norm (and largest singular value) is B = B T = √ λ 1 . By Corollary 3.4, Bz 2 = z TΣ z ≤ 1 + β + o(1) ≤ 2.1, where we used the assumption β ≤ 1. Using this information and Theorem 3.2,
and similarly,
Combining these with Eqn. (4.5), we have
By further manipulations we obtain α 2 ≤ 5. Proof of Theorem 1.2. Let F be the set of vectors y corresponding to feasible rank-one matrices X = yy T of the SDP, F = {y ∈ R p : y 2 ≤ 1 and y 1 ≤ √ k}.
We aim to prove that a.s., all y ∈ F satisfy P(yy T ) ≤ 3p 5n . Since P is continuous, a standard approach to proving such a bound is to discretize F with an ε-net, and apply a union bound argument. The size of the ε-net for F is proportional to (1/ε) p . On the other hand, the upper bound that we obtain on the probability that a vector y in the ε-net satisfies P(yy T ) > 3p 5n is larger than (1/ε) −p (see Lemma 5.3). To circumvent this problem, we approximate F by a lower-dimension setF , for which the ε-net argument follows through. The setF is defined to bê F = {y ∈ R p : y 2 ≤ 1 and y 0 ≤ 200 pk}.
To formalize how one set approximates another set, we define the r-neighborhood of a set A ⊂ R p to be A r = {y ∈ R p : ∃y ∈ A, y − y ≤ r}. We proceed to the discretization ofF , which uses the following notation. For B ⊆ R p and a subset of the coordinates I ⊆ [p], let B I ⊆ B denote the vectors in B whose support is contained in I. Recall that an ε-net of B ⊆ R p is a discrete subset N ⊆ B satisfying B ⊆ N ε and that for all x = y ∈ N, x − y > ε.
√ pk}, we clearly haveF = I∈IF I . Let N I be an ε-net ofF I with ε = 1/200, and letÑ be the union of all these nets, i.e., Using this proposition, we now complete the proof of Theorem 1.2. Assume that Eqn. (5.2) holds. Now fix y ∈ F ; since F ⊆Ñ 1/100 , we can write y =ỹ + a for someỹ ∈Ñ and a ∈ R p with a ≤ 1/100. Then,
Sinceỹ ∈Ñ , Proposition 5.2 impliesỹ TΣỹ ≤ p 2n . To bound the other two terms, observe that for all u, v ∈ R p we have u TΣ v ≤ u v λ max (Σ). Using Theorem 3.2 and the assumption in Theorem 1.2 that p ≥ 10n, we bound λ max (Σ) ≤ (1 + p/n) 2 + o(1) ≤ 3p/n. In addition, ỹ 2 ≤ 1, and plugging into Eqn. (5.3) we conclude that P(yy T ) ≤ 5.1. Proof of Proposition 5.2. We prove the proposition via a union bound argument, using the two lemmas below. The first one estimates the probability that an arbitrary fixed vector y satisfies P(yy T ) ≥ p/(2n), and the second lemma bounds the size of the ε-netÑ . Observe that Proposition 5.2 follows from these two lemmas:
where the last inequality follows from the assumption in Theorem 1.2 that k ≤ p/(10 7 log 2 p).
Proof of Lemma 5.3. Fix y ∈ R p . Using Eqn. (1.1), we write y TΣ y = 1 n i∈ [n] y T x i x T i y = 1 n i∈[n] x i , y 2 . Recall from (1.2) that x i = √ βu i z + ξ i , where ξ i is a vector of independent standard Gaussian random variables, and u i is also a standard Gaussian. Therefore, (5.4)
x i , y = ξ i , y + u i β y, z ,
The first term ξ i , y has distribution N (0, j∈[p] y 2 j ) = N (0, 1). Since u i is independent of ξ i , the distribution of x i , y is just 1 + β y, z 2 · N (0, 1). Furthermore, since y is fixed and the ξ i 's and u i 's are all i.i.d., the random variables x i , y for i = 1, . . . , n are i.i.d. as well, and thus i∈ [n] x i , y 2 ∼ 1 + β y, z 2 χ 2 n . Now using Lemma 3.1 and our assumption that n ≤ p/10, we obtain We conclude that with probability at least 1 − e −p/30 , y TΣ y ≤ 1 + β y, z 2 p 4n ≤ (1 + y 2 z 2 )p 4n
where the second inequality uses our assumption that β ≤ 1 and the CauchySchwartz inequality.
Proof 
