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Abstract
In this paper, we introduce finite energy classes of quaternionic plurisubhar-
monic functions of Cegrell type and study the quaternionic Monge-Ampe`re
operator on these classes on quaternionic hyperconvex domains of Hn. We
extend the domain of definition of quaternionic Monge-Ampe`re operator to
some Cegrell’s classes, the functions of which are not necessarily bounded.
We show that integration by parts and comparison principle are valid on
some classes. Moreover, we use the variational method to solve the quater-
nionic Monge-Ampe`re equations when the right hand side is a positive mea-
sure of finite energy.
Keywords: Monge-Ampe`re operator; quaternionic plurisubharmonic
function; cegrell’s class; variational approach
1. Introduction
The problem of extending the domain of definition of complex Monge-
Ampe`re operator (ddc·)n on some class of plurisubharmonic functions was
studied by many analysts in the past three decades. In the fundamental
papers [8, 9] Bedford and Taylor showed that this operator is well defined on
the class of locally bounded plurisubharmonic functions and they studied the
Dirichlet problem for the complex Monge-Ampe`re equation with continuous
data in a strictly pseudoconvex domain of Cn. There are several methods to
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define the complex Monge-Ampe`re operator as a positive measure for some
unbounded plurisubharmonic functions [7, 11, 15, 19, 24]. In particular,
Cegrell [12, 13] introduced several finite energy classes of plurisubharmonic
functions on which the complex Monge-Ampe`re operator can be defined and
has important properties. These Cegrell’s classes have fruitful applications
in recent years.
The aim of this paper is to introduce these Cegrell’s finite energy classes
for quaternionic plurisubharmonic functions, and to extend the domain of
definition of quaternionic Monge-Ampe`re operator to some classes of un-
bounded plurisubharmonic functions on quaternionic hyperconvex domains
of Hn. Moreover, we establish some comparison principle and convergence
results for quaternionic Monge-Ampe`re operator on these classes. Finally,
using the variational method we solve the following quaternionic Monge-
Ampe`re equations on quaternionic hyperconvex domains of Hn,
(△ϕ)n = µ,
where (△ϕ)n denotes the quaternionic Monge-Ampe`re operator of ϕ and µ
is a positive Radon measure in Ω.
The quaternionic Monge-Ampe`re equation has attracted considerable
studies in recent years. The quaternionic version of Calabi-Yau conjecture,
which has applications in superstring theory, has been solved recently on
compact manifolds with a flat hyperka¨hler metric [4]. Relating to this prob-
lem, it is interesting to study the quaternionic Monge-Ampe`re equations
[3, 5, 6, 27, 32].
Denote by PSH(Ω) the class of quaternionic plurisubharmonic functions
on Ω and by PSH−(Ω) the subclass of negative functions in PSH(Ω). Let Ω
be a quaternionic hyperconvex domain of n-dimensional quaternionic space
H
n, this means that it is open, bounded, connected and that there exists
ρ ∈ PSH−(Ω) such that the set {q ∈ Ω : ρ(q) < c} is a relatively compact
subset of Ω, for each c ∈ (−∞, 0). Such function ρ is called an exhaustion
function of Ω. In this paper, unless otherwise specified, Ω will always be a
quaternionic hyperconvex domain in Hn.
In this paper, we study the following finite energy classes of quaternionic
PSH functions in Ω. They are generalizations of Cegrell’s classes for com-
plex plurisubharmonic functions [12, 13]. Let p ≥ 1.
• E0(Ω) =
{
ϕ ∈ PSH− ∩ L∞(Ω) : limq→∂Ω ϕ(q) = 0,
∫
Ω(△ϕ)
n < +∞
}
• F(Ω) =
{
ϕ ∈ PSH−(Ω) : ∃ E0(Ω) ∋ ϕj ց ϕ, supj≥1
∫
Ω(△ϕj)
n < +∞
}
• E(Ω) = {ϕ ∈ PSH−(Ω) : ∃ ϕK ∈ F(Ω) such that ϕK = ϕ on K, ∀K ⋐ Ω}
• Ep(Ω) =
{
ϕ ∈ PSH−(Ω) : ∃ E0(Ω) ∋ ϕj ց ϕ, supj
∫
Ω
(−ϕj)
p(△ϕj)
n < +∞
}
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• Fp(Ω) = Ep(Ω) ∩ F(Ω)
As in the complex case, these classes satisfy E0(Ω) ⊂ F(Ω) ⊂ E(Ω) and E0(Ω) ⊂
Fp(Ω) ⊂ Ep(Ω).
The paper is organized as follows. The preliminary results about the quater-
nionic plurisubharmonic function and quaternionic Monge-Ampe`re operator are
given in Section 2. In Section 3, first we establish a global approximation of neg-
ative PSH functions on hyperconvex domains. The continuous functions in E0(Ω)
can be considered as the test functions. By using the closed positive current results
in [25, 29], we prove that integration by parts is allowed in E0(Ω). Then we show
that the quaternionic Monge-Ampe`re operator is well defined for functions in E(Ω)
and Ep(Ω), p ≥ 1. Integration by parts is also allowed in F(Ω) and Ep(Ω). Several
inequalities including the energy estimate for quaternionic Monge-Ampe`re opera-
tor are established on these classes. These preparations are needed in the proof
of our main result. Finally in Section 4 we use the variational method to solve
quaternionic Monge-Ampe`re equations and prove the following main theorem.
Theorem 1.1. Let µ be a positive Radon measure in Ω and p ≥ 1. Then we have
µ = (△ϕ)n with ϕ ∈ Ep(Ω) if and only if Ep(Ω) ⊂ L
p(Ω, µ).
The variational approach to solve complex Monge-Ampe`re equations was done
on hyperconvex domains of Cn [34], and on compact Ka¨hler manifolds [10]. Re-
cently, Lu used the variational method to solve the degenerate complex Hessian
equations [21, 22].
We follow the methods from Cegrell [12, 13] for the complex Monge-Ampe`re
operator and from Lu [21, 22] for the complex Hessian operator. The theory of
quaternionic closed positive currents we established in [25, 28, 29] allows us to treat
the quaternionic Monge-Ampe`re operator as an operator of divergence form, and
so we can integrate by parts. Since this can avoid the inconvenience in using Moore
determinant, we obtained several quaternionic pluripotential results in [26, 27]. All
these preparations play key roles in this paper.
2. Preliminaries
A real valued function f : Hn → R is called quaternionic plurisubharmonic
if it is upper semi-continuous and its restriction to any right quaternionic line is
subharmonic (in the usual sense). Any quaternionic PSH function is subharmonic
(cf. [1–3] for more information about PSH functions).
Proposition 2.1. Let Ω be an open subset of Hn.
(1). The family PSH(Ω) is a convex cone, i.e. if α, β are non-negative numbers
and u, v ∈ PSH(Ω), then αu + βv ∈ PSH(Ω); and max{u, v} ∈ PSH(Ω).
(2). If Ω is connected and {uj} ⊂ PSH(Ω) is a decreasing sequence, then u =
limj→∞ uj ∈ PSH(Ω) or u ≡ −∞.
(3). Let {uα}α∈A ⊂ PSH(Ω) be such that its upper envelope u = supα∈A uα is
locally bounded above. Then the upper semicontinuous regularization u∗ ∈ PSH(Ω).
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(4). Let ω be a non-empty proper open subset of Ω, u ∈ PSH(Ω), v ∈ PSH(ω),
and lim supq→ζ v(q) ≤ u(ζ) for each ζ ∈ ∂ω ∩ Ω, then
w :=
{
max{u, v}, in ω
u, in Ω\ω
∈ PSH(Ω).
(5). If u ∈ PSH(Ω), then the standard regularization uε := u ∗ ρε is also PSH in
Ωε := {q ∈ Ω : dist(q, ∂Ω) > ε}, moreover, uε ց u as ε→ 0.
(6). If γ(t) is a convex increasing function of a parameter t ∈ R and u ∈ PSH,
then γ ◦ u ∈ PSH.
The quaternionic Monge-Ampe`re operator is defined as the Moore determinant
of the quaternionic Hessian of C2 function u:
det(u) = det
[
∂2u
∂qj∂q¯k
(q)
]
. (2.1)
Alesker [1] extended the definition of quaternionic Monge-Ampe`re operator to con-
tinuous PSH functions, and introduced in [3] an operator in terms of the Baston
operator △. The n-th power of this operator is exactly the quaternionic Monge-
Ampe`re operator when the manifold is flat. The author and Wang introduced in
[28] two first-order differential operators d0 and d1 acting on the quaternionic ver-
sion of differential forms. The behavior of d0, d1 and △ = d0d1 is very similar to
∂, ∂ and ∂∂ in several complex variables. The quaternionic Monge-Ampe`re operator
can be defined as (△u)n and has a simple explicit expression, which is much more
convenient to use than the previous definition (2.1) by using Moore determinant.
We use the conjugate embedding
τ : Hn ∼= R4n →֒ C2n×2,
(q0, . . . , qn−1) 7→ z = (z
jα) ∈ C2n×2,
j = 0, 1, . . . , 2n− 1, α = 0, 1, with(
z(2l)0 z(2l)1
z(2l+1)0 z(2l+1)1
)
:=
(
x4l − ix4l+1 −x4l+2 + ix4l+3
x4l+2 + ix4l+3 x4l + ix4l+1
)
,
for ql = x4l + ix4l+1 + jx4l+2 + kx4l+3, l = 0, 1, . . . , n − 1. Pulling back to the
quaternionic space Hn ∼= R4n by the embedding above, we define on R4n first-order
differential operators ∇jα as following:(
∇(2l)0 ∇(2l)1
∇(2l+1)0 ∇(2l+1)1
)
:=
(
∂x4l + i∂x4l+1 −∂x4l+2 − i∂x4l+3
∂x4l+2 − i∂x4l+3 ∂x4l − i∂x4l+1
)
.
zkβ ’s can be viewed as independent variables and ∇jα’s are derivatives with re-
spect to these variables. The operators ∇jα’s play very important roles in the
investigating of regular functions in several quaternionic variables [17, 30–33].
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Let ∧2kC2n be the complex exterior algebra generated by C2n, 0 ≤ k ≤ n. Fix
a basis {ω0, ω1, . . ., ω2n−1} of C2n. Let Ω be a domain in R4n. Define d0, d1 :
C∞0 (Ω,∧
pC2n)→ C∞0 (Ω,∧
p+1C2n) by
d0F =
∑
k,I
∇k0fI ω
k ∧ ωI ,
d1F =
∑
k,I
∇k1fI ω
k ∧ ωI ,
△F = d0d1F,
for F =
∑
I fIω
I ∈ C∞0 (Ω,∧
pC2n), where the multi-index I = (i1, . . . , ip) and
ωI := ωi1 ∧ . . . ∧ ωip . Although d0, d1 are not exterior differential, their behavior
is similar to the exterior differential: d0d1 = −d1d0; d
2
0 = d
2
1 = 0, d0△ = d1△ = 0;
for F ∈ C∞0 (Ω,∧
pC2n), G ∈ C∞0 (Ω,∧
qC2n), we have
dα(F ∧G) = dαF ∧G+ (−1)
pF ∧ dαG, α = 0, 1. (2.2)
Moreover △u1 ∧ . . . ∧△un satisfies the following remarkable identities:
△u1 ∧△u2 ∧ . . . ∧△un = d0(d1u1 ∧△u2 ∧ . . . ∧△un)
=− d1(d0u1 ∧△u2 ∧ . . . ∧△un) = d0d1(u1△u2 ∧ . . . ∧△un)
=△(u1△u2 ∧ . . . ∧△un).
(2.3)
To write down the explicit expression, we define for a function u ∈ C2,
△iju :=
1
2
(∇i0∇j1u−∇i1∇j0u), △u =
2n−1∑
i,j=0
△iju ω
i ∧ ωj .
△u1 ∧ . . . ∧△un =
∑
i1,j1,...
△i1j1u1 . . .△injnun ω
i1 ∧ ωj1 ∧ . . . ∧ ωin ∧ ωjn
=
∑
i1,j1,...
δ
i1j1...injn
01...(2n−1)△i1j1u1 . . .△injnun Ω2n,
for u1, . . . , un ∈ C
2, where Ω2n is defined as
Ω2n := ω
0 ∧ ω1 ∧ . . . ∧ ω2n−2 ∧ ω2n−1,
and δi1j1...injn01...(2n−1) := the sign of the permutation from (i1, j1, . . . in, jn) to (0, 1, . . . , 2n−
1), if {i1, j1, . . . , in, jn} = {0, 1, . . . , 2n− 1}; otherwise, δ
i1j1...injn
01...(2n−1) = 0.
The quaternionic Monge-Ampe`re operator det(u) given by (2.1) coincides with
△nu while the mixed Monge-Ampe`re operator det(u1, . . . , un) coincides with
△n(u1, . . . , un). For C
2 functions we proved in [28] that
△u1 ∧ . . . ∧△un = n!det(u1, . . . , un)Ω2n and (△u)
n = n!det(u)Ω2n.
We defined in [28] the notions of quaternionic closed positive forms and closed
positive currents. Please see [25, 28, 29] for detailed definitions.
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Lemma 2.1. (Stokes-type formula, Lemma 2.1 in [29]) Assume that T is a smooth
(2n− 1)-form in Ω, and h is a smooth function with h = 0 on ∂Ω. Then we have∫
Ω
hdαT = −
∫
Ω
dαh ∧ T, α = 0, 1.
Bedford-Taylor theory [9] in complex analysis can be generalized to the quater-
nionic case. Let u be a locally bounded PSH function and let T be a closed positive
2k-current. Then △u ∧ T defined by
△u ∧ T := △(uT ), (2.4)
i.e., (△u ∧ T )(η) := uT (△η), for any test form η, is also a closed positive current.
Inductively,
△u1 ∧ . . . ∧△up ∧ T := △(u1△u2 ∧ . . . ∧△up ∧ T ) (2.5)
is a closed positive current, when u1, . . . , up ∈ PSH ∩ L
∞
loc(Ω).
In particular, for u1, . . . , un ∈ PSH ∩ L
∞
loc(Ω), △u1 ∧ . . . ∧ △un = µΩ2n for a
well defined positive Radon measure µ.
Lemma 2.2. (1) (Lemma 2.2 in [29])
Let v1, . . . , vk ∈ PSH ∩ L∞loc(Ω). Let {v
1
j }j∈N, . . . , {v
k
j }j∈N be decreasing sequences
of PSH functions in Ω such that limj→∞ v
t
j = v
t pointwise in Ω for each t. Then
the currents △v1j ∧ . . . ∧△v
k
j converge weakly to △v
1 ∧ . . . ∧△vk as j →∞.
(2) (Proposition 4.1 in [29])
Let {uj}j∈N be a sequence in PSH ∩ L
∞
loc(Ω) that increases to u ∈ PSH ∩ L
∞
loc(Ω)
almost everywhere in Ω (with respect to Lebesgue measure). Then the currents
(△uj)
n converge weakly to (△u)n as j →∞.
(3) (Proposition 3.2 in [29])
Let v0, . . . , vk ∈ PSH ∩ L∞loc(Ω). Let {v
0
j }j∈N, . . . , {v
k
j }j∈N be decreasing sequences
of PSH functions in Ω such that limj→∞ v
t
j = v
t pointwise in Ω for t = 0, . . . , k.
Then the currents v0j△v
1
j ∧ . . . ∧ △v
k
j converge weakly to v
0△v1 ∧ . . . ∧ △vk as
j →∞.
Lemma 2.3. (Comparison principle, Theorem 1.2 in [29]) Let u, v ∈ PSH ∩
L∞loc(Ω). If for any ζ ∈ ∂Ω,
lim inf
ζ←q∈Ω
(u(q)− v(q)) ≥ 0,
then ∫
{u<v}
(△v)n ≤
∫
{u<v}
(△u)n.
3. Cegrell’s classes E0(Ω),E(Ω),F(Ω),Ep(Ω),Fp(Ω)
First we establish a global approximation of negative PSH functions by decreas-
ing sequences of continuous negative PSH functions with zero boundary value and
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bounded quaternionic Monge-Ampe`re mass. Cegrell proved in [13] this approxi-
mation for complex PSH functions on hyperconvex domains. He also proved in
[14] that the exhaustion function of a hyperconvex domain in Cn can be chosen in
C∞(Ω) ∩ C(Ω) with bounded mass.
Theorem 3.1. For any function ϕ ∈ PSH−(Ω), there is a decreasing sequence
{ϕj} of PSH functions satisfying the following properties: ϕj is continuous on Ω¯
and ϕj |∂Ω = 0, supp (△ϕj)
n
⋐ Ω for each j, and limj→+∞ ϕj(q) = ϕ(q), for q ∈ Ω.
In order to prove this result, we need the relatively extremal function uE,Ω
defined in [26] as
uE,Ω(q) = sup{u(q) : u ∈ PSH(Ω), u ≤ 0, u|E ≤ −1}, q ∈ Ω, (3.1)
for a subset E ⋐ Ω. If E1 ⊂ E2 ⊂ Ω1 ⊂ Ω2, then
uE1,Ω1 ≥ uE2,Ω1 ≥ uE2,Ω2 . (3.2)
Its upper semicontinuous regularization u∗E,Ω ∈ PSH(Ω) (by Proposition 2.1) sat-
isfies −1 ≤ u∗E,Ω ≤ 0 in Ω and (△u
∗
E,Ω)
n = 0 on Ω\E for any E ⋐ Ω. This function
was defined in the same way as the relatively extremal function given by Demailly
[16] for the complex case (see also [20] for the detailed discussion).
Lemma 3.1. Suppose that K ⊂ Ω is a compact set such that u∗K,Ω ≡ −1 on K.
Then uK,Ω is continuous in Ω.
Proof. Denote u = uK,Ω. Let ρ be an exhaustion function of Ω such that ρ < −1 on
K, then ρ ≤ u in Ω. For each ε ∈ (0, 1), there exists η > 0 such that u− ε2 ≤ −
ε
2 < ρ
in Ω \ Ωη and K ⊂ Ωη, where Ωη = {q ∈ Ω : dist(q, ∂Ω) > η}. Note that u
∗ is
PSH, thus is upper semi-continuous. Denote by uδ the standard regularization of
u, defined on Ωδ, then (u
∗)δ decreasingly converges to u
∗ as δ → 0 by Proposition
2.1. Since u∗ = u almost everywhere in Ω, we have (u∗)δ = uδ. By Dini theorem,
uδ converges to u
∗ uniformly on any compact set. Therefore we can find a uniform
δ > 0 such that uδ − ε < u
∗ − ε2 < ρ on ∂Ωη and uδ − ε < −1 on K. Define
gε =
{
ρ, in Ω \ Ωη,
max{uδ − ε, ρ}, in Ωη.
Then gε ∈ PSH ∩ C(Ω) by Proposition 2.1 (4) and gε < −1 on K. Thus gε ≤ u
in Ω. On the other hand, u − ε ≤ max{uδ − ε, ρ} ≤ gε in Ω. It follows that u is
continuous in Ω.
Corollary 3.1. Suppose that K ⊂ Ω is compact and is the union of a family of
closed balls. Then uK,Ω = u
∗
K,Ω is continuous in Ω.
Proof. By Lemma 3.1, it suffices to prove that uK,Ω is continuous at ∂K. Let
b ∈ ∂K, and choose a ∈ K, R > r > 0 such that b ∈ B¯(a, r) ⊂ K and B(a,R) ⊂ Ω.
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Then by (3.2) we have uK,Ω(q) ≤ uB¯(a,r),Ω(q) ≤ uB¯(a,r),B(a,R)(q) for q ∈ B(a,R).
It follows from the fact:
uB¯(a,r),B(a,R)(q) = max
{
−1,
R−2 − ‖q − a‖−2
r−2 −R−2
}
that limq→b uK,Ω(q) = −1.
Proof of Theorem 3.1. By Corollary 3.1, uB¯,Ω is continuous in Ω. We have
(△uB¯,Ω)
n = 0 in Ω \ B¯ (cf. [26, Proposition 3.2]), thus supp (△uB¯,Ω)
n
⋐ Ω. Let ρ
be an exhaustion function of Ω such that Cρ ≤ −1 in B¯. Then Cρ ≤ uB¯,Ω ≤ 0. It
follows from ρ(q)→ 0, q → ∂Ω, that uB¯,Ω(q)→ 0. Then we can follow the lines in
[13, Theorem 2.1] to complete the proof.
The following lemma implies that continuous functions in the class E0(Ω) can
serve as “test functions”. One can prove this result in the same way as the complex
PSH case.
Lemma 3.2. C∞0 (Ω) ⊂ E0 ∩ C(Ω)− E0 ∩ C(Ω).
In [29] we defined for u, v ∈ C2(Ω),
γ(u, v) :=
1
2
(d0u ∧ d1v − d1u ∧ d0v). (3.3)
In [25] we proved that when all functions are locally bounded, the mixed product
γ(u, u)∧△w1 ∧ . . .∧△wk is well defined as a positive (2k+ 2)-current. Moreover,
the Chern-Levine-Nirenberg type estimate holds for the positive current γ(u, u) ∧
△w1∧. . .∧△wk, which is also continuous on decreasing sequences. And we obtained
some properties of the well defined current γ(u, v)∧△w1∧ . . .∧△wk. These results
enable us to integrate by parts and then get some useful estimates. See Proposition
3.1 in [25] for the detailed discussion.
Lemma 3.3. (Corollary 3.1 in [25]) Let u, v, w1, . . . , wn−1 ∈ PSH∩L∞loc(Ω). Then
∫
Ω
γ(u, v) ∧ T ≤
(∫
Ω
γ(u, u) ∧ T
) 1
2
(∫
Ω
γ(v, v) ∧ T
) 1
2
,
where T = △w1 ∧ . . . ∧△wn−1.
Proposition 3.1. Suppose that u, v ∈ PSH− ∩ L∞loc(Ω) and that T is a closed
positive (2n− 2)-current. If limq→∂Ω u(q) = 0, then∫
v△u ∧ T ≤
∫
u△v ∧ T.
If in addition limq→∂Ω v(q) = 0, integration by parts is allowed:∫
v△u ∧ T =
∫
u△v ∧ T =
∫
−γ(u, v) ∧ T. (3.4)
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Proof. First noting that for ϕ ∈ C∞0 (Ω), by the inductive definition (2.5) we have∫
ϕ△v ∧ T =
∫
v△ϕ ∧ T. (3.5)
Hence the first identity of (3.4) is true with ϕ ∈ C∞0 (Ω) in place of u. Now for
u ∈ PSH− ∩L∞loc(Ω), we denote uε = max{u,−ε}. Then u− uε = min{0, u+ ε} is
a compactly supported function decreasing uniformly to u as ε→ 0. So∫
u△v ∧ T = lim
ε→0
∫
(u − uε)△v ∧ T.
And by (3.5) we have∫
(u− uε)△v ∧ T = lim
δ→0
∫
(u− uε)δ△v ∧ T = lim
δ→0
∫
v△(u− uε)δ ∧ T,
where (u − uε)δ denotes the standard regularization of u − uε such that (u − uε)δ
decreases to u − uε as δ tends to 0. Fix an open set Ω
′
⋐ Ω such that the set
{u < −ε} ⋐ Ω′, then the support of △(u − uε)δ is in Ω
′ for δ small enough. Note
that (uε)δ is also plurisubharmonic by Proposition 2.1, thus △(uε)δ ∧ T ≥ 0. It
follows from Lemma 2.2 that∫
(u− uε)△v ∧ T = lim
δ→0
∫
Ω′
v△(u− uε)δ ∧ T ≥ lim
δ→0
∫
Ω′
v△uδ ∧ T
=
∫
Ω′
v△u ∧ T →
∫
Ω
v△u ∧ T as Ω′ → Ω.
Let ε→ 0 to get
∫
v△u ∧ T ≤
∫
u△v ∧ T.
To show (3.4), it suffices to prove the second identity of (3.4) for the smooth
case and repeat the above approximation process for the general case. Since T is
closed, by (2.2) (2.3) and Stokes-type formula (Lemma 2.1) we have∫
v△u ∧ T =
∫
u△v ∧ T =
1
2
∫
u(d0d1 − d1d0)v ∧ T
=
1
2
∫
ud0(d1v ∧ T )−
1
2
∫
ud1(d0v ∧ T )
=−
1
2
∫
d0u ∧ d1v ∧ T +
1
2
∫
d1u ∧ d0v ∧ T = −
∫
γ(u, v) ∧ T.
Proposition 3.2. Suppose that h, u1, u2, v1, . . . , vn−p−q ∈ E0(Ω), 1 ≤ p, q < n. Let
T = △v1 ∧ . . . ∧△vn−p−q. Then∫
−h(△u1)
p ∧ (△u2)
q ∧ T
≤
[∫
−h(△u1)
p+q ∧ T
] p
p+q
[∫
−h(△u2)
p+q ∧ T
] q
p+q
.
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Proof. We first prove this conclusion for the case p = q = 1. By Proposition 3.1
and Lemma 3.3 we have∫
−h△u1 ∧△u2 ∧ T =
∫
−u1△u2 ∧△h ∧ T =
∫
γ(u1, u2) ∧△h ∧ T
≤
[∫
γ(u1, u1) ∧△h ∧ T
]1/2 [∫
γ(u2, u2) ∧△h ∧ T
]1/2
=
[∫
−u1△u1 ∧△h ∧ T
]1/2 [∫
−u2△u2 ∧△h ∧ T
]1/2
=
[∫
−h(△u1)
2 ∧ T
]1/2 [∫
−h(△u2)
2 ∧ T
]1/2
.
Then one can complete the proof by following the inductive process in [13, Lemma
5.4].
Corollary 3.2. Suppose that h, u1, . . . , un ∈ E0(Ω). Then∫
−h△u1 ∧ . . . ∧△un ≤
[∫
−h(△u1)
n
] 1
n
. . .
[∫
−h(△un)
n
] 1
n
.
With the necessary ingredients (Theorem 3.1, Lemma 3.2 and Proposition 3.1),
we are to show that the quaternionic Monge-Ampe`re operator is well defined for
functions in E(Ω) and Ep(Ω), and that integration by parts is allowed in F(Ω) and
Ep(Ω), by following the ideas of Cegrell [12, 13].
Theorem 3.2. Suppose that uk ∈ E(Ω) and {gkj }
∞
j=1 ⊂ E0(Ω) decreases to u
k as
j → +∞, k = 1, . . . , n. Then the sequence of measures △g1j ∧ . . . ∧△g
n
j converges
weakly to a positive measure which does not depend on the choice of the sequences
{gkj }
∞
j=1. We then define △u
1 ∧ . . . ∧△un to be this weak limit.
Proof. See Theorem 4.2 in [13].
Proposition 3.3. Suppose that uk ∈ F(Ω), k = 1, . . . , n, and {gkj }
∞
j=1 ⊂ E0(Ω)
decreases to uk, j → +∞, such that
sup
j,k
∫
Ω
(△gkj )
n < +∞.
Then for each h ∈ PSH−(Ω) we have
lim
j→+∞
∫
Ω
h△g1j ∧ . . . ∧△g
n
j =
∫
Ω
h△u1 ∧ . . . ∧△un.
Proof. Assume first that h ∈ E0 ∩ C(Ω). Fix ε > 0 small enough and consider
hε := max{h,−ε}. The function h− hε is continuous and compactly supported in
Ω. By Theorem 3.2 we have
lim
j→+∞
∫
Ω
(h− hε)△g
1
j ∧ . . . ∧△g
n
j =
∫
Ω
(h− hε)△u
1 ∧ . . . ∧△un.
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Noting that |hε| ≤ ε and supj
∫
△g1j ∧ . . . ∧ △g
n
j < +∞, we get the result for
h ∈ E0 ∩ C(Ω).
Now suppose that h ∈ PSH−(Ω) and that
∫
Ω
h△u1 ∧ . . . ∧ △un is finite. By
Theorem 3.1 we can choose hj ∈ E0 ∩ C(Ω) decreasing to h and get the result. If∫
Ω
h△u1 ∧ . . . ∧△un = −∞, then limj→+∞
∫
Ω
h△g1j ∧ . . . ∧△g
n
j = −∞.
Corollary 3.3. Suppose that {gj}
∞
j=1 ⊂ E0(Ω) decreases to u ∈ F(Ω), j → +∞,
such that
sup
j
∫
Ω
(△gj)
n < +∞.
Then for each h ∈ E0(Ω) we have the weak convergence h(△gj)
n → h(△u)n.
Remark 3.1. It follows from the definition of F and Proposition 3.3 that Corollary
3.2 also holds for u1, . . . , un ∈ F(Ω). In particular, for u1, . . . , un ∈ F(Ω), we have
∫
△u1 ∧ . . . ∧△un ≤
(∫
(△u1)
n
) 1
n
. . .
(∫
(△un)
n
) 1
n
. (3.6)
The functions in F(Ω) have boundary value zero in some sense, which can been
seen in the following integration by parts formula.
Theorem 3.3. Let u, v, w1, . . . , wn−1 ∈ F(Ω) and T = △w1 ∧ . . .∧△wn−1. Then∫
u△v ∧ T =
∫
v△u ∧ T.
Proof. Let uj, vj , w
1
j , . . . , w
n−1
j be sequences in E0(Ω)∩C(Ω) decreasing to u, v, w
1,
. . . , wn−1 respectively such that their total masses are uniformly bounded:
sup
j
∫
△vj ∧ Tj <∞, sup
j
∫
△uj ∧ Tj <∞, where Tj = △w
1
j ∧ . . . ∧△w
n−1
j .
Theorem 3.2 and Proposition 3.1 imply that
∫
h△uj ∧ Tj decreases to
∫
h△u ∧ T .
Fix k, for any j > k we have∫
vk△uk ∧ Tk ≥
∫
vk△uj ∧ Tj ≥
∫
vj△uj ∧ Tj .
Thus the sequence
∫
vj△uj ∧ Tj decreases to some a ∈ [−∞,+∞). It follows from
Proposition 3.3 that
∫
vk△u ∧ T ≥ a, thus
∫
v△u ∧ T ≥ a. On the other hand, we
have ∫
v△u ∧ T ≤
∫
vk△u ∧ T = lim
j
∫
vk△uj ∧ Tj ≤
∫
vk△uk ∧ Tk.
It follows that
∫
v△u ∧ T = a.
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As in the complex case, we define the quaternionic p-energy of ϕ ∈ E0(Ω) to be
Ep(ϕ) :=
∫
Ω
(−ϕ)p(△ϕ)n
and the mutual quaternionic p-energy of ϕ0, . . . , ϕn ∈ E0(Ω) to be
Ep(ϕ0, ϕ1, . . . , ϕn) :=
∫
Ω
(−ϕ0)
p△ϕ1 ∧ . . . ∧△ϕn, p ≥ 1.
If p = 1 we denote by E(ϕ) = E1(ϕ), and we say that E(ϕ) is the quaternionic
energy of ϕ ∈ E0(Ω). We get the following useful Ho¨lder-type inequality by following
the method of Persson [23] for the complex case. This energy estimate plays an
important role in the variational approach in next section.
Theorem 3.4. (Energy estimate) Let u, v1, . . . , vn ∈ E0(Ω) and p ≥ 1. We have
Ep(u, v
1, . . . , vn) ≤ DpEp(u)
p
n+pEp(v
1)
1
n+p . . . Ep(v
n)
1
n+p ,
where D1 = 1, Dp = p
pα(n,p)/p−1 for p > 1 and
α(n, p) = (p+ 2)(
p+ 1
p
)n−1 − (p+ 1).
Proof. By Theorem 4.1 in [23], it is sufficient to prove that for u, v, v1, . . . , vn−1 ∈
E0(Ω),
Ep(u, v, v
1, . . . , vn−1) ≤ CpEp(u, u, v
1, . . . , vn−1)
p
p+1Ep(v, v, v
1, . . . , vn−1)
1
p+1 ,
(3.7)
where C1 = 1 and Cp = p
p
p−1 for p > 1. Let T = △v1∧. . .∧△vn−1. By Proposition
3.1 and Lemma 3.3 we have∫
(−u)△v ∧ T =
∫
γ(u, v) ∧ T ≤
(∫
γ(u, u) ∧ T
) 1
2
(∫
γ(v, v) ∧ T
) 1
2
=
(∫
(−u)△u ∧ T
) 1
2
(∫
(−v)△v ∧ T
) 1
2
.
This implies (3.7) in the case of p = 1.
For p > 1, by (2.2) and Proposition 3.1 we can integrate by part to get∫
(−u)p△v ∧ T =
∫
−γ((−u)p, v) ∧ T = p
∫
(−u)p−1γ(u, v) ∧ T
=p
∫
(−v)γ((−u)p−1, u) ∧ T + p
∫
(−v)(−u)p−1△u ∧ T
=− p(p− 1)
∫
(−v)(−u)p−2γ(u, u) ∧ T + p
∫
(−v)(−u)p−1△u ∧ T
≤p
∫
(−v)(−u)p−1△u ∧ T,
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where the last inequality follows from the fact that γ(u, u)∧T is positive by Propo-
sition 3.1 in [25]. Therefore it follows from Ho¨lder inequality that
∫
(−u)p△v ∧ T ≤ p
[∫
(−u)p△u ∧ T
] p−1
p
[∫
(−v)p△u ∧ T
] 1
p
. (3.8)
By changing the roles of u and v in (3.8), we get
∫
(−v)p△u ∧ T ≤ p
[∫
(−v)p△v ∧ T
] p−1
p
[∫
(−u)p△v ∧ T
] 1
p
. (3.9)
Combine (3.8) with (3.9) to get (3.7).
From the above results, we can get the convexity of the classes E0(Ω), E(Ω),
F(Ω), Ep(Ω),Fp(Ω), in the same way as in [12, 13]. Moreover, the following results
can be obtained by repeating the arguments in [12, 13].
Definition 3.1. Denote by K ⊂ PSH−(Ω) such that:
(a). If u ∈ K, v ∈ PSH−(Ω), then max{u, v} ∈ K.
(b). If u ∈ K, ϕj ∈ PSH
− ∩ L∞loc(Ω), ϕj ց u, j → +∞, then (△ϕj)
n is weakly
convergent.
Corollary 3.4. (1) The classes E0(Ω), E(Ω),F(Ω), Ep(Ω),Fp(Ω), p ≥ 1, are convex
and have property (a) of Definition 3.1.
(2) The class E(Ω) has property (a) and (b) of Definition 3.1. If K has property
(a) and (b), then K ⊂ E . This means that E is the largest class satisfying property
(a) and (b).
The following result follows from the energy estimate theorem (Theorem 3.4)
directly.
Corollary 3.5. Let u, v ∈ E0(Ω) and u ≤ v. Then Ep(v) ≤ CEp(u), where the
constant C is independent of u, v. In particular for p = 1 we have E(v) ≤ E(u).
As an application of the energy estimate theorem, we can get the following esti-
mate of quaternionic Monge-Ampe`re measure in terms of quaternionic Cn-capacity
(introduced in [25, 26, 29]) and the quaternionic p-energy. Lu [21] proved this result
for the complex Hessian measure and m-subharmonic functions.
Corollary 3.6. Let U be an open subset of Ω and ϕ ∈ E0(Ω), p ≥ 1. Then∫
U
(△ϕ)n ≤MCn(U)
p
p+nEp(ϕ)
n
p+n ,
where M is a constant depends only on p and n.
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Proof. We can assume that U is relatively compact in Ω. Denote by u = u∗U the
regularized relatively extremal function of U in Ω. Then u ∈ E0(Ω). By Theorem
3.4 and the definition of Cn-capacity we have∫
U
(△ϕ)n ≤
∫
Ω
(−u)p(△ϕ)n ≤ DpEp(u)
p
p+nEp(ϕ)
n
p+n
≤ Dp
(∫
Ω
(△u)n
) p
p+n
Ep(ϕ)
n
p+n ≤ DpCn(U)
p
p+nEp(ϕ)
n
p+n .
Theorem 3.5. Suppose that uk ∈ Ep(Ω), k = 1, . . . , n, p ≥ 1, and {g
k
j }
∞
j=1 ⊂ E0(Ω)
decreases to uk, j → +∞, such that
sup
j,k
Ep(g
k
j ) < +∞.
Then the sequence of measures △g1j ∧ . . . ∧ △g
n
j is weakly convergent to a positive
measure and the limit is independent of the particular sequence. We then define
△u1 ∧ . . . ∧△un to be this weak limit.
Proof. Suppose first that supj,k(△g
k
j )
n < +∞. Then the conclusion follows from
the proof of Theorem 4.2 in [13]. Hence it suffices to remove the restriction
supj,k(△g
k
j )
n < +∞. Without loss of generality we can assume that all gkj are
continuous on Ω. Let K be a given compact subset of Ω. Consider the function
hkj := sup
{
v ∈ PSH−(Ω) : v ≤ gkj on K
}
.
Then hkj = h
k∗
j ∈ PSH∩L
∞(Ω) by Proposition 2.1, hkj decreases on Ω and h
k
j ց u
k
on K. And supp(△hkj )
n ⊂ K (since hkj is maximal in Ω \K cf. [29]). Note that
gkj ≤ h
k
j . It follows from Corollary 3.5 that supj,k Ep(h
k
j ) < +∞. Thus h
k
j decreases
to some function vk ∈ Ep(Ω). And u
k = vk on K. The theorem is thus proved.
With the same proof as for Theorem 3.5, we can also prove the following con-
vergence result.
Corollary 3.7. Suppose that uk ∈ Ep(Ω), k = 1, . . . , n, p ≥ 1, and {g
k
j }
∞
j=1 ⊂
Ep(Ω) decreases to u
k, j → +∞. Then the sequence of measures △g1j∧. . .∧△g
n
j −→
△u1 ∧ . . . ∧△un weakly.
Integration by parts is also allowed in Ep(Ω), p ≥ 1, as in Theorem 3.3 for the
class F(Ω).
Theorem 3.6. Let u, v, w1, . . . , wn−1 ∈ Ep(Ω) and T = △w
1 ∧ . . .∧△wn−1. Then∫
u△v ∧ T =
∫
v△u ∧ T.
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Proof. As in the proof of Proposition 3.3, by Theorem 3.5 we have for h ∈ E0∩C(Ω)
and uk ∈ Ep(Ω), k = 1, . . . , n,
lim
j→+∞
∫
h△g1j ∧ . . . ∧△g
n
j =
∫
h△u1 ∧ . . . ∧△un,
where {gkj } is the sequence as in Theorem 3.5. The conclusion follows by repeating
the same arguments as in the proof of Theorem 3.3.
Proposition 3.4. Let u, v ∈ Ep(Ω) (or F(Ω)) such that u ≤ v on Ω. Then∫
Ω
(△u)n ≥
∫
Ω
(△v)n.
Proof. Let h ∈ E0 ∩ C(Ω). And let {uj}, {vj} be sequences in E0(Ω) decreasing
to u, v respectively as in the definition of Ep(Ω) (or F(Ω)). We can assume that
uj ≤ vj on Ω, so we can integrate by part to get∫
Ω
(−h)(△uj)
n ≥
∫
Ω
(−h)(△vj)
n.
For u, v ∈ Ep(Ω) (or F(Ω)), by Theorem 3.5 (or Proposition 3.3) we can let j → +∞
to get ∫
Ω
(−h)(△u)n ≥
∫
Ω
(−h)(△v)n.
To complete the proof, it suffices to let h decrease to −1.
The following results can be obtained by repeating the arguments in [12, 13].
Proposition 3.5. (1) If uj ∈ Ep, uj converges increasingly to u as j → +∞, then
u ∈ Ep and (△uj)
n → (△u)n as j → +∞.
(2) If u ∈ E1(Ω), then
∫
(−u)(△u)n < +∞. If {uj} is a sequence in E0(Ω) decreas-
ing to u, then
∫
uj(△uj)
n ց
∫
u(△u)n, i.e., E(uj)ր E(u).
(3) Suppose that S is a Q-polar subset of Ω. Then there is a ψ ∈ E1(Ω) such that
S ⊂ {ψ = −∞}.
In [26] we proved a Demailly-type inequality of quaternionic Monge-Ampe`re
measures for functions in PSH ∩ L∞loc(Ω). Now we can extend this inequality to
the classes F(Ω), Ep(Ω).
Lemma 3.4. (Proposition 3.5 in [26]) Let u, v be locally bounded PSH functions
on Ω. Then
(△max{u, v})n ≥ χ{u≥v}(△u)
n + χ{u<v}(△v)
n.
Theorem 3.7. Let u, u1, . . . , un−1 ∈ F(Ω) (or Ep(Ω)), v ∈ PSH
−(Ω) and T =
△u1 ∧ . . . ∧△un−1. Then
△max(u, v) ∧ T
∣∣
{u>v}
= △u ∧ T
∣∣
{u>v}
.
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Proof. First assume that v ≡ a with some constant a < 0. By Theorem 3.1 there
exist uj, u
k
j ∈ E0(Ω) ∩C(Ω) such that uj decreases to u and u
k
j decreases to u
k for
each k = 1, . . . , n− 1. Since {uj > a} is open, one has
△max(uj , a) ∧ Tj
∣∣
{uj>a}
= △uj ∧ Tj
∣∣
{uj>a}
,
where Tj = △u
1
j ∧ . . . ∧△u
n−1
j . As {u > a} ⊂ {uj > a} we obtain
△max(uj , a) ∧ Tj
∣∣
{u>a}
= △uj ∧ Tj
∣∣
{u>a}
.
It follows from Proposition 3.3 and Theorem 3.5 that as j → +∞
max(u− a, 0)△(max(uj , a)) ∧ Tj −→ max(u − a, 0)△(max(u, a)) ∧ T
max(u− a, 0)△uj ∧ Tj −→ max(u − a, 0)△u ∧ T.
Hence
max(u− a, 0)[△(max(u, a))−△u] ∧ T = 0.
It follows that △(max(u, a)) ∧ T = △u ∧ T on the set {u > a}.
Now in the general case for v ∈ PSH−(Ω). Since {u > a} = ∪a∈Q−{u > a > v},
it suffices to repeat the arguments in Theorem 4.1 in [18].
Corollary 3.8. For u, v ∈ Ep(Ω), p ≥ 1,
χ{u>v}(△u)
n = χ{u>v}(△max{u, v})
n.
4. The variational approach
4.1. The energy functional
For a positive Radon measure µ in Ω, the energy functional Fµ : E1(Ω)→ R is
defined by
Fµ(u) =
1
n+ 1
E(u) + Lµ(u),
where Lµ(u) =
∫
udµ. Recall that the quaternionic energy E(ϕ) of ϕ ∈ E0(Ω) is
defined as
E(ϕ) =
∫
(−ϕ)(△ϕ)n.
We say Fµ is proper if Fµ → +∞ whenever E → +∞. We say that a positive
measure µ has finite quaternionic p-energy if there exists a constant C = C(p) > 0
such that ∫
(−u)pdµ ≤ CEp(u)
p
n+p ,
for all u ∈ Ep(Ω). Denote byMp the set of all such positive measures. As proved in
complex Hessian case (cf. Proposition 4.6 in [21]), µ ∈ Mp if and only if Ep(Ω) ⊂
Lp(Ω, µ).
16
Proposition 4.1. (1) If {uj} ⊂ E1(Ω) such that supj E(uj) < +∞, then the
function u = (supj uj)
∗ is in E1(Ω).
(2) If {uj} ⊂ E1(Ω) such that supj E(uj) < +∞ and uj decreases to some function
u then the limit function u is in E1(Ω).
(3) The functional E : E1(Ω)→ R is lower semi-continuous.
(4) If u, v ∈ E1(Ω), then
E(u + v)
1
n+1 ≤ E(u)
1
n+1 + E(v)
1
n+1 .
Moreover, if µ ∈M1 then Fµ is proper and convex.
(5) If µ ∈M1, u ∈ E1(Ω) and E0(Ω) ∋ uj ց u, then limj→∞ Fµ(uj) = Fµ(u).
(6) For u, v ∈ E1(Ω), ∫
{u>v}
(△u)n ≤
∫
{u>v}
(△v)n.
Proof. (1) Note that u = (supj uj)
∗ is in PSH−(Ω) by Proposition 2.1. It follows
from Theorem 3.1 that there exists a sequence {ϕj} ⊂ E0(Ω) ∩ C(Ω) such that ϕj
decreases to u. Thus ϕj ≥ uj . Since supj E(uj) < +∞, we have supj E(ϕj) < +∞
by Corollary 3.5. Then u ∈ E1(Ω) by definition.
(2) As in the proof of (1), there exists a sequence {ϕj} ⊂ E0(Ω) ∩ C(Ω) such
that ϕj decreases to u, since u ∈ PSH
−(Ω) by Proposition 2.1. Then the function
ψj := max{uj, ϕj} ∈ E0(Ω) by Corollary 3.4, and E(ψj) ≤ E(uj) by Corollary 3.5.
It follows u ∈ E1(Ω).
(3) Let {uj} ⊂ E1(Ω), u ∈ E1(Ω) be such that uj → u in L
1
loc(Ω). By (1) above,
the function ϕj := (supk≥j uk)
∗ ∈ E1(Ω), and ϕj ց u. By Proposition 3.5 and
Corollary 3.5, E(ϕj) ≤ E(uj) and E(ϕj)ր E(u). It follows that lim infj E(uj) ≥
E(u).
(4) By the energy estimate (Theorem 3.4) we have
E(u+ v) =
∫
(−u)(△(u + v))n +
∫
(−v)(△(u + v))n
≤E(u)
1
n+1E(u + v)
n
n+1 + E(v)
1
n+1E(u+ v)
n
n+1 .
It follows that E
1
n+1 is convex, thus E is also convex. For µ ∈ M1, there exists
C > 0 such that
∫
(−u)dµ ≤ CE(u)
1
n+1 . So Fµ(u) ≥
1
n+1E(u)− CE(u)
1
n+1 , which
implies that Fµ is proper.
(5) Note that E(uj) ր E(u) by Proposition 3.5. It follows from monotone
convergence theorem and the fact µ ∈ M1 that limj Fµ(uj) is finite and depends
only on u.
(6) As in the proof of Proposition 3.4, we have∫
Ω
(−h)(△max{u, v})n ≤
∫
Ω
(−h)(△u)n,
for h ∈ E0(Ω) ∩ C(Ω). All terms are finite for h ∈ E0(Ω), u ∈ E1(Ω), since∫
Ω
(−h)(△u)n ≤ E(h)
1
n+1E(u)
n
n+1 < +∞.
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Then it follows from Corollary 3.8 that∫
{u>v}
(−h)(△u)n =
∫
{u>v}
(−h)(△max{u, v})n
≤
∫
Ω
(−h)(△max{u, v})n +
∫
{u<v}
h(△max{u, v})n
≤
∫
Ω
(−h)(△v)n +
∫
{u<v}
h(△v)n =
∫
{u>v}
(−h)(△v)n.
(4.1)
Let hց −1 to obtain the result.
4.2. The projection theorem
Let u : Ω → [−∞,+∞) be upper semi-continuous. Define the projection of u
on E1(Ω) by
P (u) = sup{v ∈ E1(Ω) : v ≤ u}.
Lemma 4.1. Let u : Ω → R be continuous. Suppose that there exists w ∈ E1(Ω)
such that w ≤ u. Then
∫
{P (u)<u}(△P (u))
n = 0.
Proof. Assume that w is bounded on Ω. By Choquet’s lemma, one can find an
increasing sequence {uj} ⊂ E1(Ω)∩L
∞(Ω) such that uj ≤ u and (limj uj)
∗ = P (u).
Take q0 ∈ {P (u) < u}. Since u is continuous and P is upper semi-continuous, there
exist ǫ > 0, r > 0 such that for each q ∈ B = B(q0, r), P (u)(q) < u(q0)− ǫ < u(q),
that is, B ⊂ {P (u) < u}.
For fixed j, we can approximate uj|∂B from above by a sequence of continuous
functions on ∂B. By [2, Theorem 1.3], we can find a function ϕj ∈ PSH(B) such
that ϕj = uj on ∂B, and (△ϕj)
n = 0 in B. It follows from the comparison principle
that uj ≤ ϕj in B. Define
ψj =
{
ϕj , in B,
uj, in Ω\B.
Noting that ϕj = max{ϕj, uj} in B, we have ϕj ∈ E1, thus ψj ∈ E1(Ω)∩L
∞(Ω). For
each q ∈ ∂B, ϕj(q) = uj(q) ≤ P (u)(q) ≤ u(q0)− ǫ. It follows that ϕj ≤ u(q0)− ǫ in
B. So we have uj ≤ ψj ≤ u in Ω. Therefore (limj ψj)
∗ = P (u). By the convergence
result we established in [29] (Lemma 2.2), (△ψj)
n → (△P (u))n weakly. It follows
that (△P (u))n(B) ≤ lim infj(△ψj)
n(B) = 0.
Lemma 4.2. Let u ∈ E1(Ω) and v ∈ E1(Ω) ∩ C(Ω). Define for t < 0,
ht =
P (u + tv)− tv − u
t
.
Then for each 0 ≤ k ≤ n,
lim
t→0−
∫
Ω
ht(△u)
k ∧ (△P (u+ tv))n−k = 0. (4.2)
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In particular,
lim
t→0−
∫
Ω
P (u+ tv)− u
t
(△u)k ∧ (△P (u+ tv))n−k =
∫
Ω
v(△u)n.
Proof. Noting that u + tv ≥ P (u + tv) ≥ u for t < 0, we have 0 ≤ ht ≤ −v. It
follows from u ∈ E1(Ω) that P (u) = u. Since ht is decreasing in t, for s < 0 we
have,
lim
t→0−
∫
Ω
ht(△u)
k ∧ (△P (u + tv))n−k ≤ lim
t→0−
∫
Ω
hs(△u)
k ∧ (△P (u+ tv))n−k
=
∫
Ω
hs(△u)
k ∧ (△P (u))n−k =
∫
Ω
hs(△u)
n =
∫
{P (u+sv)−sv<u}
hs(△u)
n
≤
∫
{P (u+sv)−sv<u}
(−v)(△u)n.
Take a decreasing sequence {uk} ⊂ E0(Ω) ∩ C(Ω) such that uk ց u and∫
{P (u+sv)−sv<u}
(−v)(△u)n ≤ C
∫
{P (uk+sv)−sv<u}
(−v)(△u)n.
Note that P (uk + sv) − sv ∈ E1(Ω). By Theorem 3.1, the inequality (4.1) in the
proof of Proposition 4.1 (6) also holds for h ∈ PSH−(Ω). So we have∫
{P (uk+sv)−sv<u}
(−v)(△u)n ≤
∫
{P (uk+sv)−sv<u}
(−v)(△(P (uk + sv)− sv))
n
≤
∫
{P (uk+sv)−sv<uk}
(−v)(△(P (uk + sv)− sv))
n
≤ ‖v‖
∫
{P (uk+sv)−sv<uk}
(△(P (uk + sv)− sv))
n.
(4.3)
Apply Lemma 4.1 with continuous uk + sv to get∫
{P (uk+sv)−sv<uk}
(△(P (uk + sv)))
n = 0.
Therefore the right hand side of (4.3) tends to 0 as s → 0. The proof is thus
complete.
Theorem 4.1. Let u ∈ E1(Ω) and v ∈ E1(Ω) ∩ C(Ω). Then
d
dt
∣∣∣
t=0
E(P (u+ tv)) = (n+ 1)
∫
Ω
(−v)(△u)n.
Proof. Note that if t > 0, u+ tv ∈ E1(Ω), thus P (u+ tv) = u+ tv. It follows that
d
dt
∣∣∣
t=0+
E(u+ tv) = (n+ 1)
∫
Ω
(−v)(△u)n.
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For t < 0, since P (u+ tv), u ∈ E1(Ω), we can integration by parts to get
1
t
(∫
−P (u+ tv)(△P (u+ tv))n −
∫
(−u)(△u)n
)
=
n∑
k=0
∫
Ω
u− P (u+ tv)
t
(△u)k ∧ (△P (u+ tv))n−k −→ (n+ 1)
∫
Ω
(−v)(△u)n,
as tր 0, by Lemma 4.2.
4.3. The quaternionic Monge-Ampe`re equation
In this section we combine all the results we established before to solve the
quaternionic Monge-Ampe`re equations. We follow the variational method in [21].
Lemma 4.3. Assume that µ is a positive Radon measure such that Fµ is proper and
lower semicontinuous on E1(Ω). Then there exists ϕ ∈ E1(Ω) such that Fµ(ϕ) =
infψ∈E1(Ω) Fµ(ψ).
Proof. One can repeat the arguments in Lemma 4.12 in [21].
Theorem 4.2. Let ϕ ∈ E1(Ω) and µ ∈ M1. Then
(△ϕ)n = µ⇐⇒ Fµ(ϕ) = inf
ψ∈E1(Ω)
Fµ(ψ).
Proof. First assume that (△ϕ)n = µ. By the energy estimate and Young’s inequal-
ity, for each ψ ∈ E1(Ω) we have
1
n+ 1
E(ψ)−Fµ(ψ) =
∫
Ω
(−ψ)(△ϕ)n ≤ E(ψ)
1
n+1E(ϕ)
n
n+1
≤
1
n+ 1
E(ψ) +
n
n+ 1
E(ϕ) =
1
n+ 1
E(ψ)−Fµ(ϕ).
It follows that Fµ(ψ) ≥ Fµ(ϕ), thus Fµ(ϕ) = infψ∈E1(Ω) Fµ(ψ).
Now let ψ ∈ E1(Ω) ∩ C(Ω). Define
g(t) =
1
n+ 1
E(P (ϕ+ tψ)) + Lµ(ϕ+ tψ).
Note that P (ϕ + tψ) ≤ ϕ+ tψ and P (ϕ+ tψ) ∈ E1(Ω). Assume that ϕ minimizes
Fµ on E1(Ω), then we have
g(t) ≥ Fµ(P (ϕ+ tψ)) ≥ Fµ(ϕ) = g(0),
i.e., g obtains its minimum at t = 0. It follows that g′(0) = 0. Note that µ ∈ M1,
d
dt
∣∣∣
t=0
Lµ(ϕ+ tψ) = Lµ(ψ).
Then the result follows from Theorem 4.1.
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The following comparison principle follows from Proposition 4.1 (6) directly.
Lemma 4.4. Let u, v ∈ E1(Ω) with (△u)
n ≥ (△v)n. Then u ≤ v in Ω.
We introduced in [26] the quaternionic polar (Q-polar for short) set, which is
the counterpart of pluripolar set in the complex case. See [26] for detailed discussion
of Q-polar set.
Lemma 4.5. Let µ be a positive Radon measure in Ω such that µ(Ω) < +∞ and
µ does not charge Q-polar sets. Let {uj} ⊂ PSH
−(Ω) converge to u ∈ PSH−(Ω)
in L1loc and sup
∫
Ω(−uj)
2dµ < +∞. Then
∫
Ω ujdµ→
∫
Ω udµ.
Proof. One can get this result by following the proof of the complex Hessian
case in [21, Lemma 4.2]. For convenience of readers we repeat it here. Since
sup
∫
Ω
(−uj)
2dµ < +∞, by Banach-Saks theorem there exists a subsequence uj
such that ϕN :=
1
N
∑N
j=1 uj converges in L
2(µ) and µ-almost everywhere to ϕ.
We also have ϕN → u in L
1
loc. Define ψj := (supk≥j ϕk)
∗ for each j. Then
ψj decreases to u in Ω. Note that the set {(supk≥j ϕk)
∗ > supk≥j ϕk} is negli-
gible, thus it is also Q-polar (cf. [26, Theorem 1.2]). Since µ does not charge
on Q-polar set, we have ψj = supk≥j ϕk µ-almost everywhere. It follows that
ψj converges to ϕ µ-almost everywhere and u = ϕ µ-almost everywhere. So
limj
∫
ujdµ = limj
∫
ϕjdµ =
∫
udµ.
Lemma 4.6. Let Ω be a bounded domain in Hn. Suppose that u, h, v1, . . . , vn are lo-
cally bounded plurisubharmonic functions satisfying u ≤ h in Ω, and limq→∂Ω(h(q)−
u(q)) = 0. Let v1, . . . , vn be nonpositive in Ω. Then∫
Ω
(h− u)n△v1 ∧ . . . ∧△vn ≤ n!‖v1‖Ω · · · ‖vn−1‖Ω
∫
Ω
|vn|(△u)
n. (4.4)
Proof. We can assume that h = u in a neighborhood of ∂Ω and h and u are smooth.
By hypothesis, we can let ‖vi‖Ω = 1. We want to show that for p = 2, . . . , n,∫
Ω
(h− u)p(△u)n−p ∧△vn−p+1 ∧ . . . ∧△vn
≤ p
∫
Ω
(h− u)p−1(△u)n−p+1 ∧△vn−p+2 ∧ . . . ∧△vn.
(4.5)
The left-hand side of (4.5) is equal to∫
Ω
vn−p+1△[(h− u)
p] ∧ (△u)n−p ∧△vn−p+2 ∧ . . . ∧△vn.
And it follows from −vn−p+1 = |vn−p+1| ≤ 1 that the right-hand side of (4.5) is
greater than or equal to
p
∫
Ω
(−vn−p+1)(h− u)
p−1(△u)n−p+1 ∧△vn−p+2 ∧ . . . ∧△vn.
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Note that (△u)n−p ∧△vn−p+2 ∧ . . .∧△vn is a closed positive (2n− 2)-current. To
show (4.5), it suffices to prove that for p = 2, . . . , n,
−△[(h− u)p] ≤ p(h− u)p−1△u, (4.6)
i.e., the difference between the right- and the left-hand side of (4.6) is a positive
2-form. By (2.2) we have
△[(h− u)p] = d0d1[(h− u)
p] = d0
[
p(h− u)p−1d1(h− u)
]
=p(p− 1)(h− u)p−2d0(h− u) ∧ d1(h− u) + p(h− u)
p−1d0d1(h− u)
≥p(p− 1)(h− u)p−2d0(h− u) ∧ d1(h− u)− p(h− u)
p−1d0d1u
≥− p(h− u)p−1△u,
(4.7)
where the first inequality follows from the positivity of △h = d0d1h and the last
inequality follows from the positivity of d0(h− u) ∧ d1(h − u). Then we get (4.5).
And ∫
Ω
(h− u)n△v1 ∧ . . . ∧△vn ≤ n!
∫
Ω
(h− u)(△u)n−1 ∧△vn
= n!
∫
Ω
(−vn)(△u)
n−1 ∧△(u− h) ≤ n!
∫
Ω
|vn|(△u)
n.
Theorem 4.3. Let µ be a positive Radon measure in M1. Then there exists a
unique u ∈ E1(Ω) such that (△u)
n = µ.
Proof. The uniqueness follows from Lemma 4.4 above. First suppose that µ has
compact supportK ⋐ Ω. Denote by uK := u
∗
K,Ω the regularized relatively extremal
function of K given by (3.1). Then uK ≤ uL for each compact L ⊂ K, thus
E(uL) ≤ E(uK). Define
M =
{
ν > 0 : supp ν ⊂ K,
∫
Ω
(−ϕ)2dν ≤ CE(ϕ)
2
n+1 , for ∀ϕ ∈ E1(Ω)
}
,
where C is chosen such that C > 2E(uK)
n−1
n+1 . We have (△uL)
n ∈ M for each
compact L ⊂ K. This is because∫
(−ϕ)2(△uL)
n ≤ 2‖uL‖Ω
∫
Ω
(−ϕ)△ϕ ∧ (△uL)
n−1
≤ 2E(ϕ)
2
n+1E(uL)
n−1
n+1 ≤ 2E(ϕ)
2
n+1E(uK)
n−1
n+1 < CE(ϕ)
2
n+1 ,
by (4.5) in Lemma 4.6 and energy estimate. Since integration by parts and con-
vergence result are valid on E1(Ω) by Theorem 3.5 and Theorem 3.6, the estimate
(4.5) is applicable for ϕ ∈ E1(Ω).
Now one can repeat the arguments in [21] to complete the proof of this theorem.
We give a word-by-word copy here for the sake of completeness. Let S := sup{ν(Ω) :
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ν ∈ M}. We have S < +∞. Indeed, since Ω is hyperconvex, we can find h ∈
PSH−(Ω) ∩C(Ω) such that h < −1 on K ⋐ Ω, and
ν(K) ≤
∫
K
(−h)2dν ≤ CE(h)
2
n+1 .
Fix ν0 ∈M. Define
M′ =
{
ν : suppν ⊂ K,
∫
Ω
(−ϕ)2dν ≤
[
C
S
+
C
ν0(Ω)
]
E(ϕ)
2
n+1 , for ∀ϕ ∈ E1(Ω)
}
.
Then for each ν ∈ M and ϕ ∈ E1(Ω), one can check that
(S − ν(Ω))ν0 + ν0(Ω)ν
Sν0(Ω)
∈M′.
Therefore M′ is non-empty convex and weakly compact. By a generalized Radon-
Nykodim Theorem, there exists a positive ν ∈ M′ and a positive function f ∈ L1(ν)
such that µ = fdν + σ with σ orthogonal to M′. Since (△uL)
n ∈ M for each
compact L ⊂ K, each measure orthogonal to M′ must be supported in some Q-
polar set. Since µ ∈ M1 does not charge Q-polar sets, we have σ ≡ 0, thus µ = fdν
with f ∈ L1(ν), ν ∈ M′.
For each j ∈ N, set µj = min(f, j)ν. By Proposition 4.1 and Lemma 4.5 we see
that Fµj is proper and lower semi-continuous on E1(Ω). Therefore by Lemma 4.3
and Theorem 4.2, there exists uj ∈ E1(Ω) such that (△uj)
n = µj . By Lemma 4.4,
uj decreases to a function u ∈ PSH
−(Ω), which satisfies (△u)n = µ. The existence
is proved.
By Proposition 4.1, u must be in E1(Ω). Indeed, since µ ∈ M1,
E(uj) =
∫
Ω
(−uj)(△uj)
n =
∫
Ω
(−uj)dµj ≤
∫
Ω
(−uj)dµ ≤ CE(uj)
1
n+1 .
This means that supj E(uj) < +∞.
When µ does not have compact support, it suffices to approximate Ω by a
sequence of compact subsets {Kj} and consider µj = χKjdµ.
Lemma 4.7. Let µ be a positive Radon measure with µ(Ω) < +∞. Assume that ψ
is a bounded PSH function in Ω such that (△ψ)n ≥ µ. Then there exists a unique
ϕ ∈ E0(Ω) such that (△ϕ)
n = µ.
Proof. Assume that −1 ≤ ψ ≤ 0. Let h ∈ E0(Ω) be the exhaustion function of Ω.
Let hj = max{ψ, jh} and Aj = {q ∈ Ω : jh < −1}. Note that χAjµ ∈ M1. By
Theorem 4.3, for each j, there exists ϕj ∈ E1(Ω) such that (△ϕj)
n = χAjµ.
On Aj , (△ϕj)
n = µ ≤ (△ψ)n, thus ϕj ≥ ψ = hj on Aj by Lemma 4.4. Noting
that outside Aj , (△ϕj)
n = 0 ≤ (△hj)
n, we have 0 ≥ ϕj ≥ hj ≥ ψ on Ω. Thus
ϕj ∈ E0(Ω). Again by Lemma 4.4, ϕj decreases to some ϕ ∈ E0(Ω) and ϕ satisfies
(△ϕ)n = µ.
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Proposition 4.2. Let u, v ∈ Ep(Ω), p > 1, then∫
{u>v}
(△u)n ≤
∫
{u>v}
(△v)n.
Proof. Let h ∈ E0(Ω) ∩C(Ω). First assume that v is bounded and vanishes on ∂Ω.
Let Kj be an exhaustion sequence of compact subsets of Ω. By Lemma 4.7, there
exists vj ∈ E0(Ω) such that (△vj)
n = χKj (△v)
n. Then vj decreases to v by Lemma
4.4. Since
∫
Ω(−h)(△vj)
n is finite, by Corollary 3.8 we can get∫
{u>vj}
(−h)(△u)n ≤
∫
{u>vj}
(−h)(△vj)
n =
∫
{u>vj}∩Kj
(△v)n,
as in the proof of Proposition 4.1 (6). Let j → +∞ to get∫
{u>v}
(−h)(△u)n ≤
∫
{u>v}
(−h)(△v)n.
Now it suffices to remove the assumption on v as in the proof of Theorem 5.2 in
[21].
Proposition 4.3. Let µ be a positive measure in Ω which does not charge Q-polar
sets. Then there exists ϕ ∈ E0(Ω) and 0 ≤ f ∈ L
1
loc((△ϕ)
n) such that µ = f(△ϕ)n.
Proof. Assume first that µ has compact support. Since µ does not charge Q-polar
sets, the arguments of the proof of Theorem 4.3 can be applied to find u ∈ E1(Ω)
and 0 ≤ f ∈ L1((△u)n) such that µ = f(△u)n and supp(△u)n ⋐ Ω. Define ψ =
(−u)−1. Since γ(t) := (−t)−1 is a convex and increasing function of t ∈ (−∞, 0), ψ
is also PSH by Proposition 2.1. Note that u is upper semi-continuous, thus is local
bounded from above, so does ψ. Hence ψ ∈ L∞loc(Ω). Since supp(△u)
n
⋐ Ω, we can
modify ψ in a neighborhood of ∂Ω such that ψ ∈ E0(Ω). By direct computation we
have (△ψ)n ≥ (−u)−2n(△u)n (as in (4.7)). By Lemma 4.7 we can find ϕ ∈ E0(Ω)
such that (−u)−2n(△u)n = (△ϕ)n. Therefore µ = f(△u)n = f(−u)2n(△ϕ)n.
When µ does not have compact support, it suffices to approximate Ω by an
exhaustive sequence of compact subsets {Kj} and consider χKjµ = fj(△uj)
n.
Theorem 4.4. Let µ be a positive Radon measure on Ω such that Ep(Ω) ⊂ L
p(Ω, µ),
p ≥ 1. Then there exists a unique ϕ ∈ Ep(Ω) such that (△ϕ)
n = µ.
Proof. The uniqueness follows from Proposition 4.2. Since µ does not charge Q-
polar sets, by Proposition 4.3 there exists u ∈ E0(Ω) and 0 ≤ f ∈ L
1
loc((△u)
n) such
that µ = f(△u)n. For each j let µj := min(f, j)(△u)
n. By Lemma 4.7 we can find
ϕj ∈ E0(Ω) such that (△ϕj)
n = µj . Since µ ∈ Mp, we have supj Ep(ϕj) < +∞.
It follows from Proposition 4.2 and definition of Ep(Ω) that ϕj decreases to some
ϕ ∈ Ep(Ω) and ϕ satisfies (△ϕ)
n = µ.
24
Lemma 4.8. Let u, v ∈ Ep(Ω) and p ≥ 1. Then there exist two sequences {uj}, {vj} ⊂
E0(Ω) decreasing to u, v respectively such that
lim
j→+∞
∫
Ω
(−uj)
p(△vj)
n =
∫
Ω
(−u)p(△v)n.
Proof. Since u ∈ Ep(Ω), there exists a sequence {uj} ⊂ E0(Ω) decreasing to u such
that
sup
j
∫
Ω
(−uj)
p(△uj)
n < +∞.
Noting that (△v)n does not charge on Q-polar sets, we can get from Proposition
4.3 that (△v)n = f(△ψ)n with ψ ∈ E0(Ω), 0 ≤ f ∈ L
1
loc((△ψ)
n). Then by Lemma
4.7 we can find a sequence {vj} ⊂ E0(Ω) such that (△vj)
n = min(f, j)(△ψ)n. It
follows from the comparison principle that vj decreases to some function ϕ ∈ Ep(Ω)
satisfying (△v)n = (△ϕ)n. Hence we have v ≡ ϕ. Therefore∫
Ω
(−u)p(△v)n = lim
j→+∞
∫
Ω
(−uj)
pmin(f, j)(△ψ)n = lim
j→+∞
∫
Ω
(−uj)
p(△vj)
n.
Proof of Theorem 1.1 Assume that µ = (△ϕ)n with ϕ ∈ Ep(Ω) and ψ is another
function in Ep(Ω). It follows from Lemma 4.8 that there exist {ϕj}, {ψj} ⊂ E0(Ω)
decreasing to ϕ, ψ such that supj
∫
Ω
(−ϕj)
p(△ϕj)
n < +∞, supj
∫
Ω
(−ψj)
p(△ψj)
n <
+∞ and ∫
Ω
(−ψ)p(△ϕ)n = lim
j→+∞
∫
Ω
(−ψj)
p(△ϕj)
n < +∞
by energy estimate. So we have ψ ∈ Lp(Ω, µ). Then it suffices to apply Theorem
4.4.
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