Diffuse Optical Tomography (DOT) has been growing significantly in the past two decades as a promising tool for in-vivo and non-invasive imaging of tissues using near-infrared light. It can improve our ability to probe complex biologic interactions dynamically and to study disease and treatment responses over time in near real time. Recent advances on the transfer of techniques from laboratory to clinics have led to the development of various diagnostic applications such as imaging of the female breast and infant brain. The potential value of the promising tool, however, can be limited by the reconstruction time for tomographically imaging tissue optical properties. The current solution procedure in DOT consumes a considerable amount of time due to discretization of the problem domain and nonlinear nature of tissue optical properties. It is becoming ever more important to develop faster imaging tools as measurement data sets increase in size as a result of the application of newer generation instruments. Here we provide a fast solution strategy that significantly reduces imaging effort for DOT. The fast imaging strategy adopts advanced model-order reduction (MOR) techniques for reducing system complexity, while preserving (to the greatest possible extent) system input-output behavior for the forward problem. Our results demonstrate that the MOR-based imaging method can be an order of magnitude faster than the conventional approach while maintaining a relatively small error tolerance. The goal is to develop inexpensive, noninvasive imaging system that can run at patient's bedside in real time and produce data continuously over a long period of time. 1682-1696, (2008) 
Introduction
The technology development of Diffuse Optical Tomography (DOT) has been growing significantly in the past two decades as DOT is a promising tool for in vivo and non-invasive imaging of tissues using near-infrared light (NIR) [1] [2] [3] [4] [5] . DOT employs methodologies based on differences in the absorption and scattering properties between an "embedded object" such as cancer tumors and its surroundings. The differences in these optical properties between healthy and pathological tissues provide the contrast for diffuse optical imaging. Diffuse optical imaging to provide information at the molecular level is becoming one of the most promising alternative strategies to significantly advance biomedical research. This strategic approach could provide convenient, non-invasive imaging of tissues for early cancer detection and real-time tumor assessment [1-2]. It can also improve our ability to probe complex biologic interactions dynamically and to study disease and treatment responses over time.
The potential use of DOT and its capability to provide molecular imaging, however, are currently limited by excessively long image reconstruction time. Developing fast and robust reconstruction methods is the main challenge in making DOT a viable tool for clinical diagnostics [6] . Most current DOT software tools employ finite element (FE) models combined with appropriate tomographic principles to recover tissue optical properties from boundary measurements of light transmission [7] [8] , and to present them as 3-D images. For example, the TOAST software [9] , developed by the Biomedical Optics Research Laboratory at the University College London, has been used as a time-resolved image reconstruction tool in experimental and clinical applications of DOT for neonatal imaging, breast imaging and muscle imaging. The NIRFAST software, developed by the Biolight research group at Dartmouth College [10] , is a frequency-domain DOT imaging tool for breast cancer detection using near-infrared light. Even though such developed software can significantly reduce image reconstruction time compared to the MC model, it may still take hours to solve the imaging problem and present 3-D images to users [11] [12] . This delay limits time-dependent applications such as the monitoring of cancer therapy, which would be possible only through a significant improvement in imaging speed. Recent clinical trials for diffuse optical techniques in breast imaging also show that imaging speed is the primary concern of patients [13] .
It is important to develop faster solution strategies for real-time DOT imaging. Real-time imaging can provide important clinical benefits such as detection of cancer treatment needs at an early, relatively harmless stage [4] . The need for fast forward and inversion algorithms is becoming ever more important as measurement data sets increase in size due to larger and more precise NIR emitting arrays [1] .
It has been demonstrated that the use of fast solvers [14] or the acceleration of numerical solutions using, for example, the adaptive mesh-based enhancement schemes [15] and the multi-grid methods [16] have been important contributions to achieving practical DOT schemes. However, the dual meshing scheme and multi-grid methods require carefully designed special treatment at mesh interfaces between healthy and pathological tissues depending on problems of interest. One potentially useful approach to overcome this computational difficulty is model order reduction (MOR), where the original large-order models obtained after FE discretization of the governing equations are replaced by models of substantially lower order, yet capable of capturing the behavior of the original subsystem with sufficient accuracy. By incorporating advanced MOR techniques, we introduce new imaging strategies that can demonstrate significantly reduced imaging time while preserving to the greatest extent tissue optical properties. The MOR-based imaging approach integrated with existing and new measurement systems for DOT will provide a variety of image reconstruction and data reduction techniques and close to real-time image reconstruction for disease screening. This is the first step toward development of imaging tools that will enable inexpensive, noninvasive, portable imaging systems that can run at patient's bedside in real time and produce data continuously over a long period of time. In this research, we focus on the development of computationally efficient tomographic imaging strategies to explore fast imaging capability of DOT for clinical usage.
Imaging methods
Tissue optical imaging toward molecular level is the wave of the future. However, the long computational time of current model-based iterative algorithm may prevent DOT from providing molecular imaging capability. MOR is a numerical technique to extract essential characteristics of a large complex system in the form of a much smaller but sufficiently accurate model description. We develop computationally more efficient imaging tools based on the advanced MOR techniques to enable a fast DOT that could meet current clinical needs more effectively. Efficiency of the forward problem in the FE solver is critical for real-time imaging. The MOR-based imaging tool will be significantly faster (greater than 10 times) than Non-MOR based imaging tools, while being reasonably accurate. A "variable accuracy setting" to be controlled by users would be incorporated, for example, a user defined tolerance as an input to the software. The basic principle for the fast-solver technology lies in the advanced MOR techniques widely used in structural dynamics, control theory, VLSI (varylarge-scale-integrated) circuit simulations and MEMS (micro-electro-mechanical-system) simulations. The key idea underlying MOR-based image reconstruction is that instead of solving a large full-order model in the forward problem, which may have tens of thousands of unknowns, we will solve a reduced-order model, which is significantly smaller and faster to run than the large full-order model. Any existing fast FE-based numerical solvers, for example, the adaptive mesh-based enhancement schemes [15] and the multi-grid methods [16] as valuable contributions to achieving practical imaging schemes can be combined with the MOR techniques and thus may be implemented into the imaging tools as needed for specific applications. Fig. 1 shows the concept of the projection-based MOR. First, spatial discretization of the photon diffusion equation will result in a large full-order system to be solved. Three essential steps for MOR are then followed to reduce the large full-order system to a much smaller system that can be easily solved. The original system solution is obtained by back-projecting the unknowns from the small system to the large system. 
Forward problem and inverse problem
The finite element method has been proven to be powerful in studies of both forward and inverse photon migration problems. Based on the diffusion equation that describes the propagation of light in multiply scattering media, the FE-based reconstruction algorithm is centered on Newton's iterative method for minimizing the error between FE solution and measurement data on the object boundaries [8] . For iteration, the FE solution is followed by a synthesized scheme of Marquardt and Tikhonov regularizations to obtain the updated tissue parameter distribution [2, [17] [18] .
The diffusion approximations to the radiative transport equation [19] in the time-domain and frequency-domain are 
the nodal photon density. The result after Galerkin FE discretization can be expressed in matrix form
where
are system matrices with
in time domain, and 
where λ is the regularization parameter and θ
is the Jacobian matrix.
Although the FE-based iterative approach is powerful, it requires a considerable amount of time and computational power due to nonlinearity of tissue optical properties [11] . For example, for a forward problem solution, a mesh size of over 1000 elements may be necessary [2] and the nonlinear iterations for 2-D imaging may take an hour to run on a Pentium PC [15] . Therefore, for DOT to realize its potential for real-time imaging, an efficient software tool is needed in refining the forward solution scheme for its appropriate integration with an experimental data acquisition system.
Model-order reduction
We introduce a MOR-based forward modeling strategy and a robust de-convolution technique for fast tomographic inversion. The MOR-based modeling technique provides means to significantly reduce imaging time while maintaining reasonable accuracy. The basic idea is to find a convenient and inexpensive transformation of coordinates to simplify the governing equations that are easier to solve. Conventional mode superposition and the component-mode synthesis methods for model-order reduction require solving a large and expensive eigenvalue problem [20] . The use of eigenvectors, to reduce the size of systems or to represent the system behavior by a small number of generalized coordinates, is not necessarily the best approach. Several alternative methods for model reduction without solving an eigenvalue problem are the Lanczos method and the WYD (Wilson-Yuan-Dickens) method, belonging to the wellknown Krylov-subspace methods [20] [21] . The Krylov-type MOR methods generate a set of basis vectors by repetitively multiplying a starting vector by the spatially discretized system matrices. The system information is well captured by a subspace spanned by the Krylov basis vectors generated at a small fraction of overall computational cost. For a nonlinear iteration, instead of solving a full-order forward model, we solve a reduced-order model with a dimension r by invoking the following coordinate transformation
is the discrete photon density in the transformed coordinate. The transformation matrix Q consists of WYD basis vectors in the Krylov-subspace
with the starting vector
the static solution of the problem; or the Lanczos basis vectors in the Krylov-
, where a random starting vector is used. The WYD algorithm is implemented in the image reconstruction to generate trial vectors. The algorithms for generating Lanczos basis vectors and the WYD basis vectors are presented. The generalized Falk method [20] can be viewed as an inverse WYD method, where the Krylov sequence is generated from an inverse matrix of ( )
. The Pade-via-Lanczos (PVL) method, widely used in VLSI circuit simulations, is the frequencydomain Lanczos method based on Pade approximation through an effective method of moment-matching [21] .
Lanczos method and WYD method
The Lanczos method was originally proposed as a technique for matrix tridiagonalization. A sequence of trial vectors are formed by repeatedly multiplying the matrix to be reduced with a random starting vector and these vectors form a Krylov sequence. Each new vector is orthogonalized with respect to the two previous vectors. This orthogonalization procedure can be shown to be sufficient to obtain orthogonality with all previously calculated vectors. The coefficients computed from the orthogonalization process are then combined to form a tridiagonal matrix that theoretically has the same eigenvalues as the original matrix, after all n Lanczos vectors are generated.
Lanczos algorithm
1. Given T .
Although similar to Lanczos method in generating the Krylov sequence, the WYD method is based on the direct superposition of Ritz vectors constructed from the spatial distribution of the specific dynamic excitation, which is important information neglected by direct use of exact mode shapes in conventional mode superposition. Unlike the Lanczos method, the first WYD vector is the static response obtained from the spatial distribution of the dynamic excitation. It ensures that the generated trial vectors contain important information of the system dynamic response. The basic algorithm to generate the WYD vectors is equivalent to the Lanczos method. Both methods can be used to reduce the size of the original model by truncating the generation of the Ritz vectors to obtain an approximation to the original eigenpairs. In the WYD method, each new Ritz vector is generated by an orthogonalization with all previously generated vectors; in the Lanczos method, each new vector is generated by an orthogonalization with only the two previously generated vectors. If we write the orthogonalization step in WYD algorithm in matrix form, we obtain 
WYD algorithm

MK , then by
Using the fact that , we obtain from Eqs. (10) and (11) s MK Z Iη
Similarly, substituting WYD coordinate-transformation Wη u = into the discrete system equations in Eq. (2) and premultiplying the result by T W , we obtain
The reduced matrix (13) is a set of r equations that can be solved by a direct step-by-step integration method, or by introducing an additional transformation for a reduction to a diagonal form (mode superposition method). We use the explicit time-integration scheme (such as the Newmark algorithm) to solve the reduced system equations to avoid solving the reduced order eigenvalue problem. Once solution of the reduced order system is obtained, solution in the original physical coordinate is easily recovered by matrix multiplication as shown in Eq. (8), with Z Q = for Lanczos method or W Q = for WYD method. A frequency-domain reduced-order model is obtained by projecting the original system Eq. (5) onto the subspace spanned by the WYD basis vectors as below ) ( We implement the above Krylov-type methods into the frequency-domain DOT imaging procedure. The overhead computation time for generating a few trial vectors in the Krylov sequence is negligible [20] [21] [22] . A frequency-domain model is useful for reconstruction of tissue internal optical property distributions for each wavelength. A time-domain model is necessary when phosphorescence or inelastic scattering within the tissue cannot be neglected and a change in tissue optical properties can be captured in time. The MOR-based forward solution procedure using Krylov-type methods is particularly useful for weakly non-linear optical imaging to find the difference of optical images where measurements are taken before and after a small change in tissue optical properties [23] . In such cases, the actual optical properties are close to an initial estimate and the measured data are close to the simulated measurements. Fig. 2 shows the procedure of an MOR-based image reconstruction for DOT. Although the geometry of tissue structures does not permit a discretization within a few finite elements, the photon behavior in tissues may be well characterized by a few generalized degrees of freedom. 
Proper orthogonal decomposition
The time-resolved image reconstruction will employ nonlinear MOR techniques such as the proper orthogonal decomposition (POD) [22] , or the trajectory piecewise-linear approach [24] for efficient DOT imaging. We implement the fixed-point solution technique, combined with the POD-based MOR technique to efficiently solve the forward problem. The idea of fixedpoint solution technique is to shift the nonlinear dependence of tissue optical properties to the right hand side of the system equation. The fixed-point technique is particularly suitable for POD based model-order reduction because the basis vectors in the transformation matrix do not need to be updated for nonlinear iterations. Only the right hand side term of the equation needs to be updated. Newton's method involves the derivation of a tangent stiffness matrix by a linearization of the nonlinear term and thus requires a more careful formulation. Moreover, the fixed-point technique is easier to implement and it has been successfully used for PODbased MOR to solve computational electromagnetic problems with nonlinear hysteresis in power electronics [25] [26] . The POD-based reconstruction technique has also been used successfully for radio tomographic imaging of Earth's magnetosphere [27] .
The idea of POD is to extract a typical spatial structure from an ensemble of realization (called snapshots) of a dynamic system. In the proposed method, the basis functions for coordinate transformation may be generated numerically from a small number of ``snapshots", of the state variables sampled in time. In a finite element discretization of space variable such as photon density at n discrete spatial points (nodes), the sample distributions
are a series of snapshots or time frames. The empirical basis vectors can be selected as the normalized left singular vectors in the singular value decomposition (SVD) of the rectangular snapshot matrix U ,
(15) We use the reduced SVD of U to efficiently compute the POD basis vectors. Once constructed, the reduced order model can be executed repeatedly for problems with a variety of different excitations at very low computational cost. It is also important to take enough snapshots when the dynamic character of the system varies rapidly.
Instead of solving the full-order model system Eq. (2), which may involve thousands of state variables, we express the unknowns in the subspace spanned by the POD basis vectors
where n r << . We project the semi-discrete Eq. (2) onto the POD basis to obtain the reducedorder system equation with much smaller dimensions, such that
, and
are system matrices in the subspace spanned by the POD basis vectors. The explicit time-integration scheme is used to obtain solution of the reduced-order system and solution in the physical coordinate is easily recovered by matrix multiplication as shown in Eq. (16) .
The software tool can be integrated into the DOT medical imaging system. It is also straightforward to incorporate statistical-based a priori information into the MOR-based imaging scheme, as we have implemented successfully elsewhere [27].
Numerical results
We have developed and successfully implemented linear and nonlinear MOR techniques into the time-domain and frequency-domain finite element forward solver for the selection of the best MOR strategy for DOT imaging. Fig. 3 presents the simulated photon density distribution of a test phantom [8] from the full-order model and that from the reduced-order model. The reduced-order model is generated using the WYD method described earlier. The reducedorder model is over 10 times faster while maintaining a 5% overall mean square error norm. Efficiency of the proposed imaging tools depends on the MOR techniques used and their feasibility and compatibility with existing FE-based DOT imaging procedures. We found that the WYD method is more advantageous in terms of efficiency and controllability of reconstruction error as compared to the generalized Falk method and the PVL method for a weakly nonlinear DOT image reconstruction (see Fig. 6 ). However, the results from our preliminary study demonstrate that the proposed MOR-strategy has the potential to become an effective means to significantly reduce imaging time to achieve real-time optical imaging. Table 1 shows the comparison of computational speed for a time-dependent FE simulation using the full-order model and the reduced-order model for the forward problem of DOT. The FE mesh has a dimension of 282 triangular elements and 159 nodes. The resulting full-order model with 159 unknowns is reduced to 40 unknowns in the reduced-order model using the WYD method. The speed-up ratio from the MATLAB solver is 12 for 200 time steps. The overhead cost for generating the basis vectors is 0.17s, which is only 1/10 of the full-order simulation time. For a refined mesh with 599 nodes, the speed-up ratio is 33. The quality of the reconstructed image depends strongly on accuracy of the forward model. The mean square error between the full-order model solution and the reduced-order model solution for photon density at the final time step is less than 1%. The left panel of Fig. 6 shows the error norm of the simulated photon density between the full-order model and the reduced-order model. It clearly demonstrated that the reduced-order model converges to the full-order model with increased number of WYD trial vectors. The reduced-order model, however, is significantly fast to run than the full-order model. The right panel of Fig. 6 shows the error norms for various Krylov-type MOR methods for a forward diffusion problem. The WYD method is clearly more advantageous than the generalized Falk method and the PVL method in terms of convergence and it will thus be selected for the MOR-based imaging software development. Table 2 shows the speed comparison for a time-dependent FE simulation between the fullorder model and the reduced-order model for the forward and the inverse problem in DOT imaging. The speed-up ratio from a MATLAB software tool is 3.5 for 20 time steps. Due to long simulation time for the forward and inverse combined problem in DOT imaging, we only run 20 time steps for speed comparison. However, this result is a very important proof that the WYD method works reasonably well for the nonlinear DOT imaging. We have also implemented the POD method for efficient DOT imaging based on the Newton iterative reconstruction procedure using the same FE mesh. For a time-dependent simulation with 40 steps, the POD-based imaging reconstruction is 11 times faster than the reconstruction without MOR. The basis vectors are generated from the SVD of 40 snapshots of a full-order simulation with similar but different source excitations. The error tolerance defined by the mean square error between 42 boundary measurements and the FE calculated photon density is proof of the proposed MOR concept for DOT imaging. The developed image reconstruction tool can be installed in a medical imaging system for DOT, such as the Laser Breast Scanner or a portable optical scanner for early detection of breast cancer. The software tool has high potential to be used for real-time optical imaging and image data analysis in conjunction with experimental systems such as the NIR-Scanner. The fast imaging tools are developed based on Krylov-type MOR techniques such as the WYD method, and the nonlinear MOR techniques such as the POD method implemented in our study. The frequency-domain solver will be used for spectral analysis and the time-domain solver will be used for applications that require real-time monitoring of response to therapy. The main goal is to build up a platform that can be used to develop a real-time imaging and image data analysis system.
Summary
We have developed fast imaging strategies for solving the forward problem and the inverse problem by implementing two Krylov-type MOR techniques into the FE-based imaging procedure using MATLAB. This preliminary software prototype has been used to demonstrate efficiency of the proposed imaging technique that can be integrated with an experimental data acquisition system. Our numerical study shows that the WYD method is more efficient compared to the generalized Falk method, and more accurate compared to the PVL method. This is mainly because lower-order modes in an optical diffusion system are better captured by the WYD trial vectors, as compared to the generalized Falk method, where higher order modes are better described. A selective reorthogonalization technique [22] is used to generate the WYD trial vectors, while no reorthogonalization is used in the PVL method. The software tool developed and tested can be translated into FORTRAN or C for higher efficiency and greater flexibility for its integration with experimental data acquisition system. The ultimate goal is to achieve real-time imaging. This can be demonstrated with true experimental data in future work. The experimental data can be obtained through the breast cancer multidimensional diffuse optical imaging network [28] [29] .
Due to its linear nature for characterizing a nonlinear dynamic system, the POD-based MOR technique has become popular in the past few years and has been widely used for nonlinear MOR in various engineering applications. We have demonstrated in our preliminary study that the POD method can greatly improve the imaging reconstruction speed for DOT. The POD technique for MOR has the great potential for time-dependent DOT imaging problem, which currently may take an hour for 3-D imaging [11] , and efficiency is currently the bottleneck that may prevent the clinical use of DOT [6] . We have successfully applied the POD technique to solve radio tomographic imaging problems when combined with the robust de-convolution technique [27] . We have also incorporated POD technique into the MOR in the preliminary study, which showed much faster computational speed than full-order model simulation.
Conclusion
We have developed a MOR-based image reconstruction technique to significantly improve computational efficiency of DOT. We have implemented advanced linear and nonlinear MOR techniques for reducing system complexity, while preserving (to the greatest possible extent) system input-output behavior for the forward problem. The nonlinear DOT imaging using WYD MOR method is significantly faster than the DOT imaging without MOR. The nonlinear DOT using POD-based MOR method is an order of magnitude faster than that without using the POD method.
