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RESUMEN 
 
Los procesos de vasculogénesis, caracterizados por la regularidad de su desarrollo temporal y 
de las formas geométricas que lo caracterizan, constituyen un campo particularmente 
atractivo para la modelización matemática de sistemas altamente predictivos de nuevas 
terapias antitumorales en la fase vascular. No obstante, somos conscientes de la alta 
complejidad técnica que supone la modelización de un sistema  de esas características. Es por 
ello que hemos considerado oportuno tomar como punto de partida la aplicación de tales 
modelos a la fase avascular del tumor. Así, el principal objetivo de este trabajo es simular la 
dinámica del tumor en la fase avascular neoplásica desde su estadio inicial, cuando los 
nutrientes y moléculas-señal suministrados por el vaso pre-existente son suficientes para la 
proliferación y/o cambio de forma y/o movimiento global del tumor, hasta la conversión en 
tumor maligno donde el tumor progresa  por invasión de nuevos tejidos o  por vascularización 
formando su propio sistema de vasos sanguíneos. El modelo matemático utilizado es continuo 
y multi-fase, centrándonos en la hipótesis de que la dinámica del tumor está limitada no sólo 
por la concentración de nutrientes sino también por la concentración de un tipo especial de 
moléculas de señalización intercelular (autoinductores) en el medio extracelular. Para ello 
hemos adaptado un modelo de difusión de nutrientes propuesto por S. Astanin y L. Preziosi 
[ASTANIN02]. 
El cáncer es un sistema con interacción entre las partes o subsistemas que da como resultado 
una conducta global que no podría ser anticipada desde el comportamiento de las 
componentes aisladas. D. Hanahan  y R. A. Weinberg [HANAHAN00] sostienen que las seis 
alteraciones en la fisiología de las células cancerosas que dictaminan su comportamiento 
colectivo y su crecimiento son las siguientes: (i) la auto-suficiencia de señales de crecimiento, 
(ii) insensibilidad a las señales inhibidoras de crecimiento, (iii) evasión de la muerte celular 
programada (apoptosis), (iv) potencial replicativo ilimitado, sostenido por la vasculogénesis, (v) 
invasión de tejido y (vi) metástasis. 
Los mecanismos bioquímicos y biológicos de las células tumorales, así como los mecanismos 
del control de crecimiento, continúan estando poco definidos. En este trabajo se presenta la 
hipótesis de que las células tumorales pueden usar un mecanismo de quorum sensing para 
regular funciones multicelulares y diversas etapas en el control del desarrollo del cáncer. El 
quorum sensing es un proceso de comunicación célula-célula en bacterias implicado en los 
procesos de aumento de la densidad celular, en respuesta a cambios en el número de células, 
la coordinación de la expresión génica y el comportamiento del colectivo bacteriano a gran 
escala.  Las bacterias patógenas usan el quorum sensing para determinar cuando el tamaño de 
la población es suficientemente alto para formar colectivamente biofilms en el interior (o 
sobre) organismos huéspedes. Los biofilms intensifican la enfermedad y la hacen resistente a 
una mayor batería de terapias. Se sugiere que el proceso de formación de biofims bacterianos 
controlado por quorum sensing presenta paralelismos muy fuertes con las etapas de desarrollo 
de tumores benignos o malignos.  
Cuando la concentración de autoinductores liberados por las células tumorales es superior a 
cierto valor umbral (como resultado del quorum sensing que se establece), se produce un 
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comportamiento colectivo en el conjunto de células tumorales, consistente primariamente en 
la tendencia a salirse de la rejilla espacial inicial, formar masas tumorales y dirigirse hacia las 
nuevas localizaciones mediante la progresión in situ del tumor. En el modelo, esta tendencia a 
la dispersión está caracterizada por el parámetro de orden ɸ. Así, el sistema tiene dos fases 
celulares, caracterizadas por el parámetro de orden: una fase está compuesta por células 
tumorales (ɸ=1) y la otra está compuesta por células normales (ɸ=−1). El modelo parte de un 
tumor circular con una interfase bien definida que penaliza las variaciones espaciales de fase, 
evitando  fluctuaciones de fase no deseadas a su alrededor. El modelo también considera la 
densidad de las células, lo que reproduce más eficientemente los alrededores del entorno del 
tumor. 
Las células tumorales crecen en nuestro cuerpo como resultado de sucesivas divisiones 
celulares después de un conjunto inicial de mutaciones en las cuales se ven involucrados 
importantes procesos en la célula individual. Este crecimiento anormal de la masa de células 
requiere espacio para desarrollarse y crecer. Debido a que las células del cuerpo están en un 
conjunto organizado, el tumor tiene que superar el sistema inmune  y las presiones externas 
ejercidas por la matriz extracelular y por las propias células del cuerpo.  
Los resultados presentan el estudio de la evolución del tumor de acuerdo a las tasas de 
crecimiento y apoptosis, y dependiendo también de la movilidad de la matriz extracelular. El 
objetivo era verificar que eventualmente el tumor  alcanza un estado de equilibrio previo a la 
inducción de la vasculogénesis, tal y como predicen los modelos clásicos. Lo que se observa en 
el modelo es que la densidad de las células tumorales (ρt), a partir de un cierto momento no 
alcanza un  estado de equilibrio previo a la fase vascular  como esperábamos. En lugar de ello 
ρt tiene fluctuaciones debido a un comportamiento de gran importancia fisiológica: el tumor es 
capaz de moverse como una entidad global para buscar regiones con alta concentración de 
nutrientes y/o autoinductores, conservando la forma y con cambios poco significativos de 
tamaño (ver Figuras 19 y 21). Este mecanismo de traslación de un tumor sólido sin cambios 
significativos en la forma y el tamaño es un fenómeno de reciente descubrimiento en la clínica 
y no descrito por los modelos propuestos hasta ahora. Su explicación implica la necesaria 
utilización de conceptos asociados a la hipótesis de quorum sensing propuesta.  Finalmente en 
la sección 5.5, se propone un método para el estudio de las soluciones globales del modelo 
propuesto basado en una modificación de resultados recientes de la teoría de ecuaciones de 
reacción-difusión. Este método incluye una propuesta de definición de quorum sensing como 
un gradiente no local en forma de ecuación integral. Si reconocemos la posibilidad de que el 
quorum sensing existe como fenómeno en las células tumorales, podemos ampliar el actual 
potencial terapéutico en la batalla contra el cáncer ofreciendo un nuevo marco explicativo de 
nuevos mecanismos que permitan mejorar la supervivencia del paciente. 
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1. EL CÁNCER COMO ENFERMEDAD GENÉTICA 
1.1 Introducción 
 
El cáncer puede considerarse una enfermedad genética, que se desarrolla en organismos 
superiores, en la mayoría de los tejidos y en todo tipo de células somáticas (como excepción, 
también en las células germinales en cánceres hereditarios). Bajo el nombre genérico de 
cáncer se engloba un conjunto de enfermedades que tienen en común un crecimiento celular 
desordenado (tumor) y una colonización tisular (metástasis), todo ello determinado por una 
mutación inicial seguida de la acumulación de otras mutaciones sucesivas. Cada cáncer es una 
situación distinta con peculiaridades dependientes del tipo de célula donde se origina, sus 
causas (etiología) y su mecanismo, el grado de malignidad y otros factores. Por consiguiente, 
se diferencia claramente de otras enfermedades genéticas, especialmente las monogénicas y 
las anomalías cromosómicas y se distingue de las enfermedades multifactoriales por la 
necesidad en éstas de una confluencia de factores genéticos y ambientales para iniciar la 
enfermedad. Al igual que todas las enfermedades moleculares, el cáncer se manifiesta en 
alteraciones bioquímicas de todo tipo a nivel celular, tisular y, particularmente, por la 
aparición de marcadores tumorales y tisulares. Es, posiblemente, la enfermedad estudiada 
más intensamente y desde más puntos de vista diferentes, habiendo pasado en los últimos 
años de un conocimiento casi nulo a un gran avance en muchos aspectos moleculares, desde 
aquellos que explican la proliferación excesiva y la pérdida de células por apoptosis, hasta los 
mecanismos por los que el cáncer genera la metástasis. 
La participación de los genes en la carcinogénesis puede seguir dos tipos de mecanismos. 
• Por un lado, algunos cánceres se deben a cambios epigenéticos, aún no bien 
conocidos, que afectan a la expresión de algunos genes y pueden permanecer en 
estado latente durante toda la vida de la célula. Por ejemplo, son abundantes los 
agentes mutagénicos que modifican la expresión génica alterando la metilación del 
DNA. 
• Sin embargo, la mayoría de los cánceres se deben a cambios genéticos inducidos por 
mutaciones. La célula inicial afectada crece con mayor rapidez de lo normal y, si no 
existe un control de ese crecimiento, llega a formar un tumor primario en el tejido 
circundante (neoplasia) o un tumor secundario (metástasis) en tejidos lejanos (ver 
Figura 1). 
Las mutaciones del genoma responsables de la enfermedad son producidas por agentes 
cancerígenos, de muy variadas naturaleza y características, así como por errores espontáneos 
o inducidos en la replicación y reparación del DNA; por ello, el análisis de la carcinogenia se 
hace a la luz del efecto mutagénico. Hoy son bien conocidas como causa del cáncer las 
mutaciones que afectan esencialmente a genes de dos tipos: los protooncogenes y los genes 
oncosupresores (o genes supresores de tumores). Esto justifica una de las características del 
cáncer, el ser una enfermedad poligénica, lo que no debe confundirse con su carácter 
monoclonal. Como resultado de la mutación, los genes expresan proteínas alteradas, 
sobreexpresan las normales o no expresan éstas, según los casos; cualquiera de estos efectos 
modifica funciones de la célula tan básicas como el control de su división, lo que se manifiesta 
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en una proliferación excesiva y continua o en una reducción de la muerte celular programada o 
apoptosis. 
 
Figura 1.  Fases de evolución del cáncer 
 
1.2  Mecanismos de transformación de célula normal en tumoral. Equilibrio 
entre proliferación y muerte celular 
 
La vida media de la célula, o periodo de tiempo transcurrido desde su formación hasta su 
destrucción, es muy variable (horas, días, meses, etc.). Las células mantienen controlada esta 
capacidad intrínseca de crecimiento tanto en la embriogénesis y el desarrollo como a lo largo 
de la vida del individuo adulto. Algunas, como las precursoras hematopoyéticas o las 
epiteliales, con vida muy corta, experimentan una proliferación constante para dar lugar a 
otras muchas células: otras, como las neuronas, dejan de dividirse una vez diferenciadas. Salvo 
éstas, todas las células se renuevan continuamente en un proceso de “recambio celular”. En 
condiciones fisiológicas, se requiere una estricta regulación genética para mantener esta 
homeostasis o equilibrio celular de forma adecuada a las necesidades de cada tejido, mediante 
la contraposición de dos procesos: 
• La formación por mitosis de nuevas células (en el ciclo de división celular) determina la 
tasa de proliferación. Se asocia a un proceso simultáneo de diferenciación celular, 
particular para cada tejido o estado del desarrollo. El control de la proliferación 
comprende dos grandes aspectos, relacionados pero generalmente no considerados 
de la forma global necesaria para facilitar su comprensión: las señales extracelulares y 
la regulación del ciclo celular. 
• La apoptosis, muerte celular programada o suicidio celular, es un mecanismo 
fisiológico de eliminación de células al final de su vida activa, como parte del recambio 
celular necesario para contrarrestar la formación continua por división celular. 
Igualmente, interviene en la formación de tejidos (por ejemplo, células del cristalino y 
de la piel), en la morfogénesis (por ejemplo, formación de los dedos) y en la 
eliminación de células con daño genético. 
La alteración del equilibrio en condiciones patológicas (neoplasias) da lugar a un 
crecimiento incontrolado, que puede deberse a una excesiva proliferación o  a una 
reducida muerte celular. Parece que normalmente el cáncer se origina por una conjunción 
de ambas causas (ver Figuras 2a y 2b). 
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Figuras 2a y 2b. Posibles causas del mecanismo del cáncer (estas figuras se obtuvieron de 
[LUQUE02] páginas 415 y 416). 
1.3 Etapas características en el desarrollo del cáncer 
 
El cáncer, una vez originado, se manifiesta de forma variable según las circunstancias, el tipo 
de cáncer, la edad del individuo, etc. A grandes rasgos, su desarrollo suele agruparse en tres 
fases, con posibles subetapas de difícil delimitación: la formación del tumor primario benigno, 
su progresión in situ y la invasión y aparición de metástasis o tumor maligno. Este trabajo se 
circunscribe dentro de las subetapas de formación del tumor primario y su progresión in situ. 
En la sección 5.5.2 se proponen líneas futuras de trabajo relacionadas con la subetapa de 
vasculogénesis dentro del marco general de  la hipótesis expuesta. 
 
1.3.1 Tumor primario benigno 
 
Esta primera etapa del desarrollo del tumor, llamada tumorogénesis, carcinogénesis tumoral o 
transformación neoplásica, es la más estudiada y mejor conocida. Se inicia con la llamada 
“célula progenitora del cáncer”, que surge en un determinado tejido por una mutación en 
algún gen. Su proliferación da lugar a un clon de células mutadas, un clon neoplásico. Este 
comienzo monoclonal es la primera característica del cáncer, que lo diferencia de las 
enfermedades multifactoriales; a pesar de ese origen común, las células del clon inicial se 
hacen genéticamente distintas por el acúmulo de nuevas mutaciones. Así, la mutación 
iniciadora confiere a la célula la susceptibilidad tumoral, una predisposición selectiva para la 
proliferación desmedida. La acumulación en las células hijas de sucesivas mutaciones en genes 
implicados en el control del ciclo celular o de la apoptosis, que favorezcan la proliferación o la 
inmortalidad, conduce progresivamente a las propiedades genéticas anormales del cáncer. 
Cuantitativamente, se cree que son necesarias cerca de 6 mutaciones para que una célula 
normal se convierta en cancerosa (ver Figura 3). 
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Figura 3. Representación de las diferentes mutaciones implicadas en el desarrollo del cáncer 
(esta figura se obtuvo de [LUQUE02] página 413). 
1.3.2 Cáncer in situ 
 
Corresponde a la situación en que las células del tumor primario no han escapado del tejido 
donde se originaron. Puesto que el tumor carece de capacidad invasiva, el pronóstico clínico es 
en general benigno y con frecuencia puede corregirse por simple extirpación quirúrgica. Sólo 
resulta grave si por su localización afecta a vasos sanguíneos, músculos o nervios críticos, en 
cuyo caso, aún sin ser formalmente un cáncer, podría considerarse como neoplasia maligna. 
1.3.3 Tumor maligno o cáncer propiamente dicho 
 
La etapa que define y caracteriza el cáncer, responsable de la conversión de la célula 
neoplásica en cancerosa, es su progresión o propagación tumoral. A pesar de su trascendencia, 
ha sido la menos estudiada; sólo en los últimos años se le está prestando mayor atención y se 
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conocen en parte sus aspectos moleculares. Puede dividirse en varias subetapas, de difícil 
subordinación. 
1.3.3.1 Escape celular o invasividad 
 
Las células constituyentes de tejidos normales se mantienen doblemente adheridas entre sí 
gracias a uniones intercelulares y a uniones de las células con el espacio o matriz extracelular. 
Ésta es una estructura formada por fibrillas de proteínas fibrosas (colágeno y elastina), 
secretadas por las propias células, que actúan a modo de soporte para empaquetar o separar 
las células o para proporcionar elasticidad o fuerza de sostén. En estas interacciones 
intervienen proteínas transmembrana, llamadas integrinas, de varios tipos, siendo la mejor 
descrita la fibronectina. Por su dominio intracelular, las integrinas se unen a los filamentos de 
actina del citoesqueleto de cada célula, mientras que a través de su dominio extracelular 
tienen afinidad por proteínas receptoras de las células vecinas (adhesión célula-célula) y por 
proteínas fibrosas de la matriz extracelular (adhesión célula-matriz). Ambos tipos de adhesión 
se ven alterados en el cáncer y, como consecuencia, la célula puede desprenderse del tejido, 
convirtiéndose en una célula invasora de otros tejidos. 
1.3.3.2  Vascularización o vasculogénesis 
 
Consiste este proceso en la capacidad de un tejido para formar una red vascular propia 
mediante el desarrollo de nuevos vasos sanguíneos, por mecanismos cuyos detalles se 
conocen aún de forma incompleta. Las células tumorales producen agentes vasculogénicos 
que actúan sobre células endoteliales vecinas para dar lugar a la formación de una nueva red 
de venas, arterias y capilares. Ello permite que el tumor crezca mucho y muy rápidamente, al 
asegurar la llegada de oxígeno y nutrientes; la vascularización puede asimismo favorecer la 
migración de algunas células cancerosas al torrente circulatorio para difundirse a otros tejidos, 
donde generará una metástasis.  
Los vasos sanguíneos se desarrollan a través de dos mecanismos básicos. El primero, la 
vasculogénesis, genera vasos sanguíneos a partir de precursores celulares aislados (llamados 
angioblastos). Estos se unen e integran para formar estructuras vasculares primarias que se 
ajustan a un plan de red con celdas poligonales. La vasculogénesis, que es típica del periodo 
embrionario, favorece la formación de vasos sanguíneos de calibre muy diferente 
([RANDALL02], [RISAU95]). El segundo mecanismo, la angiogénesis –característica del 
organismo adulto, tanto en condiciones normales como patológicas-, sólo permite la aparición 
de nuevos vasos sanguíneos a partir de estructuras capilares preexistentes, por lo que los 
nuevos vasos no siguen un patrón espacial claramente definido en su desarrollo temprano 
[FOLKMAN06]. 
La Figura 4 muestra  los procesos de desarrollo vascular que tienen lugar en el primero de los 
dos procesos citados. Los primeros vasos sanguíneos del embrión se forman a partir de 
precursores celulares aislados conocidos como angioblastos. Estos progenitores, que son de 
origen mesodérmico, acabarán uniéndose para formar el tejido epitelial llamado endotelio y 
que es el primero y más importante de los elementos que componen los vasos sanguíneos. 
12 
 
Con su progresiva maduración otros tipos celulares se unen al endotelio para formar la pared 
de estos vasos [RISAU95]. 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 4. El proceso de vasculogénesis se inicia con la diferenciación de los precursores 
vasculares (angioblastos) en el mecanismo  (1). El cambio de morfología (elongamiento) de los 
angioblastos favorece su aproximación y posterior coalescencia para formar estructuras 
vasculares primarias de tipo “cordón” (2). La siguiente maduración permite la aparición de un 
lumen en el interior de los vasos (3). Las redes vasculares primarias pueden sufrir 
modificaciones a través de mecanismos de hiperfusión (4,5), en los vasos de calibre menor se 
unen para dar lugar a uno de calibre mayor (5,6) (esta figura se obtuvo de [RISAU95]). 
 
Un aspecto del proceso de vasculogénesis embrionaria insuficientemente conocido es el de la 
capacidad migratoria de los angioblastos. Se desconoce cuál es la influencia precisa que el 
medio/matriz extracelular ejerce sobre el proceso vasculogenético a través de la modulación 
de la viabilidad celular (proliferación y muerte celular programada o apoptosis), la fusión 
vascular y/o formación del lumen vascular. Tampoco sabemos el modo en que los primeros 
progenitores vasculares, que se distribuyen siguiendo un patrón geométrico (espacial) preciso 
([RISAU95], [DRAKE97]) son capaces de agruparse para iniciar el proceso de desarrollo de una 
red vascular concreta. En la sección 5.5 se expone como futura línea de trabajo, la hipótesis de 
una relación entre los patrones geométricos observados y la necesidad, por parte del conjunto 
de células tumorales implicadas, de realizar una partición de la superficie en forma de 
triangulaciones de Delaunay. 
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1.3.3.3  Formación del tumor secundario o metástasis 
 
Mediante la invasión o diseminación celular, las células del tumor primario pueden fijarse en 
tejidos normales, para multiplicarse y diferenciarse en ellos, dando lugar al llamado tumor 
secundario o metástasis. Esta etapa es de enorme gravedad clínica y constituye la nota 
distintiva letal, irreversible, del tumor maligno, porque supone la destrucción del tejido sano 
que rodea a las células tumorales y la consiguiente dificultad de eliminación por intervención 
quirúrgica. 
 
2. QUORUM SENSING. CONSIDERACIONES TEÓRICAS 
 
2.1 Introducción 
El propósito de este trabajo es desarrollar un modelo computacional de la fase avascular 
neoplásica de un tumor sólido basado en la hipótesis de que hay involucrado un mecanismo de 
quorum sensing. El quorum sensing es un proceso de comunicación célula-célula que usan las 
bacterias para controlar la expresión génica en respuesta a las fluctuaciones de la densidad 
celular de la población. Este proceso involucra la producción y respuesta a la acumulación de 
unas moléculas de señalización extracelulares denominados autoinductores. El quorum 
sensing permite a las bacterias tener comportamientos grupales. De especial relevancia es el 
descubrimiento de que las bacterias patógenas pueden sentir e integrar información sobre el 
número de individuos (quorum), las interacciones con las células huésped y las citoquinas de 
estrés derivadas en el proceso. Cuando ciertas bacterias detectan vulnerabilidad y tienen 
suficiente densidad celular, inician un ataque coordinado expresando genes virulentos y 
formando biofilms organizados y estables (comunidades complejas y heterogéneas de células 
dentro de una matriz extracelular adheridas a una superficie sólida. 
 
2.2  El quorum sensing regula los comportamientos dependientes del conjunto 
de la población en las agrupaciones bacterianas 
 
Con el fin de adaptarse a los continuos cambios del entorno y llevar a cabo tareas complejas, 
las bacterias han desarrollado la habilidad de comunicarse y autorganizarse en grupos  
cooperativos. Mediante el proceso denominado quorum sensing, las poblaciones de células 
bacterianas funcionan juntas para desarrollar procesos que tienen éxito solamente debido a 
que un número crítico de células los llevan a cabo de manera sincrónica ([WATERS05], 
[FEDERLE03], [BASSLER02]). Dos  estudios seminales, uno en los 60s [TOMASZ65] y otro en los 
70s [NEALSON70] sugirieron el concepto de que las bacterias podían comunicarse y actuar en 
grupos. Antes de estos trabajos, las bacterias habían sido vistas como organismos asociales 
que exhibían sólo comportamientos individuales. Una serie de estudios sobre las interacciones 
sociales bacterianas, principalmente en la década pasada, ha mostrado que centenares de 
diversas especies bacterianas son capaces de tener comunicación célula-célula, vía mediadores 
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químicos, y aún más, que las bacterias coordinan comportamientos grupales, y actúan en 
muchos aspectos como organismos multicelulares superiores [BASSLER06]. El quorum sensing 
implica la producción, liberación y detección de unas moléculas de señalización química 
denominadas autoinductores. Cuando una población de bacterias con quorum sensing crece, la 
concentración de autoinductor extracelular alcanza un nivel umbral crítico, el grupo detecta la 
molécula y responde a ella con una alteración en la expresión génica en el conjunto de la 
población. De esta manera, la unión de las alteraciones en expresión génica a los niveles de 
autoinductor permite a las bacterias actuar como un organismo multicelular. El quorum 
sensing controla diversos procesos, incluyendo la producción y secreción de factores 
virulentos, esporulación, bioluminiscencia y cambios en el DNA ([ALVERDY00], [HENKE04], 
[XAVIER03]). Las bacterias que viven en biolfilms incrementan su resistencia a agentes 
antimicrobianos y están mejor preparadas para combatir el estrés del entorno [JEFFERSON04]. 
Los estudios han identificado algunas de las posibles causas que activan la señal de formación 
de biofilms, las proteínas que median esta respuesta y los procesos físicos involucrados en la 
formación de estas complejas estructuras.  
Para completar este proceso las bacterias han de: (1) escapar de su sitio primario y moverse 
hacia sitios secundarios; (2) adherirse y sobrevivir sobre las nuevas superficies; (3) formar 
microcolonias; y (4) desarrollar complejas estructuras multicelulares (ver Figura 5). Este 
proceso lo pueden iniciar tanto bacterias libres como aquellas que se dispersan a partir de un 
biofilm maduro. En el último caso, las bacterias producen enzimas para degradar la matriz de 
polímeros y facilitar la salida. Los comportamientos multicelulares se inician a partir de las 
microcolonias, comunidades de células bacterianas que tienen de tres a cinco capas de 
profundidad y están envueltas de una sustancia extracelular de polisacáridos [STANLEY04]. 
Después de la adherencia a la superficie y la formación de microcolonias, se pueden formar las 
estructuras maduras del biofilm [JEFFERSON04].  
 
Figura 5. Proceso de formación de biofilm bacteriano (esta figura se obtuvo de 
[BASSLER06]). 
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2.3  El quorum sensing proporciona un modelo unificado para explicar muchos 
comportamientos de las células tumorales en todas las etapas de  desarrollo 
del cáncer 
 
Una gran variedad de comportamientos dependientes de la población tumoral, tales como la 
plasticidad de la expresión génica y fenotípica, formación de estructuras multicelulares 
complejas, el cambio de un fenotipo persistente a uno activo (patogénico), la resistencia a 
fármacos y la respuesta a citoquinas han sido descritos en los modelos metastásicos. Hay 
muchas líneas de evidencia que sugieren una relación entre el incremento del tamaño de la 
población (o densidad celular) y el incremento de las capacidades metastásicas en sistemas 
experimentales de metástasis. Por ejemplo, el trabajo de Hill et al. demuestra que las células 
que habían crecido hasta un tamaño de población muy grande habían incrementado la 
formación de metástasis en comparación con el mismo número de células creciendo hasta un 
tamaño de población inferior [HILL84]. De particular relevancia es la observación de que el 
incremento de la densidad celular en el tiempo puede provocar un dramático efecto no lineal 
en el número de metástasis producidas en un ensayo experimental de metástasis. 
Históricamente los ensayos se diseñan para producir una cantidad  de metástasis 
cuantificables en un periodo de tiempo dado. Considerando la literatura y las prácticas 
habituales se puede definir la siguiente relación entre el número de metástasis producidas, 
número de células, densidad y tiempo. El número de metástasis producidas (Y) en un modelo 
experimental dado es una función del número de células tumorales inyectadas en el animal de 
ensayo (N), la densidad de células tumorales presentes en el animal en el tiempo (d) y el 
tiempo en número de días del ensayo (t): 
Y ≈f(N, d, t) 
Dependiendo de N, la metástasis puede desarrollarse por un corto periodo de tiempo 
posterior a la inyección/implantación o mantenerse durante periodos prolongados. Se 
selecciona una t que no sólo haga Y reproducible, sino que maximice la viabilidad del animal de 
ensayo y otros  problemas experimentales. De este modo la Y producida es fundamentalmente 
dependiente de N y d. Se han encontrado variantes metastásicas que han sido generadas 
durante la expansión de las células y los mecanismos por los cuales ocurre esto son 
probablemente epigenéticos y transientes. En la misma línea, el efecto de la densidad celular 
en el comportamiento metastásico se ilustra en los datos proporcionados por Welch et al. 
[WELCH94] en los cuales el número relativo de metástasis formadas por los clones de un 
adenocarcinoma mamario en rata se incrementa cuando, la densidad celular d crece. 
Cambiando simplemente d en un 30% cambiamos Y en un 50%. Estos datos sugieren que 
algunas propiedades requeridas por las metástasis son transientes y dependen de las 
interacciones de grupos de células. Debido a que cambios sutiles en N ó d pueden tener un 
importante efecto no lineal en Y, muchos ensayos/modelos acostumbran a usar un exceso de 
células bastante superior al mínimo N requerido para una Y específica, ya que muchos estudios 
se centran en la capacidad de un factor externo, como un tratamiento con fármacos o la 
expresión de un gen, para modular Y. En esencia, muchos modelos experimentales de 
metástasis inyectan al animal  un gran número de células tumorales N que han estado 
creciendo en cultivos previos a una alta densidad celular d, con el fin de llevar desde el 
16 
 
principio del experimento a las células hacia una máxima eficiencia en las interacciones de 
grupos de células. Esto condujo a T.J. Hickson et al. [HICKSON08] a la hipótesis de que la 
formación de metástasis podría estar mediada por un circuito de señalización de tipo quorum 
sensing análogo a los identificados previamente en bacterias ([BASSLER02], [BASSLER06], 
[BASSLER94], [ALVERDY00], [FREEMAN99]). Lo que se propone en este trabajo es la hipótesis 
de que el quorum sensing es el mecanismo de comunicación intercelular y de comportamiento 
grupal fundamental de la célula tumoral, no sólo en la etapa metastásica como sugiere Hickson 
et al. sino en todas las etapas características del desarrollo del cáncer. Es por ello que se 
propone un acercamiento al tema basado en la identificación de los autoinductores como las 
unidades mínimas de señalización intercelular de tipo quorum sensing y en el mecanismo de 
difusión de dichas partículas como marco explicativo del proceso global. Esto nos permitirá 
definir el quorum sensing de una forma menos conceptual como un gradiente no local en el 
contexto de las ecuaciones de reacción-difusión.  El quorum sensing proporciona un 
mecanismo para contar células que permite a las bacterias determinar el tamaño de su 
población y coordinar las actividades grupales. Hay múltiples líneas de evidencia que respaldan 
la hipótesis de que las células eucariotas pueden tener mecanismos de contaje similares. En los 
sistemas de quorum sensing bacterianos, la concentración de un autoinductor se incrementa 
proporcionalmente con el número de células y cuando del autoinductor alcanza un valor 
umbral, el grupo responde al cambio con comportamientos sincrónicos. Así podemos 
experimentar la actividad autoinductora preparando medio condicionado procedente de 
células a alta densidad y transfiriéndolo a células que están a baja densidad. Así, después de 
este proceso, las células a baja densidad experimentan una prematura activación de 
comportamientos que ordinariamente sólo se expresan en células a mayor densidad. 
Los dogmas establecidos sostienen que el cáncer es el resultado del “direccionamiento” de las 
células malignas hacia el crecimiento [FIDLER90]. Los mecanismos basados en este punto de 
vista establecieron un modelo donde la adquisición de la capacidad cancerígena es el resultado 
de unos ciclos de mutación-selección con alteración del crecimiento celular. Este punto de 
vista dominó durante mucho tiempo el mundo de la microbiología. De hecho, incluso hoy en 
día el concepto de quorum sensing permanece relativa o completamente desconocido para 
muchos fuera del campo de la microbiología. Con respecto al cáncer, la visión que prevalece es 
la de que las células cancerígenas son “agentes solitarios” y la enfermedad es debida a que 
actúan muchas células malignas. Como bien apunta Heppner [HEPPNER89] “esta visión no 
tiene en cuenta la biología global del conjunto de células tumorales ni su plasticidad, como 
otros tipos de poblaciones mixtas pueden no estar regidas simplemente por el 
comportamiento de una mayoría de miembros alterados. En lugar de tumores podríamos 
hablar de sociedades celulares, ecosistemas en los cuales los diversos miembros (clones) 
interactúan para producir un comportamiento dinámico grupal” [HEPPNER93]. Aún más, el 
paradigma de la mutación-selección no cuenta para la dinámica observada en una gran 
variedad de tipos de cáncer ([CHAMBERS81], [CHAMBERS84], [LING84]).  
2.4 Quorum sensing y autoinductores 
 
En un espacio cerrado, las bacterias pueden modificar el entorno a favor suyo. En un espacio 
abierto, por el contrario, las bacterias deben cooperar para llevar a cabo funciones tales como 
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la producción de concentración suficiente de exoenzimas para digerir materia orgánica 
compleja [ROSENBERG77]. Aún más, la cooperación de un grupo de células puede cambiar el 
entorno a una escala mayor [RAINEY03] y permitir acciones coordinadas como atacar las auto-
defensas de un tejido huésped (células tumorales) [DONG01] o defenderse contra 
depredadores (protozoos o células inmunes [MATZ05]). Aunque la utilidad de la cooperación 
está demostrada por un gran número de casos experimentales, es interesante analizar el 
hecho de que algunas actividades cooperativas son efectivas sólo si está disponible la 
suficiente densidad de células para la acción coordinada, y que la comunicación célula-célula 
podría ser usada para esta coordinación. Antes de explicar esta conflictiva hipótesis relativa a 
este tipo de señalización (en orden histórico), resumiremos la parte común de ambas 
hipótesis: los mecanismos moleculares de señalización y las moléculas señal involucradas. 
Las células producen moléculas de señalización pequeñas, difusibles que son secretadas al 
entorno por difusión. Las células productoras responden a sus propias señales, a las que 
denominaremos autoinductores ([NEALSON70], [NEALSON79], [EBERHARD72]). Normalmente, 
un autoinductor induce la transcripción de un conjunto de genes que incluye el gen que 
codifica el enzima que produce el autoinductor (ver Figura 6), de lo que resulta un bucle de 
retroalimentación positiva. El autoinductor puede acumularse hasta una concentración lo 
suficientemente alta para disparar una respuesta por parte de la célula si  las tasas de 
producción del autoinductor decaen y la transferencia de masa integrada sobre el tiempo 
alcanza una concentración umbral en una determinada localización celular (ver Figura 7). 
 
Figura 6. Esquema de los mecanismos de transcripción genética implicados en la 
formación de biofilms bacterianos (esta figura se obtuvo de [FREEMAN99]). 
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Figura 7. A la izquierda, la población de células y la concentración de la molécula 
autoinductora (puntos azules) son bajas, por lo que la sustancia (puntos rojos) no se produce. 
Esto sí sucede cuando ha aumentado y la concentración es alta (esta figura se obtuvo de 
[FREEMAN99]). 
 
Aunque los autoinductores son todos moléculas pequeñas, difusibles y de relativo bajo coste 
metabólico, pertenecen a diferentes especies químicas (ver Tabla 1). Las N-acyl-L-homoserine 
lactosas (AHLs) son la clase mejor estudiada de autoinductores, pero sólo han sido 
encontrados en las bacterias Gram-negativas de phylum Proteobacterias ([MANIFIELD02], 
[WHITEHEAD01]). Los oligopéptidos son los autoinductores típicos de las bacterias Gram-
positivas ([DUNNY97], [LYON04]). El más reciente descubrimiento del autoinductor 2 (AI-2) es 
una mezcla de S-adenosylmethionine-derivado de furanones en equilibrio químico. El AI-2 ha 
sido ya encontrado en multitud de familias cepas bacterianas diferentes, incluyendo 
organismos Gram-positivos y Gram-negativos, y por lo tanto se ha sugerido que es la molécula 
señal universal para la comunicación entre especies. Se han identificado muchos más 
compuestos que los aquí mencionados. Pero para los propósitos de este trabajo, la naturaleza 
química del autoinductor es relevante sólo si hay diferencias en su especificidad o en los costes 
de producción, y por lo tanto se usará el término genérico de autoinductor. 
 
 
Especie bacteriana Moléculas señal Proteínas 
Regulatorias 
Genes que regula/ 
Función 
Vibrio fischeri N-3-(oxohexanol)-
homoserin lactona 
(VAI-1) 
LuxI-LuxR luxICDABEG, luxRI 
luminiscencia. 
Vibrio fischeri N-(octanyl)-L-
homoserin lactona 
(VAI-2) 
AinS/AinR luxICDABEG 
Vibrio harveyi N-(hidroxibutiril)-L-
homoserin lactona 
(HAI-1) 
LuxM/LuxN/LuxO-LuxR luxlCDABEG, 
luminiscencia y síntesis 
de hidroxibutirato 
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Pseudomas aeroginosa N-3-(oxododecanioil)-L-
homoserin lactona 
(PAI-1) 
LasI/LasR fasB, fasA, aprA, 
toxA/factores de 
virulencia 
Pseudomas aeroginosa N-(butiril)-L-homoserin 
lactona (PAI-2) 
RhII/RhIR rhIAB/síntesis de 
ramnolípidos, factores 
de virulencia 
Psuedomas 
aureofaciens 
(PRAI) PhzI/PhzR phz/biosíntesis de 
fenazina 
Agrobacterium 
tumefaciens 
N-3-(oxooctanoil)-L-
homoserin lactona 
(AAI) 
TraI/TraR/TraM Genes tra, 
traR/transferencia 
plásmido T1 
Erwinia carotovora 
subsp. Carotovora 
SCR1193 
VAI-1 ExpI/ExpR pel, pec, pep/síntesis 
exoenzimas 
Erwinia carotovora 
subsp. Carotovora 
SCR3193 
VAI-1 CarI/CaR cap/síntesis de 
antibióticos 
carbapenem 
Erwinia carotovora 
subsp. Carotovora 71 
VAI-1 Hell pel, pec, pep/síntesis 
exoenzimas 
Rhizobium 
leguminosarum 
N-(3R)-hidroxi-7-cis-
tetradecanoil-L-
homoserin lactona, 
bacteriocinia pequeña 
(RLAI) 
RhiR rhiABC/genes rizosfera 
y fase estacionaria 
Enterobacter 
aglomerans 
VAI-1 EagI/EaR pel, pec, pep/síntesis 
exoenzimas 
Yersinia enterocolítica VAI-1 YenI/YenR factores de virulencia 
Serratia liquefaciens N-butanoil-L-
homoserin lactona(SAI-
1) 
Swrl Motilidad “swarming” 
Serratia liquefaciens N-butanoil-L-
homoserin lactona(SAI-
2) 
Swrl Motilidad “swarming” 
Aeromonas hydrophila (AHAI) AhyI/AhyR FisQAZ/división celular 
 
Tabla 1. Sistemas regulatorios quorum sensing en diversos géneros bacterianos. 
 
2.5 Quorum  sensing y fenómenos de difusión asociados a los autoinductores 
 
Debido a que todas las respuestas tempranas conocidas de las células a altas concentraciones 
de autoinductores parecen tener sentido sólo cuando se llevan a cabo como una acción 
coordinada por un grupo de células, Fuqua et al. acuñaron el término de sensibilidad al 
quórum (quorum sensing), definido como “la respuesta mínima de comportamiento unitario 
debido al quórum de células o bacterias” [FUQUA94]. Debemos hacer notar que la idea de una 
unidad mínima de comportamiento implica que el propósito de la sensibilidad al autoinductor 
es doble, por una parte calcular el censo celular (¿existe la densidad celular mínima para que 
se consiga una acción efectiva?) y, por otra, coordinar y sincronizar el comportamiento del 
conjunto de células, de modo que el quórum de las células funcione como una unidad 
[WINNANS04]. 
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Sin embargo, la “decisión” de las células para alterar su comportamiento cuando se ha 
alcanzado un quórum no está basada en una información perfecta. La concentración de 
autoinductor que podría funcionar como una estimación de la densidad celular está alterada 
por muchos factores, incluyendo la difusión, la distribución espacial, la degradación y la 
producción del mismo autoinductor por terceras partes, bien causalmente o por azar. Como 
las células no pueden estimar ninguno de estos procesos independientemente, no pueden 
corregir su estimación de la densidad celular para tener en cuenta estos factores. De hecho, 
podría usarse también la concentración de autoinductor para estimar cualquier factor que 
pudiera afectar a la concentración de la molécula, como la limitación por difusión. Esto llevó a 
Redfield a proponer en el año 2002 que el quorum sensing  incluía fenómenos de difusión 
[REDFIELD02], de tal manera que la función de los autoinductores secretados es determinar si 
los efectores secretados difunden rápidamente lejos de la célula, permitiendo a las células 
detectar situaciones en las cuales la desaparición de efectores debido a la difusión es tan baja 
que la secreción de efectores es eficiente.  
El concepto quorum sensing se convierte así  en una alternativa más apropiada para la 
interpretación de la señalización de los autoinductores. Se puede mostrar que la distribución 
espacial de las células puede ser más importante que su densidad, y que la densidad y la 
distribución espacial son medidas independientes. Como consecuencia, se introduce el quorum 
sensing como una hipótesis unificadora funcional para la señalización del autoinductor que 
reconoce el hecho que los autoinductores sólo pueden medir la combinación de la densidad 
celular, las limitaciones a la transferencia de masa del autoinductor y la distribución espacial.  
En este punto, la hipótesis de trabajo tiene en cuenta  las siguientes evidencias 
experimentales: 
1. Todas las células, tanto procariotas como eucariotas, poseen en mayor o menor grado 
mecanismos de comunicación y coordinación grupal innatos. 
 
2. Todas las células, tanto procariotas como eucariotas, producen un tipo especial de 
moléculas de señalización denominadas autoinductores. 
 
3. El mecanismo de quorum sensing en las bacterias es dependiente de la concentración 
de un tipo especial de molécula de señalización denominada autoinductor de quorum 
sensing. 
 
 
4. La estructura química de los autoinductores de quorum sensing en bacterias en similar 
a la de los autoinductores de células eucariotas (tumorales o no). El número de 
autoinductores por unidad de tiempo liberados por las bacterias es similar  al de las 
células eucariotas tumorales y muy superior al de células eucariotas no tumorales. 
 
5. Los requerimientos en materia de concentración de autoinductores para que se 
produzca los fenómenos de quorum sensing en bacterias o desarrollo del cáncer en 
células eucariotas tumorales es muy similar y muy superior al necesario para que 
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tengan lugar los mecanismos basales  de orientación espacial de una célula eucariota 
no tumoral. 
Así desde el punto de vista de formación y desarrollo del tumor como un comportamiento 
coordinado de las células tumorales, éste sólo sería posible si existiera la adecuada 
concentración de autoinductores en el medio extracelular. Los procesos de comunicación 
involucrados serían resultado de la utilización (“consumo”) de autoinductores por parte de las 
células tumorales. Los autoinductores serían “los nutrientes” de la maquinaria de señalización 
celular imprescindible para el comportamiento grupal del conjunto de células tumorales.  Los 
tumores sólidos neoplásicos pueden considerarse un adecuado test para aplicar los conceptos 
de difusión y quorum sensing en sistemas naturales, ya que ejemplifican muchos de los 
problemas que conllevan los rápidos cambios en las concentraciones de un autoinductor dado, 
debidos a la compleja estructura espacial de los espacios de difusión y los cambios temporales 
en la distribución espacial de las células. Las células tumorales se caracterizan por una 
capacidad de ejercer determinadas acciones coordinadas en periodos temporales más cortos 
que una célula no tumoral. En el contexto de la hipótesis quorum sensing esto implica una 
necesidad mucho mayor de autoinductores que una célula normal y una mayor sensibilidad a 
las variaciones de concentración de autoinductores. Así, la evidencia experimental de 
heterogeneidad celular en el interior de los tumores sólidos no sólo sería debido a la diferente 
difusión de nutrientes en las diferentes partes del tumor, sino también a la diferente difusión 
de las moléculas fundamentales de señalización implicadas en el sensing celular, los 
autoinductores, en zonas diferentes del tumor. Así  la expansión del tumor podría detenerse (o 
incluso entrar en procesos de necrosis) no sólo por la ausencia de una concentración adecuada 
de nutrientes, sino por una concentración  subóptima de autoinductores. Nuestro modelo, 
expuesto en la siguiente sección, intenta simular el crecimiento del tumor desde su estado 
inicial (cuando los requerimientos en materia de autoinductores y nutrientes suministrados 
por un vaso pre-existente son suficientes), hasta su volumen crítico. A partir de ese momento 
el tumor libera Factores de Crecimiento Endotelial Vascular (VEGF) con el propósito de generar 
redes vasculares. El modelo usado es continuo y multi-fase y tiene en cuenta que el 
crecimiento tumoral está limitado por la concentración de autoinductores dentro de la 
hipótesis de trabajo descrita anteriormente. 
 
3.  MODELOS MATEMÁTICOS DE CRECIMIENTO TUMORAL 
3.1  Modelos clásicos. 
 
En 1825 Gompertz [GOMPERTZ25] encontró empíricamente que la distribución P() de la edad 
humana , para una comunidad, viene dada por: 
P() = pexp(−exp(a−b)) = p  
con constantes a, p y b. Más de cien años después, Wright, [WRIGHT26] y Winsor [WINSOR32] 
demostraron que la ley empírica de Gompertz describía perfectamente el crecimiento en 
tamaño de los organismos con la edad . Debido a los éxitos obtenidos por numerosos autores 
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al ajustar datos de crecimiento de organismos y animales, esta expresión es conocida como la 
“ley de crecimiento de Gompertz”. En 1934 Casey [CASEY34] ajustó, con el modelo de 
Gompertz, datos de crecimiento tumoral. Este ejemplo fue seguido por varios autores 
obteniendo todos ellos resultados altamente exitosos. Por otro lado, 1838 Verhulst propuso el 
modelo logístico (caracterizado por la ecuación y´= y−	 y2, donde y representa el tamaño 
de la población y  	y 	 son constantes) como descripción del crecimiento poblacional 
[VERHULST38]. En 1945 Rashevsky [RASHEVSKY45] llegó al modelo logístico estudiando el 
crecimiento tumoral, proponiendo las siguientes hipótesis: 
1. La multiplicación de cada célula está determinada por un factor g. 
2. Cada célula ejerce un efecto inhibidor, caracterizado por un factor j, sobre el resto de 
las células. 
De esta manera si n es la cantidad de células 
  = n(ag-bj(n-1)) donde a y b son constantes de 
proporcionalidad. El modelo ha sido utilizado para ajustar numerosos datos de crecimiento 
tumoral y en modelos para la optimización de quimioterapia [SWAN90], obteniendo buenos 
resultados en ambos casos. Sin embargo, estudiando las comparaciones con datos 
experimentales, puede argumentarse que el modelo de Gompertz describe de forma más 
adecuada el crecimiento tumoral que el logístico [BAJZER90]. 
3.2 Modelos contemporáneos 
 
En 1965 Burton presentó el primer modelo en el que el crecimiento de un tumor, de simetría 
esférica, estaba determinado por la difusión molecular, poniendo como límite la disponibilidad 
de oxígeno [BURTON65]. Este modelo brindó expresiones analíticas simples para los radios del 
tumor y de su núcleo necrótico. Pocos años después, Glass [GLASS73] modeló el crecimiento 
de un tejido con la introducción de un inhibidor de crecimiento. El modelo de Glass determina 
un tamaño límite para el crecimiento estable de un tejido, sin describir la evolución temporal 
del mismo previo al estado límite. Asimismo resolvió la ecuación de difusión unidimensional en 
términos de parámetros biológicos que describen el sistema. Shymko y Glass [SHYMKO76], 
basándose en estas ideas, extendieron el modelo anterior a tres dimensiones. Greenspan 
[GREENSPAN76] desarrolló modelos detallados en los cuales consideró los efectos de 
inhibidores de crecimiento y la distribución espacial de nutrientes, que se difunden por el 
tejido. En un principio estos modelos fueron unidimensionales pero más tarde se generalizaron 
a tres dimensiones, considerándose un tumor de simetría esférica. La ecuación diferencial que 
gobierna la dinámica del radio externo del tumor (o de su longitud, en una dimensión) es 
derivada y resuelta sujeta a una apropiada relación entre la concentración del nutriente, del 
inhibidor y del radio interno (por ejemplo del radio del núcleo necrótico). Más recientemente 
Chaplain et. al. [CHAPLAIN94] utilizaron difusión no lineal, mostrando que se llega a resultados 
similares a los obtenidos suponiendo la existencia de un término de fuente no lineal. Smolle y 
Stettner [SMOLLE93] mostraron que la conducta macroscópica de un tumor puede verse 
afectada por la presencia de factores de crecimiento a nivel macroscópico utilizando un 
modelo estocástico para simular la invasión por células tumorales, investigando la acción de 
factores que afectan la movilidad, división y muerte de las células cancerosas. Este modelo fue 
luego generalizado, permitiéndose la difusión de factores de crecimiento [FERREIRA98]. Una 
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limitación de este modelo es que al morir una célula cancerosa, su lugar es ocupado por una 
célula normal, impidiendo, de esta manera, la aparición de un núcleo necrótico. En 1999 
Scalerandi y coautores [SCALERANDI99] desarrollaron un modelo en el que el crecimiento del 
cáncer es determinado por la competición por nutrientes. Este modelo se implementa 
representando un pedazo de tejido por una rejilla cuadrada, donde a cada nodo se le asigna 
una cierta cantidad de células. 
Por otro lado Brú y colaboradores ([BRU98], [BRU03]) afirman que los tumores que crecen in 
vitro tienen conductas completamente compatibles con la dinámica de crecimiento universal 
MBE (Molecular Beam Epytaxi), y consideran que hay evidencia biológica y clínica abundante y 
suficiente para sugerir que también los tumores in vivo, independientemente de la línea 
celular, siguen esta dinámica de crecimiento, la cual está siempre gobernada por procesos de 
difusión en la superficie del tumor. El trabajo de Brú estableció la naturaleza fractal de bordes 
de las colonias de células de glioma de astrocitos de rata C6 [BRU98]; usaron el análisis de 
escala para mostrar que la dinámica de crecimiento de la colonia pertenecía al tipo MBE. El 
análisis de los bordes de la colonia (tumor) estaba basado en la geometría fractal establecida 
por Mandelbrot (1982), y en la invariancia escalar de las interfases fractales. Posteriormente 
utilizaron la misma técnica para mostrar que todas las colonias (tumores) tenían la misma 
dinámica [BRU03]. 
Las interfases fractales muestran invariancias  temporales y espaciales durante el proceso de 
análisis de las irregularidades del contorno tumoral. El incremento en la irregularidad del 
borde es generalmente analizado en términos de una función dependiente del tiempo y del 
espacio denominada  función de anchura local o espesor de la interfase,	, . Es definida 
como la raíz cuadrada de la media de las desviaciones de una interfase sobre su valor medio: 
,  =				∑ [ − 〈〉]  !"
#$  
 
Así viene determinada como una función del arco de longitud  y el tiempo t, donde L es la 
longitud del contorno global,  la distancia del centro de la masa tumoral hasta el punto i de la 
interfase, y 〈〉	el radio medio. El término 〈〉 	es la media local de subconjuntos de longitud 
de arco	.  
3.3 Modelos continuos 
 
Los modelos matemáticos de crecimiento tumoral pueden clasificarse en continuos y discretos, 
también existen los denominados híbridos, que combinan ambas técnicas de alguna u otra 
forma ([ZANG09], [SANGA07]). Debido a que mucha de la información sobre las células es 
recogida a nivel celular y subcelular, idealmente se necesitaría hacer una extensión muy 
rigurosa de los modelos continuos a gran escala, a partir de modelos de información discreta 
de cada individuo -que pueden basarse más fácilmente en la información experimental 
obtenida-. De este modo, debería ser posible asegurar que las propiedades relevantes a 
pequeña escala se mantienen a escalas mayores, además de cuantificar la validez de las 
ecuaciones continuas para tamaños de población finitos ([BIRNE09], [WANG08]). Sin embargo, 
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las técnicas matemáticas que permiten derivaciones rigurosas de modelos continuos a partir 
de modelos basados en agentes discretos sólo existen en un número muy limitado de casos 
([BIRNE09], [LUAN05]). En aquellos casos en los que no es posible relacionar modelos basados 
en agentes discretos con los continuos en tamaños intermedios de población, se pueden hacer 
algunos progresos comparando sus dinámicas espacio-temporales. Normalmente nos 
centramos en monocapas compactas, creciendo sobre un sustrato plano, pero los modelos 
pueden fácilmente extenderse a tres dimensiones ([BIRNE09], [LUAN05], [KIM09]). 
Las principales características de un modelo discreto se basan en su capacidad para describir la 
dinámica del tumor al nivel celular y subcelular. Sin embargo estos modelos están limitados a 
una escala menor debido a su prohibitivo coste computacional [WANG08]. Los modelos 
discretos se representan generalmente por medio de un autómata celular (CA), debido a que 
describen una matriz espacial donde la dinámica entre sus células y sus vecinas está definida 
mediante una serie de reglas locales que pueden también decidir la transición y comunicación 
entre los puntos de la rejilla. Normalmente cada punto de la rejilla representa un agente 
individual o un cluster de agentes [BIRNE09]. Los modelos continuos, por otra parte, describen 
el tejido tumoral como un medio continuo, que es capaz de capturar la dinámica del volumen 
del tumor a escalas mayores y con un coste computacional eficiente. Sin embargo los modelos 
continuos clásicos tienen limitaciones en la implementación de las interacciones entre el 
heterogéneo microentorno celular y la dinámica célula-célula, incluso para describir la 
dinámica a nivel  molecular ([BIRNE09], [WANG08]). Se han desarrollado métodos continuos 
que superan estas limitaciones, como los denominados modelos de campo de fase (phase-field 
models). Cuando consideramos varias fases celulares y queremos describir la dinámica de la 
interfase, los modelos de campo de fase son particularmente útiles ya que permiten relacionar 
la interfase con los cambios de energía que se producen en ella. 
3.4 Modelos de campo de fase (phase-field models) 
 
Una clase de problemas de no equilibrio en la formación de patrones aparece cuando una 
interfase se mueve con una velocidad proporcional al gradiente de algún campo u, el cual 
obedece a una ecuación volumétrica (una ecuación de difusión o de Laplace en la mayoría de 
los casos) y una condición de Dirichlet en la interfase móvil, constituyendo un problema de 
frontera. Los métodos tradicionales para el tratamiento numérico de estos problemas implican 
la trazabilidad explícita en el borde de la interfase, allí donde su dinámica está acoplada con la 
dinámica del volumen global. Esto se puede hacer bien tratando ambas dinámicas juntas con 
las correspondientes condiciones de frontera móvil, o bien proyectando la dinámica global en 
una ecuación individual integrodiferencial para la interfase, explícitamente no local y 
altamente no lineal. 
El denominado modelo de campo de fase (PFM) o modelo de la interfase difusa es un 
acercamiento alternativo al estudio de este tipo de problemas. Se puede ver como una 
herramienta matemática que convierte una frontera móvil en un conjunto de ecuaciones 
diferenciales parciales de más fácil tratamiento numérico. En estos modelos se introduce un 
parámetro de orden escalar adicional, o parámetro de campo, ɸ, que es continuo en el espacio 
pero toma valores constantes en cada fase. La interfase física es luego localizada en la región 
25 
 
donde ɸ cambia su valor, una lámina de transición de espesor finito W. Después, la ecuación 
de la evolución temporal para ɸ se acopla con el campo u para tener en cuenta las condiciones 
de frontera en la interfase. Cuando se integran las ecuaciones, el sistema es tratado como un 
todo y no se hace distinción entre la interfase y el volumen global. La unión con el problema 
original de frontera está asegurada mediante el requerimiento de que se reestablezca en el 
límite de la interfase (W → 0). 
Las principales características del modelo PFM que lo hacen adecuado para describir dinámicas 
en la interfase se pueden resumir de la siguiente manera: 
1. Un conjunto de ecuaciones en derivadas parciales acopladas, son más sencillas de 
integrar numéricamente que las ecuaciones del tipo integrodiferencial usadas 
habitualmente en otros modelos de interfase (en particular, no sufren inestabilidades 
numéricas a largo plazo como algunas de estas últimas). Esto también provoca que las 
modificaciones al modelo sean más fáciles de incorporar, por ejemplo para incluir 
anisotropía ([KUPFERMAN94], [KARMA98], [BOSCH95]), fluctuaciones externas 
([KOBAYASHI93], [GONZALEZ01]). 
 
2. Los modelos tipo PFM son especialmente adecuados para la introducción de 
fluctuaciones internas [KARMA99]. 
 
3. Más específicamente, los modelos PFM tienen la ventaja bien conocida de que la 
localización de la interfase no tiene que estar determinada explícitamente como parte 
de la solución, sino que se obtiene a partir de la solución de las ecuaciones de los 
campos de cada una de las fases. No teniendo que trazar las interfases, los cambios 
topológicos en la interfase (autointersecciones,…) y las extensiones a tres dimensiones 
son más factibles dentro del formalismo PFM. 
3.5 Aspectos generales del modelo 
 
El modelo que proponemos en este trabajo se fundamenta en el  de S. Astanin y L. Preziosi 
[ASTANIN02] proponiendo una serie de implementaciones producto de la aceptación de la 
hipótesis del quorum sensing y de la importancia capital de los autoinductores como unidades 
básicas de señalización intercelular. El modelo propuesto por dichos autores parte de la base 
del modelo de Scalerandi [SCALERANDI99], implementando la teoría de los modelos de campo 
de fase a la interfase zona tumoral-no tumoral. En el modelo de S. Astanin y L. Preziosi se 
considera que la proliferación tumoral es dependiente de la concentración de nutrientes y no 
considera los efectos de la presión ejercida por la interacción entre las células, porque la 
cantidad total de células se mantiene constante. En el modelo que proponemos se introduce 
una nueva ecuación para la densidad celular total ρ(r,t) que ya no es constante y, bajo el marco 
explicativo de la hipótesis del quorum sensing, se considera que la proliferación tumoral es 
dependiente de la concentración de autoinductores. Asímismo en el modelo de S. Astanin y L. 
Preziosi, el parámetro de la movilidad de las células en la interfase (Mɸ) tenía una importancia 
secundaria, tomando sólo dos posibles valores (reflejando únicamente el hecho de que las 
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células no tumorales tienden a crecer en una cuadrícula ordenada y las células tumorales 
tienden a salirse de esa cuadrícula): 
Mɸ= & 1	si	ɸ ≥ 	00.1	si	ɸ	 < 0 
Las simulaciones que se realizan a partir de este modelo se producen únicamente mediante la 
variación de dos parámetros: la tasa de apoptosis (A) y la de crecimiento (B). Sin embargo en 
nuestro modelo el parámetro Mɸ adquiere una importancia capital,  ya que su valor determina 
la movilidad celular y la capacidad de atravesar la interfase que tienen las células del modelo. 
Una vez ha tenido lugar la tumorogénesis y ha tenido lugar la aparición del clon neoplásico, su 
proliferación depende fundamentalmente de dos características de las células tumorales: (i) su 
superior movilidad respecto a las no tumorales y   (ii) su capacidad de pasar de una fase a otra. 
El valor de Mɸ depende del número y tipo de mutaciones que experimentan las células y del 
quorum de células tumorales presentes en ese momento. Por tanto, su valor es variable y 
dependiente de la concentración de autoinductores; sin embargo es, un parámetro difícil de 
estimar. Por ello en el modelo propuesto las simulaciones que se realizan se producen  
mediante la variación de tres parámetros: la tasa de apoptosis (A), la de crecimiento (B) y el 
parámetro Mɸ. 
En la práctica, las ecuaciones de nuestro modelo se derivan de ecuaciones de Ginzburg-Landau 
dependientes del tiempo, dinámicamente, minimizando una función de  energía libre. El límite 
de la interfase sirve para relacionar los parámetros del modelo con aquellos del problema de 
frontera.  Las ecuaciones de campo propuestas   reproducen el problema de la interfase 
cuando el espesor de la interfase (W) es suficientemente pequeño comparado con la escala de 
longitud física más pequeña, que en el caso del crecimiento tumoral es el tamaño de una 
célula. El modelo  consiste en un conjunto de ecuaciones que describen la dinámica del 
parámetro de orden continuo ɸ(r,t) que toma diferentes valores constantes en las fases 
tumoral y no tumoral. El tumor sólido es entonces determinado por la condición implícita 
ɸ(r,t) = constante, y la transición entre la zona tumoral y la no tumoral tiene lugar en una 
región difusa de espesor W. La dinámica del campo de fase ɸ(r,t) está acoplada con la 
evolución del campo de difusión, y  está relacionada con  la función de energía libre F[ɸ(r)]  de 
la ecuación de difusión asociada (ver Apéndice A). Concretamente hemos utilizado el modelo 
macroscópico estándar de interfase estrecha (Sharp Interface Model) que considera la 
interfase tumor-no tumor como una superficie en movimiento microscópicamente delgada. El 
modelo se basa en una ecuación de difusión para los autoinductores junto con su condición de 
contorno en la interfase, que se asume que es estrecha. La ecuación de difusión  propuesta (1) 
considera la difusión de autoinductores en el medio extracelular y el consumo de 
autoinductores a través de las células del tejido y la tasa de consumo celular de autoinductores 
(αc (ɸ)), una tasa que depende del tipo de células. 
/tn(r,t) =D∇2n(r,t)	− αc (ɸ),        (1) 
con la condición de frontera /r (n(r,t))|r=0 =0 
donde 
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                                                        αc (ɸ) =  &0.0014	si	ɸ ≤ 	0	0.14	si		ɸ	 > 	0	        
Así  el modelo propuesto tiene puntos en común con el modelo de Brú y colaboradores al 
hacer depender directamente la dinámica del crecimiento de los procesos de difusión en la 
interfase (aunque los tratamientos que se hacen del el espesor de la interfase (W) son 
diferentes).  
El modelo implementado en este trabajo considera la difusión de los autoinductores desde el 
vaso sanguíneo, localizado en el extremo derecho. La concentración de autoinductores en el 
vaso se mantiene igual a 1 a lo largo de la simulación, lo que significa que hay un flujo continuo 
de sangre en el capilar y la concentración de autoinductores en el vaso no es función de 
cuántos autoinductores se consumen en cada iteración por el tejido celular. El tipo de células 
en este punto en el tejido está descrito por medio del parámetro de orden ɸ. Las células 
tumorales tienen ɸ= 1 y las otras células ɸ= −1. 
Éste es un modelo multi-fase, considerando las células tumorales como una fase y el tejido 
circundante (células normales) como otra fase. No se considera una fase separada para la 
matriz extracelular. 
Las ecuaciones básicas del campo de fase pueden obtenerse bien a partir de (1) aplicando 
relaciones variacionales conocidas o bien a partir de modelos de difusión basados en hechos 
experimentales. En cualquier caso, obtenemos un conjunto de ecuaciones adimensionales. En 
particular A. J. Bray en su estudio sobre la teoría de cinéticas de orden de fase [BRAY02], 
propone el siguiente sistema de ecuaciones básicas de campo de fase para describir  la 
dinámica de las células tumorales y normales, que incluyen la separación de fase (primer 
término), difusión (segundo término) y proliferación de las células tumorales (parámetro L): 
/t ρt = 	4ɸ∇5 + Mρ∇6t + L ,       (2) 
 /t ρn= − 	4ɸ∇5 + Mρ∇6n  ,      (3) 
donde (ρt es la densidad de células tumorales, no confundir con 
787 ,	y ρn es la densidad de 
células normales –no tumorales-). Ahora desarrollaremos el límite de W→ 0 en nuestro 
modelo PFM de crecimiento tumoral con el fin de obtener una relación entre los parámetros 
del modelo y el intercambio de energía en la interfase utilizando la denominada aproximación 
asintótica de interfase estrecha. En particular usaremos una variante de las ecuaciones (2,3)  
que no tiene que obtenerse necesariamente a partir de una función de energía. Consideremos 
el siguiente modelo de ecuaciones: 
/t ρt = Mρ∇6t − ε∇:6t)−	;f´(ɸ)         (4) 
/t ρn = Mρ∇6n +	/t h (ɸ) ,      (5) 
donde ; = 	 . En particular para h(ɸ)=		 g(ɸ)con b=g(1) −g(−1), las ecuaciones (4,5) describen 
la estructura variacional del modelo. Otras elecciones para la función h mejoran la eficacia 
computacional del modelo pero hacen que las ecuaciones pierdan sus propiedades 
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variacionales. En cualquier caso, la única restricción que hemos de imponer a la función h es 
que satisfaga h(± 1) =∓ 1. Elecciones usuales para la función de potencial de densidad de 
energía libre f y su función asociada g son: 
f(ɸ) = 
ɸ?@ − ɸ$      (6) 
g(ɸ) = ɸ− ɸAB − ɸCD      (7) 
Presentamos el límite de la interfase estrecha sin tener en consideración los términos de ruido 
(la extensión para PFM fluctuantes se exponen en [BENITEZ05]). Como hemos mencionado en 
la introducción, las ecuaciones (2,3) reproducen el problema de la interfase estrecha cuando el 
espesor de la interfase W es suficientemente pequeño en comparación con la escala de 
longitud física más pequeña, que en el caso de la proliferación tumoral es la longitud de la 
célula d0. Sin embargo, Karma y Rappel introdujeron el denominado límite de interfase 
estrecha, en el cual asumen que ε = 
E  ≪ 1, pero no necesariamente W < d0 [KARMA98]. Esto 
corresponde a tomar el límite ε→0 manteniendo λ constante, con lo que se controla que el 
cociente 
EG. Por supuesto, esto introduce correcciones en el primer orden de EG procedentes 
del término −	;f´(ɸ) . El caso es que, para   h(ɸ), g(ɸ) y f(ɸ) impares, estas correcciones 
pueden ser ajustadas de modo que las distintas simulaciones surjan de cambiar sólo el 
parámetro ε. Una vez que se ha identificado el nuevo valor de ε, los parámetros del modelo 
pueden ser ajustados para reproducir el valor deseado de ε manteniendo W incluso mayor que 
d0. Esto es completamente equivalente a desarrollar una expansión asintótica más tradicional 
usando 
EG como un parámetro pequeño mientras mantenemos las correcciones por encima 
del primer orden de 
EG. Aquí se seguirá el límite de interfase estrecha descrito en [KARMA98], 
como la forma más compacta de obtener el resultado correcto. Para una expansión de mayor 
orden de 
EG, ver el apéndice de la referencia [KARMA98]. Para desarrollar la expansión 
asintótica, dividiremos nuestro sistema en dos regiones diferentes: una región exterior alejada 
de la interfase y una región interior localizada alrededor de la interfase a una distancia W. 
Usando técnicas de la función de Green [CAROLI87], es posible derivar una expresión integral 
para el cambio de la energía en la interfase que tras algunas simplificaciones queda de la 
forma 
√EB . Es decir, la interfase entre los dos tipos celulares consume una energía de √2W/3 
por unidad de longitud, donde W es la anchura de la interfase. Esta interfase asegura que las 
variaciones espaciales de fase, diferentes fases próximas las unas a las otras, sean penalizadas, 
evitando fluctuaciones indeseables alrededor de la interfase. En la resolución numérica de la 
expresión integral mencionada para una interfase plana usando el método de Newton-
Raphson, se observa que la convergencia al límite de interfase estrecha se produce a medida 
que ε decrece; obteniéndose buenos resultados si se toma W =1. 
Las células cancerosas se reproducen gestando una sociedad celular, a la cual llamamos tumor. 
El tumor está sometido a presiones externas causadas por la respuesta inflamatoria [BRU03]. 
Estos efectos de presión, a partir de un momento dado, inhiben la proliferación celular dentro 
del tumor cuando la densidad celular aumenta, haciendo que no queden disponibles espacios 
para las nuevas células. Esta inhibición también se da por la insuficiencia de nutrientes o de 
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autoinductores que llegan desde la periferia, causada por el aumento del radio del tumor. Pero 
en el contorno del tumor no ocurre lo mismo, pues allí hay espacio disponible y afluencia de 
nutrientes y autoinductores. A las células cancerosas que están vivas y no se reproducen se las 
denomina quiescentes. Cuando la cantidad de nutrientes o/y autoinductores en el interior del 
tumor disminuye de manera significativa, las células cancerosas mueren, convirtiéndose en 
células necróticas. Estas células se ubican en el centro del tumor formando el denominado 
núcleo necrótico. Inicialmente, el tumor toma los nutrientes y autoinductores del medio que le 
llegan por difusión. Sin embargo cuando el tumor comienza a crecer la difusión no es suficiente 
para mantener el continuo crecimiento tumoral, debido a que los nutrientes y los 
autoinductores ingresan al tumor con una tasa proporcional a su superficie, mientras que se 
consumen con una tasa proporcional a su volumen.  
Una de las características más significativas de las células cancerosas es la falta de control en 
su proliferación, debido a que son incapaces de manejar adecuadamente sus mensajeros 
químicos para iniciar y detener la reproducción y/o porque sus genes han sufrido alguna 
alteración que induce a las células a superar el número de veces que deben reproducirse 
[VILLE92]. Por tales motivos el crecimiento, la muerte y la difusión de las células cancerosas 
están regulados por la disponibilidad de nutrientes y/o autoinductores en el medio 
[PERCARMONA99].  
Consideremos un pedazo de tejido de forma arbitraria, que puede representar, por ejemplo, 
una porción de algún órgano. Este trozo de tejido es discretizado utilizando una red cuadrada o 
cúbica, donde cada punto nodal representa un elemento de volumen que contiene algunas 
células y moléculas de autoinductores.  
En las regiones donde hay una alta densidad poblacional de células cancerosas y una baja 
concentración de autoinductores, la división celular se inhibe a partir de un tiempo que 
depende del consumo de autoinductores que posea la célula cancerosa y la muerte celular se 
incrementa. El desarrollo del tumor, por medio de este modelo, respeta los mecanismos 
biológicos conocidos porque es el resultado de la dinámica local y el crecimiento celular y las 
células compiten por el espacio y los recursos en materia de moléculas señal con las células 
vecinas. Al comienzo, se tiene una distribución estacionaria de células sanas en la cual se 
coloca una “semilla” de células cancerosas, en nuestro caso es un tumor de forma circular. Los 
autoinductores acceden a la red por la simulación de un vaso sanguíneo colocada en el 
extremo derecho. En base a este modelo hemos estudiado seis diferentes posibles resultados 
para el tumor simulado, dependiendo de los valores de tres parámetros importantes: la 
movilidad de las células en la interfase (Mɸ), la tasa de apoptosis (A) y la de crecimiento (B). 
Ciertos valores de estos parámetros producen consecuencias nefastas; por ejemplo: que el 
tumor se expanda rápidamente, destruyendo un órgano, o que las células cancerosas entren 
en los vasos sanguíneos, creando condiciones propicias para el desarrollo de metástasis. Para 
otros valores de estos parámetros el tumor detiene su crecimiento o desaparece por 
completo; este caso se da por muerte de las células cancerosas debida a la falta de 
autoinductores.  
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3.6 Listado de símbolos 
 
ɸ- Parámetro de orden que describe el tipo de células (parámetro adimensional). 
αc - Tasa de consumo celular (en segundos
-1). 
D- Tasa de difusión de autoinductores (en segundos-1). 
n- Concentración de autoinductores (se han normalizado las unidades entre 0 y 1, 1 la máxima 
en el capilar). 
r- Radio del tumor (en unidades de la cuadrícula de trabajo). 
W- Anchura de la interfase (en unidades de la cuadrícula de trabajo). 
B- Tasa de crecimiento del tumor (parámetro adimensional). 
A- Tasa de apoptosis del tumor (parámetro adimensional) 
ρ- Densidad celular (parámetro adimensional). 
Mɸ- Parámetro de orden de movilidad (parámetro adimensional). 
Mρ- Movilidad de la densidad (parámetro adimensional). 
ρt- Densidad de células tumorales (parámetro adimensional). 
ρn- Densidad de células normales (no tumorales) (parámetro adimensional). 
t- tiempo (en segundos, en el modelo computacional utilizaremos la equivalencia t =50 
segundos es equivalente a 390000 iteraciones) 
3.7 Descripción del modelo computacional 
 
El modelo computacional que ha sido desarrollado es un modelo continuo. El diseño del 
programa ha sido desarrollado usando Fortran 90 y el  modelo simula el crecimiento del tumor 
antes de inducir la vasculogénesis. Como las expresiones de las ecuaciones diferenciales son 
muy complejas y el modelo será implementado por medio de un algoritmo computacional, se 
discretizarán tanto en el espacio como en el tiempo. En dicha discretización se usará la serie de 
Taylor para varias variables (x1, x2,…,xn). Sea f una función de estas variables; entonces el 
desarrollo de Taylor está dado por: 
f(x1+∆x1, x2 + ∆x2,…., xn + ∆xn) = [1 + K + (K2/2!)	+ (K3/3!)	+ …..] f(x1 , x2 ,…., xn ) 
El operador está definido por 
K = ∑ [M ∆xi( 77NO)] 
Por ejemplo, el operador K para n igual a 2 es 
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K =∆x1 77N#) +∆x2 77N$) 
De modo que 
K f=∆x1 7P7N#) +∆x2 7P7N$) 
Para términos como	K2f, el operador es “elevado al cuadrado” de manera algebraica, de modo 
que 
K2f = ∆x1)2( 7 P$7[N ]$# ) +2(∆x1)	∆x2)(	 7 P$[7N#7N ]$ ) +∆x2)2( 7 P$7[N ]$$ ) 
Se considera el caso en que la cantidad u depende de dos variables x y y. Asímismo, se 
consideran  puntos equidistantes definidos por 
xi =i∆x ; yi =j∆y 
La expresión u(xi, yi) se denotará por ui,j y algunas de las aproximaciones por diferencia central 
más comunes para derivadas de ui,j se escribirán como sigue: 
ux = (ui+1,j − ui-1,j)/(2∆x)); 
uy = (ui,j+1  −ui,j-1)/(2∆y)); 
uxx = (ui-1,j − 2 ui,j +ui+1,j)/	∆x)2; 
uyy = (ui,j-1 − 2 ui,j +ui,j+1)/	∆Q)2; 
uxy = (ui+1,j+1 +  ui-1,j-1 −ui+1,j-1−ui-1,j+1)/(4∆x∆y); 
A partir de estas fórmulas se puede obtener una aproximación por diferencias finitas para 		∇2u 
= uxx + uyy.  En el método explícito para el problema planteado se usa una aproximación de 
diferencia hacia adelante en el tiempo y una aproximación de diferencia central en el espacio. 
Sean el tiempo t y la posición x denotados por 
tn = n∆t, n ≥ 0; xi = i∆x, 0 ≥ i ≥m 
Las aproximaciones para ut y uxx son 
(tu)i,n ≅ (ui,n+1 – ui,n)/	∆t 
(uxx )i,n ≅ (ui-1,n− 2 ui,n+ui+1,n)/	∆x)2; 
La aproximación del tiempo es de primer orden y la aproximación del espacio es de segundo 
orden. Cuando estas aproximaciones se sustituyen en la ecuación del tipo ut = uxx ; 0≤ x≤ 1,   
t≥ 0, se obtiene el esquema explícito 
ui,n+1 = r(ui-1,n)	+(1 – 2r) ui,n+r(ui+1,n);    r = ∆t/∆x)2 
La solución por medio del esquema explícito empieza igualando n a 0, de modo que todos los 
valores u en este nivel están dados por las condiciones iniciales. Luego, en el siguiente nivel del 
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tiempo se buscan soluciones para u  en los puntos 1 a (m-1); las soluciones en los puntos 0 y m 
están dadas por las condiciones de frontera. El error por truncamiento local para el esquema 
explícito es 
e = (ui,n+1− ui,n) /	∆t−(ui-1,n− 2 ui,n+ui+1,n)/	∆x)2− tu – uxx) 
Al desarrollar los valores u alrededor de (xi, tn) en una serie de Taylor, los términos principales 
de error por truncamiento están contenidos en 
e = [∆t/2] utt−[(∆x)2/12] uxxxx+[∆t)2/6] uttt+… 
Cuando ∆t y ∆x tienden a cero, se observa que el error por truncamiento local tiende a cero. 
Por tanto, el esquema explícito es consistente con la e.d.p. En un principio se consideraron dos 
tipos de algoritmos para la aproximación a la solución. El primero de ellos resultaba de 
aproximar las soluciones truncadas para un tiempo finito de integración T fijado de antemano, 
En el segundo algoritmo se proponía una metodología para escoger el tiempo de integración T 
de forma adaptativa y controlando los errores absolutos y relativos en el cálculo de las 
soluciones de la e.d.p. Escogimos el primero de ellos por economía computacional. 
Posteriormente elegimos el tamaño de paso h y construimos la serie t0, t1=t0+h, t2=t0+2h; se 
probaron dos tamaños de paso 2-6 y 2-9, escogiendo finalmente h=2-6. 
El crecimiento del tumor está limitado por la concentración extracelular de autoinductores en 
un momento y posición dados. Los tejidos tumorales obtienen nutrientes, oxígeno y 
autoinductores a través de los vasos sanguíneos y difunden en la matriz extracelular (ECM) 
para llegar a las células Cuando los grupos celulares se agrupan y forman un esferoide 
multicelular, consiguen los autoinductores a través de la frontera y los autoinductores 
difunden hacia el centro del tumor ([GRAZIANO02], [ASTANIN03]). 
 
Figura 8. Condición inicial de autoinductores, en el eje de abcisas el radio del tumor - en 
cuadrículas de trabajo-  y en el eje de ordenadas la concentración de autoinductores  
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En cada iteración, el vaso sanguíneo proporciona autoinductores a toda la superficie del tejido. 
La condición inicial para los nutrientes es lineal, desde 0 a 1 en el capilar (ver Figura 8), lo que 
evita que un gran número de células tumorales mueran en el principio de la simulación. 
Cuando las condiciones de autoinductores son propicias, el tumor prolifera. 
Si los autoinductores caen por debajo de un valor umbral entonces las células tumorales son 
incapaces de mostrar fenómenos de quorum sensing. Por un lado,  están sometidas a las altas 
presiones producto de las elevadas densidades celulares típicas de las regiones tumorales. Y 
por otro, privadas de la concentración adecuada de autoinductores, son incapaces de 
dispersarse y salir de la región inicial, por lo cual en algunas regiones sobreviene la necrosis y 
se genera un núcleo necrótico. De los experimentos in vitro podemos concluir que en tumores 
avasculares posiblemente se alcance un equilibrio alrededor de los 2 mm de diámetro 
([MANTZARIS04], [NAGY05]), en los cuales las tasas de proliferación y apoptosis medias sobre 
el volumen del tumor son idénticas. Típicamente, en este estado el tumor contiene un borde 
externo de células proliferantes en continua dispersión, un núcleo central necrótico y una 
región intermedia de células quiescentes, que están vivas pero no proliferan debido a que la 
concentración de autoinductores es inferior a la umbral y la densidad celular es inferior a la 
que llevaría a la necrosis en estas condiciones [GRAZIANO03]. La tasa de consumo en las 
células tumorales es superior e imponemos que la concentración de autoinductores no puede 
ser negativa. 
La condición inicial consiste en un pequeño tumor circular (se toma el radio (r) igual a 10 
unidades de cuadrícula) a una cierta distancia del vaso existente (ver Figura 9). 
La ecuación que describe la localización inicial del tumor y la forma inicial de la interfase entre 
las dos fases celulares es: 
Ω0(r)= -tanh(ST − TU + Q − QU - r)    
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Figura 9: Condición inicial para las fases celulares. 
 
La ecuación del potencial químico se deriva en el Apéndice A y viene dada por: 
5(ɸ) =−ɸ(r,t)+ ɸ3(r,t)	− W2∇2 ɸ (r,t)    (8) 
Las ecuaciones siguientes describen la evolución de ɸ (parámetro de orden) y ρ (densidad 
celular) en el tiempo: 
/t ρ(r,t) =Mρ∇6(r,t) + L(ρ ,ɸ, n),        (9) 
/t ɸ(r,t) = − V88W,	 ɸ(r,t)	06(r,t)	 < Vɸ8W,	05(ɸ) < V88W,	0(ɸ(r,t)	6(r,t))	< G(ρ ,ɸ, n) ,     (10) 
/t(6(r,t)ɸ(r,t))= Mɸ0
5(ɸ)	< Mρ0
(6(r,t)ɸ(r,t)) <H(ρ ,ɸ, n)  ,    (11) 
Con la condición inicial ɸ(r,t)t=0 = Ω0(r) 
La deducción de la ecuación (10) está en el Apéndice B y la de la ecuación (11) en el Apéndice 
C. 
El factor Mɸ describe la movilidad de las células y su capacidad para tener fases separadas. 
Cuanto mayor sea su valor mayor será la capacidad para  tener fases separadas. A valores 
inferiores las células no tumorales tendrán una mínima capacidad de salirse de su cuadrícula 
original y la capacidad de tener fases separadas será menor. El factor Mρ se mantiene igual a 1 
pero también puede tomarse dependiente de ɸ. 
En la ecuación (12) la función H(ρ,ɸ, n) se introduce para expresar la evolución de las células; 
es un factor de proliferación, y se describe por medio de: 
H(ρ ,ɸ, n) = ρG(ρ ,ɸ, n)	< ɸ L(ρ, ɸ, n),        (12) 
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donde L(ρ, ɸ, n) y G(ρ, ɸ, n) vienen dadas por: 
 
L(ρ, ɸ, n)= X Y	ɸ, 6, Z1 − 	6, [									si	ɸ ≥ 0	y	] > 0−	6, Z1 + 	ɸ, [																						si	ɸ > −1	y	] = 0																																		0	si	ɸ < 0	y	] > 0																																																			13 
 
G(ρ ,ɸ, n)	=
_`a
b` c6, ɸ, ] dZ ɸW,[8W, e = Y	ɸ, Z1 − 	ɸ, [Z1 − 	6, [		si	ɸ ≥ 0	y	] > 0c6, ɸ, ] dZ ɸW,[8W, e = 	−Z1 −	ɸ, [																																	si	ɸ > −1	y	] = 0c6, ɸ, ] dZ ɸW,[8W, e = 0, fg	ɸ < 0	y	] > 0														14
 
 
Estas ecuaciones representan los factores de crecimiento (y mortalidad), respectivamente para 
el parámetro de orden y el parámetro de densidad. B y A son respectivamente las tasas de 
crecimiento y apoptosis de las células. Las células normales tienen la tasa de proliferación 
mantenida igual a 0, debido a que se asume que se reproducen y mueren con el mismo ritmo, 
manteniendo el equilibrio. 
En este punto definimos las funciones ρt y ρn, la densidad de las células tumorales (ρt) y la 
densidad de las células normales (ρn); y las relacionamos con las funciones  ρ y ɸ, definidas 
anteriormente, a través de las ecuaciones: 
ρ = ρt + ρn      (15) 
y: 
ɸ= 
					8h 8i							8hj8i	    (16) 
La densidad en cada punto del espacio corresponde a la densidad total de células normales y 
tumorales.  
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Parámetros Valores 
X 100 
Y 100 
R 10 
D 35 
W 1 
Mρ 1 
x0 25 
y0 50 
 
Tabla 2: Valores para las simulaciones. Donde x e y son respectivamente las dimensiones del 
espacio de simulación; x0 e y0 las coordenadas iniciales del centro del tumor. D es la constante 
de difusión, W es la anchura de la interfase y Mρ es la movilidad de la densidad. 
4. RESULTADOS  
4.1 Difusión de autoinductores 
 
Se asume en el modelo que la condición inicial de la distribución de autoinductores en el 
sistema es lineal, pero a pesar de esta condición algunas células inicialmente mueren antes de 
que emerja el perfil del crecimiento regular. Hasta que el sistema se estabiliza, el consumo de 
autoinductores por parte de las células tumorales es siempre mayor que la difusión de los 
autoinductores en el espacio. 
Los valores de las tasas de difusión (D) y  consumo (αc) se definieron para asegurar que 
después de tiempo t = 50 el valor de la concentración de autoinductores en la mitad de la 
superficie del tejido es aproximadamente 0.5 (Figura 10) como en la condición inicial. Después 
de este momento podemos considerar que la difusión en el sistema es estable y los cambios 
en el tumor son debidos a la dinámica entre las tasas de crecimiento y muerte y también a la 
dinámica entre las dos fases celulares (células normales y células tumorales). 
Como podemos ver en la Figura 11 y en las figuras relacionadas con la distribución de 
autoinductores en el espacio, la distribución tiene una zona más oscura correspondiente a la 
concentración baja de autoinductores en la localización del tumor que necesita más 
autoinductores que el resto del tejido en cada paso. 
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Figura 10. Difusión de autoinductores en t = 50, A = 0.01, B =0.1 y Mɸ = 5. 
 
 
 
 
 
Figura 11. Difusión de autoinductores en t = 50, A = 0.01, B =0.1 y Mɸ = 5. 
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Figura 12. Difusión de autoinductores en t = 1000, Mɸ = 5, A = 0.1, B = 0.01 (izquierda) y            
A = 0.01, B = 0.1 (derecha). Nótese que el caso de la derecha es el mismo que el de la Figura 
11, pero a diferentes tiempos. 
 
La relación entre las tasas de apoptosis (A) y crecimiento (B) determina los niveles de 
autoinductores que pueden existir en la fase espacial en las diferentes simulaciones, ver Figura 
12. 
De una simulación a otra, las variables que pueden cambiarse son las tasas de movilidad y 
proliferación. 
4.2 Proliferación celular en el modelo 
 
En este estadio el modelo considera la densidad celular. La condición inicial es que la densidad 
celular en todo el espacio es igual a 0.5, sin considerar si hay células normales o tumorales. 
En las áreas donde sólo coexisten células normales la densidad permanece igual a 0.5, pero en 
el espacio ocupado por el tumor la densidad celular puede incrementarse e incluso alcanzar un 
valor máximo de ρ=1. 
Para calcular la densidad del tumor en todo el espacio usamos la ecuación: 
< ρt> = k8ɸljk8l

    (17) 
donde <.> es la media local de subconjuntos de parámetro de orden ɸ. Así, para un valor 
medio del parámetro de orden, todos los valores de la densidad total son promediados con el 
fin de obtener el valor final de la densidad de las células tumorales. 
El gráfico que se obtiene a partir de (17) nos proporciona una evolución temporal de la 
densidad de las células tumorales en el espacio. Lo que nos permite inferir de manera más 
clara si el tumor proliferó o no. 
39 
 
Los parámetros que son variables en este estadio son la movilidad de las células en la interfase 
(Mɸ), la tasa de apoptosis (A) y la de crecimiento (B). En los próximos apartados exploraremos 
diferentes paradigmas con respecto a los parámetros, que nos permitirán esclarecer 
conclusiones acerca de su influencia en el crecimiento tumoral. La categorización de los 
valores de los parámetros (normal, baja,…) tienen un justificativo experimental basado en los 
trabajos de D. Drasdo et al. [DRASDO05]. 
 
4.3 1er caso: Tasa de movilidad (Mɸ) baja, tasa de apoptosis (A) muy baja y tasa 
de crecimiento (B) muy alta: Mɸ= 1; B =0.1; A = 0.01 (Situación equivalente a 
un tumor con (i)  apoptosis y freno del ciclo celular inactivos y (ii) estímulos 
de proliferación y estímulos del ciclo celular activos) 
 
 
 
t=10 t=100 
t=500 t=1000 
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Figura 13. Fases celulares  para Mɸ =1, B =0.1 y A =0.01. En concordancia con los valores de las 
tasas de apoptosis y crecimiento, el tumor crece rápidamente y se mueve hacia el capilar. 
 
Figura 14. Evolución de ρt en el tiempo: Mɸ =1, B =0.1 y A =0.01 
 
 
 
 
 
 
 
 
 
t=1500 t=2000 
41 
 
4.4 2º caso: Tasa de movilidad (Mɸ) alta, tasa de apoptosis (A) muy baja y tasa de 
crecimiento (B) muy alta: Mɸ= 5; B =0.1; A = 0.01. (Situación equivalente a un 
tumor con (i)  apoptosis y freno del ciclo celular inactivos y (ii) estímulos de 
proliferación y estímulos del ciclo celular activos) 
 
 
 
 
 
Figura 15. Fases celulares para Mɸ =5, B =0.1 y A =0.01. Como en el caso previo, si la tasa de 
apoptosis es muy baja  el tumor prolifera y la densidad de las células tumorales se incrementa 
significativamente. 
t=10 t=100 
t=500 t=1000 
t=1500 t=2000 
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Figura 16. Evolución de ρt en el tiempo: Mɸ =5, B =0.1 y A =0.01 
 
 
 
4.5 3er caso: Tasa de movilidad (Mɸ) alta, tasa de apoptosis (A) normal y tasa de 
crecimiento (B) normal: Mɸ= 5; B =0.01; A = 0.1. (Situación equivalente a un 
tumor con (i)  apoptosis y freno del ciclo celular activos y (ii) estímulos de 
proliferación y estímulos del ciclo celular inactivos) 
 
 
 
 
 
t=10 t=100 
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Figura 17. Fases celulares para Mɸ =5, B =0.01 y A =0.1. Si aplicásemos las condiciones 
biológicas de las células normales al tumor inicial desde el instante t=0, éste desaparecía 
después de un tiempo estimado t=250. 
 
4.6 4º caso: Tasa de movilidad (Mɸ) alta, tasa de apoptosis (A) muy baja  y tasa 
de crecimiento (B) alta: Mɸ= 5; B =0.05; A = 0.01. (Situación equivalente a un 
tumor con (i)  apoptosis y freno del ciclo celular inactivos y (ii) estímulos de 
proliferación o estímulos del ciclo celular activos 
 
 
 
t=200 t=300 
t=500 t=10 
t=10 t=100 
t=1000 
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Figura 18. Fases celulares para Mɸ =5, B =0.05 y A =0.01. Inicialmente el tumor sufre una 
reducción de tamaño, pero como la tasa de apoptosis es muy baja el tumor se recupera y se 
mueve hacia el capilar sin cambios significativos de tamaño. 
 
Figura 19. Evolución de ρt en el tiempo: Mɸ =5, B =0.05 y A =0.01 
 
 
 
 
 
 
 
t=1500 t=2000 
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4.7 5º caso: Tasa de movilidad (Mɸ) alta, tasa de apoptosis (A)  baja y tasa de 
crecimiento (B) alta: Mɸ= 5; B =0.05; A = 0.05. (Situación equivalente a un 
tumor con (i)  apoptosis o freno del ciclo celular inactivos y (ii) estímulos de 
proliferación o estímulos del ciclo celular activos) 
 
 
 
 
 
Figura 20. Fases celulares para Mɸ =5, B =0.05 y A =0.05. Se ha incrementado la tasa de 
apoptosis respecto al caso anterior, aunque el tumor ha reducido más su tamaño, acaba 
también recuperándose y moviéndose hacia el capilar. 
 
t=10 t=100 
t=1500 
t=500 t=1000 
t=2000 
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Figura 21. Evolución de ρt en el tiempo: Mɸ =5, B =0.05 y A =0.05 
 
4.8 6 º caso: Tasa de movilidad (Mɸ) alta, tasa de apoptosis (A)  normal y tasa de 
crecimiento (B) muy alta: Mɸ= 5; B =0.1; A = 0.1. (Situación equivalente a un 
tumor con (i)  apoptosis y freno del ciclo celular activos y (ii) estímulos de 
proliferación y estímulos del ciclo celular activos 
 
 
 
t=10 t=300 
t=500 t=1000 
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Figura 22. Fases celulares para Mɸ =5, B =0.1 y A =0.1. Desde el principio el tumor experimenta 
una constante reducción de tamaño y acaba desapareciendo; un hecho interesante es que las 
células del centro del tumor son las primeras en sufrir necrosis, lo que crea un núcleo 
necrótico. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
t=1500 t=2000 
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5. DISCUSIÓN 
5.1 Introducción 
 
Diferentes tipos de enfoques y escalas pueden ser utilizados para analizar la complejidad del 
cáncer: 
1. un enfoque macroscópico en donde analicemos al tumor como una única entidad, cuya 
conducta pueda ser predicha en términos de pocos parámetros característicos tales 
como el tamaño, forma, agresividad y heterogeneidad y consideremos la interacción 
del tumor como un todo con el ambiente. 
 
2. una descripción microscópica, identificando propiedades celulares individuales y 
tratando de predecir la evolución del tumor directamente a partir de esas 
características y de la interacción célula-célula. 
 
Este último enfoque tiene algunos inconvenientes: el crecimiento del cáncer es un fenómeno 
colectivo cuya complejidad no puede surgir totalmente de una simple composición mecánica 
de las propiedades de una célula y de las interacciones entre dos células. Por otro lado, el 
número de células tumorales que hay en 1 cm3 es, típicamente, del orden de 108 células, lo 
cual hace inmanejable cualquier simulación que considere de manera individual cada célula, 
excepto, tal vez, en los estados tempranos del crecimiento tumoral y en los análisis locales de 
teselaciones geométricas regulares en la fase vascular del tumor. Estas dificultades del 
enfoque microscópico y las limitaciones obvias de su contrapartida macroscópica sugieren la 
conveniencia de introducir un tercer camino que considere la conducta de clusters celulares y 
sus interacciones. Este enfoque mesoscópico nos ha permitido simular el crecimiento de un 
tumor por medio de la introducción de parámetros efectivos. En esta formulación mesoscópica 
consideramos una escala celular que incluye: consumición de autoinductores, reproducción, 
muerte y migración celular, y una escala extracelular donde introducimos fuentes y difusión de 
autoinductores. En este tipo de procedimientos enfocamos nuestra atención en la dinámica y 
competencia de poblaciones. En el modelo planteado, las células cancerosas no sólo compiten 
por los autoinductores disponibles, sino que también lo hacen por el espacio. 
5.2 Conclusiones 
 
• Si la tasa de apoptosis es normal y la tasa de crecimiento es normal (3er caso), las 
células tumorales empiezan a morir al principio (antes de que se estabilice la difusión 
de autoinductores) y el tumor no se reestablece y eventualmente desaparece (Figura 
17). 
• Si  la tasa de apoptosis es muy baja y la tasa de crecimiento es muy alta                             
-independientemente del valor de la tasa de movilidad (Mɸ)- (1
er
 y 2º caso), el tumor 
cambia de forma, aumentaba rápidamente de tamaño, y se mueve en el espacio para 
alcanzar concentraciones mayores de autoinductores en la dirección del vaso 
sanguíneo (Figuras  13 y 15). 
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• Si la tasa de apoptosis es baja (o muy baja) y la tasa de crecimiento es alta (4º y 5º 
caso), el tumor mantiene aproximadamente su forma  su forma inicial,  incrementa su 
tamaño de manera muy lenta (con la presencia de fluctuaciones en dicho proceso) y se 
mueve por el espacio para alcanzar concentraciones mayores de autoinductores en la 
dirección del vaso sanguíneo (Figuras 18 y 20). 
• Si la tasa de movilidad es baja se observa que la interfase no es muy clara a medida 
que transcurre el tiempo, es decir la interfase entre las células tumorales y las 
normales no es muy precisa y las células tumorales pueden salir de la región del tumor 
(Figura 13).  
• Si la tasa de movilidad es alta se observa que hay una interfase más clara, debido a que 
la interfase es más rápida que la densidad de homogenización (Figura 15). 
• A partir los dos resultados previos,  podemos concluir que un mayor parámetro de 
orden de la movilidad reproduce mejor los estudios clínicos sobre la forma que tiene el 
tumor de superar la presión ejercida por el entorno externo del tumor [LING84]. Esto 
también  ayuda a caracterizar mejor el comportamiento de las células por medio de la 
interfase celular (Figuras 13 y 15). Para una alta movilidad (Mɸ ≥ 5) si la tasa de 
apoptosis es normal, incluso si tomamos una tasa de crecimiento muy alta (Figura 22), 
el tumor desaparece debido a que  el conjunto de células no puede superar la muerte 
en  el estadio temprano. Esto serviría para apoyar la hipótesis de que la causa del 
cáncer siempre pasa por un bloqueo de la tasa de apoptosis [LUQUE02] (ver sección 
1.2, Figuras 2a y 2b). 
5.3 Existencia de movimientos de translación en la masa tumoral sin cambios 
significativos de forma y tamaño. 
 
Para el siguiente estudio de la dinámica tumoral, nos centraremos en los casos 4º y 5º, casos 
en los que el tumor conserva aproximadamente la forma y el tamaño a partir de un instante 
muy próximo al inicial. La densidad de las células tumorales (ρt) no permanece constante a 
partir de un cierto instante como era de esperar. En lugar de ello tiene fluctuaciones, debido a 
un interesante comportamiento: cuando el tumor cesa de tener suficientes autoinductores en 
el medio, por lo que debería detener su crecimiento y permanecer en un estado de equilibrio 
de proliferación, se mueve de forma global en la dirección del vaso sanguíneo más próximo. A 
partir de este punto la curva se incrementa ligeramente, no es lineal y muestra algunas 
fluctuaciones; donde cada incremento corresponde al tiempo en que el tumor se ha movido. 
Para corroborar las afirmaciones  previas nos centramos ahora en la Figura 19. El gráfico de la 
densidad del tumor confirma  la reducción inicial en el tamaño del tumor y la posterior 
recuperación. Hay un notable crecimiento entre t=50 (después de la estabilización de la 
difusión) y t=200.  A partir de aquí es interesante enlazar los resultados con el 5º caso 
analizado. Si incrementamos la tasa de apoptosis podemos comprobar si el tumor es capaz de 
recuperarse después de la reducción inicial de tamaño para proliferar como en el  4º caso 
analizado (Figura 19) y verificar la influencia de la tasa de apoptosis en las fluctuaciones del 
gráfico de la densidad. Si observamos la Figura 20 podemos notar que el tumor es capaz de 
recuperarse, a pesar de que su tamaño se haya reducido más que en el caso 4º. El tumor no 
crece mucho, como era de esperar, debido a que el valor de la tasa de apoptosis es bajo, pero 
se comporta de manera similar que en el caso 4º. Comparando las Figuras 19 y 21 podemos 
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decir que después de t = 50 ambos tumores comienzan a crecer de nuevo; la densidad de las 
células tumorales en la Figura 19 tiene un mínimo en  ρt ≅ 0.015 mientras que la Figura 21 
tiene un mínimo en ρt ≅ 0.012, lo que corrobora el hecho de que la tasa de apoptosis es 
mayor. El pico en la Figura 21 es más acentuado que en la Figura 19 y el sistema se estabiliza 
en t =300 (Figura 21) y t= 200 (Figura 19). Observamos las mismas fluctuaciones, 
correspondientes al movimiento del tumor  como una forma conjunta, pero de hecho las 
fluctuaciones decrecen con el tiempo. 
Hasta ahora los cambios de posición en el centro de masas de un tumor primario -con forma 
aproximadamente constante y muy baja tasa de crecimiento- se habían considerado, desde el 
punto de vista clínico, como una reacción inmunológica de rechazo por parte del tejido sano 
[LUQUE02]. La introducción de la capacidad de quorum sensing en las células tumorales (ya 
desde el tumor primario) implicaría la inclusión de un mecanismo adicional de búsqueda de 
nutrientes o/y oxígeno o/y autoinductores: la traslación del centro de masas de un tumor 
primario benigno de tamaño y forma aproximadamente constantes, compuesto por clones de 
células mutadas que no han sufrido la mutación(es) que dan origen a la capacidad de 
vascularización (o, si la(s) han sufrido, sólo activarán dicho mecanismo si antes agotan el resto 
de opciones posibles).  
Ya hemos comentado que son necesarias cerca de 6 mutaciones para que una célula normal se 
convierta en cancerosa. Dentro de estas 6 mutaciones las primeras serían las correspondientes 
a una predisposición selectiva para la proliferación desmedida y para la capacidad de 
multiplicarse y diferenciarse en tejidos normales; lo que les posibilitaría la formación del tumor 
primario benigno y la posterior formación del tumor secundario ó metastásico. Las posteriores 
mutaciones corresponderían a la capacidad de invasividad (pérdida de adherencia intercelular 
o con la matriz extracelular o degradación de ésta; en cualquiera de los casos, capacidad de 
abandonar el tejido original) y a la capacidad de activar la vasculogénesis (para asegurar la 
llegada de oxígeno, nutrientes y autoinductores que permitan el rápido crecimiento del 
tumor). Dada la baja tasa de mutación (del orden de 10-6 por gen y por célula) resulta 
prácticamente imposible que dicha conversión (el conjunto de las 6 mutaciones) tenga lugar 
con mutaciones independientes. La probabilidad de que una de las cerca de 1014 células del 
cuerpo humano sufra 6 mutaciones es mínima (1014x10-6x6 = 1014x10-36 = 10-22). Ya hemos 
comentado en la sección 2.3 el trabajo de Welch et al., en el cual se muestra que el número de 
metástasis formadas en un conjunto de células tumorales en estado premetastásico es 
proporcional a la densidad celular. Es decir, el número de mutaciones producidas en un grupo 
de células tumorales es proporcional al tamaño del grupo. Podríamos pensar que la hipótesis 
del quorum sensing explicaría la mayor probabilidad de sufrir mutaciones que tienen las 
células tumorales en cualquier etapa de desarrollo (no sólo en la etapa metastásica) respecto a 
las no tumorales. 
En los modelos matemáticos clásicos de crecimiento tumoral, el conjunto de reglas que 
gobiernan la conducta de las células cancerosas contemplan los siguientes aspectos 
[SCALERANDI99]: (i) Obtención de alimento, (ii) consumo, (iii) muerte, (iv) mitosis y (v) 
migración. Estas reglas generan un conjunto de ecuaciones no lineales acopladas para las 
poblaciones celulares y para las concentraciones de nutrientes. A cada paso temporal 
debemos verificar si estamos por debajo o por encima de los umbrales definidos y variar, 
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correspondientemente, las poblaciones celulares y las concentraciones de nutrientes. Ahora 
bien, en la fase avascular de este tipo de modelos no se contempla el movimiento global de la 
masa tumoral (sin cambios significativos de forma y tamaño) como una manera alternativa de 
alcanzar regiones con alta concentración de nutrientes (ó/y autoinductores) [SCALERANDI99]; 
y, además, al no ser en su mayoría modelos multifase, su interfase está muy poco definida y las 
simulaciones no permiten extraer conclusiones sobre la forma precisa del borde el tumor. En 
el marco explicativo de estos modelos, una vez que el tumor alcanza un estado de equilibrio 
producto de la falta de nutrientes para seguir proliferando, éste detiene su crecimiento y 
activa los mecanismos de generación de vasos sanguíneos (fase vascular del tumor). La puesta 
en marcha del mecanismo de formación de redes vasculares es muy costosa para la 
maquinaria metabólica de la célula y es un mecanismo de todo o nada, una vez que se inicia la 
fase vascular se detiene la fase avascular [FIDLER90].  
La introducción del fenómeno del quorum sensing  y la presencia/consumo de autoinductores 
como grupo adicional a las reglas anteriormente descritas, explicaría la tercera vía de 
actuación (distinta a la vasculogénesis) que tienen las masas tumorales reales frente a la 
carencia de nutrientes y/o de autoinductores: el movimiento global de la masa tumoral. Se   
explicarían los fenómenos de fluctuaciones, previas a la aparición de vasculogénesis, de la 
densidad de células tumorales reales observados en la práctica clínica [ASTANIN02]. Sólo la 
existencia de los mecanismos de comunicación intercelular asociados al quorum sensing 
explicarían los complejos procesos de coordinación de movimientos entre el conjunto de 
células que se requieren para producir un movimiento global del tumor sin cambios 
significativos en la forma y tamaño. Admitir la posibilidad de coordinación de este tipo de 
movimientos en la masa tumoral supone un punto de vista nuevo en la visión global del 
cáncer. Así, contrariamente a lo que estipula la teoría clásica del cáncer, la primera 
susceptibilidad tumoral tras la 1ª mutación en el comienzo monoclonal sería no sólo la 
predisposición selectiva para la proliferación desmedida, sino también la predisposición 
selectiva para comportamientos sociales del tipo quorum sensing. 
5.4 Potencial terapéutico  
 
Mientras que se han asociado proteínas específicas y fenotipos celulares con el cáncer, no ha 
habido un modelo in vivo empírico bien caracterizado que integre estos atributos dentro de un 
conocimiento coherente de los aspectos únicos de los diversos tipos de cáncer. Un modelo 
como éste serviría como un marco de integración de los datos clínicos y experimentales y 
permitiría la experimentación cuantitativa de los eventos temporales y espaciales en la 
dinámica de diversos tipos de cáncer. Desde un punto de vista práctico, un modelo del 
comportamiento tumoral que contemple el componente de quorum sensing puede 
permitirnos entender  una cuestión que está confundiendo a los clínicos: la  de hasta dónde 
son importantes las características individuales y propias de cada tipo de tumor en cada tipo 
de paciente. Es conocido que la citoreducción quirúrgica de los implantes tumorales hasta 
menos de 1 cm prolongan la supervivencia del paciente. Este hallazgo ha reavivado el debate 
en torno a si la mejoría en la supervivencia del paciente es debida a las características propias 
de su tumor o bien a la precisión quirúrgica a la hora de dejar el mínimo remanente posible del 
tumor inicial. Si el modelo presentado aquí es correcto, se demostraría que la mejoría en la 
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supervivencia del paciente se explicaría por dejar el mínimo remanente posible del tumor 
inicial, ya que habría poblaciones menores de células capaces de aprovechar el quorum 
sensing. Así se impondría la necesidad de disminuir la densidad celular de las poblaciones 
tumorales, probablemente por tratamiento directo con quimioterapia intraperitoneal o por 
repetidos intentos de citoreducción quirúrgica. 
Reconociendo el fenómeno del quorum sensing en las células tumorales, podemos ir aún más 
allá en la búsqueda de nuevos mecanismos para mejorar la supervivencia del paciente. Por 
ejemplo, el desarrollo de tumores resistentes a los fármacos es un problema común. Datos 
procedentes de estudios con bacterias han mostrado que si bloqueamos las moléculas de 
señalización de quorum sensing en bacterias resistentes a fármacos podemos restablecer la 
susceptibilidad a la terapia antimicrobiana ([JEFFERSON04], [STANLEY04], [JACOB04], 
[WEBB03]). Si este fenómeno existiese en las células tumorales, nos proporcionaría una 
dirección no explorada para la terapia antitumoral. Aún más, si las poblaciones de células 
tumorales utilizan las moléculas de señalización de quorum sensing, será factible buscar la 
interrupción de la producción o la detección de estas señales para mejorar la respuesta a 
tratamientos habituales como la quimioterapia. 
5.5 Futuras líneas de trabajo 
 
5.5.1  Estudio de teoremas de existencia global para las soluciones de la 
quimiotaxis del quorum sensing 
 
Como ampliación del estudio de las dinámicas tumorales observadas y de las soluciones del 
modelo se propone el estudio de teoremas de existencia global. Como ya hemos comentado, 
la migración de células tumorales implica la medida de algunas características del entorno 
externo a través de moléculas de señalización química denominadas autoinductores. En la 
línea de trabajo que se propone este muestreo no local se incorpora a un modelo de 
quimiotaxis. Se explicará la línea propuesta para probar la existencia de soluciones globales 
acotadas del modelo no-local para dominios acotados y no acotados de cualquier dimensión. 
De acuerdo con una reciente clasificación de spikes y plateaus, se pretende mostrar que las 
soluciones de equilibrio no pueden ser de tipo spike. Esta aproximación al estudio de las 
soluciones globales conlleva la introducción de una propuesta de definición del quorum 
sensing como un gradiente no local en términos de una ecuación integral. 
La quimiotaxis, la orientación activa de células y organismos sobre gradientes químicos, juega 
un importante papel en muchos procesos biológicos, incluido el desarrollo embrionario 
(embriogénesis), inmunología y algunos aspectos del desarrollo tumoral. En 1953, Patlak 
[PATLAK53] introdujo el primer modelo matemático para la quimiotaxis. Un modelo similar fue 
derivado por Keller y Segel en 1970 [KELLER70], aunque bajo diferentes premisas. Estos 
trabajos pioneros iniciaron una intensiva investigación matemática del modelo de Patlak-
Keller-Segel (PKS) en los últimos 40 años. De particular interés es el siguiente caso especial, al 
que nos referiremos como modelo clásico de quimiotaxis: 
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mnmo	 = ∇ [Du∇u - uχ∇s]    
mqmo	 = Ds∆s + αu –βs    (18) 
La función u(x,t) denota la densidad de población en el tiempo t y localización x, mientras que 
que s(x,t) denota la concentración de una señal química; en el modelo superior ésta es 
producida por las especies mismas. Los parámetros χ,	α, β, Du, Ds son no negativos. El sistema 
(18) ha sido estudiado sobre dominios acotados con apropiadas condiciones de contorno 
(Neumann, Dirichlet, Robin, etc..) o sobre dominios no acotados(ver Hortsmann 
[HORTSMANN05] y Dolbeault y Perthame [DOLBEAUT04]). Una característica importante del 
modelo superior reside en exhibir patrones de formación, o “agregación”. Debido a ello, se han 
utilizado modelos basados en las ecuaciones superiores a un amplio rango de procesos de 
formación de patrones biológicos ([KELLER70]). 
Aquí presentaremos una simple modificación del modelo clásico de la quimiotaxis (18), donde 
el término del gradiente de sensibilidad química ∇s es reemplazado por el gradiente no-local ∇ρs, que una vez lo apliquemos a las ecuaciones de nuestro modelo de crecimiento tumoral lo 
denominaremos gradiente no local de quorum sensing: 
mnmo	 = ∇ [Du∇u - uχ∇ρs]    
mqmo	 = Ds∆s + αu –βs    (19) 
donde para ρ >0 el gradiente no-local, que fue introducido por [OTHMER02], se define como 
∇ρ s(x,t) = r8s tfT + 6t, ut,			viw# (20) 
Donde w= |Sn-1| y Sn-1 denota la esfera unitaria (n-1)-dimensional en Rn. El gradiente no-local 
describe el sensing de la señal química sobre una muestra efectiva de radio 6 >0. 
El modelo se modifica de una manera natural, cuando el dominio no es todo Rn, sino algún      
Ω ⊂ Rn: 
∇ρ s(x,t) = rzN8s tfT + 6t, ut,			vziw#N (21) 
donde {|	 (x) = }t ∈ { 	: T + 	6t ∈ Ω y |T = |{|	 (x)|. 
Mientras sabemos que el modelo clásico de quimiotaxis (18) en dimensiones 2 o superiores 
exhibe soluciones con blow-up en tiempo finito, se puede mostrar que el modelo no local (19) 
tiene soluciones globales en el tiempo sobre dominios acotados o no acotados en cualquier 
dimensión, tanto como 6 >0. El paso siguiente será aplicar algunos de estos resultados al 
sistema similar al (19) que resulta de nuestro modelo de dinámica tumoral: 
/t ρt = ∇ [	4ɸ∇f(s) + Mρ ∇ρ6t]  + B ɸ ρt - B ɸ ρt2 
/t s = Ds∆s + α ρt –βs     (22) 
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donde f(s) es la función que relaciona el potencial químico 5 y la concentración de la partícula 
señal s. A continuación resumiremos algunos de los resultados del modelo clásico de la 
quimiotaxis (18) relevantes para el análisis propuesto. 
Se ha visto que para (18) sobre dominios acotados el comportamiento cualitativo de las 
soluciones depende fuertemente de la dimensión del espacio. En espacios de una dimensión, 
las soluciones existen globalmente, un hecho probado sólo de manera reciente (Osaki y Yagi 
[OSAKI01], ver también Hillen y Potapov [HILLEN04] y Horstmann y Winkler [HORTSMANN05]).  
Hillen y Potapov [HILLEN04]  han aplicado argumentos numéricos y asintóticos para demostrar 
que las soluciones de (18) en dimensión uno forman spikes de manera característica. Para 
dominios bidimensionales, la existencia global depende de un valor umbral: cuando la masa 
inicial permanece por debajo del valor umbral, las soluciones existen globalmente, mientras 
que por encima del valor umbral las soluciones muestran blow-up en tiempo finito (ver 
Horstmann [HORTSMANN05], o Suzuki [SUZUKI05], y Dolbeault y Perthame [DOLBEAUT04]). 
Debido a los relevantes casos de agregación que ocurren, las condiciones iniciales permanecen 
por encima de este valor umbral, lo que lleva a la formación de blow-up en tiempo finito. 
Es de interés el estudio de la relevancia biológica y matemática que tienen algunas útiles 
modificaciones del modelo clásico de quimiotaxis (18) que previenen blow-up y permiten 
soluciones globales. Algunas de estas regularizaciones han sido estudiadas en la literatura, 
incluyendo efectos de saturación (e.g. Othmer y Stevens [OTHMER97], Rivero et al. 
[RIVERO89]), llenado de volúmenes (e.g. Painter y Hillen [PAINTER02]), mecanismos de 
atracción-repulsión (e.g. Luca et al. [LUCA03]), cinética celular (e.g. Wrzosek [WRZOSEK06]), 
soluciones autosimilares (e.g. Biler [BILER98]) y efectos no locales como los estudiados aquí. 
Los términos no locales aparecen en el  modelo clásico de quimiotaxis también si usamos para 
la ecuación de la señal química la premisa del estado de equilibrio. En este caso la señal 
satisface una ecuación elíptica, que puede ser resuelta usando la función de Green para el 
dominio dado Ω (ver Biler [BILER98]). Entonces s se expresa como una convolución de la 
función de Green con u, esto lleva a un término no local en la primera ecuación de (18). Esta 
modelización difiere significativamente del término no local propuesto en este trabajo.  
 
5.5.2 Modelo para el crecimiento tumoral en la fase vascular basado en una 
hipótesis quorum sensing en los autoinductores tumorales 
vasculogénicos 
 
Como línea futura de  trabajo se propone un modelo matemático de generación de redes 
vasculares desde un enfoque microscópico, basado en una serie de implementaciones al 
modelo de West, Brown y Enquist (WBE) que nos permite definir la dinámica de los procesos 
de vasculogénesis a partir de las dinámicas definidas para tumores sólidos. 
Hay una abundante literatura, pero el modelo continuo de Ambrosi, Gamba y Preziosi (AGP) es 
extraordinariamente predictivo. Es por ello que decidimos realizar una minuciosa descripción 
de todos y cada uno de sus componentes a fin de delimitar las posibles debilidades del 
modelo. Una de ellas es que en el modelo descrito si bien se forman estructuras reticulares, 
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éstas no son estables y se deshacen después de cierto tiempo [TOSIN06]. Esta era una 
debilidad menor, ya que recientemente L. Preziosi y colaboradores han propuesto en 
[TOSIN06] un modelo de dos capas que incorpora las ecuaciones para el sustrato propuestas 
por J. D. Murray en ([MURRAY96]). Con esta modificación del modelo, los autores observan 
que las estructuras formadas son estables y además es posible reproducir también aspectos de 
la segunda fase del proceso (3-9 horas). 
Más importante es la segunda debilidad detectada del modelo. El modelo de AGP reproduce 
muchos aspectos del desarrollo vascular, pero contiene hipótesis que no son fáciles de explicar 
desde el punto de vista biológico. Por un lado, en este modelo se asume que el factor de 
crecimiento es responsable de la señalización química en un rango corto, de forma que las 
propias células producirían VEGF (la molécula más importante implicada en los procesos de 
señalización célula-célula por contacto), provocando una respuesta inmediata de los 
progenitores vasculares a determinadas concentraciones del factor VEGF. Sin embargo, es bien 
conocido que la mayor parte de las células del modelo experimental no expresan el factor de 
crecimiento VEGF sino uno de sus receptores (VEGFR-2). Aunque esto no excluye la posibilidad 
de que otros factores de crecimiento no considerados en el modelo o incluso no caracterizados 
todavía puedan jugar este  mismo papel que se atribuye al VEGF, aquí se propone una 
alternativa diferente. Se propone la introducción del fenómeno de quorum sensing en las 
células como la base del proceso de comunicación celular en los procesos de  señalización 
bioquímica de corto alcance. De esta forma podría explicarse esa parte fundamental del 
modelo de AGP para formación de redes vasculares sin recurrir a esas hipótesis biológicas 
poco sólidas. 
Asociado a este conjunto de procesos de señalización intercelular estuvo desde el principio el 
intento de definir los algoritmos de comunicación a nivel celular involucrados. Así, el punto de 
partida del presente trabajo fue la observación de las teselaciones  formadas en cultivos in 
vitro de células endoteliales humanas de cordón umbilical (HUVEC), sobre una matriz 
extracelular que incluía factores de diferenciación vasculogénicos (i.e. un sistema estándard de 
estudio de terapias para la fase vascular del tumor). El posterior tratamiento de las imágenes 
captadas constataba la existencia, estadísticamente significativa, de teselaciones locales en 
forma de estructuras modulares de un tipo especial de poliedros en el cultivo global. Podemos 
asimilar el estudio de los mecanismos de comunicación intercelular en un conjunto de células 
HUVEC al estudio de grafos con entrega garantizada en redes geométricas sin cable. Aunque 
son interesantes los enfoques basados en sistemas aleatorios de mensajería, nos pareció más 
prometedor el enfoque basado en asimilar los mecanismos de orientación espacial a 
algoritmos de localización más elaborados de tipo no aleatorio. Dentro de este marco 
explicativo y para el caso particular que nos ocupa; es decir, la construcción de poliedros con la 
tipología estructural de entramado tubular y una disposición de generadores (puntos) variable, 
se plantea la necesidad de realizar una partición de la superficie del cultivo correspondiente a 
las caras y aristas de las estructuras poliédricas. Dicha partición correspondía a la denominada  
triangulación  de Delaunay. 
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Apéndice A. Deducción de la ecuación (8) 
Consideramos la energía libre de Ginzburg-Landau para describir la fase ordenada [BRAY02]: 
F[ɸ(r)] = s (ɸ(r)) + $ |∇ ɸ(r)|2)dr ,    
donde  V(ɸ(r)) es un potencial y tiene una estructura de doble-pozo: 
V(ɸ(r)) = − ɸW	$  + ɸW	?@   , 
con el propósito de tener el potencial mínimo en ɸ=±1. Así, 
F[ɸ(r)] = s	− ɸW	$ 	+ 	ɸW	?@ + $ |∇ ɸ(r)|2)dr .   
Cuando el parámetro de orden se conserva, se cumple la siguiente igualdad [BRAY02]: 
7ɸ7  = ∇ ɸ = ∇μ(ɸ) ,   
donde μ(ɸ) es el potencial químico, y 
μ(ɸ)= 
ɸ , 
[ɸ(r)] =s [ɸ]ɸ 	ɸru    
F[ɸ+	ɸ] = s− ɸjɸ	$ 	+ 	 ɸjɸ	?@ 	+ 	 |∇	ɸ + ɸ|	u					 
				⟺ F[ɸ+	ɸ] =s−  ɸ + @ɸ@ +  |∇ɸ|	u	 + s−ɸɸ + ɸBɸ + |∇	ɸ∇ɸ|	 u 
					⟺ F[ɸ+	ɸ] = F[ɸ] +s−ɸɸ + ɸBɸ + |∇	ɸ∇ɸ|	 u .   
Integrando |∇	ɸ∇ɸ|	 por partes: 
F[ɸ+	ɸ] = F[ɸ] +sɸ	−ɸ + ɸB + |∇	ɸ|	u 
⟺F[ɸ+	ɸ]	− F[ɸ] = sɸɸ + ɸB + |∇	ɸ|	u 
																																									⟺  =	s5 ɸ)	ɸ)	u ,      
donde el potencial químico viene dado por: 
μ(ɸ) = − ɸ+ɸB + |∇	ɸ|	= −ɸ+ɸB + ∇	ɸ . 
El problema de un electrón en un pozo cuántico se trata usando las condiciones de frontera 
espejo (mirror boundary conditions) que implican que la partícula tiene una reflexión especular 
a partir de la frontera de los pozos. En nuestro modelo, nos sirve para conservar el total de ɸ 
en la simulación. 
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Apéndice B. Deducción de la ecuaciones (9) y (10) 
Consideremos las ecuaciones (2) y (3) para la dinámica de las células tumorales y normales 
descritas en la sección 3.5: 
/t ρt = 	4ɸ∇5 + Mρ∇6t + L ,  
/t ρn = − 	4ɸ∇5 + Mρ∇6n  ,   
Podemos derivar las ecuaciones para ρ y ɸ definido en (15) y (16) por: 
ρ = ρt + ρn ;  
ɸ= 
			8h 8i							8hj8i	  ,    
y obtenemos 
 ɸ= 
8h 8i	8						  .       (23) 
Para ρ obtenemos: 
/t ρ = /t ρt + /t ρn  ,     
y usando (2) y (3), obtenemos 
 
	/t ρ=Mρ∇6 + L , (24) 
Finalmente para ɸ obtenemos a partir de (23): 
	/t ɸ = 87h8h 	8i	 8h 	8i	7h88$  =87h8h 8i ɸ87h88$ =7h8h 8i ɸ7h88  
Sustituyendo ahora las expresiones para (2), (3) y (24) 
/t ɸ= Vɸ∇$jV∇$8h 	8i	j" ɸV∇$8 j"  
= 
Vɸ∇$jV∇$ɸ8 Vɸ∇$8j" ɸ  
                   =
Vɸ8 ∇5 + V8 ∇ɸ6 − V8 ɸ∇6 + c ɸ8  
              =
Vɸ8 ∇5 + V8 ∇ɸ6 − V8 ɸ∇6 + 	,					(25) 
donde G =	c d ɸ8 e, tal y como fue introducido en la ecuación (14). 
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Apéndice C. Deducción de la ecuación (6) 
/t (ɸρ) = 6/tɸ + /t ρ ɸ      
Siguiendo (24) y (25), pues, se obtiene: 
/t (ɸ6)=	6(Vɸ8 ∇5 + V8 ∇ɸ6 − V8 ɸ∇6 + ) + (Mρ∇6 + L) ɸ 
                =			4ɸ∇5 +48∇ɸ6 − 48ɸ∇6 + 6 +48ɸ∇6 + ɸL 
                                        =		4ɸ∇5 +48∇ɸ6 + 		 
 
Con H = 6 + ɸc,	tal y como fue definido en la ecuación (12). 
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Apéndice D.  Modelo computacional 
!Continuous Model with multiple points 
PROGRAM ContModel 
IMPLICIT NONE 
!Initialize variables 
INTEGER :: x, y, w, r, z 
REAL :: D, a, Dt, t, H, St, Gr, Dr, L, G, M1, M2 
REAL :: AvRo, AvRoF 
!Initialize matrices 
REAL, ALLOCATABLE :: F(:,:), N(:,:), U(:,:), Ro(:,:), 
V2R(:,:), V2U(:,:) 
REAL, ALLOCATABLE :: V2N(:,:), V2F(:,:), Mf(:,:), Mro(:,:), 
V2RF(:,:) 
 
!Program Structure 
CALL ini_arrays() 
DO w = 1, int(t/Dt) 
CALL nut_dif() 
CALL grow_tum 
END DO 
 
CONTAINS 
!Program Contents (Sub-Routines) 
SUBROUTINE ini_arrays() 
INTEGER :: i,j 
OPEN (13, FILE=’val.txt’, ACTION=’read’) 
READ (13,*) M1 
READ (13,*) Gr 
READ (13,*) Dr 
CLOSE(13) 
Dt = 1/(5*16*(3.141592**4)) 
x=100 
y=100 
r=10 
t=2000 
St=1 
D=35.0 
a=0.014 
H=1.0 
M2=1.0 
OPEN (14, FILE=’Paramet.dat’, ACTION=’write’) 
write(14,*) ’x =’,x 
write(14,*) ’y =’,y 
write(14,*) ’r =’,r 
write(14,*) ’D =’,D 
write(14,*) ’a =’,a 
write(14,*) ’H =’,H 
write(14,*) ’M1 =’,M1 
write(14,*) ’M2 =’,M2 
write(14,*) ’Gr =’,Gr 
write(14,*) ’Dr =’,Dr 
write(14,*) ’t =’,t 
write(14,*) ’St =’,St 
write(14,*) ’Dt =’,Dt 
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write(14,*) int(St/Dt), ’Step for save (N of 
Iterations)’ 
write(14,*) int(t/Dt), ’Total of Iterations’ 
CLOSE (14) 
 
!Allocate all matrices to use in other sub-routines 
ALLOCATE (F(x,y)) 
ALLOCATE (N(x,y)) 
ALLOCATE (V2N(x,y)) 
ALLOCATE (V2F(x,y)) 
ALLOCATE (U(x,y)) 
ALLOCATE (Mf(x,y)) 
ALLOCATE (Ro(x,y)) 
ALLOCATE (Mro(x,y)) 
ALLOCATE (V2R(x,y)) 
ALLOCATE (V2RF(x,y)) 
ALLOCATE (V2U(x,y)) 
OPEN (15, FILE=’Cn.dat’, ACTION=’write’) 
!OPEN (16, FILE=’Cro.dat’, ACTION=’write’) 
OPEN (17, FILE=’Cg.dat’, ACTION=’write’) 
OPEN (18, FILE=’Ct.dat’, ACTION=’write’) 
OPEN (19, FILE=’RoT.dat’, ACTION=’write’) 
OPEN (20, FILE=’RoS.dat’, ACTION=’write’) 
write(15,*) 
!write(16,*) 
write(17,*) 
write(18,*) 
write(19,*) 
write(20,*) 
CLOSE (15) 
!CLOSE (16) 
CLOSE (17) 
CLOSE (18) 
CLOSE (19) 
CLOSE (20) 
 
!Fill in cell and autoinducer matrices 
DO j=1, y 
DO i=1, x 
N(i,j)=(i*1.0)/x 
 
IF (i==x) THEN 
N(i,j)=1 
END IF 
END DO 
END DO 
 
!Create tumor with radius r 
DO j=1, y 
DO i=1, x 
Ro(i,j)=0.5 
 
F(i,j)=-tanh((sqrt(real(((i-(x/4))**2+(j-
(y/2))**2)))-r)/1.0) 
END DO 
END DO 
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END SUBROUTINE ini_arrays 
 
FUNCTION fx(i) 
IMPLICIT NONE 
INTEGER, INTENT (IN) :: i 
INTEGER :: fx 
 
IF (i>x) THEN 
fx=2*x-i 
ELSE IF (i<1) THEN 
fx=2-i 
ELSE 
fx=i 
END IF 
END FUNCTION fx 
 
FUNCTION fy(j) 
IMPLICIT NONE 
INTEGER, INTENT (IN) :: j 
INTEGER :: fy 
 
IF (j>y) THEN 
fy=2*y-j 
ELSE IF (j<1) THEN 
fy=2-j 
ELSE 
fy=j 
END IF 
END FUNCTION fy 
 
SUBROUTINE autoin_dif() 
INTEGER :: i,j 
!Represent Autoinducers diffusion 
DO j=1, y 
DO i=1 , x 
 
!Laplacian 
V2N(i,j)=N(fx(i+1),j)+N(fx(i-
1),j)+N(i,fy(j+1))+N(i,fy(j-1)) 
-4*N(i,j) 
END DO 
END DO 
 
DO j=1, y 
DO i=1 , x 
 
!Diffusion’s Equation 
IF (F(i,j)>=0) THEN 
z=14 
ELSE 
z=0.1 
END IF 
 
N(i,j)=N(i,j)+(V2N(i,j)*D-z*a)*Dt 
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IF (N(i,j)<=0) THEN 
N(i,j)=0 
ELSE IF (i==x) THEN 
N(i,j)=1 
END IF 
END DO 
END DO 
 
! Save diffusion’s plot for several time’s steps 
IF (MOD (w ,int((10*St+0.00001)/Dt))==0) THEN 
OPEN (15, FILE=’Cn.dat’, STATUS=’old’, 
POSITION=’append’) 
DO j=1, y 
write (15,*) N(:,j) 
END DO 
write (15,*) 
CLOSE (15) 
END IF 
 
END SUBROUTINE autoin_dif 
 
SUBROUTINE grow_tum 
INTEGER :: i,j 
 
!Represent Tumour Growth 
DO j=1, y 
DO i=1,x 
V2F(i,j)=F(fx(i+1),j)+F(fx(i-
1),j)+F(i,fy(j+1))+F(i,fy(j-1)) 
-4*F(i,j) 
 
U(i,j)=F(i,j)*(F(i,j)*F(i,j)-1)-V2F(i,j)*(H**2) 
 
!Define Mobilities 
Mf(i,j)=M1 
Mro(i,j)=M2 
END DO 
END DO 
 
AvRo=0 
AvRoF=0 
 
DO j=1, y 
DO i=1, x 
V2U(i,j)=U(fx(i+1),j)+U(fx(i-
1),j)+U(i,fy(j+1))+U(i,fy(j-1)) 
-4*U(i,j) 
 
V2R(i,j)=Ro(fx(i+1),j)+Ro(fx(i-
1),j)+Ro(i,fy(j+1))+Ro(i,fy(j-1)) 
-4*Ro(i,j) 
 
V2RF(i,j)=Ro(fx(i+1),j)*F(fx(i+1),j)+Ro(fx(i-
1),j)*F(fx(i-1),j) 
+Ro(i,fy(j+1))*F(i,fy(j+1))+Ro(i,fy(j-1))*F(i,fy(j-
1)) 
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END DO 
END DO 
 
DO j=1, y 
DO i=1,x 
IF (F(i,j)>=0 .AND. N(i,j)>0.0000001) THEN 
G=Gr*F(i,j)*(1-F(i,j))*(1-Ro(i,j)) 
L=Gr*F(i,j)*Ro(i,j)*(1-Ro(i,j)) 
ELSE IF ((F(i,j)<=-1) .OR.(F(i,j)<0 .AND. 
N(i,j)>0.0000001)) 
THEN 
G=0 
L=0 
ELSE 
G=-Dr*(1-F(i,j)**2) 
L=-Dr*(1+F(i,j))*Ro(i,j) 
END IF 
 
IF (Ro(i,j)<0.001) THEN 
F(i,j)=F(i,j)+((-
F(i,j)*Mro(i,j)*V2R(i,j)+Mf(i,j)*V2U(i,j) 
+Mro(i,j)*V2RF(i,j))/0.001+G)*Dt 
ELSE 
 
F(i,j)=F(i,j)+((-
F(i,j)*Mro(i,j)*V2R(i,j)+Mf(i,j)*V2U(i,j) 
+Mro(i,j)*V2RF(i,j))/Ro(i,j)+G)*Dt 
END IF 
Ro(i,j)=Ro(i,j)+(Mro(i,j)*V2R(i,j)+L)*Dt 
AvRo=AvRo+Ro(i,j) 
AvRoF=AvRoF+Ro(i,j)*F(i,j) 
END DO 
END DO 
 
AvRo=AvRo/(x*y) 
AvRoF=AvRoF/(x*y) 
IF (MOD (w ,int((St+0.00001)/Dt))==0) THEN 
OPEN (19, FILE=’RoT.dat’, STATUS=’old’, 
POSITION=’append’) 
OPEN (20, FILE=’RoS.dat’, STATUS=’old’, 
POSITION=’append’) 
write (19,*) (AvRoF+AvRo)/2 
write (20,*) (AvRo-AvRoF)/2 
CLOSE (19) 
CLOSE (20) 
END IF 
IF (MOD (w ,int((10*St+0.00001)/Dt))==0) THEN 
!OPEN (16, FILE=’Cro.dat’, STATUS=’old’, 
POSITION=’append’) 
OPEN (17, FILE=’Cg.dat’, STATUS=’old’, 
POSITION=’append’) 
OPEN (18, FILE=’Ct.dat’, STATUS=’old’, 
POSITION=’append’) 
DO j=1, y 
!write (16,*) Ro(:,j) 
write (17,*) F(:,j) 
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write (18,*) (F(:,j)+1)*Ro(:,j)/2.0 
END DO 
!write (16,*) 
write (17,*) 
write (18,*) 
!CLOSE (16) 
CLOSE (17) 
CLOSE (18) 
END IF 
END SUBROUTINE grow_tum 
END PROGRAM ContModel 
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