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Abstract
This paper investigates the qualitative behavior of solutions of the autonomous planar system
with zero diagonal coefficient x˙ = p2(y)q2(x)y, y˙ = p3(y)q3(x)x + p4(y)q4(x)y. Under suitable
assumptions, the necessary and sufficient conditions for all solutions to be oscillatory, and for the ori-
gin to be a global center are established. The theorems on the existence and uniqueness of nontrivial
periodic solutions are also proved.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
This paper is devoted to the investigation of the qualitative behavior of the solutions of
the autonomous system of two differential equations with zero diagonal coefficient
x˙ = p2(y)q2(x)y, y˙ = p3(y)q3(x)x + p4(y)q4(x)y, (1.1)
where pi(y) and qi(x) (i = 2,3,4) are continuous real functions defined on R =
(−∞, +∞).
Krechetov [8] studied the global asymptotic behavior of solutions of system (1.1), de-
scribed the configurations of the domains of stability (when there is no global asymptotic
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M. Gyllenberg et al. / J. Math. Anal. Appl. 291 (2004) 322–340 323stability) and constructed estimates of the boundaries of these domains. In the study of
stability for (1.1), the most important condition given by Krechetov [8] is
q2(x)q4(x) > 0 for all x ∈ R, (1.2)
by using the Lyapunov function method, he gave necessary and sufficient conditions for
the zero solution of (1.1) to be globally asymptotically stable under some additional as-
sumptions.
Recently, Yan and Jiang [12] first introduced the transformation techniques to inves-
tigate the global asymptotic stability of the following system (1.3), the special case (i.e.,
p3(y)≡ p4(y)) of system (1.1),
x˙ = p2(y)q2(x)y, y˙ = p3(y)q3(x)x + p3(y)q4(x)y (1.3)
without the assumption (1.2). In paper [12], under the following conditions
p2(y) > 0, p3(y) > 0 for all y,
q2(x) > 0, q3(x) < 0 for all x, (1.4)
they transformed system (1.3) into the following generalized Liénard system
x˙ = φ(z− F(x)), z˙ = −g(x), (1.5)
and obtained necessary and sufficient conditions for the zero solution of (1.3) (respectively
(1.5)) to be globally asymptotically stable. Such system (1.5) with φ(u) ≡ u arises in sev-
eral different settings, modelling phenomena appearing in the study of physical, as well as
biological, chemical, and economical systems, it naturally has been studied by a number of
authors [1–5,10,11,13,14]. The main problem connected to the study of such models con-
sists of giving a complete description of the behavior of solutions as t → +∞. In general,
this is not possible, due to the complexity of the equations and the phenomena involved.
The aim of the qualitative theory is to give an approximate description of the behavior of
the system, by identifying suitable regions of the phase space, where the solutions behave
in a similar way.
In the present paper, we shall investigate the qualitative behavior of system (1.1) without
the assumption (1.2). Especially, we shall pay our attention to the oscillation, center, exis-
tence and uniqueness of nontrivial periodic solutions of system (1.1) (respectively (1.5)).
In this paper, no restriction on the sign of q4(x) is required, we only assume that
p2(y) > 0, p3(y) > 0, p4(y) > 0 for all y,
q2(x) < 0, q3(x) > 0 (or q2(x) > 0, q3(x) < 0) for all x,
ρ(y) ∈ C1(R), ρ′(y) > 0 for all y, ρ(±∞)= ±∞, where ρ(y) := yp4(y)
p3(y)
.
(1.6)
If p3(y) ≡ p4(y), one case of assumption (1.6) reduces to (1.4). Under assumption (1.6),
we shall prove that system (1.1) is equivalent to a form of system (1.5) which is a Liénard-
like system, the investigation of the qualitative behavior of solutions of system (1.5) has
independent interest and value. For example, applying the results in this paper, the follow-
ing system and equation have a unique nontrivial periodic solution,
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y˙ = −x, (1.7)
and
x¨ + 3(x2 − 1)x˙5/3 + 3xx˙2/3 = 0. (1.8)
The technique tool of this paper is based on some transformations (including Filippov’s
transformation [1]), and the methods for Liénard systems, especially those developed by
Villari and Zanolin [11], Hara and Sugie [3].
The organization of this paper follows. In Section 2 we introduce suitable transforma-
tions which change (1.1) into the form of (1.5), present assumptions and some auxiliary
lemmas which will be essential to our proofs. In Section 3 we give the necessary and suffi-
cient conditions for all solutions of (1.5) to be oscillatory and for the origin to be a global
center. In Section 4 we give the theorems of existence and uniqueness of nontrivial periodic
solutions of (1.5). A brief discussion is given in Section 5.
2. Transformation for (1.1) and auxiliary lemmas
In this section, we first transform system (1.1) into a Liénard-like system, and then state
some results which will be useful in subsequent sections.
We transform system (1.1), suppose that the assumption (1.6) is satisfied, we only dis-
cuss the case q2(x) < 0, q3(x) > 0 for all x , the other case (i.e., q2(x) > 0, q3(x) < 0 for
all x) can be considered in a similar way. By using the substitution u = ρ(y), where ρ(y)
is given in (1.6), from (1.1), we have
y˙ = p3(y)q3(x)x +p3(y)q4(x)u,
d
du
[
ρ−1(u)
]
u˙ = p3
(
ρ−1(u)
)
q3(x)x + p3
(
ρ−1(u)
)
q4(x)u,
we change system (1.1) into
x˙ = ρ−1(u)p2
(
ρ−1(u)
)
q2(x),
u˙ = ρ′(ρ−1(u))p3(ρ−1(u))q3(x)x + ρ′(ρ−1(u))p3(ρ−1(u))q4(x)u, (2.1)
by assumption (1.6), ρ−1(u)p2(ρ−1(u))q2(x) and −u have the same sign, it is easy to see
that the qualitative behavior of (1.1) is identical to that of the system
x˙ = −u,
u˙ = −ρ
′(ρ−1(u))p3(ρ−1(u))q3(x)
ρ1(u)p2(ρ−1(u))q2(x)
x − ρ
′(ρ−1(u))p3(ρ−1(u))q4(x)
ρ1(u)p2(ρ−1(u))q2(x)
u, (2.2)
where ρ1(u) = ρ−1(u)/u for u = 0, ρ1(0) = limu→0 ρ−1(u)/u. From (2.2), we get
x¨ + ρ
′(ρ−1(−x˙))p3(ρ−1(−x˙))q4(x)
ρ1(−x˙)p2(ρ−1(−x˙))q2(x) x˙ −
ρ′(ρ−1(−x˙))p3(ρ−1(−x˙))q3(x)
ρ1(−x˙)p2(ρ−1(−x˙))q2(x) x = 0.
(2.3)
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d
dt
[ x∫
0
q4(s)
q2(s)
ds −
−x˙∫
0
ρ1(s)p2(ρ−1(s))
ρ′(ρ−1(s))p3(ρ−1(s))
ds
]
− q3(x)
q2(x)
x = 0.
Letting
ψ(y) =
y∫
0
ρ1(s)p2(ρ−1(s))
ρ′(ρ−1(s))p3(ρ−1(s))
ds
and introducing the substitution
z = −ψ(−x˙)+
x∫
0
q4(s)
q2(s)
ds.
We change system (2.3) into
x˙ = −ψ−1
( x∫
0
q4(s)
q2(s)
ds − z
)
, z˙ = q3(x)
q2(x)
x. (2.4)
If we let φ denote ψ−1 and replace x and z by −x and −z, respectively, then we obtain
x˙ = φ(z− F(x)), z˙ = −g(x), (2.5)
where
F(x) = −
−x∫
0
q4(s)
q2(s)
ds and g(x) = −q3(−x)
q2(−x)x.
Lemma 2.1. Under the assumption (1.6), the qualitative behavior of (1.1) is the same as
that of (2.5).
In the following, we shall present the basic assumptions and auxiliary lemmas. We
assume that
(C1) F (x) and g(x) are continuous on R with F(0) = 0 and xg(x) > 0 for x = 0 and φ(u)
is continuous differentiable and strictly increasing with φ(0) = 0 and φ(±∞) =
±∞.
(C2) For any fixed number k > 0, there exists M(k) > 0 with M(k) ≡ k for 0 < k  1
such that∣∣φ(ku)∣∣M(k)φ(|u|) for all u.
Sometimes, we only need the condition
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Lemma 2.2 (see [12, Proposition 3.1]). If (C1) is satisfied, then for any initial point
p(x0, z0), (2.5) has a unique orbit passing through p.
We call the curve L: z = F(x) the characteristic curve of (2.5), we denote
L+ = {(x,F (x)): x > 0} and L− = {(x,F (x)): x < 0}.
Let G(x) = ∫ x0 g(s) ds. If x > 0, then we set
u = u1(x) = G(x), u ∈
(
0,G(+∞)), (2.6)
the inverse function of which is denoted by x = x1(u). Replacing x(> 0) in F(x) by x =
x1(u), we have
F1(u) = F
(
x1(u)
)
, u ∈ (0,G(+∞)). (2.7)
Similarly, if x < 0, then we write
u = u2(x) = G(x), u ∈
(
0,G(−∞)), (2.8)
whose inverse function is given by x = x2(u). Thus, substituting x = x2(u) in F(x) if
x < 0, we obtain
F2(u) = F
(
x2(u)
)
, u ∈ (0,G(−∞)). (2.9)
Therefore, Eqs. (2.5) in the cases x > 0 and x < 0 are equivalent to the following two
equations, respectively:
du
dz
= −φ(z − F1(u)), u ∈ (0,G(+∞)), (2.10)
du
dz
= −φ(z − F2(u)), u ∈ (0,G(−∞)). (2.11)
Now we introduce the condition (C3). The system (2.5) is called to satisfy the condition
(C3) if the following condition hold:
F1(u) ≡ F2(u) for u ∈
(
0,min
{
G(+∞),G(−∞)}),
where F1(u) and F2(u) are given in (2.10) and (2.11).
If the condition (C3) is true, then Eqs. (2.10) and (2.11) are identical in (0,min{G(+∞),
G(−∞)}), employing an argument similar to that in [4,10], we have the following lemma
which shows that the orbit of (2.5) have deformed mirror symmetry about the z-axis.
Lemma 2.3. Suppose that the conditions (C1) and (C3) are satisfied, G(+∞) = G(−∞).
If an orbit of (2.5) starting from A = (0, zA) (zA > 0) passes through a point B = (0, zB)
(zB < 0), then it reaches the point A again.
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First, we give the result on the oscillation of all solutions for (2.5). A solution
(x(t), z(t)) of (2.5) is oscillatory if there are two sequences {tn} and {τn} tending monoton-
ically to +∞ such that x(tn) = 0 and z(τn) = 0 for every n  1. As is usual in the
investigation of oscillation properties, by solution, we mean those which are defined in
the future. Some attempts have been made to find necessary as well as sufficient conditions
on F , φ and g for solutions of (2.5) to be continued in the future [7].
The system (2.5) is said to satisfy (C+4 ) if one of the following conditions holds:
(C+4 )1 there exists a positive decreasing sequence {xn} such that xn → 0 as n → +∞ and
F(xn) 0 for each n;
(C+4 )2 there exist constants a > 0 and β >
1
4 such that F(x) > 0 for 0 < x  a and
x∫
0
g(s)
φ(F (s))
ds  βF(x) for 0 < x  a.
The system (2.5) is said to satisfy (C−4 ) if one of the following conditions holds:
(C−4 )1 there is a negative increasing sequence {xn} such that xn → 0 as n → +∞ and
F(xn) 0 for each n;
(C−4 )2 there are constants b < 0 and β >
1
4 such that F(x) < 0 for b  x < 0 and
x∫
0
g(s)
φ(−F(s)) ds −βF(x) for b  x < 0.
The system (2.5) is said to satisfy the condition (C4) if both (C+4 ) and (C−4 ) hold.
Lemma 3.1. Assume that the conditions (C1) and (C′2) hold. If the condition (C+4 ) ((C−4 ))
is satisfied, then every positive semiorbit of (2.5) passing through (x0,F (x0)) with x0 > 0
(x0 < 0) will intersect the negative z-axis (the positive z-axis).
Proof. Suppose that (C+4 ) holds. Then it is easy to see that if the positive semiorbit O+(p)
with p0 = (x0,F (x0)) ∈ L+ intersects the negative z-axis, then O+(p) also intersects the
negative z-axis for every p = (x,F (x)) ∈ L+ with x > x0. Thus, in order to prove the
conclusion, we only have to prove that there exists a sequence {pn} ⊂ L+ such that pn → 0
and O+(pn) intersects the negative z-axis for every n.
If (C+4 )1 is true, then there is a positive decreasing sequence {xn} such that xn → 0 as
n → ∞ and F(xn)  0 for n  1. Since (2.5) has no vertical asymptote, O+(pn) must
intersect the negative z-axis. So the conclusion in this situation is proved.
Suppose that F(x) > 0 for 0 < x  a and (C+4 )2 is satisfied. If the conclusion is false,
then there exists a point p0(x0,F (x0)) with x0 > 0 such that O+(p0) does not intersect
the negative z-axis. Then O+(p0) must be contained in the first quadrant and its ω-limit
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solution defines a function z = z(x) on 0  x  x0 which is a solution on 0 < x  x0 of
the following equation
dz
dx
= − g(x)
φ(z − F(x)) . (3.1)
Clearly, 0 < z(x) < F(x) for 0 < x < x0. Without loss of generality, we may assume that
x0  a. Since z = z(x) is under L+ and φ(u) is strictly increasing, we have
0 > φ
(
z(x)− F(x)) φ(−F(x))−φ(F(x)),
where the last inequality follows from (C′2) with k = 1. Therefore, integrating (3.1) from
0 to x, we obtain that
z(x) = −
x∫
0
g(s)
φ(z(s) − F(s)) ds 
x∫
0
g(s)
φ(F (s))
ds  βF(x) for 0 < x  x0. (3.2)
Here the last inequality follows from condition (C+4 )2. From (3.2), we have β < 1.
Let β1 = 1 and βn+1 = 1 − β/βn. Then from (3.2), we get that
0 <F(x)− z(x) < β1F(x) for 0 < x  x0.
By induction and the same method as the proof of (3.2), we can prove that
0 <F(x)− z(x) βnF(x) for 0 < x  x0 and each n.
Thus, {βn} is a positive decreasing sequence which must converge to a real number λ.
From βn+1 = 1 − β/βn and 14 < β < 1, we obtain that λ = 1 − β/λ. Therefore, λ is a
complex number, a contradiction. This proves the lemma. 
The system (2.5) is said to satisfy (C+5 ) if one of the following two conditions holds:
(C+5 )1 lim supx→+∞ F(x) > −∞;
(C+5 )2 there exist constants N > 0 and β >
1
4 such that F(x) < 0 for all x  N and for
any bN , there exists b¯ > b satisfying
x∫
b
g(s)
φ(−F(s)) ds −βF(x) for all x  b¯.
The system (2.5) is said to satisfy (C−5 ) if one of the following two conditions holds:
(C−5 )1 lim infx→−∞ F(x) < +∞;
(C−5 )2 There exist constants N > 0 and β >
1
4 such that F(x) > 0 for x  −N and for
any b >N , there exists b¯ > b satisfying
x∫
−b
g(s)
φ(F (s))
ds  βF(x) for all x −b¯.
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Lemma 3.2 (see [12, Theorem 3.1]). Suppose that the conditions (C1), (C2), and (C+5 )
hold. Then every positive semiorbit of (2.5) departing from D1 = {(x, z): x  0, z >
F(x)} intersects the characteristic curve L+ if and only if
lim sup
x→+∞
[ x∫
0
g(s)
φ(1 + F−(s)) ds + F(x)
]
= +∞, (3.3)
where F−(x) = max{0,−F(x)}.
Lemma 3.3 (see [12, Theorem 3.2]). Suppose that the conditions (C1), (C2), and (C−5 )
hold. Then every positive semiorbit of (2.5) starting from D3 = {(x, z): x  0, z < F(x)}
intersects the characteristic curve L− if and only if
lim sup
x→−∞
[ x∫
0
g(s)
φ(1 + F+(s)) ds − F(x)
]
= +∞, (3.4)
where F+(x) = max{0,F (x)}.
Remark 3.1. If lim infx→+∞ F(x) > −∞, then (3.3) is equivalent to
lim sup
x→+∞
[ x∫
0
g(s) ds + F(x)
]
= +∞, (3.5)
and if lim supx→−∞ F(x) < +∞, then (3.4) is equivalent to
lim sup
x→−∞
[ x∫
0
g(s) ds − F(x)
]
= +∞. (3.6)
It follows from the proof of sufficiency of Theorem 3.1 in [12] that the conclusion of
Lemma 3.2 is also true if lim infx→+∞ F(x) > −∞, (3.3) is replaced by (3.5) and the
condition (C2) is removed. Similarly, suppose that lim supx→−∞ F(x) < +∞. Then the
result of Lemma 3.3 also holds when (3.4) is replaced by (3.6) and the condition (C2) is
removed. From the proof of necessity of Theorem 3.1 in [12], we know that if
lim
x→+∞ sup
[ x∫
0
g(s)
φ(1 + F+(s)) ds − F(x)
]
< +∞, (3.7)
then there exists a point p ∈ D2 = {(x, z): x  0, z < F(x)} such that O−(p) does not
intersect L+. Similarly, if
lim
x→−∞ sup
[ x∫ g(s)
φ(1 + F−s)) ds + F(x)
]
< +∞, (3.8)0
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intersect L−.
Theorem 3.4. Assume that the conditions (C1), (C2), (C4), and (C5) are satisfied. Then
all nontrivial solutions of (2.5) are oscillatory if and only if (3.3) and (3.4) hold.
Proof. From Lemmas 3.2 and 3.3, the necessity is obvious. Now we give the proof of
sufficiency.
Let p ∈ R2 with p = 0. Then it follows from Lemmas 3.2 and 3.3 that O+(p) must
intersect the characteristic curve L, where we have used the fact that (2.5) has no any
asymptote. Therefore, in order to prove the conclusion, we only have to prove that if
p ∈ L+(L−) then O+(p) must intersect L+(L−) again. Lemma 3.1 implies that O+(p)
must intersect the negative z-axis (the positive z-axis). Applying Lemma 3.4 (Lemma 3.3),
we know that O+(p) will intersect L−(L+). Using the fact that (2.5) has no any asymp-
tote once again, we obtain that O+(p) intersects L+(L−) again. This implies all positive
semiorbits spiral around the origin. This completes the proof. 
Remark 3.2. If φ(u) ≡ u, then Theorem 3.4 gives the results of [5].
Next, we give the result on a global center for (2.5). The origin is called to be a global
center for (2.5) if all orbits of (2.5) are closed curves surrounding it.
If the condition (C3) is true and G(+∞) = G(−∞), then Eqs. (2.10) and (2.11) are
identical. Therefore, O+(p) is closed as long as O+(p) spirals around the origin. The
global center result can be immediately obtained from Theorem 3.4 and Lemma 2.3.
Theorem 3.5. Suppose that the conditions (C1), (C2), (C3), (C4), and (C5) are satisfied,
G(+∞) = G(−∞). Then the origin of (2.5) is a global center if and only if (3.3) and
(3.4) hold.
Remark 3.3. If φ(u) ≡ u, then Theorem 3.5 reduces to the results of [10].
Remark 3.4. If limx→+∞ infF(x) > −∞ and limx→−∞ supF(x) < +∞ and we replace
(C2), (3.3), and (3.4) by (C′2), (3.5), and (3.6), respectively, then the conclusion of Theo-
rem 3.5 is also true.
Example 3.1. Consider the system with zero diagonal coefficient
x˙ = −(1 + x2)[1 + (1 + y2)3/2]y,
y˙ = (1 + x2)(1 + y2)3/2x + 2(1 + x2)x sinx2(1 + y2)3/2, (3.9)
in which p2(y) = 1 + (1 + y2)3/2, p3(y) = p4(y) = (1 + y2)3/2, q2(x) = −(1 + x2),
q3(x) = (1 + x2), and q4(x)= 2(1 + x2)x sinx2. Thus,
u = Ψ (y) =
y∫
p2(s)
p3(s)
ds = y + y√
1 + y2 ,
0
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−x∫
0
q4(s)
q2(s)
ds =
−x∫
0
2s sin s2 ds = 1 − cosx2,
g(x) = −q3(−x)
q2(−x)x = x.
It is easy to see that y = Ψ−1(u) := φ(u) satisfied (C′2). Obviously, φ(u), F(x), and g(x)
satisfy the conditions (C1), (C3), (C−4 )1, and (C5). Moreover, (3.3) and (3.4) are imme-
diately satisfied. In order to prove that the origin of (3.9) is a global center, it remains to
check (C+4 )2
lim
x→0+
∫ x
0
s
φ(F (s))
ds
F (x)
= lim
x→0+
1
2 sinx2φ(F(x))
= +∞,
which shows that there exist numbers a > 0 and β > 14 such that
x∫
0
s3
φ(F(s))
ds  βF(x) for 0 < x  a.
In other words, (C+4 )2 is true. By Remark 3.4, the origin of (3.9) is a global center.
4. Existence and uniqueness of nontrivial periodic solutions
Throughout this section, we assume that φ(u) is an odd function. The system (2.5) is
said to satisfy (C+6 ) if one of the following conditions holds:
(C+6 )1 there exists a positive decreasing sequence {xn} such that xn → 0 as n → +∞ and
F(xn) 0 for each n;
(C+6 )2 there exist constants a > 0 and β >
1
4 such that F(x) < 0 for 0 < x  a and
x∫
0
g(s)
φ(−F(s)) ds −βF(x) for 0 < x  a.
The system (2.5) is said to satisfy (C−6 ) if one of the following conditions holds:
(C−6 )1 there is a negative increasing sequence {xn} such that xn → 0 as n → +∞ and
F(xn) 0 for each n;
(C−6 )2 there are constants b < 0 and β >
1
4 such that F(x) > 0 for b  x < 0 and
x∫
0
g(s)
φ(F (s))
ds  βF(x) for b x < 0.
The system (2.5) is said to satisfy the condition (C6) if both (C+) and (C−) hold.6 6
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Then
(i) if (C+6 ) holds, then for any p = (x0, z0) ∈ L+, the negative semiorbit O−(p) must
intersect the positive z-axis at (0, zp) with zp > 0;
(ii) if (C−6 ) holds, then for any p = (x0, z0) ∈ L−, the negative semiorbit O−(p) must
intersect the negative z-axis at (0, zp) with zp < 0.
Remark 4.1. The condition (C−5 )2 of [12] should be (C−6 )2 in this paper (i.e., the inequality
sign  in the condition (C−5 )2 of [12] should be ).
Theorem 4.2. Suppose that (C1), (C2), (C+4 ), (C
−
5 ), (C
+
6 ), (3.4), (3.5), and (3.7) hold. If
F1(u) F2(u) for 0 < u 	 1, then (2.5) has at least one nontrivial periodic solution.
Proof. Since (C1), (C2), and (C+4 ) are satisfied, it follows from Lemma 3.1 that every
positive semiorbit of (2.5) passing through (x0,F (x0)) with x0 > 0 will intersect the neg-
ative z-axis. Thus, for −z0 > 0 sufficiently small, by Lemma 4.1, (2.10) has a solution
u = u1(z) with u1(z0) = 0 which is defined on [z0, z1] with z1 > 0 and u(z1) = 0. Let
p0 = (0, z0). Then, by Lemma 3.3, the positive semiorbit O+(p0) will meet L−. We as-
sert that for sufficiently small −z0, O+(p0) must intersect the positive z-axis at (0, z2)
with z2  z1. Let u = u2(z) be the solution of (2.11) with u2(z0) = 0. It follows from
the condition F1(u)  F2(u) (0 < u 	 1) and the proof of Proposition 4.1 of [12] that
u1(z)  u2(z) if z  z0 and z is in the common existence interval of u1(z) and u2(z).
Since u2(0) u1(0) > 0, thus, O+(p) meets the negative x-axis and hence intersects the
positive z-axis at p2(0, z2). Moreover, z2  z1. Let p1 = (0, z1) and p̂1p2 be the orbit
arc of O+(p1) and p2p1 be the closed segment from p2 to p1. Then C = p̂1p2 ∪ p2p1
is a Jordan curve and the exterior of C is positively invariant. By (3.7) and Remark 3.1,
there exists a point p in the negative z-axis such that O−(p) does not intersect L+. Such
a point p must be in the exterior of C. Applying Lemma 3.3, we conclude that O+(p)
meets L− and therefore enters into D1. From (3.7), it is easy to see that F(x)−M for
some M > 0. Thus, by (3.5) and Remark 3.1, we know that O+(p) must intersect L+ and
hence meets the negative z-axis at q which lies above p. Therefore, O+(p) is bounded and
spirals around the origin as in Fig. 1. The Poincare–Bendixson theorem implies that ω(p)
is a nontrivial periodic solution. The proof is complete. 
In a similar way, we can prove the following
Theorem 4.3. Suppose that (C1), (C2), (C+4 ), (C
+
5 ), (C
+
6 ), (3.3), (3.6), and (3.8) hold. If
F1(u) F2(u) for 0 < u 	 1, then (2.5) has at least one nontrivial periodic solution.
Theorem 4.4. Let (C1) and (C′2) hold. Assume that F is continuously differentiable with
F ′(x) := f (x) > 0 for x /∈ [a, b], f (0) < 0 and F(b)− F(a) > 0, where a < 0 < b. If
lim|x|→∞ sup
[
G(x)+ F(x) sgnx]= +∞, (4.1)
then (2.5) has at least one nontrivial periodic solution.
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Proof. Under the assumptions of this theorem, it is not difficult to prove that all nontrivial
solutions of (2.5) are oscillatory. Since lim|z|→∞ g(x)φ(z−F(x)) = 0 uniformly for all x ∈ [a, b],
for any ε > 0, there exists M0 > 0 such that∣∣∣∣ g(x)φ(z − F(x))
∣∣∣∣< εb − a for all x ∈ [a, b] and |z|M0. (4.2)
Furthermore, there is M1 >M0 such that for |y0| >M1 the solution z = z(x) of (3.1) with
z(0) = y0 is defined on [a, b] and |z(x)| M0 for all x ∈ [a, b]. Thus, for any x1, x2 ∈
[a, b], it follows from (4.2) that∣∣z(x1)− z(x2)∣∣< ε. (4.3)
Let Φ(y) = ∫ y0 φ(σ) dσ. Then Φ(y) is an even function. Define
V (x, z)= Φ(z − F(x))+G(x). (4.4)
Thus, along a solution of (2.5), we have
dV
dt
= −f (x)φ2(z − F(x)). (4.5)
Let p0 = (0, y0) with y0 > 0. Then O+(p0) crosses the negative z-axis at q0(0, y∗0 ). If
limy0→+∞ y∗0 = y∗ > −∞, then O−(q∗) does not intersect L+ where q∗ = (0, y∗). There-
fore, O+(q∗) is bounded. From f (0) < 0 and (4.5), we obtained that the origin is a repeller.
The Poincare–Bendixson theorem implies that ω(q∗) is a nontrivial periodic solution. Sup-
pose that y∗ = −∞ and choose ε = 12 (F (b)−F(a)) in (4.2) and (4.3). Then, there is M2 >
M1 +F(b)−F(a) such that y∗0 < −(M1 +F(b)−F(a)) as long as y0 >M2. Now, we fix
the point p0 = (0, y0) with y0 >M2. The remain proof makes use of the following Fig. 2.
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The points A,B,C,D, and P1 have the coordinates (b, y+b ), (b, y
−
b ), (a, z
−
a ), (a, z
+
a ),
and (0, y1), respectively. we shall prove that y1 < y0. Since f (x) > 0 for x /∈ [a, b], it
follows from (4.5) that
Φ
(
y+b − F(b)
)
>Φ
(
y−b − F(b)
)
, (4.6)
Φ
(
z−a − F(a)
)
>Φ
(
z+a − F(a)
)
. (4.7)
We note that Φ is an even function and is strictly increasing on [0,∞). Therefore, (4.6)
and (4.7) imply that
y+b − F(b) > F(b)− y−b , F (a)− z−a > z+a − F(a).
That is,
y+b > −y−b + 2F(b), (4.8)
z+a < −z−a + 2F(a). (4.9)
By (4.3), we have
y1 − z+a , y−b − z−a , y+b − y0 < ε (4.10)
where ε = 12 (F (b)−F(a)). Combining (4.8), (4.9) with (4.10), we conclude that y1 < y0.
Hence O+(p0) is bounded and ω(p0) is a nontrivial periodic solution. The proof is com-
plete. 
In the following, we consider a special form of (2.5)
x˙ = (z − F(x))2n+1, z˙ = −g(x). (4.11)
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(i) xg(x) > 0 for x = 0;
(ii) F ′(x) := f (x) > 0 for x /∈ [α,β], f (x) < 0 for x ∈ [α,β] where α < 0 < β and
F(b)− F(a) > 0 for some a < α and b > β;
(iii) G(α) = G(β) where G(x) = ∫ x0 g(σ) dσ ;
(iv) lim|x|→+∞[G(x)+ F(x) sgnx] = +∞.
Then (4.11) has exactly one nontrivial periodic solution which is exponentially asymp-
totically, orbitally stable.
Proof. The existence of a nontrivial periodic solution has been given in Theorem 4.4. It
remains to prove the uniqueness.
Suppose that Γ : x = x(t), z = z(t) for 0 t  T is any nontrivial periodic solution of
(4.11) whose characteristic multiplier is
γ = −
T∫
0
(2n+ 1)(z(t) − F (x(t)))2nf (x(t))dt.
Let γ0 =
∫ T
0 (z(t) − F(x(t)))2nf (x(t)) dt. Then, it suffices to prove that γ0 > 0.
Defining the function
V (x, z)= (z − F(x))
2n+2
2(n+ 1) +G(x)
and restricting V on the periodic orbit Γ, we have
V (t) = (z(t)− F(x(t)))
2n+2
2(n+ 1) +G
(
x(t)
)
.
Therefore,
dV
dt
= −f (x(t))(z(t)− F (x(t)))4n+2. (4.12)
Choose a positive number h < min0tT V (t). Then we change the form of (4.12) into
1
V − h
dV
dt
+ 2(n+ 1)(z − F(x))2nf (x)
= 2(n+ 1)(G(x)− h)(z − F(x))
2nf (x)
V − h . (4.13)
Integrating (4.13) from 0 to T , we obtain that
γ0 =
T∫
0
(G(x(t))− h)(z(t) − F(x(t)))2nf (x(t))
V (t)− h dt. (4.14)
In order to prove γ0 > 0, we only have to show that we can choose a suitable number h
such that(
G
(
x(t)
)− h)f (x(t)) 0 for all t ∈ [0, T ].
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from (4.12) that f (x(t0)) = 0. We claim that z(t0) = F(x(t0)). In the following, we will
prove our claim. Suppose the contrary, that is, z(t0) = F(x(t0)). Since the orbit Γ does
not pass through the origin, z˙(t0) = −g(x(t0)) = 0. Thus, z(t)−F(x(t)) = z(t0)+ z˙(t0)×
(t − t0) − F(x(t0)) − f (x(t0))x˙(t0)(t − t0) + o(t − t0) = −g(x(t0))(t − t0) + o(t − t0).
From the first equation of (4.11), we have
x(t)− x(t0) = − (g(x(t0)))
2n+1
2(n+ 1) (t − t0)
2n+2 + o((t − t0)2n+2).
Therefore, for |t − t0| sufficiently small, either x(t) x(t0) or x(t) x(t0). This implies
that either f (x(t)) 0 or f (x(t)) 0 as long as |t − t0| is sufficiently small. From (4.12),
we can conclude that in a neighborhood of t0, V (t) is strictly monotone. In other words,
V (t) cannot attains the minimum value at t = t0, a contradiction arises. This proves our
claim that z(t0) = F(x(t0)).
Let h = G(x(t0)), by the above claim, we have (z(t0)−F(x(t0)))2n+2 > 0 and h < V (t)
for all t . Since f (x(t0)) = 0, x(t0) = α or β and h= G(α) = G(β). By the assumption (ii)
and (iii) f (x)(G(x)− h) > 0 for any x = α,β. It follows from (4.14) that γ0 > 0. By The-
orem 11.3 of [6, p. 256], the nontrivial periodic solution is exponentially, asymptotically,
orbitally stable. This completes the proof. 
Theorem 4.6. Let F ′(x) := f (x) and g(x) be continuous for all x with the properties:
(i) xg(x) > 0 for x = 0;
(ii) f (x) > 0 for |x|>∆, xF(x) < 0 for |x|<∆ and F(∆) = F(−∆) = 0;
(iii) lim|x|→+∞[G(x)+ F(x) sgnx] = +∞.
Then (4.11) has exactly one nontrivial periodic solution which is exponentially asymp-
totically, orbitally stable.
Proof. The method of the following proof is due to Sansone (see [9] or [14]). The existence
of periodic solution follows from Theorem 4.4. We only give the proof of the uniqueness.
Let
λ(x, z) = z
2(n+1)
2(n+ 1) +G(x).
Then, along a solution of (4.11), we have
dλ
dt
= −g(x)[z2n+1 − (z − F(x))2n+1].
From the assumption (ii), it follows that
dλ
dt
= −g(x)[z2n+1 − (z − F(x))2n+1]> 0 for all |x|<∆. (4.15)
Using (4.15), we can prove that the points (−∆,0) and (∆,0) must be in the interior of
any periodic orbit. Suppose that (4.11) has two periodic orbits Γ1 and Γ2. Without loss of
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generality, we may assume that Γ1 is in the interior Γ2. It is easy to see that
0 =
∮
Γi
dλ =
∮
Γi
[
z2n+1 − (z −F(x))2n+1]dz (i = 1,2). (4.16)
In the following, we shall prove that∮
Γ2
dλ <
∮
Γ1
dλ. (4.17)
(4.16) and (4.17) imply that the nontrivial periodic orbit of (4.11) is unique. The following
proof will make use of the Fig. 3.
On the orbit arc AiBi, we have z = zi(x) for |x| <∆ which is the solution of (3.1). By
(4.16), we can calculate that
∫
ÂiBi
dλ=
∆∫
−∆
−g(x)[(zi(x))2n+1 − (zi(x)− F(x))2n+1]
(zi(x)− F(X))2n+1 dx for i = 1,2.
Thus, ∫
Â1B1
dλ−
∫
Â2B2
dλ
= −
∆∫
−∆
g(x)[(z1(x)(z2(x)− F(x)))2n+1 − (z2(x)(z1(x)− F(x)))2n+1]
[(z1(x)− F(x))(z2(x)−F(x))]2n+1 dx.
(4.18)
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[z1(x)(z2(x) − F(x)) − z2(x)(z1(x) − F(x))] sgnx > 0 for 0 < |x| < ∆. Together this
inequality and (4.18), we have∫
Â1B1
dλ >
∫
Â2B2
dλ. (4.19)
Similarly, we can prove that∫
Ĉ1D1
dλ >
∫
Ĉ2D2
dλ. (4.20)
On the orbit arc B̂1C1 we have x = x1(z) and on the orbit arc Ê2F2 we have x = x2(z).
From (4.16), we obtain that
∫
B̂1C1
dλ =
zC1∫
zB1
[
z2n+1 − (z − F (x1(z)))2n+1]dz and
∫
Ê2F2
dλ =
zF2∫
zE2
[
z2n+1 − (z − F (x2(z)))2n+1]dz,
where zC1 = zF2 := z1 and zB1 = zE2 := z2. Obviously, x2(z) > x1(z) for z1  z  z2.
The assumption (ii) implies that F(x) is strictly increasing if |x| > ∆. Hence F(x2(z)) >
F(x1(z)) for all z ∈ (z1, z2).∫
B̂1C1
dλ−
∫
Ê2F2
dλ =
z1∫
z2
[(
z − F (x2(z)))2n+1 − (z − F (x1(z)))2n+1]dz > 0,
that is,∫
B̂1C1
dλ >
∫
Ê2F2
dλ. (4.21)
In a similar way, we can show that∫
D̂1A1
dλ >
∫
Ĝ2H2
dλ. (4.22)
Since x[z2n+1 − (z − F(x))2n+1] > 0 for all |x|>∆, from (4.15), we conclude that∫
L
dλ < 0, (4.23)
where L = B̂2E2 ∪F̂2C2 ∪D̂2G2 ∪Ĥ2A2. From the inequalities (4.19) to (4.23), we deduce
that (4.17). The proof is complete. 
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Rewriting (1.7), we have
x˙ = [y − (x3 − x)]3, y˙ = −x. (4.24)
It is not difficult to show that (4.24) satisfies all properties of Theorem 4.4 or Theorem 4.5.
Therefore, (4.24) has a unique limit cycle.
If the two sides of (1.8) are divided by x˙−2/3, we have
x˙−2/3x¨ + 3(x2 − 1)x˙ + 3x = 0,
that is,
d
dt
[
x˙1/3 +
(
x3
3
− x
)]
+ x = 0.
Let
z = x˙1/3 +
(
x3
3
− x
)
.
Then
x˙ =
[
z −
(
x3
3
− x
)]3
, z˙ = −x. (4.25)
Applying Theorem 4.4 or Theorem 4.5 to (4.25), we immediately obtain that (4.25) has
a unique limit cycle.
5. Brief discussion
Krechetov [8] studied the global asymptotic behavior of solutions of system (1.1) by us-
ing the Lyapunov function method, and he gave necessary and sufficient conditions for the
zero solution of (1.1) to be globally asymptotically stable under the main condition (1.2)
and some other assumptions. In paper [12] the authors first introduced the transforma-
tion techniques to investigate the global asymptotic stability of system (1.3), the special
case of system (1.1) with p3(y) ≡ p4(y). Under the condition (1.4), they transformed
system (1.3) into the generalized Liénard system (1.5) without the assumption (1.2) and ob-
tained necessary and sufficient conditions for the zero solution of (1.3) (respectively (1.5))
to be globally asymptotically stable. Moreover, they also found conditions for deciding
whether all positive (respectively negative) nontrivial orbit of (1.5) intersect the character-
istic curve z = F(x) and obtained sufficient conditions under which there is no homoclinic
orbit for (1.5).
Motivated by paper [12], we find that no restriction on the sign of q4(x) is required
for (1.1) under assumption (1.6) (it should be noticed that if p3(y) ≡ p4(y) one case of
assumption (1.6) reduces to (1.4)). By introducing suitable transformations we prove that
system (1.1) is equivalent to a form of system (1.5) under assumption (1.6). In this pa-
per we have investigated the qualitative behavior of systems (1.1) and (1.5). Especially,
we give the necessary and sufficient conditions for all nontrivial solutions of (1.1) (re-
spectively (1.5)) to be oscillatory and for the origin to be a global center, and we also
340 M. Gyllenberg et al. / J. Math. Anal. Appl. 291 (2004) 322–340study the existence and uniqueness of nontrivial periodic solutions of system (1.1) (respec-
tively (1.5)). Furthermore, we establish the sufficient conditions under which no solution
of (1.5) approaches the origin directly in the right (or left) half plane (i.e., in a nonoscilla-
tory way), which plays an important role in the analysis of oscillation and center conditions
of (1.5).
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