In this paper, we use asymptotic estimates of the Christoffel functions associated with regular measures satisfying Szegő's condition locally to extend a recent universality result by D.S. Lubinsky. As a consequence, we obtain under the same conditions an extension of a very precise zero-spacing result of Levin and Lubinsky.
Introduction
Let µ represent a finite Borel measure defined either on the unit circle (equivalently on (−π, π )) or on [−1, 1] and let µ be the weight associated with its absolutely continuous part. We are interested in the asymptotic behavior of the associated Christoffel functions defined, for measures supported on [−1, 1], by
The infimum is taken over all complex polynomials of degree at most n − 1 which have unit modulus at the point x. For measures supported on the unit circle, the integral is evaluated with respect to µ/2π , and the Christoffel functions are denoted by ω n (µ, z). Let { p n } be the orthonormal polynomials associated with the measure µ. For µ supported on the interval, [−1, 1], they are defined (up to a constant multiple of unit modulus) by the E-mail address: marty0801@gmail.com. for all 0 ≤ k < n. For measures on the unit circle, the sequence { p n } is defined by p n (z)z k dµ(z) = 0 and 1 2π | p n (z)| 2 dµ(z) = 1 for all 0 ≤ k < n. The reproducing kernels associated with µ are defined by the equation
and are related to the Christoffel functions λ n (x) := λ n (µ, x) by the following:
The reproducing kernels are so named because of the following property: for all polynomials P with degree at most n − 1,
P(x)K n (x, t) dµ(x) = P(t).
These formulae will be implicitly invoked throughout this paper. We say that a measure µ supported on the unit circle satisfies Szegő's condition, or is in the Szegő class of measures if its absolutely continuous part, µ , satisfies log µ (θ ) dθ > −∞.
Here we will be investigating measures whose weights satisfy Szegő's condition locally, that is, I log µ (θ ) dθ > −∞, for some interval I . Our results require that the measures also be regular in the sense of Ullman [12] . For a comprehensive treatment of the theory of regular measures, see the book by Stahl and Totik [10] . Regularity of a measure µ with compact support K is equivalent to the following condition: For every sequence, {P n } ∞ n=1 , of polynomials whose degrees are not greater than their indices the following inequality holds:
where P 2 µ = |P| 2 dµ and P K = sup z∈K |P(z)|.
The class of regular measures is far larger than the Szegő class.
Lubinsky in [4] recently established the following inequality relating the reproducing kernels of two measures, µ ≤ µ * , to their associated Christoffel functions, λ and λ * :
He also proves the following translated asymptotic formula for the Christoffel functions of regular measures whose weights are positive and continuous on some interval, I :
uniformly for x ∈ I and a in a compact subset of R. With these two formulae, he obtains a universality result for the aforementioned class of measures. The main purpose of this paper is to prove Lubinsky's result for the broader class of regular measures which satisfy Szegő's condition locally. This is a substantial relaxation of Lubinsky's hypotheses: it replaces the continuity assumption by a local Szegő condition. For another application of Lubinsky's technique, see [9] and [11] .
Theorem 1. Let µ be a regular Borel measure on [−1, 1] which satisfies Szegő's condition,
The vehicle of this extension is a result of Máté, Nevai and Totik [5] which establishes the limit (3) (with a = 0) for regular measures satisfying Szegő's condition on an interval I at almost every x ∈ I . In this paper, we extend the techniques of these authors to obtain Lubinsky's result (3) for the broader class of regular, locally Szegő measures and then mimic his procedure to establish universality on I . Finally, we adapt the technique of Levin and Lubinsky [3] to prove a result on the distribution of the zeros of orthogonal polynomials associated with locally Szegő weights.
Szegő's problem on the unit circle
In this section we establish the asymptotics (3) of the translated Christoffel functions for measures on the unit circle which satisfy Szegő's condition.
Let µ, as before, be a finite Borel measure on [
, where µ s is the singular part of µ with respect to the Lebesgue measure and µ (x)dx is its absolutely continuous part, µ ∈ L 1 . It is known (see [8, Theorem 8.6] ) that
for almost all t. (For τ < 0, define µ([t, t +τ ])/τ by µ([t +τ, t])/|τ |.) Recall that t is a Lebesgue point of the absolutely continuous part, µ , if
We use the following terminology: t is a Lebesgue point of µ if the limit in (5) exists at t, and with this limit as µ (t), (6) is true. Thus, almost all points are Lebesgue points of µ.
Theorem 2. Let µ be a measure on (−π, π ) satisfying Szegő's condition. Fix A > 0. Then, for almost every t ∈ (−π, π ), we have
uniformly for a ∈ [−A, A]. Furthermore, (7) holds at every t which is a Lebesgue point of µ and for which e it is a Lebesgue point of the Szegő function (see (9) ) associated with µ.
That the upper limit actually holds for all finite Borel measures follows from the next lemma, an improvement of Lebesgue's result on the convergence of Fejér means (see [8, p. 244] ). In what follows, σ n (µ, z) is the nth Fejér mean of the measure µ, given by
with normalized kernels
Lemma 3. Let µ be an absolutely continuous Borel measure on (−π, π ) such that
exists. Then the translated Fejér means σ n (µ, e ia/n ) → µ (0) as n → ∞ uniformly for a ∈ [−A, A].
The proof requires the next result concerning maximal functions. For a measure µ supported on the real line, the maximal function, Mµ, is given by
2t . 
Proof. Let I = I 1 ⊇ I 2 ⊇ · · · ⊇ I n be a nested sequence of symmetric intervals and choose positive numbers a 1 , . . . , a n , such that
where | · | denotes the Lebesgue measure. Since f decreases away from 0 and is even, there is a sequence of simple functions s n of the form s n = k a k χ I k which dominate f and for which s n (t)dt → f (t)dt. This establishes the lemma.
Proof of Lemma 3. Without loss of generality assume µ (0) = 0 (subtract a constant if necessary). We begin with the claim that for some constant C > 0,
for every t ∈ [−π, π] and n ≥ 0. To see the first inequality, observe that sin
But the kernel F n is the average of the first n + 1 Dirichlet kernels, so its maximum is achieved at 0 and is equal to (n + 1)/2π . This proves the first inequality. The second inequality is true for any C > 1 + π/2. Indeed,
On the other hand,
and so π
This establishes (8).
Now, choose > 0 and let I 0 = [−a 0 , a 0 ] be an interval centered at 0 such that µ(I ) < |I | for every symmetric interval I ⊆ I 0 . Define µ 0 = µ|I 0 and µ 1 = µ − µ 0 . We show that σ n (µ 0 , e ia/n ) and σ n (µ 1 , e ia/n ) converge to zero uniformly for a ∈ [−A, A]. Since µ = µ 0 +µ 1 , this will establish the lemma. Using (8), we find
where the functions
tend to zero uniformly for a ∈ [−A, A] and |t| > a 0 . So do their integrals, which establishes the convergence for µ 1 .
To handle the integral with µ 0 , define
The functions L n are even and decreasing away from 0, so we may apply Lemma 4 together with the estimate
which is finite and independent of n. Since is arbitrary, this completes the proof. Proof. Without loss of generality, we may assume that µ is absolutely continuous. Fix a Lebesgue point of µ , t ∈ [−π, π], and define the polynomial P by
P(e i(t−a/n) ) = 1 and
By Lemma 3, the right-hand side converges to µ (t) (uniformly for a ∈ [−A, A]), which completes the proof.
The proof of the lower bound relies heavily on the Szegő function associated with the measure µ:
For measures satisfying Szegő's condition, this function is in Hardy's class, H 2 (see e.g. [8, [242] [243] [244] , where D 2 is called the outer function associated with µ ). The following properties will be implicitly invoked throughout the proof: D(z) has nontangential limit D(e it ) at almost every point z = e it , which satisfies |D(e iθ )| 2 = µ (θ ) at almost every θ ∈ [−π, π]. In particular, the nontangential limit exists at every z = e it which is a Lebesgue point for D(e iθ ) (see Fatou's theorem [2, p. 34] and apply it to the complex valued harmonic function D). Finally,
Proof of Theorem 2. Our proof is essentially a generalization of the argument advanced in [5] . We prove that for almost every e it ∈ T,
uniformly for a ∈ [−A, A]. This together with Lemma 5 proves Theorem 2. Without loss of generality we may assume that µ is absolutely continuous, since if not, the monotonicity of the Christoffel functions implies that ω n (µ, z) ≥ ω n (µ , z). In this case, (10) only increases. We shall show that (10) holds at every point t which is a Lebesgue point of µ and for which e it is a Lebesgue point of the Szegő function D(e iθ ). Thus, let t be such a point. We may assume that e it = 1 and hence that
These imply that there is a set S with 0 as a density point so that the limit at 0 of µ (u) along S is µ (0), while the limit of D(e iu ) along S is D(1). This combined with |D(e iu )| 2 = µ (u) a.e. implies that |D(1)| 2 = µ (0). Since we want to prove the lower estimate (10), we may also assume that for the particular n ∈ N appearing in the proof and a ∈ [−A, A] the inequality n ω n (µ, e −ia/n ) ≤ |D(1)| 2 = µ (0) holds. For a ∈ [−A, A] and n ∈ N, let q = q a,n = e −ia/n and choose polynomials, P = P a,n , of degree at most n − 1 for which
Now fix a small > 0 and α > 4/ 2 with also α > 2A and define
We claim that for sufficiently large n, |P(e iθ )| ≤ 3|P(q)| for all θ ∈ K 1 and a ∈ [−A, A]. If |ζ | = 1, and ρ = 1 − 1/n, then for any n and a,
It is known that the zeros of P lie on the unit circle, T, so it is elementary (see [5, page 438] ) that
Thus,
, and |ζ | = 1. Now 1 = e i0 is a Lebesgue point of D(e iθ ), so D(z) has a nontangential limit D(1) at 1. Hence, for large n, and arg ζ ∈ K 1 ,
and, therefore,
which proves the claim. Now let r = 1 + /n. We show that
where
To this end, define
We establish (13) by analyzing the following decomposition:
To establish an upper bound for the first term on the right-hand side, observe that
By (12), the maximum is
and for large n, by the Lebesgue point property,
An analogous argument yields
for the third term of (14). For the second term of (14) the Cauchy inequality gives
The first integral is
The second integral is
since 2|θ + a/n| ≥ |θ | on K 2 . Thus,
so that
An analogous argument establishes that
Eqs. (16)-(19) prove (13).
k=0c k ζ n−1−k . For ζ = e iθ ,P(ζ ) = P(ζ )ζ n−1 , sõ
is holomorphic in ∆ = {|z| < 1} and has no singularities there. Also, D ∈ H 2 (∆), hence so is F, and therefore,
which, together with (13), implies that
P(e iθ )D(e iθ )e iθ r −1 q − e iθ dθ
so that for large n,
But, as in (11), we have This completes the proof of (10) since > 0 is arbitrary. 
For measures in this class, the Szegő function is defined on 
for almost every x ∈ [−1, 1]. Moreover, (22) holds at every x ∈ (−1, 1) which is a Lebesgue point of µ and forD.
The proof relies on orthogonal polynomials. Define the integral operators, G n ,by
where K n are the reproducing kernels defined in the introduction. The next two lemmas are found in [6] as well as [7, p. 230 
We prove an extension of a corollary given in the same paper. 
uniformly in every compact subset of (−1, 1) devoid of zeros of P m and uniformly for all a ∈ [−A, A].
Proof.
The final equality follows from (1). Thus, uniformly in a ∈ [−A, A]
uniformly on compact subsets of (−1, 1) devoid of zeros of P m . Also,
So, as above,
locally uniformly in (−1, 1) (away from zeros of P m ) and uniformly in a ∈ [−A, A], since P m /g ∈ L ∞ and µ g also satisfies Szegő's condition. The result now follows from Lemma 8 and inequalities (23) 
With these preliminaries, we can proceed with the proof of Theorem 6.
Proof of Theorem 6. As n → ∞,
From Lemma 8 and Corollary 9, it follows that
uniformly on compact subsets of (−π, π )\{0} and a ∈ [−A, A]. Consequently, Lemma 10 gives
uniformly on compact subsets of (−π, π ) \ {0} and a ∈ [−A, A]. We write cos(t − a/n) = cos t + b/n, and note that, while a runs through (9)) associated with ν. Therefore, x = cos t is a Lebesgue point of µ and forD µ (u) precisely if t is a Lebesgue point of ν and e it is a Lebesgue point of D ν (e iu ). Taking these into account, the last statement follows the same way from Theorem 2 as the a.e. part.
Regularity
The assumptions of Theorem 6 are unnecessarily restrictive. Regular measures (defined in the introduction by (2) ) that satisfy Szegő's condition locally on an interval I generate Christoffel functions that exhibit the asymptotics (3) on I . Since now we shall work with a local Szegő condition, we shall need a sort of local Szegő function. Thus, let us suppose that µ is a finite Borel measure on [−1, 1], and on some open interval I ⊂ [−1, 1] it satisfies Szegő's condition, i.e.
We define
This has a nontangential limit (from the upper half plane) D * (x) at almost every x ∈ I and |D * (x)| 2 = µ (x) a.e. (see Lemma 12) . Then, for almost every x ∈ I and for every A > 0,
uniformly for a ∈ [−A, A]. Moreover, (27) holds at every x ∈ I which is a Lebesgue point of µ and of D * .
where χ is the characteristic function. This measure clearly satisfies Szegő's condition globally and therefore, by Theorem 6,
But µ < ν for every and so, by virtue of the monotonicity of the Christoffel functions with respect to measures, for almost every x ∈ (−1, 1),
To prove the lower bound,
uniformly for a ∈ [−A, A] and almost every x ∈ I , let
In Lemma 12 we will prove that x ∈ I is a Lebesgue point of D * µ if and only it is a Lebesgue point of the Szegő functionD ν associated in (21) with ν. Therefore, it is enough to show (28) at every x ∈ I which is a Lebesgue point of ν and ofD ν . Let x be such a point. Assume to the contrary that there are sequences, N ⊂ N, {a n ∈ [−A, A] : n ∈ N }, and a real number r < π √ 1 − x 2 for which n λ n (µ, x + a n /n) < r µ (x) for n ∈ N .
Let P n represent a polynomial of degree at most n − 1 for which P n (x + a n /n) = 1 and
Now, for some η > 0, define the polynomials
.
(Here [y] is the integral part of y.) Evidently, Q n (x + a n /n) = 1 and |Q n (t)| ≤ |P n (t)|, t ∈ [−1, 1]. Furthermore, since a n /n → 0 as n → ∞, there is a ρ < 1 such that 
for sufficiently large n (see [10, Theorem 3.2.3] ). But,
. Therefore, for any s > 1 and sufficiently large n ∈ N , we have
which, together with (31) and with the assignment s = 1/ρ, implies that |Q n (t)| < ρ n on [−1, 1] \ I for sufficiently large n ∈ N . This, together with (29) and (30) implies that
where c = r (1 + η). Since this holds for arbitrary η, we can fix its value so that c < π
since Q n (x + a/n) = 1 and Q n has degree [n(1 + η)]. This contradicts Theorem 6 (at x) and this contradiction proves the claim, pending the proof of the next lemma.
Lemma 12. With dν(x) = dµ(x) + χ [−1,1]\I (x)dx the nontangential limit (from the upper half plane) at an x ∈ I exists for D * µ (z) if and only if it exists forD ν (z). Furthermore, x is a Lebesgue point of D * µ (u) precisely when it is a Lebesgue point ofD ν (u).
Proof. Suppose first that the nontangential limit of D * µ (z) exists at x ∈ I . Consider also the functioñ
Since this differs on I × R fromD ν by an analytic multiplicative factor, it is enough to prove the existence of the nontangential limit forD * µ at x. But
which is an analytic function (in z) on I , so the nontangential limit
of (33) certainly exists at any u ∈ I . This shows that, indeed, the nontangential limit of The proof of the converse implication (i.e. going fromD * µ (u) to D * µ (u)) is very similar. Since the real part of i/(z − t) for z = x + iy is the Poisson kernel y/((x − t) 2 + y 2 ) of the upper half plane, it is a standard exercise to show that |D * µ (z)| 2 tends nontangentially to µ (x) at every Lebesgue point of µ.
Universality
Borrowing from Lubinsky's technique in [4] , we prove the universality result, Theorem 1. The proof follows directly from the following:
Lemma 13. Let µ and µ * satisfy the conditions of the hypothesis in Theorem 1 and assume further that µ (x 0 ) = (µ * ) (x 0 ) > 0 for some x 0 ∈ I which is a Lebesgue point of µ, µ * , D * µ and D * µ * (see (26)). Then
uniformly for a, b ∈ [−A, A], where K n and K * n are the reproducing kernels associated respectively with µ and µ * .
Proof. First assume that µ ≤ µ * on [−1, 1]. It was proven in [4, (3.5) ] that
Here, the λ's are the associated Christoffel functions. By Theorem 11 lim n→∞ n λ n (x 0 + a/n) = π 1 − x 2 0 µ (x 0 )
and lim n→∞ n λ * n (x 0 + a/n) = π 1 − x 2 0 (µ * ) (x 0 ), 
For arbitrary µ and µ * satisfying the conditions of the lemma, define the measure dν(x) = max(dist(x, I ), µ (x), (µ * ) (x))dx + dµ s (x) + dµ * s (x), where µ and µ s denote, respectively, the absolutely continuous and singular components of the measure µ. Clearly, ν ≥ µ, µ * so ν satisfies Szegő's condition locally on I and is a regular measure on [−1, 1]. Hence (38) holds for the pairs (ν, µ) and (ν, µ * ) and, consequently, for (µ, µ * ). This completes the proof. 
Applying Lubinsky's original theorem [4, Theorem 1.1] to K * n we find that, as n → ∞,
uniformly for α, β ∈ [−B, B] with any fixed B. If now α = α n and β = β n are chosen so that α/µ (x)K * n (x, x) = a/n and β/µ (x)K * n (x, x) = b/n, then, because of (37), as n → ∞, α → a/π √ 1 − x 2 and β → b/π √ 1 − x 2 , hence the statement in Theorem 1 follows from (40) and (39) (see also (37)).
Zero distribution of orthogonal polynomials
Finally, we apply the techniques of Levin and Lubinsky to extend their Theorem 1.1 in [3] . The application of universality to study zero spacing is also found in Freud's text, [1] as well as in [11] . In what follows, x kn denotes the kth zero of the orthogonal polynomial p n associated with a given measure µ, defined on the interval [−1, 1]. Let the zeros be ordered according to x nn < x n−1,n < x n−2,n < · · · < x 1n .
