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Abstract
Unsupervised learning of syntactic structure is
typically performed using generative models
with discrete latent variables and multinomial
parameters. In most cases, these models have
not leveraged continuous word representa-
tions. In this work, we propose a novel gener-
ative model that jointly learns discrete syntac-
tic structure and continuous word representa-
tions in an unsupervised fashion by cascading
an invertible neural network with a structured
generative prior. We show that the invertibility
condition allows for efficient exact inference
and marginal likelihood computation in our
model so long as the prior is well-behaved. In
experiments we instantiate our approach with
both Markov and tree-structured priors, eval-
uating on two tasks: part-of-speech (POS) in-
duction, and unsupervised dependency parsing
without gold POS annotation. On the Penn
Treebank, our Markov-structured model sur-
passes state-of-the-art results on POS induc-
tion. Similarly, we find that our tree-structured
model achieves state-of-the-art performance
on unsupervised dependency parsing for the
difficult training condition where neither gold
POS annotation nor punctuation-based con-
straints are available.1
1 Introduction
Data annotation is a major bottleneck for the appli-
cation of supervised learning approaches to many
problems. As a result, unsupervised methods that
learn directly from unlabeled data are increasingly
important. For tasks related to unsupervised syn-
tactic analysis, discrete generative models have
dominated in recent years – for example, for both
part-of-speech (POS) induction (Blunsom and
Cohn, 2011; Stratos et al., 2016) and unsuper-
vised dependency parsing (Klein and Manning,
1Code is available at https://github.com/jxhe/struct-
learning-with-flow.
(a) Traditional pre-trained
skip-gram embeddings
(b) Learned latent embedd-
ings from our approach
Figure 1: Visualization (t-SNE) of skip-gram embeddings
(trained on one billion words with context window size equal
to 1) and latent embeddings learned by our approach with a
Markov-structured prior. Each node represents a word and is
colored according to the most likely gold POS tag from the
Penn Treebank (best seen in color).
2004; Cohen and Smith, 2009; Pate and Johnson,
2016). While similar models have had success on
a range of unsupervised tasks, they have mostly ig-
nored the apparent utility of continuous word rep-
resentations evident from supervised NLP appli-
cations (He et al., 2017; Peters et al., 2018). In
this work, we focus on leveraging and explicitly
representing continuous word embeddings within
unsupervised models of syntactic structure.
Pre-trained word embeddings from massive un-
labeled corpora offer a compact way of inject-
ing a prior notion of word similarity into mod-
els that would otherwise treat words as discrete,
isolated categories. However, the specific prop-
erties of language captured by any particular em-
bedding scheme can be difficult to control, and,
further, may not be ideally suited to the task at
hand. For example, pre-trained skip-gram em-
beddings (Mikolov et al., 2013) with small con-
text window size are found to capture the syntac-
tic properties of language well (Bansal et al., 2014;
Lin et al., 2015). However, if our goal is to sepa-
rate syntactic categories, this embedding space is
not ideal – POS categories correspond to overlap-
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z2
<latexit sha1_base64="ZNKuRe23lzCJMNesh6cRgweKXJI=">AAACCHicZVDLSgMxFM3UV 62vqks3g0VwUcpMEdRd0Y3Lio4W2qFk0kwbmkyG5I5Qh36BuNXvcCVu/Qs/wz8wM52FbS+Ee3LuueHkBDFnGhznxyqtrK6tb5Q3K1vbO7t71f2DBy0TRahHJJeqE2BNOYuoBww47cSKYhFw+hi Mr7P54xNVmsnoHiYx9QUeRixkBIOh7p77zX615jScvOxl4Baghopq96u/vYEkiaAREI617rpODH6KFTDC6bTSSzSNMRnjIe0aGGFBtZ/mVqf2iWEGdiiVORHYOft/I8VCCwwjo8yanptlDEjJd d2oYCSylj2T3/VEBPVA1DOR0qFeMALhhZ+yKE6ARmTmI0y4DdLOYrEHTFECfGIAJoqZr9hkhBUmYMKrmIzcxUSWgddsXDac27Na66oIq4yO0DE6RS46Ry10g9rIQwQN0St6Q+/Wi/VhfVpfM2 nJKnYO0VxZ33/v75qx</latexit><latexit sha1_base64="ZNKuRe23lzCJMNesh6cRgweKXJI=">AAACCHicZVDLSgMxFM3UV 62vqks3g0VwUcpMEdRd0Y3Lio4W2qFk0kwbmkyG5I5Qh36BuNXvcCVu/Qs/wz8wM52FbS+Ee3LuueHkBDFnGhznxyqtrK6tb5Q3K1vbO7t71f2DBy0TRahHJJeqE2BNOYuoBww47cSKYhFw+hi Mr7P54xNVmsnoHiYx9QUeRixkBIOh7p77zX615jScvOxl4Baghopq96u/vYEkiaAREI617rpODH6KFTDC6bTSSzSNMRnjIe0aGGFBtZ/mVqf2iWEGdiiVORHYOft/I8VCCwwjo8yanptlDEjJd d2oYCSylj2T3/VEBPVA1DOR0qFeMALhhZ+yKE6ARmTmI0y4DdLOYrEHTFECfGIAJoqZr9hkhBUmYMKrmIzcxUSWgddsXDac27Na66oIq4yO0DE6RS46Ry10g9rIQwQN0St6Q+/Wi/VhfVpfM2 nJKnYO0VxZ33/v75qx</latexit><latexit sha1_base64="ZNKuRe23lzCJMNesh6cRgweKXJI=">AAACCHicZVDLSgMxFM3UV 62vqks3g0VwUcpMEdRd0Y3Lio4W2qFk0kwbmkyG5I5Qh36BuNXvcCVu/Qs/wz8wM52FbS+Ee3LuueHkBDFnGhznxyqtrK6tb5Q3K1vbO7t71f2DBy0TRahHJJeqE2BNOYuoBww47cSKYhFw+hi Mr7P54xNVmsnoHiYx9QUeRixkBIOh7p77zX615jScvOxl4Baghopq96u/vYEkiaAREI617rpODH6KFTDC6bTSSzSNMRnjIe0aGGFBtZ/mVqf2iWEGdiiVORHYOft/I8VCCwwjo8yanptlDEjJd d2oYCSylj2T3/VEBPVA1DOR0qFeMALhhZ+yKE6ARmTmI0y4DdLOYrEHTFECfGIAJoqZr9hkhBUmYMKrmIzcxUSWgddsXDac27Na66oIq4yO0DE6RS46Ry10g9rIQwQN0St6Q+/Wi/VhfVpfM2 nJKnYO0VxZ33/v75qx</latexit>
z3
<latexit sha1_base64="VwYPdoeVjXkUU912kwmjdymaS+E=">AAACCHicZVBLTsMwFH T4lvIrsGQTUSGxqKoEkIBdBRuWRRBaqY0qx3Vaq3Yc2S9IJeoJEFs4ByvElltwDG6Ak2ZB2ydZbzxvnjWeIOZMg+P8WEvLK6tr66WN8ubW9s5uZW//UctEEeoRyaVqB1hTziLqAQNO27 GiWASctoLRTTZvPVGlmYweYBxTX+BBxEJGMBjq/rl31qtUnbqTl70I3AJUUVHNXuW325ckETQCwrHWHdeJwU+xAkY4nZS7iaYxJiM8oB0DIyyo9tPc6sQ+NkzfDqUyJwI7Z/9vpFhog WFolFnTM7OMASm5rhkVDEXWsmfyux6LoBaIWiZSOtRzRiC89FMWxQnQiEx9hAm3QdpZLHafKUqAjw3ARDHzFZsMscIETHhlk5E7n8gi8E7rV3Xn7rzauC7CKqFDdIROkIsuUAPdoibyE EED9Ire0Lv1Yn1Yn9bXVLpkFTsHaKas7z/xkZqy</latexit><latexit sha1_base64="VwYPdoeVjXkUU912kwmjdymaS+E=">AAACCHicZVBLTsMwFH T4lvIrsGQTUSGxqKoEkIBdBRuWRRBaqY0qx3Vaq3Yc2S9IJeoJEFs4ByvElltwDG6Ak2ZB2ydZbzxvnjWeIOZMg+P8WEvLK6tr66WN8ubW9s5uZW//UctEEeoRyaVqB1hTziLqAQNO27 GiWASctoLRTTZvPVGlmYweYBxTX+BBxEJGMBjq/rl31qtUnbqTl70I3AJUUVHNXuW325ckETQCwrHWHdeJwU+xAkY4nZS7iaYxJiM8oB0DIyyo9tPc6sQ+NkzfDqUyJwI7Z/9vpFhog WFolFnTM7OMASm5rhkVDEXWsmfyux6LoBaIWiZSOtRzRiC89FMWxQnQiEx9hAm3QdpZLHafKUqAjw3ARDHzFZsMscIETHhlk5E7n8gi8E7rV3Xn7rzauC7CKqFDdIROkIsuUAPdoibyE EED9Ire0Lv1Yn1Yn9bXVLpkFTsHaKas7z/xkZqy</latexit><latexit sha1_base64="VwYPdoeVjXkUU912kwmjdymaS+E=">AAACCHicZVBLTsMwFH T4lvIrsGQTUSGxqKoEkIBdBRuWRRBaqY0qx3Vaq3Yc2S9IJeoJEFs4ByvElltwDG6Ak2ZB2ydZbzxvnjWeIOZMg+P8WEvLK6tr66WN8ubW9s5uZW//UctEEeoRyaVqB1hTziLqAQNO27 GiWASctoLRTTZvPVGlmYweYBxTX+BBxEJGMBjq/rl31qtUnbqTl70I3AJUUVHNXuW325ckETQCwrHWHdeJwU+xAkY4nZS7iaYxJiM8oB0DIyyo9tPc6sQ+NkzfDqUyJwI7Z/9vpFhog WFolFnTM7OMASm5rhkVDEXWsmfyux6LoBaIWiZSOtRzRiC89FMWxQnQiEx9hAm3QdpZLHafKUqAjw3ARDHzFZsMscIETHhlk5E7n8gi8E7rV3Xn7rzauC7CKqFDdIROkIsuUAPdoibyE EED9Ire0Lv1Yn1Yn9bXVLpkFTsHaKas7z/xkZqy</latexit>
x3
<latexit sha1_base64="r7RTsVKDbYXIRCyPj9szuInKMVA=">AAACDXicZVDLSgMxFM3UV62vqks3g0Vw UcqMCuqu6MZlBccW2qFk0kwbmkyG5I5Yhv6DuNXvcCVu/QY/wz8wM52FbS+Ee3LuueHkBDFnGhznxyqtrK6tb5Q3K1vbO7t71f2DRy0TRahHJJeqE2BNOYuoBww47cSKYhFw2g7Gt9m8/USVZjJ6gElMfYGHEQsZwWCoTi 8Q6fO0f96v1pyGk5e9DNwC1FBRrX71tzeQJBE0AsKx1l3XicFPsQJGOJ1WeommMSZjPKRdAyMsqPbT3O/UPjHMwA6lMicCO2f/b6RYaIFhZJRZ03OzjAEpua4bFYxE1rJn8rueiKAeiHomUjrUC0YgvPJTFsUJ0IjMfIQJ t0HaWTb2gClKgE8MwEQx8xWbjLDCBEyCFZORu5jIMvDOGtcN5/6i1rwpwiqjI3SMTpGLLlET3aEW8hBBHL2iN/RuvVgf1qf1NZOWrGLnEM2V9f0HLzudBQ==</latexit><latexit sha1_base64="r7RTsVKDbYXIRCyPj9szuInKMVA=">AAACDXicZVDLSgMxFM3UV62vqks3g0Vw UcqMCuqu6MZlBccW2qFk0kwbmkyG5I5Yhv6DuNXvcCVu/QY/wz8wM52FbS+Ee3LuueHkBDFnGhznxyqtrK6tb5Q3K1vbO7t71f2DRy0TRahHJJeqE2BNOYuoBww47cSKYhFw2g7Gt9m8/USVZjJ6gElMfYGHEQsZwWCoTi 8Q6fO0f96v1pyGk5e9DNwC1FBRrX71tzeQJBE0AsKx1l3XicFPsQJGOJ1WeommMSZjPKRdAyMsqPbT3O/UPjHMwA6lMicCO2f/b6RYaIFhZJRZ03OzjAEpua4bFYxE1rJn8rueiKAeiHomUjrUC0YgvPJTFsUJ0IjMfIQJ t0HaWTb2gClKgE8MwEQx8xWbjLDCBEyCFZORu5jIMvDOGtcN5/6i1rwpwiqjI3SMTpGLLlET3aEW8hBBHL2iN/RuvVgf1qf1NZOWrGLnEM2V9f0HLzudBQ==</latexit><latexit sha1_base64="r7RTsVKDbYXIRCyPj9szuInKMVA=">AAACDXicZVDLSgMxFM3UV62vqks3g0Vw UcqMCuqu6MZlBccW2qFk0kwbmkyG5I5Yhv6DuNXvcCVu/QY/wz8wM52FbS+Ee3LuueHkBDFnGhznxyqtrK6tb5Q3K1vbO7t71f2DRy0TRahHJJeqE2BNOYuoBww47cSKYhFw2g7Gt9m8/USVZjJ6gElMfYGHEQsZwWCoTi 8Q6fO0f96v1pyGk5e9DNwC1FBRrX71tzeQJBE0AsKx1l3XicFPsQJGOJ1WeommMSZjPKRdAyMsqPbT3O/UPjHMwA6lMicCO2f/b6RYaIFhZJRZ03OzjAEpua4bFYxE1rJn8rueiKAeiHomUjrUC0YgvPJTFsUJ0IjMfIQJ t0HaWTb2gClKgE8MwEQx8xWbjLDCBEyCFZORu5jIMvDOGtcN5/6i1rwpwiqjI3SMTpGLLlET3aEW8hBBHL2iN/RuvVgf1qf1NZOWrGLnEM2V9f0HLzudBQ==</latexit>
x2
<latexit sha1_base64="OUe9NQ3ny9IilmHPU3ONQ4TtfRo=">AAACDXicZVDLSgMxFM3UV62vqks3g0VwU cpMEdRd0Y3LCo4ttEPJpJk2NJkMyR2xDP0Hcavf4Urc+g1+hn9gZjoL214I9+Tcc8PJCWLONDjOj1VaW9/Y3CpvV3Z29/YPqodHj1omilCPSC5VN8CachZRDxhw2o0VxSLgtBNMbrN554kqzWT0ANOY+gKPIhYygsFQ3X4g0uf ZoDmo1pyGk5e9CtwC1FBR7UH1tz+UJBE0AsKx1j3XicFPsQJGOJ1V+ommMSYTPKI9AyMsqPbT3O/MPjPM0A6lMicCO2f/b6RYaIFhbJRZ0wuzjAEpua4bFYxF1rJn8rueiqAeiHomUjrUS0YgvPJTFsUJ0IjMfYQJt0HaWTb2 kClKgE8NwEQx8xWbjLHCBEyCFZORu5zIKvCajeuGc39Ra90UYZXRCTpF58hFl6iF7lAbeYggjl7RG3q3XqwP69P6mktLVrFzjBbK+v4DLZmdBA==</latexit><latexit sha1_base64="OUe9NQ3ny9IilmHPU3ONQ4TtfRo=">AAACDXicZVDLSgMxFM3UV62vqks3g0VwU cpMEdRd0Y3LCo4ttEPJpJk2NJkMyR2xDP0Hcavf4Urc+g1+hn9gZjoL214I9+Tcc8PJCWLONDjOj1VaW9/Y3CpvV3Z29/YPqodHj1omilCPSC5VN8CachZRDxhw2o0VxSLgtBNMbrN554kqzWT0ANOY+gKPIhYygsFQ3X4g0uf ZoDmo1pyGk5e9CtwC1FBR7UH1tz+UJBE0AsKx1j3XicFPsQJGOJ1V+ommMSYTPKI9AyMsqPbT3O/MPjPM0A6lMicCO2f/b6RYaIFhbJRZ0wuzjAEpua4bFYxF1rJn8rueiqAeiHomUjrUS0YgvPJTFsUJ0IjMfYQJt0HaWTb2 kClKgE8NwEQx8xWbjLHCBEyCFZORu5zIKvCajeuGc39Ra90UYZXRCTpF58hFl6iF7lAbeYggjl7RG3q3XqwP69P6mktLVrFzjBbK+v4DLZmdBA==</latexit><latexit sha1_base64="OUe9NQ3ny9IilmHPU3ONQ4TtfRo=">AAACDXicZVDLSgMxFM3UV62vqks3g0VwU cpMEdRd0Y3LCo4ttEPJpJk2NJkMyR2xDP0Hcavf4Urc+g1+hn9gZjoL214I9+Tcc8PJCWLONDjOj1VaW9/Y3CpvV3Z29/YPqodHj1omilCPSC5VN8CachZRDxhw2o0VxSLgtBNMbrN554kqzWT0ANOY+gKPIhYygsFQ3X4g0uf ZoDmo1pyGk5e9CtwC1FBR7UH1tz+UJBE0AsKx1j3XicFPsQJGOJ1V+ommMSYTPKI9AyMsqPbT3O/MPjPM0A6lMicCO2f/b6RYaIFhbJRZ0wuzjAEpua4bFYxF1rJn8rueiqAeiHomUjrUS0YgvPJTFsUJ0IjMfYQJt0HaWTb2 kClKgE8NwEQx8xWbjLHCBEyCFZORu5zIKvCajeuGc39Ra90UYZXRCTpF58hFl6iF7lAbeYggjl7RG3q3XqwP69P6mktLVrFzjBbK+v4DLZmdBA==</latexit>
x1
<latexit sha1_base64="wPlw8y/0IqfHJrazcS QaHuwQ07k=">AAACDXicZVDLSgMxFM34rPVVdekmWAQXpcyIoO6KblxWcGyhLSWTZtrQZDIkd8Qy9B/ ErX6HK3HrN/gZ/oGZ6SxseyHck3PPDScniAU34Lo/zsrq2vrGZmmrvL2zu7dfOTh8NCrRlPlUCaXbAT FM8Ij5wEGwdqwZkYFgrWB8m81bT0wbrqIHmMSsJ8kw4iGnBCzV7gYyfZ72vX6l6tbdvPAy8ApQRUU1+ 5Xf7kDRRLIIqCDGdDw3hl5KNHAq2LTcTQyLCR2TIetYGBHJTC/N/U7xqWUGOFTanghwzv7fSIk0ksDI KrNm5mYZA0oJU7MqGMmsZc/kdzORQS2QtUykTWgWjEB41Ut5FCfAIjrzESYCg8JZNnjANaMgJhYQqrn9 CqYjogkFm2DZZuQtJrIM/PP6dd29v6g2boqwSugYnaAz5KFL1EB3qIl8RJFAr+gNvTsvzofz6XzNpCt OsXOE5sr5/gMr950D</latexit><latexit sha1_base64="wPlw8y/0IqfHJrazcS QaHuwQ07k=">AAACDXicZVDLSgMxFM34rPVVdekmWAQXpcyIoO6KblxWcGyhLSWTZtrQZDIkd8Qy9B/ ErX6HK3HrN/gZ/oGZ6SxseyHck3PPDScniAU34Lo/zsrq2vrGZmmrvL2zu7dfOTh8NCrRlPlUCaXbAT FM8Ij5wEGwdqwZkYFgrWB8m81bT0wbrqIHmMSsJ8kw4iGnBCzV7gYyfZ72vX6l6tbdvPAy8ApQRUU1+ 5Xf7kDRRLIIqCDGdDw3hl5KNHAq2LTcTQyLCR2TIetYGBHJTC/N/U7xqWUGOFTanghwzv7fSIk0ksDI KrNm5mYZA0oJU7MqGMmsZc/kdzORQS2QtUykTWgWjEB41Ut5FCfAIjrzESYCg8JZNnjANaMgJhYQqrn9 CqYjogkFm2DZZuQtJrIM/PP6dd29v6g2boqwSugYnaAz5KFL1EB3qIl8RJFAr+gNvTsvzofz6XzNpCt OsXOE5sr5/gMr950D</latexit><latexit sha1_base64="wPlw8y/0IqfHJrazcS QaHuwQ07k=">AAACDXicZVDLSgMxFM34rPVVdekmWAQXpcyIoO6KblxWcGyhLSWTZtrQZDIkd8Qy9B/ ErX6HK3HrN/gZ/oGZ6SxseyHck3PPDScniAU34Lo/zsrq2vrGZmmrvL2zu7dfOTh8NCrRlPlUCaXbAT FM8Ij5wEGwdqwZkYFgrWB8m81bT0wbrqIHmMSsJ8kw4iGnBCzV7gYyfZ72vX6l6tbdvPAy8ApQRUU1+ 5Xf7kDRRLIIqCDGdDw3hl5KNHAq2LTcTQyLCR2TIetYGBHJTC/N/U7xqWUGOFTanghwzv7fSIk0ksDI KrNm5mYZA0oJU7MqGMmsZc/kdzORQS2QtUykTWgWjEB41Ut5FCfAIjrzESYCg8JZNnjANaMgJhYQqrn9 CqYjogkFm2DZZuQtJrIM/PP6dd29v6g2boqwSugYnaAz5KFL1EB3qIl8RJFAr+gNvTsvzofz6XzNpCt OsXOE5sr5/gMr950D</latexit>
e1
<latexit sha1_base64="WgitCLnES1r4TeJXe VDWd7cTvpM=">AAACDXicZVDLSgMxFM3UV62vqks3wSK4KGVGBHVXdOOygmMLbSmZNNOGJpMhuSOUo f8gbvU7XIlbv8HP8A/MTGdh2wvhnpx7bjg5QSy4Adf9cUpr6xubW+Xtys7u3v5B9fDoyahEU+ZTJZT uBMQwwSPmAwfBOrFmRAaCtYPJXTZvPzNtuIoeYRqzviSjiIecErBUpxfIlM0G3qBacxtuXngVeAWoo aJag+pvb6hoIlkEVBBjup4bQz8lGjgVbFbpJYbFhE7IiHUtjIhkpp/mfmf4zDJDHCptTwQ4Z/9vpEQ aSWBslVkzC7OMAaWEqVsVjGXWsmfyu5nKoB7IeibSJjRLRiC87qc8ihNgEZ37CBOBQeEsGzzkmlEQU wsI1dx+BdMx0YSCTbBiM/KWE1kF/kXjpuE+XNaat0VYZXSCTtE58tAVaqJ71EI+okigV/SG3p0X58P 5dL7m0pJT7ByjhXK+/wAMuJzw</latexit><latexit sha1_base64="WgitCLnES1r4TeJXe VDWd7cTvpM=">AAACDXicZVDLSgMxFM3UV62vqks3wSK4KGVGBHVXdOOygmMLbSmZNNOGJpMhuSOUo f8gbvU7XIlbv8HP8A/MTGdh2wvhnpx7bjg5QSy4Adf9cUpr6xubW+Xtys7u3v5B9fDoyahEU+ZTJZT uBMQwwSPmAwfBOrFmRAaCtYPJXTZvPzNtuIoeYRqzviSjiIecErBUpxfIlM0G3qBacxtuXngVeAWoo aJag+pvb6hoIlkEVBBjup4bQz8lGjgVbFbpJYbFhE7IiHUtjIhkpp/mfmf4zDJDHCptTwQ4Z/9vpEQ aSWBslVkzC7OMAaWEqVsVjGXWsmfyu5nKoB7IeibSJjRLRiC87qc8ihNgEZ37CBOBQeEsGzzkmlEQU wsI1dx+BdMx0YSCTbBiM/KWE1kF/kXjpuE+XNaat0VYZXSCTtE58tAVaqJ71EI+okigV/SG3p0X58P 5dL7m0pJT7ByjhXK+/wAMuJzw</latexit><latexit sha1_base64="WgitCLnES1r4TeJXe VDWd7cTvpM=">AAACDXicZVDLSgMxFM3UV62vqks3wSK4KGVGBHVXdOOygmMLbSmZNNOGJpMhuSOUo f8gbvU7XIlbv8HP8A/MTGdh2wvhnpx7bjg5QSy4Adf9cUpr6xubW+Xtys7u3v5B9fDoyahEU+ZTJZT uBMQwwSPmAwfBOrFmRAaCtYPJXTZvPzNtuIoeYRqzviSjiIecErBUpxfIlM0G3qBacxtuXngVeAWoo aJag+pvb6hoIlkEVBBjup4bQz8lGjgVbFbpJYbFhE7IiHUtjIhkpp/mfmf4zDJDHCptTwQ4Z/9vpEQ aSWBslVkzC7OMAaWEqVsVjGXWsmfyu5nKoB7IeibSJjRLRiC87qc8ihNgEZ37CBOBQeEsGzzkmlEQU wsI1dx+BdMx0YSCTbBiM/KWE1kF/kXjpuE+XNaat0VYZXSCTtE58tAVaqJ71EI+okigV/SG3p0X58P 5dL7m0pJT7ByjhXK+/wAMuJzw</latexit>
e2
<latexit sha1_base64="wBcNk6euWGMrg+Da+mnoLSs6/Fg=">AAACDXicZVDLSgMxFM3UV62vqks3g0VwU cq0COqu6MZlBUcL7VAyaaYNzWNI7ghl6D+IW/0OV+LWb/Az/AMz01nY9kK4J+eeG05OGHNmwPN+nNLa+sbmVnm7srO7t39QPTx6NCrRhPpEcaW7ITaUM0l9YMBpN9YUi5DTp3Bym82fnqk2TMkHmMY0EHgkWcQIBkt1+6FI6 WzQGlRrXsPLy10FzQLUUFGdQfW3P1QkEVQC4diYXtOLIUixBkY4nVX6iaExJhM8oj0LJRbUBGnud+aeWWboRkrbI8HN2f8bKRZGYBhbZdbMwixjQClu6lYFY5G17Jn8bqYirIeinom0icySEYiugpTJOAEqydxHlHAXlJtl4 w6ZpgT41AJMNLNfcckYa0zAJlixGTWXE1kFfqtx3fDuL2rtmyKsMjpBp+gcNdElaqM71EE+IoijV/SG3p0X58P5dL7m0pJT7ByjhXK+/wAOWpzx</latexit><latexit sha1_base64="wBcNk6euWGMrg+Da+mnoLSs6/Fg=">AAACDXicZVDLSgMxFM3UV62vqks3g0VwU cq0COqu6MZlBUcL7VAyaaYNzWNI7ghl6D+IW/0OV+LWb/Az/AMz01nY9kK4J+eeG05OGHNmwPN+nNLa+sbmVnm7srO7t39QPTx6NCrRhPpEcaW7ITaUM0l9YMBpN9YUi5DTp3Bym82fnqk2TMkHmMY0EHgkWcQIBkt1+6FI6 WzQGlRrXsPLy10FzQLUUFGdQfW3P1QkEVQC4diYXtOLIUixBkY4nVX6iaExJhM8oj0LJRbUBGnud+aeWWboRkrbI8HN2f8bKRZGYBhbZdbMwixjQClu6lYFY5G17Jn8bqYirIeinom0icySEYiugpTJOAEqydxHlHAXlJtl4 w6ZpgT41AJMNLNfcckYa0zAJlixGTWXE1kFfqtx3fDuL2rtmyKsMjpBp+gcNdElaqM71EE+IoijV/SG3p0X58P5dL7m0pJT7ByjhXK+/wAOWpzx</latexit><latexit sha1_base64="wBcNk6euWGMrg+Da+mnoLSs6/Fg=">AAACDXicZVDLSgMxFM3UV62vqks3g0VwU cq0COqu6MZlBUcL7VAyaaYNzWNI7ghl6D+IW/0OV+LWb/Az/AMz01nY9kK4J+eeG05OGHNmwPN+nNLa+sbmVnm7srO7t39QPTx6NCrRhPpEcaW7ITaUM0l9YMBpN9YUi5DTp3Bym82fnqk2TMkHmMY0EHgkWcQIBkt1+6FI6 WzQGlRrXsPLy10FzQLUUFGdQfW3P1QkEVQC4diYXtOLIUixBkY4nVX6iaExJhM8oj0LJRbUBGnud+aeWWboRkrbI8HN2f8bKRZGYBhbZdbMwixjQClu6lYFY5G17Jn8bqYirIeinom0icySEYiugpTJOAEqydxHlHAXlJtl4 w6ZpgT41AJMNLNfcckYa0zAJlixGTWXE1kFfqtx3fDuL2rtmyKsMjpBp+gcNdElaqM71EE+IoijV/SG3p0X58P5dL7m0pJT7ByjhXK+/wAOWpzx</latexit>
e3
<latexit sha1_base64="LgiizHRmhHOKEEbwqVR4tWBS3lw=">AAACDXicZVDLTgIxFL2DL8QXauL GzURi4oKQQRfqjujGJSQiJECwUzrQ0E4n7R0TMuEfjFv9DlfGrd/gxn/wD+wAC4GbNPf03HOb0+NHghv0vG8ns7K6tr6R3cxtbe/s7uX3Dx6MijVldaqE0k2fGCZ4yOrIUbBmpBmRvmANf3ibzhtPTBuuwnsc RawjST/kAacELdVs+zJh4+5FN1/wSt6k3GVQnoFC5aj28wgA1W7+t91TNJYsRCqIMa2yF2EnIRo5FWyca8eGRYQOSZ+1LAyJZKaTTPyO3VPL9NxAaXtCdCfs/42ESCMJDqwybWZuljKolDBFq8KBTFv6zORuRt Iv+rKYirQJzIIRDK46CQ+jGFlIpz6CWLio3DQbt8c1oyhGFhCquf2KSwdEE4o2wZzNqLyYyDKon5euS17NZnUD08rCMZzAGZThEipwB1WoAwUBL/AKb86z8+58OJ9TacaZ7RzCXDlff9YqntM=</latexit><latexit sha1_base64="RMNkU799kfoHwXHS6vi9XiRQ2tw=">AAACDXicZVDLSgMxFM3UV62vquD GzWARXJQy1YW6K3XjsgXHFtqhZNJMG5pMhuSOUIb+g7jVX3DrSlwJfoMb/8E/MDPtwrYXwj0599xwcvyIMw2O823lVlbX1jfym4Wt7Z3dveL+wb2WsSLUJZJL1faxppyF1AUGnLYjRbHwOW35o5t03nqgSjMZ 3sE4op7Ag5AFjGAwVLvri4ROehe9YsmpOFnZy6A6A6XaUfOHvdY/G73ib7cvSSxoCIRjrTtVJwIvwQoY4XRS6MaaRpiM8IB2DAyxoNpLMr8T+9QwfTuQypwQ7Iz9v5FgoQWGoVGmTc/NUgak5LpsVDAUaUufye 56LPyyL8qpSOlALxiB4MpLWBjFQEMy9RHE3AZpp9nYfaYoAT42ABPFzFdsMsQKEzAJFkxG1cVEloF7XrmuOE2TVR1NK4+O0Qk6Q1V0iWroFjWQiwji6Ak9oxfr0Xqz3q2PqTRnzXYO0VxZX39bgqCP</latex it><latexit sha1_base64="RMNkU799kfoHwXHS6vi9XiRQ2tw=">AAACDXicZVDLSgMxFM3UV62vquD GzWARXJQy1YW6K3XjsgXHFtqhZNJMG5pMhuSOUIb+g7jVX3DrSlwJfoMb/8E/MDPtwrYXwj0599xwcvyIMw2O823lVlbX1jfym4Wt7Z3dveL+wb2WsSLUJZJL1faxppyF1AUGnLYjRbHwOW35o5t03nqgSjMZ 3sE4op7Ag5AFjGAwVLvri4ROehe9YsmpOFnZy6A6A6XaUfOHvdY/G73ib7cvSSxoCIRjrTtVJwIvwQoY4XRS6MaaRpiM8IB2DAyxoNpLMr8T+9QwfTuQypwQ7Iz9v5FgoQWGoVGmTc/NUgak5LpsVDAUaUufye 56LPyyL8qpSOlALxiB4MpLWBjFQEMy9RHE3AZpp9nYfaYoAT42ABPFzFdsMsQKEzAJFkxG1cVEloF7XrmuOE2TVR1NK4+O0Qk6Q1V0iWroFjWQiwji6Ak9oxfr0Xqz3q2PqTRnzXYO0VxZX39bgqCP</latex it>
f (e)
<latexit sha1_base64="8oxgnabmEamXCM6ELWd hWTrrt8c=">AAACHHicZVA9SwNBEJ3z2/gVFSubwyhECOFio3ZBG0sFzwgmhL3NnlncvT1254Rw3G8RW+ 2tbazEVvBnWNi7d0lh4sAyb9+8Wd6+IBbcoOd9OVPTM7Nz8wuLpaXlldW18vrGlVGJpsynSih9HRDDBI+ YjxwFu441IzIQrBXcnebz1j3ThqvoEgcx60hyG/GQU4KW6pa3wm7aDmTajvs8y6o5ZNl+t1zx6l5R7n/Q GIFKc/fn5RUAzrvl73ZP0USyCKkgxtw0vBg7KdHIqWBZqZ0YFhN6R27ZjYURkcx00sJ+5u5ZpueGStsT oVuwfzdSIo0k2LfKvJmxWc6gUsLUrAr7Mm/5M8XdDGRQC2QtF2kTmgkjGB51Uh7FCbKIDn2EiXBRuXlUb o9rRlEMLCBUc/sVl/aJJhRtoCWbUWMykf/AP6gf170Lm9UJDGsBtmEHqtCAQ2jCGZyDDxRSeIQneHYenD fn3fkYSqec0c4mjJXz+QtiiKWs</latexit><latexit sha1_base64="JbCPJ2fHAGZa8Ebw6DT j/vvFjWE=">AAACHHicZVDLSgMxFM34rK2PqrhyM1iFCqXMuFF3RTcuK1hbaEvJpJk2NJkMyZ1CGeZbxK 3u/QFxJW4FP8OFrs20Xdj2Qrgn554bTo4XcqbBcb6speWV1bX1zEY2t7m1vZPf3bvXMlKE1ojkUjU8rCl nAa0BA04boaJYeJzWvcF1Oq8PqdJMBncwCmlb4F7AfEYwGKqTP/A7ccsTcSvssyQpppAmp518wSk747IX gTsFhcrxz8vrMPdb7eS/W11JIkEDIBxr3XSdENoxVsAIp0m2FWkaYjLAPdo0MMCC6nY8tp/YJ4bp2r5U 5gRgj9n/GzEWWmDoG2Xa9MwsZUBKrktGBX2RtvSZ8V2PhFfyRCkVKe3rOSPgX7RjFoQR0IBMfPgRt0Haa VR2lylKgI8MwEQx8xWb9LHCBEygWZORO5/IIqidlS/Lzq3J6gpNKoMO0REqIhedowq6QVVUQwTF6BE9oW frwXqz3q2PiXTJmu7so5myPv8Ah3SnJg==</latexit><latexit sha1_base64="JbCPJ2fHAGZa8Ebw6DT j/vvFjWE=">AAACHHicZVDLSgMxFM34rK2PqrhyM1iFCqXMuFF3RTcuK1hbaEvJpJk2NJkMyZ1CGeZbxK 3u/QFxJW4FP8OFrs20Xdj2Qrgn554bTo4XcqbBcb6speWV1bX1zEY2t7m1vZPf3bvXMlKE1ojkUjU8rCl nAa0BA04boaJYeJzWvcF1Oq8PqdJMBncwCmlb4F7AfEYwGKqTP/A7ccsTcSvssyQpppAmp518wSk747IX gTsFhcrxz8vrMPdb7eS/W11JIkEDIBxr3XSdENoxVsAIp0m2FWkaYjLAPdo0MMCC6nY8tp/YJ4bp2r5U 5gRgj9n/GzEWWmDoG2Xa9MwsZUBKrktGBX2RtvSZ8V2PhFfyRCkVKe3rOSPgX7RjFoQR0IBMfPgRt0Haa VR2lylKgI8MwEQx8xWb9LHCBEygWZORO5/IIqidlS/Lzq3J6gpNKoMO0REqIhedowq6QVVUQwTF6BE9oW frwXqz3q2PiXTJmu7so5myPv8Ah3SnJg==</latexit>
DMV prior
Markov prior
z1
<latexit sha1_base64="jbtr+W9vpRfg2saI7YImOblkNik=">AAACCHicZVDLSgMxFM3UV62vqks3g0Vw UcqMCOqu6MZlRccW2qFk0kwbmkyG5I5Qh36BuNXvcCVu/Qs/wz8wM52FbS+Ee3LuueHkBDFnGhznxyqtrK6tb5Q3K1vbO7t71f2DRy0TRahHJJeqE2BNOYuoBww47cSKYhFw2g7GN9m8/USVZjJ6gElMfYGHEQsZwWCo++ e+26/WnIaTl70M3ALUUFGtfvW3N5AkETQCwrHWXdeJwU+xAkY4nVZ6iaYxJmM8pF0DIyyo9tPc6tQ+MczADqUyJwI7Z/9vpFhogWFklFnTc7OMASm5rhsVjETWsmfyu56IoB6IeiZSOtQLRiC89FMWxQnQiMx8hAm3QdpZL PaAKUqATwzARDHzFZuMsMIETHgVk5G7mMgy8M4aVw3n7rzWvC7CKqMjdIxOkYsuUBPdohbyEEFD9Ire0Lv1Yn1Yn9bXTFqyip1DNFfW9x/uTZqw</latexit><latexit sha1_base64="jbtr+W9vpRfg2saI7YImOblkNik=">AAACCHicZVDLSgMxFM3UV62vqks3g0Vw UcqMCOqu6MZlRccW2qFk0kwbmkyG5I5Qh36BuNXvcCVu/Qs/wz8wM52FbS+Ee3LuueHkBDFnGhznxyqtrK6tb5Q3K1vbO7t71f2DRy0TRahHJJeqE2BNOYuoBww47cSKYhFw2g7GN9m8/USVZjJ6gElMfYGHEQsZwWCo++ e+26/WnIaTl70M3ALUUFGtfvW3N5AkETQCwrHWXdeJwU+xAkY4nVZ6iaYxJmM8pF0DIyyo9tPc6tQ+MczADqUyJwI7Z/9vpFhogWFklFnTc7OMASm5rhsVjETWsmfyu56IoB6IeiZSOtQLRiC89FMWxQnQiMx8hAm3QdpZL PaAKUqATwzARDHzFZuMsMIETHgVk5G7mMgy8M4aVw3n7rzWvC7CKqMjdIxOkYsuUBPdohbyEEFD9Ire0Lv1Yn1Yn9bXTFqyip1DNFfW9x/uTZqw</latexit><latexit sha1_base64="jbtr+W9vpRfg2saI7YImOblkNik=">AAACCHicZVDLSgMxFM3UV62vqks3g0Vw UcqMCOqu6MZlRccW2qFk0kwbmkyG5I5Qh36BuNXvcCVu/Qs/wz8wM52FbS+Ee3LuueHkBDFnGhznxyqtrK6tb5Q3K1vbO7t71f2DRy0TRahHJJeqE2BNOYuoBww47cSKYhFw2g7GN9m8/USVZjJ6gElMfYGHEQsZwWCo++ e+26/WnIaTl70M3ALUUFGtfvW3N5AkETQCwrHWXdeJwU+xAkY4nVZ6iaYxJmM8pF0DIyyo9tPc6tQ+MczADqUyJwI7Z/9vpFhogWFklFnTc7OMASm5rhsVjETWsmfyu56IoB6IeiZSOtQLRiC89FMWxQnQiMx8hAm3QdpZL PaAKUqATwzARDHzFZuMsMIETHgVk5G7mMgy8M4aVw3n7rzWvC7CKqMjdIxOkYsuUBPdohbyEEFD9Ire0Lv1Yn1Yn9bXTFqyip1DNFfW9x/uTZqw</latexit>
z2
<latexit sha1_base64="ZNKuRe23lzCJMNesh6cRgweKXJI=">AAACCHicZVDLSgMxFM3UV62vqks3g0VwUcp MEdRd0Y3Lio4W2qFk0kwbmkyG5I5Qh36BuNXvcCVu/Qs/wz8wM52FbS+Ee3LuueHkBDFnGhznxyqtrK6tb5Q3K1vbO7t71f2DBy0TRahHJJeqE2BNOYuoBww47cSKYhFw+hiMr7P54xNVmsnoHiYx9QUeRixkBIOh7p77zX615jS cvOxl4Baghopq96u/vYEkiaAREI617rpODH6KFTDC6bTSSzSNMRnjIe0aGGFBtZ/mVqf2iWEGdiiVORHYOft/I8VCCwwjo8yanptlDEjJdd2oYCSylj2T3/VEBPVA1DOR0qFeMALhhZ+yKE6ARmTmI0y4DdLOYrEHTFECfGIAJoqZ r9hkhBUmYMKrmIzcxUSWgddsXDac27Na66oIq4yO0DE6RS46Ry10g9rIQwQN0St6Q+/Wi/VhfVpfM2nJKnYO0VxZ33/v75qx</latexit><latexit sha1_base64="ZNKuRe23lzCJMNesh6cRgweKXJI=">AAACCHicZVDLSgMxFM3UV62vqks3g0VwUcp MEdRd0Y3Lio4W2qFk0kwbmkyG5I5Qh36BuNXvcCVu/Qs/wz8wM52FbS+Ee3LuueHkBDFnGhznxyqtrK6tb5Q3K1vbO7t71f2DBy0TRahHJJeqE2BNOYuoBww47cSKYhFw+hiMr7P54xNVmsnoHiYx9QUeRixkBIOh7p77zX615jS cvOxl4Baghopq96u/vYEkiaAREI617rpODH6KFTDC6bTSSzSNMRnjIe0aGGFBtZ/mVqf2iWEGdiiVORHYOft/I8VCCwwjo8yanptlDEjJdd2oYCSylj2T3/VEBPVA1DOR0qFeMALhhZ+yKE6ARmTmI0y4DdLOYrEHTFECfGIAJoqZ r9hkhBUmYMKrmIzcxUSWgddsXDac27Na66oIq4yO0DE6RS46Ry10g9rIQwQN0St6Q+/Wi/VhfVpfM2nJKnYO0VxZ33/v75qx</latexit><latexit sha1_base64="ZNKuRe23lzCJMNesh6cRgweKXJI=">AAACCHicZVDLSgMxFM3UV62vqks3g0VwUcp MEdRd0Y3Lio4W2qFk0kwbmkyG5I5Qh36BuNXvcCVu/Qs/wz8wM52FbS+Ee3LuueHkBDFnGhznxyqtrK6tb5Q3K1vbO7t71f2DBy0TRahHJJeqE2BNOYuoBww47cSKYhFw+hiMr7P54xNVmsnoHiYx9QUeRixkBIOh7p77zX615jS cvOxl4Baghopq96u/vYEkiaAREI617rpODH6KFTDC6bTSSzSNMRnjIe0aGGFBtZ/mVqf2iWEGdiiVORHYOft/I8VCCwwjo8yanptlDEjJdd2oYCSylj2T3/VEBPVA1DOR0qFeMALhhZ+yKE6ARmTmI0y4DdLOYrEHTFECfGIAJoqZ r9hkhBUmYMKrmIzcxUSWgddsXDac27Na66oIq4yO0DE6RS46Ry10g9rIQwQN0St6Q+/Wi/VhfVpfM2nJKnYO0VxZ33/v75qx</latexit>
z3
<latexit sha1_base64="VwYPdoeVjXkUU912kwmjdymaS+E=">AAACCHicZVBLTsMwFHT4lvIrsGQTUSGxqKo EkIBdBRuWRRBaqY0qx3Vaq3Yc2S9IJeoJEFs4ByvElltwDG6Ak2ZB2ydZbzxvnjWeIOZMg+P8WEvLK6tr66WN8ubW9s5uZW//UctEEeoRyaVqB1hTziLqAQNO27GiWASctoLRTTZvPVGlmYweYBxTX+BBxEJGMBjq/rl31qtUnbq Tl70I3AJUUVHNXuW325ckETQCwrHWHdeJwU+xAkY4nZS7iaYxJiM8oB0DIyyo9tPc6sQ+NkzfDqUyJwI7Z/9vpFhogWFolFnTM7OMASm5rhkVDEXWsmfyux6LoBaIWiZSOtRzRiC89FMWxQnQiEx9hAm3QdpZLHafKUqAjw3ARDHz FZsMscIETHhlk5E7n8gi8E7rV3Xn7rzauC7CKqFDdIROkIsuUAPdoibyEEED9Ire0Lv1Yn1Yn9bXVLpkFTsHaKas7z/xkZqy</latexit><latexit sha1_base64="VwYPdoeVjXkUU912kwmjdymaS+E=">AAACCHicZVBLTsMwFHT4lvIrsGQTUSGxqKo EkIBdBRuWRRBaqY0qx3Vaq3Yc2S9IJeoJEFs4ByvElltwDG6Ak2ZB2ydZbzxvnjWeIOZMg+P8WEvLK6tr66WN8ubW9s5uZW//UctEEeoRyaVqB1hTziLqAQNO27GiWASctoLRTTZvPVGlmYweYBxTX+BBxEJGMBjq/rl31qtUnbq Tl70I3AJUUVHNXuW325ckETQCwrHWHdeJwU+xAkY4nZS7iaYxJiM8oB0DIyyo9tPc6sQ+NkzfDqUyJwI7Z/9vpFhogWFolFnTM7OMASm5rhkVDEXWsmfyux6LoBaIWiZSOtRzRiC89FMWxQnQiEx9hAm3QdpZLHafKUqAjw3ARDHz FZsMscIETHhlk5E7n8gi8E7rV3Xn7rzauC7CKqFDdIROkIsuUAPdoibyEEED9Ire0Lv1Yn1Yn9bXVLpkFTsHaKas7z/xkZqy</latexit><latexit sha1_base64="VwYPdoeVjXkUU912kwmjdymaS+E=">AAACCHicZVBLTsMwFHT4lvIrsGQTUSGxqKo EkIBdBRuWRRBaqY0qx3Vaq3Yc2S9IJeoJEFs4ByvElltwDG6Ak2ZB2ydZbzxvnjWeIOZMg+P8WEvLK6tr66WN8ubW9s5uZW//UctEEeoRyaVqB1hTziLqAQNO27GiWASctoLRTTZvPVGlmYweYBxTX+BBxEJGMBjq/rl31qtUnbq Tl70I3AJUUVHNXuW325ckETQCwrHWHdeJwU+xAkY4nZS7iaYxJiM8oB0DIyyo9tPc6sQ+NkzfDqUyJwI7Z/9vpFhogWFolFnTM7OMASm5rhkVDEXWsmfyux6LoBaIWiZSOtRzRiC89FMWxQnQiEx9hAm3QdpZLHafKUqAjw3ARDHz FZsMscIETHhlk5E7n8gi8E7rV3Xn7rzauC7CKqFDdIROkIsuUAPdoibyEEED9Ire0Lv1Yn1Yn9bXVLpkFTsHaKas7z/xkZqy</latexit>
ztree
<latexit sha1_base64="dBjf+CpSwGrI4obgBuQoM2II8ZM=">AAACFnicZVDLTgIxFO34RHyAunQzkZi4IGQwJuqO6MY lJiIkQEin3IGGdjpp7xhxMh9i3Op3uDJu3foZ/oEdYCFwk+aenntuc3r8SHCDnvfjrKyurW9s5rby2zu7e4Xi/sGDUbFm0GBKKN3yqQHBQ2ggRwGtSAOVvoCmP7rJ5s1H0Iar8B7HEXQlHYQ84IyipXrFwnMv6SA8YYIaIE17xZJX8SblLoPqDJTIrOq94 m+nr1gsIUQmqDHtqhdhN6EaOROQ5juxgYiyER1A28KQSjDdZGI8dU8s03cDpe0J0Z2w/zcSKo2kOLTKrJm5WcagUsKUrQqHMmvZM5O7GUu/7MtyJtImMAtGMLjsJjyMYoSQTX0EsXBRuVlIbp9rYCjGFlCmuf2Ky4ZUU4Y2yrzNqLqYyDJonFWuKt7deal 2PQsrR47IMTklVXJBauSW1EmDMBKTV/JG3p0X58P5dL6m0hVntnNI5sr5/gNojaDp</latexit><latexit sha1_base64="dBjf+CpSwGrI4obgBuQoM2II8ZM=">AAACFnicZVDLTgIxFO34RHyAunQzkZi4IGQwJuqO6MY lJiIkQEin3IGGdjpp7xhxMh9i3Op3uDJu3foZ/oEdYCFwk+aenntuc3r8SHCDnvfjrKyurW9s5rby2zu7e4Xi/sGDUbFm0GBKKN3yqQHBQ2ggRwGtSAOVvoCmP7rJ5s1H0Iar8B7HEXQlHYQ84IyipXrFwnMv6SA8YYIaIE17xZJX8SblLoPqDJTIrOq94 m+nr1gsIUQmqDHtqhdhN6EaOROQ5juxgYiyER1A28KQSjDdZGI8dU8s03cDpe0J0Z2w/zcSKo2kOLTKrJm5WcagUsKUrQqHMmvZM5O7GUu/7MtyJtImMAtGMLjsJjyMYoSQTX0EsXBRuVlIbp9rYCjGFlCmuf2Ky4ZUU4Y2yrzNqLqYyDJonFWuKt7deal 2PQsrR47IMTklVXJBauSW1EmDMBKTV/JG3p0X58P5dL6m0hVntnNI5sr5/gNojaDp</latexit><latexit sha1_base64="dBjf+CpSwGrI4obgBuQoM2II8ZM=">AAACFnicZVDLTgIxFO34RHyAunQzkZi4IGQwJuqO6MY lJiIkQEin3IGGdjpp7xhxMh9i3Op3uDJu3foZ/oEdYCFwk+aenntuc3r8SHCDnvfjrKyurW9s5rby2zu7e4Xi/sGDUbFm0GBKKN3yqQHBQ2ggRwGtSAOVvoCmP7rJ5s1H0Iar8B7HEXQlHYQ84IyipXrFwnMv6SA8YYIaIE17xZJX8SblLoPqDJTIrOq94 m+nr1gsIUQmqDHtqhdhN6EaOROQ5juxgYiyER1A28KQSjDdZGI8dU8s03cDpe0J0Z2w/zcSKo2kOLTKrJm5WcagUsKUrQqHMmvZM5O7GUu/7MtyJtImMAtGMLjsJjyMYoSQTX0EsXBRuVlIbp9rYCjGFlCmuf2Ky4ZUU4Y2yrzNqLqYyDJonFWuKt7deal 2PQsrR47IMTklVXJBauSW1EmDMBKTV/JG3p0X58P5dL6m0hVntnNI5sr5/gNojaDp</latexit>
z1
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Syntax  
Model
Figure 2: Depiction of proposed generative model. The syntax model is composed of discrete random variables, zi. Each ei
is a latent continuous embeddings sampled from Gaussian distribution conditioned on zi, while xi is the observed embedding,
deterministically derived from ei. The left portion depicts how the neural projector maps the simple Gaussian to a more
complex distribution in the output space. The right portion depicts two instantiations of the syntax model in our approach: one
is Markov-structured and the other is DMV-structured. For DMV, ztree is the latent dependency tree structure.
ping interspersed regions in the embedding space,
evident in Figure 1(a).
In our approach, we propose to learn a new
latent embedding space as a projection of pre-
trained embeddings (depicted in Figure 1(b)),
while jointly learning latent syntactic structure –
for example, POS categories or syntactic depen-
dencies. To this end, we introduce a new gener-
ative model (shown in Figure 2) that first gener-
ates a latent syntactic representation (e.g. a de-
pendency parse) from a discrete structured prior
(which we also call the “syntax model”), then,
conditioned on this representation, generates a se-
quence of latent embedding random variables cor-
responding to each word, and finally produces the
observed (pre-trained) word embeddings by pro-
jecting these latent vectors through a parameter-
ized non-linear function. The latent embeddings
can be jointly learned with the structured syntax
model in a completely unsupervised fashion.
By choosing an invertible neural network as
our non-linear projector, and then parameterizing
our model in terms of the projection’s inverse,
we are able to derive tractable exact inference
and marginal likelihood computation procedures
so long as inference is tractable in the underlying
syntax model. In §3.1 we show that this derivation
corresponds to an alternate view of our approach
whereby we jointly learn a mapping of observed
word embeddings to a new embedding space that
is more suitable for the syntax model, but include
an additional Jacobian regularization term to pre-
vent information loss.
Recent work has sought to take advantage
of word embeddings in unsupervised generative
models with alternate approaches (Lin et al., 2015;
Tran et al., 2016; Jiang et al., 2016; Han et al.,
2017). Lin et al. (2015) build an HMM with Gaus-
sian emissions on observed word embeddings, but
they do not attempt to learn new embeddings. Tran
et al. (2016), Jiang et al. (2016), and Han et al.
(2017) extend HMM or dependency model with
valence (DMV) (Klein and Manning, 2004) with
multinomials that use word (or tag) embeddings
in their parameterization. However, they do not
represent the embeddings as latent variables.
In experiments, we instantiate our approach us-
ing both a Markov-structured syntax model and
a tree-structured syntax model – specifically, the
DMV. We evaluate on two tasks: part-of-speech
(POS) induction and unsupervised dependency
parsing without gold POS tags. Experimental re-
sults on the Penn Treebank (Marcus et al., 1993)
demonstrate that our approach improves the ba-
sic HMM and DMV by a large margin, lead-
ing to the state-of-the-art results on POS induc-
tion, and state-of-the-art results on unsupervised
dependency parsing in the difficult training sce-
nario where neither gold POS annotation nor
punctuation-based constraints are available.
2 Model
As an illustrative example, we first present a base-
line model for Markov syntactic structure (POS in-
duction) that treats a sequence of pre-trained word
embeddings as observations. Then, we propose
our novel approach, again using Markov structure,
that introduces latent word embedding variables
and a neural projector. Lastly, we extend our ap-
proach to more general syntactic structures.
2.1 Example: Gaussian HMM
We start by describing the Gaussian hidden
Markov model introduced by Lin et al. (2015),
which is a locally normalized model with multi-
nomial transitions and Gaussian emissions. Given
a sentence of length `, we denote the latent POS
tags as z = {zi}`i=1, observed (pre-trained) word
embeddings as x = {xi}`i=1, transition parame-
ters as θ, and Gaussian emission parameters as η.
The joint distribution of data and latent variables
factors as:
p(z,x;θ,η) =
∏`
i=1
pθ(zi|zi−1)pη(xi|zi), (1)
where pθ(zi|zi−1) is the multinomial transition
probability and pη(xi|zi) is the multivariate Gaus-
sian emission probability.
While the observed word embeddings do inform
this model with a notion of word similarity – lack-
ing in the basic multinomial HMM – the Gaussian
emissions may not be sufficiently flexible to sepa-
rate some syntactic categories in the complex pre-
trained embedding space – for example the skip-
gram embedding space as visualized in Figure 1(a)
where different POS categories overlap. Next we
introduce a new approach that adds flexibility to
the emission distribution by incorporating new la-
tent embedding variables.
2.2 Markov Structure with Neural Projector
To flexibly model observed embeddings and yield
a new representation space that is more suitable
for the syntax model, we propose to cascade a neu-
ral network as a projection function, deterministi-
cally transforming the simple space defined by the
Gaussian HMM to the observed embedding space.
We denote the latent embedding of the ith word in
a sentence as ei ∈ Rde , and the neural projection
function as f , parameterized by φ. In the case of
sequential Markov structure, our new model cor-
responds to the following generative process:
For each time step i = 1, 2, · · · , `,
• Draw the latent state zi ∼ pθ(zi|zi−1)
• Draw the latent embedding ei ∼ N (µzi ,Σzi)
• Deterministically produce embedding
xi = fφ(ei)
The graphical model is depicted in Figure 2. The
deterministic projection can also be viewed as
sampling each observation from a point mass at
fφ(ei). The joint distribution of our model is:
p(z, e,x;θ,η,φ)
=
∏`
i=1
[pθ(zi|zi−1)pη(ei|zi)pφ(xi|ei)],
(2)
where pη(·|zi) is a conditional Gaussian distribu-
tion, and pφ(xi|ei) is the Dirac delta function cen-
tered at fφ(ei):
pφ(xi|ei) = δ(xi−fφ(ei)) =
{
∞ xi = fφ(ei)
0 otherwise
(3)
2.3 General Structure with Neural Projector
Our approach can be applied to a broad family of
structured syntax models. We denote latent em-
bedding variables as e = {ei}`i=1, discrete latent
variables in the syntax model as z = {zk}Kk=1
(K > `), where z1, z2, . . . , z` are conditioned to
generate e1, e2, . . . , e`. The joint probability of
our model factors as:
p(z, e,x;θ,η,φ) =
∏`
i=1
[
pη(ei|zi)pφ(xi|ei)
]
· psyntax(z;θ), (4)
where psyntax(z;θ) represents the probability of
the syntax model, and can encode any syntactic
structure – though, its factorization structure will
determine whether inference is tractable in our full
model. As shown in Figure 2, we focus on two
syntax models for syntactic analysis in this paper.
The first is Markov-structured, which we use for
POS induction, and the second is DMV-structured,
which we use to learn dependency parses without
supervision.
The marginal data likelihood of our model is:
p(x) =
∑
z
(
psyntax(z;θ)
·
∏`
i=1
[ ∫
ei
pη(ei|zi)pφ(xi|ei)dei︸ ︷︷ ︸
p(xi|zi)
])
.
(5)
While the discrete variables z can be marginal-
ized out with dynamic program in many cases, it
is generally intractable to marginalize out the la-
tent continuous variables, ei, for an arbitrary pro-
jection f in Eq. (5), which means inference and
learning may be difficult. In §3, we address this
issue by constraining f to be invertible, and show
that this constraint enables tractable exact infer-
ence and marginal likelihood computation.
3 Learning & Inference
In this section, we introduce an invertibility con-
dition for our neural projector to tackle the op-
timization challenge. Specifically, we constrain
our neural projector with two requirements: (1)
dim(x) = dim(e) and (2) f−1φ exists. Invert-
ible transformations have been explored before
in independent components analysis (Hyva¨rinen
et al., 2004), gaussianization (Chen and Gopinath,
2001), and deep density models (Dinh et al., 2014,
2016; Kingma and Dhariwal, 2018), for unstruc-
tured data. Here, we generalize this style of ap-
proach to structured learning, and augment it with
discrete latent variables (zi). Under the invertibil-
ity condition, we derive a learning algorithm and
give another view of our approach revealed by the
objective function. Then, we present the architec-
ture of a neural projector we use in experiments: a
volume-preserving invertible neural network pro-
posed by Dinh et al. (2014) for independent com-
ponents estimation.
3.1 Learning with Invertibility
For ease of exposition, we explain the learning
algorithm in terms of Markov structure without
loss of generality. As shown in Eq. (5), the op-
timization challenge in our approach comes from
the intractability of the marginalized emission fac-
tor p(xi|zi). If we can marginalize out ei and
compute p(xi|zi), then the posterior and marginal
likelihood of our Markov-structured model can be
computed with the forward-backward algorithm.
We can apply Eq. (3) and obtain :
p(xi|zi;η,φ) =
∫
ei
pη(ei|zi)δ(xi − fφ(ei))dei.
By using the change of variable rule to the integra-
tion, which allows the integration variable ei to be
replaced by x′i = fφ(ei), the marginal emission
factor can be computed in closed-form when the
invertibility condition is satisfied:
p(xi|zi;η,φ)
=
∫
x′i
pη(f
−1
φ (x
′
i)|zi)δ(xi − x′i)
∣∣∣det∂f−1φ
∂x′i
∣∣∣dx′i
= pη(f
−1
φ (xi)|zi)
∣∣∣det∂f−1φ
∂xi
∣∣∣, (6)
where pη(·|z) is a conditional Gaussian distribu-
tion,
∂f−1φ
∂xi
is the Jacobian matrix of function f−1φ
at xi, and
∣∣det∂f−1φ∂xi ∣∣ represents the absolute value
of its determinant. This Jacobian term is nonzero
and differentiable if and only if f−1φ exists.
Eq. (6) shows that we can directly calculate the
marginal emission distribution p(xi|zi). Denote
the marginal data likelihood of Gaussian HMM as
pHMM(x), then the log marginal data likelihood of
our model can be directly written as:
log p(x) = log pHMM(f
−1
φ (x))
+
∑`
i=1
log
∣∣∣det∂f−1φ
∂xi
∣∣∣, (7)
where f−1φ (x) represents the new sequence of em-
beddings after applying f−1φ to each xi. Eq. (7)
shows that the training objective of our model is
simply the Gaussian HMM log likelihood with an
additional Jacobian regularization term. From this
view, our approach can be seen as equivalent to
reversely projecting the data through f−1φ to an-
other manifold e that is directly modeled by the
Gaussian HMM, with a regularization term. In-
tuitively, we optimize the reverse projection f−1φ
to modify the e space, making it more appropri-
ate for the syntax model. The Jacobian regular-
ization term accounts for the volume expansion or
contraction behavior of the projection. Maximiz-
ing it can be thought of as preventing information
loss. In the extreme case, the Jacobian determi-
nant is equal to zero, which means the projection
is non-invertible and thus information is being lost
through the projection. Such “information pre-
serving” regularization is crucial during optimiza-
tion, otherwise the trivial solution of always pro-
jecting data to the same single point to maximize
likelihood is viable.2
More generally, for an arbitrary syntax model
the data likelihood of our approach is:
p(x) =
∑
z
(
psyntax(z)
·
∏`
i=1
pη(f
−1
φ (xi)|zi)
∣∣∣det∂f−1φ
∂xi
∣∣∣). (8)
If the syntax model itself allows for tractable in-
ference and marginal likelihood computation, the
same dynamic program can be used to marginal-
ize out z. Therefore, our joint model inherits the
tractability of the underlying syntax model.
2For example, all ei could learn to be zero vectors, lead-
ing to the trivial solution of learning zero mean and zero vari-
ance Gaussian emissions achieving infinite data likelihood.
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=<latexit sha1_base64="tt7sHfQoCO2k4YfwNUEEi7Nc9MQ=">AAAC E3icZVDNSgMxEJ6tf7X+VT16WSyCh1K2XtRDsejFYwVrC20t2TTbhiabJZkVylLwKcSrPocnETz5AD6Gb2C29WDbgTBfvvlmmPn8SHCDnvftZJ aWV1bXsuu5jc2t7Z387t6dUbGmrE6VULrpE8MED1kdOQrWjDQj0hes4Q+v0nrjgWnDVXiLo4h1JOmHPOCUoKXu274SPTOSNiWVcTdf8EreJNxFU P4DhYvPXOURAGrd/E+7p2gsWYhUEGNaZS/CTkI0cirYONeODYsIHZI+a1kYEslMJ5lsPXaPLNNzA6XtC9GdsP87EiKNJDiwyjSZmVrKoFLCFK0 KBzJN6ZjJPz2o6MtiKtImMHOLYHDWSXgYxchCOt0jiIWLyk0dcntcM4piZAGhmttTXDogmlC0PuasR+V5RxZB/aR0XvJuvEL1EqaRhQM4hGMowy lU4RpqUAcKGp7hBV6dJ+fNeXc+ptKM89ezDzPhfP0CDOChpQ==</latexit><latexit sha1_base64="J710iawjlDt3Kcch2yC+lHTgmcU=">AAAC E3icZVBNSwMxEM3Wr7p+VT16WSyCh1K2XtRDsejFYwVrC+1astlsG5pslmRWKEv/hnhV/4YnETx5Fn+G/8Bs24NtB8K8vHkzzDw/5kyD6/5Yua XlldW1/Lq9sbm1vVPY3bvTMlGENojkUrV8rClnEW0AA05bsaJY+Jw2/cFVVm8+UKWZjG5hGFNP4F7EQkYwGOq+40se6KEwKa2OuoWiW3bH4SyCy hQULz7tavz6bde7hd9OIEkiaASEY63bFTcGL8UKGOF0ZHcSTWNMBrhH2wZGWFDtpeOtR86RYQInlMq8CJwx+78jxUILDH2jzJKeqWUMSMl1yai gL7KUjRn/s4NKvihlIqVDPbcIhGdeyqI4ARqRyR5hwh2QTuaQEzBFCfChAZgoZk5xSB8rTMD4aBuPKvOOLILGSfm87N64xdolmkQeHaBDdIwq6B TV0DWqowYiSKEn9IxerEfrzXq3PibSnDXt2UczYX39ASoHoxk=</latexit><latexit sha1_base64="J710iawjlDt3Kcch2yC+lHTgmcU=">AAAC E3icZVBNSwMxEM3Wr7p+VT16WSyCh1K2XtRDsejFYwVrC+1astlsG5pslmRWKEv/hnhV/4YnETx5Fn+G/8Bs24NtB8K8vHkzzDw/5kyD6/5Yua XlldW1/Lq9sbm1vVPY3bvTMlGENojkUrV8rClnEW0AA05bsaJY+Jw2/cFVVm8+UKWZjG5hGFNP4F7EQkYwGOq+40se6KEwKa2OuoWiW3bH4SyCy hQULz7tavz6bde7hd9OIEkiaASEY63bFTcGL8UKGOF0ZHcSTWNMBrhH2wZGWFDtpeOtR86RYQInlMq8CJwx+78jxUILDH2jzJKeqWUMSMl1yai gL7KUjRn/s4NKvihlIqVDPbcIhGdeyqI4ARqRyR5hwh2QTuaQEzBFCfChAZgoZk5xSB8rTMD4aBuPKvOOLILGSfm87N64xdolmkQeHaBDdIwq6B TV0DWqowYiSKEn9IxerEfrzXq3PibSnDXt2UczYX39ASoHoxk=</latexit>
=<latexit sha1_base64="tt7sHfQoCO2k4YfwNUEEi7Nc9MQ=">AAAC E3icZVDNSgMxEJ6tf7X+VT16WSyCh1K2XtRDsejFYwVrC20t2TTbhiabJZkVylLwKcSrPocnETz5AD6Gb2C29WDbgTBfvvlmmPn8SHCDnvftZJ aWV1bXsuu5jc2t7Z387t6dUbGmrE6VULrpE8MED1kdOQrWjDQj0hes4Q+v0nrjgWnDVXiLo4h1JOmHPOCUoKXu274SPTOSNiWVcTdf8EreJNxFU P4DhYvPXOURAGrd/E+7p2gsWYhUEGNaZS/CTkI0cirYONeODYsIHZI+a1kYEslMJ5lsPXaPLNNzA6XtC9GdsP87EiKNJDiwyjSZmVrKoFLCFK0 KBzJN6ZjJPz2o6MtiKtImMHOLYHDWSXgYxchCOt0jiIWLyk0dcntcM4piZAGhmttTXDogmlC0PuasR+V5RxZB/aR0XvJuvEL1EqaRhQM4hGMowy lU4RpqUAcKGp7hBV6dJ+fNeXc+ptKM89ezDzPhfP0CDOChpQ==</latexit><latexit sha1_base64="J710iawjlDt3Kcch2yC+lHTgmcU=">AAAC E3icZVBNSwMxEM3Wr7p+VT16WSyCh1K2XtRDsejFYwVrC+1astlsG5pslmRWKEv/hnhV/4YnETx5Fn+G/8Bs24NtB8K8vHkzzDw/5kyD6/5Yua XlldW1/Lq9sbm1vVPY3bvTMlGENojkUrV8rClnEW0AA05bsaJY+Jw2/cFVVm8+UKWZjG5hGFNP4F7EQkYwGOq+40se6KEwKa2OuoWiW3bH4SyCy hQULz7tavz6bde7hd9OIEkiaASEY63bFTcGL8UKGOF0ZHcSTWNMBrhH2wZGWFDtpeOtR86RYQInlMq8CJwx+78jxUILDH2jzJKeqWUMSMl1yai gL7KUjRn/s4NKvihlIqVDPbcIhGdeyqI4ARqRyR5hwh2QTuaQEzBFCfChAZgoZk5xSB8rTMD4aBuPKvOOLILGSfm87N64xdolmkQeHaBDdIwq6B TV0DWqowYiSKEn9IxerEfrzXq3PibSnDXt2UczYX39ASoHoxk=</latexit><latexit sha1_base64="J710iawjlDt3Kcch2yC+lHTgmcU=">AAAC E3icZVBNSwMxEM3Wr7p+VT16WSyCh1K2XtRDsejFYwVrC+1astlsG5pslmRWKEv/hnhV/4YnETx5Fn+G/8Bs24NtB8K8vHkzzDw/5kyD6/5Yua XlldW1/Lq9sbm1vVPY3bvTMlGENojkUrV8rClnEW0AA05bsaJY+Jw2/cFVVm8+UKWZjG5hGFNP4F7EQkYwGOq+40se6KEwKa2OuoWiW3bH4SyCy hQULz7tavz6bde7hd9OIEkiaASEY63bFTcGL8UKGOF0ZHcSTWNMBrhH2wZGWFDtpeOtR86RYQInlMq8CJwx+78jxUILDH2jzJKeqWUMSMl1yai gL7KUjRn/s4NKvihlIqVDPbcIhGdeyqI4ARqRyR5hwh2QTuaQEzBFCfChAZgoZk5xSB8rTMD4aBuPKvOOLILGSfm87N64xdolmkQeHaBDdIwq6B TV0DWqowYiSKEn9IxerEfrzXq3PibSnDXt2UczYX39ASoHoxk=</latexit> +
<latexit sha1_base64="9nq30MFPFBgzWoiP8ja7QQU/IdQ =">AAACE3icZVDNSsNAEN7Uv1r/qh69BIsgWEoqgnorevFYwdhCG8tms2mX7mbD7kQooa8hXvU5PIlXH8DH8A3cpDnYdmCZb7/ 5Zpj5/JgzDY7zY5VWVtfWN8qbla3tnd296v7Bo5aJItQlkkvV9bGmnEXUBQacdmNFsfA57fjj26zeeaZKMxk9wCSmnsDDiIWM YDDUU9+XPNATYVJ6Nh1Ua07DycNeBs0C1FAR7UH1tx9IkggaAeFY617TicFLsQJGOJ1W+ommMSZjPKQ9AyMsqPbSfOupfWKYwA 6lMi8CO2f/d6RYaIFhZJRZ0nO1jAEpua4bFYxElrIx+T87qO6LeiZSOtQLi0B45aUsihOgEZntESbcBmlnDtkBU5QAnxiAiWL mFJuMsMIEjI8V41Fz0ZFl4J43rhvO/UWtdVOYVUZH6Bidoia6RC10h9rIRQQp9Ire0Lv1Yn1Yn9bXTFqyip5DNBfW9x9LXZ/K< /latexit><latexit sha1_base64="9nq30MFPFBgzWoiP8ja7QQU/IdQ =">AAACE3icZVDNSsNAEN7Uv1r/qh69BIsgWEoqgnorevFYwdhCG8tms2mX7mbD7kQooa8hXvU5PIlXH8DH8A3cpDnYdmCZb7/ 5Zpj5/JgzDY7zY5VWVtfWN8qbla3tnd296v7Bo5aJItQlkkvV9bGmnEXUBQacdmNFsfA57fjj26zeeaZKMxk9wCSmnsDDiIWM YDDUU9+XPNATYVJ6Nh1Ua07DycNeBs0C1FAR7UH1tx9IkggaAeFY617TicFLsQJGOJ1W+ommMSZjPKQ9AyMsqPbSfOupfWKYwA 6lMi8CO2f/d6RYaIFhZJRZ0nO1jAEpua4bFYxElrIx+T87qO6LeiZSOtQLi0B45aUsihOgEZntESbcBmlnDtkBU5QAnxiAiWL mFJuMsMIEjI8V41Fz0ZFl4J43rhvO/UWtdVOYVUZH6Bidoia6RC10h9rIRQQp9Ire0Lv1Yn1Yn9bXTFqyip5DNBfW9x9LXZ/K< /latexit><latexit sha1_base64="9nq30MFPFBgzWoiP8ja7QQU/IdQ =">AAACE3icZVDNSsNAEN7Uv1r/qh69BIsgWEoqgnorevFYwdhCG8tms2mX7mbD7kQooa8hXvU5PIlXH8DH8A3cpDnYdmCZb7/ 5Zpj5/JgzDY7zY5VWVtfWN8qbla3tnd296v7Bo5aJItQlkkvV9bGmnEXUBQacdmNFsfA57fjj26zeeaZKMxk9wCSmnsDDiIWM YDDUU9+XPNATYVJ6Nh1Ua07DycNeBs0C1FAR7UH1tx9IkggaAeFY617TicFLsQJGOJ1W+ommMSZjPKQ9AyMsqPbSfOupfWKYwA 6lMi8CO2f/d6RYaIFhZJRZ0nO1jAEpua4bFYxElrIx+T87qO6LeiZSOtQLi0B45aUsihOgEZntESbcBmlnDtkBU5QAnxiAiWL mFJuMsMIEjI8V41Fz0ZFl4J43rhvO/UWtdVOYVUZH6Bidoia6RC10h9rIRQQp9Ire0Lv1Yn1Yn9bXTFqyip5DNBfW9x9LXZ/K< /latexit>
⇥
<latexit sha1_base64="ZndHDGIBuRmtjyQp3+WY268Rqpk=">AAACGnicZVBNTwIxEJ31E/AL5ehlIzHxQMjiRb0RvXjExBUSINgtXWhot5t21oRs+CEejFf9HZ6MVy/+DP+BXeAgMEkzr2/etDMviAU36Hk/ztr6xubWdi5f2Nnd2z8oHh49GJVoynyqhNKtgBgmeMR85ChYK9aMyECwZjC6yerNJ6YNV9E9jmPWlWQ Q8ZBTgpbqFUudQIm+GUub0g5yycykVyx7VW8a7iqozUG5no+fHwGg0Sv+dvqKJpJFSAUxpl3zYuymRCOngk0KncSwmNARGbC2hRGxv3TT6fAT99QyfTdU2p4I3Sn7vyMl0kiCQ6vMklmoZQwqJUzFqnAos5Q9M71nW1UCWclE2oRmaRAML7spj+IEWURnc4SJcFG5mVFun2tGUYwtIFRzu4pLh0QTitbOgvWotuzIKvDPq1dV7856dQ2zyMExnMAZ1OAC6nALDfCBwhhe4Q3enRfnw/l0vmbSNWfeU4KFcL7/AOnOpC4=</latexit><latexit sha1_base64="GA/1htO7LILujmrbyffQUaNEFXA=">AAACGnicZVBNTwIxEO3iF+AXytHLRmLigZDFi3ojevGIiStEIKRbutDQbjftrHGz4Yd4MF715I/wZLx68Wf4C7S7cBCYpJnXN2/ameeFnGlwnG8rt7K6tr6RLxQ3t7Z3dkt7+7daRopQl0guVdvDmnIWUBcYcNoOFcXC47TljS/TeuueKs1kcANxSHs CDwPmM4LBUP1SuetJPtCxMCnpAhNUT/qlilNzsrCXQX0GKo1C+Hj39vDb7Jd+ugNJIkEDIBxr3ak7IfQSrIARTifFbqRpiMkYD2nHwACbX3pJNvzEPjLMwPalMicAO2P/dyRYaIFhZJRp0nO1lAEpua4aFYxEmtJnsnu6VdUT1VSktK8XBgH/rJewIIyABmQ6hx9xG6SdGmUPmKIEeGwAJoqZVWwywgoTMHYWjUf1RUeWgXtSO68518arCzSNPDpAh+gY1dEpaqAr1EQuIihGz+gFvVpP1rv1YX1OpTlr1lNGc2F9/QEALqZO</latexit><latexit sha1_base64="GA/1htO7LILujmrbyffQUaNEFXA=">AAACGnicZVBNTwIxEO3iF+AXytHLRmLigZDFi3ojevGIiStEIKRbutDQbjftrHGz4Yd4MF715I/wZLx68Wf4C7S7cBCYpJnXN2/ameeFnGlwnG8rt7K6tr6RLxQ3t7Z3dkt7+7daRopQl0guVdvDmnIWUBcYcNoOFcXC47TljS/TeuueKs1kcANxSHs CDwPmM4LBUP1SuetJPtCxMCnpAhNUT/qlilNzsrCXQX0GKo1C+Hj39vDb7Jd+ugNJIkEDIBxr3ak7IfQSrIARTifFbqRpiMkYD2nHwACbX3pJNvzEPjLMwPalMicAO2P/dyRYaIFhZJRp0nO1lAEpua4aFYxEmtJnsnu6VdUT1VSktK8XBgH/rJewIIyABmQ6hx9xG6SdGmUPmKIEeGwAJoqZVWwywgoTMHYWjUf1RUeWgXtSO68518arCzSNPDpAh+gY1dEpaqAr1EQuIihGz+gFvVpP1rv1YX1OpTlr1lNGc2F9/QEALqZO</latexit>
f 1  (xi)
<latexit sha1_base64="T5O2W 5fdBe9YVbRkg7tBseU/cmg=">AAACI3icZVBNLwRBEK3xbX0tjiQ6 REKy1owLbsLFkcQisWvS09tjO7qnJ901YjOZix8jrvwOJ3FxcPAT /AM9uw4+KunUq1evOlUvSqWw6Ptv3sDg0PDI6Nh4ZWJyanqmOjt3a nVmGG8wLbU5j6jlUiS8gQIlP08NpyqS/Cy6Pij7ZzfcWKGTE+ymvK XoVSJiwSg6KqwuxmHejFTeTDuiKC7zjaBYK+vbIhTrYXXFr/u9IP 9B8A1W9jY/lggAHIXVz2Zbs0zxBJmk1l4EfoqtnBoUTPKi0swsTym 7plf8wsGEKm5bee+Kgqw6pk1ibdxLkPTYnxM5VVZR7DhlmeyvXsmg 1tLWnAo7qkzlN73adlVUi1StFBkb2z+LYLzTykWSZsgT1t8jziRBT UrHSFsYzlB2HaDMCHcKYR1qKEPna8V5FPx15D9obNV36/6x82of+ jEGC7AMaxDANuzBIRxBAxjcwQM8wpN37z17L95rXzrgfc/Mw6/w3r 8AAwenQQ==</latexit><latexit sha1_base64="fjhIx wws58GsuvPWxj5BWS9qhG8=">AAACI3icZVA9T8MwEHX4LOUrwAgS EQgJpFISFmCrYGEsEqWV2hI5rkOt2nFkXxBVlIUfgxiBn8DMhFgY GFjZ+Ac4LQMfJ1n37t076+4FMWcaXPfVGhkdG5+YLEwVp2dm5+bth cUzLRNFaI1ILlUjwJpyFtEaMOC0ESuKRcBpPegd5f36JVWayegU+j FtC3wRsZARDIby7ZXQT1uBSFtxl2XZebrtZZt5fZX5bMu3192yOw jnP/C+wXpl5311+/Huo+rbn62OJImgERCOtW56bgztFCtghNOs2Eo 0jTHp4QvaNDDCgup2OrgiczYM03FCqcyLwBmwPydSLLTA0DXKPOlf vZwBKbkuGRV0RZ7ybwa17ougFIhSLlI61H8WgXC/nbIoToBGZLhHm HAHpJM75nSYogR43wBMFDOnOKSLFSZgfC0aj7y/jvwHtd3yQdk9M V4domEU0DJaQ5vIQ3uogo5RFdUQQdfoFt2jB+vGerKerZehdMT6nl lCv8J6+wKDuqmq</latexit><latexit sha1_base64="fjhIx wws58GsuvPWxj5BWS9qhG8=">AAACI3icZVA9T8MwEHX4LOUrwAgS EQgJpFISFmCrYGEsEqWV2hI5rkOt2nFkXxBVlIUfgxiBn8DMhFgY GFjZ+Ac4LQMfJ1n37t076+4FMWcaXPfVGhkdG5+YLEwVp2dm5+bth cUzLRNFaI1ILlUjwJpyFtEaMOC0ESuKRcBpPegd5f36JVWayegU+j FtC3wRsZARDIby7ZXQT1uBSFtxl2XZebrtZZt5fZX5bMu3192yOw jnP/C+wXpl5311+/Huo+rbn62OJImgERCOtW56bgztFCtghNOs2Eo 0jTHp4QvaNDDCgup2OrgiczYM03FCqcyLwBmwPydSLLTA0DXKPOlf vZwBKbkuGRV0RZ7ybwa17ougFIhSLlI61H8WgXC/nbIoToBGZLhHm HAHpJM75nSYogR43wBMFDOnOKSLFSZgfC0aj7y/jvwHtd3yQdk9M V4domEU0DJaQ5vIQ3uogo5RFdUQQdfoFt2jB+vGerKerZehdMT6nl lCv8J6+wKDuqmq</latexit>
Inverse 
Projection g
<latexit sha1_base64="jHj0NqdQ+87fbQS5prPS 5RHLnOU=">AAACBnicZVDLSgMxFM34rPVVdekmWAQXpUxFUHdFNy5bcGyhHUomzbShyWRI7ghl6AeIW/0OV+ LW3/Az/AMz01nY9kK4J+eeG05OEAtuwHV/nLX1jc2t7dJOeXdv/+CwcnT8ZFSiKfOoEkp3A2KY4BHzgINg3V gzIgPBOsHkPpt3npk2XEWPMI2ZL8ko4iGnBCzVHg0qVbfu5oVXQaMAVVRUa1D57Q8VTSSLgApiTK/hxuCnRA Ongs3K/cSwmNAJGbGehRGRzPhpbnSGzy0zxKHS9kSAc/b/RkqkkQTGVpk1szDLGFBKmJpVwVhmLXsmv5upDG qBrGUibUKzZATCGz/lUZwAi+jcR5gIDApnoeAh14yCmFpAqOb2K5iOiSYUbHRlm1FjOZFV4F3Wb+tu+6ravC vCKqFTdIYuUANdoyZ6QC3kIYoYekVv6N15cT6cT+drLl1zip0TtFDO9x+Yv5n5</latexit><latexit sha1_base64="jHj0NqdQ+87fbQS5prPS 5RHLnOU=">AAACBnicZVDLSgMxFM34rPVVdekmWAQXpUxFUHdFNy5bcGyhHUomzbShyWRI7ghl6AeIW/0OV+ LW3/Az/AMz01nY9kK4J+eeG05OEAtuwHV/nLX1jc2t7dJOeXdv/+CwcnT8ZFSiKfOoEkp3A2KY4BHzgINg3V gzIgPBOsHkPpt3npk2XEWPMI2ZL8ko4iGnBCzVHg0qVbfu5oVXQaMAVVRUa1D57Q8VTSSLgApiTK/hxuCnRA Ongs3K/cSwmNAJGbGehRGRzPhpbnSGzy0zxKHS9kSAc/b/RkqkkQTGVpk1szDLGFBKmJpVwVhmLXsmv5upDG qBrGUibUKzZATCGz/lUZwAi+jcR5gIDApnoeAh14yCmFpAqOb2K5iOiSYUbHRlm1FjOZFV4F3Wb+tu+6ravC vCKqFTdIYuUANdoyZ6QC3kIYoYekVv6N15cT6cT+drLl1zip0TtFDO9x+Yv5n5</latexit><latexit sha1_base64="jHj0NqdQ+87fbQS5prPS 5RHLnOU=">AAACBnicZVDLSgMxFM34rPVVdekmWAQXpUxFUHdFNy5bcGyhHUomzbShyWRI7ghl6AeIW/0OV+ LW3/Az/AMz01nY9kK4J+eeG05OEAtuwHV/nLX1jc2t7dJOeXdv/+CwcnT8ZFSiKfOoEkp3A2KY4BHzgINg3V gzIgPBOsHkPpt3npk2XEWPMI2ZL8ko4iGnBCzVHg0qVbfu5oVXQaMAVVRUa1D57Q8VTSSLgApiTK/hxuCnRA Ongs3K/cSwmNAJGbGehRGRzPhpbnSGzy0zxKHS9kSAc/b/RkqkkQTGVpk1szDLGFBKmJpVwVhmLXsmv5upDG qBrGUibUKzZATCGz/lUZwAi+jcR5gIDApnoeAh14yCmFpAqOb2K5iOiSYUbHRlm1FjOZFV4F3Wb+tu+6ravC vCKqFTdIYuUANdoyZ6QC3kIYoYekVv6N15cT6cT+drLl1zip0TtFDO9x+Yv5n5</latexit>
g
<latexit sha1_base64="jHj0NqdQ+87fbQS5prPS 5RHLnOU=">AAACBnicZVDLSgMxFM34rPVVdekmWAQXpUxFUHdFNy5bcGyhHUomzbShyWRI7ghl6AeIW/0OV+ LW3/Az/AMz01nY9kK4J+eeG05OEAtuwHV/nLX1jc2t7dJOeXdv/+CwcnT8ZFSiKfOoEkp3A2KY4BHzgINg3V gzIgPBOsHkPpt3npk2XEWPMI2ZL8ko4iGnBCzVHg0qVbfu5oVXQaMAVVRUa1D57Q8VTSSLgApiTK/hxuCnRA Ongs3K/cSwmNAJGbGehRGRzPhpbnSGzy0zxKHS9kSAc/b/RkqkkQTGVpk1szDLGFBKmJpVwVhmLXsmv5upDG qBrGUibUKzZATCGz/lUZwAi+jcR5gIDApnoeAh14yCmFpAqOb2K5iOiSYUbHRlm1FjOZFV4F3Wb+tu+6ravC vCKqFTdIYuUANdoyZ6QC3kIYoYekVv6N15cT6cT+drLl1zip0TtFDO9x+Yv5n5</latexit><latexit sha1_base64="jHj0NqdQ+87fbQS5prPS 5RHLnOU=">AAACBnicZVDLSgMxFM34rPVVdekmWAQXpUxFUHdFNy5bcGyhHUomzbShyWRI7ghl6AeIW/0OV+ LW3/Az/AMz01nY9kK4J+eeG05OEAtuwHV/nLX1jc2t7dJOeXdv/+CwcnT8ZFSiKfOoEkp3A2KY4BHzgINg3V gzIgPBOsHkPpt3npk2XEWPMI2ZL8ko4iGnBCzVHg0qVbfu5oVXQaMAVVRUa1D57Q8VTSSLgApiTK/hxuCnRA Ongs3K/cSwmNAJGbGehRGRzPhpbnSGzy0zxKHS9kSAc/b/RkqkkQTGVpk1szDLGFBKmJpVwVhmLXsmv5upDG qBrGUibUKzZATCGz/lUZwAi+jcR5gIDApnoeAh14yCmFpAqOb2K5iOiSYUbHRlm1FjOZFV4F3Wb+tu+6ravC vCKqFTdIYuUANdoyZ6QC3kIYoYekVv6N15cT6cT+drLl1zip0TtFDO9x+Yv5n5</latexit><latexit sha1_base64="jHj0NqdQ+87fbQS5prPS 5RHLnOU=">AAACBnicZVDLSgMxFM34rPVVdekmWAQXpUxFUHdFNy5bcGyhHUomzbShyWRI7ghl6AeIW/0OV+ LW3/Az/AMz01nY9kK4J+eeG05OEAtuwHV/nLX1jc2t7dJOeXdv/+CwcnT8ZFSiKfOoEkp3A2KY4BHzgINg3V gzIgPBOsHkPpt3npk2XEWPMI2ZL8ko4iGnBCzVHg0qVbfu5oVXQaMAVVRUa1D57Q8VTSSLgApiTK/hxuCnRA Ongs3K/cSwmNAJGbGehRGRzPhpbnSGzy0zxKHS9kSAc/b/RkqkkQTGVpk1szDLGFBKmJpVwVhmLXsmv5upDG qBrGUibUKzZATCGz/lUZwAi+jcR5gIDApnoeAh14yCmFpAqOb2K5iOiSYUbHRlm1FjOZFV4F3Wb+tu+6ravC vCKqFTdIYuUANdoyZ6QC3kIYoYekVv6N15cT6cT+drLl1zip0TtFDO9x+Yv5n5</latexit>
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h(1)i,r
<latexit sha1_base64="M6AXFmCURF5oagaaj1n7FJbNekI=">AAACGnicZVDLS gMxFM3UV62vapdugkWoUMqMCOqu6MZlBWsLbS2ZNNOGJpMhuSOUYT5F3Op3uBK3bvwM/8BM24VtL4R7cu654eT4keAGXPfHya2tb2xu5bcLO7t7+wfFw6NHo2JNWZMqoXT bJ4YJHrImcBCsHWlGpC9Yyx/fZvPWM9OGq/ABJhHrSTIMecApAUv1i6WuL5NR2k94Fev0Kal4Z2m/WHZr7rTwKvDmoIzm1egXf7sDRWPJQqCCGNPx3Ah6CdHAqWBpoRsb FhE6JkPWsTAkkpleMjWf4lPLDHCgtD0h4Cn7fyMh0kgCI6vMmlmYZQwoJUzVqmAks5Y9M72bifSrvqxmIm0Cs2QEgqtewsMoBhbSmY8gFhgUzoLCA64ZBTGxgFDN7VcwH RFNKNg4CzYjbzmRVdA8r13X3PuLcv1mHlYeHaMTVEEeukR1dIcaqIkomqBX9IbenRfnw/l0vmbSnDPfKaGFcr7/AIYqoVg=</latexit><latexit sha1_base64="M6AXFmCURF5oagaaj1n7FJbNekI=">AAACGnicZVDLS gMxFM3UV62vapdugkWoUMqMCOqu6MZlBWsLbS2ZNNOGJpMhuSOUYT5F3Op3uBK3bvwM/8BM24VtL4R7cu654eT4keAGXPfHya2tb2xu5bcLO7t7+wfFw6NHo2JNWZMqoXT bJ4YJHrImcBCsHWlGpC9Yyx/fZvPWM9OGq/ABJhHrSTIMecApAUv1i6WuL5NR2k94Fev0Kal4Z2m/WHZr7rTwKvDmoIzm1egXf7sDRWPJQqCCGNPx3Ah6CdHAqWBpoRsb FhE6JkPWsTAkkpleMjWf4lPLDHCgtD0h4Cn7fyMh0kgCI6vMmlmYZQwoJUzVqmAks5Y9M72bifSrvqxmIm0Cs2QEgqtewsMoBhbSmY8gFhgUzoLCA64ZBTGxgFDN7VcwH RFNKNg4CzYjbzmRVdA8r13X3PuLcv1mHlYeHaMTVEEeukR1dIcaqIkomqBX9IbenRfnw/l0vmbSnDPfKaGFcr7/AIYqoVg=</latexit><latexit sha1_base64="M6AXFmCURF5oagaaj1n7FJbNekI=">AAACGnicZVDLS gMxFM3UV62vapdugkWoUMqMCOqu6MZlBWsLbS2ZNNOGJpMhuSOUYT5F3Op3uBK3bvwM/8BM24VtL4R7cu654eT4keAGXPfHya2tb2xu5bcLO7t7+wfFw6NHo2JNWZMqoXT bJ4YJHrImcBCsHWlGpC9Yyx/fZvPWM9OGq/ABJhHrSTIMecApAUv1i6WuL5NR2k94Fev0Kal4Z2m/WHZr7rTwKvDmoIzm1egXf7sDRWPJQqCCGNPx3Ah6CdHAqWBpoRsb FhE6JkPWsTAkkpleMjWf4lPLDHCgtD0h4Cn7fyMh0kgCI6vMmlmYZQwoJUzVqmAks5Y9M72bifSrvqxmIm0Cs2QEgqtewsMoBhbSmY8gFhgUzoLCA64ZBTGxgFDN7VcwH RFNKNg4CzYjbzmRVdA8r13X3PuLcv1mHlYeHaMTVEEeukR1dIcaqIkomqBX9IbenRfnw/l0vmbSnDPfKaGFcr7/AIYqoVg=</latexit>
h(2)i,r
<latexit sha1_base64="PLD+o/nimrkoifAVqZrGlSo/hiw=">AAACGnicZVDLSgM xFM34rPU12qWbYBEqlDItgrorunFZwdpCW0smzbShyWRI7ghlmE8Rt/odrsStGz/DPzDTdmHbC+GenHtuODl+JLgBz/tx1tY3Nre2czv53b39g0P36PjRqFhT1qRKKN32iWGC h6wJHARrR5oR6QvW8se32bz1zLThKnyAScR6kgxDHnBKwFJ9t9D1ZTJK+wkvY50+JaXaedp3i17FmxZeBdU5KKJ5Nfrub3egaCxZCFQQYzpVL4JeQjRwKlia78aGRYSOyZB1 LAyJZKaXTM2n+MwyAxwobU8IeMr+30iINJLAyCqzZhZmGQNKCVO2KhjJrGXPTO9mIv2yL8uZSJvALBmB4KqX8DCKgYV05iOIBQaFs6DwgGtGQUwsIFRz+xVMR0QTCjbOvM2ou pzIKmjWKtcV7/6iWL+Zh5VDJ+gUlVAVXaI6ukMN1EQUTdArekPvzovz4Xw6XzPpmjPfKaCFcr7/AIfOoVk=</latexit><latexit sha1_base64="PLD+o/nimrkoifAVqZrGlSo/hiw=">AAACGnicZVDLSgM xFM34rPU12qWbYBEqlDItgrorunFZwdpCW0smzbShyWRI7ghlmE8Rt/odrsStGz/DPzDTdmHbC+GenHtuODl+JLgBz/tx1tY3Nre2czv53b39g0P36PjRqFhT1qRKKN32iWGC h6wJHARrR5oR6QvW8se32bz1zLThKnyAScR6kgxDHnBKwFJ9t9D1ZTJK+wkvY50+JaXaedp3i17FmxZeBdU5KKJ5Nfrub3egaCxZCFQQYzpVL4JeQjRwKlia78aGRYSOyZB1 LAyJZKaXTM2n+MwyAxwobU8IeMr+30iINJLAyCqzZhZmGQNKCVO2KhjJrGXPTO9mIv2yL8uZSJvALBmB4KqX8DCKgYV05iOIBQaFs6DwgGtGQUwsIFRz+xVMR0QTCjbOvM2ou pzIKmjWKtcV7/6iWL+Zh5VDJ+gUlVAVXaI6ukMN1EQUTdArekPvzovz4Xw6XzPpmjPfKaCFcr7/AIfOoVk=</latexit><latexit sha1_base64="PLD+o/nimrkoifAVqZrGlSo/hiw=">AAACGnicZVDLSgM xFM34rPU12qWbYBEqlDItgrorunFZwdpCW0smzbShyWRI7ghlmE8Rt/odrsStGz/DPzDTdmHbC+GenHtuODl+JLgBz/tx1tY3Nre2czv53b39g0P36PjRqFhT1qRKKN32iWGC h6wJHARrR5oR6QvW8se32bz1zLThKnyAScR6kgxDHnBKwFJ9t9D1ZTJK+wkvY50+JaXaedp3i17FmxZeBdU5KKJ5Nfrub3egaCxZCFQQYzpVL4JeQjRwKlia78aGRYSOyZB1 LAyJZKaXTM2n+MwyAxwobU8IeMr+30iINJLAyCqzZhZmGQNKCVO2KhjJrGXPTO9mIv2yL8uZSJvALBmB4KqX8DCKgYV05iOIBQaFs6DwgGtGQUwsIFRz+xVMR0QTCjbOvM2ou pzIKmjWKtcV7/6iWL+Zh5VDJ+gUlVAVXaI6ukMN1EQUTdArekPvzovz4Xw6XzPpmjPfKaCFcr7/AIfOoVk=</latexit>
h(2)i,l
<latexit sha1_base64="cJNeTq2Nhpm5E1hwBlQIZx9c5Vc=">AAACGnicZVDLSgMxFM34r PU12qWbYBEqlDItgrorunFZwdpCW0smzbShyWRI7ghlmE8Rt/odrsStGz/DPzDTdmHbC+GenHtuODl+JLgBz/tx1tY3Nre2czv53b39g0P36PjRqFhT1qRKKN32iWGCh6wJHARrR5oR6QvW8se 32bz1zLThKnyAScR6kgxDHnBKwFJ9t9D1ZTJK+wkvY5E+JaXaedp3i17FmxZeBdU5KKJ5Nfrub3egaCxZCFQQYzpVL4JeQjRwKlia78aGRYSOyZB1LAyJZKaXTM2n+MwyAxwobU8IeMr+30iIN JLAyCqzZhZmGQNKCVO2KhjJrGXPTO9mIv2yL8uZSJvALBmB4KqX8DCKgYV05iOIBQaFs6DwgGtGQUwsIFRz+xVMR0QTCjbOvM2oupzIKmjWKtcV7/6iWL+Zh5VDJ+gUlVAVXaI6ukMN1EQUTdA rekPvzovz4Xw6XzPpmjPfKaCFcr7/AH3YoVM=</latexit><latexit sha1_base64="cJNeTq2Nhpm5E1hwBlQIZx9c5Vc=">AAACGnicZVDLSgMxFM34r PU12qWbYBEqlDItgrorunFZwdpCW0smzbShyWRI7ghlmE8Rt/odrsStGz/DPzDTdmHbC+GenHtuODl+JLgBz/tx1tY3Nre2czv53b39g0P36PjRqFhT1qRKKN32iWGCh6wJHARrR5oR6QvW8se 32bz1zLThKnyAScR6kgxDHnBKwFJ9t9D1ZTJK+wkvY5E+JaXaedp3i17FmxZeBdU5KKJ5Nfrub3egaCxZCFQQYzpVL4JeQjRwKlia78aGRYSOyZB1LAyJZKaXTM2n+MwyAxwobU8IeMr+30iIN JLAyCqzZhZmGQNKCVO2KhjJrGXPTO9mIv2yL8uZSJvALBmB4KqX8DCKgYV05iOIBQaFs6DwgGtGQUwsIFRz+xVMR0QTCjbOvM2oupzIKmjWKtcV7/6iWL+Zh5VDJ+gUlVAVXaI6ukMN1EQUTdA rekPvzovz4Xw6XzPpmjPfKaCFcr7/AH3YoVM=</latexit><latexit sha1_base64="cJNeTq2Nhpm5E1hwBlQIZx9c5Vc=">AAACGnicZVDLSgMxFM34r PU12qWbYBEqlDItgrorunFZwdpCW0smzbShyWRI7ghlmE8Rt/odrsStGz/DPzDTdmHbC+GenHtuODl+JLgBz/tx1tY3Nre2czv53b39g0P36PjRqFhT1qRKKN32iWGCh6wJHARrR5oR6QvW8se 32bz1zLThKnyAScR6kgxDHnBKwFJ9t9D1ZTJK+wkvY5E+JaXaedp3i17FmxZeBdU5KKJ5Nfrub3egaCxZCFQQYzpVL4JeQjRwKlia78aGRYSOyZB1LAyJZKaXTM2n+MwyAxwobU8IeMr+30iIN JLAyCqzZhZmGQNKCVO2KhjJrGXPTO9mIv2yL8uZSJvALBmB4KqX8DCKgYV05iOIBQaFs6DwgGtGQUwsIFRz+xVMR0QTCjbOvM2oupzIKmjWKtcV7/6iWL+Zh5VDJ+gUlVAVXaI6ukMN1EQUTdA rekPvzovz4Xw6XzPpmjPfKaCFcr7/AH3YoVM=</latexit>
ei,l
<latexit sha1_base64="RK13y47CcxdR2glSf1NvWyEIbaU=">AAACEni cZVDLSgMxFM34rPVVdekmWAQXpUxFUHdFNy4rOLbQDiWTZtrQZDImd4QyzGeIW/0OV+LWH/Az/AMz0y5seyHck3PPDScniAU34Lo/zsrq2vrGZmmrvL2z u7dfOTh8NCrRlHlUCaU7ATFM8Ih5wEGwTqwZkYFg7WB8m8/bz0wbrqIHmMTMl2QY8ZBTApbye4FMWdZPeQ2LrF+punW3KLwMGjNQRbNq9Su/vYGiiWQR UEGM6TbcGPyUaOBUsKzcSwyLCR2TIetaGBHJjJ8WpjN8apkBDpW2JwJcsP83UiKNJDCyyryZuVnOgFLC1KwKRjJv+TPF3UxkUAtkLRdpE5oFIxBe+SmP4 gRYRKc+wkRgUDgPCA+4ZhTExAJCNbdfwXRENKFgYyzbjBqLiSwD77x+XXfvL6rNm1lYJXSMTtAZaqBL1ER3qIU8RNETekVv6N15cT6cT+drKl1xZjtHaK 6c7z/2158K</latexit><latexit sha1_base64="RK13y47CcxdR2glSf1NvWyEIbaU=">AAACEni cZVDLSgMxFM34rPVVdekmWAQXpUxFUHdFNy4rOLbQDiWTZtrQZDImd4QyzGeIW/0OV+LWH/Az/AMz0y5seyHck3PPDScniAU34Lo/zsrq2vrGZmmrvL2z u7dfOTh8NCrRlHlUCaU7ATFM8Ih5wEGwTqwZkYFg7WB8m8/bz0wbrqIHmMTMl2QY8ZBTApbye4FMWdZPeQ2LrF+punW3KLwMGjNQRbNq9Su/vYGiiWQR UEGM6TbcGPyUaOBUsKzcSwyLCR2TIetaGBHJjJ8WpjN8apkBDpW2JwJcsP83UiKNJDCyyryZuVnOgFLC1KwKRjJv+TPF3UxkUAtkLRdpE5oFIxBe+SmP4 gRYRKc+wkRgUDgPCA+4ZhTExAJCNbdfwXRENKFgYyzbjBqLiSwD77x+XXfvL6rNm1lYJXSMTtAZaqBL1ER3qIU8RNETekVv6N15cT6cT+drKl1xZjtHaK 6c7z/2158K</latexit><latexit sha1_base64="RK13y47CcxdR2glSf1NvWyEIbaU=">AAACEni cZVDLSgMxFM34rPVVdekmWAQXpUxFUHdFNy4rOLbQDiWTZtrQZDImd4QyzGeIW/0OV+LWH/Az/AMz0y5seyHck3PPDScniAU34Lo/zsrq2vrGZmmrvL2z u7dfOTh8NCrRlHlUCaU7ATFM8Ih5wEGwTqwZkYFg7WB8m8/bz0wbrqIHmMTMl2QY8ZBTApbye4FMWdZPeQ2LrF+punW3KLwMGjNQRbNq9Su/vYGiiWQR UEGM6TbcGPyUaOBUsKzcSwyLCR2TIetaGBHJjJ8WpjN8apkBDpW2JwJcsP83UiKNJDCyyryZuVnOgFLC1KwKRjJv+TPF3UxkUAtkLRdpE5oFIxBe+SmP4 gRYRKc+wkRgUDgPCA+4ZhTExAJCNbdfwXRENKFgYyzbjBqLiSwD77x+XXfvL6rNm1lYJXSMTtAZaqBL1ER3qIU8RNETekVv6N15cT6cT+drKl1xZjtHaK 6c7z/2158K</latexit>
ei,r
<latexit sha1_base64="ILR7g1A/jBsoHtYqP1JEuivgHQ4=">AAACEn icZVDLSgMxFM34rPVVdekmWAQXpUxFUHdFNy4rOLbQDiWTZtrQZDImd4QyzGeIW/0OV+LWH/Az/AMz0y5seyHck3PPDScniAU34Lo/zsrq2vrGZmmrvL 2zu7dfOTh8NCrRlHlUCaU7ATFM8Ih5wEGwTqwZkYFg7WB8m8/bz0wbrqIHmMTMl2QY8ZBTApbye4FMWdZPeQ3rrF+punW3KLwMGjNQRbNq9Su/vYGiiW QRUEGM6TbcGPyUaOBUsKzcSwyLCR2TIetaGBHJjJ8WpjN8apkBDpW2JwJcsP83UiKNJDCyyryZuVnOgFLC1KwKRjJv+TPF3UxkUAtkLRdpE5oFIxBe+S mP4gRYRKc+wkRgUDgPCA+4ZhTExAJCNbdfwXRENKFgYyzbjBqLiSwD77x+XXfvL6rNm1lYJXSMTtAZaqBL1ER3qIU8RNETekVv6N15cT6cT+drKl1xZj tHaK6c7z8AuJ8Q</latexit><latexit sha1_base64="ILR7g1A/jBsoHtYqP1JEuivgHQ4=">AAACEn icZVDLSgMxFM34rPVVdekmWAQXpUxFUHdFNy4rOLbQDiWTZtrQZDImd4QyzGeIW/0OV+LWH/Az/AMz0y5seyHck3PPDScniAU34Lo/zsrq2vrGZmmrvL 2zu7dfOTh8NCrRlHlUCaU7ATFM8Ih5wEGwTqwZkYFg7WB8m8/bz0wbrqIHmMTMl2QY8ZBTApbye4FMWdZPeQ3rrF+punW3KLwMGjNQRbNq9Su/vYGiiW QRUEGM6TbcGPyUaOBUsKzcSwyLCR2TIetaGBHJjJ8WpjN8apkBDpW2JwJcsP83UiKNJDCyyryZuVnOgFLC1KwKRjJv+TPF3UxkUAtkLRdpE5oFIxBe+S mP4gRYRKc+wkRgUDgPCA+4ZhTExAJCNbdfwXRENKFgYyzbjBqLiSwD77x+XXfvL6rNm1lYJXSMTtAZaqBL1ER3qIU8RNETekVv6N15cT6cT+drKl1xZj tHaK6c7z8AuJ8Q</latexit><latexit sha1_base64="ILR7g1A/jBsoHtYqP1JEuivgHQ4=">AAACEn icZVDLSgMxFM34rPVVdekmWAQXpUxFUHdFNy4rOLbQDiWTZtrQZDImd4QyzGeIW/0OV+LWH/Az/AMz0y5seyHck3PPDScniAU34Lo/zsrq2vrGZmmrvL 2zu7dfOTh8NCrRlHlUCaU7ATFM8Ih5wEGwTqwZkYFg7WB8m8/bz0wbrqIHmMTMl2QY8ZBTApbye4FMWdZPeQ3rrF+punW3KLwMGjNQRbNq9Su/vYGiiW QRUEGM6TbcGPyUaOBUsKzcSwyLCR2TIetaGBHJjJ8WpjN8apkBDpW2JwJcsP83UiKNJDCyyryZuVnOgFLC1KwKRjJv+TPF3UxkUAtkLRdpE5oFIxBe+S mP4gRYRKc+wkRgUDgPCA+4ZhTExAJCNbdfwXRENKFgYyzbjBqLiSwD77x+XXfvL6rNm1lYJXSMTtAZaqBL1ER3qIU8RNETekVv6N15cT6cT+drKl1xZj tHaK6c7z8AuJ8Q</latexit>
Figure 3: Depiction of the architecture of the inverse pro-
jection f−1φ that composes multiple volume-preserving cou-
pling layers, with which we parameterize our model. On
the right, we schematically depict how the inverse projection
transforms the observed word embedding xi to a point ei in
a new embedding space.
3.2 Invertible Volume-Preserving Neural Net
For the projection we can use an arbitrary invert-
ible function, and given the representational power
of neural networks they seem a natural choice.
However, calculating the inverse and Jacobian of
an arbitrary neural network can be difficult, as it
requires that all component functions be invert-
ible and also requires storage of large Jacobian
matrices, which is memory intensive. To address
this issue, several recent papers propose specially
designed invertible networks that are easily train-
able yet still powerful (Dinh et al., 2014, 2016;
Jacobsen et al., 2018). Inspired by these works,
we use the invertible transformation proposed by
Dinh et al. (2014), which consists of a series of
“coupling layers”. This architecture is specially
designed to guarantee a unit Jacobian determinant
(and thus the invertibility property).
From Eq. (8) we know that only f−1φ is re-
quired for accomplishing learning and inference;
we never need to explicitly construct fφ. Thus, we
directly define the architecture of f−1φ . As shown
in Figure 3, the nonlinear transformation from the
observed embedding xi to h
(1)
i represents the first
coupling layer. The input in this layer is parti-
tioned into left and right halves of dimensions, xi,l
and xi,r, respectively. A single coupling layer is
defined as:
h
(1)
i,l = xi,l, h
(1)
i,r = xi,r + g(xi,l), (9)
where g : Rdx/2 → Rdx/2 is the coupling func-
tion and can be any nonlinear form. This transfor-
mation satisfies dim(h(1)) = dim(x), and Dinh
et al. (2014) show that its Jacobian matrix is tri-
angular with all ones on the main diagonal. Thus
the Jacobian determinant is always equal to one
(i.e. volume-preserving) and the invertibility con-
dition is naturally satisfied.
To be sufficiently expressive, we compose mul-
tiple coupling layers as suggested in Dinh et al.
(2014). Specifically, we exchange the role of
left and right half vectors at each layer as shown
in Figure 3. For instance, from xi to h
(1)
i the
left subset xi,l is unchanged, while from h
(1)
i to
h
(2)
i the right subset h
(1)
i,r remains the same. Also
note that composing multiple coupling layers does
not change the volume-preserving and invertibility
properties. Such a sequence of invertible transfor-
mations from the data space x to e is also called
normalizing flow (Rezende and Mohamed, 2015).
4 Experiments
In this section, we first describe our datasets and
experimental setup. We then instantiate our ap-
proach with Markov and DMV-structured syntax
models, and report results on POS tagging and de-
pendency grammar induction respectively. Lastly,
we analyze the learned latent embeddings.
4.1 Data
For both POS tagging and dependency parsing, we
run experiments on the Wall Street Journal (WSJ)
portion of the Penn Treebank.3 To create the ob-
served data embeddings, we train skip-gram word
embeddings (Mikolov et al., 2013) that are found
to capture syntactic properties well when trained
with small context window (Bansal et al., 2014;
Lin et al., 2015). Following Lin et al. (2015), the
dimensionality dx is set to 100, and the training
context window size is set to 1 to encode more
syntactic information. The skip-gram embeddings
are trained on the one billion word language mod-
eling benchmark dataset (Chelba et al., 2013) in
addition to the WSJ corpus.
4.2 General Experimental Setup
For the neural projector, we employ rectified net-
works as coupling function g following Dinh et al.
(2014). We use a rectified network with an input
layer, one hidden layer, and linear output units,
the number of hidden units is set to the same as
the number of input units. The number of cou-
pling layers are varied as 4, 8, 16 for both tasks.
3Preprocessing is different for the two tasks, we describe
the details in the following subsections.
We optimize marginal data likelihood directly us-
ing Adam (Kingma and Ba, 2014). For both tasks
in the fully unsupervised setting, we do not tune
the hyper-parameters using supervised data.
4.3 Unsupervised POS tagging
For unsupervised POS tagging, we use a Markov-
structured syntax model in our approach, which
is a popular structure for unsupervised tagging
tasks (Lin et al., 2015; Tran et al., 2016).
Setup. Following existing literature, we train
and test on the entire WSJ corpus (49208 sen-
tences, 1M tokens). We use 45 tag clusters, the
number of POS tags that appear in WSJ cor-
pus. We train the discrete HMM and the Gaus-
sian HMM (Lin et al., 2015) as baselines. For the
Gaussian HMM, mean vectors of Gaussian emis-
sions are initialized with the empirical mean of all
word vectors with an additive noise. We assume
diagonal covariance matrix for p(ei|zi) and initial-
ize it with the empirical variance of the word vec-
tors. Following Lin et al. (2015), the covariance
matrix is fixed during training. The multinomial
probabilities are initialized as θkv ∝ exp(ukv),
where ukv ∼ U [0, 1]. For our approach, we
initialize the syntax model and Gaussian param-
eters with the pre-trained Gaussian HMM. The
weights of layers in the rectified network are ini-
tialized from a uniform distribution with mean
zero and a standard deviation of
√
1/nin, where
nin is the input dimension.4 We evaluate the per-
formance of POS tagging with both Many-to-One
(M-1) accuracy (Johnson, 2007) and V-Measure
(VM) (Rosenberg and Hirschberg, 2007). Given
a model we found that the tagging performance is
well-correlated with the training data likelihood,
thus we use training data likelihood as a unsuper-
vised criterion to select the trained model over 10
random restarts after training 50 epochs. We re-
peat this process 5 times and report the mean and
standard deviation of performance.
Results. We compare our approach with ba-
sic HMM, Gaussian HMM, and several state-
of-the-art systems, including sophisticated HMM
variants and clustering techniques with hand-
engineered features. The results are presented in
Table 1. Through the introduced latent embed-
dings and additional neural projection, our ap-
proach improves over the Gaussian HMM by 5.4
points in M-1 and 5.6 points in VM. Neural HMM
4This is the default parameter initialization in PyTorch.
System M-1 VM
w/o hand-engineered features
Discrete HMM 62.7 53.8
PYP-HMM (Blunsom and Cohn, 2011) 77.5 69.8
NHMM (basic) (Tran et al., 2016) 59.8 54.2
NHMM (+ Conv) (Tran et al., 2016) 74.1 66.1
NHMM (+ Conv & LSTM) (Tran et al., 2016) 79.1 71.7
Gaussian HMM (Lin et al., 2015) 75.4 (1.0) 68.5 (0.5)
Ours (4 layers) 79.5 (0.9) 73.0 (0.7)
Ours (8 layers) 80.8 (1.3) 74.1 (0.7)
Ours (16 layers) 73.2 (4.3) 70.5 (2.1)
w/ hand-engineered features
Feature HMM (Berg-Kirkpatrick et al., 2010) 75.5 –
Brown (+ proto) (Christodoulopoulos et al., 2010) 76.1 68.8
Cluster (word-based) (Yatbaz et al., 2012) 80.2 72.1
Cluster (token-based) (Yatbaz et al., 2014) 79.5 69.1
Table 1: Unsupervised POS tagging results on entire WSJ,
compared with other baselines and state-of-the-art systems.
Standard deviation is given in parentheses when available.
NN NNS NNP NNPS Others
NN
NN
S
NN
P
NN
PS
Ot
he
rs
0.33 0.00 0.02 0.00 0.65
0.13 0.48 0.02 0.00 0.37
0.01 0.00 0.35 0.06 0.59
0.01 0.18 0.50 0.19 0.12
0.01 0.00 0.00 0.00 0.98
(a) Gaussian HMM
NN NNS NNP NNPS Others
NN
NN
S
NN
P
NN
PS
Ot
he
rs
0.78 0.00 0.00 0.02 0.21
0.03 0.89 0.00 0.02 0.06
0.01 0.00 0.32 0.30 0.37
0.01 0.20 0.01 0.47 0.31
0.02 0.00 0.00 0.00 0.98
(b) Our approach
Figure 4: Normalized Confusion matrix for POS tagging ex-
periments, row label represents the gold tag.
(NHMM) (Tran et al., 2016) is a baseline that also
learns word representation jointly. Both their ba-
sic model and extended Conv version does not
outperform the Gaussian HMM. Their best model
incorporates another LSTM to model long dis-
tance dependency and breaks the Markov assump-
tion, yet our approach still achieves substantial im-
provement over it without considering more con-
text information. Moreover, our method outper-
forms the best published result that benefits from
hand-engineered features (Yatbaz et al., 2012) by
2.0 points on VM.
Confusion Matrix. We found that most tagging
errors happen in noun subcategories. Therefore,
we do the one-to-one mapping between gold POS
tags and induced clusters and plot the normalized
confusion matrix of noun subcategories in Fig-
ure 4. The Gaussian HMM fails to identify “NN”
and “NNS” correctly for most cases, and it often
recognizes “NNPS” as “NNP”. In contrast, our ap-
proach corrects these errors well.
4.4 Unsupervised Dependency Parsing
without gold POS tags
For the task of unsupervised dependency parse in-
duction, we employ the Dependency Model with
Valence (DMV) (Klein and Manning, 2004) as the
syntax model in our approach. DMV is a genera-
tive model that defines a probability distribution
over dependency parse trees and syntactic cate-
gories, generating tokens and dependencies in a
head-outward fashion. While, traditionally, DMV
is trained using gold POS tags as observed syntac-
tic categories, in our approach, we treat each tag
as a latent variable, as described in §2.3.
Most existing approaches to this task are not
fully unsupervised since they rely on gold POS
tags following the original experimental setup for
DMV. This is partially because automatically pars-
ing from words is difficult even when using un-
supervised syntactic categories (Spitkovsky et al.,
2011a). However, inducing dependencies from
words alone represents a more realistic exper-
imental condition since gold POS tags are of-
ten unavailable in practice. Previous work that
has trained from words alone often requires ad-
ditional linguistic constraints (like sentence inter-
nal boundaries) (Spitkovsky et al., 2011a,b, 2012,
2013), acoustic cues (Pate and Goldwater, 2013),
additional training data (Pate and Johnson, 2016),
or annotated data from related languages (Cohen
et al., 2011). Our approach is naturally designed
to train on word embeddings directly, thus we at-
tempt to induce dependencies without using gold
POS tags or other extra linguistic information.
Setup. Like previous work we use sections 02-
21 of WSJ corpus as training data and evaluate
on section 23, we remove punctuations and train
the models on sentences of length 6 10, “head-
percolation” rules (Collins, 1999) are applied to
obtain gold dependencies for evaluation. We train
basic DMV, extended DMV (E-DMV) (Head-
den III et al., 2009) and Gaussian DMV (which
treats POS tag as unknown latent variables and
generates observed word embeddings directly
conditioned on them following Gaussian distri-
bution) as baselines. Basic DMV and E-DMV
are trained with Viterbi EM (Spitkovsky et al.,
2010) on unsupervised POS tags induced from
our Markov-structured model described in §4.3.
Multinomial parameters of the syntax model in
both Gaussian DMV and our model are initial-
ized with the pre-trained DMV baseline. Other
System 6 10 all
w/o gold POS tags
DMV (Klein and Manning, 2004) 49.6 35.8
E-DMV (Headden III et al., 2009) 52.1 38.2
UR-A E-DMV (Tu and Honavar, 2012) 58.9 46.1
CS∗ (Spitkovsky et al., 2013) 72.0∗ 64.4∗
Neural E-DMV (Jiang et al., 2016) 55.3 42.7
CRFAE (Cai et al., 2017) 37.2 29.5
Gaussian DMV 55.4 (1.3) 43.1 (1.2)
Ours (4 layers) 58.4 (1.9) 46.2 (2.3)
Ours (8 layers) 60.2 (1.3) 47.9 (1.2)
Ours (16 layers) 54.1 (8.5) 43.9 (5.7)
w/ gold POS tags (for reference only)
DMV (Klein and Manning, 2004) 55.1 39.7
UR-A E-DMV (Tu and Honavar, 2012) 71.4 57.0
MaxEnc (Le and Zuidema, 2015) 73.2 65.8
Neural E-DMV (Jiang et al., 2016) 72.5 57.6
CRFAE (Cai et al., 2017) 71.7 55.7
L-NDMV (Big training data) (Han et al., 2017) 77.2 63.2
Table 2: Directed dependency accuracy on section 23 of
WSJ, evaluating on sentences of length 6 10 and all lengths.
Starred entries (∗) denote that the system benefits from ad-
ditional punctuation-based constraints. Standard deviation is
given in parentheses when available.
parameters are initialized in the same way as in
the POS tagging experiment. The directed depen-
dency accuracy (DDA) is used for evaluation and
we report accuracy on sentences of length 6 10
and all lengths. We train the parser until training
data likelihood converges, and report the mean and
standard deviation over 20 random restarts.
Comparison with other related work. Our
model directly observes word embeddings and
does not require gold POS tags during training.
Thus, results from related work trained on gold
tags are not directly comparable. However, to
measure how these systems might perform with-
out gold tags, we run three recent state-of-the-
art systems in our experimental setting: UR-
A E-DMV (Tu and Honavar, 2012), Neural E-
DMV (Jiang et al., 2016), and CRF Autoencoder
(CRFAE) (Cai et al., 2017).5 We use unsupervised
POS tags (induced from our Markov-structured
model) in place of gold tags.6 We also train ba-
sic DMV on gold tags and include several state-
of-the-art results on gold tags as reference points.
Results. As shown in Table 2, our approach
is able to improve over the Gaussian DMV by
4.8 points on length 6 10 and 4.8 points on all
5For the three systems, we use implementations from the
original papers (via personal correspondence with the au-
thors), and tune their hyperparameters on section 22 of WSJ.
6Using words directly is not practical because these sys-
tems often require a transition probability matrix between in-
put symbols, which requires too much memory.
System M-1 VM
Ours (4 layers) 78.2 71.2
Ours (8 layers) 72.5 69.7
Ours (16 layers) 67.2 69.2
Table 3: Unsupervised POS tagging results of our approach
on WSJ, with random initialization of syntax model.
lengths, which suggests the additional latent em-
bedding layer and neural projector are helpful.
The proposed approach yields, to the best of our
knowledge,7 state-of-the-art performance with-
out gold POS annotation and without sentence-
internal boundary information. DMV, UR-A E-
DMV, Neural E-DMV, and CRFAE suffer a large
decrease in performance when trained on unsu-
pervised tags – an effect also seen in previous
work (Spitkovsky et al., 2011a; Cohen et al.,
2011). Since our approach induces latent POS
tags jointly with dependency trees, it may be able
to learn POS clusters that are more amenable to
grammar induction than the unsupervised tags.
We observe that CRFAE underperforms its gold-
tag counterpart substantially. This may largely be
a result of the model’s reliance on prior linguistic
rules that become unavailable when gold POS tag
types are unknown. Many extensions to DMV can
be considered orthogonal to our approach – they
essentially focus on improving the syntax model.
It is possible that incorporating these more sophis-
ticated syntax models into our approach may lead
to further improvements.
4.5 Sensitivity Analysis
Impact of Initialization. In the above experi-
ments we initialize the structured syntax compo-
nents with the pre-trained Gaussian or discrete
baseline, which is shown as a useful technique
to help train our deep models. We further study
the results with fully random initialization. In the
POS tagging experiment, we report the results in
Table 3. While the performance with 4 layers is
comparable to the pre-trained Gaussian initializa-
tion, deeper projections (8 or 16 layers) result in a
dramatic drop in performance. This suggests that
the structured syntax model with very deep projec-
tions is difficult to train from scratch, and a simpler
projection might be a good compromise in the ran-
dom initialization setting.
Different from the Markov prior in POS tag-
7We tried to be as thorough as possible in evaluation
by running top performing systems using our more difficult
training setup when this was feasible – but it was not possible
to evaluate them all.
System M-1 VM
Gaussian HMM 72.0 65.0
Ours (4 layers) 76.4 69.3
Ours (8 layers) 76.8 69.4
Ours (16 layers) 67.3 62.0
Table 4: Unsupervised POS tagging results on WSJ, with
fastText vectors as the observed embeddings.
System 6 10 all
Gaussian DMV 53.6 41.3
Ours (4 layers) 56.9 43.9
Ours (8 layers) 57.1 42.3
Ours (16 layers) 52.9 39.5
Table 5: Directed dependency accuracy on section 23 of
WSJ, with fastText vectors as the observed embeddings.
ging experiments, our parsing model seems to be
quite sensitive to the initialization. For example,
directed accuracy of our approach on sentences of
length 6 10 is below 40.0 with random initializa-
tion. This is consistent with previous work that has
noted the importance of careful initialization for
DMV-based models such as the commonly used
harmonic initializer (Klein and Manning, 2004).
However, it is not straightforward to apply the har-
monic initializer for DMV directly in our model
without using some kind of pre-training since we
do not observe gold POS.
Impact of Observed Embeddings. We investi-
gate the effect of the choice of pre-trained embed-
ding on performance while using our approach.
To this end, we additionally include results us-
ing fastText embeddings (Bojanowski et al., 2017)
– which, in contrast with skip-gram embeddings,
include character-level information. We set the
context windows size to 1 and the dimension size
to 100 as in the skip-gram training, while keep-
ing other parameters set to their defaults. These
results are summarized in Table 4 and Table 5.
While fastText embeddings lead to reduced perfor-
mance with our model, our approach still yields an
improvement over the Gaussian baseline with the
new observed embeddings space.
4.6 Qualitative Analysis of Embeddings
We perform qualitative analysis to understand how
the latent embeddings help induce syntactic struc-
tures. First we filter out low-frequency words and
punctuations in WSJ, and visualize the rest words
(10k) with t-SNE (Maaten and Hinton, 2008) un-
der different embeddings. We assign each word
with its most likely gold POS tags in WSJ and
color them according to the gold POS tags.
Target Skip-gram Markov Structure
come go came follow
coming sit
be go do give
follow
singing dancing sing
drumming dance
dances
dancing drumming
marching playing
recording
cigars cigarettes sodas
champagne cigar
rum
sodas bottles
drinks pills
cigarettes
newer flashier fancier
conventional low-end
new-generation
softer lighter
thinner darker
smoother
fanciest priciest up-scale
loveliest fancier
high-end
liveliest priciest
smartest best-run
fastest-growing
Table 6: Target words and their 5 nearest neighbors, based
on skip-gram embeddings and our learned latent embeddings
with Markov-structured syntax model.
agenda
error
process
timetable
plans
dreams
payments
(obj)
smokers
parents
furriers
issuers folksaides
(subj)
aide resident
attorney singer
actress
owner
(subj)
Figure 5: Visualization (t-SNE) of learned latent embed-
dings with DMV-structured syntax model. Each node rep-
resents a word and is colored according to the most likely
gold POS tag in the Penn Treebank (best seen in color).
For our Markov-structured model, we have dis-
played the embedding space in Figure 1(b), where
the gold POS clusters are well-formed. Further,
we present five example target words and their five
nearest neighbors in terms of cosine similarity. As
shown in Table 6, the skip-gram embedding cap-
tures both semantic and syntactic aspects to some
degree, yet our embeddings are able to focus es-
pecially on the syntactic aspects of words, in an
unsupervised fashion without using any extra mor-
phological information.
In Figure 5 we depict the learned latent em-
beddings with the DMV-structured syntax model.
Unlike the Markov structure, the DMV structure
maps a large subset of singular and plural nouns to
the same overlapping region. However, two clus-
ters of singular and plural nouns are actually sepa-
rated. We inspect the two clusters and the overlap-
ping region in Figure 5, it turns out that the nouns
in the separated clusters are words that can appear
as subjects and, therefore, for which verb agree-
ment is important to model. In contrast, the nouns
in the overlapping region are typically objects.
This demonstrates that the latent embeddings are
focusing on aspects of language that are specifi-
cally important for modeling dependency without
ever having seen examples of dependency parses.
Some previous work has deliberately created
embeddings to capture different notions of sim-
ilarity (Levy and Goldberg, 2014; Cotterell and
Schu¨tze, 2015), while they use extra morphol-
ogy or dependency annotations to guide the em-
bedding learning, our approach provides a poten-
tial alternative to create new embeddings that are
guided by structured syntax model, only using un-
labeled text corpora.
5 Related Work
Our approach is related to flow-based generative
models, which are first described in NICE (Dinh
et al., 2014) and have recently received more at-
tention (Dinh et al., 2016; Jacobsen et al., 2018;
Kingma and Dhariwal, 2018). This relevant
work mostly adopts simple (e.g. Gaussian) and
fixed priors and does not attempt to learn inter-
pretable latent structures. Another related gen-
erative model class is variational auto-encoders
(VAEs) (Kingma and Welling, 2013) that opti-
mize a lower bound on the marginal data likeli-
hood, and can be extended to learn latent struc-
tures (Miao and Blunsom, 2016; Yin et al., 2018).
Against the flow-based models, VAEs remove the
invertibility constraint but sacrifice the merits of
exact inference and exact log likelihood compu-
tation, which potentially results in optimization
challenges (Kingma et al., 2016). Our approach
can also be viewed in connection with generative
adversarial networks (GANs) (Goodfellow et al.,
2014) that is a likelihood-free framework to learn
implicit generative models. However, it is non-
trivial for a gradient-based method like GANs to
propagate gradients through discrete structures.
6 Conclusion
In this work, we define a novel generative ap-
proach to leverage continuous word representa-
tions for unsupervised learning of syntactic struc-
ture. Experiments on both POS induction and un-
supervised dependency parsing tasks demonstrate
the effectiveness of our proposed approach. Fu-
ture work might explore more sophisticated in-
vertible projections, or recurrent projections that
jointly transform the entire input sequence.
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