Abstract-Image denoising is an eternal research topic. In this paper, a new image denoising method based on wavelet multiscale registration fusion is proposed to solve the problem that it is easy to lose the edge and texture details of the image in the denoising process. First of all, we can get multiple sets of wavelet coefficients by using different wavelet bases to decompose the same noisy image. Then, the obtained wavelet coefficients are processed by the improved wavelet threshold shrink to get multiple denoising images of the same noisy image. At last, we use the fusion registration algorithm proposed in this paper to fuse the edge feature of multiple denoising images to get the final denoising image. The experiments prove that this method not only can effectively overcome the pseudo gibbs phenomenon caused by the hard threshold method, but also can overcome the image distortion phenomenon caused by the soft threshold method. More importantly, compared with existing methods, this method can effectively preserve the edge detail and texture features of the image and the image has a better visual effect after fusion registration. Therefore, it has a better application value.
INTRODUCTION
Image denoising is one of the earlier aspects of the image processing and many of the actual noise can be approximated by Gaussian white noise. As a result, to remove the Gaussian white noise in the image is an important research direction [1] [2] [3] . In the past, people often use the low-pass filter to remove the noise in the image, but because the edge information is also located in the high frequency domain. It will make the image lose a lot of details. Instead of it, image denoising based on the wavelet theory is widely used because wavelet transform has multi-scale and timefrequency characteristics.
In 1995, Donoho proposed a wavelet threshold shrink denoising method [4] , including hard threshold and soft threshold denoising methods. He not only gives the calculation of the threshold, but also proves the optimality of the threshold in the progressive sense. However, it is not the best threshold. Although many people have made a lot of improvements on this basis and many threshold denoising methods have been proposed, such as Sureshrink 、 Bayesshrink, Bishrink and so on [5] [6] [7] [8] [9] [10] [11] [12] . But when they remove the noise by using the threshold, it will damage the edge and corner information of the image, and lose texture details, which makes the image become blurred or enhanced at the same time. It can be found that the above threshold denoising methods only use a single wavelet basis to decompose and process the image. But each wavelet base has its own characteristics, so it will reflect different characteristics when a noisy image is decomposed through different wavelet bases [13] - [17] . Therefore, the image will have different edge texture features after denoising, and it will maximize the edge characteristics if we fuse the different edge texture features. Thus it makes edges of the image be much closer to the original image, which can retain the original edge feature to the maximum extent when we are removing noise in the image at the same time. In this way, we can reach the real purpose of denoising. Therefore, a new image denoising method based on wavelet multi-scale registration fusion is proposed in this paper.
First of all, we can get multiple sets of wavelet coefficients by using different wavelet bases to decompose the same noisy image. Then, the obtained wavelet coefficients are processed by the improved wavelet threshold shrink to get multiple denoising images of the same noisy image. At last, we use the fusion registration algorithm proposed in this paper to fuse the edge feature of multiple denoising images to get the final denoising image.
The experiments prove that this method not only can effectively overcome the pseudo gibbs phenomenon caused by the hard threshold method, but also can overcome the image distortion phenomenon caused by the soft threshold method. More importantly, compared with existing methods, this method can effectively preserve the edge detail and texture features of the image and the image has a better visual effect after fusion registration. In addition, it has higher peak signal to noise ratio and structural similarity. Therefore, it has a better application value. The distribution characteristics of the noise with the wavelet decomposition is not taken into account. We improve the traditional threshold in order to remove the noise well. We introduce an adaptive coefficient  to make it be an adaptive threshold which makes it that the threshold changes as wavelet coefficients change adaptively.  is calculated as follows:
II. IMPROVED WAVELET THRESHOLD SHRINK

A. The Improved Bayesian threshold
Among it, 1/ log( 1) i   and i is the layer number where wavelet coefficients locate.
B. The Improved Threshold Function
The improved threshold function is as follows:
Among it, parameter p can be adjusted according to the wavelet coefficients: 2 pc  , usually take 10 cr  and r is the percentage that two times greater than the threshold T . T is the improved Bayesian threshold. Obviously, the improved soft threshold function can automatically adjust the threshold value to wavelet coefficients, which can effectively overcome the defects of hard threshold function and soft threshold function.
III. WAVELET MULTI-SCALE REGISTRATION FUSION
Assuming that the two-dimensional smoothing function satisfies conditions as follows:
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We define it that:
Then we use ( , ) uv 
of gradient vectors are proportional to the wavelet transform which is calculated as follows: 22 12 (2 , , ) (2 , , ) (2 , , )
The angle between the horizontal direction and the gradient direction is calculated as follows:
We do discrete binary wavelet decomposition for the image A and the image B on the layer of 2 j . On the scale of 2 j , the gradient amplitude and gradient direction of the image A and the image B can be calculated by the formula (9) and (10) j . In order to analyze the similarity of the edge information in two images, we define the gradient amplitude similarity as follows between the image A and the image B: 
And the similarity in the gradient direction is defined as follows:
In the formula (11) and (12) A respectively. In order to further enlarge the strong similarity and reduce the weak similarity, we define the nonlinear function. What is more, the characteristics of this nonlinear function are consistent with the human visual system for the nonlinear observation model of the gradient magnitude similarity and the gradient direction similarity. In other words, the nonlinear function can amplify the similarity between images when the gradient amplitude (or direction) similarity is greater than a certain threshold. On the contrary, the nonlinear function can compress the similarity when the gradient amplitude (or direction) similarity is less than a certain threshold. Hence, we select the function sigmoid to define the edge strength retention value Q reflect the degree of the edge intensity and direction similarity at the corresponding edge points between the image A and B. Since the small differences in the direction of the edges between the two images make the edge shape and detail characteristics of the two images appear to be significantly different. As a result, the degree of similarity should be more sensitive than the characterization of the edge difference. So, the value of g  is smaller than the value of   in the experiment.
In order to facilitate practical application, we combine the edge strength and the edge direction retention into a variable value to represent the correlation of the edges between different images: 
Q
become larger. In this paper, we only use the edge information on the scale 2 to represent the degree of matching similarity between two images. This is not only because that the edge information on scale 2 can characterize the main structure of the image and is less susceptible to noise, but also because that the discrete binary wavelet transform has translation invariance. The transformation parameters such as translation and rotation between the edge information extracted by the high frequency sub-band are decomposed by the discrete binary wavelet decomposition. The transformation parameters will be consistent with the transformation parameters between the source images. Hence, we can only use the edge information on scale 2 to estimate the conversion parameters between two images. This not only reduces the amount of data that needs to be processed, but also reduces the computational burden of the algorithm.
Taking the sensitivity of human eye vision to detail information into consideration, we select the significant information to fuse the image.
For low frequency approximation images, the fusion criterion is as follows:
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S F x y represents the fused low frequency coefficient at position ( , ) xy. For high frequency approximation images, the fusion criterion is shown as follows:
(1) When edge points of the only one image appears at a position and the other image has no edge at that location. The similarity of the edge information between the two images at that location can be considered as small enough to be ignored, hence, we can choose wavelet coefficients of the edge that appear at the location as the corresponding fusion coefficient: 
( , ), ( , ) ( , )
Among it, we select the threshold (3)When the two images both have an edge point at position and the corresponding edge correlation is higher than the preset threshold. That is, the edge point of the two images is in the same location and consistent direction, the fusion coefficient can be obtained by weighting the wavelet coefficients of the two images. when ( , ) thr
In this way, the obvious edge will be assigned to a larger weight, which is usually consistent that the strong edges usually get people's attention and concern.
IV. STEPS OF THE ALGORITHM
Step one: We select the wavelet bases 'coif3''db3''sym3', 'bior4.4' to decompose a noisy image. The number of the decomposition layer is three.
Step two: The obtained wavelet coefficients are processed by the improved wavelet threshold shrink and we inverse processed wavelet coefficients with the related wavelet base to get multiple denoising images of the same noisy image.
Step three: The obtained images are divided into two groups. One group of images is decomposed by the wavelet base 'coif2' and the other one group of images is decomposed by the wavelet base 'sym2'. The number of the decomposition layer is both three.
Step four: The obtained wavelet coefficients are fused by the fusion registration algorithm proposed in this paper to obtain two denoising images.
Step five: The obtained images are decomposed by the wavelet base 'bior3.3' and the number of the decomposition layer is three.
Step six: The obtained wavelet coefficients are fused by the fusion registration algorithm proposed in this paper to obtain the final denoised image.
V. THE EVALUATION INDEX OF THE IMAGE DENOISING
In this paper, we adapt PSNR (peak signal to noise ratio) and SSIM (structural similarity) to evaluate the results of denoising image [18, 19] .
Assuming that ( , ) O i j is the gray value of the original image and ( , ) D i j is the gray value of the denoising image, the size of the image is MN  . The two kinds of the evaluation index can be calculated as follows: 
If the MSE value is smaller, the PSNR value is higher, and the difference between the original image and the denoising image is smaller, therefore the better the denoising effect is. , and SSIM is a kind of image quality evaluation index based on structural similarity. The index is based on the assumption that the human eye is suitable for extracting the structural information from the perspective of the visual field, which has the human subjective feeling, the calculation is simple and so on. The range of SSIM is [0, 1] and its maximum value is 1. If SSIM is closer to 1, it indicates that the structure between the denoised image and the original image is more similar. Therefore, it can retain the more edge details of the original image.
VI. EXPERIMENTAL RESULTS AND ANALYSIS
In order to illustrate the versatility and effectiveness of the new denoising method proposed in this paper and, we select three representative images to do experiment in order to illustrate that this method is applied to any image. They are three international general images for doing experiments. They are the image Peppers with prominent edge and contour, the image Barbara with rich texture information and the general physical image Airplane. The size is both 521 512  . We add the Gaussian white noise with the standard deviation  of 10, 20 and 30 respectively and then we process them with the new method proposed in this paper. At last, we compare the denoising results with the existing methods [20] [21] [22] . Take the image Barbara as an example, Fig.  1 ( 30   ) and the result of the test is shown in Table I . (e) The article [20] (f) The article [21] (g) The article [22] (h) The new method Fig.1 Comparison results of the image Barbara.
In Fig.1 , by comparing the image Fig.1 (c), (d) and (h), we can conclude that the new method not only can effectively overcome the pseudo gibbs phenomenon caused by the hard threshold method, but also can overcome the image distortion phenomenon caused by the soft threshold method. By comparing the image Fig.1 (e) , (f) and (h), we can conclude that the new method can better restore the details of the image, eyebrows, scarves, nose, hands, hair and other contour details of the image Barbara have been improved a lot in the visual. By comparing the image Fig.1 (g) and (h), we can conclude that the new method retains edge features and improves the clarity of the original image. The PSNR and SSIM of comparison results are shown in Table I . It can be seen that this method is superior to the other five methods in terms of these two indicators and the denoising effect is improved obviously whether it is the image Peppers that is prominent for edges, contours and so on, or for the image Barbara with rich texture information, or for the general physical image Airplane. The new method can better maintain the edge, texture and other details of the image when removing noise in the image at the same time.
The software used in this experiment is MATLAB 2015a, CPU of the computer is i7-7500U, and frequency of CPU is 2.7 GHz.
VII. CONCLUSION
For the image denoising problem, in order to eliminate the noise, and to retain edge details of the image at the same time, we propose a new image denoising method based on wavelet multi-scale registration fusion in this paper. The method makes full use of properties and characteristics of various wavelet bases. It not only removes the Gaussian white noise, but also retains the details information of the image in a greater extent. In addition, it also improves PSNR and SSIM of the image, and has a good visual effect. Hence, it has more practical application value.
