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Abstract
Although distribution theory dates back over a century, the distributions derived were es-
sentially univariate. The distribution of the sample covariance matrix was perhaps the be-
ginning of a theory of distributions of random matrices. When the underlying distribution is
multivariate normal, the distribution of the sample covariance matrix is the Wishart distribu-
tion. We here provide a review of the distribution of a variety of matrices as they arise from
matrix factorizations.
© 2002 Elsevier Science Inc. All rights reserved.
1. Introduction
Given the distribution of a scalar random variable X it is generally straightfor-
ward to obtain the distribution of a function of X. This is far from the case when
X is a random matrix. Indeed, methods for obtaining the distributions of functions
of random matrices has been a continuing challenge for the last half-century. One
might argue that the origin of multivariate distribution theory occurred in 1928 with
John Wishart’s derivation of the distribution of the covariance matrix of a sample
from a standard multivariate normal distribution, thereby generalizing the univari-
ate chi-square distribution. This distribution is known as the Wishart distribution.
Although other multivariate distributions were known earlier, they did not involve
random matrices. There are currently a variety of very different derivations of the
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Wishart distribution, attesting to the tantalizing aspect of this problem. In this paper
we provide a review of distributional results for random matrices. The choice is
personal, and we do not intend to be comprehensive.
As a starting point, let X be a p × p random matrix. For simplicity of exposition
we assume regularity conditions, which at the very least is an absolutely continuous
density f (X). We write S > 0 to mean that the symmetric matrix S is positive defi-
nite. The eigenvalues of a matrix X are denoted λ(X), and are often ordered λ1  · · ·
 λp. The matrix Da denotes the diagonal matrix diag(a1, . . . , ap).
Given a random matrix X with density f (X), and a one-to-one transformation
X = g(Y ), the density of Y is f (g(Y ))J (Y ), where J (Y ) is the Jacobian of the trans-
formation. Consequently, the primary computation is that of the Jacobian. Here the
absolute value of the determinant of the matrix (Y/X) = (yi/xj ) of partial de-
rivatives is denoted by J (Y → X), and is the Jacobian of the transformation of Y as a
function of X. Note that J (Y → X) = 1/J (X → Y ). There are a number of sources
for the computation of Jacobians, in particular, the papers by Deemer and Olkin [2],
Olkin [12] and Olkin and Sampson [16]; and the book by Mathai [9] provides a
comprehensive survey. General multivariate analysis books that contain some dis-
cussion of Jacobians are [1,10]. The derivation of subsequent marginal distributions
requires an integration of extraneous variables.
We will have occasion to use the fact that if G is orthogonal, then G′(dG) is
skew-symmetric. This is a consequence of d(G′G) = (dG′)G+G′(dG) = 0.
A simplification in the computation of Jacobians is the fact that the Jacobian of a
matrix transformation is equal to the Jacobian of the transformation in the differen-
tials, J (X → Y ) = J ((dX)→ (dY )); furthermore, the transformation in the differ-
entials is linear.
2. The Wishart density: S = XX′
Let X be a p × n random matrix of independent standard normal variates. Then
the density of S = XX′, called the Wishart density, is
c (det S)(n−p−1)/2 exp[− 12 tr S]. (2.1)
The density (2.1) was first obtained by Fisher [3] in the bivariate case p = 2.
Using a geometrical argument, Wishart [20] obtained the general result (2.1). The
Wishart distribution is tantalizing in that it offers opportunities for novel deriva-
tions. In part, this is because we start with pn random variables xij , and end with
p(p + 1)/2 random variables sij . Thus, there are alternative routes to obtain the
distribution on a subspace.
In total there are probably close to 20 derivations of the Wishart distribution or
extensions and modifications. There are geometrical arguments, proofs by induction,
coordinate-free derivations, alternative derivations using coordinates, derivations us-
ing characteristic functions, and so on. Many derivations or extensions appeared
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prior to 1950. References can be uncovered from [1,7]. The non-central Wishart
distribution and the related distribution of the roots of a determinantal equation have
generated many papers and books.
We mention only one extension of (2.1), by Hsu [5], whereby if X is a p × n
random matrix with density f (XX′), then the density of S = XX′ is
c(det S)(n−p−1)/2f (S). (2.2)
We give a proof using functional equations. Let S = XX′. Then the joint den-
sity of the elements of S is f (S)h(S) for some function h(S). Let S = AVA′, A
nonsingular. The density of V is
f (AVA′)h(AVA′)|A|p+1. (2.3)
Alternatively, let X = AY . Then the density of Y is f (AYY ′A′)|A|n. Now let V =
YY ′, from which the density of V is
f (AVA′)|A|nh(V ). (2.4)
Equating (2.3) and (2.4) yields the functional equation
h(AVA′) = h(V )|A|n−p−1 = h(V )|AA′|(n−p−1)/2.
With V = I and AA′ = Z,
h(Z) = c|Z|(n−p−1)/2,
which yields (2.2).
The result (2.1) is the case that f is the normal density. For further discussion see
[1]. The constant c can be determined from the special case in which f is the normal
density.
3. Rectangular coordinates: (i) X = TG, (ii) S = T T ′
In this representation T is a p × p lower triangular matrix, and G is a p × n
suborthogonal matrix, that is GG′ = Ip.
The factorization (i) is due to Schmidt [18]. The rectangular coordinates (ii) were
introduced by Mahalanobis, Bose and Roy [8] using a geometric construction. If X
is a random matrix with density f a function of XX′, then the joint density of the
rectangular coordinates is
c
∏
tn−iii f (T T
′), tii > 0, −∞ < tij <∞. (3.1)
The constant can be obtained by letting f denote the normal density.
By letting S = T T ′ be a transformation from T to S, we obtain an alternative
derivation of the Wishart distribution. Here the Jacobian of the tranformation from T
to S is 2−p
∏
t
−(p−i+1)
ii . Consequently, we obtain the density
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c1
∏
t
(n−i)−(p−i+1)
ii f (S) = c1|S|(n−p−1)/2f (S). (3.2)
The choice f (S) = exp(− 12 tr S) yields the Wishart density. This method was used
by James [6] and by Olkin and Roy [15].
4. The eigenvalue decomposition
If f (S) is an orthogonally invariant density over positive definite S, that is,
f (GSG′)=f (S) for all orthogonal matrices G, then f (S)=f (D!) ≡ g(!1, . . . !p),
where !i = λi(S), i = 1, . . . , p. The Jacobian of the transformation S = GD!G′ is
2p
∏
i<j (!i − !j ). Consequently, the joint density of the ordered eigenvalues !1 · · ·  !p  0 of S is
c
∏
i<j
(!i − !j )g(!1, . . . , !p), (4.1)
The constant can be evaluated by letting f (S) be a Wishart density.
5. The singular value decomposition: X = GDsH
Here X is a p×n random matrix, G is orthogonal, H is a suborthogonal p×n,
Ds = diag(s1, . . . , sp) and the singular values, si = λ1/2i (XX′), are the positive
square roots of the eigenvalues of XX′. This factorization is unique except for the
signs of the first row of G. The primary concern is to obtain the joint distribution of
the singular values.
If the density f of X is a function of the eigenvalues of XX′, then the joint density
of the ordered singular values s1  · · ·  sp  0 is
c
∏
i<j
(s2i − s2j )g(s1, . . . , sp), (5.1)
where g(s1, . . . , sp) = f (D2s ). The constant can be evaluated by letting the elements
of X be standard normal random variables.
That the Jacobian is a function of s1, . . . , sp can be seen from the functional equa-
tion method of Section 3. Let X = G1DsH1 and Y = G2XH2 = G2G1DsH1H2 ≡
GDsH . Here G1,G2,G are p × p orthogonal matrices; H1 is a p × n suborthog-
onal matrix, H2 and H are n× n orthogonal matrices. The Jacobian J (X → G1,
s,H1) is a function Q(G1, s,H1). We show that Q(G1, S,H) is a function of S
alone. Using the chain rule,
J (Y → G, s,H) = J (Y → X)J (X → G1, s,H1).
But J (Y → X) = 1, so we obtain
Q(G2G1, s,H1H2) = Q(G1, s,H1) ∀ orthogonal Gi,Hi.
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The choice G2 = G′1, H2 = (H ′1, H˜ ′) with H1H˜ ′ = 0 shows that Q(G, s,H) is a
function of s alone.
To obtain the Jacobian, take differentials in X = GDsH , premultiply by G′ and
postmultiply by H ′ to obtain
G′(dX)H ′ = G′(dG)Ds +D(ds) +Ds(dH)H ′.
Let Y = G′(dX)H ′, G′(dG) = U , (dH)H ′ = V , where U and V are skew-symmet-
ric. Using the chain-rule,
J ((dX)→ (dG), (dS), (dH))
= J ((dX)→ Y )J (Y → U, (ds), V )J (U → (dG)J (V → (dH))
≡ J1J2J3J4.
Here J1 = 1 and J2 is obtained from the equation
Y = UDs +DsVD(ds),
namely,
yii=dsi,
yij=sjuij + sivij , i < j,
yij=−siuij − sj vij , i > j.
For each (i, j) pair the absolute value of the 2 × 2 determinant of derivatives:
(i < j) yij
(i > j) yij
uij vij
sj si
−si −sj
is |s2i − s2j |. Consequently, for ordered singular values, we obtain
∏
i<j (s
2
i − s2j ).
The density is a function of λ(XX′) = λ(GD2s G′) = λ(D2s ), that is f (λ(XX′)) =
g(s1, . . . , sp), a function of the singular values.
The singular value decompositions and the eigenvalue decomposition are equiv-
alent in the sense that si = !1/2i , i = 1, . . . , p, so that we can obtain the distribution
of the eigenvalues of S from the singular values of X, or vice versa. The derivation
using the singular value decomposition was obtained by Olkin [12].
6. A duality
It was shown by Parker [17] and Vinograde [19] that if A : p × n, B : p ×m,
m  n, then AA′ = BB ′ if and only if A = BG, where G : m× n is suborthogonal.
Consequently, if X is a p × n matrix and XX′ = S, and S = GD!G′, where G
is orthogonal, then X = GDsH , where H is a p × n suborthogonal matrix, and
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si = !1/2i , i = 1, . . . , p. In parallel, if S = T T ′, where T is lower triangular, then
X = TH .
In either case we obtain two avenues to derive certain distributions, one from the
symmetric version, and one from the asymmetric version.
7. A simultaneous decomposition
If X and Y are independent p ×m and p × n random matrices, with densities
f and g that are functions of XX′ and YY ′, respectively, then the joint density of
the roots of the determinantal equation det(XX′ − !YY ′) = 0 is obtained as fol-
lows. Let
X = WDqG,
Y = WH, (7.1)
where Dq = diag(q1, . . . , qp), G : p × n and H : p ×m are suborthogonal, and
q2i = !i , i = 1, . . . , p.
The Jacobian of the transformation (7.1) is (detW)p+2∏i<j (qi − qj ), q1  · · ·
 qp > 0, so that the joint density of W, q,G,H is
c(detW)p+2f (WD2qW ′)g(WW ′)
∏
i<j
(qi − qj ). (7.2)
Integration over W and the orthogonal group yields the joint density of the ordered
roots.
A more common derivation, especially in the case of underlying normal den-
sities, is to start with symmetric positive definite matrices U and V. The roots of
det(U − !V ) = 0 can be obtained from the factorization
U = WD!W ′,
V = WW ′, (7.3)
where D! = diag(!1, . . . , !p), !1  · · ·  !p > 0. The Jacobian of this transforma-
tion is (detW)p+22p
∏
i<j (!i − !j ). Consequently, the joint density of W and ! is
cf (WD!W
′)g(WW ′)(detW)p+2
∏
i<j
(!i − !j ). (7.4)
When f and g are Wishart densities, we obtain the joint density:
c
∏
i<j
(!i − !j )
∏
!
(m−p−1)/2
i
∏
(1+ !i)−(n+m)/2, !1  · · ·  !p > 0. (7.5)
The joint density of q1, . . . , qp can readily be obtained from (7.5). A more familiar
form is obtained by considering the roots of det (U − r1−r V ) = 0, in which case thejoint density of r1, . . . , rp is
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c
∏
r
(m−p−1)/2
i
∏
(1 − ri)(n−p−1)/2
∏
i<j
(ri − rj ),
1  r1  · · ·  rp  0. (7.6)
This form is reminiscent of the beta distribution in one dimension, and indeed in the
univariate case is the distribution of x/(x + y), where x and y are independent, each
having a gamma distribution.
8. The LU Decomposition: X = LU (asymmetric), X = LDθU (symmetric)
The LU decomposition arises from Gaussian elimination in solving a system of
linear equations, whereL is lower triangular with !ii = 1, i = 1, . . . , p, andU is up-
per trianglular. We call this the asymmetric decomposition. By defining θi = uii , we
have the factorization X = LDθU , where now !ii = uii = 1, i = 1, . . . , p, L is
lower triangular andU is uppper triangular. We call this the symmetric decomposition.
The existence of these factorizations requires that the sequence of principal
submatrices Ak = (aij ), i, j = 1, . . . , k, be nonsingular. In this case the factoriza-
tion X = LDθU is unique. Suppose that there are two factorizations L1D1U1 =
L2D2U2; thenL−12 L1D1 = D2U2U−11 . ButL ≡ L−12 L1 is lower triangular andU ≡
U2U
−1
1 is upper triangular with !ii = uii = 1, so that D1 = D2 ≡ D. Then LD =
DU implies that L = U = I , from which L1 = L2, U1 = U2.
As noted by Yeung and Chan [21]: “The numerical instability of Gaussian elim-
ination is proportional to the size of the L and U factors that it produces”. In their
paper, starting with independent standard normal elements xij , they obtain the den-
sity of a single element !ij and uij in the asymmetric version. In particular, they
show that each element !pq , p > q, has a Cauchy distribution, namely,
f (!pq) = 1
π
1
1 + !2pq
, −∞ < !pq <∞.
8.1. Symmetric case: X = LDθU
To obtain the Jacobian we first note that a functional equation argument shows
that the Jacobian is a function of the θi alone.
To see this, let X = LDθU , Y = L1XU1, where L1 is lower triangular and U1 is
upper triangular. Then Y = L1LDθUU1 ≡ LDθU , and
J (Y → L, θ,U) = J (Y → X)J (X → L, θ,U)J (L, θ, U → L, θ,U).
Then, with J (X → L, θ,U) = h(L, θ, U) we obtain the functional equation
h(L1L, θ,UU1)=|L|p|U |ph(L, θ, U)
∏
!
ai
ii
∏
u
bi
ii
=h(L, θ, U) for all L1, L, θ, U,U1.
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The choice L1 = L−1, U1 = U−1 yields
h(I, θ, I ) = h(L, θ, U),
so that the Jacobian is a function of the θi alone.
The Jacobian is obtained from the matrix equation in the differentials:
(dX) = (dL)DθU + LD(dθ)U + LDθ(dU)
and
L−1(dX)U−1 = L−1(dL)Dθ +D(dθ) +Dθ(dU)U−1.
With the relabeling
Z = L−1(dX)U−1, Q = L−1(dL), R = (dU)U−1,
we obtain
Z = QDθ +D(dθ) +DθR,
where Q is lower triangular, qii = 0, R is upper triangular, rii = 0, i = 1, . . . , p.
Partition Q and R as
Q=
(
0 0
Q1 0
)
, Q1 : p − 1 × p − 1,
R=
(
0 R1
0 0
)
, R1 : p − 1 × p − 1,
where Q1 is lower triangular and R1 is upper triangular. Let Q1 = Q1D˙θ , D˙θ =
diag(θ1, . . . , θp−1) in which case the Jacobian is
∏p−1
1 |θi |(p−1)−i+1 =
∏p−1
1 |θi |p−1.
Similarly let R1 = D˙θR1, in which case the Jacobian is ∏p−11 θp−ii . Hence the
Jacobian is
∏p−1
1 |θi |2(p−i).
When the xij (i, j = 1, . . . , p) are independent, each having a standard normal
density, we obtain the joint density of L, θ,U to be
c
p−1∏
1
|θi |2(p−i) exp
{
− 1
2
trLDθUU ′DθL′
}
, (8.1)
where !ii = uii = 1, −∞ < !ij , uij , θi <∞.
8.2. Asymmetric case: X = LU
To obtain the Jacobian of the transformation X = LU , take differentials:
(dX) = (dL)U + L(dU),
from which
L−1(dX)U−1 = L−1(dL)+ (dU)U−1. (8.2)
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Let
Z = L−1(dX)U−1, Q˜ = L−1(dL) =
(
1 0
Q I
)
,
R = (dU)U−1
Then (8.2) becomes
Y = Q˜+ R,
so that zii = 1 + rii , i = 1, . . . , p, zij = qij (i > j), zij = rij (i < j). By the chain
rule,
J ((dX)→ (dL), (dU))
= J ((dX)→ Z)J (Z → Q,R)J (Q,R → (dL), (dU))
≡ J1J2J3.
The evaluation of each Jacobian is known:
J1=(detL)p (detU)p =
p∏
1
|uii |p
J2=1
J3=
p∏
1
(!ii)p−i+1
∏
(uii)i =
p∏
1
!
(p−i+1)
ii
∏
|uii |−i =
∏
|uii |−i .
Consequently, the Jacobian of the transformation X = LU is∏µ1 |uii |p−i , and hence
the joint distribution of (L,U) is
f (L,U) = c
{
p∏
1
|uii |p−i
}
exp
{
−1
2
tr(LUU ′L′)
}
, (8.3)
where c = (2∏)−p2/2.
As noted, Yeung and Chan [21] show that the distribution of a single element !ij
is that of a ratio of normal variates, and thereby has a Cauchy distribution. The distri-
bution of more than one element will therefore be a multivariate Cauchy distribution
with Cauchy marginals.
9. Triangular factorization: X = GTG′
In general, a p × p real matrix X can have real or complex eigenvalues, and in
either case there exists an orthogonal matrix G such that X = GTG′. The matrix
T is lower triangular when the eigenvalues are real, in which case tii = λi(X), i =
1, . . . , p. The matrix T is a Hessenberg matrix (lower triangular plus a super diago-
nal) when the eigenvalues are complex.
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The condition that the eigenvalues be real imposes restrictions on the elements
of X. For example, when p = 2, the constraint is that (x11 − x22)2 + 4x12x21  0,
which restricts the applicability of the use of this factorization. The constraint that
the eigenvalues be real is that the characteristic equation
p∑
j=o
(−1)jλp−j tr X(j) = 0
has real roots. Here X(j) is the jth compound of X. When the eigenvalues are real,
the Jacobian of this transformation is independent of G as noted in the following.
Let Y = HXH ′ = HGTG′H ′ ≡ KTK ′, where H is orthogonal, in which case K is
orthogonal. Then
J (Y → X)J (X → G, T )J (G, T → K, T ) = J (Y → K, T ).
The term J (Y → X) = (detH)p(detH ′)p = (detHH ′)p = 1, and J (G, T → K,
T ) = 1. Let J (X → G, T ) = F(G, T ) to obtain the functional equation F(G, T ) =
F(HG, T ) for all orthogonal G,H . The choice H =G′ yields F(G, T ) = F(I, T )
independent of G.
To obtain the Jacobian using differentials, we have
G′(dX)G = G′(dG)T + (dT )+ T (dG′)G.
Let Y = G′(dX)G, S = G′(dG). Then by the chain rule
J ((dX)→ (dG), (dT ))
= J ((dX)→ Y )J (Y → S, (dT ))J (S, (dT )→ (dG)(dT ))
≡ J1J2J3. (9.1)
The terms J1 and J3 are functions of G and need not be evaluated. The equation from
which J2 is evaluated is
Y = ST + (dT )− T S, (9.2)
where S is skew-symmetric.
The matrix of derivatives is


(dtii ) (dtij ), i > j sij
yii I A12 A13
yij , i > j 0 I A23
yij , i < j 0 0 A33

.
The determinant only depends on A33. An examination of Eq. (5.2) shows that
dsij /dyij = tii + tjj . Consequently, the Jacobian of the transformation X = GTG′
is
∏
i<j |tii + tjj |.
I. Olkin / Linear Algebra and its Applications 354 (2002) 231–243 241
10. Moore–Penrose inverse: X+ = (XX′)−1X
If X is a rectangular p × n random matrix, then it does not have an inverse when
n > p. If f (X) is the absolutely continuous density of X, then the density of the
Moore–Penrose inverse
Y = X+ = (XX′)−1X (10.1)
was obtained by Zhang [22] to be
(detYY ′)−nf (Y+). (10.2)
Alternative proofs were given by Neudecker and Liu [11] and by Olkin [14]. The es-
sential step in Zhang’s proof is to writeX = TG, where T is a p × p lower triangular
matrix and G is a suborthogonal matrix, from which
Y = (T T ′)−1TG = T ′−1G. (10.3)
Using the chain rule, the Jacobian is
J (X → Y ) = J (X → T ,G) J (T ,G→ T −1,G) J (T −1,G→ X). (10.4)
Each term in (10.4) is known (e.g., [12,13]) and the result follows from the fact that
Y+ = (YY ′)−1Y = (X+X+′)−1X+ = [XX′](XX′)−1X = X. (10.5)
Of course, when p = n, Y+ = Y−1 = X.
Neudecker and Liu [11] write out Eq. (10.1) as a vector, ( Y ) = (y11, y12, . . . , ypn),
from which the Jacobian is obtained. This method is rather cumbersome because the
transformation (10.1) is not readily adapted to a vector format.
We describe an alternative method to obtain the Jacobian [14]. By using a se-
quence of transformations we generate a functional equation that yields the Jacobian.
This method was introduced by Olkin and Sampson [16], and may be illuminating
in other contexts.
The density of Y is f (Y+) J (Y ), where J (Y ) is a function that needs to be eval-
uated. To generate a functional equation we let U = AX for A nonsingular. The
Jacobian is (detA)−n, so that the density of U is
f (A−1U)(detA)−n. (10.6)
The connection between V = U+ and Y is V = A′−1Y ; its density is
f (A−1V +)(detA)−nJ (V )=f (A−1AY+)(detA)−nJ (V )(detA′)−n
=f (Y+)(detAA′)−nJ (A′−1Y ), (10.7)
which yields the functional equation
J (Y ) = (detAA′)−nJ (A′−1Y ) (10.8)
for all nonsingular A and all p × n matrices Y. The choice Y = (A, 0) then gives
J (Y ) = det(YY ′)−nJ (I, 0). (10.9)
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Thus, we have evaluated J (Y ), except for a constant J (I, 0), which can be obtained
by letting f (X) have a specific form, as for example, the normal density.
11. Distribution of the inverse: Y = X−1
Although the transformation Y = X−1 has the same appearance whether X is an
arbitrary, symmetric, triangular, or skew-symmetric matrix, each case generates a
transformation in different dimensions. The following is a summary of the Jacobians:
X arbitrary, J = (detX)−2p, (11.1a)
X symmetric, J = (detX)−(p+1), (11.1b)
X skew-symmetric, J = (detX)−(p−1), (11.1c)
X triangular, J = (detX)−(p+1). (11.1d)
In particular, if S has a Wishart distribution arising from a sample of size n from
a p-variate normal distribution with identity covariance matrix, then the density of
V = S−1 is
f (V ) = c (detV )−(n+p+1)/2 exp[− 12 trV −1], V > 0,
where c is the normalizing constant in the Wishart density.
12. Distribution of the square or square root of a symmetric positive definite
matrix: V = S2 or S = V 1/2
When the matrices are positive definite we can define a unique positive definite
square root.
The Jacobian of the transformation is that of the transformation in the differen-
tials:
(dV ) = (dS) S + S (dS). (12.1)
Let S = GD!G′, where D! = diag (!1, . . . , !p). Then
G′ (dV )G = G′ (dS)GD! +D!G′ (dS)G. (12.2)
Let Z = G′ (dV )G,W = G′ (dS)G, so that
Z = WD! +D!W. (12.3)
By the chain rule,
J (dV → dS) = J (dV → Z)J (Z → W)J(W → dS) ≡ J1J2J3.
Here J1 = J3 = (detG)p+1; J2 is obtained from Eq. (12.3): zii = 2!iwii , zij =
!i + !j , i, j = 1, . . . , p.
Consequently, the Jacobian is
∏
!i
∏
i<j (!i + !j ). The term
∏
!i = det S, but∏
i<j (!i + !j ) =
∏
i<j (!
2
i − !2j )/
∏
i<j (!i − !j ) is not readily translated to matrix
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functions. It can be expressed as a function of power sums, which in turn is express-
ible as the trace of powers.
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