A set of experiments were conducted to evaluate six similarity measures for intensity-based rigid-body 3D/2D image registration. Similarity measure is an index that measures the similarity between a digitally reconstructed radiograph (DRR) and an x-ray planar image. The registration is accomplished by maximizing the sum of the similarity measures between biplane x-ray images and the corresponding DRRs in an iterative fashion. We have evaluated the accuracy and attraction ranges of the registrations using six different similarity measures on phantom experiments for head, thorax, and pelvis. The images were acquired using Varian Medial System On-Board Imager. Our results indicated that normalized cross correlation and entropy of difference showed a wide attraction range (62 deg and 83 mm mean attraction range, ω mean ), but the worst accuracy (4.2 mm maximum error, e max ). The gradient-based similarity measures, gradient correlation and gradient difference, and the pattern intensity showed sub-millimeter accuracy, but narrow attraction ranges (ω mean =29 deg, 31 mm). Mutual information was in-between of these two groups (e max =2.5 mm, ω mean = 48 deg, 52 mm). On the data of 120 x-ray pairs from eight IRB approved prostate patients, the gradient difference showed the best accuracy. In the clinical applications, registrations starting with the mutual information followed by the gradient difference may provide the best accuracy and the most robustness.
Introduction
The goal of radiation therapy is to deliver the exact amount of prescribed radiation dose to tumor while minimizing surrounding normal tissue dose. To achieve this goal, the target volumes are identified first by physicians and the treatment beams are carefully arranged through 3D treatment planning. With the advance of multi-leaf collimators, one can precisely define radiation beams with desired intensity modulated fields. A major clinical challenge now is to accurately and precisely locate the target in daily treatment. The conventional method of aligning skin tattoo to treatment room laser with weekly portal image verification is not adequate for precise treatments, especially, when considering the inter-and intra-fraction geometrical and physiological changes due to involuntary breathing or organ motion (1).
Several automatic and semi-automatic patient setup and tumor localization methods have been proposed and clinically implemented (2-10). The methods may be classified into extrinsic and intrinsic methods. The extrinsic methods rely on artificially attached external fiducial objects that provide common coordinative references from planning space to treatment space. The extrinsic methods include stereotactic localizer systems, infrared stereo camera systems, implanted fiducial marker based systems, et cetera (2, 3, 10) . The external marker/frame-based localization is fast in general but requires external objects prior to the image acquisitions at the simulation and at the daily treatment. The errors from external object segmentations may induce additional localization errors. Some fiducial objects are also invasive. On the other hand, the intrinsic methods directly rely on patient anatomy information, mostly imaged by calibrated imaging devices in the treatment room (4-10). The setup errors are quantitatively estimated from manual or automatic image registrations. The intrinsic methods are generally slower than the extrinsic methods because of the large amount of data to process.
Image registrations play essential roles in the intrinsic methods and they must be accurate, robust, and fast for routine clinical applications. Generally, feature-based registrations (2, 5, 7, 11, 12) meet the speed criteria but often require user interactions because the feature extractions are difficult to be achieved in a fully automatic manner. In contrast, intensitybased methods (13) (14) (15) (16) (17) , directly utilizing the pixel intensities without segmentations, have the potential to meet the four criteria of high accuracy, robustness, fastness, and autonomy. In the context of 3D/2D image registrations, the bottleneck was the slow speed, but it has been successfully overcome by hardware and software based DRR generations (16) (17) (18) (19) (20) . Especially the graphics hardware based DRR generation methods have shortened the registration time to a clinically acceptable level for daily patient setup. The accuracy and robustness of 3D/2D registrations depend on many factors such as the quality of input images, number and geometry of projection images, and the image contents as well as the choice of optimization, transformation, and similarity measure. There are a number of publications in literature, seeking optimal similarity measures for their given registration tasks (21-29). Among those conducted in the context of 3D volume to 2D projective image registrations, the studies of Khamene et al. (29) and Clippe et al. (21) are the most relevant studies for image guided radiation therapy. However, their studies were conducted with only MV portal images, which have lower image contrast than diagnostic kV x-ray images, and the experiment sites were limited to chest and pelvic area. Penny et al. (25) used kV x-ray images, but their task was registering 3D volume to single projection image and the ROI, defined on CT for DRR generation, only included single L3 vertebra. Hipwell et al. (27) also reported a similar study, but 3D magnetic resonance angiography was registered to single digital subtraction angiogram.
In this study, we evaluate six known similarity measures for an intensity-based 3D/2D image registration method that is designed to match a planning CT image to orthogonal kV-kV or kV-MV x-ray image pairs for routine patient position-ing in fractionated radiation therapy using On-Board Imager (OBI) (Varian Medical Systems, Inc., Palo Alto, CA). For a comprehensive evaluation we have measured mean registration errors and attraction ranges from anthropomorphic head, thorax, and pelvis phantoms as well as real patient data. Figure 1 shows the flowchart of registration algorithm. Simulation CT image with planned isocenter is used for creation of desired digitally-reconstructed radiographs (DRR). Then, the DRR images are compared with corresponding x-ray planar images. A similarity measure for a pair of DRR and x-ray images (described in Similarity Measures) is calculated. If the DRR and x-ray images are not similar, the CT image is transformed in the direction such that the similarity measure increases. This process is repeated until the sum of similarity measures for pairs of DRR and x-ray images reaches a preset threshold or the iteration count reaches a preset maximum iteration number. That is, we are searching where H = [rx ry rz tx ty tz]. The vector H is the translation and rotation offset from the planned CT position. DRR n (H) and xray n are the DRR and x-ray image pair of n-th projection, and N is the total number of projections. N is 2 in this study for orthogonal radiographs of anterior-posterior and lateral views. S is the 2D similarity measure for each projection (see Similarity Measures).
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For time saving, the DRR images were generated on a graphics hardware utilizing the fast calculation of built-in 3D texturemap tri-linear interpolation units (18, 20, 30) . Also, we used half type pixel buffer, which is 16 bit floating point buffer, to maintain pixel dynamic range during slice accumulation.
Downhill simplex method was selected for optimization over gradient-based methods because it has fewer parameters and it is not affected by noisy gradient estimation (31). Simplex begins with a size of 5 deg and 5 mm. When the simplex contracts to the radius of 0.1, the simplex is reset to the initial size to avoid early shrinkage. The radius of a simplex is defined as the average norm of the vectors from the simplex center to all vertices. The optimization stops when the third shrinkage converges to a maximum or when the iteration reaches the maximum allowed number of iterations ( =450).
Similarity Measures
During the optimization process, each simplex vertex is associated with a transformation parameter vector and a similarity measure. This similarity measure is a single scalar value which represents the similarity between DRR and xray images. Six types of similarity measures were investigated in this study.
Mutual Information: Mutual information (MI) is an information theoretic approach (32) and it has been successfully applied on many multi-modality 3D/3D image registrations. The MI of two random variables X and Y is defined as:
where p(X,Y) is the joint probability density function of the random variables X and Y, and p(X) and p(Y) are the marginal probability density functions. In the image registration context, p(X) and p(Y) are the normalized histograms and p(X,Y) is the normalized joint histogram of the two input images. The output is bound in the range of [0, 1]. The major advantage of this measure in the multi-modality registrations comes from the lack of linearity assumption between the two images. It is also proven that it has inherent robustness against outlier information (33).
Normalized Cross Correlation:
Normalized cross correlation (NCC) is also known as Person's correlation coefficient or normalized cross coefficient. It is a cross correlation function normalized by the standard deviations to make the output reside in the range of [-1, 1] . The NCC is defined as:
where I -1 and I -2 are the mean intensity values of the input images and x and y are the pixel indices. This measure is known to be sensitive to the outlier information(33).
Entropy of Difference:
Entropy of difference (EOD) is an entropy measurement on the subtracted input images defined as:
where p(X) is the probability density function of the random variable X, which is related to the pixel intensities in the digitally subtracted input images. Because of the subtraction, X is in the range of [-L, L] where L is the maximum gray level of the input images.
Gradient Correlation: Gradient correlation (GC) measures the average NCC of the partial derivatives of the input images. It is defined as:
where dI i /dx and dI i /dy are the derivatives of input image I i in the x and y direction, respectively, and the derivatives are calculated by the Sobel operators (see Figure 2 ). The gradient operation filters out the low frequency information such as the soft tissue brightness differences.
Gradient Difference: Gradient difference (GD) was proposed by Penny et al. (25) to take advantage of the low frequency filtering of the gradient operations as GC and to compensate the potential sensitivity of GC to the thin line interventional objects by employing 1/(1+a 2 ) format. It is defined as:
where I ∆x =dI 1 /dx-dI 2 /dx and I ∆y =dI 1 /dy-dI 2 /dy. The constants σ v and σ h were the variances of I ∆x and I ∆y , respectively.
Pattern Intensity: Pattern intensity (PI) measures the existence of structures in the difference images. It considers a pixel to belong to a structure if the pixel has a significant difference from its neighboring pixels, which is defined as follow: Volume 6, Number 4, August 2007 where N = {(v,w)|(xv) 2 = (yw) 2 < r 2 } and σ is a constant. The σ and r were set to 10 and 3, respectively, as found to be the best numbers in literature (25, 34) .
Data Set
Phantom and real patient data were acquired for comparison of the similarity measures. Three anthropomorphic phantoms of head, thorax, and pelvis were scanned using Philips Ac-QSim CT scanner and two orthogonal kV x-ray images were acquired using OBI. The CT and X-ray images were subsampled to save memory and to speed up the calculation. Xray images were preprocessed with logarithm function to take account of the exponential component of the x-ray attenua-tion. The final CT and x-ray dimensions and voxel/pixel sizes are summarized in Table I . Figure 3 shows the x-ray images after the logarithm application, as well as the corresponding DRR images. The cross-hairs in the head and pelvis phantom x-ray images are lead wires taped on the two principle axes on the OBI detector plate, and the white dots are the images of the metal fiducial markers on the phantoms (Registration Based on Fiducial Markers). The cross-hairs and fiducial markers were masked out on the x-ray and CT slices to eliminate any influence on similarity measure calculations.
The similarities were also evaluated on 120 orthogonal pairs of x-ray images collected from eight prostate cancer patients (15 pairs per patient). These were taken as part of the OBI algorithm utilized clinically for patient setup. Half of the pairs had mega-voltage (MV) portal images in the anteriorposterior direction and all others are kilo-voltage (kV) images. The real patient data are approved images after visual inspection by physicians. Therefore, small amounts of shifts are expected on these dataset.
Registration Based on Fiducial Markers
For the accuracy evaluations, we compared the outputs of the intensity-based registrations with the ones from fiducial marker (FM) registrations. For the FM-based registrations, about 15 to 20 radio-opaque markers of 1.5 mm in diameter were attached on the phantom surfaces prior to the CT scan- ning and x-ray imaging. The markers were visually identified on the center pixels of the markers shown in the magnified x-ray and CT slice images. The CT markers were examined on the three orthogonal planes for better accuracy.
The registration is then established by minimizing the distance D;
where D n is the average distance for the projection n, and calculated at each minimization iteration in the following three steps;
I.
The identified points on the CT image are projected to the n-th x-ray image plane.
II.
For each projected point, the distance to the closest point on the x-ray image is calculated.
III. The calculated distances are then sorted and averaged excluding the three largest ones.
The purpose of the exclusion in the step III was to minimize the possible marker identification errors. We employed the gradient descent optimization, and its parameters were manually adjusted for smooth convergence. The final registrations were confirmed by inspecting the blended x-ray and DRR images at the matched position. The average distance after matching was 0.35 mm on the x-ray image planes.
Similarity Evaluation
The similarity measures were evaluated in terms of accuracy and robustness. The accuracy was estimated by the mean deviation from the FM-based registration. The robustness was measured by the attraction range for each similarity measure. Figure 4 is an example similarity measure profile for error and attraction range definitions. Curve S is the similarity measure profile on a hyper-line h in the search space. h FM and h C are the points in the search space corresponding to the FM based registration and the maximum of S, respectively. The error is then defined by the distance between h FM and h C (|h FM -h C |) and the attraction range by the extent of the search space in which the initial offsets are reset to h C . Estimating the full attraction ranges in the high dimensional search space is not trivial because it is difficult to visualize more than two dimensions and the number of registrations that need to be conducted is exponential of the search space dimension. Instead, we estimated the attraction range by performing registrations with single dimensional initial offsets from h C . That is, for the i-th dimension, the initial vectors are (h C ± 1∆u i , hC ± 2∆u i , …, h C ± k∆u i ) where u i is a six dimensional vector whose i-th element is one and all others are zero. ∆ is a constant which represents the offset interval. Then, the attraction range of the i-th dimension is defined as following formula:
If all elements of the error vector from h C are within a preset threshold the registration is counted as a successful registration.
On the real patient data, the fiducial markers are not available as a reference. Instead, a user picks the isocenter points on the AP and LAT DRR images after registration. The two error vectors on the image planes are then scaled back to the machine isocenter. The length of the vector summation is then measured as the registration error. Table II shows the mean registration error estimated from 20 registrations per phantom. The initial offsets were randomly generated in the range of ±1.5 deg in rotation and ±1.5 mm in translation around the FM-based registrations. The standard deviations of the error estimation were very small as shown in the last column of the Figure 5 shows the attraction ranges of the similarity measures. The offset interval ∆ was 10 deg in rotation and 10 mm in translation dimensions, and the search ranges were ±90 deg in rotation (k=9) and ±120 mm (k=12) in translation. If any element of the registration error was larger than 3 deg or 3 mm, it was considered as a failure. NCC, EOD, and MI showed large attraction ranges and GC, GD, and PI showed relatively small attraction ranges. Among GC, GD, and PI, which have good accuracy property, GD showed relatively large attraction ranges for the thorax and pelvis. Figure 6 and Figure 7 show the error histograms of the registrations with real patient data. The former is the results from AP:kV-LAT:kV image pairs and the later is from AP: MV-LAT:kV pairs. The number in each cell is the number of registrations that fall in the given error range specified in the x axis. NCC and EOD showed the largest errors on both groups. MI also showed relatively large errors. On the other hand, GC, GD, and PI showed good results and GD was the best on the real patient data. Table III lists the calculation times of similarity measures with 512 × 384 input images. No code optimization was at-tempted and the computer was equipped with one 1.8MHz CPU and 512 MB RAM. GD had the longest execution time and the gradient based measures in general showed higher calculation complexity. The calculation time could be greatly reduced by implementing the similarity measures on graphics hardware, avoiding copying DRR images from graphics hardware to host computer memory at every iteration and utilizing the parallel processing units.
Results
Discussions
The translation errors of the thorax and pelvis phantoms in Table II were mostly in the ty direction, which is the anteriorposterior direction in the patient frame. The reason of this error is most likely due to the difference at the anterior skin between the x-ray and the DRR images. This difference may be due to the fact that the acquired x-ray images depend on the acquisition parameters such as the mA/kV settings while the DRR images do not. Figure 8 shows the lateral DRR image at the FM registration and the corresponding x-ray image. The intensity profiles of the dotted horizontal lines are also plotted in Figure 8(c,d,e ). As noticed, the DRR image shows higher intensity in the anterior portion of the body and this extra intensity may push the DRR image down in the posterior direction. With the gradient based similarity measures, the influence may be minimized by filtering out low frequency information leading to better accuracy. Pat-tern intensity also includes a type of differential operation which is similar to the derivation. This vertical direction error was able to be minimized by using more than two projections. Table  IV shows the registration errors with two, four, and eight projection images using MI similarity measure. As the number of projections increases, the error decreases especially in the ty direction. However, the increased number of projections translates into increased treatment time and radiation dose to the patient.
It must be noted that the attraction range estimations in this study might be influenced by the truncation errors caused by the fact that the CT image is only available in a small section of the body. The absolute figures of the attraction range estimations may not be accurate, but they must be adequate enough for the comparison purpose because the comparisons were done in the same settings. Furthermore, the rotation around the z axis (inferior to superior) was not influenced by the truncation error. For more accurate attraction range estimation, the phantom may be shifted instead of shifting the CT image, but it will be difficult to shift phantoms by exact amounts, especially in the rotation dimensions without special equipments.
The transformation in this study was rigid-body and the phantoms are perfect rigid-body objects. In case, when there is any organ deformation such as the leg position differences relative to the pelvic bones or the chest movements due to breathing, the accuracy and capture range may get degraded. However, as shown with the prostate patient data that must have leg position deviations to some degree, the GC, GD, and PI showed good success rates.
We used the downhill simplex method for optimization (31), but we expect similar results with other optimization methods because the 20 registrations with random initial offsets converged to almost the same point in the accuracy estimation experiments, which indicates that there is no false local minimum near the gold standard registration. Khamene et al. (29) and Birkfellner et al. (35) also reported that the final registration accuracy was not affected by their optimization choices.
The results in Table II prove the fact that the accuracy is really dependant on the image contents, or imaged sites, which had not been reported before. For example, if we just had used head phantom, we might have concluded that all similarity measures were good enough for image guidance in radiation therapy, which in fact is not true. In comparison to the previous studies using similarity measures (21, 25, 27, 29) , we notice some differences. First, our experiments show good accuracy and success rate with GD, but Khamene et al. (29) shows relatively high mean and standard divination (about 1.9 ± 1.9 mm from Fig. 8 in the report). Second, Clippe et al. (21) favored correlation ratio (CR) over MI, but Khamene et al. reported the opposite, even though their registration tasks were quite similar to each other (registrations of CT to orthogonal MV portal images). These differences probably come from the image content differences (such as the differences of phantom types, DRR generation methods, or the amount of outliers on test images) and/or possible implicit errors from system calibrations or during the gold standard establishments. However, even if there are slight differences in the order of favored similarity measures, a consensus of these reports and our study is that the measures of GC, GD, and PI outperformed the measures based on statistical information including MI and CR, probably because of the resemblance of DRR images with the corresponding x-ray images.
There were no interventional objects in our experiment images except the treatment tables. If there are such objects that do not appear in the DRR images but presented on x-ray images, the NCC and GC may show more errors because correlation coefficient is known sensitive to outliers (25, 33) . Hence, the combination of MI followed by GD may provide optimal registrations for clinical applications because MI has wide enough attraction range with inherent robustness and GD has the best accuracy.
Conclusions
A set of experiments were conducted to evaluate six similarity measures for an intensity-based rigid-body 3D/2D image registration that registers a preoperative CT image to two orthogonal kV-kV or kV-MV x-ray images. The registration is accomplished by maximizing the similarity measures between the x-ray images and the corresponding digitally reconstructed radiographs in an iterative fashion. For comparison, the registration accuracies and attraction ranges were determined using head, thorax, and pelvis phantoms, and the similarity measures were also evaluated on 120 x-ray pairs of eight prostate cancer patients from routine fractionated radiation therapy using OBI. The accuracies were estimated by the mean deviations from the results of the corresponding FM-based registrations. The attraction ranges were measured from the registrations with initial offsets in the range of ±120 mm and ±90 deg in the translation and rotation dimensions.
The phantom experiments indicated that NCC and EOD showed wide attraction ranges (62 deg and 83 mm mean attraction range, ω mean ), but the worst accuracy (4.2 mm maximum error, e max ). The gradient-based similarity measures, GC and GD, and PI showed sub-millimeter accuracy, but narrow attraction ranges (ω mean = 29 deg, 31 mm). MI was in-between these two groups (e max = 2.5 mm, ω mean = 48 deg, 52 mm). On the real patient data, GD showed the best accuracy. In the clinical applications, registrations starting with MI followed by GD may provide the best accuracy and the optimal robustness. 
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