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Abstract
We obtain bilinear estimates for oscillatory integral operators which are variable coefficient generaliza-
tions of bilinear restriction estimates for hypersurfaces. As applications, we improve the known estimates
for oscillatory integrals.
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1. Introduction and the statement of results
In this paper we study the oscillatory integral operator defined by
Tλf (z) =
∫
eiλφ(z,y)a(z, y)f (y) dy, (z, y) ∈ Rn+1 × Rn, n 1,
where a ∈ C∞0 (R2n+1) and φ ∈ C∞ on the support of a. The problem we are interested here
is to obtain sharp asymptotic decay estimates for ‖Tλ‖p→q in terms of λ. The operator Tλ can
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optimal decay estimate
‖Tλf ‖q  Cλ−
n+1
q ‖f ‖p (1.1)
implies Lp–Lq boundedness of the adjoint of Fourier restriction to the set {∇zφ(z0, y):
|y − y0| < } for a small  > 0 as long as a(z0, y0) = 0 (see [7,12]). Related to Bochner–Riesz
conjecture the Lp–Lq boundedness of Tλ was studied with some non-degeneracy conditions on
the phase functions [3,7,17]. It is also important to consider homogeneous phases of degree one
because these kind of oscillatory integrals naturally appear in the study of wave equations (see
[13,16]).
We want to study these oscillatory integral operators by taking so called “bilinear approach,”
which has already been used for several related problems. Recently, some concrete progress on
restriction problems for hypersurfaces has been achieved by making use of this approach [20,
29]. There is a lot of work concerning the restriction to the sphere and other hypersurfaces in Rn.
(For the most recent development and related subjects the readers are referred to [2,10,21–25,
27] and further references contained therein.) In comparison with restriction estimates, to obtain
(1.1) for general phase one has to handle Kakeya compression phenomenon of tubes defined by
curves rather straight lines. Such a curved feature makes the problem more difficult and there
are known counterexamples to possible extensions of (1.1) [3,5,26] (also see [11]). The main
advantage of bilinear estimates is that one can relax Kakeya compression to obtain the wider
range of boundedness than linear estimate by imposing additional separation conditions between
two operators. Then, it is possible to improve linear estimate if one can remove the additional
conditions.
The aims of this paper are two folds. First, we shall prove variable coefficient generalizations
of bilinear restriction estimates to hypersurfaces. Secondly, we apply them to improve the known
linear estimates for oscillatory integral operators.
1.1. Bilinear estimates for oscillatory integral operators
For i = 1,2, we define an integral operator by
Tif (z) =
∫
eiλφi(z,ξ)ai(z, ξ)f (ξ) dξ, z = (x, t) ∈ Rn × R,
where ai is compactly supported smooth function and φi is smooth function on the support of ai .
We make several assumptions on the phases φ1, φ2. First,
rank ∂2xξφi = n (1.2)
on the support of ai . So, ξ → ∂xφi(x, t, ξ) is diffeomorphism if the support of ai is sufficiently
small. Hence we may assume
∂tφi(x, t, ξ) = qi
(
x, t, ∂xφi(x, t, ξ)
) (1.3)
for some qi . In fact, qi(x, t, ξ) = ∂tφi(x, t, [∂xφi(x, t, ·)]−1(ξ)).
58 S. Lee / Journal of Functional Analysis 241 (2006) 56–98Theorem 1.1. For i = 1,2, let φi be smooth function satisfying (1.2), (1.3). Suppose that
the Hessian matrix ∂2ξξ qi satisfies det ∂2ξξ qi(z, ∂xφi(z, ξi)) = 0 on the support of ai and if
(z, ξ1) ∈ suppa1 and (z, ξ2) ∈ suppa2,∣∣〈∂2xξφi(z, ξi)δ(z, ξ1, ξ2), [∂2xξφi(z, ξi)]−1[∂2ξξ qi(z, ui)]−1δ(z, ξ1, ξ2)〉∣∣ c > 0 (1.4)
for i = 1,2, where ui = ∂xφi(z, ξi) and δ(z, ξ1, ξ2) = ∂ξ q1(z, u1) − ∂ξ q2(z, u2). Then for any
 > 0 there is a constant C = C() such that for q  (n+ 3)/(n+ 1),
‖T1f T2g‖q Cλ−
n+1
q
+‖f ‖2‖g‖2. (1.5)
This generalizes bilinear restriction estimates for hypersurfaces with nonvanishing Gaussian
curvature [10,20,22,24,25]. The sharp bilinear restrict estimates were first proven by Tao [20]
for elliptic surfaces and later these was extended to more general surfaces by the author [10] and
Vargas [25]. In case of restriction, we may write φi(x, t, ξ) = 〈x, ξ 〉 + tψi(ξ), i = 1,2. Then
the condition (1.4) is equivalent to the one in [10] and (1.5) gives bilinear restriction estimates to
surfaces given as graph of ψ1, ψ2. If one considers so called elliptic surfaces (e.g., the paraboloid
or the sphere [24]), (1.4) is trivially satisfied by simple separation but it becomes different when
the surface does not have principal curvatures of the same sign. (See [10,25] for more detail.)
When n = 1, Theorem 1.1 is not a new one. It was implicitly used by Hörmander in [7]. Com-
paring with restriction one can see that Theorem 1.1 is essentially sharp and it seems possible to
remove the λ -loss for q > (n+ 3)/(n+ 1) by adapting the argument in [23] which was used to
obtain global estimate from local one. However, we do not intend to do it here.
We also consider oscillatory integral operators defined by homogeneous phases, which are
generalizations of the bilinear restriction estimates for the conic surfaces [10,19,29] to variable
coefficient versions. These are related to a class of Fourier integral operators studied in [13],
which are originated from the study of wave equations.
Theorem 1.2. Let n 2 and for i = 1,2, let φi be a smooth homogeneous function of degree 1
in ξ satisfying (1.2), (1.3), ∂xφi = 0 on the support of ai . Suppose that the Hessian matrix
∂2ξξ qi(z, ∂xφi(z, ξi)) has maximal rank n− 1 on suppai and∣∣∣∣
〈
∂xφi(z, ξi)
|∂xφi(z, ξi)| , ∂ξ q1
(
z, ∂xφ1(z, ξ1)
)− ∂ξ q2(z, ∂xφ2(z, ξ2))〉
∣∣∣∣ c > 0 (1.6)
for i = 1,2, whenever (z, ξ1) ∈ suppa1 and (z, ξ2) ∈ suppa2. Then for any  > 0,
q  (n+ 3)/(n+ 1), (1.5) holds.
It is not hard to see that this implies the bilinear restriction estimates for the cone [29] because
(1.6) is satisfied as long as the angle between two subsets of the cone is separated by O(1). It
also contains the results for the conic surfaces with curvatures of different signs in [10].
1.2. Applications to linear estimates
For restriction estimate, it is relatively easy to obtain linear estimate (1.1) by the rescaling
argument in [24] once bilinear one is established. However, for oscillatory integral operators
derivation of linear estimate from bilinear estimate becomes more complicated because the phase
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the decomposed but the presence of higher-order terms makes it difficult to do so. Even though,
Theorems 1.1, 1.2 can be applied to obtain linear estimates if a suitable condition is imposed on
the phase.
1.2.1. Hörmander’s problem
Related to Bochner–Riesz conjecture, Hörmander [7] considered the problem whether it is
possible to obtain the estimate (1.1) for p,q satisfying
q >
2n+ 2
n
,
n+ 2
q
 n
(
1 − 1
p
)
under the following conditions: on the support of a
rank ∂2zyφ = n, (1.7)
and if θ ∈ Sn is the unique direction for which ∇y〈∂zφ, θ〉 = 0, then
det
(
∂2yy〈∂zφ, θ〉
) = 0. (1.8)
This problem is a natural generalization of restriction to hypersurfaces with nonvanishing
Gaussian curvature [7,18]. For n = 1, it was proven by Hörmander [7] generalizing the earlier
result due to Carleson and Sjölin [6]. In higher dimensions (n  2), Stein [17] proved it for
q  (2n+ 4)/n. Later, it was shown by Bourgain [3,5] that when n 2 there are phase functions
for which it is impossible to obtain (1.1) for q < (2n+4)/n even though they satisfies (1.7), (1.8).
In R3 he also showed that for a generic phase function (1.1) fails if q < s for some 3 < s < 4 and
a positive result beyond the Stein’s result was obtained with a much simpler phase. Some partial
improvements were also obtained in [22,24] for special phases. Recently, Wisewell [26] obtained
counterexamples which give more concrete range of failure in all dimension bigger than 2 using
quadratic phases.
From negative results it is obvious that it is impossible to go beyond the critical q =
(2n + 2)/(n − 1) without an additional assumption. For this we add an elliptic type condition
which was already used in [24].
Theorem 1.3. Suppose that φ satisfies (1.7), (1.8) and the Hessian matrix
∂2yy
〈
∂zφ(z0, y), θ
〉
has eigenvalues of the same sign (1.9)
on the support of a. Then, for p,q satisfying q  2(n+ 3)/(n+ 1), (n+ 2)/q  n(1 − 1/p) and
 > 0, there is a constant C = C() such that
‖Tλf ‖q Cλ−
n+1
q
+‖f ‖p. (1.10)
It is well known that φ(x, t, y) = (|x − y|2 + t2)1/2 satisfies the conditions (1.7), (1.8) and
(1.9) provided a is supported in the set {(x, y, t): |x|, |y| 
 1, t ∼ 1}. Hence, in Rn+1 the above
theorem gives another proof of the Bochner–Riesz conjecture for q  2(n + 3)/(n + 1) and
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timates for the elliptic surfaces [20]. The counterexamples in [26, Corollary 11] say that in worst
case (1.10) is possible only for q  2(n + 1)/n + 2/n(2n − 1) even under the condition (1.9).
Especially, when n = 2 Theorem 1.3 cannot be extended to any q < 10/3. Hence it gives sharp
results in R3 but there is gap in higher dimensions. Theorem 1.3 also implies new estimates for
the corresponding curved Kakeya maximal functions (see [3,26]).
1.2.2. Oscillatory integral operators with homogeneous phases
We also try to obtain linear estimate for Tλ defined by homogeneous φ with n  2. In view
of the restriction estimates for the conic surfaces which have maximal number of nonvanishing
curvatures, it seems natural to ask whether there are estimates (1.1) for
q >
2n
n− 1 ,
1
q
 n− 1
n+ 1
(
1 − 1
p
)
assuming (1.7) and that
rank ∂2yy〈∂zφ, θ〉 = n− 1 (1.11)
provided θ ∈ Sn is the unique direction for which ∇y〈∂zφ, θ〉 = 0.
This is a natural homogeneous version of the condition in Hörmander’s problem, which was
used by Mockenhaupt et al. [13] to study the local smoothing properties of a class of Fourier in-
tegral operators and they obtained L2–L(2n+2)/(n−1) estimate for Tλ with optimal decay. Like
Hörmander’s problem there is a phase function for which (1.1) is no longer valid for q <
2(n+ 1)/(n− 1) when n is odd and  3. It can be shown by a simple modification of Bourgain’s
counterexample [3,5]. We briefly explain the case n = 3 but without difficulty the argument can
be extended to higher dimensions. Let us consider
φ(x, t, y) = xy + 2ty1y2/y3 + t2y21/y3
and suppose that a is supported in B(0, 0) × B(e3, 0) ⊂ R4 × R3, 0 < 0 
 1. One can easily
see that φ satisfies (1.7) and (1.11). Choose f (y) = eiλy22/y3 . Then it is not difficult to see that
|Tλf (x, t)| ∼ λ−1/2 if |x1 − x2t | cλ−1 and |x3 − x22/4| cλ−1 for some small 0 < c. Hence
‖Tλf ‖q  Cλ−4/q‖f ‖∞ is possible only if q  4. (See [3,5] for the details.)
This means that we need to impose additional condition on the phase φ to extend (1.10)
beyond L2–L(2n+2)/(n−1) estimate. For this purpose we again require that
all nonzero eigenvalues of ∂2yy〈∂zφ, θ〉 have the same sign. (1.12)
Theorem 1.4. Let n  2. Suppose that φ(z, ·) is a homogeneous function of degree one
and φ satisfies (1.7), (1.11) and (1.12) on the support of a. Then if n  3, q  2(n + 3)/
(n+ 1) and (n+ 1)/q  (n− 1)(1 − 1/p), (1.10) holds. When n = 2, (1.10) is valid for q  4,
3/q  (1 − 1/p).
When n = 2, (1.12) is redundant because there is only one nonzero curvature. Hence up to
-loss it gives the optimal result in R3 which generalizes the restriction estimates for the cone
due to Barcelo [1]. In R4, Theorem 1.4 gives the best possible estimate modulo λ -loss which
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L2-result in [13]. When n 4 it seems possible to show failure of (1.1) for generic phases when
q > s with some s ∈ (2n/(n− 1),2(n+ 1)/(n− 1)) adopting arguments in [3,26].
1.2.3. Lp–Lq regularity properties of Fourier integral operators
Theorem 1.2 can be used to obtain Lp–Lq sharp regularity properties of the class Fourier
integral operators Iμ(Z,Y ;C) satisfying the curvature condition in [13] and it is equivalent to
the cinematic curvature condition defined in [15]. If F ∈ Iμ−1/4(Z,Y ;C), then it can be written
as a finite some of operators defined by
Fμf (z) =
∫
Rn
eiφ(z,ξ)a(z, ξ)
f̂ (ξ)
(1 + |ξ |2)μ/2 dξ, z = (x, t),
so that the smooth homogeneous function φ satisfies (1.7) and (1.11) and a is a symbol of order
zero. The following gives an improvement of the L2–Lq result in [13].
Corollary 1.5. Let Fμ be given as above. Suppose suppa(·, ξ) is contained in a fixed compact
set and suppose that φ(z, ·) is a homogeneous function of degree one and φ satisfies (1.7), (1.11)
and (1.12). Then for 2(n2 + 2n − 1)/(n2 − 1)  q ∞, (n + 1)/q  (n − 1)(1 − 1/p) and
q  p(n+ 3)/(n+ 1),
‖Fμf ‖q  C‖f ‖p (1.13)
provided μ> 1/p − (n+ 1)/q + (n− 1)/2.
The estimates for p,q satisfying (n+1)/q = (n−1)(1−1/p) are intermediate ones between
Sogge’s Lp-local smoothing conjecture [15] and trivial L1–L∞ estimate. When n = 2, (1.13)
was obtained by Schlag and Sogge [14] for the range 1  p  5/2 and for n  3 the optimal
L2–Lq (2(n + 1)/(n − 1)  q ∞) estimates were shown in [13]. For the solutions of wave
equations (i.e. φ(x, t, ξ) = 〈x, ξ 〉 + t |ξ |) it is easy to verify that the condition on μ is sharp
(see [23]) and some sharp Lp-local smoothing estimates were obtained by Wolff [28] in R3, and
Łaba and Wolff [8] in higher dimensions. (See [4,23] for earlier partial results.)
Theorems 1.1, 1.2 can serve as bilinear substitutes in variable coefficient setting as the bi-
linear restriction estimates did in linear problems [23]. Hence these can be applied to variable
coefficient generalization of various problems. We hope that it can be done somewhere else.
Throughout this paper C, c stand for constants possibly different at each place. In Section 2,
we prove both Theorems 1.1, 1.2 and in Section 3 these are applied to obtained linear estimates
(Theorems 1.3, 1.4).
2. Bilinear estimates: proof of Theorems 1.1, 1.2
As in [3,5], we begin with rescaling. For λ  1, we consider operators
Lif (x, t) =
∫
eiφ
λ
i (x,t,ξ)aλi (x, t, ξ)f (ξ) dξ, i = 1,2, (2.1)
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φλi (x, t, ξ) = λφi(x/λ, t/λ, ξ), aλi (x, t, ξ) = ai(x/λ, t/λ, ξ).
To prove Theorems 1.1, 1.2, it is needed to show that there is a constant C = C(α) such that∥∥(L1f )(L2g)∥∥
L
n+3
n+1
 Cλα‖f ‖2‖g‖2 (2.2)
for any α > 0. Obviously the constant C may also depend on a1, a2, φ1, φ2. For this we adapt
Wolff’s induction on scales argument [29] which was used to obtain the optimal bilinear re-
striction estimate for the cone (also see [10,20,25]). The central part is to establish an iterative
estimate which makes it possible to suppress the exponent α as small as possible.
Proposition 2.1. Suppose (2.2) holds for some α > 0 with C = C˜, independent of small smooth
perturbation of φi , ai . Then, for all 0 < δ,  
 1, there is a constant C = C(C˜, , δ,φ1, φ2, a1, a2),
independent of λ, such that for λ  1,
‖L1fL2g‖
L
n+3
n+1
 Cλ max
(
λα(1−δ), λcδ
)‖f ‖2‖g‖2
holds for some constant c, independent of λ, δ, , α and c, C are stable under small smooth
perturbation of the phase and amplitude functions φi , ai .
There are trivial estimates ∥∥(L1f )(L2g)∥∥ n+3
n+1
 Cλα‖f ‖2‖g‖2
with large α = α(n). Starting from such a value of α, for any given α > 0 the bound λα can
be achieved by iterating Proposition 2.1 finitely many times with suitable choice of δ, . The
constant C in (2.2) may get large by repeated uses of Proposition 2.1 but it is important that c
does not. Actually c depends only on n provided φ1, φ2, a1 and a2 are uniformly bounded in C∞
and a1, a2 are supported in a fixed compact set.
Theorems 1.1, 1.2 are to be proven by establishing Proposition 2.1 under the different as-
sumptions given in Theorems 1.1, 1.2, respectively. We first give the proof of Theorem 1.1 in
Sections 2.1–2.8. One can observe without much difficulty that the same argument works for
Theorem 1.2 except for the proof of Lemma 2.7. So, in Section 2.9 we reprove Lemma 2.7 under
the different assumptions.
2.1. Decomposition
We decompose the oscillatory integrals into basic functions so that these are essentially sup-
ported on a collection of curved tubes but still enjoy certain orthogonality among themselves.
We may assume that
suppai ⊂ X × T ×Ξi ⊂ Rn × R × Rn,
where X, T and Ξi are small balls and the assumptions of Theorem 1.1 are satisfied on 0-
neighborhood of suppai , i = 1,2 for some 0 < 0 
 1. By (1.2) it also can be assumed that
∂xφi(x, t, ·), ∂ξφi(·, t, ξ) are diffeomorphisms on 0-neighborhoods of Ξi , X, respectively.
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X = λ1/2Zn,
X ∗i =
(
Ξi +O
(
λ−1/2
))∩ λ−1/2Zn, i = 1,2,
where Ξi +O(λ−1/2) = {ξ : dist(Ξi, ξ) Cλ−1/2} and we set
Wi =X ×X ∗i .
Since x → ∂ξφi(x, t, ξ) is a diffeomorphism, for w = (y, v) ∈ Wi we can define a smooth curve
γ wi given by
∂ξφi
(
γ wi (t), t, v
)= −y/λ. (2.3)
Since ∂2xξφ is invertible, from direct computation and (1.3) it follows that
d
dt
γ wi (t) = −∂ξ qi
(
γ wi (t), t, ∂xφi
(
γ wi (t), t, v
))
. (2.4)
For w ∈ Wi , we set
Tw =
{
(λx,λt) ∈ Rn × R: |x|, |t | C, ∣∣x − γ wi (t)∣∣ Cλ−1/2}. (2.5)
It is easy to see that for each fixed v, {Ty,v}y∈X are essentially disjoint since ∂ξφi(·, t, v) is
diffeomorphism.
Let η be a smooth function satisfying supp η̂ ⊂ B(0,1) ⊂ Rn and ∑k∈Zn η(· − k) = 1.
Here B(a, r) denotes the open ball centered at a with radius r . Let ψ ∈ C∞0 (B(0,1)) with∑
k∈Zn ψ(· − k) = 1. For y ∈X and v ∈X ∗, let us set
ηy(x) = η
(
λ−1/2(x − y)), ψv(ξ) = ψ(λ1/2(ξ − v))
and for w = (y, v) ∈ Wi ,
fw = (ψvf ) ∗F−1(ηy),
where F−1 denotes the inverse Fourier transform. Then trivially f =∑w∈Wi fw if f is sup-
ported in Ξi +O(λ−1/2). Hence it follows that
Lif =
∑
w∈Wi
Lifw.
The following shows that Lifw is essentially supported in the curved tube Tw .
Lemma 2.2. If w = (y, v) ∈ Wi , then for any N∣∣Lifw(x, t)∣∣ CM(ψ̂vf (y))(1 + λ1/2∣∣x/λ− γ (y,v)i (t/λ)∣∣)−N.
Here M is the Hardy–Littlewood maximal function.
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function ψ˜v defined by ψ˜ ∈ C∞0 (B(0,2)) in the same way as ψv so that ψ˜v = 1 on the support
of ψv . Then, after translation and rescaling we have
Lif(y,v)(x, t) =
∫
Kv(x, t, z)ψ̂vf (z)η
(
z− y
λ1/2
)
dz, (2.6)
where
Kv(x, t, z) = (2π)−nλ−n/2
∫
eiΦ(x,t,ξ,z)aλi
(
x, t, ξ/λ1/2 + v)ψ˜(ξ) dξ
and
Φ(x, t, ξ, z) = φλi
(
x, t, ξ/λ1/2 + v)+ (ξ/λ1/2 + v) · z.
Here we used the identity F−1(f̂w) = fw .
Note that |∂ξΦ(x, t, ξ, z)|  λ1/2|∂ξφi(x/λ, t/λ, v) + λ−1z| − O(1) on the support of the
integrand. Hence routine integration by parts gives
∣∣Kv(x, t, z)∣∣ Cλ−n/2(1 + λ1/2∣∣∂ξφ(x/λ, t/λ, v)+ λ−1z∣∣)−N
for any N . Since x → ∂ξφi(x, t, ξ) is invertible, it follows that∣∣∂ξφi(x/λ, t/λ, v)− ∂ξφi(γ (z,v)i (t/λ), t/λ, v)∣∣∼ ∣∣x/λ− γ (z,v)i (t/λ)∣∣.
So, using (2.3) we get
∣∣Kv(x, t, z)∣∣ Cλ−n/2(1 + λ1/2∣∣x/λ− γ (z,v)i (t/λ)∣∣)−N.
From (2.3) |γ (y,v)i (t/λ) − γ (y+z,v)i (t/λ)| ∼ |z|/λ because ∂ξφi(·, t, ξ) is a diffeomorphism.
Hence, by translation z → y + z in (2.6), it is enough to show that for R,N  1,
∫ (
1 + ||a| − |z||
R
)−N
R−n
∣∣η(z/R)F (z)∣∣dz C(1 + |a|/R)−NMF(0).
(Here a = x/λ− γ (y,v)i (t/λ).) The above follows from(
1 + ||a| − |z||
R
)−N
R−n
∣∣η(z/R)∣∣ C(1 + |a|/R)−NR−n(1 + |z|/R)−M
for any M . It is easy to see by considering the cases |a| ∼ |z| and |a| ∼ |z| separately. 
Lemma 2.3. If suppf ⊂ Ξi , then
λn/2
∑
w=(y,v)∈Wi
(
M(ψ̂vf )(y)
)2  C ∫ ∣∣f (y)∣∣2 dy.
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M(ψ̂vf )(x
′). This can be shown using a bump function adapted to the ball where ψvf is sup-
ported. Since y are separated by λ1/2,
λn/2
∑
w=(y,v)
(
M(ψ̂vf )(y)
)2 C∑
v
∫ (
M(ψ̂vf )(x)
)2
dx  C
∑
v
∫
|ψ̂vf |2 dy.
The second inequality is from the Hardy–Littlewood maximal theorem. By Plancherel’s theorem,
the last is bounded by C
∫ |f (y)|2 dy. This completes the proof. 
2.2. Reduction
We normalize ‖f ‖2 = ‖g‖2 = 1 and fix a δ, 0 < δ 
 1. We make decomposition
L1f =
∑
w∈W1
L1fw, L2g =
∑
w∈W2
L2gw.
Let Q(0, λ) ∈ Rn+1 be the cube centered at the origin with side length λ. For Proposition 2.1 it
is sufficient to show that (2.2) implies for some c > 0∥∥∥∥ ∑
w∈W1
∑
w′∈W2
L1fwL2gw′
∥∥∥∥
L
n+3
n+1 (Q(0,λ))

(
λα(1−δ) + λcδ).
Here, A B means there is a constant C such that A CλB for any  > 0, λ  1. From the
proof of Lemma 2.2, discarding harmless O(λ−100n)-terms, we may assume that for a sufficiently
small ˜ > 0
Wi =
(
λ
[ ⋃
(x,t)∈X×T
∂ξφ(x, t,Ξi)+O(˜)
]
∩X
)
×X ∗i .
Because M(ψ̂vf )(y)  λ−n/4 from Lemma 2.3 and Lifw is O(λ−N) for any N if −y is not
contained in the set
λ
[ ⋃
(x,t)∈X×T
∂ξφ(x, t,Ξi)+O(˜)
]
, ˜ 
 0.
Since L1fw , L2gw′ are essentially supported on the tubes Tw , Tw′ , respectively, we may as-
sume all these tubes contained in Q(0,Cλ). Then the number of all relevant w,w′ are obviously
O(λ2n).
For each dyadic number h, set
W1(h) =
{
w = (y, v) ∈ W1: h <M(ψ̂vf )(y) 2h
}
,
W2(h) =
{
w = (y, v) ∈ W2: h <M(ψ̂vg)(y) 2h
}
.
After breaking the sum
∑
w∈W1
∑
w′∈W2 into
∑
h1,h2
∑
w∈W1(h1)
∑
w′∈W2(h2), we can discard the
terms with h1, h2 O(λ−100n) because the contribution from these are negligible. Since we are
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is enough to show that for dyadic h1 and h2,∥∥∥∥ ∑
w∈W1(h1)
∑
w′∈W2(h2)
L1fwL2gw′
∥∥∥∥
L
n+3
n+1 (Q(0,λ))

(
λα(1−δ) + λcδ).
For w ∈ W1(h1) and w′ ∈ W2(h2), let us set
Fw = λ−n/4h−11 fw, Gw′ = λ−n/4h−12 gw′ .
From Lemma 2.3, it follows that λn/4h1|W1(h1)|1/2  C,λn/4h2|W2(h2)|1/2  C. Hence, it is
sufficient to show that for any subset W1 ⊂ W1(h1) and W2 ⊂ W2(h2),∣∣∣∣ ∑
w∈W1
∑
w′∈W2
L1(Fw)L2(Gw′)
∥∥∥∥
L
n+3
n+1 (Q(0,λ))

(
λα(1−δ) + λcδ)|W1|1/2|W2|1/2. (2.7)
2.3. Decomposition of Q(0, λ) into λ1−δ-cubes S
Now we partition Q(0, λ) into essentially disjoint cubes S of side length λ1−δ so that
Q(0, λ) =
⋃
S
and denote by Q(λ1−δ) the collection of these cubes S.
Lemma 2.4. Suppose (2.2) is valid for the phase satisfying conditions in Theorem 1.1 with C,
independent of λ and stable under small smooth perturbation of φi, ai, i = 1,2. Then for
S ∈Q(λ1−δ), ∥∥L1(f )L2(g)∥∥
L
n+3
n+1 (S)
 Cλα(1−δ)‖f ‖2‖g‖2.
Proof. Let (x0, t0) be the center of S and set
Φi(x, t, ξ) = λδφi
(
(x, t)/λδ + (x0, t0)/λ, ξ
)− λδφi((x0, t0)/λ, ξ)
and
Ai(x, t) = ψ(x, t)ai
(
(x, t)/λδ + (x0, t0)/λ, ξ
)
,
where ψ is a smooth function supported in Q(0,2) and ψ = 1 on Q(0,1). Define
L˜if =
∫
eiλ
1−δΦi
(
(x,t)/λ1−δ,ξ )Ai((x, t)/λ1−δ, ξ)f (ξ) dξ.
Since ∥∥L1(f )L2(g)∥∥ n+3  ∥∥L˜1(f˜ )L˜2(g˜)∥∥ n+3
Ln+1 (S) n+1
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stead of L1(f )L2(g). By Taylor’s expansion in x, t
Φi(x, t) =
〈∇φi((x0, t0)/λ, ξ), (x, t)〉+ E(x, t, ξ),
where E is a smooth function with ‖E‖C∞ = O(λ−δ). Hence it is not difficult to see that condi-
tions (1.2)–(1.4) are satisfied if λ is sufficiently large. Then by using the assumption (2.2) with λ
replaced by λ1−δ we have the required estimate
‖L˜1f L˜2g‖ n+3
n+1
 Cλα(1−δ)‖f ‖2‖g‖2. 
By localizing to smaller λ1−δ-cubes it is possible to obtain a slightly better bound Cλα(1−δ).
So, by triangle inequality∥∥∥∥ ∑
w∈W1
∑
w′∈W2
L1(Fw)L2(Gw′)
∥∥∥∥
L
n+3
n+1 (Q(0,λ))
C
∑
S∈Q(λ1−δ)
∥∥∥∥ ∑
w∈W1
∑
w′∈W2
L1(Fw)L2(Gw′)
∥∥∥∥
L
n+3
n+1 (S)
.
Since L1(Fw), L2(Gw′) are essentially supported in tubes Tw1 , Tw2 , the contribution of L1(Fw),
L2(Gw′) to the integration on S is negligible if Tw +O(λδ) or Tw′ +O(λδ) does not meet S. One
might try to apply the induction hypothesis (Lemma 2.4) to each S with this simple observation
but it is not enough to sum up the resulting estimates because there are too many w,w′ associated
to a single S.
To get around it, we use a relation ≈ between wi ∈Wi and S ∈Q(λ1−δ) in which overlapping
among tubes and cubes is counted in more refined manner. In the next subsection we will define
a relation ≈ between wi , i = 1,2 and S satisfying that for all wi ∈Wi∣∣{S ∈Q(λ1−δ): wi ≈ S}∣∣ 1. (2.8)
Then the right-hand side of the above can be divided into two parts so that∥∥∥∥ ∑
w∈W1
∑
w′∈W2
L1(Fw)L2(Gw′)
∥∥∥∥
L
n+3
n+1 (Q(0,λ))

∑
S∈Q(λ1−δ)
∥∥∥∥ ∑
(w,w′)∈W1×W2: w≈S, w′≈S
L1(Fw)L2(Gw′)
∥∥∥∥
L
n+3
n+1 (S)
+
∑
S∈Q(λ1−δ)
∥∥∥∥ ∑
(w,w′)∈W1×W2: w ≈S or w′ ≈S
L1(Fw)L2(Gw′)
∥∥∥∥
L
n+3
n+1 (S)
.
Roughly, w1 ≈ S means that Tw1 is one of highly concentrating tubes on S. As one might
expect, the high concentration part is hard to handle directly. However, it is possible to obtain
almost optimal estimates for the low concentration part by utilizing orthogonality among wave
packets and the geometry of concentrating tubes. Hence, it is enough to get small improvement
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Lemma 2.4,
∑
S∈Q(λ1−δ)
∥∥∥∥ ∑
(w,w′)∈W1×W2: w≈S, w′≈S
L1(Fw)L2(Gw′)
∥∥∥∥
L
n+3
n+1 (S)
 Cλα(1−δ)
∑
S∈Q(λ1−δ)
∥∥∥∥ ∑
w∈W1(S)
Fw
∥∥∥∥
2
∥∥∥∥ ∑
w∈W2(S)
Gw
∥∥∥∥
2
, (2.9)
where Wi (S) = {w ∈Wi : w ≈ S}, i = 1,2.
Recalling the definition of Fw and using Plancherel’s theorem, we have
∥∥∥∥ ∑
w∈W1(S)
Fw
∥∥∥∥2
2
Cλ−n/2h−21
∑
(y,v)∈W1(S)
∥∥(ψvf ) ∗F−1(ηy)∥∥22.
Using Fourier inversion we observe ‖(ψvf ) ∗F−1(ηy)‖∞  Cλn/2M(ψ̂vf )(y). Since (ψvf ) ∗
F−1(ηy) is supported in a ball of radius λ−1/2 and M(ψ̂vf )(y) ∼ h1 for all (y, v) ∈W1, we see
∥∥∥∥ ∑
w∈W1(S)
Fw
∥∥∥∥2
2
C
∣∣W1(S)∣∣, (2.10)
and similarly
∥∥∥∥ ∑
w∈W2(S)
Gw
∥∥∥∥2
2
 C
∣∣W2(S)∣∣. (2.11)
Hence the left-hand side of (2.9) is bounded by
Cλα(1−δ)
∑
S∈Q(λ1−δ)
∣∣{w ∈W1: w ≈ S}∣∣1/2∣∣{w ∈W2: w ≈ S}∣∣1/2.
After applying Schwarz’s inequality, changing the order of summation and using (2.8), we see
the LHS of (2.9) Cλα(1−δ)
2∏
i=1
( ∑
wi∈Wi
∣∣{S ∈Q(λ1−δ): wi ≈ S}∣∣)1/2
 λα(1−δ)|W1|1/2|W2|1/2.
Now we are reduced to showing
∑
S∈Q(λ1−δ)
∥∥∥∥ ∑
(w,w′)∈W1×W2: w ≈S or w′ ≈S
L1(Fw)L2(Gw′)
∥∥∥∥
L
n+3
n+1 (S)
 λcδ|W1|1/2|W2|1/2. (2.12)
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The relation ≈ here is basically same with the one in [20] except that we are considering
curved tube rather than straight one.
Partition Q(0, λ) into essentially disjoint cubes q of side length λ1/2 so that
Q(0, λ) =
⋃
q∈Q(λ1/2)
q.
We denote byQ(λ1/2) the collection of these cubes q . Then we classify q ∈Q(λ1/2) and wi ∈Wi
according to the degree of overlapping. For q ∈Q(λ1/2) and U ⊂Wi , set
U(q) = {wi ∈ U : Twi ∩ λδq = ∅}.
Here we denote by Cq the cube which has the same center as q and side length C times as long
as that of q , that is, Cq = q +O(λ1/2). For dyadic numbers 1 μ1,μ2  λ100n, set
Q(μ1,μ2) =
{
q ∈Q(λ1/2): μ1  ∣∣W1(q)∣∣< 2μ1, μ2  ∣∣W2(q)∣∣< 2μ2}
and for wi ∈Wi , let us set
Q(wi,μ1,μ2) =
{
q ∈Q(μ1,μ2): λδq ∩ Twi = ∅
}
and for dyadic numbers 1 ν  λ100n,
Wi (ν,μ1,μ2) =
{
wi ∈Wi : ν 
∣∣Q(wi,μ1,μ2)∣∣< 2ν}.
For each dyadic 1  ν,μ1,μ2  λ100n and wi ∈ Wi (ν,μ1,μ2), let S(wi, ν,μ1,μ2) ∈
Q(λ1−δ) be the cube which maximizes the quantity
∣∣{q ∈Q(μ1,μ2): q ∩ S = ∅, λδq ∩ Twi = ∅}∣∣.
Possibly there may be many candidates for S(wi, ν,μ1,μ2). Then one may simply choose one
of them. Since #Q(λ1−δ) ∼ λ(n+1)δ , by averaging over S ∈Q(λ1−δ) it follows
∣∣{q ∈Q(μ1,μ2): q ∩ S(wi, ν,μ1,μ2) = ∅, λδq ∩ Twi = ∅}∣∣ Cνλ−(n+1)δ (2.13)
because |Q(wi,μ1,μ2)| ∼ ν if wi ∈Wi (ν,μ1,μ2).
We define a relation ≈ between wi and S by saying
wi ≈ S if S ∩ 10S(wi, ν,μ1,μ2) = ∅
for any dyadic 1  ν,μ1,μ2  λ100n and wi ∈Wi (ν,μ1,μ2). Clearly for each wi , there are
O((logλ)3) cubes S in Q(λ1−δ) for which wi ≈ S since there are O((logλ)3) dyadic triples
(ν,μ1,μ2). So (2.8) follows.
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Since |Q(λ1−δ)| ∼ λ(n+1)δ , for (2.12) it suffices to consider a single S ∈Q(λ1−δ). That is∥∥∥∥ ∑
w1 ≈S or w2 ≈S
L1(Fw1)L2(Gw2)
∥∥∥∥
L
n+3
n+1 (S)
 λcδ|W1|1/2|W2|1/2.
Here, we are assuming that w1 ∈W1, w2 ∈W2. Let us recall Hörmander’s generalization of
Hausdorff–Young’s inequality (see [18, p. 377]). Since ∂2xξφi = 0, by rescaling and integration
in t one can easily see
‖Lif ‖L2(S)  Cλ(1−δ)/2‖f ‖2.
By (2.10), (2.11) and Schwarz’s inequality,∥∥∥∥ ∑
w1 ≈S or w2 ≈S
L1(Fw1)L2(Gw2)
∥∥∥∥
L1(S)
 λ1−δ|W1|1/2|W2|1/2.
Hence, in view of interpolation it suffices to show∥∥∥∥ ∑
w1 ≈S or w2 ≈S
L1(Fw1)L2(Gw2)
∥∥∥∥
L2(S)
 λcδλ−(n−1)/4|W1|1/2|W2|1/2.
Obviously it follows from
∑
q∈Q(λ1/2), q⊂2S
∥∥∥∥ ∑
w1 ≈S or w2 ≈S
L1(Fw1)L2(Gw2)
∥∥∥∥2
L2(q)
 λcδλ−(n−1)/2|W1||W2|. (2.14)
We make several obvious reductions by pigeonholing. From Lemma 2.2 |L1(Fw)|,
|L2(Gw)| Cλ−100n on q if Twi ∩λδq = ∅. Hence we may replace the inner sum
∑
w1 ≈S or w2 ≈S
by
∑
(w1,w2)∈W1(q)×W2(q): w1 ≈S or w2 ≈S
in the left-hand side of (2.14). Since all the q appearing in (2.14) is contained in Q(μ1,μ2)
for some dyadic numbers 1  μ1,μ2  λ100n, by pigeonholing Q(λ1/2) in (2.14) can also
be replaced by Q(μ1,μ2) for some μ1,μ2. We may further replace W1(q), W2(q) by
W1(ν1,μ1,μ2)(q), W2(ν2,μ1,μ2)(q), respectively, by pigeonholing over dyadic numbers
1 ν1, ν2  λ100n. Therefore, the matters are reduced to showing
∑
q∈Q(μ1,μ2), q⊂2S
∥∥∥∥ ∑
(w1,w2)∈W˜1(q)×W˜2(q), w1 ≈S or w2 ≈S
L1(Fw1)L2(Gw2)
∥∥∥∥2
L2(q)
 λcδλ−(n−1)/2|W1||W2|,
S. Lee / Journal of Functional Analysis 241 (2006) 56–98 71where W˜i = Wi (νi ,μ1,μ2), i = 1,2. Note that the condition (1.4) is symmetric. Hence, for
(2.14) it is sufficient to show that for any U2 ⊂W2 and dyadic numbers 1 ν1,μ1,μ2  λ100n,
∑
q∈Q(μ1,μ2), q⊂2S
∥∥∥∥ ∑
w1∈W ≈S1 (ν1,μ1,μ2)(q), w2∈U2(q)
L1(Fw1)L2(Gw2)
∥∥∥∥2
L2(q)
 λcδλ−(n−1)/2|W1||W2|, (2.15)
where W ≈Si (νi,μ1,μ2)(q) = {wi ∈Wi (νi ,μ1,μ2)(q): wi ≈ S}.
2.6. Orthogonality among wave packets
Fix a point z ∈ X × T and for ξ1 ∈ Ξ1, η2 ∈ Ξ2, let us define Φzξ1,η2 : Ξ1 → R by
Φzξ1,η2(η1) = q1
(
z, ∂xφ1(z, ξ1)
)+ q2(z, [∂xφ1(z, η1)+ ∂xφ2(z, η2)− ∂xφ1(z, ξ1)])
− q1
(
z, ∂xφ1(z, η1)
)− q2(z, ∂xφ2(z, η2)).
We also define a set Πzξ1,η2 by setting
Πzξ1,η2 =
{
η1 ∈ Ξ1: Φzξ1,η2(η1) = 0
}
.
From (1.4), we see
∣∣∇η1Φzξ1,η2(η1)∣∣= ∣∣∂2xξφ1(z, η1)(∂ξ q2(z, u2)− ∂ξq1(z, u1))∣∣ c > 0, (2.16)
where u1 = ∂xφ1(z, η1), u2 = ∂xφ1(z, η1) + ∂xφ2(z, η2) − ∂xφ1(z, ξ1). So, dividing the support
of ai into sufficiently small sets, we may assume that the sets Πzξ1,η2 are smooth hypersurfaces
for all ξ1 ∈ Ξ1, η2 ∈ Ξ2 because L1fL2g is written as a finite sum of such operators.
Lemma 2.5. For U ⊂Wi , define
N z(U) = sup
ξ1,η2
∣∣{w = (y, v) ∈ U : v ∈ Πzξ1,η2 +O(λ−1/2+δ)}∣∣.
(Here the supremum is taken over Ξ1 × Ξ2.) Let q ∈ Q(λ1/2) and c(q) be the center of q . If
Ui ⊂Wi (q), i = 1,2, then∥∥∥∥ ∑
w1∈U1
∑
w2∈U2
L1(Fw1)L2(Gw2)
∥∥∥∥2
L2(q)
 λcδλ−(n−1)/2N c(q)/λ(U1)|U1||U2|
+Cλ−100n.
Proof. We write∥∥∥∥ ∑
w1∈U1
∑
w2∈U2
L1(Fw1)L2(Gw2)
∥∥∥∥2
L2(q)
=
∑
w1∈U1
∑
w′ ∈U
∑
w′ ∈U
∑
w2∈U2
Iw1,w′2,w′1,w2,2 2 1 1
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Iw1,w′2,w′1,w2 =
∫
q
L1(Fw1)L2(Gw2)L1(Fw′1)L2(Gw′2) dx dt.
Let us set z0 = c(q). We claim that if wi = (yi, vi),w′i = (yi,′′ v′i ), i = 1,2 and
∣∣∂zφ1(z0/λ, v1)+ ∂zφ2(z0/λ, v2)− ∂zφ1(z0/λ, v′1)− ∂zφ2(z0/λ, v′2)∣∣ λ− 12 +δ, (2.17)
then |Iw1,w′2,w′1,w2 |  Cλ−N for any N . In particular, if |Iw1,w′2,w′1,w2 |  Cλ−300n, then both of
the inequalities
|u1 + u2 − u′1 − u′2| λ−
1
2 +δ, (2.18)∣∣q1(z0/λ,u1)+ q2(z0/λ,u2)− q1(z0/λ,u′1)− q2(z0/λ,u′2)∣∣ λ− 12 +δ (2.19)
should be satisfied where
ui = ∂xφi(z0/λ, vi), u′i = ∂xφi(z0/λ, v′i ).
Hence if |∑w2∈U2 Iw1,w′2,w′1,w2 |Cλ−200n for some fixed w1,w′2,w′1, both of (2.18) and (2.19)
must be satisfied for some v2 (equivalently, u2). Combining these two inequalities we see that if∣∣∣∣ ∑
w2∈U2
Iw1,w′2,w′1,w2
∣∣∣∣Cλ−200n
for some fixed w1,w′2, then v′1 satisfies
q1(z0/λ,u1)+ q2(z0/λ,u′1 + u′2 − u1) = q1(z0/λ,u′1)+ q2(z0/λ,u′2)+O
(
λ−
1
2 +δ).
From (2.16) it is obvious that v′1 satisfying the above are contained in Πz0/λv1,v′2 + O(λ
−1/2+δ).
Since |W1|, |W2| = O(λn), we can assume that (2.18) and (2.19) are valid for all w1,w2,w′1,w′2
by discarding harmless O(λ−100n)-terms. Therefore, it is sufficient to show
∑
w1∈U1
∑
w′2∈U2
∑
{w′1∈U1: v′1∈Πc(q)/λv1,v′2 +O(λ
−1/2+δ)}
( ∑
{w2∈U2: u2=u′1+u′2−u1+O(λ−1/2+δ)}
Iw1,w′2,w′1,w2
)
 λcδλ−(n−1)/2 sup
ξ1,η2
∣∣{w = (y, v) ∈ U1: v ∈ Πzξ1,η2 +O(λ−1/2+δ)}∣∣|U1||U2|.
If w1,w′2,w′1 are given, then there are at most O(λcδ)–v2 because these are determined by
(2.18) and ∂xφi(z, ·) is diffeomorphism. Since all the tubes Tw2 meet λδq , there are at most
O(λcδ)–w2 if v2 is determined because the tubes Ty2,v2 are essentially disjoint for fixed v2.
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λ1/2-cube q . Therefore, fixed w1,w′2,w′1, we get
∑
{w2∈U2: u2=u′1+u′2−u1+O(λ−1/2+δ)}
|Iw1,w′2,w′1,w2 | λcδλ−(n−1)/2.
This gives the required estimate.
Now it remains to show the claim. Plugging in a harmless smooth function η( z−z0
λ1/2
) adapted
to q , we see
Iw1,w′2,w′1,w2 =
∫
K(ξ1, ξ2, η1, η2)
[
Fw1(ξ1)Gw2(ξ2)Fw′1(η1)Gw′2(η1)
]
dξ1 dξ2 dη1 dη2.
Here K is given by
K(ξ1, ξ2, η1, η2) =
∫
eiλΨ (z/λ,ξ1,ξ2,η1,η2)η
(
z − z0
λ1/2
)
dz,
where
Ψ (z, ξ1, ξ2, η1, η2) = φ1(z, ξ1)+ φ2(z, ξ2)− φ1(z, η1)− φ2(z, η2).
Since Fw1 , Fw′1 , Gw2 and Gw′2 are supported in O(λ
−1/2)-neighborhood of v1, v′1, v2, v′2, re-
spectively, it is sufficient to show that if (2.17) is satisfied, then for any N
∣∣K(ξ1, ξ2, η1, η2)∣∣ Cλ−N. (2.20)
Note that ξ1, ξ2, η1, η2 are contained in λ−1/2 neighborhood of v1, v′1, v2, v′2, respectively. Hence
it is easy to see that if |z|C
λΨ
(
z/λ1/2 + z0/λ, ξ1, ξ2, η1, η2
)= λΨ (z0/λ, ξ1, ξ2, η1, η2)
+ λ1/2∂zΨ (z0/λ, v1, v2, v′1, v′2) · z+ E(z, ξ1, ξ2, η1, η2),
where E(·, ξ1, ξ2, η1, η2) is in C∞({|z| C}) uniformly. By translation and rescaling
K(ξ1, ξ2, η1, η2) = λn+12
∫
eiλΨ (z/λ
1/2+z0/λ,ξ1,ξ2,η1,η2)η(z) dz.
Therefore from (2.17) and routine integration parts, (2.20) follows because
λ
∣∣∂z[Ψ (z/λ1/2 + z0/λ, ξ1, ξ2, η1, η2)]∣∣ Cλδ. 
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By showing (2.15), we prove Theorem 1.1. We use the following which will be shown in the
next subsection.
Lemma 2.6 (Combinatorial estimates). For dyadic numbers 1  μ1,μ2, ν1  λ100n and q ∈
Q(μ1,μ2), q ⊂ 2S,
N c(q)/λ(W ≈S1 (ν1,μ1,μ2)(q)) λcδ |W2|ν1μ2 ,
where c(q) is the center of q .
From Lemma 2.5, we see
LHS of (2.15) λcδλ− n−12
∑
q∈Q(μ1, μ2), q⊂2S
N c(q)/λ(W ≈S1 (ν1,μ1,μ2)(q))
× ∣∣W ≈S1 (ν1,μ1,μ2)(q)∣∣∣∣U2(q)∣∣+O(λ−50n).
Using Lemma 2.6, for (2.15) it suffices to show
|W2|
ν1μ2
∑
q∈Q(μ1, μ2), q⊂2S
∣∣W ≈S1 (ν1,μ1,μ2)(q)∣∣∣∣U2(q)∣∣ |W1||W2|.
Since q ∈ Q(μ1,μ2) and U2 ⊂W2, |U2(q)| μ2. So we need to show∑
q∈Q(μ1, μ2), q⊂2S
∣∣W ≈S1 (ν1,μ1,μ2)(q)∣∣ ν1|W1|.
Recalling the definition of W ≈S1 (ν1,μ1,μ2)(q) and changing the order of summations, we see
that the LHS of the above is bounded by
∑
w1∈W1(ν1, μ1, μ2)
∣∣{q ∈Q(μ1,μ2): Tw1 ∩ λδq = ∅, w1 ≈ S}∣∣.
Since w1 ∈W1(ν1,μ1,μ2), |{q ∈Q(μ1,μ2): Tw1 ∩ λδq = ∅}|  ν1. Therefore, we get the re-
quired.
2.8. Proof of Lemma 2.6
We need to show that for dyadic numbers 1  μ1,μ2, ν1  λ100n, ξ1 ∈ Ξ1, η2 ∈ Ξ2, and
q0 ∈Q(μ1,μ2), q0 ⊂ 2S,
∣∣{w = (y, v) ∈W ≈S1 (ν1,μ1,μ2)(q0): v ∈ Πc(q0)/λξ1,η2 +O(λ−1/2)}∣∣ λcδ |W2| . (2.21)ν1μ2
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W ≈S1
(
Π
c(q0)/λ
ξ1,η2
, q0
)= {w = (y, v) ∈W ≈S1 (ν1,μ1,μ2)(q0): v ∈ Πc(q0)/λξ1,η2 +O(λ−1/2)}.
Let w1 ∈W ≈S1 (Πc(q0)/λξ1,η2 , q0). Then Tw1 ∩ λδq0 = ∅ and S ∩ 10S(w1, ν1,μ1,μ2) = ∅. Since
q0 ⊂ 2S, dist(q0,2S(w1, ν1,μ1,μ2)) λ1−δ . So, by (2.13) we see∣∣{q ∈Q(μ1,μ2): λδq ∩ Tw1 = ∅,dist(q0, q) λ1−δ}∣∣ ν1λ−(n+1)δ.
By the definition ofQ(μ1,μ2), |W2(q)| ∼ μ2 for each q ∈Q(μ1,μ2). By summation in w1 and
w2, we get
∣∣{(q,w1,w2) ∈ Q(μ1,μ2)×W ≈S1 (Πc(q0)/λξ1,η2 , q0)×W2:
λδq ∩ Tw1 = ∅,dist(q0, q) λ1−δ, λδq ∩ Tw2 = ∅
}∣∣
 λ−cδν1μ2
∣∣W ≈S1 (Πc(q0)/λξ1,η2 , q0)∣∣. (2.22)
Lemma 2.7. For each w2 ∈W2, set
Δ = {(q,w1) ∈ Q(μ1,μ2)×W ≈S1 (Πc(q0)/λξ1,η2 , q0):
λδq ∩ Tw1 = ∅,dist(q0, q) λ1−δ, λδq ∩ Tw2 = ∅
}
.
Then, |Δ| Cλcδ for some c > 0, independent of λ and w2.
Using Lemma 2.7, the LHS of (2.22) is bounded by λcδ|W2|. Therefore,
ν1μ2
∣∣W ≈S1 (Πc(q0)/λξ1,η2 , q0)∣∣ λcδ|W2|.
From this (2.21) follows. It remains to show Lemma 2.7.
Proof of Lemma 2.7. We may assume that the sets Ξ1, Ξ2 are small enough so that ∂ξ q1(x, t, ·),
∂ξq2(x, t, ·) are diffeomorphisms on Ξ1, Ξ2, respectively, since det(∂2ξξ q1), det(∂2ξξ q2) = 0.
Let us set Q(Δ) = {q: (q,w1) ∈ Δ for some w1}. First, we claim that∣∣Q(Δ)∣∣Cλcδ (2.23)
for some c > 0. Assuming this for a moment we prove Lemma 2.7. By (2.23) it is enough to
show that for each q ∈Q(Δ), ∣∣{w1: (q,w1) ∈ Δ}∣∣ Cλcδ. (2.24)
Recalling that c(q0) is the center of q0, we set (x0, t0) = c(q0)/λ. For any set A and ν > 0, let
us set
DνA = {νa: a ∈ A}.
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curve (γ (v, t), t) for some v ∈X ∗1 which is given by
d
dt
γ (v, t) = −∂ξq1
(
γ (v, t), t, ∂xφ1
(
γ (v, t), t, v
))
, γ (v, t0) = x0, (2.25)
because Tw1 meets λδq0.
Fix a q ∈ Q(Δ) and let (xq, tq) be the center of the cube q/λ. Since Tw1 intersects λcδq0
if w1 = (y1, v1) ∈ W ≈S1 (Π(x0,t0)ξ1,η2 , q0), for each v1 there are at most O(λcδ) of y1 such that
(q,w1) ∈ Δ. Hence, for (2.24) we need to show that there are at most O(λcδ) of v in X ∗1 satisfy-
ing ∣∣γ (v, tq)− xq ∣∣ Cλδ−1/2. (2.26)
Indeed, by Taylor’s expansion
γ (v, t) = x0 + (t − t0)∂ξ q1
(
x0, t0, ∂xφ1(x0, t0, v)
)+ (t − t0)2η(t, v), (2.27)
where η is a smooth function. Since ∂ξ q1(x0, t0, ·) and ∂xφ1(x0, t0, ·) are diffeomorphisms, it
follows that ∣∣γ (v, tq)− γ (u, tq)∣∣ C|tq − t0||u− v|.
Since the distance between q and q0 is  Cλ1−δ , |(x0, t0) − (xq, tq)|  Cλ−δ . It is easy to see
that |tq − t0|  Cλ−δ because λδq cannot meet any Tw1 if |x0 − xq |  C|t0 − tq | for some
large C. Hence v satisfying (2.26) should be contained in a ball of radius Cλ2δ−1/2. Therefore
we get (2.24).
Now we prove (2.23). Since any q in Δ must intersect Tw1 + O(λ1/2+δ) for some w1, it is
obvious that if (q,w1) ∈ Δ for some w1,
q ⊂
⋃
{w1=(y,v)∈W1(q0): v∈Π(x0,t0)ξ1,η2 +O(λ−1/2+δ)}
(
Tw1 +O
(
λ1/2+δ
))
. (2.28)
The set on the RHS of the above is essentially λ1/2+δ-neighborhood of a cone-like set having
λ(x0, t0) as its focusing point. Indeed, for small  > 0, let us set
Γ (x0,t0) =
⋃
v∈Π(x0,t0)ξ1,η2
{(
γ (v, t), t
)
: λ−δ/2 |t − t0| 
}
.
From (2.28) we see if q ∈Q(Δ), then q ⊂ DλΓ (x0,t0) + O(λ1/2+δ) because dist(q0, q) λ1−δ .
Furthermore, if (q,w1) ∈ Δ for some w1, then q ⊂ (Tw2 + O(λ1/2+δ)) ∩ (DλΓ (x0,t0) +
O(λ1/2+δ)). Hence, we see
⋃
q ⊂ (Tw2 +O(λ1/2+δ))∩ (DλΓ (x0,t0) +O(λ1/2+δ)).q∈Q(Δ)
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Tw2 +O
(
λ1/2+δ
))∩ (DλΓ (x0,t0) +O(λ1/2+δ))⊂ B(p,Cλ1/2+δ) (2.29)
for some p ∈ Rn+1. For this it is sufficient to show that Tw2 intersects DλΓ (x0,t0) transversally
whenever Tw2 intersects DλΓ (x0,t0). Let us consider the map defined by
Π
(x0,t0)
ξ1,η2
× (−, ) : (v, t) → (γ (v, t), t),
where γ (v, ·) is given by (2.25).
Let z1 = (γ (v1, t1), t1) ∈ Γ (x0,t0) for some t1 and v1 ∈ Π(x0,t0)ξ1,η2 . Let V1,V2, . . . , Vn−1 be an
orthogonal normal basis for the tangent space Tv1(Π
(x0,t0)
ξ1,η2
) of Π(x0,t0)ξ1,η2 at v1. Since Γ
(x0,t0) is
contained the image of the map in the above, the tangent space of Γ (x0,t0) at z1 is spanned by the
vectors
(
∂vγ (v1, t1)V1,0
)
, . . . ,
(
∂vγ (v1, t1)Vn−1,0
)
,
(
∂ξ q1
(
z1, ∂xφ1(z1, v1)
)
,1
)
.
From (2.27) the vectors ∂vγ (v1, t1)Vi, i = 1, . . . , n− 1 are parallel to
∂2ξξ q1(U0)∂
2
xξφ1(x0, t0, v1)Vi +O
(|t1 − t0|), i = 1, . . . , n− 1,
respectively, where U0 = (x0, t0, ∂xφ1(x0, t0, v1)). Note the lengths of all the vectors are ∼ 1
because both ∂2ξξ q1, ∂2xξφ1 are invertible and |t1 − t0| is small. On the other hand, all the tan-
gent vectors to Tw2 are parallel to (∂ξ q2(z2, ∂xφ2(z2, v2)),1) for some z2 and v2 ∈ X ∗2 . Let
M = ∂2ξξ q1(U0)∂2xξφ1(x0, t0, v1). Then, it is obvious that whenever Tw2 intersects DλΓ (x0,t0)
Tw2 meets DλΓ
(x0,t0) transversally if
dist
((
∂ξq1(U1)− ∂ξ q2(U2)
)
, span{MV1, . . . ,MVn−1}
) = 0, (2.30)
where Ui = (zi , (∂xφi(zi, vi))), i = 1,2. Since M is invertible, (2.30) is equivalent to
dist(M−1(∂ξ q1(U1)−∂ξ q2(U2)), Tv1(Π(x0,t0)ξ1,η2 )) = 0. By (2.16) the normal vector of Tv1(Π
(x0,t0)
ξ1,η2
)
is parallel to ±∂2xξφ1(x0, t0, v1)(∂ξ q1(U ′1)−∂ξ q2(U ′2)) for some U ′1 and U ′2. Hence (2.30) follows
if we can show∣∣〈∂2xξφ1(x0, t0, v1)(∂ξ q1(U ′1)− ∂ξ q2(U ′2)),M−1(∂ξ q1(U1)− ∂ξ q2(U2))〉∣∣ c > 0.
This is easy to see by (1.4) and continuity because we may assume that the support of a1 and a2
are sufficiently small. 
2.9. Proof of Theorem 1.2
Without difficulty one can check that the decomposition in Section 2.1 does not depend on
particular curvature conditions for the phases as long as (1.2) is satisfied. Especially, Lemma 2.2
remain valid. Using the same decomposition, it is not hard to see that the remaining arguments for
the proof of Theorem 1.1 (Sections 2.2–2.8) work under the assumption of Theorem 1.2 except
for the proof of Lemma 2.7. Since ∂ξ q1, ∂ξ q2 are no longer diffeomorphisms, the previous proof
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and φ2. Here we reprove Lemma 2.7 under the assumptions of Theorem 1.2.
Transversality between Tw2 and collection of {Tw1}
The procedure of the proof is similar to that of Lemma 2.7 and we keep the same notations as
in Section 2.8. Define for small  > 0
Γ (x0,t0) =
⋃
v∈Ξ1
{(
γ (v, tq), t + t0
)
: λ−δ/2 |t | },
where λ(x0, t0) is the center of q0 and γ (v, ·) is given by (2.25). Here we use Ξ1 instead
of Πc(q0)/λξ1,η2 . Because of homogeneity of qi , Γ
(x0,t0) is already a conical set without any restric-
tions on v.
Let Q(Δ) be the same one as in the proof of Lemma 2.7. Then, any q ∈ Q(Δ) is contained in
DλΓ
(x0,t0) +O(λ1/2+δ). Hence
Q(Δ) ⊂ (Tw2 +O(λ1/2+δ))∩ (DλΓ (x0,t0) +O(λ1/2+δ))
because dist(q0, q) λ1−δ if q ∈Q(Δ). We claim (2.29) again. Then, from the above we get
∣∣Q(Δ)∣∣ Cλcδ.
To show (2.29), as before it is sufficient to show that Tw2 intersects DλΓ (x0,t0) transversally
whenever it intersects DλΓ (x0,t0). Consider
Ξ1 × (−, ): (v, t) →
(
γ (v, t), t
)
,
where γ (v, ·) is given by (2.25).
Let z1 = (γ (v1, t1), t1) ∈ Γ (x0,t0) for some v1, t1. Then the tangent space of Γ (x0,t0) at z1 is
spanned by the vectors
(
∂vγ (v1, t1)e1,0
)
,
(
∂vγ (v1, t1)e2,0
)
, . . . ,
(
∂vγ (v1, t1)en,0
)
,(
∂ξ q1
(
z1, ∂xφ1(z1, v1)
)
,1
)
,
where e1, . . . , en are the standard basis for Rn. On the other hand, the tangent vector to Tw2
is parallel to (∂ξ q2(z2, ∂xφ2(z2, v2)),1) for some z2, v2. Note that |∂ξ q1 − ∂ξq2| ∼ 1. Hence
DλΓ
(x0,t0) meets Tw2 transversally whenever it meets Tw2 if
dist
(
∂vγ (v1, t1)
[
Rn
]
, (∂ξ q1 − ∂ξq2)
) = 0.
Here ∂vγ (v1, t1)[Rn] is the image of Rn under ∂vγ (v1, t1). By (2.27), it is easy to see that the
basis for ∂vγ (v1, t1)[Rn] are contained in
∂2ξξ q1
(
x0, t0, ∂xφ1(x0, t0, v1)
)
∂2xξφ1(x0, t0, v1)
[
Rn
]+O(|t0 − t1|).
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from
dist
(
(∂ξ q1 − ∂ξ q2), ∂2ξξ q1
(
x0, t0, ∂xφ1(x0, t0, v1)
)[
Rn
])
 c > 0.
Since ∂2ξξ q1 has rank n − 1 and ∂ξq1(x0, t0, ·) is homogeneous, the null space of the matrix
∂2ξξ q1(x0, t0, ∂xφ1(x0, t0, v1)) is spanned by ∂xφ1(x0, t0, v1) itself. Furthermore, ∂xφ1(x0, t0, v1)
is perpendicular to the range of matrix ∂2ξξ q1 at (x0, t0, ∂xφ1(x0, t0, v1)). Hence the above condi-
tion is equivalent to
〈
∂xφ1(x0, t0, v1)
|∂xφ1(x0, t0, v1)| , ∂ξ q1 − ∂ξq2
〉
= 0
which is a consequence of (1.6) and continuity because we can assume that the support ai are
sufficiently small. So, Tw2 meets DλΓ (x0,t0) transversally if it does. Therefore (2.29) follows.
Transversality between null direction and Π(x0,t0)ξ1,η2
Since |Q(Δ)| Cλcδ , it is enough to show that for each q ∈Q(Δ) there are at most O(λcδ)
of w1 such that (w1, q) ∈ Δ.
Let q ∈Q(Δ) and let λ(xq, tq) be the center of q . Since Tw1 intersects λcδq0 if (w1, q) ∈ Δ,
it is enough to show that there are at most O(λδ) of v1 ∈X ∗ satisfying
γ (v, tq) = xq +O
(
λ−1/2+δ
)
, v1 ∈ Π(x0,t0)ξ1,η2 +O
(
λ−1/2+δ
)
.
Since ξ → ∂xφ1(x, t, ξ) is invertible, it is sufficient to show that there are at most O(λcδ) of
u1 = ∂xφ1(x0, t0, v1) satisfying
u1 ∈ Π˜(x0,t0)ξ1,η2 +O
(
λ−1/2+δ
)
,
γ˜ (u1, tq) = γ
([
∂xφ(x0, t0, ·)
]−1
(u1), tq
)= xq +O(λ−1/2+δ), (2.31)
where Π˜(x0,t0)ξ1,η2 is the set
{
u1 ∈ ∂xφ1(z0,Ξ1): q1(z0, u′1)+ q2(z0, u1 + u2 − u′1) = q1(z0, u1)+ q2(z0, u2)
}
with z0 = (x0, t0), u′1 = ∂xφ1(x0, t0, ξ1) and u2 = ∂xφ2(x0, t0, η2).
Since ∂ξq1(x0, t0, ·) is a homogeneous function of degree zero, obviously its null direction at
u1 is u1. This means that it is the only direction along which ∂ξq1(x0, t0, ·) fails to be one-to-one
because ∂2ξξ q1 has rank n− 1. Note that the normal vector of Π˜(x0,t0)ξ1,η2 is parallel to ∂ξ q1 − ∂ξ q2.
Hence, from (1.6) and continuity it follows that
∣∣〈u1/|u1|, ∂ξ q1 − ∂ξ q2〉∣∣ c > 0
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the null direction u1 = ∂xφ1(x0, t0, v1) is transversal to Π˜(x0,t0)ξ1,η2 . Therefore we can see that the
function
∂ξ q1(x0, t0, ·)
∣∣
Π˜
(x0,t0)
ξ1,η2
is one-to-one because ∂2ξξ q1 has rank n − 1. From (2.27) we have γ˜ (u, tq) = x0 + (tq − t0)×
∂ξ q1(x0, t0, u)+ 12 (tq − t0)2η˜(t, u). Hence,
∣∣γ˜ (u, tq)− γ˜ (u′, tq)∣∣ C|tq − t0||u− u′|, if u,u′ ∈ Π˜(x0,t0)ξ1,η2 .
Since |tq − t0| λ−δ , u1 satisfying (2.31) must be contained in a ball of radius Cλ−1/2+2δ . There
are at most O(λcδ) u1 satisfying (2.31) because {u1 = ∂xφ1(x0, t0, v1): v1 ∈ X ∗} is a Cλ−1/2-
separated set. This completes the proof.
3. Application to linear estimates: proof of Theorems 1.3 and 1.4
In this section we prove linear estimates (Theorems 1.3, 1.4). We adapt the rescaling argument
in [24] (also see [10,22,23,29]). Unlike the restriction case, simple rescaling does not work in our
case because the phase function may contain higher order nonlinear terms. Major problem is to
obtain a uniform bound for operators resulted from decomposition. To achieve this, we make
further decomposition in spatial variable z to utilize a localization property of the oscillatory
integral.
3.1. Proof of Theorem 1.3
We begin with finding a normalization of the phase function by smooth changes of variables.
We write z = (x, t) ∈ Rn × R. By translation we may assume that a is supported in a small
neighborhood of the origin and θ in (1.8) is parallel to t-axis. To say, ∂t (∂yφ)(0) = 0 and ∂2xyφ(0)
is an invertible matrix.
Lemma 3.1. If φ satisfies the conditions (1.7) and (1.8) with θ parallel to t-axis on a small
neighborhood of the origin, then by a smooth change of variables we can assume
φ(x, t, y) = 〈x, y〉 + 1
2
t〈Ay,y〉 + E(x, t, y), (x, t) ∈ Rn × R,
where A is the Hessian matrix ∂2yy(∂tφ)(0) and E satisfies
E(x, t, y) = O((|x| + |t |)2|y|2)+O((|t | + |x|)|y|3). (3.1)
This already appears in [3,7] but we prove it here to clarify uniformity of phase functions
which come up after translation and rescaling.
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φ(x, t, y) = φ(x, t,0)+ 〈∂yφ(x, t,0), y〉+ 12yT ∂2yyφ(x, t,0)y +R(x, t, y)
with R(x, t, y) = O((|x|+ |t |)|y|3) because it can be assumed that R(0,0, y) = 0 and terms in y
or x, t only can be discarded. Also we can set φ(x, t,0) = 0, ∂yφ(0) = 0, ∂2yyφ(0) = 0.
Since ∂yφ(·, t,0) is invertible, we can find the smooth map I (x, t) such that
x = ∂yφ
(
I (x, t), t,0
)
.
Making the change of variables x → I (x, t), we get
φ(x, t, y) = 〈x, y〉 + 1
2
yT ∂2yyφ
(
I (x, t), t,0
)
y +R(I (x, t), t, y).
By expansion in t , we observe that
∂2yyφ
(
I (x, t), t,0
)= ∂2yyφ(I (x,0),0,0)+ t[∂t ∂2yyφ(I (x,0),0,0)
+ ∂x∂2yyφ
(
I (x,0),0,0
)
∂t I (x,0)
]+O(t2).
Since ∂yφ(0) = ∂t (∂yφ)(0) = 0, it is easy to see I (x, t) = M−1x + O(|t |2 + |xt | + |x|2). Here
M = ∂2xyφ(0). Hence it follows that
φ(x, t, y) = x · y + 1
2
t
[
yT ∂x∂
2
yyφ(0)y
](
M−1x
)+ 1
2
tyT ∂2yy∂tφ(0)y
+O(|x|2|y|2 + |t ||x||y|2 + t2|y|2 + |x||y|3 + |t ||y|3).
Making the change of variables y + 12 t (M−1)T [yT ∂x∂2yyφ(0)y]T → y completes the proof be-
cause it only yields additional O(t |y|3)-terms. 
Remark 3.2. By the elliptic condition (1.9) the matrix A in Lemma 3.1 has eigenvalues of the
same sign and by further linear transforms we may assume A is the identity matrix.
Without loss of generality we may assume that
suppa ⊂ B(0, 0)×Q(0, 0) ⊂ Rn+1 × Rn, 0 < 0 
 1,
where Q(0, 0) is the cube centered at the origin with the side of the length 0. For each j
we partition Q(0, 0) dyadically into ∼ 2nj cubes {Qjν} of side length 2−j centered at ν. By a
Whitney type decomposition of Q(0, 0)×Q(0, 0) away from its diagonal D, we have
Q×Q \D =
( ⋃
02−j>λ−1/2
⋃
dist(Qjν ,Qj ′ )∼2−j
Qjν ×Qjν′
)
∪
( ⋃
dist(Qj0ν ,Q
j0′ )2−j0
Qj0ν ×Qj0ν′
)
,ν ν
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from bilinear ones (see [9,23,24]). For each − log 0  j  j0, we set
f jν = χQjν f.
Then we can write
(
Tλf (x, t)
)2 = ∑
j0j− log 0
∑
dist
(
Q
j
ν,Q
j
ν′
)∼2−j
Tλ
(
f jν
)
(x, t)Tλ
(
f
j
ν′
)
(x, t).
When j = j0, for simplicity we abused notation by saying dist(Qj0ν ,Qj0ν′ ) ∼ 2−j0 to means
dist(Qj0ν ,Qj0ν′ )  2−j0 . Now it is enough to show that for the same p,q as in Theorem 1.3
and  > 0, ∥∥∥∥ ∑
dist(Qjν ,Qjν′ )∼2−j
Tλ
(
f jν
)
Tλ
(
f
j
ν′
)∥∥∥∥
q/2
 C2−j λ−
2n+2
q
+c‖f ‖p‖f ‖p. (3.2)
There is a natural orthogonality among {Tλ(f jν )Tλ(gjν′)}dist(Qjν ,Qjν′ )∼2−j which is due to the
fact that det(∂2xyφ) = 0. Precisely,
Lemma 3.3. For 1 p  2, 1 r ∞ and j  j0 and for  > 0,
∥∥∥∥ ∑
dist(Qjν ,Qjν′ )∼2−j
Tλ
(
f jν
)
Tλ
(
g
j
ν′
)∥∥∥∥
p
 Cλ
( ∑
dist(Qjν ,Qjν′ )∼2−j
∥∥Tλ(f jν )Tλ(gjν′)∥∥pp
)1/p
+ λ−N‖f ‖r‖g‖r .
Using this it is enough to show that if dist(Qjν,Qjν′) ∼ 2−j , then for p  2, q  2(n + 3)/
(n+ 1),
∥∥Tλ(f jν )Tλ(f jν′)∥∥q/2  C2( 2n+4q −2n(1− 1p )−)j λ− 2n+2q +c∥∥f jν ∥∥p∥∥f jν′∥∥p. (3.3)
(Note that one can assume that n  3 by Hörmander’s result [7] and q/2  2 by results due to
Stein [17].) Indeed, by Lemma 3.3 and Schwarz’s inequality,
∥∥∥∥ ∑
dist(Qjν ,Qjν′ )∼2−j
Tλ
(
f jν
)
Tλ
(
f
j
ν′
)∥∥∥∥
q/2
C2(
2n+4
q
−2n(1− 1
p
)−)j
λ
− 2n+2
q
+c
×
(∑
ν
∥∥f jν ∥∥qp
)1/q(∑
ν
∥∥f jν ∥∥qp
)1/q
+ λ−N‖f ‖r‖f ‖r .
Hence we get (3.2) because (2n+ 4)/q − 2n(1 − 1/p) 0 and we may assume q  p.
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freezing t . To say, for any t ∈ (−0, 0),
∥∥∥∥ ∑
dist(Qjν ,Qjν′ )∼2−j
Tλ
(
f jν
)
(·, t)Tλ
(
g
j
ν′
)
(·, t)
∥∥∥∥
p
 Cλ
( ∑
dist(Qjν ,Qjν′ )∼2−j
∥∥Tλ(f jν )(·, t)Tλ(gjν′)(·, t)∥∥pp
)1/p
+ λ−N‖f ‖r‖g‖r . (3.4)
Let us set Aμ(x) = ψ(2j (x −μ)) with ψ ∈ C∞0 (B(0,1)) satisfying
∑
k∈Zn ψ(· − k) = 1 and set
B
μ
ν,ν′F(x) = Aμ(x)
∫
eiλΦ(x,t,Y )A(x, t, Y )bν,ν′(Y )F (Y )dY, Y = (y, y′),
where A(x, t, Y ) = a(x, t, y)a(x, t, y′), bν,ν′(Y ) = χQjν (y)χQjν′ (y
′) and Φ(x, t, Y ) = φ(x, t, y)+
φ(x, t, y′). We consider the oscillatory integral Iμ given by
Iμ(ξ, t, Y ) =
∫
eiλΦ(x,t,Y )−ixξA(x, t, Y )Aμ(x)dx.
It is easy to see that |λ∂xΦ(x, t, Y )− ξ | |λ∂xΦ(μ, t, ν, ν′)− ξ |−O(λ2−j ) if x ∈ suppAμ and
Y ∈ suppbν,ν′ . By routine integration by parts we see that if
∣∣λ∂xΦ(μ, t, ν, ν′)− ξ ∣∣ Cλ2−j
and Y ∈ suppbν,ν′ , then for any α and N ,
∣∣∂αξ Iμ(ξ, t, Y )∣∣ C2−nj
( |λ∂xΦ ′(μ, t, ν, ν′)− ξ |
2j
)−N
for any N > 0. From this and trivial bounds Iμ(ξ)  C2−nj , it follows that if Y ∈ suppbν,ν′ ,
then for any α and N > 0
∣∣∂αξ Iμ(ξ, t, Y )∣∣ C2−nj
(
1 + |λ∂xΦ(μ, t, ν, ν
′)− ξ |
λ2−j
)−N
. (3.5)
Here we used the fact that λ 22j . This means that the Fourier transform of Bμ
ν,ν′F is essentially
supported in λ2−j -neighborhood of λ∂xΦ(μ, t, ν, ν′).
Let η be a smooth function supported in B(0,1) and η = 1 on B(0,1/2) and for  > 0, let us
set
η
μ
ν,ν′(ξ) = η
(
λ∂xΦ(μ, t, ν, ν
′)− ξ
1+ −j
)
.λ 2
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ν,ν′(D)
)
B
μ
ν,ν′
∥∥
r−p Cλ
−N, (3.6)
where I is the identity operator and ημ
ν,ν′(D) is the Fourier multiplier operator defined by the
multiplier ημ
ν,ν′ . In fact,
(
I − ημ
ν,ν′(D)
)
B
μ
ν,ν′F(w) =
∫
K(w, t, Y )F (Y )dY,
where
K(x, t, Y ) = (2π)−n
∫ (
I − ημ
ν,ν′(ξ)
)
I
μ
ν,ν′(ξ, t, Y )e
iξx dξ.
By a simple computation using (3.5) it is easy to see that for any N ,∣∣K(x, t, Y )∣∣ Cλ−N (1 + |x|)−N ∣∣bν,ν′(Y )∣∣.
Hence by Schur’s test and interpolation with trivial estimates we get (3.6).
Since the number of (ν, ν′) with dist(Qjν,Qjν′) ∼ 2−j is at most C2nj , from (3.6) it follows
that for 1 p  2,1 r ∞,∥∥∥∥ ∑
dist(Qjν ,Qjν′ )∼2−j
B
μ
ν,ν′F
∥∥∥∥
p

∥∥∥∥ ∑
dist(Qjν ,Qjν′ )∼2−j
η
μ
ν,ν′(D)B
μ
ν,ν′F
∥∥∥∥
p
+Cλ−N‖F‖r .
By this and the fact that the supports of Aμ are essentially disjoint,
∥∥∥∥ ∑
dist(Qjν ,Qjν′ )∼2−j
∑
μ
B
μ
ν,ν′(F )
∥∥∥∥
p
 C
(∑
μ
∥∥∥∥ ∑
dist(Qjν ,Qjν′ )∼2−j
B
μ
ν,ν′(F )
∥∥∥∥p
p
)1/p
 C
(∑
μ
∥∥∥∥ ∑
dist(Qjν ,Qjν′ )∼2−j
η
μ
ν,ν′(D)B
μ
ν,ν′(F )
∥∥∥∥p
p
)1/p
+Cλ−N‖F‖r .
Since ∂xφ1(μ, t, ·) is diffeomorphism and dist(Qjν,Qjν′) ∼ 2−j , for each μ the set
{∂xΦ(μ, t, ν, ν′): ν, ν′,dist(Qjν,Qjν′) ∼ 2−j } is essentially 2−j -separated, that is, only O(1) ele-
ments are contained in a ball of radius 2−j . (Note that ∂xΦ(μ, t, ν, ν′) = 2∂xφ(μ, t, ν)+O(2−j )
and ν are separated by ∼ 2−j .) So, the supports of ημ
ν,ν′ are overlapping at most O(λ
n) because it
is contained in the ball centered at λ∂xΦ(μ, t, ν, ν′) with radius λ1+2−j . Hence by Plancherel’s
theorem and interpolation with trivial L1 estimates we get for 1 p  2
∥∥∥∥ ∑
dist(Qjν ,Qj ′ )∼2−j
η
μ
ν,ν′(D)F
∥∥∥∥
p
 Cλc
( ∑
dist(Qjν ,Qj ′ )∼2−j
∥∥ημ
ν,ν′(D)F
∥∥p
p
)1/p
.ν ν
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∥∥∥∥ ∑
dist(Qjν ,Qjν′ )∼2−j
∑
μ
B
μ
ν,ν′F
∥∥∥∥
p
 Cλc
(∑
μ
∑
dist(Qjν ,Qjν′ )∼2−j
∥∥ημ
ν,ν′(D)B
μ
ν,ν′F
∥∥p
p
)1/p
+Cλ−N‖F‖r .
Trivially, ημ
ν,ν′(D) is bounded on L
p with uniform norm. Replacing F with f ⊗g, the right-hand
side of (3.4) is bounded by
Cλc
( ∑
dist(Qjν ,Qjν′ )∼2−j
∑
μ
∥∥Bμ
ν,ν′(f ⊗ g)
∥∥p
p
)1/p
+Cλ−N‖f ‖r‖g‖r
because Bμ
ν,ν′(f ⊗ g)(x) = Aμ(x)Tλ(f jν )(·, t)Tλ(gjν′)(·, t). Since the supports of Aμ are essen-
tially disjoint, ∑
μ
∥∥Bμ
ν,ν′(f, g)
∥∥p
p
C
∥∥Tλ(f jν )(·, t)Tλ(gjν′)(·, t)∥∥pp.
This proves (3.4). 
It remains to prove (3.3). When 22j ∼ λ, it is easy to show. Since det(∂2xyφ) = 0, from the gen-
eralized Hausdorff–Young’s inequality [7,18], we have ‖Tλf ‖2  Cλ−n/2‖f ‖2. We also have
‖Tλf jν ‖∞  Cλ−n/2‖f jν ‖∞ because λ ∼ 22j . From interpolation between these two, we get,
in particular,
∥∥Tλ(f jν )Tλ(f jν′)∥∥ n+1
n
 Cλ−n
∥∥f jν ∥∥ 2n+2
n
∥∥f j
ν′
∥∥ 2n+2
n
.
Interpolation between this and the trivial L1–L∞ estimates gives the required estimates (3.3) for
all p,q satisfying (n+ 2)/q  n(1 − 1/p), q  (2n+ 2)/n.
We turn to the case 22j 
 λ. Since f jν , gjν′ are supported on the sets of measure O(2−nj ),
by Hölder’s inequality it is enough to show that if dist(Qjν,Qjν′) ∼ 2−j , then for q  2(n + 3)/
(n+ 1),
∥∥Tλ(f jν )Tλ(f jν′)∥∥q/2  Cλ− 2(n+1)q +c2( 2n+4q −2n(1− 12 )−)j∥∥f jν ∥∥2∥∥f jν′∥∥2. (3.7)
By Lemma 3.1 with A = I (also see Remark 3.2) and translation (y → ν+y) for both Tλ(f jν )
and Tλ(f jν′), it is possible to write the phase as
φ(x, t, y) = 〈x, y〉 + 1
2
t |y|2 + Eν(x, t, y) (3.8)
on the small neighborhood of the origin where Eν is a smooth function satisfying (3.1) uniformly
in ν. Indeed, from Lemma 3.1 and translation (y → y+ν), the phase is equal to 〈x, y〉+〈x, ν〉+
86 S. Lee / Journal of Functional Analysis 241 (2006) 56–98t〈ν, y〉 + t |y|2/2 + t |ν|2/2 + E(x, t, y + ν). We may discard 〈x, ν〉, t |ν|2/2 and make change
of variables x + tν → x so that the phase φ is changed to take the form φ(x, t, y) = 〈x, y〉 +
t |y|2/2 + E(x − νt, t, y + ν). Expanding Q in y at ν,
E(x, t, y + ν) = E(x, t, ν)+ ∂yE(x, t, ν)y + 12
∑
|α|=2
∂αy E(x, t, ν)yα +Rν(x, t, y),
where Rν(x, t, y) = 12
∑
|α|=3
∫ 1
0 ∂
α
y E(x, t, sy + ν)yα ds. Discarding E(x, t, ν) and making the
change of variables x + ∂yE(x, t, ν) → x again, in (3.8) we may set
Eν(x, t, y) = 12
∑
|α|=2
∂αy E
(
T (x, t, ν), t, ν
)
yα +Rν
(
T (x, t, ν), t, y
)
, (3.9)
where T (x, t, ν) = x − ∂yE(x, t, ν) − νt. Then we see that Eν satisfies (3.1) uniformly in ν
because ∂αy E(x − ∂yE(x, t, ν)− νt, t, ν) = O(|x| + |t |) uniformly from Lemma 3.1.
By rescalings y → 2−j y, the phase φ is changed to 2−jφj where
φj (x, t, y) = 〈x, y〉 + 2−(j+1)t |y|2 + 2jEν
(
x, t,2−j y
)
.
Now we consider an operator with phase function φj . Let us set
Tf (x, t) =
∫
ei2
−j λφj (x,t,y)a˜(x, t, y)f (y) dy, (3.10)
where a˜ is a smooth cutoff function supported in a neighborhood of the origin. By rescal-
ing y → 2−j y for both Tλ(f jν ) and Tλ(f jν′), to show (3.7), it is sufficient to show that if
dist(suppf, suppg) ∼ 1, then for q  2(n+ 3)/(n+ 1) and  > 0
‖Tf1Tf2‖q/2  Cλ−
2(n+1)
q
+c2(
2n+4
q
−)j‖f1‖2‖f2‖2.
In case of linear phase (i.e. Eν = 0) we can simply apply rescaling t → 2j t to obtain a uniform
phase in j but it does not work here because Eν may contain terms with high order in t . To get
around this, we make further decomposition of T .
Let π be a smooth function such that
∑
k∈Zn π(· − k) = 1 and its Fourier transform is sup-
ported in B(0,1). Let {Q} be a collection of cubes of side length 2−j which partitions of Rn and
let aQ be the affine map sending Q to the unit cube centered at the origin to Q. Then we set
πQ = π ◦ aQ, π˜Q = πQ
(
λ−12j ·).
(Here πQ is a smooth function essentially supported in Q.) We also set
Fi =F−1fi, i = 1,2.
Then it follows that
Tfi =
∑
T (̂˜πQFi) =
∑∫
K(x, t, z)πQ
(
λ−12j z
)
Fi(z) dz, i = 1,2,Q Q
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K(x, t, z) =
∫
ei(2
−j λφj (x,t,y)−yz)a˜(x, t, y) dy. (3.11)
Since ∇y(φj − yz) = x − z+O(2−j ), from integration by parts,
∣∣K(x, t, λ2−j z)∣∣C(1 + λ2−j |x − z|)−N
for any N if |x − z| C2−j .
We may assume that a is supported in the ball of radius 0 centered at the origin. For 0 <  
 1
and for each Q, we denote by Q˜ ⊂ Rn+1 the cube λQ × [−0, 0] where λQ has the same
center and side length λ2−j . Since λ  22j , it follows that
(
1 − χQ˜(x, t)
)∣∣K(x, t, λ2−j z)πQ(z)∣∣ Cλ−N
for any N . By rescaling z → λ2−j z it is easy to see that
∣∣T (̂˜πQF1)T (̂˜πQ′F2)∣∣ ∣∣T (̂˜πQF1)χQ˜T (̂˜πQ′F2)χQ˜′ ∣∣+Cλ−N‖F1‖2‖F2‖2
because |T (̂˜πQFi)|  C(λ2−2j )n/2‖Fi‖2, i = 1,2. Since suppK(·, z) is contained in a fixed
compact set, we get
‖Tf1Tf2‖q/2 
∑
Q,Q′
∥∥T (̂˜πQF1)T (̂˜πQ′F2)∥∥Lq/2(Q˜∩Q˜′) +Cλ−N‖F1‖2‖F2‖2. (3.12)
So, we are reduced to showing that
∑
Q,Q′
∥∥T (̂˜πQF1)T (̂˜πQ′F2)∥∥Lq/2(Q˜∩Q˜′) Cλ− 2(n+1)q +c2 2n+4q j+j‖F1‖2‖F2‖2.
(Recall λ 22j .) For fixed Q, the number of Q′ with Q˜∩ Q˜′ = ∅ is O(λn). Hence it is enough
to show that for any 2−j -cube Q0,
∥∥T (̂˜πQF1)T (̂˜πQ′F2)∥∥Lq/2(Q0×[−0,0])  Cλ− 2(n+1)q +2 2n+4q j+cj‖̂˜πQF1‖2‖̂˜πQ′F2‖2.
It implies the required by Plancherel’s theorem and Schwarz’s inequality because the supports
of π˜Q′ are essentially disjoint.
Let x0 be the center of Q0 and make the change of variable x → x0 + 2−j x to change φj to
2−j xy + x0y + 2−j−1t |y|2 + 2jEν(x0 + 2−j x, t,2−j y). The supports of ̂˜πQF1 and ̂˜πQ′F2 are
separated by the distance ∼ 1 because 22j λ−1 
 1 and dist(suppf1, suppf2) ∼ 1. Therefore it
is enough to show that if f1 and f2 are supported in B(0,1) and if dist(suppf1, suppf2) ∼ 1,
then
‖T˜(λ2−2j )f1 · T˜(λ2−2j )f2‖q/2  Cλ−
2n+2
q
+c2
4n+4
q
j+j‖f1‖2‖f2‖2, (3.13)
88 S. Lee / Journal of Functional Analysis 241 (2006) 56–98where the oscillatory integral T˜λ is defined as Tλ by replacing φ with
φ˜(x, t, y) = 〈x, y〉 + t |y|2/2 + 22jEν
(
x0 + 2−j x, t,2−j y
)
and a smooth amplitude function supported in a neighborhood of the origin.
We apply Theorem 1.1 with φ1 = φ2 = φ˜, λ2−2j replacing λ and smooth bump functions a1,
a2 adapted B(0, 0)× suppf1, B(0, 0)× suppf2, respectively. Since Eν satisfies (3.1) uniformly
in ν and |(x0 + 2−j x, t)| 0, we see that
∂xφ˜(x, t, y) = y +O
(
0|y|2
)+O(2−j |y|3),
∂2yxφ˜(x, t, y) = I +O(0)+O
(
2−j
)
,
∂t φ˜(x, t, y) = |y|2/2 +O
(
0|y|2
)+O(2−j |y|3).
Since ∂yq(x, t, ∂xφ˜(x, t, y)) = ∂y∂t φ˜(x, t, y)[∂2yx φ˜(x, t, y)]−1,
∂yq
(
x, t, ∂xφ˜(x, t, y)
)= y +O(0|y|)+O(2−j |y|).
So, it follows that if (x, t, ξ1) ∈ suppf1 and (x, t, ξ2) ∈ suppf2, then
the LHS of (1.4) = |ξ1 − ξ2|2 +O(0)+O
(
2−j
)∼ 1 (3.14)
as long as 0 is small enough and j is large because |ξ1 − ξ2| ∼ 1. Note that we can assume j is
large because 2−j  0. Therefore we get (3.13) from Theorem 1.1 with λ replaced by λ2−2j .
To finish the proof we need to show that the constant C in (3.13) is uniform along φ˜. That is,
‖T˜λf1T˜λf2‖q/2  Cλ−
2n+2
q
+‖f1‖2‖f2‖2,
with C, independent of x0 and ν, j . By retracing the proof of Theorem 1.1 it is not hard to see
that for each  the constant C in (1.5) remain valid as long as the LHS of (1.4) is uniformly
bounded away from zero and the phases are bounded in C∞ uniformly. In fact, the estimates
in Lemmas 2.2, 2.4, and 2.5 are stable under small perturbation of phase since these are mainly
relying on integration by parts, and so is Lemma 2.6 provided the LHS of (2.30) is bounded away
from zero uniformly. Using (3.9) one can easily see that φ˜ converges to
φ˜∞ = 〈x, y〉 + 12 t |y|
2 + 1
2
∑
|α|=2
∂αy E
(
T (x0, t, ν), t, ν
)
yα in C∞
as j → ∞. Hence ‖φ˜‖C∞  C, independent of x0 and ν, j . This and (3.14) gives the required
uniform bound for T˜λ.
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Since φ is smooth and homogeneous of degree one in y, by translation, rescaling and rotation
we may assume that the support of a is contained in
B(0, 0)×B(en, 0) ⊂ Rn+1 × Rn, 0 < 0 
 1.
As before, writing z = (x, t) ∈ Rn × R, we may assume that θ is parallel to t direction. That
is, ∂y(∂tφ)(0, en) = 0 and M = ∂2xyφ(0, en) is an invertible matrix. Here en is the unit vector
in yn-direction. Under these assumptions we can get a normal form for the phase φ. We write
y = (y¯, yn) ∈ Rn−1 × R.
Lemma 3.4. If the phase function φ satisfies (1.12) with θ parallel to t-direction in a neighbor-
hood of (0, en) ∈ Rn+1 × Rn, φ can be written as
φ(x, t, y) = 〈x, y〉 + 1
2
t y¯T ∂t ∂
2
y¯y¯φ(0, en)(y¯/yn)+ ynE(x, t, y¯/yn),
(y¯, yn) ∈ Rn−1 × R on a small neighborhood of (0, en) and E satisfies
E(x, t, y¯) = O((|t | + |x|)2|y¯|2 + (|x| + |t |)|y¯|3). (3.15)
Proof. The proof is similar to that of Lemma 3.1. By Taylor’s expansion at the origin in y¯, we
may write
φ(x, t, y¯,1) = 〈∂y¯φ(x, t, en), y¯〉+ 12 y¯T ∂2y¯y¯φ(x, t, en)y¯ +R(x, t, y¯)
with R(x, t, y¯) = O(|x| + |t |)|y¯|3 because we may assume φ(x, t, en) = R(0,0, y¯) = 0. Since
∂yφ(·, t, en) is invertible, ∂yφ(0, en) = 0 (as before it can be assumed) and ∂y(∂tφ)(0, en) = 0,
there is a smooth map I (x, t) such that x = ∂yφ(I (x, t), t, en) and I (x, t) = M−1x + O(|t |2 +
|xt | + |x|2). Hence, making change of variables x → I (x, t) and by Taylor’s expansion in t , we
have
∂2y¯y¯φ
(
I (x, t), t, en
)= ∂2y¯y¯φ(I (x,0),0, en)+ t(∂t ∂2y¯y¯φ(I (x,0),0, en)
+ ∂x∂2y¯y¯φ
(
I (x,0),0, en
)
∂t I (x,0)
)+O(t2).
Since we may assume ∂2y¯y¯φ(0, en) = 0 and I (0) = 0, it follows that
φ(x, t, y¯,1) = xn + 〈x¯, y¯〉 + 12
[
y¯T ∂x∂
2
y¯y¯φ(0, en)y¯
](
M−1x
)+ 1
2
t y¯T ∂2y¯y¯∂tφ(0, en)y¯
+O((|x| + |t |)2|y¯|2 + (|x| + |t |)|y¯|3).
Making the change of variables y¯+(M−1)T [y¯T ∂x∂2y¯y¯φ(0, en)y¯]T /2 → y¯ and writing φ(x, t, y) =
ynφ(x, t, y¯/yn,1) (note yn ∼ 1) complete the proof. 
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cally into ∼ 2(n−1)j cubes {Cjθ } of side length 2−j centered at θ . Then by the same decomposition
as before we have
C0 ×C0 \D =
( ⋃
02−j>λ−1/2
⋃
dist(Cjθ ,C
j
θ ′ )∼2−j
C
j
θ ×Cjθ ′
)
∪
( ⋃
dist(Cj0θ ,C
j0
θ ′ )2
−j0
C
j0
θ ×Cj0θ ′
)
,
where D is the diagonal of C0 ×C0 and j0 is the largest integer satisfying λ−1/2  2−j0 . Let us
set
f
j
θ (ξ) = χCjθ (ξ¯/ξn)f (ξ).
Then, if follows that
(Tλf )
2 =
∑
1j<j0
∑
dist(Cjθ ,C
j
θ ′ )∼2−j
Tλf
j
θ Tλf
j
θ ′ .
Here we again abused the notation by saying dist(Cjθ ,C
j
θ ′) ∼ 2−j to mean dist(Cjθ ,Cjθ ′) 2−j
when 22j ∼ λ. For 1 j  j0, we claim that for p,q as in Theorem 1.4∥∥∥∥ ∑
dist(Cjθ ,C
j
θ ′ )∼2−j
Tλf
j
θ Tλf
j
θ ′
∥∥∥∥
q/2
 C2−j λ−
2n+2
q
+c‖f ‖p‖f ‖p. (3.16)
3.2.1. Orthogonality among Tλf jθ Tλf
j
θ ′ ,dist(C
j
θ ,C
j
θ ′) ∼ 2−j
As in the proof of Theorem 1.3, one can show that for 1 p  2, 1 r ∞,
∥∥∥∥ ∑
dist(Cjθ ,C
j
θ ′ )∼2−j
Tλf
j
θ Tλg
j
θ ′
∥∥∥∥
p
 Cλ
( ∑
dist(Cjθ ,C
j
θ ′ )∼2−j
∥∥Tλf jθ Tλgjθ ′∥∥pp
)1/p
+ λ−N‖f ‖r‖g‖r . (3.17)
Proof. The proof is similar to that of Lemma 2.5. So we shall be brief. It is enough to show (3.4)
for each t as before. Fixing t , we consider
B
μ
θ,θ ′F(x) = Aμ(x)
∫
eiλΦ(x,t,Y )A(x, t, Y )bθ,θ ′(Y )F (Y )dY, Y = (y, y′),
where bθ,θ ′(Y ) = χCjθ (y/|y|)χCjθ ′ (y
′/|y′|), A(x, t, Y ) = a(x, t, y)a(x, t, y′) and Φ(x, t, Y ) =
φ(x, t, y)+ φ(x, t, y′). Recall Aμ that is supported a disjoint cubes of side length 2−j centered
at μ. Let us set
Iμ(ξ, t, Y ) =
∫
ei(λΦ(x,t,y,y
′)−xξ)A(x, t, Y )Aμ(x)dx.
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λ∂xΦ(x, t, y, y
′)− ξ = λ∂xΦ
(
μ, t, |y|θ, |y′|θ ′)− ξ +O(2−j λ).
Hence, by routine integration by parts, we see that if y/|y|, y′/|y′| ∈ Cjθ ,Cjθ ′ , respectively, then
for any α and N ,
∣∣∂αξ Iμ(ξ, t, Y )∣∣ C2−nj
(
1 + |λ∂xΦ(μ, t, ρθ,ρ
′θ ′)− ξ |
λ2−j
)−N
. (3.18)
Here ρ = |y|, ρ′ = |y′|. (Note that we only need to consider μ contained in B(0, ).) If
dist(Cjθ ,C
j
θ ′) ∼ 2−j , ∂αξ Iμθ,θ ′(·, t, y, y′) is rapidly decaying outside of the set
Lμ
θ,θ ′ =
{
ξ : ξ = λρ∂xφ(μ, t, θ)+O
(
λ2−j
)
, ρ ∈ (2 − 20,2 + 20)
}
which is essentially a rectangle of size λ × λ2−j × · · · × λ2−j centered at 2λ∂xφ(μ, t, θ) with
the major direction parallel to ∂xφ(μ, t, θ).
Let ημ
θ,θ ′ be a smooth function adapted to λ
Lμ
θ,θ ′ in natural way as before. Here λ
Lμ
θ,θ ′ is
the set of dimension λ1+ × (λ1+2−j )×· · ·× (λ1+2−j ) obtained by dilating Lμ
θ,θ ′ by factor λ

from the center point 2λ∂xφ(μ, t, θ). Then, it is easy to see that for any N , 1 p, r ∞,∥∥(I − ημ
θ,θ ′(D)
)
B
μ
θ,θ ′F
∥∥
p
 Cλ−N‖F‖r ,
provided that dist(Cjθ ,C
j
θ ′) ∼ 2−j . From Lemma 3.4 we can see ∂xφ(μ, t, θ) = θ + O(|θ |2)
near en. Hence one can easily see that overlapping among {λLμθ,θ ′ : dist(Cjθ ,Cjθ ′) ∼ 2−j } is at
most λc . Therefore we get for 1 p  2,
∥∥∥∥ ∑
dist(Cjθ ,C
j
θ ′ )∼2−j
η
μ
θ,θ ′(D)F
∥∥∥∥
p
 Cλc
( ∑
dist(Cjθ ,C
j
θ ′ )∼2−j
∥∥ημ
θ,θ ′(D)F
∥∥p
p
)1/p
. (3.19)
Now the remaining is the same as in the proof Lemma 3.3. We omit the details. 
3.2.2. Re-scaling for Tλf jθ Tλgjθ ′
To prove Theorem 1.4 for n = 2 we only need show the L4 estimate because the other esti-
mates follow from interpolation with trivial L∞–L2 estimate and if n 3 we may assume q  4
by the result in [13].
Since 1 q/2 2, we can use (3.17) with p replaced by q/2. So, it is sufficient to show that
if dist(Cjθ ,C
j
θ ′) ∼ 2−j , then for p  2 and q  2(n+ 3)/(n+ 1),
∥∥Tλf jθ Tλgjθ ′∥∥q/2  C2( 2n+2q −2(n−1)(1− 1p )+)j λ− 2n+2q +∥∥f jθ ∥∥p∥∥gjθ ′∥∥p. (3.20)
In fact, putting this in (3.17) with g = f and using Schwarz’s inequality, we get
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∥∥∥∥ ∑
dist(Cjθ ,C
j
θ ′ )∼2−j
Tλf
j
θ Tλf
j
θ ′
∥∥∥∥
q/2
C2(
2n+2
q
−2(n−1)(1− 1
p
)+)j
λ
− 2n+2
q
+
×
(∑
θ
∥∥f jθ ∥∥qp
)1/q(∑
θ
∥∥f jθ ∥∥qp
)1/q
+Cλ−N‖f ‖p‖g‖p.
Since Cjθ are boundedly overlapping and q  p, it follows (
∑
θ ‖f jθ ‖qp)1/q  C‖f ‖p . Therefore
we get (3.16) for p,q as in Theorem 1.4.
The case λ ∼ 22j is almost trivial. Actually it can be shown that for p,q , 1/p + 1/q  1,
∥∥Tλf jθ Tλgjθ ′∥∥q/2 Cλ− n+1q −(n−1)(1− 1p )∥∥f jθ ∥∥p∥∥gjθ ′∥∥p.
By interpolation it follows from the estimates
∥∥Tλf jθ ∥∥∞ C∥∥f jθ ∥∥1, ∥∥Tλf jθ ∥∥∞  Cλ(−n+1)/2∥∥f jθ ∥∥∞ and∥∥Tλf jθ ∥∥2  Cλ−n/2∥∥f jθ ∥∥2
(also the same estimates for Tλgjθ ′ ). The second is easy because f
j
θ is supported in a set of
measure ∼ 2−(n−1)j and the third is due to generalized Hausdorff–Young’s inequality [18, p. 377]
since ∂2xyφ = 0.
Now we turn to the case λ  22j . By Hölder’s inequality we only need to show (3.20) with
p = 2 since f jθ , gjθ ′ are supported in sets of measure ∼ 2−(n−1)j . By an additional change of
variables for y¯ it can be assumed that ∂y¯2∂tφ(0, en) = I because of (1.12).
By Lemma (3.4) and changing of variables y¯ → y¯ + θyn for both Tλf jθ and Tλgjθ ′ and
(x¯, xn) → (x¯ − tθ, xn − t |θ |2) (also discarding harmless terms), we have
φ(x, t, y) = 〈x, y〉 + 1
2
t |y¯|2/yn + ynE
(
x¯ − tθ, xn − t |θ |2, y¯/yn + θ
)
.
Expanding E(x¯ − tθ, xn − t |θ |2, ·) at θ in y¯ and making the change of variables x +
(∂y¯E(x, t, θ),E(x, t, θ)) → x, we may replace the above phase with
φ(x, t, y) = 〈x, y〉 + 1
2
t |y¯|2/yn + yn2
∑
|α|=2
∂αy¯ E
(
T (x, t, θ), t, θ
)
(y¯/yn)
α
+ yn
2
∑
|α|=3
1∫
0
∂αy¯ E
(
T (x, t, θ), t, sy¯/yn + θ
)
(y¯/yn)
α ds, (3.21)
where T (x, t, θ) = (x¯− tθ −∂y¯E(x, t, θ), xn− t |θ |2 −E(x, t, θ)). Since |∂αy¯ E(T (x, t, θ), t, θ)|
C(|x| + |t |) by (3.15), we may set
φ(x, t, y) = 〈x, y〉 + 1 t |y¯|2/yn + Eθ (x, t, y¯/yn)2
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position in y if necessary) it is enough to show the following: if f1, f2 are supported in
S1 =
{
y: |y¯/yn − y¯1| 1/4, |yn − 1| 0
}
,
S2 =
{
y: |y¯/yn − y¯2| 1/4, |yn − 1| 0
}
,
respectively, and |y¯1 − y¯2| ∼ 1, then for q  2(n+ 3)/(n+ 1) and  > 0,
‖Tf1Tf2‖q/2  C2(
2n+2
q
+)j
λ
− 2n+2
q
+‖f1‖2‖f2‖2,
where T is defined as in (3.10) with the phase
φj (x, t, y) = x¯ · y¯ + 2j xnyn + 2−j t |y¯|2/(2yn)+ 2j ynEθ
(
x, t,2−j y¯/yn
)
and with a smooth a˜ supported in B(0, 0) × B(en,1). This can be proven by a modification of
the argument in the proof of Theorem 1.3.
We replace fi with Fi = F−1fi . Let {Q} be a collection of cubes of size (2−j )n−1 × 2−2j
in x¯, xn directions, respectively, which partition Rn. Then it follows that
Tfi =
∑
Q
∫
Rn
K(x, t, z)πQ
(
λ−12j z¯, λ−1zn
)
Fi(z) dz, i = 1,2,
where K(x, t, z) is given by (3.11). Since Eθ satisfies (3.15), it is easy to see
∂y¯
(
λ2−jφj (x, t, y)− λ2−j y¯ · z¯ − λynzn
)= λ2−j (x¯ − z¯)+O(λ2−2j ),
∂yn
(
λ2−jφj (x, t, y)− λ2−j y¯ · z¯− λynzn
)= λ(xn − zn)+O(λ2−2j ).
Hence by integration by parts
∣∣K(x, t, λ2−j z¯, λzn)∣∣ (1 + λ2−j |x¯ − z¯|)−N (1 + λ|xn − zn|)−N
if |x¯ − z¯| C2−j and |xn − zn| C2−2j .
By Q˜ we denote the cubes λQ× [−0, 0]. Then, it is easy to see that for any N(
1 − χQ˜(x, t)
)∣∣K(x, t, λ2−j z¯, λzn)πQ(z)∣∣ Cλ−N.
Using this kernel estimates and rescaling, we get (3.12). Hence by the same argument as before
(see the part below (3.12)) it is sufficient to show that for any (2−j )n−1 × 2−2j cube Q0,
∥∥T (̂˜πQF1)T (̂˜πQ′F2)∥∥Lq/2(Q0×[−0,0]) Cλ− 2(n+1)q +2 2n+2q j+cj‖̂˜πQF1‖2‖̂˜πQ′F2‖2,
where π˜Q = πQ(λ−12j z¯, λ−1zn).
Let x0 be the center of Q0 and change variables x → x0 + (2−j x¯,2−2j xn). Since the support
of ̂˜πQFi is contained in Si +O(22j λ−1) (note 22j λ−1 
 1), the matters are reduced to showing
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then
‖T˜(λ2−2j )f1T˜(λ2−2j )f2‖Lq/2(Q)  C
(
λ2−2j
)− 2(n+1)
q
+‖f1‖2‖f2‖2, (3.22)
where the oscillatory integral T˜λ is defined as Tλ by smooth amplitude functions supported in a
small neighborhood of (0, en) and by replacing the phase φ with
φ˜(x, t, y) = xy + t |y¯|2/(2yn)+ 22j ynEθ
(
x0 +
(
2−j x¯,2−2j xn
)
, t,2−j y¯/yn
)
.
To show (3.22) we apply Theorem 1.2 with φ1 = φ2 = φ˜ and smooth bump functions a1, a2
adapted B(0,1) × suppf1, B(0,1) × suppf2, respectively. Since Eθ satisfies (3.15) uniformly
in θ and |(x0 + 2−j x, t)| 0,
∂xφ˜(x, t, y) = y +O
(
0|y|2
)+O(2−j |y|3),
∂2yxφ˜(x, t, y) = I +O(0)+O
(
2−j
)
,
∂t φ˜(x, t, y) = |y|2/2yn +O
(
0|y|2
)+O(2−j |y|3).
Recalling ∂yq(x, t, ∂xφ˜(x, t, y)) = ∂y∂t φ˜(x, t, y)[∂2yxφ˜(x, t, y)]−1, we see
∂yq
(
x, t, ∂xφ˜(x, t, y)
)= (y¯/yn,−|y¯|2/(2y2n))+O(0|y|)+O(2−j |y|).
Hence, if ξ ∈ suppf1 and η ∈ suppf2, then
the LHS of (1.6) = |ξ¯ /ξn − η¯/ηn|2 +O(0)+O
(
2−j
)∼ 1 (3.23)
for i = 1,2 as long as 0 is small enough and j is large enough. Therefore we get the required
estimates (3.22) from Theorem 1.2 with λ2−2j .
In order to finish the proof we have to show that the constant C in (3.22) is uniform regardless
of x0 and ν, j . As before, from the proof of Theorem 1.2 it is not hard to see that for each fixed
 the bounds C remain under smooth perturbation stable as long as the left-hand side of (1.6) is
bounded away from zero and the C∞ norms of the phases are bounded uniformly. We see that
‖φ˜‖C∞  C with C, independent of x0 and ν, j because φ˜ converges to
φ˜∞(x, t, y) = 〈x, y〉 + 12 t |y¯|
2/yn + yn2
∑
|α|=2
∂αy¯ E
(
T (x0, t, θ), t, θ
)
(y¯/yn)
α
as j → ∞ (see (3.21)). Therefore from this and (3.23) we see (3.22) is valid uniformly in φ˜.
3.3. Proof of Corollary 1.5
By the standard Littlewood–Paley decomposition and rescaling it is enough to show that for
p,q as in Corollary 1.5 and  > 0,
‖Fλf ‖q  Cλ
n−1
2 − n+1q + 1−np +‖f ‖p,
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Fλf (x, t) =
∫
Rn
eiλφ(x,t,ξ)a(x, t, ξ)β
(|ξ |)f̂ (ξ) dξ,
and β is a smooth function supported in [1/2,2]. Here by a finite decomposition we may assume
that a is supported in B(0, 0)×B(en, 0) ⊂ Rn+1 × Rn, 0 < 0 
 1. Let us set
(1/p0,1/q0) =
((
n2 + 2n− 3)/2(n2 + 2n− 1), (n2 − 1)/2(n2 + 2n− 1)).
Since the Hessian matrix of φ(x, t, ·) has n − 1 nonzero eigenvalues, L∞–L∞ and L1–L∞
estimates follow from the stationary phase method. It also can be shown using Lemma 3.5.
Hence it is enough to show the case (1/p,1/q) = (1/p0,1/q0).
First we show the case n  3. We make use of the same decomposition in Section 3.2. Us-
ing Cjθ , − log 0  j  j0, we write
(Fλf )2 =
∑
1j<j0
∑
dist(Cjθ ,C
j
θ ′ )∼2−j
Fλf jθ Fλf jθ ′,
where
f̂
j
θ (ξ) = χCjθ (ξ/ξn)f̂ (ξ).
From the argument in the proof of (3.17), it is not hard to see that for 1 q/2 2, 2 < r  q < ∞
and  > 0, ∥∥∥∥ ∑
dist(Cjθ ,C
j
θ ′ )∼2−j
(Fλf jθ Fλf jθ ′)
∥∥∥∥
q/2
 Cλ
( ∑
dist(Cjθ ,C
j
θ ′ )∼2−j
∥∥Fλf jθ Fλf jθ ′∥∥q/2q/2
)2/q
+ λ−N‖f ‖2r . (3.24)
In fact, for dist(Cjθ ,C
j
θ ′) ∼ 2−j let us set
B˜
μ
θ,θ ′F(x) = Aμ(x)
∫
eiλΦ(x,t,Ξ)A(x, t,Ξ)bθ,θ ′(Ξ)F̂ (Ξ)dΞ, Ξ = (ξ, ξ ′),
where bθ,θ ′(Ξ) = χCjθ (ξ/|ξ |)χCjθ ′ (ξ
′/|ξ ′|), A(x, t,Ξ) = a(x, t, ξ)a(x, t, ξ ′)β(|ξ |)β(|ξ ′|) and
Φ(x, t,Ξ) = φ(x, t, ξ) + φ(x, t, ξ ′). Then by the estimates like (3.18) we can see that for
1 r,p ∞ and N > 0, ∥∥(I − ημ
θ,θ ′(D)
)
B˜
μ
θ,θ ′F
∥∥
p
Cλ−N‖F‖r . (3.25)
Similarly we can see that the Fourier transforms of B˜μ
θ,θ ′F are essentially supported in the
set Lμ ′ . Hence, using (3.19) and similar argument as before we get (3.24).θ,θ
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∥∥Fλf jθ Fλf jθ ′∥∥q/2  Cλ(n−1)(1− 2p )− 2n+2q +c22j ( n+1q + n−1p −(n−1))∥∥f jθ ∥∥p∥∥f jθ ′∥∥p. (3.26)
We get the required estimate by summation along j after plugging this in the above, using
Schwarz’s inequality and (
∑
θ ‖f jθ ‖qp)1/q  ‖f ‖p which is valid as long as 2 p  q < ∞.
Since the line segment [(0,0), (1/2, (n + 1)/2(n + 3))] and (n + 1)/q = (n − 1)(1 − 1/p)
intersect each other at (1/p,1/q) = (1/p0,1/q0), it is sufficient to show (3.26) when (1/p,1/q)
is contained in the line segment [(0,0), (1/2, (n + 1)/2(n + 3))]. By interpolation we only
need to show the cases (p, q) = (∞,∞), (p, q) = (2,2(n + 3)/(n + 1)). But the case (p, q) =
(2,2(n+ 3)/(n+ 1)) follows from (3.20) by Plancherel’s theorem.
Lemma 3.5. If f̂ is supported on a sector of angle O(λ−1/2) which is contained in {ξ : |ξ | ∼ 1},
then
‖Fλf ‖∞ C‖f ‖∞.
Proof. It can be shown by direct kernel estimate. By rotation we may assume that f̂ is supported
in a λ−1/2 angular sector centered at en. Let ψ ∈ C0(Rn−1) with ψ = 1 on a neighborhood of the
origin. Then we may write Fλf =
∫
K(x, t, y)f (y) dy where
K(x, t, y) = (2π)−n
∫
Rn
ei(λφ(x,t,ξ)−yξ)a(x, t, ξ)β
(|ξ |)ψ(λ1/2ξ¯ /ξn)dξ.
Obviously, it enough to show that
∣∣K(x, t, y)∣∣ Cλ−(n−1)/2(1 + λ−1/2|λx¯ − y¯| + |λxn − yn|)−N.
Using Lemma 3.4, we see that the phase part
λφ
(
x, t, λ−1/2ξ¯ , ξn
)− 〈(λ−1/2y¯, yn), ξ 〉= λ−1/2〈λx¯ − y¯, ξ¯ 〉 + (λxn − yn)ξn + E(x, t, ξ),
where ∂αξ E = O(1). By making the change of variables ξ → (λ−1/2ξ¯ , ξn) and routine integration
by parts we get the required estimate. 
Decomposing f jθ into at most C2−j λ1/2 functions which are Fourier supported in such
O(λ−1/2)-sectors, by the above lemma we get ‖Fλf jθ ‖∞  C2−(n−1)j λ(n−1)/2‖f jθ ‖∞ (and
‖Fλf jθ ′ ‖∞  C2−(n−1)j λ(n−1)/2‖f jθ ′‖∞). This gives (3.26) for (p, q) = (∞,∞).
Now we prove the remain case n = 2. Interpolation between l2(L2)–L2 (3.19), and trivial
l1(L∞)–L∞ estimates, it follows that for 2 p ∞,
∥∥∥∥ ∑
dist(Cjθ ,C
j
θ ′ )∼2−j
η
μ
θ,θ ′(D)F
∥∥∥∥
p
Cλc
( ∑
dist(Cjθ ,C
j
θ ′ )∼2−j
∥∥ημ
θ,θ ′(D)F
∥∥p′
p
)1/p′
.
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∥∥∥∥ ∑
dist(Cjθ ,C
j
θ ′ )∼2−j
Fλf jθ Fλf jθ ′
∥∥∥∥
q/2
 Cλ
( ∑
dist(Cjθ ,C
j
θ ′ )∼2−j
∥∥Fλf jθ Fλf jθ ′∥∥(q/2)′q/2
)1/(q/2)′
+ λ−N‖f ‖2r .
By plugging (3.26) in the above and Schwarz’s inequality, we see that the left-hand side is
bounded by
Cλ
1− 6
q
+ 2
p
+2j (
3
p
+ 1
p
−1)
(∑∥∥f jθ ∥∥2(q/2)′p
) 1
2(q/2)′
(∑∥∥f j
θ ′
∥∥2(q/2)′
p
) 1
2(q/2)′ +Cλ−N‖f ‖p‖f ‖p.
Note that p  2(q/2)′ when (p, q) = (p0, q0). Hence (∑‖f jθ ‖2(q/2)′p ) 12(q/2)′  C‖f ‖p . This
completes the proof.
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