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We revisit the Gross-Neveu model withN fermion flavors in 1+1 dimensions and compute its phase
diagram at finite temperature and chemical potential in the large-N limit. To this end, we double
the number of fermion degrees of freedom in a specific way which allows us to detect inhomogeneous
phases in an efficient manner. We show analytically that this “fermion doubling trick” predicts
correctly the position of the boundary between the chirally symmetric phase and the phase with
broken chiral symmetry. Most importantly, we find that the emergence of an inhomogeneous ground
state is predicted correctly. We critically analyze our approach based on this trick and discuss its
applicability to other theories, such as fermionic models in higher dimensions, where it may be used
to guide the search for inhomogeneous phases.
I. INTRODUCTION
The search for exotic phases, such as Fulde-Ferrell-
Larkin-Ovchinnikov-type phases [1, 2], plays an impor-
tant role in various different fields of physics, ranging
from condensed-matter systems (see, e.g., Refs. [3–7]),
over ultracold atomic gases (see, e.g., Refs. [8–11]), to
exactly solvable, relativistic model field theories for the
strong interaction (see, e.g., Refs. [12–18]) and high-
energy physics with an emphasis on QCD phenomenol-
ogy (see, e.g., Refs. [19–23]), see also Refs. [24, 25]
for more general reviews. The latter studies were trig-
gered by Thies’ ground-breaking analyses of inhomoge-
neous phases in Gross-Neveu type models in 1+1 dimen-
sions [13, 26–28].
Loosely speaking, the emergence of condensates in
fermionic theories is tightly linked to the formation of
bosonic two-fermion bound-states. The macroscopic oc-
cupation of the energetically lowest lying bosonic state is
then associated with the emergence of a condensate. In
general, the latter goes alongside with the spontaneous
breakdown of a fundamental symmetry of the underly-
ing fermionic theory, such as the breakdown of the U(1)
symmetry in ultracold Fermi gases indicating the pres-
ence of a superfluid ground state. Fulde and Ferrell as
well as Larkin and Ovchinnikov suggested that the forma-
tion of a spatially varying, i.e. inhomogeneous, ground
state might be energetically favored in fermionic systems
with two components, provided that the associated Fermi
momenta are sufficiently different [1, 2]. The latter can
be controlled by, e.g., varying the associated chemical
potentials. In such a situation, the energetically lowest
lying (bosonic) bound-state configuration may carry a
finite center-of-mass momentum. The macroscopic occu-
pation of this state may then give rise to the formation
of a spatially varying condensate, see, e.g., Ref. [11] for
an illustration in the context of ultracold Fermi gases.
For our understanding of the emergence of inhomo-
geneous phases, studies of – at least within the mean-
field approximation – exactly solvable low-dimensional
models play a prominent role [13–18, 27]. Noteworthily,
in the case of one-dimensional models, the outcomes
of mean-field studies are expected to be of most rel-
evance for higher dimensions: Beyond the mean-field
approximation, the presence of long-range fluctuations
hinders spontaneous symmetry breaking in one dimen-
sion [29, 30], rendering the results considerably dis-
tinct from higher dimensions. Hence, from a field-
theoretical point of view, mean-field studies of a given
one-dimensional model are rather considered to be use-
ful to guide studies of the corresponding model in three
dimensions where fluctuation effects often play a less
prominent role. In particular, the above-mentioned
knowledge of analytic solutions in the one-dimensional
case is very appealing since it allows to provide analytic
guidance for, e.g., studies of QCD with imaginary chem-
ical potential [31] underlying many lattice simulations
(see, e.g., Refs. [32–34]), and also opens up the possibil-
ity to develop and benchmark new techniques for, e.g.,
the study of the emergence of inhomogeneous phases be-
ing the subject of the present study. In the latter case,
the techniques may then be applied to models in higher
dimensions where the search for the existence of inho-
mogeneous ground states requires in general the use of
numerical methods. Therefore, already one-dimensional
models serve as a valuable test ground to better under-
stand how the dynamics of a strongly coupled field theory
like, e.g., QCD is affected by the presence of a baryon [13–
15] or isospin chemical potential [35–37].
In this paper, we present and discuss a “fermion dou-
bling trick” which allows to search for the emergence of
inhomogeneous phases in an efficient way. For illustration
purposes, we use this trick to study the phase diagram of
the Gross-Neveu (GN) model in one spatial dimension at
finite temperature and chemical potential in the large-
N limit. We show that the position of the transition
line between the chirally symmetric phase and the phase
with broken chiral symmetry is recovered correctly for
this model, rendering the fermion doubling trick poten-
tially useful to assist the search for inhomogeneous phases
in higher dimensional fermionic models. In Sect. II, we
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2introduce our fermion doubling approach and exemplar-
ily demonstrate the computation of the effective potential
based thereon for the GN model. Moreover, our approach
and its limitations are critically reviewed and discussed.
The phase diagram of the GN model as obtained from
our doubling approach is presented in Sect. III and com-
pared to the well-known exact solution [14, 25, 28]. Our
conclusions are given in Sect. IV.
II. FORMALISM
A. Gross-Neveu Model
In the present work, we refrain from repeating all
the well-known attractive features of the GN model but
rather highlight the most important features relevant for
our study and refer the reader to some pertinent review
articles otherwise, see Refs. [13, 25, 38] and the references
therein.
Originally, the GN model has been introduced as a toy
model for the strong interaction, and more specifically to
study dynamical chiral symmetry breaking in asymptot-
ically free fermionic theories [39]. It describes the quan-
tum field theory of N flavors of relativistic fermions in-
teracting via a four-fermion interaction term. Its action
in d =1+1 Euclidean space-time dimensions reads
S =
∫
τ
∫
x
{
ψ¯
(
i/∂ + iµγ0
)
ψ +
g2
2
(
ψ¯ψ
)2 }
, (1)
where
∫
τ
≡ ∫ β
0
dτ ,
∫
x
≡ ∫ dx, β = 1/T is the inverse
temperature, and µ is the chemical potential.
We tacitly assume that the field ψ in Eq. (1) is built up
of N two-component spinors, ψT = (ψ1, . . . , ψN ), with
the lower index labeling the N flavors. Our Euclidean
conventions for the Dirac γ-matrices are
γ0 =
(
0 1
1 0
)
, and γ1 =
(
0 −i
i 0
)
, (2)
with {γµ, γν} = 2δµν12×2 and γ5 = iγ0γ1.
In d = 1+1, the GN model is perturbatively renormal-
izable and asymptotically free. The coupling g is dimen-
sionless and represents a marginally relevant parameter
at the Gaußian fixed point. Since we do not account for
a bare fermion mass in the present study, the value of
any dimensionful physical quantity O only depends on
our choice for the value of the coupling g at a given UV
momentum scale Λ. This implies that all physical observ-
ables are uniquely fixed by our choice for the coupling.
Here, we choose the physical fermion mass M0 at vanish-
ing temperature and chemical potential to set the scale.
Dimensionless ratios O/M0 are then given by universal
numbers, i.e. they are independent of our actual choice
for g.
The action (1) of the GN model is invariant under
global U(N) transformations of the fermion fields, im-
plying that the associated U(1) charge is conserved for
each flavor separately. It is also invariant under discrete
Z2 chiral transformations:
ψ¯ 7→ −ψ¯γ5 , ψ 7→ γ5ψ , (3)
implying that ψ¯ψ 7→ −ψ¯ψ. However, the infrared regime
(long-range limit) of the theory is governed by dynamical
chiral symmetry breaking, independent of our choice for
the coupling g, see also below.
The chiral symmetry of the model can be associated
with a Z2 symmetry of the scalar order parameter 〈ψ¯ψ〉.
To see this explicitly, it is convenient to introduce a real-
valued auxiliary scalar field σ into the path integral rep-
resentation of the partition function Z,
Z =
∫
Dψ¯Dψ e−S , (4)
by means of a Hubbard-Stratonovich transformation [40,
41]. Formally, this is done by multiplying Z with a suit-
ably chosen Gaußian factor,
1 = N
∫
Dσ e− 12g2
∫
τ
∫
x
σ2
, (5)
where N is a normalization factor, and then shifting the
auxiliary field as follows:
σ 7→ σ + ig2(ψ¯ψ) . (6)
The field σ carries the same quantum numbers as the
composite field ψ¯ψ. Its equation of motion is trivially
given by σ = −i(ψ¯ψ), such that obviously σ 7→ −σ under
discrete chiral Z2 transformations.
Employing Eqs. (5) and (6), the action in Eq. (4)
changes as S 7→ SB, with the associated so-called par-
tially bosonized action of the GN model given by
SB =
∫
τ
∫
x
{
ψ¯
(
i/∂ + iσ + iµγ0
)
ψ +
1
2g2
σ2
}
. (7)
As the fermion fields appear only bilinearly in the action,
they can be integrated out exactly, leaving us with a
highly non-local purely bosonic effective action, see also
our discussion below.
Subsequently, we shall split up the σ field into a back-
ground field σ¯ ≡ 〈σ〉 and a fluctuation field, σ 7→ σ¯ + σ.
The action SB can then be expanded in powers of the
bosonic fluctuation field. As we are only interested in
a study of the large-N limit here, it suffices to restrict
ourselves to the zeroth order of this expansion, i.e., to
simply substitute σ with σ¯. Diagrammatically, within
the framework of the partially bosonized theory (7), this
means that Feynman diagrams with internal boson lines
are not taken into account. Higher orders in an expansion
of the fluctuation field σ are suppressed parametrically by
powers of 1/N [42]. The associated Feynman diagrams
contain at least one internal boson line.
It is then apparent that the action (7) with σ 7→ σ¯ is
invariant under the discrete Z2 chiral transformations (3)
for σ¯ = 0, but not for σ¯ 6= 0, confirming that σ¯ and
thus also 〈ψ¯ψ〉 constitutes an order parameter for chiral
symmetry breaking.
3B. Fermion Doubling
Let us now discuss our fermion doubling approach.
To this end, we discuss the computation of the effec-
tive order-parameter potential of the GN model in the
large-N limit and show that our approach allows us to
search for the emergence of inhomogeneous phases in an
efficient way.
For our study, it is convenient to switch to momentum
space by using the Fourier representation of the fermion
fields:
ψ(x) =
∑
n
∫
p
e−i(νnτ+px)ψn(p) , (8)
ψ¯(x) =
∑
n
∫
p
ei(νnτ+px)ψ¯n(p) , (9)
where
∫
p
≡ ∫ dp2pi and νn = (2n+ 1)piT are the fermionic
Matsubara frequencies. For the real-valued background
field σ¯, we employ the following ansatz:
σ¯(x) = M cos(2Qx) =
M
2
(
e2iQx + e−2iQx
)
. (10)
Here, M ≥ 0 and Q are real-valued parameters. Chiral
symmetry breaking is associated with a ground-state con-
figuration with finite M . If the ground-state configura-
tion assumes a finite value Q, then translation invariance
is broken spontaneously. Thus, Q can be viewed as an
order-parameter for translation symmetry breaking. A
priori, both types of symmetry breaking are not related.
We add that the ansatz (10) corresponds to an inhomo-
geneity of the Larkin-Ovchinnikov-type and includes the
case of a homogeneous ground state in the limit Q→ 0.
In many-body physics, the quantity Q can be related to
the center-of-mass momentum of the two-body bound-
state associated with condensation.
Our ansatz for σ¯ shares important properties with the
analytic solution in the large-N limit: In Refs. [14, 28], it
was indeed shown that the true inhomogeneous ground
state is described by a periodic function. At finite tem-
perature close to the chiral phase boundary, it was more-
over found that the functional form of the ground state
configuration approaches a single cosine of the form (10).
For small temperatures, on the other hand, our ansatz
for σ¯ is expected to become insufficient. In fact, the
ground-state solution in the zero-temperature limit is
given by a kink-antikink crystal [14, 26–28], also denoted
as baryon crystal, which can obviously not be described
by a simple single-cosine ansatz.
Inserting our ansatz (10) into the action (7) yields the
following expression:
SB[σ¯] = ∆SB +
1
2g2
∫
τ
∫
x
σ¯2 , (11)
with
∆SB = β
∑
n
∫
p
{
ψ¯n(p) (νnγ0 + pγ1 + iµγ0)ψn(p)
+
M
2
(
ψ¯n(p+2Q)ψn(p) + ψ¯n(p−2Q)ψn(p)
)}
.(12)
Focussing on the momentum structure, we observe that
the action can be rewritten as follows:
∆SB =
β
2
∑
n
∫
p
{
ψ¯n(p−Q)γ0 (νn + γ0γ1(p−Q) + iµ)ψn(p−Q) +Mψ¯n(p+Q)γ0γ0ψn(p−Q)
+ ψ¯n(p+Q)γ0 (νn + γ0γ1(p+Q) + iµ)ψn(p+Q) +Mψ¯n(p−Q)γ0γ0ψn(p+Q)
}
. (13)
Here, we have shifted p to p − Q in the first line and p
to p + Q in the second line. For convenience, we now
introduce an auxiliary field vector Ψ,
Ψn =
(
ψn(p−Q)
ψn(p+Q)
)
, (14)
which allows us to rewrite the action compactly as fol-
lows:
∆SB =
β
2
∑
n
∫
p
Ψ†n∆S
(2)
B Ψn . (15)
The matrix ∆S
(2)
B is given by
∆S
(2)
B =
G+(−Q) 0 0 iM0 G−(−Q) iM 0iM G+(Q) 0
iM 0 0 G−(Q)
 ,
where G±(Q) = νn + iµ± i(p+Q).
Up to this point, we have simply rewritten the action
of the GN model. However, in the next step we inte-
grate out the fermion fields by assuming that ψ(p − Q)
and ψ(p + Q) are independent degrees of freedom. Of
course, the latter assumption is in general not justified,
and will be examined critically below. It effectively cor-
responds to a doubling of the number of fermion fields,
which explains why we refer to it as a “fermion doubling
trick”. Setting Q = 0, we still recover the well-known re-
sult for the effective mean-field potential based on the as-
sumption of a homogeneous ground state [43]. For Q 6= 0,
however, our doubling prescription is clearly an approx-
imation which we shall discuss below in more detail. In
any case, for the time being, we stick to the assumption
that ψ(p−Q) and ψ(p+Q) are independent.
4Bearing the doubling issue in mind, we now compute
the effective potential V which is obtained from the ef-
fective action defined as Γ[σ¯] = − lnZ and reads
V
N
= lim
L→∞
1
βNL
Γ[σ¯]
=
1
2g2βNL
∫
τ
∫
x
σ¯2 − 1
2βNL
Tr ln ∆S
(2)
B . (16)
Here, L denotes the spatial extent of the system. The
trace includes a sum over spin and flavor degrees of free-
dom. In comparison to the standard calculation, a fac-
tor of 2 appears in the denominator to account for the
doubling of the fermionic degrees of freedom. With the
eigenvalues ∓i of the matrix ∆S
(2)
B ,

(∓)
1 =νn+i(µ∓ E−Q) and (∓)2 =νn+i(µ∓ E+Q) ,
where E =
√
p2 +M2, the trace in Eq. (16) can be com-
puted explicitly. We obtain
V
N
=
M2I
2Ng2
−∆V , (17)
where
I = lim
L→∞
1
L
∫ L/2
−L/2
dx cos2(2Qx) =
{
1 for Q = 0
1
2 for Q 6= 0
,
and
∆V =
1
2β
∫
p
{
2β (E + µ)
+
∑
α1,α2
ln
(
1 + e−β(E+α1Q−α2µ)
)}
(18)
with αi ∈ {−1, 1}. The second term on the right-
hand side of Eq. (18) is finite and includes the finite-
temperature corrections. On the other hand, the first
term is a divergent vacuum contribution.
Next, we renormalize the effective potential in order
to cancel all divergent parts. To this end, in complete
analogy to the calculation for a homogeneous condensate
presented in Ref. [13], we consider the potential in the
vacuum limit, i.e. T = µ = 0:
V0
N
=
M2I
2Ng2
− M
2
4pi
+
M2
2pi
ln
(
M
Λ
)
, (19)
where we have dropped an irrelevant constant indepen-
dent of M , Q, T and µ. The vacuum gap equation is
obtained straightforwardly by minimizing Eq. (19) with
respect to M :
1
N
∂V0
∂M
∣∣∣
M=M0
=
M0I
Ng2
+
M0
pi
ln
(
M0
Λ
)
!
= 0 . (20)
Here, M0 denotes the position of the ground state of the
potential V0 and can be identified with the (dynamically)
generated mass of the fermions. Solving the gap equa-
tion (20) for the coupling g, we find:
piI
Ng2
= − ln
(
M0
Λ
)
, (21)
which, inserted in Eq. (17), renders the effective potential
finite. For completeness, we note that the so renormal-
ized potential is a continuous function of Q for Q → 0,
as it should be.
In the following, we shall consider the so-called ‘t-Hooft
limit, i.e. we keep Ng2 fixed for N →∞. The mass pa-
rameter M0 determines the physical fermion mass and
sets the overall scale for all physical observables. We
observe that g2 decreases logarithmically when Λ is in-
creased, g2 ∼ 1/ ln(Λ), as it should be for an asymptoti-
cally free theory. As mentioned above, with the aid of the
relation (21) between the fermion mass M0 and the cou-
pling g, the effective potential (17) can be rendered cutoff
independent and the limit Λ → ∞ can be safely consid-
ered.1 Thus, the GN model indeed depends only on a
single input parameter, e.g. our choice for the fermion
mass M0, and we may therefore choose to measure all
dimensionful physical quantities in units of M0.
Finally, we would like to give a first critical discussion
of our fermion doubling approach. To begin with, we
emphasize again that, by construction, the well-known
results for the “old” (T, µ) phase diagram based on the
(actually too restrictive) assumption of a homogeneous
ground state are recovered [43] (cf. also Sec. 2 of [25]),
if we set Q = 0. Next, we note that the momentum
structure of the two-point function associated with the
σ¯ field (10) derived from the fermion doubling approach
agrees with the one obtained from an exact treatment of
the fermion determinant. This is of utmost importance
for the search for inhomogeneous ground states and will
be explained and discussed in detail in Sect. II C. The mo-
mentum structures of higher n-point functions are in gen-
eral only reproduced approximately. For the two-point
function as obtained from the present approach, how-
ever, we still find that its momentum structure agrees
with the exact one if we take higher Fourier coefficients
in our ansatz (10) into account, see also Eq. (30) be-
low. In any case, a single cosine ansatz for the ground
state condensate seems to constitute a natural choice for
a first search for inhomogeneous phases and indeed un-
derlies many analytic or numerical studies of various dif-
ferent models, see, e.g., Refs. [1, 2, 9–11, 21–23]. For the
GN model in 1+1 dimensions, it has even been shown
that the exact solution for the ground state condensate
approaches the form (10) close to the chiral phase bound-
ary [14, 15, 28].
C. Vertex Expansion of the Effective Action
We now discuss chiral symmetry breaking, with an em-
phasis on the search for inhomogeneous phases. In partic-
1 Terms independent of M may still depend on the cutoff. How-
ever, this is irrelevant for the present study as such contributions
can be absorbed in a redefinition of the absolute value of the
ground-state energy.
5ular, we aim at an analysis of the validity of our fermion
doubling approach in this respect.
In the following we shall assume that the transition
from a chirally symmetric phase to a phase with broken
chiral symmetry in the ground state is of second order.2
For the 1+1 dimensional GN model, this has indeed been
found to be the case in the (T, µ) phase diagram [14, 15].
At a second-order chiral phase transition, the curva-
ture of the effective potential at σ¯ = 0 changes its sign.
To be more specific, let us consider a vertex expansion of
the effective action about σ¯ = 0:3
Γ[σ¯] =
∞∑
n=1
1
(2n)!
2n∏
j=1
∫
xj
Γ(2n)σ¯(x1) · · · σ¯(x2n) , (22)
where we have neglected field-independent terms on the
right-hand side. Here, Γ(n) ≡ Γ(n)(x1, . . . , xn) is the n-th
functional derivative of Γ[σ¯] with respect to the field σ¯
evaluated at σ¯ = 0. For odd n, we have Γ(n) = 0 due to
the chiral symmetry of the GN model. In order to study
the emergence of a chiral condensate as a function of
temperature T and chemical potential µ, it now suffices
to compute the two-point function Γ(2). With the aid
of the GN model, we demonstrate that our fermion dou-
bling approach indeed reproduces the correct momentum
structure for this function.
In momentum space, the leading non-vanishing contri-
bution to the vertex expansion reads:4
Γ[σ¯] =
1
2
∫
q
Γ(2)(q)σ¯(−q)σ¯(q) + . . . . (23)
From an exact treatment of the fermion determinant in
Eq. (16) (i.e. without making use of our fermion doubling
trick) with general σ¯(x), we obtain the following result
for Γ(2):
Γ(2)(q) = δΓ
(2)
R
+2βN
∫
p
1−nF(p−µ)−nF(p+q+µ)
q + 2p
, (24)
where δΓ
(2)
R is a suitably chosen counterterm renormaliz-
ing the two-point function, δΓ
(2)
R = −(Nβ/pi) ln(M0/Λ),
2 Note that the arguments presented here hold only for a second-
order phase transition associated with chiral symmetry breaking.
For a second-order transition associated with spontaneous trans-
lation symmetry breaking but without a change in the chiral
properties of the ground state, our arguments can in general not
be applied, see also Sect. III.
3 In the vertex expansion (22), we do not account for a dependence
of the field σ on the (imaginary) time which would appear in the
most general form of the vertex expansion.
4 Since we expand Γ about σ¯ = 0, we can make use of the fact that
the GN model is a translation-invariant theory. For an expansion
about σ¯ 6= 0 (e.g. the non-trivial ground state associated with
spontaneous chiral symmetry breaking), this is in general not the
case, see also Sect. III.
and nF(q) denotes the Fermi-Dirac distribution for free
non-interacting fermions:
nF(q) =
1
eβq + 1
. (25)
From an expansion of the effective order-parameter po-
tential (17) about M = 0 up to order M2, on the other
hand, we find
V (M,Q) =
1
2
V (2)(0, Q)M2 + . . . , (26)
where we have dropped M -independent terms and
V (2) =
I
g2
+N
∫
p
1
2p
(
2−nF(p+Q+µ)−nF(p−Q+µ)
−nF(p+Q−µ)−nF(p−Q−µ)
)
. (27)
Here, we made use of the fact that the integrand is in-
variant under p → −p. Inserting the ansatz (10) into
Eq. (23), with the two-point function given by Eq. (24),
we find that the coefficient V (2) in Eq. (27) derived from
our fermion doubling trick agrees identically with the one
from the exact expansion (23) for Q = 0 and up to an
overall factor of 2 for Q 6= 0. Recall that
V = lim
L→∞
1
βL
Γ . (28)
This implies that, provided the limit L → ∞ is consid-
ered, the general momentum structures of the two-point
function Γ(2) as obtained from the two approaches agree.
This suffices to detect rigorously a sign change in Γ(2) for
any Q. We therefore conclude that our approach based
on the fermion doubling trick allows us to detect the onset
of spontaneous chiral symmetry breaking, assuming that
the phase transition is of second order. In particular, this
remains true, even if the associated chiral condensate is
inhomogeneous.
Taking into account higher orders in the Fourier-cosine
expansion of our ansatz (10) for σ¯, the effective poten-
tial V can in principle be computed along the lines of
Sect. II B with the number of fermions multiplied ac-
cordingly. We add that the general momentum struc-
ture of the two-point function is then still recovered cor-
rectly. To be more specific, for Q = 0, the coefficient V (2)
in Eq. (27) agrees again identically with the exact re-
sult. For finite Q, on the other hand, the result from
our present approach is only correct up to an overall Q-
independent factor of 2Nσ, where Nσ denotes the trunca-
tion order of the Fourier-cosine expansion of the field σ¯.
However, note that the momentum structure of higher
n-point functions is only recovered approximately.
A few comments are in order. For illustration pur-
poses, we have essentially only shown that our fermion
doubling approach reproduces the correct momentum
structure of the two-point function for the GN model in
1 + 1 dimensions. At no point in this analysis, however,
we have made use of the fact that we are only considering
6the case of one spatial dimension. Therefore, our argu-
ments presented above should also hold for the GN model
in higher dimensions, at least as long as we only allow for
one-dimensional modulations of the ground-state config-
uration and restrict ourselves to a single-cosine ansatz.
With the same line of arguments and also with the same
restrictions, our fermion doubling approach can be ap-
plied to other fermionic theories, provided that their ac-
tion can be represented in the form (15). This should also
include Nambu-Jona-Lasinio-type models [44, 45] which
are often used as effective low-energy models for QCD.
Finally, we would like to add a comment on standard
derivative expansions. The vertex expansion (22) can
be cast into a Ginzburg-Landau (GL) expansion of the
following form:
ΓGL[σ¯] =
∫
x
{ 1
2!
Γ2,0σ¯
2 +
1
4!
Γ4,0σ¯
4 + . . .
+
1
2!
Γ2,2(∂xσ¯)
2 +
1
4!
Γ2,4(∂
2
xσ¯)
2 + . . .
}
, (29)
where we have again dropped field-independent terms
and already made use of the symmetries of the GN model.
The quantities Γi,j denote a priori unknown expansion
coefficients which depend on temperature and chemical
potential. The indices i and j are associated with powers
of the field and derivatives thereof, respectively. For ex-
ample, the coefficients Γ2,j with j ≥ 0 effectively span the
above studied two-point function. If we assume σ¯ to be
homogeneous from the beginning, then we have Γi,j = 0
for j > 0.
For the GN model, we may employ a (general) Fourier
cosine series as an ansatz for σ¯,
σ¯(x) =
∞∑
n=0
M (n) cos(2Qnx) . (30)
The derivatives in Eq. (29) are then effectively translated
into powers of the momentum Q. The ground state is
then obtained by a minimization of ΓGL with respect to
the parameter Q and the Fourier coefficients M (n) with
n ∈ N0. In the present work, we have exclusively limited
ourselves to a single-cosine ansatz for σ¯, see Eq. (10).
However, already with this ansatz, we take into account
arbitrarily high orders in Q in the derivative expansion
in Eq. (29). With respect to a reliable prediction of the
chiral phase boundary, any finite order truncation of this
power series in Q is bound to fail. Indeed, the present
analysis of the two-point function suggests that a low-
order expansion in Q is particularly inadequate to com-
pute the phase boundary if the chiral phase transition for
a given value of µ occurs at low temperatures.5 This ob-
servation is in line with Refs. [17, 18] and, in our case, it
can be traced back to the fact that the momentum depen-
dence of the two-point function is essentially determined
5 Note that such an expansion is expected to yield an asymptotic
series in Q.
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Figure 1. (color online) Phase diagram of the GN model in
1 + 1 dimensions in the (T, µ) plane. The temperature T and
the chemical potential µ are measured in units of the vacuum
fermion mass. Our results for the phase boundary between
the chirally symmetric phase (M0 = 0) and the phases with
spontaneously broken chiral symmetry agree with the exact
solution [14, 15, 28]. The boundary between the phase with
a homogeneous chiral condensate (M0 6= 0, Q = 0) and the
crystal phase (M0 6= 0, Q 6= 0) is not reproduced correctly
within our present study, see main text for details.
by Fermi-Dirac distributions which turn into Heaviside
step functions in the zero-temperature limit.
III. PHASE DIAGRAM
The phase diagram of the 1+1 dimensional GN model
has been discussed in great detail in Refs. [14, 15] where
also the exact solutions for the phase boundaries in the
large-N limit can be found. Here, we use these results
to test our fermion doubling approach on a quantitative
level.
In Fig. 1, we show the phase diagram in the (T, µ)
plane. The solid black lines depict the exact solutions
for the phase boundaries [14, 15]. Overall, three dif-
ferent phases are found to exist: a chirally symmetric
phase (M0 = 0), a phase with spontaneously broken chi-
ral symmetry described by a homogeneous ground state
(M0 6= 0, Q = 0), and an inhomogeneous/crystal phase
(M0 6= 0, Q 6= 0). The latter is characterized by a spon-
taneous breakdown of the chiral symmetry as well as of
the translation symmetry. Strictly speaking, there is still
a residual discrete translation symmetry as the ground-
state is described by a periodic function for all values
of T and µ.
It was found in Refs. [14, 28] that the three phases
are separated by second-order phase transitions. The as-
sociated phase transition lines meet at a Lifshitz point.
Note that both the phase with a homogeneous conden-
sate and the one with an inhomogeneous condensate are
characterized by chiral symmetry breaking. The bound-
7ary between these two phases is solely associated with
translation symmetry breaking where the value of Q of
the ground-state configuration acts as an order parame-
ter. We add here that within the phase with a nonvan-
ishing homogeneous condensate, there exists a so-called
metastable phase in which the order-parameter poten-
tial, apart from an absolute minimum at σ¯ 6= 0, acquires
a local minimum at σ¯ = 0, see Ref. [43]. Note also that
the originally found first-order transition line – obtained
by allowing for homogeneous condensates only – between
the phases with finite and vanishing homogeneous con-
densates [43] lies within the crystal phase. In the correct
phase diagram [14, 28] depicted in Fig. 1, however, this
line does not describe a phase transition in the ground-
state of the theory anymore.
Let us now discuss the results from a minimization of
the effective order-parameter potential V , see Eq. (17).
In perfect agreement with our analytic analysis of the
fermion doubling approach in Sects. II B and II C, we find
that the boundary between the phases with broken chiral
symmetry and the chirally symmetric phase is recovered
correctly. The position of the Lifshitz point, denoted by
PL in Fig. 1, is reproduced correctly as well, within our
numerical errors. Moreover, we would like to empha-
size that the dependence of Q on µ along the transition
line between the crystal phase and the chirally symmet-
ric phase is in perfect agreement with the exact result
for all studied values of µ. In particular, we find that
Q(µ) tends to zero continuously when the Lifshitz point
is approached. For large µM0, on the other hand, we
have Q(µ) ∼ µ, as naively expected from a dimensional
analysis.6
Our result for the boundary between the phase with
a homogeneous condensate and the crystal phase differs
from the exact solution [15, 28]. To be more specific, close
to the Lifshitz point, we still find that our fermion dou-
bling approach yields the correct result for the transition
line. Decreasing the temperature, however, we observe
that our result starts to deviate from the exact solution.
Remarkably, as can be seen from Fig. 1, it is still well-
compatible with the exact phase boundary. In any case,
also with our present approach, we obtain that the origi-
nally found first-order transition line lies still within the
crystal phase.
At this point, we recall that the transition between
the phase with a homogeneous condensate and the crys-
tal phase is not related to chiral symmetry breaking. The
respective phase boundary only signals translation sym-
metry breaking as measured by the value of Q of the
ground-state configuration. The associated phase transi-
tion was found to be of second order in the exact solution
of the GN model [14, 28]. With our fermion doubling ap-
6 It is worth emphasizing that the transition between the crystal
phase and the chirally symmetric phase describes a first-order
transition line for translation-symmetry breaking but a second-
order line for chiral symmetry breaking.
proach, we instead find a weak first-order transition. The
discrepancy between the exact solution and our results in
the position and the nature of the transition line can be
traced back to the fact that the ground-state of the crys-
tal phase approaches a so-called kink-antikink solution in
the zero-temperature limit [26–28]. Thus, higher orders
in the Fourier decomposition of the ground state config-
uration are expected to become increasingly important
when the temperature is decreased and our simple sin-
gle cosine ansatz for σ¯ does not represent an adequate
approximation anymore. Moreover, we emphasize again
that our arguments concerning the possibility of a reli-
able determination of the phase boundaries in Sect. II C
hold only for second-order chiral phase transitions for
which the curvature of the effective potential at σ¯ = 0
serves as an order parameter. The latter is not the case
for the transition between a crystal phase and a homo-
geneous phase, where both phases are governed by chiral
symmetry breaking. Here, higher n-point functions may
indeed become relevant. In the present case, in particular
for the GN model in 1 + 1 dimensions, the importance
of higher n-point functions is to be expected since the
order-parameter potential acquires an additional local –
but not global – minimum at σ¯ = 0 in the phase with
a homogeneous condensate close to the transition to the
crystal phase, see also our discussion above.
In contrast to the momentum structure of the first non-
trivial expansion coefficient V (2) of the order-parameter
potential (see Eq. (26)), the ones for the higher-order
coefficients determined from our fermion doubling ap-
proach do in general not agree with those from an exact
treatment of the fermion determinant. Still, the results
for all expansion coefficients from our present approach
are identical to the exact ones for Q = 0.7 Since the
transition line to the crystal phase is of second order
in Q [14, 15] implying that the homogeneous ground state
is continuously connected to the inhomogeneous one, it
is still reasonable to expect that our fermion doubling
approach allows to give a reliable first estimate for the
position of the transition line, provided that the exact
ground-state can be well described by a simple ansatz
of the form (10). For the 1+1 dimensional GN model,
this is indeed the case in the vicinity of the chiral phase
boundary [14, 15] and explains why our result for the
transition line from the phase with M0 6= 0 and Q = 0 to
the crystal phase is still in excellent agreement with the
exact solution close to the Lifshitz point. As discussed
above, for lower temperatures, our simple ansatz for σ¯
does no longer provide an adequate description of the
ground state and the agreement with the exact solution
for the transition line is only qualitative, see Fig. 1. In
any case, the overall agreement of our results based on the
fermion doubling trick with the exact results is quite im-
7 Recall that the expansion coefficients of the potential are inti-
mately connected with the n-point functions, see also our dis-
cussion in Sect. II C.
8pressive for the entire phase diagram, in particular given
the simplicity of our fermion doubling approach.
IV. CONCLUSIONS
In the present work we have introduced and critically
discussed a simple “fermion doubling trick” which allows
us to search for the emergence of inhomogeneous phases
in the phase diagram of fermionic models. Our approach
is efficient in the sense that it is based on a straightfor-
ward minimization of the effective order-parameter po-
tential (of complexity analogous to standard mean-field
studies assuming homogeneous condensates) and does
not require any exact diagonalization methods, such as
the solution of Bogoliubov-de Gennes-type equations. Ex-
emplarily employing our fermion doubling trick for the
d =1+1 dimensional GN model, we have indeed found
that the chiral phase boundary agrees identically with
the exact solution in Refs. [14, 15, 28], including the pre-
diction of the emergence of a crystal phase. Moreover,
our result for the transition line between the phase with
a homogeneous chiral condensate and the crystal phase
approaches the exact solution close to the Lifshitz point
and agrees at least qualitatively with the exact solution
for low temperatures.
In order to show that the chiral phase boundary is
indeed predicted correctly by our fermion doubling ap-
proach, we have analyzed the two-point function and
found that its momentum structure agrees with the one
from an exact computation. In addition, we have argued
that this is not only the case for the GN model in 1 + 1
dimensions but also expected for Nambu-Jona-Lasinio-
type models and also applies to these types of models
in higher dimensions, as long as only one-dimensional
modulations of the ground state are considered. Apart
from the chiral phase boundary, we have also pointed
out why our fermion doubling approach may still yield a
reasonable first estimate for the transition line between
the phase with a homogeneous chiral condensate and the
crystal phase for a given model. From our discussion, it
is also clear that our present approach is not capable of
determining the exact ground-state energy, in particular
within the crystal phase. By construction, the strength
of the approach is rather to detect the emergence of crys-
tal phases in the phase diagram of fermionic theories in
a comparatively simple and efficient way and thereby to
draw a more detailed picture of the interaction dynamics
underlying these theories. In this respect, our fermion
doubling approach may help to guide future phase dia-
gram studies and assist as well as direct other more pow-
erful (exact) methods, such as exact diagonalization, in
the search for the ground state of fermionic models.
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