Abstract: This paper discusses models for dialogue state tracking using recurrent neural networks (RNN). We present experiments on the standard dialogue state tracking (DST) dataset, DSTC2 [7] . On the one hand, RNN models became the state of the art models in DST, on the other hand, most state-of-the-art DST models are only turn-based and require dataset-specific preprocessing (e.g. DSTC2-specific) in order to achieve such results. We implemented two architectures which can be used in an incremental setting and require almost no preprocessing. We compare their performance to the benchmarks on DSTC2 and discuss their properties. With only trivial preprocessing, the performance of our models is close to the state-ofthe-art results. 1
Introduction
Dialogue state tracking (DST) is a standard and important task for evaluating task-oriented conversational agents [18, 7, 8] . Such agents play the role of a domain expert in a narrow domain, and users ask for information through conversation in natural language (see the example system and user responses in Figure 1 ). A dialogue state tracker summarizes the dialogue history and maintains a probability distribution over the (possible) user's goals (see annotation in Figure 1 ). Dialogue agents as introduced in [20] decide about the next action based on the dialogue state distribution given by the tracker. User's goals are expressed in a formal language, typically represented as a dialogue act items (DAIs) (see Section 2) and the tracker updates probability for each item. The dialogue state is a latent variable [20] and one needs to label the conversations in order to train a dialogue state tracker using supervised learning. It was shown that with a better dialogue state tracker, conversation agents achieve better success rate in overall completion of the their task [11] . This paper compares two different RNN architectures for dialogue state tracking (see Section 3). We describe state-of-the art word-by-word dialogue state tracker architectures and propose to use a new encoder-decoder architecture for the DST task (see Section 4.2).
We focus only on the goal slot predictions because the other groups are trivial to predict 2 .
We also experiment with re-splitting of the DSTC2 data because there are considerable differences between the standard train and test datasets [7] . Since the training, development and test set data are distributed differently, the resulting performance difference between training and test data is rather high. Based on our experiments, we conclude that DSTC2 might suggest a too pessimistic view of the state-of-the-art methods in dialogue state tracking caused by the data distribution mismatch.
Dialogue state tracking on DSTCdataset
Dialogue state trackers maintain their believes beliefs about users' goals by updating probabilities of dialogue history representations. In the DSTC2 dataset, the history is captured by dialogue act items and their probabilities. A Dialogue act item is a triple of the following form (actionType, slotName, slotValue).
The DSTC2 is a standard dataset for DST, and most of the state-of-the-art systems in DST have reported their per-formance on this dataset [7] . The full dataset is freely available since January 2014 and it contains 1612 dialogues in the training set, 506 dialogues in the development set and 1117 dialogues in the test set. 3 The conversations are manually annotated at the turn level where the hidden information state is expressed in form of (actionType, slotName, slotValue) based on the domain ontology. The task of the domain is defined by a database of restaurants and their properties 4 . The database and the manually designed ontology that captures a restaurant domain are both distributed with the dataset.
Models
Our models are all based on a RNN encoder [17] . The models update their hidden states h after processing each word similarly to the RNN encoder of Žilka and Jurčíček [16] . The encoder takes as inputs the previous state h t−1 , representing history for first t − 1 words, and features X t for the current word w t . It outputs the current state h t representing the whole dialogue history up to current word. We use a Gated Recurrent Unit (GRU) cell [5] as the update function instead of a simple RNN cell because it does not suffer from the vanishing gradient problem [10] . The model optimizes its parameters including word embeddings [3] during training.
For each input token, our RNN encoder reads the word embedding of this token along with several binary features. The binary features for each word are:
• the speaker role, representing either user or system,
• and also indicators describing whether the word is part of a named entity representing a value from the database.
Since the DSTC2 database is a simple table with six columns, we introduce six binary features firing if the word is a substring of named entity from the given column. For example, the word indian will not only trigger the feature for column f ood and its value indian but also for column restaurant name and its value indian heaven. The features make the data dense by abstracting the meaning from the lexical level. Our model variants differ only in the way they predict goal labels, i.e., f ood, area and pricerange from the RNN's last encoded state. 5 The first model predicts the output slot labels independently by employing three independent classifiers (see Section 3.1). The second model uses a decoder in order to predict values one after the other from the h T (see Section 3.2).
The models were implemented using the TensorFlow [1] framework. 
Independent classifiers for each label
The independent model (see Figure 3 .1) consists of three models which predict f ood, area and pricerange based on the last hidden state h T independently. The independent slot prediction that uses one classifier per slot is straightforward to implement, but the model introduces an unrealistic assumption of uncorrelated slot properties. In case of DSTC2 and the Cambridge restaurant domain, it is hard to believe that, e.g., the slots area and pricerange are not correlated.
We also experimented with a single classifier which predicts the labels jointly (see Figure 3 ) but it suffers from data sparsity of the predicted tuples, so we focused only on the independent label prediction and encoder-decoder models. We employ the encoder RNN cell that captures the history of the dialogue which is represented as a sequence of words from the user and the system. The words are fed to the encoder as they appear in the dialogue -turn by turnwhere the user and the system responses switch regularly. The encoder updates its internal state h T after each processed word. The RNN decoder model is used when the system needs to generate its output, in our case it is at the end of the user response. The decoder generates arbitrary length sequences of words given the encoded state h T step by step. In each step, an output word and a new hidden state h T +1 is generated. The generation process is finished when a special token End of Sequence (EOS) is decoded. This mechanism allows the model to terminate the output sequence. The attention part of model is used at decoding time for weighting the importance of the history.
The disadvantage of this model is its complexity. Firstly, the model is not trivial to implement 6 . Secondly, the decoding time is asymptotically quadratic in the length of the decoded sequences, but our target sequences are always four tokens long nevertheless.
Experiments
The results are reported on the standard DSTC2 data split where we used 516 dialogues as a validation set for early stopping [14] and the remaining 1612 dialogues for training. We use 1-best Automatic Speech Recognition (ASR) transcriptions of conversation history of the input and measure the joint slot accuracy. The models are evaluated using the recommended measure accuracy [7] with schedule 2 which skips the first turns where the believe tracker does not track any values. In addition, our models are also evaluated on a randomly split DSTC2 dataset (see Section 4.3).
For all our experiments, we train word embeddings of size 100 and use the encoder state size of size 100, together with a dropout keep probability of 0.7 for both encoder inputs and outputs. These parameters are selected by a grid search over the hyper-parameters on development data. 6 We modified code from the TensorFlow 'seq2seq' module. The number occurrences of labels in form of ( f ood, area, pricerange) triples from the least to the most frequent.
Training
The training procedure minimizes the cross-entropy loss function using the Adam optimizer [12] with a batch size of 10. We train predicting the goal slot values for each turn. We treat each dialogue turn as a separate training example, feeding the whole dialogue history up to the current turn into the encoder and predicting the slot labels for the current turn. We use early stopping with patience [14] , validating on the development set after each epoch and stopping if the three top models does not change for four epochs.
The predicted labels in DST task depend not only on the last turn, but on the dialogue full history as well. Since the lengths of dialogue histories vary a lot 7 and we batch our inputs, we separated the dialogues into ten buckets accordingly to their lengths in order to provide a computational speed-up. We reshuffle the data after each epoch only within each bucket.
In informal experiments, we tried to speed-up the training by optimizing the parameters only on the last turn 8 but the performance dropped relatively by more than 40%.
Comparing models
Predicting the labels jointly is quite challenging because the distribution of the labels is skewed as demonstrated in Figure 5 . Some of the labels combinations are very rare, and they occur only in the development and test set so the joint model is not able to predict them. During first informal experiments the joint model performed poorly arguably due to data sparsity of slot triples. We further focus on model with independent classifiers and encoderdecoder architecture.
The model with independent label prediction is a strong baseline which was used, among others, in work of Žilka and Jurčíček [16] . The model suffers less from dataset Model Dev set Test set Indep 0.892 0.727 EncDec 0.867 0.730 Vodolán et al. [15] -0.745 Žilka and Jurčíček [16] 0.69 0.72 Henderson et al. [6] -0.737 DSTC2 stacking ensemble [7] -0.789 Table 1 : Accuracy on DSTC2 dataset. The first group contains our systems which use ASR output as input, the second group lists systems using also ASR hypothesis as input. The third group shows the results for ensemble model using ASR output nd also live language understanding annotations. Model Dev set Test set Indep 0.87 0.89 EncDec 0.94 0.91 Table 2 : Accuracy of our models on the re-split DSTC2 data.
mismatch because it does not model the correlation between predicted labels. This property can explain a smaller performance drop between the test set from reshuffled data and the official test set in comparison to encoder-decoder model. Since the encoder-decoder architecture is very general and can predict arbitrary output sequences, it also needs to learn how to predict only three slot labels in the correct order. It turned out that the architecture learned to predict quadruples with three slot values and the EOS symbol quickly, even before seeing a half of the training data in the first epoch. 9 At the end of the first epoch, the system made no more mistakes on predicting slot values in the incorrect order. The encoder-decoder system is competitive with state-of-the art architectures and the time needed for learning the output structure was surprisingly short. 10 
Data preparation experiments
The data for the DSTC2 test set were collected using a different spoken dialogue system configuration than the data for the validation and the training set. [7] . We intended to investigate the influence of the complexity of the task, hence we merged all DSTC2 data together and created splits of 80%, 10% and 10% for the training, development and test sets. The results in Table 2 show that the complexity of the task dropped significantly.
Since there are numerous systems which reported on the DSTC2 dataset, we discuss only the systems which use RNNs. In general, the RNN systems achieved excellent results.
Our system is related to the RNN tracker of Žilka and Jurčíček [16] , which reported near state-of-the art results on the DSTC2 dataset and introduced the first incremental system which was able to update the dialogue state wordby-word with such accuracy. In contrast to work of Žilka and Jurčíček [16] , we use no abstraction of slot values. Instead, we add the additional features as described in Section 3. The first system which used a neural network for dialogue state tracking [6] used a feed-forward network and more than 10 manually engineered features across different levels of abstraction of the user input, including the outputs of the spoken language understanding component (SLU). In our work, we focus on simplifying the architecture, hence we used only features which were explicitly given by the dialogue history word representation and the database.
The system of Henderson et al. [9] achieves the stateof-the-art results and, similarly to our system, it predicts the dialogue state from words by employing a RNN. On the other hand, their system heavily relies on the user input abstraction. Another dialogue state tracker with LSTM was used in the reinforcement setting but the authors also used information from the SLU pipeline [13] .
An interesting approach is presented in the work of Vodolán et al. [15] , who combine a rule-based and a machine learning based approach. The handcrafted features are fed to an LSTM-based RNN which performs a dialog-state update. However, unlike our work, their system requires SLU output on its input.
It is worth noting that there are first attempts to train an end-to-end dialogue system even without explicitly modeling the dialogue state [4] , which further simplifies the architecture of a dialogue system. However, the reported end-to-end model was evaluated only on artificial dataset and cannot be compared to DSTC2 dataset directly.
Conclusion
We presented and compared two dialogue state tracking models which are based on state-of-the-art architectures using recurrent neural networks. To our knowledge, we are the first to use an encoder-decoder model for the dialogue state tracking task, and we encourage others to do so because it is competitive with the standard RNN model. 11 The models are comparable to the state-of-the-art models.
We evaluate the models on DSTC2 dataset containing task-oriented dialogues in the restaurant domain. The models are trained using only ASR 1-best transcriptions and task-specific lexical features defined by the task database. We observe that dialogue state tracking on DSTC2 test set is notoriously hard and that the task becomes substantially easier if the data is reshuffled.
As future work, we plan to investigate the influence of the introduced database features on models accuracy. To our knowledge there is no dataset which can be used for evaluating incremental dialogue state trackers, so it would be beneficial to collect the word-level annotations so one can evaluate incremental DST models.
