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Abstract 
 
Slug flow is one of the most common flow patterns in multiphase oil/gas transport in 
pipelines. Due to its complexity, it poses numerous challenges to model development. Industrial 
slug flow models are one-dimensional and can give poor predictions in situations where the 
associated closures and simplifications are no longer valid. Computational Fluid Dynamics (CFD) 
facilitates high-resolution studies of slug flow dynamics by implementing multi-dimensional 
models. Understanding the physics of slug flow would help identify the main flow mechanisms to 
be modelled and enable the development of mechanistic slug flow models for commercial 
software.  
In this thesis, a computational approach is developed. The front tracking method (FTM) 
(Tryggvason et al. 2001) and the phase field method (PFM) (Ding et al. 2007) are used to model 
long bubbles in slug flows. Results of the validation study show good agreement with DeBisschop 
et al. (2002), who performed simulations of long bubbles in two-dimensional channels in the 
creeping-flow limit. Their work is extended here to moderate Archimedes numbers (10 < Ar < 
200). The effects of inertia, surface tension, viscosity and inclination angle on the terminal velocity 
and the shape of a long bubble in different flow conditions are investigated. Furthermore, the FTM 
is coupled with a discrete bubble tracking method (DBTM), which has resulted in a robust hybrid 
method to model small and large bubbles simultaneously in an Eulerian-Lagrangian fashion. The 
method allows the study of the interaction of the small bubbles with a long bubble. The work is 
extended further to three dimensions using the PFM. The validation study shows good agreement 
with the present two-dimensional numerical work. The geometry is converted from a square 
channel to a pipe to facilitate a more realistic simulation of slug flow in pipelines. This work will 
provide a rigorous basis for developing simplified models.  
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F
γ
R Reaction force acting on the liquid by the γ th discrete bubble 
fR Total reaction force in a cell coupled back to the momentum equation 
FRB Force term in the immersed boundary method 
Fσ Surface tension force in FTM 
Fσ
n+1 Surface tension force in FTM for the next time step n+1 
Fσ,E Surface tension force on an element that is used to triangulate the bubble 
surface 
FST Surface tension force in PFM 
?????? Surface tension force for the next time step n+1 
fξ Total flux tensor 
Fr Froude number gDuFr ?  
Fr0 Froude number based on the drift velocity and tube diameter 
Fr0(Angle) Froude number based on the drift velocity in equation 6.4 
Fr0(Bo) Froude number based on the drift velocity with the pressure drop constant 
Fr0R Froude number based on the drift velocity and tube radius 
Fr0
h  Froude number based on the horizontal drift velocity 
Fr0
v  Froude number based on the vertical drift velocity 
FrG Froude number based on the bubble velocity 
FrL Froude number based on the liquid velocity 
FrLc  Critical Froude number based on the liquid velocity 
FrM Froude number based on the mixture velocity 
FrM Froude number based on the relative velocity of the average of the 
horizontal component of the velocity minus the moving frame velocity 
Frrel Froude number based on the relative velocity 
FrT Froude number based on the terminal velocity 
FrT-D Taitel & Dukler (1976) Froude number 
g Gravity (scalar) 
g Gravity (vector) 
g* Dimensionless gravity (vector) 
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H Convection operator or height of the channel 
h Benjamin (1968) liquid depth downstream or length scale that is 
comparable to grid size 
hL Depth of liquid film 
I Total number of node in x-direction or indicator function 
Ic Critical indicator 
In Indicator function of next time step n 
In+1 Indicator function of next time step n+1 
I Unit tensor 
i Cell face i in x-direction or vector edge i or number of dimension 
J Total number of node in y-direction 
j Cell face j in y-direction 
k Coefficient in equation 3.35 (O(ε)) 
kd Dimensionless drop size 
kT A constant defined in section B9 
Ks(T-D) Taitel & Dukler (1976) dimensionless group 
L Domain length or diffusion operator 
LG Initial (axial) length of a long bubble 
Ls Separation distance between two bubbles 
ln Liquid depth from the front stagnation point 
M Mobility or Onsager coefficient 
Mc Characteristic value of mobility 
Mo Morton number Mo = gμ4/ρLσ3 
n Unit normal vector 
nf Unit normal vector perpendicular to the interface on the interface Φ 
ni Unit normal of elements that are used to triangulate the bubble surface 
ni,0 Unit normal of edge i 
N Total number of nodes or cells 
n Power or time step 
NB Brown (1965) parameter 
Nbub Number of small bubbles in the computational domain 
Ninit Initial number of small bubbles in the computational domain 
NLBF Number of small bubbles coalescence at the long bubble front 
NLBL Number of small bubbles coalescence at the liquid layer region or the 
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bottom of the long bubble 
NLBT Number of small bubbles coalescence at the long bubble tail 
NLL Number of small bubbles passing through the liquid layer at least once 
Ns Number of small bubbles at steady state 
P Perimeter of a tube/pipe or centre node 
p Pressure 
pref Reference pressure 
pn Pressure at the current time step n 
pn+1/2 Pressure at the half a time step 
pn+1 Pressure at the next time step n+1 
p* Dimensionless pressure 
pPʹ Pressure correction variable in SIMPLE 
pP* Estimation of pressure in SIMPLE 
pP** Improved pressure in SIMPLE 
Pe Peclet number 
Q Correction term in Weber et al. (1986) 
QG Volumetric flow rates of the gas 
Qin Inlet flow rate 
QL Volumetric flow rates of the liquid 
q Dumitrescu (1943) liquid velocity 
qξ Flux of property ξ in the conversation law (equation B.1) 
R Tube radius 
Rcap Radius of the spherical-cap 
r Radius 
r1 Equivalent radius of bubble no.1 
r2 Equivalent radius of bubble no.2 
rd Radius of a discrete bubble 
rdeq Radius of a circular drop of the same volumeof the long bubble 
req Equivalent radius. 
Re Reynolds number Re = ρLuD/μL  
Rec Critical Reynolds number 
Redc1 Critical Reynolds number 1 
Redc2 Critical Reynolds number 2 
Red Reynolds number of a discrete bubble 
ReG  Reynolds number based on gas velocity 
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Reg Reynolds number based on the velocity gradient 
ReL  Reynolds number based on liquid velocity 
ReM  Reynolds number based on mixture velocity 
ReR  Reynolds number based on gas velocity and tube radius 
S Surface area of the interface 
S Sum of source term in matrix form 
s Deviation of the free surface from perfect sphericity 
SP Source term at centre node or for surface tension 
Sξ Sum of source term in the conversation law (equation B.1) 
SST Source term for interfacial tension 
Su Source term 
Sr Dimensionless shear parameter 
t Time (with dimension or dimensionless) 
ti Vector of edge i 
tn Current time step 
tn-1 Previous time step 
tn-2 2 time steps before the current step 
tn+1/2 Half a time step 
tn+1 Next time step 
TT-D Taitel & Dukler (1976) dimensionless group 
U Liquid velocity at the position of a discrete bubble 
Un Liquid velocity at the position of a discrete bubble at the current time step  
u Axial velocity 
? The cross-sectional averaged liquid velocity in the far field 
u Liquid velocity in lab frame 
u* Dimensionless velocity or intermediate velocity at tn+1/2 
uʹ Liquid velocity in moving frame 
un Liquid velocity of the current time step n  
un-1 Liquid velocity of the previous time step n-1 
un+1 Liquid velocity of the next time step n+1 
ucap The rise velocity of a spherical-cap bubble 
uf  Velocity of the moving front markers 
uf
n Velocity of the front markers at current time step 
uG Bubble velocity 
uG0 Drift velocity 
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????  Drift velocity for a bubble moving in a horizontal channel/pipe 
????  Drift velocity for a bubble moving in a vertical channel/pipe 
ui Axial velocity of cell i 
ui+1 Axial velocity of the cell on the right hand side of cell i 
ui-1 Axial velocity of the cell on the left hand side of cell i 
uL Liquid velocity 
?? Average liquid velocity 
uL1 Benjamin (1968) Liquid velocity at the inlet of a channel 
uL2 Benjamin (1968) Liquid velocity at the outlet of a channel 
uLM Liquid velocity at the tube axis at infinity  or centre-line velocity 
uM Mixture velocity 
um Axial velocity of the moving frame 
um
n Axial velocity of the moving frame at the current time step n 
um Velocity of the moving frame  
um
n+1 Velocity of the moving frame at the next time step 
u*nP Estimations of the velocity field that do not satisfy the continuity equation 
unʹP Velocity correction variable in SIMPLE 
uP
ʹ Velocity correction variable in SIMPLE 
uP
* Estimations of the velocity field that do not satisfy the continuity equation 
uP
** Improved velocity field in equation 3.61 
uP
*** Under-relaxed velocity in equation 3.68 
uP
n Velocity field of the current time step n 
uP
n+1 Velocity field of the next time step n+1 
usG Superficial gas velocity 
usL Superficial liquid velocity 
V Volume or velocity of a continuum 
V Velocity of a discrete bubble 
Vn Velocity of a discrete bubble at the current time step n 
Vn+1 Velocity of a discrete bubble at the next time step n+1 
Vγ Velocity of a discrete bubble γ 
Vapp Approach velocity 
Vb Volume of a body 
VG Volume of a gas bubble 
v Radial/transverse velocity 
VCV Volume of control volume 
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W A parameter in Bretherton (1961) 
w Benjamin (1968) liquid depth upstream or velocity in z-direction 
We Weber number ?? eqappL rVWe 2?  
WeH Weber number based on drift velocity and height of the channel 
WeR Weber number based on relative velocity 
X Normalised x-axis (by the channel height or tube diameter) 
X Total length of the domain in x-direction 
x Position on x-axis 
x Position vector  
x* Dimensionless position vector 
xʹ Position of the moving frame 
xʹʹ Position vector at the interface 
x0 Centre of a discrete bubble 
xn Position vector at current time step n 
xB A point at the boundary of lab frame 
xBʹ A point at the boundary of moving frame 
xb Position of a discrete bubble 
xb
γ Position of the γ th discrete bubble 
xb
n Position of a discrete bubble at the current time step n 
xb
n+1 Position of a discrete bubble at the next time step n+1 
xd
n The position of the bubbles mass centre relative to the moving frame at 
time step n 
xd
n+1 The position of the bubbles mass centre relative to the moving frame at 
time step n+1 
xf A point on the interface Φ 
xf
n Front marker point position at current time step 
xf
n+1 Front maker point position at the next time step 
xi x position of cell i 
xi+1 x position of the cell on the right hand side of cell i 
xi-1 x position of the cell on the left hand side of cell i 
xk Mass centre of the k-th element used to triangulate the bubble surface 
xm Position of the moving frame  
xP Positions of the point or node P in lab frame 
x´P Positions of the point P in moving frame 
Y Total number of discrete bubble or  
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Y Normalised y-axis (by the channel height or tube diameter) 
y Position on y-axis 
ytip Transverse position of the bubble tip 
z Position on z-axis 
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1. Introduction 
Chapter 1 
Introduction 
 Motivation for Research   1.1
Long distance transport of gas and liquid simultaneously in a pipe has been a challenging 
problem in the oil and gas industry. Over the years, researchers and engineers have focused their 
efforts on understanding and solving all sorts of problems created by long distance transport of 
multi-fluids in pipelines and yet, the researchers are still coming up short and are continuing their 
research on multiphase flow today after a century of work, in attempt to overcome this ever-
evolving challenge. Nowadays, multiphase flow research is categorised into many different topics 
in order to focus on different aspects of this problem and in the current study, the focus is on a 
flow regime called “Slug Flow”. Slug flow is a very common flow pattern in pipelines. It presents 
numerous problems to oil and gas production. The present work intends to study the physics of 
slug flows, which has both industrial significance and academic interest. In order to provide a 
better understanding of the motivation and background of the present work, the origin of 
multiphase flow is presented in the next section. 
 Importance of Multiphase  Flow Research   1.2
Multiphase flow is the transport of at least two phases, for instance, gas-liquid, liquid-solid 
or gas-liquid-solid simultaneously within the same space such as pipes and channels. It has 
numerous practical and industrial applications. These include long distance transport of oil and gas 
in pipelines, oil and gas transport in wells, fluidised-bed reactors, bloodstreams and various micro-
electromechanical systems. Among these applications, multiphase flow is perhaps most related to 
oil and gas industries. Over the last century, the global energy demand has been increasing rapidly 
and it is necessary to install larger upstream infrastructure like platforms or subsea installations 
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and downstream equipment such as separators as well as secure access to more oil/gas reservoirs. 
As a result, the construction and operating cost of pipelines, platforms, subsea installations, etc. 
increase accordingly. The first oil platform in Norway for instance (see figure 1.1(a)), was located 
at a place close to the shore. The ocean was only about 70 metres deep. Contemporary platforms 
such as Troll A (see figure 1.1(b)) is about 80 kilometres from the closest land and the ocean is 
about 300 metres deep. One can imagine that the installation and building costs of a much larger 
and complex structure like Troll A are not in the same scale as those built previously. On the other 
hand, access to more reservoirs in deeper water introduces more challenges to the oil and gas 
industry. Longer and stronger pipes are required to access the reservoirs in deeper water. By 
installing subsea equipment on the seabed (see figure 1.1(c)), a platform is no longer a necessity 
for all oil and gas fields (especially the smaller ones), and the extracted resources can either be 
processed under water or be transported to nearby platforms or even better – to land. Nowadays, it 
is much more economical to process the extracted resources onshore due to the ambitious 
production target required to be achieved these days. That means long export lines are necessary. 
Since laying hundreds kilometres of pipelines is expensive, the easiest and most economical way 
of taking the extracted resources to the shore or platforms is to transport everything, for instance, 
oil, gas, sand and water, etc. together in the same pipe rather than in separate pipes. Therefore, 
multiphase flows are gaining popularity within the industry. The development of multiphase flow 
technology is absolutely crucial to maximise the daily production rate and above all, to meet the 
global energy demand. The technology makes it possible to extract oil and gas from the fields in a 
much more efficient way and to develop fields which would otherwise not be exploited. 
Furthermore, oil and gas companies are gradually operating their oil rigs in more remote and 
hostile environments as the light crude oil under shallow water has mostly been extracted. There 
are calls for improved design of pipelines to ensure they are operated safely in adverse conditions 
such as large water depth, high pressure operation, large flow surges, faster corrosion rate, etc. In 
order to fulfil these demands, multiphase flow research will be called upon and play a crucial role. 
 
 (a) (b) (c) 
Figure 1.1: (a) The first Norwegian oil platform. (b) Contemporary oil platform. (c) Subsea installations  
(Figures from Institute for Energy Technology and SPT Group) 
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 Multiphase flow is by its nature very complicated to understand and model. Research of 
such flows allows scientists and engineers to solve numerous problems encountered in both the 
design phase and the actual operation. Common issues in the design phase such as the choice of 
the pipe diameter as well as the building materials for the pipes can be resolved by multiphase 
flow research. The pipe diameter can be chosen in such a way that it gives the lowest pressure drop 
while a safe operation is ensured. Materials are selected so that the subsea installations can be 
operated safely at great depth and efficiently throughout the life time of a field. However, the 
biggest source of problems is in the actual operations. During the operations, water, carbon 
dioxide and nitrogen are common by-products in the production and they are transported in 
pipelines. On the other hand, corrosion inside pipelines is promoted by carbon dioxide, Hydrogen 
sulphide (H2S), sand and rocks flowing with gas and liquid as they can scratch off the protective 
coating inside the pipes. Hydrates and wax can deposit on the inner wall of a pipe, narrowing the 
pipe and lead to high pressure loss in the transport system. A plug of solid “ice” may eventually 
form and block the flow (see figure 1.2(a)). Multiphase flow research enables engineers to predict 
the flow rate and pressure drop when wax deposits on the pipe wall. Furthermore, the pipelines lie 
on a undulating ocean floor and oil may gather at an uphill section of a pipe and block the gas 
from flowing (see figure 1.2(b)). This is called slugging. For the sake of safety, engineers use the 
knowledge obtained from multiphase flow research to predict and calculate how often and how 
large plugs of oil will gather. With these estimates, one would be able to correctly adjust and 
construct installations and subsequently control the pressure and the flow rates during operations. 
As mentioned above, slugging can be caused by the terrain. However, it can also be caused 
hydrodynamically. The present work focuses on the latter. In the next two sections, the industrial 
and academic significance of the present work will be discussed. 
 
 (a)  (b) 
Figure 1.2: (a): Schematic of “ice” deposit inside a pipe (b) Typical terrain slugging  
(Figures from Institute for Energy Technology) 
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 Objectives of the Study   1.3
1.3.1 Industrial Significance   
A successful design and operation of oil and gas production requires understanding of both 
the physical and chemical properties of the substances being processed and of the construction 
materials for the equipment. However, it is equally important to have an understanding of the way 
oil and gas flow through the entire system. All processes inevitably involve transport of substances 
from one process unit to another but the most important of all is the transport of oil and gas from 
offshore facilities to onshore process plants. The flow regime inside the pipes is one of the key 
factors to determine the configuration of the process plants, for instance, sizes of the equipment, 
hence it poses an unbreakable link to the design of the entire plant. 
Engineers use commercial software to design pipelines and systems, and monitor different 
parameters such as pressure drop and liquid hold-up in real-time during operations. Accurate 
predictions of multiphase flow are important for flexible and cost effective operation of long 
distance pipelines. OLGA is one of the major commercial software systems used specifically for 
these purposes. However, the software needs to be updated with our new understanding of 
multiphase flow. In recent years, efforts have mostly been dedicated to improving the stratified 
flow and slug flow models.  
Slug flows are complex due to their intermittency and the interactions between the bubbles 
in the continuous liquid phase. A one-dimensional model called the unit-cell model has been used 
to model slug flows (Taitel & Dukler 1976; Bendiksen et al. 1996; Brauner & Ullmann 2004a; 
Brauner & Ullmann 2004b). By assuming fully developed flow, the complex structure of slug 
flows is reduced to an “equivalent cell” consisting of a liquid slug and an elongated bubble (Taitel 
& Barnea 1990). Due to its simplicity and supreme efficiency, the commercial codes were 
developed using this model as the backbone. With a relatively coarse mesh and advanced 
computers, the commercial software such as OLGA is ideal for routine simulations of pipes that 
are several hundreds of kilometres in length.  
However, these commercial flow models can occasionally give significant errors in their 
predictions, without offering details of either the extent of the errors or the instance when it occurs. 
Apart from the above shortcomings, there are also fundamental weaknesses. All the models used 
in the commercial software perform cross-sectional averaging procedures and they heavily rely on 
both doubtful assumptions and empirical closure models, which are potentially the source of 
significant errors. It is unfeasible to run experiments under field conditions, so most of these 
closure models are based on lab-scale data and were created by best-fitting the experimental data. 
As a result, they can only perform well under the same conditions as they were originally 
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developed for (Lucas et al. 2007). Some of them were even based on extrapolation of data (Hale 
2000). Such lab-scale closure models need extensive tuning and modifications for industrial use 
and this can potentially introduce more errors. Although a few of them were proven by various 
researchers to be reasonably consistent, the applicability and accuracy of these models are not 
always high. On the other hand, the one-dimensional nature of most current models is another 
major weakness. Bubbles and pipes are multi-dimensional in real life and the significance of this 
becomes apparent when the flow is turbulent. The greatest weakness of all is perhaps that these 
models were developed without a throughout understanding of the slug flow physics. 
With the fast advance of computing power and numerical algorithms, CFD is a powerful 
tool for detail investigation of the mechanics of slug flows and to provide more accurate 
predictions of major variables and parameters. Furthermore, CFD facilitates multi-dimensional 
simulations at high-resolution for multiphase flow and obtains information which cannot be 
otherwise acquired from experiments. However, it is not feasible to run CFD simulations for 
routine simulations where pipes are several hundreds of kilometres in length. The real challenge to 
researchers is to develop simplified but accurate models that are applicable to field conditions. The 
next generation of commercial models must incorporate fundamentally correct physics, and have 
the correct scaling behaviour with pipe diameter and fluid properties. 
In recent years, researchers have developed numerous mechanistic models to improve the 
commercial flow models, particularly for stratified flows and slug flows. However, there are still 
fundamental problems left un-resolved, such as the use of empirical correlations and doubtful 
assumptions. The aim of this project is to use CFD to investigate the physics of slug flows, to 
understand the bubble dynamics and interactions in low-to-moderate Reynolds number slug flows. 
To achieve this, a model which can accurately capture the interface of long bubbles and a model 
for the motion of the dispersed small bubbles are coupled. The computations allow one to identify 
the main flow mechanisms and key physical phenomena to be modelled in large-scale simulations. 
It also provides flow details for establishing the required closure laws and correct scaling factors 
for the commercial flow models. The rigorous results of the CFD simulations will be used to 
validate the newly developed models. The work here provides support to the development of 
mechanistic models and improved closures, enabling more accurate predictions of slug flows for 
efficient and cost effective operation of long distance pipelines.   
1.3.2 Academic Interest   
According to Taha & Cui (2006), Zheng et al. (2007) and Ujang et al. (2008), current 
understanding of the physics of slug flows is insufficient, because their complexity presents great 
challenges to theoretical analysis, experimental study and numerical computations. Most of the 
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experimental studies have focused on low-viscosity turbulent slug flows while most of theoretical 
analyses have been carried out with assumptions such as negligible surface tension or liquid 
viscosity. 
A simpler analogy to slug flow is the case of an elongated bubble propagating in a channel 
or a pipe in stagnant liquid. To the best of my knowledge, all of the theoretical analyses and 
numerical studies carried out so far have been based on this analogy. For numerical computations, 
interface tracking methods such as Volume-of-Fluid, Level-Set and Front Tracking Methods are 
commonly used to advect interfaces of a bubble rising in a channel or pipe. By keeping the 
interface sharp, these methods offer accurate calculations of the location of the interface as well as 
the bubble velocity. Most of the numerical studies of slug flows thus far ignore the dispersed phase 
(small entrained bubbles). Numerical simulations of disperse flow or bubbly flow often use the 
two-fluid model or the discrete bubble tracking method. In these types of simulations, large 
numbers of small bubbles rise in a free space without walls or with walls that are far away from 
the bubbles. In two-fluid models each phase is considered as a continuous fluid whereas the 
discrete bubble tracking method tracks individual bubbles using Newtonian equation of motion 
and the model only treats the liquid phase as continuous fluid. A coupled model (Yan & Che 2010) 
combining an interface tracking method with a two-fluid method has been introduced recently on 
bubbly or dispersed flow. However, there is no such model available for slug flows yet. 
Simultaneously resolving both long bubbles and the small bubbles in the slugs represents a 
challenge for numerical simulations. Some of the current numerical approaches treat the long and 
the discrete bubbles in separate simulations rather than in a single one, and couple the stratified 
and slug zones through boundary conditions. This is effective for some aspects of the flow, but is 
unable to capture most of the physics. One of the key objectives of this project is to develop a 
hybrid method for slug flow, combing the interface tracking method, i.e. Front Tracking Method 
(FTM) (Hua & Lou 2007; Hua et al. 2008), with the Discrete Bubble Tracking Method (DBM) 
(Bokkers et al. 2006; Darmana et al. 2006), to model the long bubble and the small bubbles at the 
same time. Through the 2-way mass and momentum coupling with the liquid, the simulations will 
be performed in an Eulerian-Lagrangian manner. By carrying out statistical analyses, new 
understanding of the bubble dynamics in slug flows can be developed. For instance, the rate at 
which the small bubbles escape from the bubble wake into the slug body can be computed. The 
influence of the shape and velocity of the long bubble on the rate of bubble coalescence at the 
bubble front, and the rate at which the small bubbles flow underneath the long bubble can be 
determined. These findings will give a new insight to the modelling of slug flow.  
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 As mentioned in the previous section, oil and gas companies are gradually operating their 
oil rigs in more remote and hostile environments. Operations have gradually shifted to reservoirs 
where heavy or high-viscosity oil are found. Most of the existing models were developed for low 
viscosity liquids and so a considerable number of models is not suitable for the prediction of very 
viscous fluids. In addition, heavy oil or high-viscosity liquids have not been studied well 
previously compared to low-viscosity oils/liquids, so there is a need to carry out more research in 
this area to support this future development. For this reason, the present study focuses on low-to-
moderate Reynolds number slug flows, in an attempt to understand the bubble behaviour in high-
viscosity liquid. It is one of the key objectives of the project to provide new insight to gas-liquid 
flows with high-viscosity liquids. 
 Research Strategy   1.4
In order to achieve all the objectives, a research strategy has been outlined ahead. Firstly, 
the FTM will be used to conduct simulations for a single long bubble rising in a two-dimensional 
channel filled with high-viscosity liquid. The method will be evaluated with and validated against 
numerical results and experimental data from the literature. Sensitivity analysis of the method will 
also be carried out to gain complete understanding of the performance of the model. The effect of 
angle of inclination, viscosity, bubble size and channel width on the bubble velocities and shapes 
will then be investigated for a bubble moving in stagnant and moving liquid. The local wall shear 
stress and the normal stress profile along the domain will also be computed for a few selected 
simulations. To study the aforementioned effects on a train of bubbles, i.e. slug flow, previous 
simulations are repeated with streamwise periodic boundary conditions (PBC). The numerical 
results will provide details to enhance the understanding of low-to-moderate Reynolds number 
slug flows both microscopically and macroscopically.  
The above investigations provide the basis to achieve the second objective, which is to 
couple the FTM with the DBTM so that the interface of a large bubble and the small bubbles 
around it can be simulated simultaneously. Using a few selected results from the simulations for 
slug flows, i.e. long-bubble simulations with PBC, small bubbles will be injected into the 
computational domain and be allowed to move freely in the liquid slug and the stratified zone. The 
hybrid code will first be used in the 1-way coupling simulations. In 1-way coupling simulations, 
the flow solver is not employed and the small bubbles are moving under the influence of a pre-
determined steady velocity field. Statistical analysis is carried out to understand how the 
coalescence rate affected by the liquid viscosity, which is characterised by the Archimedes 
number, angle of inclination, the length of the long bubble and the size of the small bubbles. The 
next step is to run simulations with 2-way coupling. The 2-way momentum coupling with liquid is 
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first imposed so that an assurance to the performance of the code is obtained. The code will then 
be modified to accommodate the 2-way mass and momentum coupling. The model used here is 
similar to the simplified model proposed by Ferrante & Elghobashi (2005). Results of these three 
types of simulations will then be compared and analysed. 
Having completed the two-dimensional (2-D) simulations, the focus will be shifted to 
three-dimensional (3-D) simulations. The three-dimensional phase field code will be modified to 
suit different research purposes. It will be validated against one of the results of the two-
dimensional front tracking simulations by performing a pseudo 2-D simulation. The pseudo 2-D 
simulation is basically a 3-D simulation with a very narrow width so that the computational 
domain looks like a thin strip. Several simulations will be carried out in a 3-D square channel 
before the computational domain is being converted to a pipe by using Integral Boundary Method 
(IBM). Sensitivity analysis will be carried out for the pseudo 2-D simulations. Validation of the 3-
D channel and pipe simulations will also be performed to confirm the accuracy of the method.  
 Outline of the Thesis   1.5
This thesis starts with a literature review. Chapter 2 begins with a brief discussion of flow 
maps and flow regimes in multiphase flows before highlighting the focus of the thesis – slug flow. 
The synopsis of slug flows is elucidated from the nature and the cause of slug flows to their impact 
to operations when they occur. This chapter also gives an overview of theoretical, numerical and 
experimental research on a single large bubble rising in a channel or a pipe filled with stagnant or 
moving low viscosity liquid. Literature that is relevant to the study of trains of bubbles is also 
reviewed here. This is followed by a brief discussion of the research so far on high-viscosity 
liquids and heavy oil. Various models for small bubbles are introduced and their corresponding 
strength and weaknesses are discussed. The chapter ends by looking at the research carried out on 
bubble bouncing and coalescence. 
Chapter 3 begins with a brief discussion of the difficulties and challenges encountered in 
numerical studies of slug flow. Detailed descriptions and explanations of the interface tracking 
method used in the present study, i.e. the FTM and the PFM, are presented, including a literature 
review of the methods, the computational methods and techniques adapted for the purpose of this 
study. Besides the interface-tracking method, the DBTM and the IBM are also described. The 
bubble bouncing mechanism is also included here. Boundary condition implementation, evaluation 
sequence and computational steps as well as the interpolation mechanism are delineated at the end 
of the chapter.  
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Chapter 4 to 6 consist of a presentation of the findings and the analysis of the results of all 
numerical simulations conducted with the FTM only, i.e. a single long bubble or a train of long 
bubbles rising in a 2-D channel. Chapter 4 presents a validation study of the FTM by comparing 
the bubble velocity and shape with published numerical studies in the Stokes-flow limit. A 
sensitivity analysis regarding the mesh size and domain size under different flow conditions is also 
presented. Chapter 5 to 6 present the results obtained from the numerical simulations of a single 
large bubble rising in a channel with different flow and boundary conditions. Previous work on the 
motion of long bubbles in 2-D channels in the creeping-flow limit is extended here to moderate 
Archimedes numbers Ar = ρLg0.5D1.5/μL  (10 < Ar < 200). The effects of the density and viscosity 
ratio, Archimedes number, Bond number and angle of inclination on the bubble velocity and shape 
are described. Chapter 5 is divided into two sections: the first one presents the results of a bubble 
moving in stagnant liquid and the second presents the results of a bubble propagating in moving 
liquid. The local wall stress and normal stress profile are shown in first section. The effect of the 
moving liquid on the bubble velocities and bubble shape are investigated in the second section and 
some of the aforementioned effects are compared between the two flow conditions. The results of 
the simulations with PBC, i.e. a train of bubbles or slug flow, are presented in chapter 6, including 
the effect of the pressure difference on the bubble velocities and shape.  
Chapter 7 and 8 describe the development of the 2-D hybrid model, which combines the FTM 
with the DBTM and allow the small bubbles to be simulated with a large one simultaneously. 
Chapter 7 presents the results of 1-way coupling simulations. The effects of Archimedes number 
and bubble size are described in terms of the total number of coalesced bubbles, coalescence 
positions, etc. Chapter 8 presents the work on 2-way coupling simulations. The results of the 2-
way momentum as well as the 2-way mass and momentum coupling are presented and compared 
with those obtained with 1-way coupling. 
Chapter 9 describes the development of the 3-D Phase Field code. It begins with descriptions 
of validation studies and the sensitivity analysis of the Phase Field simulations. The pseudo 2-D 
simulation is first used to validate the 3-D simulation against the result of a 2-D simulation with a 
selected set of parameters. The results are seen to be unsatisfactory without an algorithm called the 
Interface Rescue Algorithm (IRA). The results of the simulations with the IRA are then compared 
with those obtained from the Front Tracking simulations. Finally, the results obtained from the 3-
D channel and pipe simulations are compared with those of the 2-D simulations and the literature.  
Chapter 10 concludes the thesis by highlighting the key findings. Assumptions and limitations 
involved are discussed with recommendations for possible future work.   
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2. Literature Review   
Chapter 2 
Literature Review 
 Introduction 2.1
This chapter covers three major subjects. The first subject is the background of slug flows. 
It aims to give an overview of the identity and characteristics of slug flows, the cause of slug flows 
and the impact and influence that slug flows bring to oil and gas production. The characteristics of 
slug flows will be described in detail, from flow regimes to the “components” of slug flows. The 
second subject is the literature review of a simplified configuration of slug flow – A single bubble 
rising in a channel or a pipe. Previous theoretical, numerical and experimental research of such a 
configuration will be presented. In addition, the literature on slug flow, i.e. trains of bubbles, will 
also be summarised here. Finally, a review is given on the Newtonian equation of motion, closure 
models and the bouncing mechanism for bubbly flow or dispersed flow. 
 Background  2.2
2.2.1 Introduction to Slug Flow    
Introduction to Flow map 
The phase distribution in multiphase flow depends on the flow rates, fluid properties of 
each phase as well as the geometry and the inclination of a pipe.  A natural starting point is 
therefore the classification of different “patterns” of phase distribution, called flow regimes, each 
of which can be studied separately. Since Beggs & Brill (1973) suggested that more accurate 
liquid hold-up predictions can be obtained by considering different relations for three distinct flow 
types namely separated, intermittent and dispersed flow, and proposed a complete dimensionless 
plot of Froude number (Fr) versus the input liquid height.  
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(a) 
 
(b) 
Figure 2.1: (a) The flow map of Mandhane et al. (1974) and Taitel & Dukler (1976) plotted on the same 
coordinates. (b) The Taitel & Dukler (1976) flow regime map in dimensionless form. FrT-D, KS(T-D),TT-D are 
parameters for transition from stratified to intermittent or annular flow, transition from stratified to stratified 
wavy flow and transition from intermittent to dispersed bubble flow respectively (see Nomenclatures). For 
transition from intermittent to annular flow hL/D < 0.5. 
Although identifying flow regimes seems somewhat subjective, there are some generally 
accepted classifications such as Mandhane et al. (1974) and Taitel & Dukler (1976). The flow 
maps proposed by Mandhane et al. (1974) and Taitel & Dukler (1976) are shown in Figure 2.1. 
Mandhane et al. (1974) categorised their flows into dispersed flow, elongated bubble flow, 
stratified flow, slug flow, wave flow, and annular regimes. The flow map showed the superficial 
(volumetric flowrate in the phase divided by cross-sectional area of a pipe) gas velocity (usG) 
versus superficial liquid velocity (usL) of an air-water system in a horizontal pipe. The flow map 
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gives an indication of the flow regime one should expect for given superficial gas and liquid 
velocities. Slug flow occurs at moderate superficial liquid and moderate-to-high gas velocities. At 
a moderate superficial liquid velocity, the flow regime changes from elongated bubble flow to slug 
flow as the superficial gas velocity increases and eventually results in annular flow as the 
superficial gas velocity increases more. Taitel & Dukler (1976) proposed a flow map of Fr versus 
dimensionless liquid height (hL/D). The transition lines were displayed as a function of hL/D which 
was the ratio of stratified equilibrium liquid height and the diameter of the pipe for a general 
system. They identified annular, stratified wavy, stratified smooth, dispersed bubble flows and 
intermittent regimes. The dimensionless nature of this flow map inherently integrates the effect of 
various physical properties, pipe diameters and inclinations of the pipe. This gives a slightly better 
generality. 
 These flow maps are usually accompanied with a broad range of models or correlations 
for each flow regime. All these empirical models are usually based to some degree on ad-hoc 
assumptions and produced by fitting a limited set of experimental data with limited insight to the 
real physical mechanisms and causes of these flows. Consequently the conditions in which these 
predictions can be confidently applied are very limited. In general, these flow maps lack generality 
and they are too empirical. Nevertheless, the flow maps give a quick idea of the flow pattern to 
expect given flow conditions and the techniques behind the construction of flow maps is still 
important to new multiphase flow research.   
Introduction to Flow pattern 
According to Hewitt (1978), horizontal and near horizontal gas-liquid flow is classified 
into six flow patterns. The schematic of the flow regimes are illustrated in Figure 2.2. 
 
Figure 2.2: Flow regimes in horizontal two-phase gas-liquid flow. 
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Dispersed Bubble Flow occurs at high liquid flow rates and a wide range of gas flow rates. 
Small gas bubbles are distributed in the continuous liquid phase and travel at a velocity similar to 
that of the liquid. The bubbles tend to accumulate at the top of the pipe due to the buoyancy forces, 
especially at lower liquid velocities.  
Plug Flow/Elongated Bubble Flow occurs at lower liquid flow rates and relatively low gas 
flow rates. The small bubbles in dispersed bubble flow coalesce to form larger elongated bubbles. 
This regime is similar to slug flow in which large elongated bubbles flow along the top of the pipe, 
with liquid flowing at the bottom. 
Stratified Flow is also known as separated flow and occurs at low liquid and gas flow 
rates. The gravitational force causes a separation of the two phases, with the liquid flowing at the 
bottom and the gas flowing on top. 
Stratified Wavy Flow occurs when the gas velocity increases in stratified flow, the 
interfacial shear forces increase, and waves are formed on the liquid surface. 
Annular Flow occurs at a very high gas flow rate, the gas surges through the centre of the 
pipe and pushes the liquid to the pipe periphery. The liquid is then distributed as an annulus 
around the inside of the pipe which is thicker at the bottom due to gravity. Some liquid is entrained 
into the gas enclosed by the liquid around the pipe periphery as dispersed, small droplets. 
Slug Flow occurs when the gas and liquid flowrates continue to increase, the amplitudes of 
waves in stratified wavy flow increase and eventually the wave crests reach the top of the pipe to 
form slugs, with dispersed bubbles inside them. Accelerated by the gas flow the slugs move at a 
higher velocity than the average liquid velocity. The slugs scoop up the liquid film in front as they 
surge along the pipe. Each slug is followed by an elongated bubble and that moves over a liquid 
film. The elongated bubbles and the liquid slugs flow intermittently along the pipe. 
2.2.2 Cause of Slug Flows 
Slug flows can be generated from stratified flows and the mechanism of slug initiation can 
be classified into two main types: hydrodynamic and terrain-induced slugging. Hydrodynamic 
slugging, which is often encountered in straight flow lines, is caused by natural growth of wave 
instability on the gas-liquid interface from stratified flow. Terrain-induced slugging however, 
results from liquid accumulation and periodic purging of liquid. It occurs in local dips along the 
pipelines with topography change where there is an instantaneous imbalance between pressure and 
gravitational forces. In many experimental studies, gas and liquid are initially fed co-currently to 
the pipeline to give a stratified flow near the entrance, in which gas flows above a moving liquid 
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layer. The shear forces created at the wall decelerate the liquid movement as it moves along the 
pipe and the liquid level momentarily rises to an equilibrium height to balance the gravitational, 
pressure and shear forces. As a result small perturbations on the gas-liquid interface turn into 
growing waves. The mechanism of the growth of small-amplitude waves is the classical Yih-
instability (Boomkamp & Miesen 1996). Such waves elevate the gas-liquid interface. Due to the 
density and viscosity difference between the fluids, energy is transferred from primary flow to the 
disturbed flow (waves) when the interface is being deformed. The waves continue to grow until 
one of the waves eventually grows to a size large enough to bridge the pipe cross-section forming 
slugs. Although the gravity opposes the wave growth, the gas velocity can be large enough to 
overcome it and this gives rise to instability. Surface tension on the short waves also opposes the 
growth but is generally unimportant for long waves which would govern slug formation. However, 
surface tension in the initial short waves can play a large role when short waves coalesce into long 
waves (Valluri et al. 2008). Liquid slugs may block the gas flow and so the pressure increases 
upstream which accelerates the slug to the gas velocity. There is a chance that the slugs may pick 
up the slow moving liquid ahead of them as they accelerate along the pipe causing them to grow in 
length at the early stage of slug formation with the slug fronts travelling faster than their tails. A 
mixing vortex is formed near the slug fronts due to the acquisition of the slow moving liquid film 
(Hale 2000). Gas can be entrained to the slug body as small dispersed bubbles that are transported 
through the body of the liquid slug. The long bubbles can be deformed by a mutual effect of 
turbulent shear and buoyancy caused by the velocity differences between the slug front and the 
liquid film. In the meantime, liquid and the dispersed bubbles are released from the slug tail 
(shedding). The shed liquid decelerates to a velocity depending on the magnitude of shear stress at 
the wall and the interface. On the other hand, most of the shed gas merges with the elongated 
bubble though a small fraction has been observed to move in the liquid film underneath the 
elongated bubble (Hale 2000).  
It is possible for a slug to carry on growing, especially the first slug initiated from a 
stratified system wherein the liquid film thickness ahead of the slug is large enough. Subsequent 
slugs, by picking up the liquid shed from the previous slugs, can reach a constant length if the 
velocities of the front and tail are the same or the pick-up rate is identical to the shedding rate 
(Hale 2000). This type of slugs is said to be "fully developed". It is possible for the slug tails to 
travel faster than their fronts. When this happens, the slugs become shorter and eventually collapse 
to form large amplitude waves. These waves may merge with the subsequent slugs and therefore 
the number of slugs tends to drop downstream (Hale 2000). The slug initiation, growth and decay 
are therefore highly complex and yet extensive research is still going on in this area, both by 
means of modelling and experiments (Ujang et al. 2006). 
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2.2.3 Influence of Slug Flows 
As mentioned in the previous section, slug flow is inherently intermittent. Even when the 
gas and liquid feed rates are maintained at constant values, phase velocities and pressure gradient 
can vary substantially with time. The intermittency of slug flow can cause damaging resonant 
vibrations and high pressure drop in pipeline systems (Hale 2000). These are potential causes of 
the damage of pipes, pipe supports and valves. It may cause severe unsteady loading of the 
pipelines carrying the liquids and devices such as separators and pumps (Hale 2000). This is 
problematic for the control system of separation equipment. The high wall shear stress in the slug 
body may also damage the protective coating inside the pipe and this increases the risk of 
corrosion (Langsholt 2004). In the oil and gas industry, slug flow often contains rough particles 
such as rocks and sand. These promote erosion and corrosion in the pipelines (Hale 2000). These 
are the issues that often lead to design compromises that sacrifice efficiency and size of the 
process plant. Pipelines must be designed to be able to function safely and be able to withstand the 
nature of slug flow. To facilitate a good design of pipeline networks, models should be able to 
predict the onset and subsequent development of slug flow.   
 Introduction to Bubble Rising   2.3
Slug flow is one of the most common flow patterns in oil and gas transport. It is 
encountered when gas and liquid flow simultaneously in a pipe, over a certain range of flowrates. 
Due to its complexity, it poses numerous challenges to experiments, numerical simulations and 
theoretical analysis. A related but simpler configuration of fundamental interest to the study of 
such flow is the case of an elongated bubble propagating in a channel/pipe in stagnant liquid. It has 
been shown that models for predicting the motion of a single bubble in either stagnant liquid or 
moving liquid applies satisfactorily to the more complex slug flow (Fabre & Line 1992). In a 
vertical tube, it is known that bubbles remain spherically shaped and rise along a vertical 
rectilinear path when they are sufficiently small (d < 1mm). Larger bubbles become ellipsoidal and 
irregularly shaped and tend to rise either in zig-zag or helical paths (Magnaudet & Eames 2000). 
Further increase of the bubble size results in a spherical capped bubble shape and rise along a 
rectilinear path again. Eventually the bubble is constrained by the wall of the tube and resembles a 
cylindrical shape. The first two types of bubble will be discussed extensively in section 2.6. In 
section 2.4 and 2.5, the focus will be on the cylindrical bubbles. 
 Single Long Bubble Rising   2.4
  The velocity and the shape of the long bubbles depend on gravitational acceleration, the 
diameter and inclination of the channel/pipe and the fluid properties, i.e. viscosity, density and 
surface tension. Some other parameters may be of importance in slug flow or a train of bubble, for 
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instance, the bubble length and the separation distance between the bubbles. However, there are 
limited literature on these two subjects and the problem is almost ignored (Fabre & Line 1992). 
The velocity of a long bubble rising in a channel/pipe filled with either stagnant or moving liquid 
is always possible to be presented by a well-known equation proposed by Nicklin et al. (1962): 
 00 GMG uuCu ?? . (2.1) 
where 
 ? ? fLGsLsGM AQQuuu ???? . (2.2) 
QG and QL are the volumetric flowrates of the gas and liquid respectively. The superficial gas and 
liquid velocities are represented by usG and usL respectively. The flow area is denoted by Af and C0 
is the coefficient of distribution that depends on uM through other parameters of the system such as 
the Reynolds, Bond and Froude numbers. The crucial idea behind this equation is to isolate the 
effect of the mixture velocity uM or mean liquid velocity ?? from the other variables. The 
interpretation of equation 2.1 is that the bubble is moving at the liquid velocity at the tip of the 
bubble nose on top of its drift velocity uG0. A large number of experiments have confirmed 
equation 2.1 subsequently, as long as the expansion effect was taken care of.  
Considerable work has been carred out to understand the motion of long bubbles in tubes, 
especially in stagnant liquid. So, it is natural to focus on the work related to that. However the 
influence of the liquid motion on the bubble motion will also be briefly discussed here. As a first 
step, the work on long bubbles in stagnant and moving liquid will be reviewed. As a second step, 
the work on the motion of a train of long bubbles in slug flow will be reviewed. 
2.4.1 Motion of a Single Long Bubble in a Stagnant or Moving Liquid 
Theretical Analysis of Long Bubble Motion in Stagnant Low Viscosity Liquid 
  The rise of a single bubble in stagnant or moving liquid in a vertical or an inclined pipe 
has been studied theoretically (Dumitrescu 1943; Davies & Taylor 1950; Collins et al. 1978; 
Bendiksen 1985), experimentally (Davies & Taylor 1950; White & Beardmore 1962; Zukoski 
1966; Maneri & Zuber 1974) and numerically (Miksis et al. 1981; Mao & Dukler 1990; Chen et 
al. 1999; DeBisschop et al. 2002). Early theoretical analyses were based on potential flow theory 
(Dumitrescu 1943; Davies & Taylor 1950) and were limited to inviscid vertical pipe flow with 
zero surface tension (Collins 1965; Grace & Harrison 1967; Collins et al. 1978; Vanden-Broeck 
1984a; Bendiksen 1985; Couët et al. 1986) or exceedingly small surface tension (Vanden-Broeck 
1984b). The first known attempt to predict the bubble shape and velocities was by Dumitrescu 
(1943). Considering a bubble moving through a liquid in a vertical tube with velocity uG, it is 
convenient to adopt a reference frame that moves with the bubble. The bubble tip is now at rest 
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and if ln is the liquid depth below the front stagnation point (bubble nose), the Bernoulli equation 
that must be satisfied at points on the bubble’s free surface is 
 022 ?? nglq , (2.3) 
where q is the velocity of the liquid and g is the gravity. By neglecting the frictional (viscous) and 
capillary effects and considering the potential and kinetic energy of liquid falling around the 
bubble in a circular pipe as described by equation 2.3, Dumitrescu (1943) and Davies & Taylor 
(1950) developed different approximate solutions for the liquid flow around the top of the bubble. 
While Dumitrescu computed the approximate shape of a bubble rising in a vertical tube, Davies & 
Taylor published photographs showing that a bubble rising in a vertical pipe resembled a bullet 
shape, which is in a good agreement with the prediction by Dumitrescu (1943). Both of them 
proposed a dimensionless group which relates the bubble velocity in quiescent liquid uG0 for a long 
bubble rising in a vertical tube to the tube diameter D and the gravitational acceleration g, a 
Froude number (Fr0) (Dumitrescu (1943)), 
 351.000 ?? gD
uFr G . (2.4) 
While both Dumitrescu (1943) and Davies & Taylor (1950) suggested that the Froude number (Fr0 
for stagnant liquid) is a constant, Davies & Taylor (1950) reported that its value is 0.328 instead of 
0.351. However, Collins (1965) pointed out that Dumitrescu’s value is usually considered a better 
approximation and Viana et al. (2003) pointed out the applicability of Dumitrescu’s value is best 
in larger tubes. Indeed, the significance of surface tension is normally negligible in a tube with 
large diameter, justifying the assumption of zero surface tension. Griffith & Wallis (1961) 
performed experiments for slug flow using various sizes of pipes, the results of their experiments 
on single Taylor bubbles rising in stagnant water further confirmed the prediction by Dumitrescu 
(1943) and Davies & Taylor (1950). The remarkable feature of equation 2.4 is that the rise velocity 
was derived by considering the bubble nose shape, without any consideration of the dynamic force 
balance on a bubble in steady motion. However, one should be cautious with equation 2.4 and the 
coefficient suggested by Davies & Taylor (1950). In their approach to this axisymmetric case, the 
evolution of the shape of the surface depends on the Froude number. In each approach a few terms 
of a Taylor series is used to describe the shape and velocity near the nose. Since the experimental 
data suggested that the Froude number assumes a narrow range of values if not a single value and 
the nose is a spherical cap, they, as well as Dumitrescu (1943) had to introduce arbitrary 
constraints to keep the bubble nose circular so that a single solution, i.e. Froude number, can be 
chosen. Furthermore, the bubble shape used does not satisfy the condition of constant pressure 
along the entire bubble surface (Couët & Strumolo 1987) but only satisfied in a small proximity 
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around the bubble nose. The agreement of the bubble velocity between the analysis of Davies & 
Taylor (1950) and experimental data depends on the choice of arbitrary radius at which the 
boundary conditions are satisfied (Zukoski 1966). It must also be stressed that equation 2.4 is at 
most applicable to a bubble rising in a large vertical pipe filled with very low viscosity liquid, i.e. 
high Reynolds-number flow, since their models assumed irrotational inviscid liquid flow (as well 
as no surface tension). Equation 2.4 is independent of the length of the bubble, gas and liquid 
density ρL and viscosity μL. Nevertheless, it is one of the most commonly used correlations in this 
field. 
Collins (1965) derived a simple model to compute the velocity of a two-dimensional gas 
bubble rising in stagnant liquid along the axis of a vertical channel of infinite width. Inviscid flow, 
zero surface tension and constant gas pressure within the bubble were assumed. The solution of his 
theoretical analysis gave Fr0 = 0.231 and this agreed well with the result of Garabedian (1957). He 
reported Fr0 = 0.236 while Birkhoff & Carter (1957) obtained 0.23 ± 0.01. Although these models 
are in excellent agreement with Garabedian (1957) and Birkhoff & Carter (1957), the value was 
approximately 9% smaller than the Collin’s experimental value (Fr0 = 0.25). Collin suggested that 
the discrepancy was due to the three-dimensional character of the real flow. In addition, the 
surface tension between the bubble and the plates that made up the duct may have influenced the 
rise velocity. Collin’s theoretical result was confirmed later on by Vanden-Broeck (1984b), who  
showed that the dimensionless velocity of a two-dimensional bubble moving in a vertical channel 
filled with inviscid liquid is Fr0 = 0.23 as the surface tension tends to zero. 
 
Figure 2.3: Schematic of the liquid flows out from a long horizontal pipe. 
 Benjamin (1968) carried out a theoretical analysis of a long bubble moving in a horizontal 
channel after Zukoski’s publication in 1966. Benjamin simplified the problem by assuming steady 
flow with negligible viscosity and surface tension. He defined that the liquid fills the space w 
between two horizontal planes far upstream and the interface becomes horizontal far downstream 
(a.k.a depth h). The flux at both regions are equal so that uL1w = uL2h (see figure 2.3). This 
configuration is to mimic the horizontal experiments performed by Zukoski (1966), who drained a 
pipe that was closed at one-end to study the bubble velocity in a horizontal pipe. By assuming that 
the rate of discharge is identical to the rate of the penetration of a bubble when liquid is emptied in 
a horizontal tube, Benjamin (1968) found that Fr0 = 0.542 after solving Bernoulli’s equation. It is 
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in excellent agreement with the experimental result for the air-water system of Zukoski (1966), 
who carried out his experiment in a tube of 17.8cm diameter. Benjamin reported that the Fr0 for 
horizontal pipe could be represented by 
 54.000 ?? gD
uFr G . (2.5) 
The agreement of the experimental and theoretical results showed that on one hand the viscosity 
can indeed be neglected for high Reynolds number flow but that, on the other hand, the effect of 
surface tension remains important, attributing to that the small difference between the results, even 
though the Bo (= ρLgD2/σ) is approximately 4000 (Benjamin 1968). Based on this observation, 
Benjamin argued that the Fr0 would approach the theoretical value asymptotically as Bo → ∞. 
Note that this result applies strictly to the three-dimensional case. For two-dimensional systems, 
Benjamin suggested that Fr0 depends on the depth of the interface downstream, which in turn 
depends on the energy dissipation due to the hydraulic jump. If there is no energy loss, the 
interface would be located in the middle of a channel or a pipe. Benjamin’s simple approach was 
extended by Alves et al. (1993) to the case of inclined and vertical pipes, with the effect of surface 
tension taken into account. Although the model accounts for surface tension, Alves et al. 
suggested that the predictions for high surface tension were not expected to be accurate. This is 
because the pressure difference due to surface tension is obtained from the curvature of an 
assumed profile at the bubble nose. The model only showed good agreement with their own data 
for an angle of inclination θ > 10⁰ and Bo = 400. The model underpredicted the “inviscid” 
experimental data (Bo = 4000) of Zukoski (1966) for all angles of inclination except for vertical 
and horizontal flow. Possible reasons for this unsatisfactory agreement are that the model has a 
strong dependence on the assumed liquid profile and the model is merely one-dimensional. 
Alves’s model was also used in (van Hout et al. 2002) and it was shown that the model only 
compares well with their experimental data for θ > 30°. 
Early theoretical studies were limited to either infinitely large or very large values of Bo 
(Dumitrescu 1943; Davies & Taylor 1950; Collins 1965; Collins 1978; Bendiksen 1985), say, 
Bo ≥ 40. As Bo decreases, the Fr0 decreases monotonically as illustrated by Zukoski (1966). Couët 
& Strumolo (1987) studied a bubble rising in a vertical channel at arbitrary surface tension values 
and in an inclined channel with small surface tension, respectively. They established that in the 
first case that Fr0 is relatively constant for Bo ≥ 40, equal to 0.226, which is in agreement with 
Birkhoff & Carter (1956), Garabedian (1957), Collins (1965) and Vanden-Broeck (1984b). The 
value of Fr0 then drops monotonically for Bo ≤ 40. The two-dimensional numerical result on the 
dependence of Fr0 on Bo showed a remarkable agreement with the three-dimensional experimental 
data of Zukoski (1966). The value of Fr0 for the horizontal duct was found to be 0.5 as the Bo 
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approaches zero, which is in agreement with the theoretical analysis of Benjamin (1968). They 
also showed the respective values of Bo at which a bubble ceased moving in a tube at various 
angle of inclinations. Couët & Strumolo (1987) provided a theoretical basis that both described the 
influence of surface tension and pipe inclination on the propagation velocity. However, their work 
is limited to cases where μL is negligible, i.e. Archimedes number Ar = ρLg0.5D1.5/μL > 200, where 
the rise velocity of a large bubble is independent of Ar (Zukoski 1966). 
Theretical Analysis of Long Bubble Motion in Stagnant High Viscosity Liquid 
The other line of the theoretical analysis adopted the creeping-flow approximation 
(Bretherton 1961; Goldsmith & Mason 1962; Reinelt 1987). Bretherton (1961) pioneered the study 
of the behaviour of a long bubble moving in a vertical tube filled with liquid at small Reynolds 
number. He first considered cases wherein the tube radius R is so small that the gravity is 
insignificant and the flow is dominated by surface tension. The viscous liquid was assumed to wet 
the tube wall perfectly and the surface tension coefficient was assumed to be well defined and 
constant. The assumptions ensure the tangential viscous stress to the interface disappears and the 
system becomes ReG << 1 and Bo << 1. It is crucial that the inertial force is negligible here. 
Bretherton found that the fraction of the liquid deposited on the walls follows the now famous 
correlation W = 3.87Ca2/3, where W = ( uG – uL) / uG, as Ca→0 and the bubble moves slightly faster 
than the average liquid velocity by an amount of uG0W. Bretherton also considered cases of 
bubbles moving vertically under buoyancy in wider tubes. Bretherton predicted that the bubble 
motion ceases and becomes unsteady if Bo < 3.368. When Bo is slightly greater than this critical 
value, in the range of 3.368 < Bo <  4.16, and Ca << 1, then Bo and Ca are related through 
 ? ? ? ? 3192 24.225.1842.025.0 CaCaBo ??? . (2.6) 
Here, Ca = μLuG0/σ is the capillary number. Bretherton (1961) claimed that the accuracy of this 
result is within 10% provided that Ca < 8×10-5. In this buoyancy-driven case, Bretherton found that 
the shape of the front and rear of a long bubble is independent of the size of the bubble. Only the 
midsection of the bubble in which a constant film thickness was present, lengthened as the bubble 
volume was increased. The bubble velocity was also found to be independent of the bubble size. 
The agreement between the theory and his experiment was not satisfactory. The 2/3-power law 
provided good predictions for 10-4 < Ca < 8×10-2 but underestimates the measured values for 
Ca < 3×10-3 and overestimates those for Ca > 8×10-2. This was surprising since the theory was 
based on the assumption of vanishingly small Ca. Bretherton (1961) was unable provide 
explanation for the discrepancies. Above the critical point where the surface tension is no longer 
completely dominant, the bubble rise velocity increases very rapidly with R. Although the work of 
Bretherton is rigorous, ignoring inertia poses a severe limitation. The correlations can only be 
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applied at very small value of Ca, which further limits their practical use. However, this is one of 
the earliest works on long bubbles in a viscosity-dominant flow. On the other hand, the critical 
value of Bo at which bubbles cease to move was one of the key findings in bubble dynamics.  
Goldsmith & Mason (1962) included the results of an experimental investigation for 
bubbles and liquid drops rising or falling in a small-diameter tube. Their data cover 2×10-5 ≤ ReG ≤ 
2 and 5.0 ≤ Bo ≤ 26.7. One of the key observations was that the overall bubble deformation, and 
film thickness in particular, remained independent of the liquid viscosity and the bubble length for 
a given value of Bo. The film thickness between the bubble and the tube wall reaches a constant 
value within a few tube diameters from the bubble nose when ReG ≤ 2, even with the presence of 
surfactant in the liquid. Furthermore, the film thickness was found to be independent of the ReG 
and bubble velocity for 2×10-5 ≤ ReG ≤ 2. However, the film thickness is a sensitive function of 
surface tension. Both film thickness and rise velocity were found to be independent of the bubble 
length provided that the bubble length is greater than 2R. Goldsmith & Mason (1962) obtained an 
excellent quantitative agreement between the measured velocity profile in the liquid film and their 
theoretical analysis for both finite bubbles rising in a viscous liquid. In viscous flow, both ends of 
bubbles are spheroidal with prolate leading ends and oblate trailing ends. The authors also pointed 
out that both the prolateness of the bubble nose and the oblateness of the tail increase with surface 
tension. The axis ratio (axis of revolution over diametrical axis) of the leading end increases and 
the trailing end decreases with increasing surface tension. Furthermore, they reported that a wave 
disturbance appeared at the bubble tail when the liquid viscosity was increased. 
Reinelt (1987) solved the flow around the bubble in a vertical tube for 0.0001≤Ca≤0.1 
and produced a full numerical solution of the creeping flow problem, at substantial computational 
expense. The range of Ca is much larger than that in the theoretical study of Bretherton (1961). 
Reinelt (1987) demonstrated that Ca increases with Bo and that as Ca→ 0 the numerical solution 
matches the perturbation solution of Bretherton (1961). The relationship between Bo and Ca is 
extended to a region where Bretherton’s perturbation expansion is no longer valid. Reinelt found 
that the film thickness is not a very strong function of viscosity ratio. This finding agrees with 
Bretherton (1961) and was proven by the experimental results of Borhan & Pallinti (1995). 
Ratulowski & Chang (1989) also extended Bretherton’s analysis for circular capillaries to high Ca. 
Unlike Reinelt (1987), Ratulowski’s arclength-angle formulation of the lubrication theory allowed 
the study of a finite number of bubbles or bubble trains. It was demonstrated that the film 
thickness and pressure drop to resemble that of an infinitely long bubble such as that studied by 
Reinelt (1987) if the bubble length exceeds tube diameter D. 
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To the best of my knowledge, there is still no correlation that is developed purely from 
theory to describe the rise velocity of long bubbles rising in a large vertical tube with both liquid 
viscosity and surface tension taken into account. There are however several theories for the motion 
of long bubbles with both of these effects taken into account for microfluidics, in which the tube 
diameter is ≤ O (10-3)m and the flow is usually characterised by Ca and Bo (Bretherton 1961; 
Ratulowski & Chang 1989; Kolb & Cerro 1993; Wong et al. 1995). Ar and Bo are then normally 
≤ O (1). For larger tubes of at least D = O(10-2)m, where both Ar and Bo are well above O(1), the 
closest theoretical correlation for the rise velocity that takes viscosity and surface tension into 
account is the correlation proposed by Joseph (2003). Although the correlation is developed for a 
spherical-cap bubble, it is a decent starting point for finding one for long bubbles in the future, 
given the fact that Davies & Taylor (1950) only considered the flow around the spherical-cap of a 
long bubble and obtained the same result as Dumitrescu (1943) (see equation 2.4) with a slightly 
smaller prefactor for a long bubble. Based on the theory of viscous potential flow, Joseph (2003) 
extended the analysis of Davies & Taylor (1950) and included surface tension in his analysis. On 
top of all the assumptions made in Davies & Taylor (1950), Joseph assumed further that the 
bubble rises in an irrotational viscous flow, the dimensionless rise velocity of the spherical cap 
bubble not a factor is given by 
 ? ? ? ?
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where ucap is the rise velocity of a spherical-cap bubble. In dimensionless form, 
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Here, v is the kinematic viscosity, Rcap is the radius of the cap and Rcap = D/2. s = rʺ(0)/D is the 
deviation of the free surface from perfect sphericity r(θ) = Rcap near the stagnation point θ = 0 
which  is derived from 
  ? ?22 1)0(
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1)( ??? srrrr capcap ?????? . (2.9) 
The bubble nose is pointier when s < 0 and more blunted when s > 0. According to Zukoski (1966), 
a pointier bubble nose increases the rise velocity and a bubble that is more blunt rises more slowly. 
It can also be seen from equation 2.7 that the viscosity slows the rise velocity when s equals zero. 
Equation 2.7 reduces to the result of Davies & Taylor (1950) in the limit v = σ = s = 0, and equation 
2.8 in the limit of both Ar and Bo very large and s = 0: 
  gDucap 3
2? . (2.10) 
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The predictions are in good agreement with the experimental data of Bhaga & Weber 
(1981). Gokcal (2008) tested the applicability of equation 2.7 for long bubbles moving in vertical 
tubes by comparing the predictions with the experimental data of Weber et al. (1986), Shosho & 
Ryan (2001) and his own data. The data covered viscosities between 0.003 to 0.883Pa·s. The 
predicted drift velocities were within ± 20% of the experimental data. 
Theretical Analysis of Long Bubble Motion in Moving Liquid 
Collins et al. (1978) extended their previous theoretical analysis for a bubble rising in 
stagnant liquid to include the effect of liquid flow on the bubble velocity. The predicted maximum 
to average liquid velocity ratio ?? ? ??? ???  (??is the average liquid velocity) was 2.16, which 
was slightly higher than the experimental value of 1.80 to 1.95 predicted by Nicklin et al. (1962), 
Bendiksen (1985) pointed out that the discrepancy with the experimental value was a result of 
having neglected surface tension. For this reason, he extended the work of Collins et al. (1978) by 
carrying out a theoretical analysis of the motion of a single bubble moving in an infinitely long 
vertical pipe. He studied the effect of surface tension and the liquid motion on bubble velocity and 
shape. Bendiksen (1985) found that C0 ≈ 2.29 for zero surface tension for laminar flow, which is in 
agreement with Collins et al. (1978) and Taylor (1961) who reported C0 ≈ 2.27 with zero surface 
tension (Bo→∞) and capillary number CaLM = uLMμL/σ > 1 in the creeping-flow limit. The values 
of C0 and uG0 were found to be dependent on the Reynolds number based on the gas velocity 
ReG = ρLuBD/μL and on the Bond number (Bo = ρLgD2/σ). As Bo decreases, C0 drops regardless of 
the liquid velocity in the far field. The numerical solution was well described by an extension of 
the formula of Collins et al. (1978), which accounts for surface tension. For Bo < 40, Bendiksen 
(1985) recommended the following extension of Nicklin’s formula 
 ? ? 00125.0120129.2 GMBoG uueBou ??????? ??? ? . (2.11) 
where uG0 is defined as Fr0(gD)0.5, uM is the mixture velocity but it can also be replaced by the 
liquid velocity at infinity uL when there is no dispersed phase in the liquid. Fr0 is given by 
 Bo
Bo
e
e
BoBo
Fr 0165.0
0165.0
0 52.01
96.018.61201486.0 ?
?
?
????
???
? ??? . (2.12) 
The model was validated with the experimental data of Nicklin et al. (1962) and a reasonable 
agreement was reported. Bendiksen also proposed an extension to the turbulent correlation of 
Collins et al. (1978) for computing C0 for Bo ≤ 40. As in laminar flows, both C0 and uG0 are 
dependent on the Reynolds number based on liquid velocity ReL = ρLuLD/μL and Bo. The proposed 
correlation reproduced the numerical results very well: 
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 ? ??????? ?????? ? BoLLL eReBoRe
ReC 025.00 log3
21
743.0log
309.0log
. (2.13) 
It was found that C0 drops with Bo and ReL in the turbulent regime. In the end, Bendiksen (1985) 
concluded that a more pointed liquid velocity profile increases uG and an increase in surface 
tension reduces it. Although equation 2.11, 2.12 and 2.13 seemed promising, the inviscid flow 
assumption has limited the application of such correlations to less viscous flows. Another 
interesting result was also obtained with the Bendiksen solution: the bubble does not rise in a 
vertical tube filled with stagnant liquid when Bo ≈ 5. This result is in good agreement with the 
analytical result of Bretherton (1961) and the experimental result of White & Beardmore (1962).   
Experimental Studies of Long Bubble Motion in Stagnant Low Viscosity Liquid 
From the previous section, it is clear that numerous theoretical analyses have been 
performed over the years. However, none of these theoretical analyses could be accomplished 
without any assumption or simplification. Without experimental data, it is impossible to identify 
the accuracy of the theoretical predictions. On the other hand, experimental data are necessary to 
reconcile the differences between the model and the real-life problem. Experimental studies on this 
classical flow problem have been carried out by a large number of researchers. Experimentalists 
examined the effect of different physical properties such as viscosity, tube diameter and angle of 
inclination on the bubble velocity in stagnant or moving liquid in early days. Thus this classical 
problem is rather well understood, though the analytical solution is only available for purely 
inertial or Stokes flow in vertical tubes. 
Table 2.1:  Summary of the drift velocity correlations proposed by other researchers  
Research group Correlations Application criteria 
Brown (1965) ?
?
?
?
???
? ????
DN
DN
gDu
B
B
G
11
2135.00  
where         ? ? 31225.14 LLB gN ???  
0.5
11
21
4
2
2
????
?
???
?
???
?
???
? ???
DN
DNgD
B
BL
?
?
 
60?DNB  
Tung & Parlange (1976) ? ? 5.020 944.0136.0 gDgDu LG ????  
Low-viscosity liquid and/or 
tubes of sufficiently large 
diameter 
Weber (1981) ? ? gDBouG 56.00 76.154.0 ???  
Low-viscosity liquid and/or 
tubes of sufficiently large 
diameter 
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Several others have attempted to modify equation 2.4 and 2.5 so that it could also take the 
liquid viscosity μL and/or surface tension σ into account (see Table 2.1). However, the correlations 
are not used as widely as equation 2.4 because they are not theoretically rigorous and their 
applicabilities are limited empirically; they worked for their own experimental data or data from a 
particular literature, but they may not be applicable to other experimental conditions. For instance, 
the correlation of Tung & Parlange (1976) is strictly for low-viscosity liquids and tubes of 
sufficiently large diameter so that viscous effects are minimal. This creates a dilemma. For flows 
with low viscosity in tubes with large diameter, equation 2.4 is good enough to describe the bubble 
motion. For tubes with small diameter, both σ and μL are usually important to determine the rise 
velocity. Since the correlation does not take the viscosity into account, its applicability is limited. 
The fact that it was developed based on tubes with large diameter makes the applicability on flows 
with low Bond number doubtful. 
 
Figure 2.4: Results for long bubble rising in water and dilute aqueous solutions contained in vertical tubes. (After 
White & Beardmore 1962) 
White & Beardmore (1962) performed experiments to provide a comprehensive summary 
on the rise velocity or the drift velocity uG0 of a bubble rising in a vertical tube filled with a 
different stagnant liquids. They identified the Bond number (ρLgD2/σ), Froude number (uG0/(gD)1/2) 
and Morton number (gμ4/ρLσ3) as useful dimensionless groups to understand the drift velocity 
(bubble velocity in stagnant liquid) and concluded that viscous effects, interfacial effects and 
inertial effects are negligible if Ar2 = ρL2gD3/μL2 > 3×105, Bo > 70 and Fr0 < 0.0548 respectively. 
The limits for negligible viscous and interfacial effects were comparable with those observed by 
Wallis (1969), who reported Ar > 300 and Bo > 100 respectively. Figure 2.4 shows the headline 
results from White & Beardmore (1962). They observed that the dimensionless drift velocity Fr0 
becomes constant at 0.345 for Bo > 70 and Fr0 becomes zero when Bo = 3.4. This can be seen in 
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figure 2.4. The result is in line with those of Bretherton (1961) who reported Bo = 3.36. 
Furthermore, White & Beardmore (1962) found that the rate at which Fr0 approaches its limiting 
value of 0.345 increases with decreasing Mo. For Mo > 10-3, Fr0 can only reach its limiting value 
when Bo > O(103). White & Beardmore also pointed out that for any given tube, the bubble rise 
velocity is independent of the bubble length when the bubble is above certain bubble size. They 
explained that the bubble rise velocity only depends on the curvature of the spherical cap and 
hence the tube size, for any given set of liquid properties. The facts that Dumitrescu (1943) and 
Davies & Taylor (1950) only had to consider the spherical cap at the bubble nose to develop 
equation 2.4 and that Harmathy (1960) noticed that bubbles of different size fit well with his own 
correlation, suggest that this is a probable explanation. However, some researchers (Laird & 
Chisholm 1956) found a significant increase in the bubble rise velocity with the bubble size. White 
& Beardmore (1962) explained that the variation of velocity with bubble length is due to bubble 
expansion when rising in a non-pressurised pipe. A reduction of the ambient pressure can be a 
cause of bubble expansion. The bubble expansion leads to a liquid displacement in front of the 
bubble and causes additional contribution to the liquid velocity ahead of the bubble. Consequently, 
longer bubbles rise faster than shorter bubbles. The explanation provided by White & Beardmore 
(1962) was supported later on by Nicklin et al (1962). Unfortunately, White & Beardmore did not 
offer a critical bubble length beyond which the rise velocity is independent of the bubble length. 
On the other hand, White & Beardmore noticed that the limiting rise velocity depends on the tube 
diameter, the Bo value, inclination angle and cleanliness of tubes. 
Zukoski (1966) produced one of the most important works and the most consistent sets of 
experimental data for a long bubble rising in an otherwise stagnant liquid. Before the experimental 
campaign began, Zukoski performed a series of sensitivity analyses. Zukoski (1966) recognised 
that there is a critical bubble length beyond which the rise velocity is independent of the bubble 
length; he reported that the rise velocity is insensitive to the bubble length as long as the volume of 
the bubble corresponds to a cylinder with the tube radii (R) and a length of 3R, though he 
performed his experiments with bubbles that were at least 4R long. In addition, it was found that 
tube materials have no effect on the flow as long as the tube diameter D is bigger than 2cm thus 
surface properties of the tube wall have no influence on the bubble velocities in large-diameter 
tubes. Zukoski (1966) also stated that when the tube size is sufficiently reduced, the velocity 
dropped faster than D0.5. The surface tension becomes important in this case and as the tube size 
and velocity decrease, the rise velocity is also dependent on the liquid viscosity. When the tube 
size is small enough, the bubble will be stuck even though the tube is in vertical position as shown 
by White & Beardmore (1968).  
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Zukoski managed to keep either Ar or Bo constant to compare their respective effects on 
the bubble rise velocity. He reported that the influence of surface tension was stronger than that of 
viscosity on the rise velocity of a long bubble. Even at Ar > 200, surface tension still has an effect 
on the bubble velocity. As can be seen from figure 2.5, the limiting value of the dimensionless rise 
velocity Fr0 for a bubble rising in a vertical tube is approximately 0.339 (Fr0R ≈ 0.48). Note that 
limiting bubble velocity in the figure is based on the radius. This is in good agreement with 
Dumitrescu (1943), Davies & Taylor (1950), White & Beardmore (1962), Nicklin et al (1962), 
Collins (1965)’s theoretical value mentioned above and the experimental value 0.385 as well as 
Bendiksen (1984) and many other researchers. Fr0 increases with Bo when Bo < 40 and becomes 
relatively constant for Bo > 40. He examined the bubble rise velocity data presented by other 
researchers (Dumitrescu 1943; Goldsmith & Mason 1962) and his experimental data and 
suggested that for Ar > 200 and 30° ≤ θ ≤ 90°, the bubble rise velocity is virtually independent of 
viscous effect. At low Archimedes number, Ar < 8, Fr0 is proportional to Ar. 
 
Figure 2.5: Bubble velocity Fr0R vs. 4/Bo for ranges of ReR > 1000, where  ReR is the Reynolds number based on 
tube radius. Flagged symbol from Barr (1926), Dumitrescu (1943) and Goldsmith & Mason (1962). (After 
Zukoski 1966) 
 The influence of the angle of inclination on the bubble rise velocity is complicated due to 
the changing bubble shape. Theoretical analyses have been restricted mostly to vertical pipe flow 
and therefore Zukoski (1966) was keen to understand the effect of angle of inclination on the 
bubble rise velocity. He found that the bubble propagation velocity increased as the inclination 
was varied from the horizontal to a critical angle of about 45° from the vertical where the velocity 
reached its maximum. The velocity then dropped as the angle was increased beyond the critical 
angle. The critical angle was not observed to be a constant. It ranges between 30° to 50° and was 
found to increase as Bo decreased. As the angle of inclination decreases from the vertical, the 
bubble starts leaning towards the upper wall and the axisymmetric shape no longer exists. The 
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thickness of the liquid layer between the bubble and the lower tube wall increases accordingly. For 
angles of inclination smaller than 45° from the vertical, a majority of the liquid moves down at the 
lower side of the tube through the liquid layer. The bottom of the bubble becomes flatter as the 
angle of inclination decreases. At the horizontal or near-horizontal position, the flow area occupies 
approximately the lower half of the tube and the gas bubble occupies the other half. This velocity 
trend was also reported later by several other researchers (Bonnecaze et al. 1971; Bendiksen 1984; 
Weber et al. 1986; Alves et al. 1993). Bonnecaze et al. (1971) offered a qualitative explanation for 
this trend, arguing that the gravitational potential that drives the liquid velocity along the curvature 
of the bubble nose first increases and then drops as the angle of inclination changes from the 
horizontal to the vertical position. If the bubble nose is essentially circular, the liquid drains 
beneath the bubble at a velocity driven by a hydraulic potential in the horizontal case, and the 
same holds for the vertical case. However, for the inclined case, the hydraulic head is larger than 
the pipe radius and the maximum drift velocity should be expected to take place. This explanation 
however, requires the aforementioned assumption to be true. Spedding & Nguyen (1978) also 
offered an explanation for the trend but a simpler explanation will be offered later on in this thesis. 
Zukoski (1966) realised that the bubble rise velocity increases with Bo regardless of angle 
of inclination. However, the rise velocity in a vertical tube appears to approach a limiting value 
when Bo > 40 whereas for other inclinations it continue to increase rapidly as Bo approaches 4000. 
On the other hand, in his “ideal” flow experiment, where the tube was large enough (D = 17.8cm) 
so that the surface tension can be ignored (Bo > 4000) and the Reynolds number was large enough 
so that liquid viscosity has very small effect on the bubble velocity, the horizontal Fr0 was found 
to be 0.542. This was proved to be correct by Benjamin (1968). However, this number created 
controversy which was resolved by Bendiksen almost 20 years later. There is one issue that 
Zukoski (1966) did not identify in his study on the effect of angle of inclination. The horizontal 
Fr0 becomes smaller than its vertical counterpart as Bo decreases and it seemed to affect the 
critical angle of inclination at which the maximum rise velocity occurs. This issue will be revisited 
in this thesis in chapter 5.   
Bendiksen (1984) arguably made one of the most important contributions to the literature 
on slug bubble dynamics. He performed an experimental investigation of the propagation of long 
bubbles in pipes, with diameters from 0.019m to 0.05m, and −30° < θ < 90° from the horizontal in 
an air-water system. There were several important findings in his investigation. First of all 
equation 2.1 (proposed by Nicklin et al. (1962)) was found to be applicable to all angle of 
inclinations and liquid velocities. However, both uG0 and C0 are dependent of Ar, Bo, Fr and θ , 
thus equation 2.1 should be rewritten as  
 ? ? ? ? ? ?BoFr,,rAuuBoFr,,rACBoFr,,rAu GMG ,,, 00 ??? ?? . (2.14) 
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This finding was in line with the work of Zukoski (1966), who reported that the bubble rise 
velocity in stagnant liquid or drift velocity uG0 is dependent on Ar, Bo and θ . In addition, this 
finding also clarified the controversy on uG0 for horizontal flow. While Dukler & Hubbard (1975), 
alongside many other researchers (Wallis 1969; Bonnecaze et al. 1971), believed the drift velocity 
for horizontal flow uG0 to be zero, others suggested otherwise (Zukoski 1966; Benjamin 1968; 
Nicholson et al. 1978). The theoretical studies carried out by Benjamin (1968) confirmed the 
existence of a non-zero drift velocity in the horizontal flow; he predicted a value of 0.54, which is 
shown in equation 2.5. Bendiksen’s result is in excellent agreement with the experimental results 
of Zukoski (1966), thereby confirming the findings of both Zukoski (1966) and Benjamin (1968).   
The second main finding of Bendiksen (1984) is a further development of the first finding: the 
value of C0 ranges from 1.00 to 1.20 for positive θ  and FrL ≤ 3.5, where FrL is a Froude number 
based on the liquid velocity uL. The coefficient C0 was found to be well represented by: 
 ? ? ? ? ? ? ? ?? ? ?? 20000 sin0900 ??????? CCCC , (2.15) 
where C0(0°) = 1.05 and C0(90°) = 1.2. For FrL ≥ 3.5, C0 approaches 1.19 to 1.20 for all inclinations 
and Re of O(103) to O(105). This value of C0 is in perfect agreement with Nicklin et al. (1962). The 
critical condition FrLc ≈ 3.5 at which C0 increases to its largest value was found to be relatively 
independent of the angle of inclination. Bendiksen explained that the radial position of the bubble 
tip relative to the tube axis is a function of liquid velocity for all angle of inclinations. In fact, the 
distance between the tip position and the centre line of the tube drops from 0.75R to zero as the 
liquid velocity increases from the lowest to the highest value. Therefore, the increase in C0 is 
evidently related to the change of the bubble tip position. Bendiksen also found that at any given 
inclination angle, an increase of C0 is normally accompanied by a decrease of the drift velocity uG0 
and as C0 → 1.20 and uG0 → 0, bubbles behave in a manner that is very similar to bubbles in a 
horizontal pipe at FrL >> 3.5. The above two findings support the hypothesis of Nicklin et al. 
(1962) which states that the bubble velocity is the local liquid velocity at the tip of its nose, which 
is of the order of the average liquid velocity, plus the possible drift velocity due to buoyancy. 
Based on the experimental data, Bendiksen (1984) proposed the now famous correlation to 
describe the effect of inclination angle θ  on the drift velocity in stagnant liquid uG0, 
 ?? sincos 000 vGhGG uuu ?? . (2.16) 
The horizontal and vertical bubble velocities in stagnant liquid are denoted by ????  and ????  
respectively. The observed limiting value for high liquid velocities uL follows immediately from 
equation 2.16 by considering ???? ? ?: 
 ?sin00 vGG uu ? . (2.17) 
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The non-dimensionalised form of equation 2.16 can be obtained by replacing uG0 with Fr0, 
 ?? sincos
000
vh FrFrFr ?? . (2.18) 
The predictions from equation 2.18 are plotted in figure 2.6 and are compared with the 
experimental data from Zukoski (1966).  
 
Figure 2.6: Non-dimensionalised drift velocity vs. inclination angle for different Bo: (—) equation 2.18; Data of 
Bendiksen (1984): (□) Bo = 62.5; (○) Bo = 95.2; (∆) Bo = 400. Data of Zukoski (1966): (×) Bo = 4000; (+) Bo = 400, 
95.2, 62.5. (after Bendiksen 1984). 
For the pipe with the largest diameter (D = 2.42cm), good agreement with Zukoski’s experimental 
data for Bo = 4000 was obtained, in contrast to lower Bo. At small θ , the predictions appear to be 
able to capture the drift velocity for all the examined Bo. Equation 2.18 is expected to yield a 
reasonable prediction of the dimensionless drift velocity Fr0 for tubes of large diameter and very 
small effects of surface tension at any positive angle of inclination. However, it must be stressed 
that equation 2.18 does not give satisfactory results when surface tension effect become significant 
since the principle assumption of this equation is that surface tension can be neglected. This also 
implies that equation 2.18 is not ideal for tubes with small diameter. Bendiksen (1984) reckoned 
that equations 2.16 and 2.18 may perform poorly when Bo < 40. Furthermore, it was found later by 
Weber et al. (1986) that equation 2.18 does not yield reasonable results when the liquid viscosity 
is significantly larger than that of water and this will be discussed in detail in the next section. 
Based on the two findings above, Bendiksen (1984) proposed the expressions for C0 and uG0 are, 
for all positive θ  from the horizontal, 
?20 sin15.005.1 ??C  ? ??? cos54.0sin35.00 ?? gDuG  for 5.3?LFr   
20.10 ?C  ? ??sin35.00 gDuG ?  for 5.3?LFr    (2.19) 
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where ???? ? ???? and ???? ? ???? based on equation 2.4 and 2.5 respectively. The coefficient of 
the sin2θ term is obtained from equation 2.15; FrL = uL/(gD)0.5 is the liquid Froude number. The 
experimental study of Manolis (1995) confirmed the above correlation for C0 but suggested a 
lower value for FrLc, 2.88. A similar expression was proposed by Woods & Hanratty (1996) with 
different FrLc =3.1. Note that FrL can be replaced by FrM, the Froude number based on uM when 
there are small gas bubbles in the liquid slug.  
Alves et al. (1993) performed experiments to study the effect of pipe inclinations on the 
bubble velocities in stagnant liquid. They observed the same trend reported by various researchers 
such as Zukoski (1966) and Bendiksen (1984). From their experimental data and Zukoski’s, the 
horizontal drift velocity drops from 0.54 to 0.47 when Bo decreased by a factor of 5. On the other 
hand, they reported that extrapolation of the data for normal slug flow is not very accurate for the 
determination of the drift velocity for a bubble moving in stagnant liquid in spite of the usual large 
scattering data obtained by certain advanced experimental techniques. 
Experimental Studies of Long Bubble Motion in Stagnant High Viscosity Liquid 
While there is a significant amount of experimental data for slug flow and single long 
bubbles moving in liquids of low viscosity, there are far less data for bubbles in liquids of high 
viscosity (Nossen 2009). Low-Re flow can also occur in small-diameter tubes. In this case, both 
viscosity and surface tension are important in the bubble dynamics. While some investigations 
have been carried out for the velocity of a single long bubble moving in large tubes with a high-
viscosity liquid (Weber et al. 1986; Shosho & Ryan 2001; Viana et al. 2003; Gokcal 2008), many 
researches in low-Re flows were carried out with small tubes - in some cases, very small tubes (D 
~ 1 mm). The problem of a bubble moving in narrow circular tubes has been studied theoretically 
(Bretherton 1961; Ratulowski & Chang 1989), experimentally (Taylor 1961; Aussillous & Quere 
2000) and numerically (Reinelt & Saffman 1985; Reinelt 1987). This strand of research was 
mainly motivated by microfluidic or biomedical applications and focus on the bubble drift velocity 
or film thickness in narrow axisymmetric or non-axisymmetric tubes (Kolb & Cerro 1991; Kolb & 
Cerro 1993; Wong et al. 1995; Bico & Quéré 2002; Hazel & Heil 2002; Liao & Zhao 2003). In 
this section, the literature on bubbles moving in a liquid with high Mo will be extensively 
reviewed. For flows with high Mo, viscous forces and the surface tension are important. The 
present thesis focuses on channels or tubes that are much larger than microchannels, in 
conjunction with both Bo and Ar being well above the range of values in microfluidics.  
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 (a) (b) 
Figure 2.7: (a) Dimensionless correlation of the velocity of long bubble with Bo in vertical tubes at various value 
of Mo. (After White & Beardmore 1962). (b) Dimensionless correlation of the velocity of long bubble with Bo in 
horizontal tubes at various value of Mo. (after Weber et al. 1986). 
Weber et al. (1986) studied the motion of bubbles moving through stagnant viscous liquids 
in inclined tubes including the horizontal and vertical orientation. Bo ranged from 4.9 to 490 and 
Mo from 2.2×10-11 to 1.5×104. The experiments were carried out either by taking away the stopper 
of a closed tube momentarily to introduce a bubble or by removing the stopper and let the tube 
drain. These two common experimental techniques yielded the same bubble velocity except in the 
horizontal tube. For the horizontal orientation a non-zero value was obtained for Fr0. The bubble 
was found to travel faster in a horizontal tube than in a vertical tube at high Bo and low Mo. As Mo 
increases, the dimensionless bubble velocity (drift velocity), presented as Fr0, decreases with the 
largest reduction occurs at the horizontal position. Fr0 was very sensitive to inclination angle near 
the horizontal for a given value of Bo and Mo that gave a value of the horizontal bubble velocity 
Fr0h near zero and an appreciable value of the vertical bubble velocity Fr0v. The authors observed a 
shift in the critical angle at which Fr0 is at its maximum as Bo decreases or Mo increases. This 
observation was also reported by Zukoski (1996). At sufficiently low Bo, neither a horizontal nor a 
vertical tube would drain. Weber et al. combined their results with those of Zukoski to obtain that 
the value of Bo below which water would not drain from a horizontal tube is 8.5 for all values of 
Mo of the fluids, provided that the tube wall is completely wetted. When the viscous and 
interfacial forces are sufficiently small, Fr0 is expected to reach a constant value which depends on 
the angle of inclination. As can be seen from figure 2.7(a) and (b), the limiting value of Fr0 for 
horizontal tubes is much larger than that for a vertical tube. This is in agreement with Zukoski 
(1966). Together with the results of White & Beardmore (1962), see figure 2.7(a), it can be 
concluded that as Mo increases, it requires a much larger Bo to reach the limiting Fr0 regardless of 
the inclination angle. To be best of my knowledge, up to now, the upper limit of Fr0 has not been 
determined either analytically or experimentally for an inclination angle other than the horizontal 
or the vertical. Weber et al. also examined Bendiksen’s correlation (equation 2.18) for Fr0 at 
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different angle of inclinations. They reported that equation 2.18 gave reasonable result as long as 
Fr0h > Fr0v for Mo ~ 10-11 and Bo ≥ 100. For larger Mo, equation 2.18 only gave satisfactory results 
for large Bo. Based on their experimental data, they modified equation 2.18 by including an extra 
term Q to account for the case where Fr0h < Fr0v. The whole correlation is still a function of the 
angle of inclination and the values of the horizontal and vertical Fr0: 
 QFrFrFr vh ??? ?? sincos
000
. (2.20) 
where Q is the correction term and expressed as 
 ? ??? sin1sin)(37.1 3/20 ??? FrQ  (2.21) 
when 
 0000 ???? hv FrFrFr . (2.22) 
When ∆Fr0 ≤ 0, Q = 0. The correlation from Bendiksen (1984) is thus a special case for the 
correlation of Weber et al. (1986). A good agreement with their own experimental data was shown 
for systems with high Bo and Mo. 
Shosho & Ryan (2001) studied the rise velocity of tube draining bubbles in Newtonian and 
non-Newtonian liquid with viscosities ranging from 0.001Pas to 7.21Pas for vertical and inclined 
tubes and they presented the rise velocity as a function of θ and Bo. They showed that the non-
dimensional drift velocity Fr0 increases with θ from the horizontal until it reaches a maximum, 
upon which Fr0 decreases for all liquid examined. The maximum angle at which the bubble 
velocity is present shifts to a lower θ as Mo decreases. This result is in agreement with Zukoski 
(1966). Shosho & Ryan (2001) also found that Fr0 increases with tube diameter but decreases 
when Mo increases. For Newtonian fluids with high Mo, Fr0 is affected by both tube size and 
buoyancy forces but not so much by θ. For fluids with low Mo, Fr0 is strongly dependent on θ. As 
Mo increases, Fr0 decreases monotonically. The findings are in line with Weber et al. (1986). 
Shosho & Ryan noticed that when the diameter is small and Mo < 10-4, Fr0 increases significantly 
as θ increases from 5° to 15°. For large D, the increase is not so pronounced. For Mo ≈ 10-2, Fr0 
increases strongly from 5° to 15°. However, such behaviour was not observed in any tube used in 
the study for Mo > O(10) where, instead,  only a modest increase in Fr0 was observed from θ = 5° 
to 15°. For O(10-4) <Mo < O(10-2) , it was found that Fr0 at 5° is smaller than Fr0v for all diameter. 
As Mo decreases, the observation remains for smaller diameter. A similar rise of Fr0 when 
increasing θ from 5° to 15° was measured by Zukoski (1966) and Weber et al. (1986). However, 
none of these authors offered any explanation for this phenomenon. This phenomenon will be 
explained in chapter 5 of this thesis.   
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Viana et al. (2003) collected a massive amount of data published previously on the rise 
velocity of long bubbles in tubes filled with otherwise stagnant liquid. Together with their own 
experiments, they studied the dimensionless drift velocity Fr0 of long bubbles in vertical pipes for 
viscosities ranging from 0.001Pas to 3.9Pas and pipe diameters ranging from 12.7mm to 76.2mm. 
The data cover a wide range of Bo and Ar values, which were presented in logarithmic plots of Fr0 
versus Ar for fixed ranges of Bo. These demonstrate that a long bubble is insensitive to Ar when 
Ar > 200 whereas Fr0 is proportional to Ar when Ar < 10. In between these limits is a transition 
region. On the other hand, the analysed data show that both viscous and interfacial forces become 
unimportant when Bo > 40 and Fr0 > 200. These limits are in perfect agreement with Zukoski 
(1966). Based on this result, Viana et al. (2003)  proposed bi-power laws for the two separate 
regimes, i.e. Ar < 10 and Ar > 200 and a dimensionless universal correlation for 10 < Ar < 200 that 
includes the effect of gas and liquid densities, liquid viscosity, surface tension and tube diameter. 
For Ar < 10, the correlation is expressed as 
 
5793.0561.2
026.13
0 )61971(
10494.9
Bo
rAFr ?
??
?
 (2.23) 
and for Ar > 200,  
 ? ? 58.006.30 3805134.0 BoFr ?? . (2.24) 
The dimensionless universal correlation for 10 < Ar < 200 is somewhat tedious due to different 
degree of data spread for different range Bo. By fitting the data to a logistic dose curve, the 
universal correlation was expressed as 
 ? ? ? ?? ?GCBArAGCBAReLFr ??? 1,,,;0 , (2.25) 
where A, B, C, G are rational fractions of power laws. Viana et al. (2003) stated that the 
correlations obtained can be regarded as an accurate mathematical description of Fr0 under the 
influence of Ar and Bo but it cannot explain anomalous features such as the fact that the bubble 
rise velocity is independent of the bubble length. Nevertheless, this is one of the first mathematical 
expressions to describe the distinct features of the Fr0 vs. Ar plot. The work of this thesis will be 
extensively validated against the work of Viana et al.   
Gokcal (2008) carried out an experimental study of two-phase flow of air and viscous oil 
with four different viscosities in a 2" horizontal pipe. While Gokcal presented mostly results on 
measurements such as pressure drops, slug tail velocities and slug length, he also found that the 
dependence of drift velocity uG0 on viscosity is significant for slug flow with heavy oil. The drift 
velocity was found to decrease with increasing oil viscosity. In this case, the model from 
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Bendiksen (1985) is not valid as the viscosity now plays an important role in the drift velocity. 
Gokcal (2008) extended the Benjamin (1968) analysis for a horizontal pipe and developed a 
mechanistic model to predict the drift velocity of a slug bubble moving in a highly viscous liquid 
based on mass and energy balance that included the effect of liquid viscosity. The model 
predictions resulted in good agreement with Gokcal’s own experimental results. Gokcal (2008) 
also developed a new drift velocity model for all angles of inclination based on the approach of 
Bendiksen (1984). The model combines the proposed drift velocity model for horizontal flow and 
the drift velocity model for vertical flow proposed by Joseph (2003). The model for uG0 at any θ is 
expressed as 
 ? ? ? ? 5.107.000 sincos ?? vGhGG uuu ?? . (2.26) 
The new model predictions resulted in good agreement with their experimental results but less 
satisfactory agreement with previously published data. This is not surprising since the correlation 
is totally empirical. This discrepancy is due to the fact that the drift velocity model for horizontal 
flow was developed based on data for a 50.8-mm pipe and a viscosity range between 0.1 and 
0.7Pa·s whereas the experimental data from other researchers are for a pipe of different diameter 
and a different range of viscosity. On the other hand, comparison of the experimental data for 
translational bubble velocity uG shows that Nicklin’s model (equation 2.16) performs poorly when 
Benjamin’s horizontal drift velocity Fr0h is incorporated. This was expected as Benjamin’s Fr0h was 
developed based on inviscid flow theory. When Gokcal’s drift velocity model for horizontal flow 
was implemented, good agreement with their experimental data was obtained. It was found that the 
flow regime for all experiments was laminar but the value of C0 was 1.87 rather than 2.0 suggested 
by Nicklin et al. (1962). Jeyachandra et al. (2012) extended the work of Gokcal by carrying to 
larger pipes (D = 0.0762m and 0.1524m), finding  that the non-dimensional drift velocity Fr0 
decreases with increasing viscosity regardless of the value of θ. As a result, the maximum Fr0, 
which occurred between 30° and 50° decreases. On the other hand, Fr0 increases with 
dimensionless diameter. In large pipes, the drop in Fr0 with increasing viscosity is less dramatic 
than in small pipes. As the viscosity is increased further to a higher value, Fr0 reaches an 
asymptotic value for all pipe sizes. Jeyachandra et al. (2012) also examined the performance of the 
drift velocity Fr0 correlation for horizontal pipes proposed by Ben-Mansour et al. (2010) and that 
for vertical pipes (equation 2.7) proposed by Joseph (2003). Ben-Mansour’s correlation reads 
 ? ?1.046.00 7.13exp53.0 ???? BoArFr . (2.27) 
This accounts for the range of values used for the surface tension, pipe diameter and liquid 
viscosity. The predicted Fr0 from equation 2.27 is in good agreement with the measured Fr0 and 
matches the prediction from the Weber’s correlation (equation 2.20) for low-viscosity liquids in 
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pipes of larger diameter. The comparison shows that the applicability of Weber’s correlation is 
limited to air-water systems and large pipes even though the correlation seems to take surface 
tension into account through Bo. On the other hand, the comparison of the predicted Fr0 from 
Joseph’s correlation with the experimental data of Weber et al. (1986) and Shosho & Ryan (2001) 
as well as the measured Fr0 shows that the predictions are within ±20% of the experimental data. 
Gokcal argued that the effect of surface tension is negligible for pipe diameters larger than 50mm 
and so a simplified version of equation 2.7 can be used to predict their own experimental data but 
not those from Weber et al. (1986) and Shosho & Ryan (2001). Jeyachandra et al. (2012) also 
suggested that better agreement could be obtained if the curvature of the bubble nose was included. 
Finally, they proposed a correlation for Fr0 in upward-inclined pipes. The predicted values of Fr0 
were within ±5% of the measured ones. However, the correlation is only valid for air-water 
systems and flows with negligible surface tension. 
Li et al. (2008) investigated experimentally the motion of air bubbles moving due to 
buoyancy in square capillaries filled with viscous liquids. The tube size ranged from 1cm to 2cm 
in width, which is significantly larger than most experiments in microfluidics. They studied the 
steady shapes and the bubble velocity uG0 over a range of moderate values of ReG, We, Bo and Ca. 
At low Weber number WeH = ρLuG02H/2σ, where H is the height of the channel, uG0 increases 
monotonically with bubble size and ultimately reaches a critical bubble volume beyond which uG0 
is independent of bubble size. At higher WeH, uG0  increases linearly with bubble volume for small 
bubble size due to buoyancy. When the bubble size is comparable to the channel size, the channel 
wall causes uG0 to reduce as the bubble size increases. A maximum velocity is observed at a 
critical bubble size beyond which the velocity dropped and eventually flattens out when the bubble 
size reaches the second critical bubble size. As WeH increases, the critical bubble volume beyond 
which uG0 is independent of the bubble size increases. Li et al. also found that long bubbles 
develop a negative curvature at the rear when WeH is between 0.89 and 1.38. Furthermore, they 
revealed that the velocity of an air bubble rising in a square channel is higher than that of rising in 
a circular tube and Li et al. is due to leakage flux at the corners of the channel. Bubbles in a 
circular pipe were found to be more prolate than bubbles in square channels since the bubbles 
expand more radially outward in a square channel. The minimum film thickness in a square 
channel was therefore lower than that in a tube.  
Computational Studies 
 Computational studies of slug flow based on the full Navier-Stokes equation were first 
carried out two decades ago. In these studies, both inertial and viscous terms are important. Mao & 
Dukler (1990) performed transient axisymmetric two-dimensional simulations in a curvilinear 
coordinate system for single bubbles moving in stagnant liquid and moving liquid using a cut-cell, 
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finite-difference method. The coordinate system was attached to the bubble and fitted to the bubble 
shape. Unlike in Clarke & Issa (1997) (see section 2.5), no prior assumptions were made regarding 
the shape of the gas bubble before simulations started. The shape of the bubble was adjusted every 
iteration so that the normal stress at the interface satisfied the constant pressure condition inside 
the bubble. A modified Re-Normalisation Group (RNG) k-ε turbulence model was used when the 
flow was turbulent. A MRF moving with the bubble was used. The solution only extends to the 
edge of the bubble and does not include the wake region. The numerical simulation results indicate 
that multiple theoretical solutions exist for a planar or an axisymmetric bubble in a pipe. A simple 
criterion has been proposed to single out the realistic solution among all the resulting solutions. 
The paper focuses on the distinctiveness of the numerical methods and only limited results are 
presented. Mao & Dukler (1991) extended their previous work and showed that the predicted rise 
velocities, bubble shape, wall shear stress and film thickness are in remarkable agreement with 
their own experimental data for bubbles rising in stagnant liquid. The parameters of the numerical 
simulations indicated that they were high-Re flow. The numerical simulations also correctly 
presented the influence of physical properties such as viscosity and surface tension on the 
translational velocity, film thickness, wall shear stress and some other flow characteristics. With 
the criterion of a spherical shape at the bubble nose enforced, the computed Fr0 was 0.346, which 
is in good agreement with the experimental value of 0.351 from Dumitrescu (1943). Computed 
velocity fields show the presence of downward flow near the pipe wall above the bubble nose. The 
rise velocity is independent of viscosity and surface tension in their cases. The wall shear stress 
increases along the side of the bubble as the liquid film is still accelerating towards the edge of the 
bubble tail and the equilibrium thickness at the bottom of the bubble has not been reached. The 
wavy and periodic pattern of the wall shear stress also shows that the interface is very wavy in the 
simulation. It was found that the wall shear stress increases with viscosity but the film thickness 
decreases as the viscosity increases. Numerical simulations were also carried out for a bubble 
rising in a moving liquid. Properties such as film thickness, wall shear stress, distribution 
coefficient C0, etc. were in good agreement with experimental data and the literature (Nicklin et al. 
1962; Collins et al. 1978). 
Tomiyama et al. (1996) carried out a numerical study on the flow field inside and outside a 
Taylor bubble in a stagnant liquid with moderate to high viscosity moving in a vertical pipe in 
laminar regime using an axisymmetric volume-of-fluid (VOF) method. The key difference from 
Clarke & Issa (1997) was that the VOF method eliminated assumptions about the bubble shape 
and terminal bubble velocity so they could compute results consistently for a number of cases. The 
range of parameters are 10-6 < Mo < 10-2 and 4.47 < Bo < 39.71. The bubble was approximately 2D 
long and the maximum ReG was less than 90. Apart from the flow field, the dependence of the 
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bubble shape on Mo and Bo was also investigated. They found that the bubble body becomes 
flatter as Bo is increased or Mo is decreased. The oblateness of the tail increases with decreasing 
Bo and the wave disturbance reported by Goldsmith & Mason (1962) was observed when Bo was 
low. The bluntness of the bubble nose increased with decreasing Mo for a given Bo and so the film 
thickness was found to be increased. For a given Mo, the bubble nose became pointier when the 
Bo increased. Finally, they have shown that the numerical results from their VOF method are in 
good agreement with their experimental results. 
Taha & Cui (2006) carried out axisymmetric simulations to investigate the shape and 
rising velocity of a single long bubble in stagnant and moving liquid in a vertical tube using a 
volume-of-fluid method in commercial CFD package FLUENT. A moving reference frame was 
used and no-slip wall conditions were applied. The velocity field behind the bubble was analysed, 
resulting in a step beyond the work of Mao & Dukler (1990) given that the latter only studied the 
field around the bubble qualitatively. Computed drift velocities for bubbles moving in various 
liquids covering a wide range of values of Bo and Mo are in good agreement with White & 
Beardmore (1962). Taha & Cui found that at a constant Bo, the bubble nose becomes more pointed 
and the bubble tail becomes flatter when Mo decreases. As a result, the liquid film thickness 
around the bubble increases. The bubble nose can also become more pointed when Bo is increased 
at a given Mo. Wave disturbances appear when Bo is low, in agreement with the findings of 
Goldsmith & Mason (1962). Inspired by the work of (Campos & Guedes De Carvalho 1988), Taha 
& Cui studied the wake patterns for five different values of Ar. It was found that at low Ar 
(Ar = 84), the streamlines run smoothly around the bubble tail, indicating the liquid film conforms 
to the bubble tail. As Ar is increased, the liquid jet (directed downwards along the side of the rising 
bubble) separates from the bubble body and reunites at some point downstream forming a closed 
region. As a result, the wake, enclosed by the oblate bubble tail, contains an axisymmetric closed 
vortex that travels at the same velocity as the bubble. Increasing Ar further causes the wake to 
stretch downstream and at 500 < Ar < 1500, an asymmetric and oscillating wake was observed. At 
high Ar, i.e. Ar > 1500 according to Campos & Guedes De Carvalho (1988), the streamlines can no 
longer reunite downstream, and an open wake is created with vortex shedding. Consequently, 
unstable and transient behaviour of the flow around the bubble causes bubble tail oscillations and 
gas shedding at the bubble tail. The wall shear stress for a bubble moving in stagnant and moving 
liquid was also calculated by Taha & Cui (2006). It was found that the wall shear stress of a 
bubble moving in stagnant liquid increases and the liquid film thickness decreases when Ar 
increases. The falling liquid film is accelerated under gravity and the film thickness is continually 
narrowed until it is stabilised by the wall frictional force. The distance from the bubble nose to the 
point where the liquid film reaches its terminal thickness and velocity, increases with increasing 
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Ar. In moving liquids, the wall shear stress profiles are more complicated. The sign of the wall 
shear stress changes twice across the bubble. As the liquid flow is increased, the region where the 
wall shear stress is positive becomes shorter in the results of Taha & Cui (2006) and the sign of the 
wall shear stress does not change at high liquid velocity. At the bubble tail, the wall shear stress 
was found to fluctuate dramatically due to the stirring nature of the wake in the mixing zone, 
caused by the impinging film to the liquid downstream. 
2.4.2 Summary of Section 2.4 
Theoretical, experimental and computational studies of a single bubble rising in a vertical, 
a horizontal and an inclined pipe or channel filled with stagnant and moving low or high viscosity 
liquid have been reviewed. It has been shown that while theoretical studies are rigorous and have 
provided the basis to understand the dynamics of long bubbles, they are mostly limited to either 
inertial flow with both surface tension and viscosity ignore, or for creeping flow in a vertical 
pipe/channel. Experimental studies do not have such limitations and they have provided much 
insight in the behaviour of long bubbles in different flow conditions. In addition, experimental 
studies have produced a massive amount of empirical correlations to describe the effect of surface 
tension, viscosity and inclination angle on the bubble velocity in certain laboratory conditions. 
However, these correlations may not be applicable to flow conditions that are different from those 
for which they have been developed originally. Numerical studies provide flow details that would 
otherwise be difficult or even impossible to obtain in the experiments. They also provide a 
platform to perform a large amount of parametric studies and are validated by the experimental 
work. However, accurate computations always come with a large price tag, i.e. long computational 
time. Furthermore, most of the computational studies are limited to either the vertical case or small 
Bo and Ar. Although there is basically no limitation of computational studies to specific type of 
flows, but some technical limitations must be overcome for every successful numerical studies, 
such as a fine mesh for severe changes in topology the gas-liquid interface and for high-Re flows 
(details of the numerical challenges will be discussed in chapter 3). One can now understand that 
all 3 types of studies can compensate the shortfalls of each other. In the one-dimensional unit-cell 
model (Taitel & Barnea 1990), closures for different variables such as slug length, slug frequency, 
liquid holdup in the liquid slug zone and pressure drop, etc. are needed to solve the governing 
equations. Understanding the effects of different flow properties on the drift velocity and 
translational velocity of a single bubble is absolutely crucial to identify the key physical 
phenomena to be modelled and in turn support the development of the closure model of long 
bubble velocities in slug flows. 
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 A Train of Bubbles (Slug Flow) 2.5
  The work on a single large bubble propagating in liquid gives imperative knowledge to 
understanding slug flows. Slug flow is characterised by a train of long bubbles separated by liquid 
slugs. The motion of bubbles may be influenced not only by the interactions caused by the wake of 
the preceding bubble but also by small bubbles in the liquid slugs. Up to now, there is no evidence 
that a bubble train behaves like a single long bubble (Fabre & Liné 1992). For a realistic insight of 
slug flow, one would have to go beyond the literature discussed in the previous section on single 
bubbles.  No theoretical study has been performed to shed light on the possible interaction between 
the two consecutive long bubbles therefore the problem must be studied experimentally (Fabre & 
Liné 1992) or computationally. However, to the best of my knowledge, there are only a few 
experimental and numerical studies in this area compared to vast literature on single bubbles. 
In a fully developed slug flow, the separation between two consecutive bubbles is 
sufficient for the trailing bubble not to be affected by the wake of the leading one. Therefore, the 
research on the bubble shapes and velocities for single bubbles provides sufficient information to 
describe the flow. This is however not the case in an undeveloped/transient slug flow or in the 
entrance of a pipe (Polonsky et al. 1999), which can cause coalescence of bubbles and a variation 
of flow field along the pipe. Studying the dynamics of a train of bubbles provides a stepping stone 
for the research of the interaction and coalescence mechanisms between Taylor bubbles. In 
particular, the study provides better understanding on, for instance, (1) The local unsteadiness at 
the back end of the leading bubble and (2) The minimum distance needed to recover the 
undisturbed velocity profile behind the wake of a Taylor bubble, etc. This can be seen in the 
computational studies carried out by for instance, Lu & Prosperetti (2008). 
2.5.1 Experimental Studies 
Van Hout et al. (2002) studied the translational velocities of long bubbles in continuous 
slug flow, i.e. bubble trains, for various flow rates, pipe inclinations (2° ≤ θ ≤ 90°) and diameters 
(D = 0.024m and 0.054m) in an air-water system. They compared the measured translational 
velocities uG and the predicted uG of a single long bubble in continuous slug. The prediction for uG 
of a single long bubble was based on Nicklin’s model (equation 2.1) with Bendiksen’s drift 
velocity model (equation 2.16 or 2.18). The results for single long bubbles moving in inclined 
tubes filled with stagnant water are in good agreement with Zukoski’s experimental data and 
Bendiksen’s drift velocity model, though the agreement was better for the larger tube. The 
predictions from the Nicklin-Bendiksen model agree well with the measured uG of single bubbles 
at various angles of inclinations. However, the agreement of the measured uG in continuous slug 
flow with the predicted uG from Nicklin-Bendiksen model was not as good as that for single 
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bubbles. The comparison for the 0.024m tube is acceptable for θ ≤ 30°; for 30° ≤ θ < 90° no data 
are provided. For the larger tube (D = 0.054m), a large discrepancy (up to 50%) was observed for 
θ ≥ 20° and the comparison was marginally acceptable for θ ≤ 20°. The measured data indicate 
that the inclination angle at which the velocity is at maximum occurs shifts from 30° ≤ θ ≤ 50° for 
single bubbles to 45° ≤ θ ≤ 70° for continuous slug flow. Van Hout et al. (2002) argued that the 
discrepancy can be attributed to inappropriate use of the drift velocities since C0 was found to be 
approximately 1.2 for all inclination angles and no evident effect of inclination angles on the value 
of C0 was detected. Van Hout et al. demonstrated that the drift velocities in continuous slug flows 
are significantly higher than those of single bubbles and they argued that this is due to the 
coalescence of dispersed bubbles in the liquid slug region with the nose of the trailing bubble 
when the dispersed bubbles travel slower than the long bubble. This coalescence results in an 
effectively higher translational velocity of the long bubble. Van Hout et al. (2002) developed a 
correlation to compute the effective drift velocity just to describe this scenario and account for the 
extra gain in drift velocity due to bubble coalescence. The correlation requires input from 
experimental measurements. Good agreement between the predictions and the measured drift 
velocities was obtained. Van Hout concluded that the Nicklin-Bendiksen model predicts uG of 
continuous slug flow well for all inclination angles in tubes with smaller diameter. For larger pipe 
diameters the model was only valid for θ ≤ 20°. In other words, regardless of inclination angles, uG 
of single bubbles is a valid approximation for the uG of continuous slug flow only when the pipe 
diameter is small. The Nicklin-Bendiksen model does not describe the angular dependence and the 
values of the uG in inclined slug flow for larger tubes.  
One may have to be a bit careful with the results presented in Van Hout et al. (2002). 
Firstly, the error bars for the data for continuous slug flow are quite large compared with those for 
single bubbles. Secondly, the authors concluded that the use of the Nicklin-Bendiksen model is 
justified regardless of inclination angles for the smaller tube (D = 0.024m). However, there are no 
data for 30° ≤ θ < 90° and the Nicklin-Bendiksen model on average over-predicted the measured 
uG by over 10%. Without those data, they could only conclude that the uG of single bubbles is a 
valid approximation for uG in continuous slug flow when the pipe diameter is small and θ ≤ 30°, 
which is similar to the results for the larger tube (D = 0.054m). Thirdly, Van Hout et al. obtained 
the drift velocities in continuous slug flow at each inclination angle by extrapolating the 
dependence to uM = 0 in a plot of uG versus uM. The accuracy of the method of finding the drift 
velocity has been questioned by Alves et al. (1993): it can result in significant errors in the 
prediction of the drift velocities by extrapolation of measured bubble velocities no matter how 
accurate the measurement technique is. Yet, Van Hout et al. did not address this issue. Besides, 
they did not provide any information regarding the separation distance between consecutive long 
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bubbles in their continuous slug flow experiments. Although good agreement was obtained 
between the prediction from van Hout et al.’s correlation and the measured drift velocity, the 
model was not at all rigorously developed. The correlation was developed by considering a long 
bubble moving in stagnant liquid and the extra gain in drift velocity only depends only on the drift 
velocity and the void fraction of the dispersed bubbles. However, in the continuous slug flow 
experiment, the liquid was moving with the long bubble rather than being stagnant. Given that van 
Hout et al. did not consider implementing a moving reference frame when developing their 
correlation, which is poor, the assumption that the dispersed bubbles did not flow through the 
liquid layer was also not justified. Perhaps the biggest problem of all was the presumption that the 
cause for the higher translation velocities in continuous slug flow was merely due to the 
coalescence of dispersed bubbles with the bubble nose without considering other possibilities such 
as the wake effect of leading bubbles and the separation distance between bubbles. Interactions 
between the dispersed bubbles and the long bubble are also an important factor that affects the 
translational velocity of a long bubble. Investigating this would provide valuable information to 
understand the slug flow dynamics. 
2.5.2 Numerical Studies 
Clarke & Issa (1997) presented a numerical method based on an ensemble averaged 
transport equations that governed the liquid around a single Taylor bubble and a train of bubbles 
rising in a vertical pipe filled with stagnant or moving liquid. Turbulence was modelled using a k-ε 
model. The equations were discretised using a finite-volume technique on a non-orthogonal block-
structured mesh which maps the entire flow field around the Taylor bubble and the liquid slug 
behind it. The method uses periodic boundary conditions at both end of the computational domain. 
The shape and rise velocity of the Taylor bubble were obtained iteratively, and simultaneously 
with the flow field under the conditions of constant pressure within the bubble and smoothness of 
the bubble nose. However, somewhat similar to the approach of Mao & Dukler (1990, 1991), the 
rise velocity was determined by a trial-and-error method, with the selected rise velocity giving a 
bubble nose shape that is locally spherical at the stagnation point, i.e. the tip at the symmetry axis. 
Although the bubble nose was computed, a prescribed flat bubble tail was assumed in their finite-
volume computations. The simulations were axisymmetric and a moving reference frame was 
imposed with the bubble. The numerical results for a single bubble and a train of bubbles are in 
good agreement with the experiments of Mao & Dukler (1990, 1991) in terms of the rise velocities 
and bubble shape. The numerical method also accounts for the presence of dispersed bubbles in 
the liquid slug by assuming homogeneous two-phase flow in this region. However, the model was 
found to be too empirical and too simple in resolving the two-phase flow in the liquid slug, 
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therefore the authors suggested that a two-fluid model should be used in the future to account for 
the motion of dispersed bubbles correctly. 
DeBisschop et al. (2002) performed a study of two-dimensional bubbles rising in Stokes 
flow with a viscosity ratio of unity using a boundary integral method. The initial shape of the 
bubble was a circle with a radius of 0.45 based on the channel width. The channel inclination 
varied from 20° to 90°. They found that the time needed to reach a steady state increases with 
decreasing channel inclination but the liquid film thickness from the top wall decreases with angle 
of inclination. The rise velocity increases monotonically with the channel inclination. This 
observation is in agreement with the low-Re experimental data of Masliyah et al. (1994). 
DeBisschop et al. (2002) observed that increasing Bo increases the deformation, the thickness of 
the wetting film and the terminal velocity of the bubble. They also reported that there is a critical 
value of Bo beyond which no steady bubbles are found and possibly snap-off of a thread of gas 
from the bubble tail occurs. The authors have also investigated the effect of surfactants on the 
steady-state bubble shape and found that these make the bubble more elongated and slender. In 
addition, the bubbles are further away from the channel wall with surfactants and the bubble 
velocity is larger. Although the numerical simulations were carried out with periodic boundary 
conditions, DeBisschop et al. (2002) claimed that the periodic unit cell is large enough for the 
results to represent the single rising bubble problem. 
Lu & Prosperetti (2008) carried out a computational study of axisymmetric Taylor bubbles 
rising in a vertical pipe filled with a stagnant, upward- and downward-flowing liquid. The 
interface was discretised using a set of marker points linked by cubic splines. Due to the 
implementation of periodic boundary condition (PBC), the computation can be seen as a train of 
identical bubbles separated by a constant distance Ls and distributed along a long pipe. For bubbles 
rising in stagnant liquid, simulations were carried out with the experimental data of Bugg & Saad 
(2002) and White & Beardmore (1962). The predicted bubble velocities were in good agreement 
with the measured bubble velocities. For a low-viscosity case, a strong vortex is formed behind the 
bubble even at low Bo. The flow does not separate in the high viscosity case, but a concave bubble 
tail was observed at large Bo and a convex bubble tail at low Bo. Lu & Prosperetti (2008) also 
reported that the bubble tail may oscillate long after a steady velocity has been reached when 
viscous effects are not strong, though the bubble nose and the liquid film are smooth and steady.  
As Bo increases, unsteadiness developed locally at several other locations, even for high viscosity 
liquid. An example is the appearance of a wavy liquid film at the bubble sides when Bo increases 
further, a gas ‘skirt’ (or film) is dragged down along the outer perimeter of the bubble tail and 
eventually break from the main bubble. The minimum value of Bo for which the bubble breaks up 
increases with Mo. For large Mo and small-to-moderate Bo, bubbles rise steadily and maintain 
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their shape. Between these two regimes, wavy liquid film develops along the sides of bubbles. 
When Lu & Prosperetti (2008) investigated bubbles rising in a moving liquid, they found that the 
length of the vortex behind the bubble increases with liquid velocity until it occupies the whole 
computational domain and reaches the trailing bubble. Therefore, a steady behaviour of a bubble at 
one flow rate could be changed by increasing the liquid flow rate. This effect decreased with 
increasing Mo. They have also reported that for WeR < 5, a convex bubble tail occurs, where 
 ? ??? DuuWe GLR
2??  (2.28) 
and ? is the cross-sectional averaged liquid velocity in the far field. The criterion was developed 
based on the assumption that the radius of curvature of the convex tail to be of the order of the 
tube radius and such that surface tension is large enough to overcome inertia for the tail to be 
convex. They claimed that this criterion was better than the Fr-related criterion proposed by Bugg 
et al. (1998). Finally Lu & Prosperetti provided some interesting insight on the issue of bubble 
expansion when the bubble rises in stagnant liquid. 
2.5.3 Summary of Section 2.5  
Literature on bubble trains has been reviewed in this section. Research of bubble trains is 
driven by the fact that these amount to real slug flows, as opposed to an idealized single large 
bubble. By applying periodic boundary condition (PBC) in computational models, the bubble 
dynamics of a bubble train can be investigated. However, most of the computational studies with 
PBC were mostly restricted to the vertical pipes. It is quite clear that considerable further work on 
interaction and dynamics of two consecutive bubbles in a pipe/channel at any orientation is 
required. Using an interface tracking method, the study of coalescence of long bubbles is possible 
and the model would be even better if the dispersed phase is simultaneously simulated with the 
continuous phase. 
 Small Additional Bubbles  2.6
Small bubbles play an important role in slug flow. One of the main questions is how 
bubbles move within the liquid slug or liquid film and how the continuous phase, i.e. liquid, is 
influenced by the dispersed phase, i.e. gas, and vice versa. Therefore, predicting the motion of the 
small bubbles in dispersed flows is a key to unlock more physics of slug flows and would enable a 
direct consideration of bubble-bubble and bubble-liquid interactions. In the equation of motion of 
a single small additional bubble, relevant external forces (both steady and unsteady) acting on the 
bubble are taken into account and by solving this equation of motion, the trajectory of each bubble 
can be obtained. This section is devoted to the discussion of this equation of motion and relevant 
closures that governs the movement of each individual contaminated small bubble. This includes a 
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brief introduction to the difference between clean and contaminated bubbles, the effect of 
surfactants and the equation of motion for both clean and contaminated bubbles (mostly focus on 
the contaminated bubbles). Lastly, a brief review of the previous work on the coalescence of 
bubbles is presented. 
2.6.1 Introduction of Clean and Contaminated Bubbles 
Bubbles moving in inhomogeneous flows have three important features when compared to 
solid particles. When the liquid is decontaminated, and the gas viscosity is ignored compared to 
that of the liquid, the liquid slides along the surface of bubbles, and the interfacial condition is 
free-slip, as opposed to the no-slip condition for the flow past rigid bodies. The latter is, however, 
recovered at the surface of a contaminated bubble. Secondly, due to the small magnitude of bubble 
density compared to that of the liquid, nearly all inertia is in the liquid and this makes the inertia-
induced forces (such as added mass forces) particularly crucial in the prediction of bubble 
trajectories. Thirdly, the change in bubble shape adds further degrees of freedom to an already 
complex problem. Since the liquid can slip along the surface of a clean bubble, the flow may 
remain un-separated (or at least, the wake may be very small) at significant Reynolds number 
values, in contrast to a solid body or a contaminated bubble of similar shape, wherein the flow 
would have been separated and possibly have become chaotic. The fact that the flow hardly 
separates on a clean, spherical bubble was crucial to the determination of the drag force coefficient 
through the analysis of a bubble rising freely under buoyancy in a quiescent liquid by many 
researchers such as Levich (1949,1962), Moore (1963) and Mei et al. (1994).  
2.6.2 Force Balance on Clean, Spherical Bubbles Moving in Inhomogeneous 
Flow 
Thomas et al. (1983) proposed that the total force on a small bubble (usually less than 
1mm in diameter) is obtained by adding the inertial, lift, buoyancy and viscous drag forces 
together, assuming these contributions can be regarded as independent and uncoupled. This force 
balance is restricted to the type of flow where bubbles are small compared with the length scale of 
non-uniform liquid flow. The surface tension is assumed to be large enough for the bubble to 
remain spherical and the bubble volume fractions have to be low so that the bubble interactions are 
weak. The total force balance is then 
 HDBLAMI FFFFFF ??????dt
dVGG
V?  (2.29) 
Here, ρG and VG are the density and volume of a gas bubble respectively. FB is the buoyancy and it 
is defined as 
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 gFB GLG V)( ?? ?? . (2.30) 
Using (1) the drag law Levich (1949, 1962) and the corresponding drag coefficient CD, 
 ? ?VUVU ??? GDL AC?2/1DF , (2.31) 
(2) the added-mass and the shear-induced lift coefficient in uniform weak shear flow proposed by 
Auton (1987), (3) the inertial force resulting from fluid acceleration in undisturbed flow, 
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 and (4) ignoring the history force for reasons discussed later, equation 2.29 becomes 
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Here, U refer to the unperturbed ambient flow (in the absence of bubble) evaluated at the sphere 
centre and UUUU ?????? tDtD , which is the time derivative evaluated on the trajectory 
of the fluid elements that surrounds the bubble at any given instant. UΩ ???  is the upstream 
vorticity of the sphere. V is the velocity of a bubble. AG is the projection area of a bubble. 
Assuming the bubble is clean and spherical, CL = CAM = 1/2. The drag coefficient is represented 
either by the Levich drag coefficient CD = 48/Red for high Red (Spelt & Biesheuvel 1997) or 
CD = 16/Red for low Red. An alternative is to use equation A.15 for low and high Re (Mei et al. 
1994) with the linear drag force defined as  
 ? ?VU ?? GLD AC ?2
1
DF . (2.34) 
On the other hand, the density of bubble is considered to be much smaller than that of the liquid 
ρG << ρL therefore it is reasonable to ignore ρGVG dV/dt when compared to the terms on the right-
hand side of equation 2.33. Equation 2.33 then becomes, after simplification, 
 )(12)(3 UVΩUVUV ???????
GDt
D
dt
d
?g . (2.35) 
Here, τG is the time constant τG =ρLr2/18μL. Equation 2.35 is a robust description of forces on a 
clean bubble for fluid flow at moderate-to-high Re (even for turbulent flow) with weak vorticity 
and small unsteadiness. Further discussions on each individual term (added mass, drag and lift 
force) and the legitimacy of adding these terms together are presented in appendix A. 
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The model (equation 2.35 for sake of argument) is no doubt useful but there are some 
weaknesses. First of all, the model only performs well when the assumption of small and clean 
spherical bubble is valid and bubbles remain spherical at high Reynolds number. However, it is 
not a very good description for bubble motion at low Reynolds number (Maxey & Riley 1983; 
Van Nierop et al. 2007), though this problem can possibly be circumvented by using approximate 
coefficients. Furthermore, there are doubts on its performance between inertia (added mass)-
dominated flow and viscosity-dominated flow. The fact that equation 2.35 neglects any coupled 
effect of forces and any contribution from bubble deformations, bubble-bubble and bubble-
boundary interactions also raises questions on the applicability of the equation. However, the 
biggest weakness of all is that the model is created by terms which are correct in specific limits 
and conditions. The material derivative, the fluid acceleration at the position of the bubble, (first 
term on the right-hand-side) in equation 2.35 is developed from inviscid flow theory. The lift force 
(second term) is based on a stationary sphere in weak shear flow with vorticity Ω changes slow 
with time and the drag (fourth term) is originated from bubble rising in viscous steady flow. To 
appreciate the rationale behind the additions of these forces, one has to understand that the 
hydrodynamic force acting on a bubble is extremely complicated. It depends on many variables 
such as, density, viscosity, bubble equivalent diameter, surface tension and contamination 
parameters. To make the already complicated problem even more complicated, they may couple 
with each other in reality. There are two limiting cases in bubble hydrodynamics. When the 
acceleration of a bubble is infinite, added-mass dominates whereas steady drag dominates when 
there is no acceleration. One would need to understand that equation 2.35 is only an approximation 
and the hydrodynamic force balance should include all external forces that are significant. It has 
been known that the forces that are associated to the effects discussed previously (added mass, 
drag, lift, buoyancy and history force) and also some other effects such as pressure gradient force 
and wall turbulence (become significant in turbulent channel flow) have significant effects on the 
hydrodynamic force. Adding these forces linearly seems to be the best option so far to account for 
these effects on the hydrodynamics of bubbles. However, one should always justify which 
individual force should be neglected and which of them is significant so that the best description of 
the hydrodynamic force can be obtained. To summarise, we have seen that these drag and lift 
coefficients were developed specifically for certain scenarios and the corresponding assumptions 
or conditions may contradict with those of other force terms (more details in appendix A). Extra 
care is therefore needed when using these coefficients and appropriate alternations of other force 
terms may be necessary. 
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2.6.3 Forces on a Contaminated Bubble  
Although the hydrodynamics of contaminated bubble is very different from that of clean 
bubbles, the same form of the force balance (equation 2.33) can be used (Van Nierop et al., 2007). 
In reality, the drag law was found to be more nearly quadratic and proportional to the square of 
relative velocity at high Reynolds number (Houghton 1963) and this was confirmed by (Odar & 
Hamilton 1964). This can be attributed to contaminants which attached to the bubble surface and 
immobilize the interface. As a result, the flow around a contaminated bubble is similar to that of 
solid sphere and in this case, the drag force is almost proportional to the square of (V–U). The drag 
for contaminated bubble can therefore be represented by a simple non-linear drag in which an 
extra term |V–U| is present as shown in equation 2.33. Applying this non-linear drag law means 
that any effect of flow unsteadiness or non-uniformity on the drag law are neglected (Thomas et al. 
1983) . 
Similar to clean bubbles, the history effect can usually be neglected compared to other 
forces, even though it is larger than that for clean bubbles and the memory of the flow is much 
longer for a solid sphere than for a clean bubble, and it is not restricted to the creeping flow limit 
(Magnaudet & Eames 2000). Lawrence (1986) presented a graphical representation of the 
hydrodynamic force equation on an oscillating solid sphere proposed by Stokes (1851) shows that 
there is a very tiny range of low Re in which the history effect becomes significant and ignoring 
this could result in an error of about 60% (Lawrence 1986). Nevertheless, it has a negligible effect 
in general compared to the other forces. The added mass coefficient for a clean, spherical bubble 
can be used for contaminated bubbles if the bubble is small enough (≤ 1 mm) such that the 
deformability is negligible. However, selecting a robust lift force and drag force coefficient is not 
as straightforward as that of added mass coefficient. Firstly, an approach would be to just use 
results for solid particles for contaminated bubbles, but numerous versions of the coefficients are 
around, as summarized by Clift et al. (1978), Hibiki & Ishii (2007) and more recently by Pang & 
Wei (2011). Choosing the ones that fit to the flow conditions and parameters of the system and at 
the same time without contradicting the limits of the other force coefficients in the equation of 
motion is crucially important. Moreover, the bases of these coefficients are often questionable; 
especially when they are used in a condition which is different from those for which they were 
developed. Secondly, many of these relations for solid particles are developed by best-fitting 
experimental data and it is inevitable that experimental results are exposed to certain disturbances 
which directly affect the resulting coefficient. Moreover, there are questions regarding the 
parameters that were used in the experiments and the sensitivity of these coefficients. It is not rare 
to see cases where changing the constants or powers in these coefficients by O(10-3) affect the 
results dramatically. Thirdly, for those closure relations that have been developed from numerical 
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simulations, they also suffer from the problem mentioned under the first point above and, more 
importantly, they are often only available for clean bubbles. 
Lift Force Coefficient for a Contaminated Bubble 
Among all the lift force coefficients that have been proposed so far in previous 
publications, for example, (Clift et al. 1978; Takemura & Magnaudet 2003; Hibiki & Ishii 2007; 
Pang & Wei 2011), the one proposed by Tomiyama et al. (2002) seems to be the most suitable 
correlation for the engineering purposes of the present study. The correlation has been used by 
many researchers due to its applicability to a wide range of bubble size and flow conditions. The 
coefficient was proposed based on the experimental results of (Tomiyama et al. 1995; Tomiyama 
et al. 2002) so it is empirical. Tomiyama et al. showed that the direction of the lift force changes 
by changing its sign if a substantial deformation of the bubble occurs and this has an important 
influence on the stability of bubble flows. While the lift coefficient for small bubbles (1−5mm in 
diameter d) is a function of Red, defined in equation 2.36, 
 LLd dRe ?? VU ?? , (2.36) 
it is correlated with modified Bodh number (defined in equation 2.39) for larger bubbles (d ≈ 5mm) 
in which the maximum horizontal dimension of a deformed bubble is treated as a characteristic 
length. As a result, the empirical correlation was summarized as a function of Red and Bod. The 
Bond number Bod = g(ρL – ρG)d2/σ, is often used together with Morton number Mo. Since Bod is 
the ratio of buoyancy and surface tension, it characterises the shape of bubbles for more general 
flows hence the lift force coefficient of Tomiyama et al. (2002) takes deformation into account for 
large bubbles. The resulting lift force coefficient is 
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where 
 474.00204.00159.000105.0)( 23 ???? dhdhdhdh BoBoBoBof . (2.38) 
The modified Bod is defined as  
 ?
?? 2)( hGL
dh
dgBo ?? . (2.39) 
Here, hd is the maximum horizontal dimension of the bubble and it is evaluated using an empirical 
correlation for the aspect ratio proposed by (Wellek et al. 1966): 
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 3 757.0163.01 dh Bodd ?? . (2.40) 
Note that the above empirical lift force correlation was derived for −5.5 ≤ log10 Mo ≤ −2.8, 1.39 ≤ 
Bod ≤ 5.74 and  transverse shear rate (horizontal-axis of a vertical tube) 0 ≤ γ ≤ 8.3s-1. This 
correlation gives a good prediction on the transverse migration of single bubble in simple shear 
flow (Tomiyama et al. 2002). The tendency of moving towards the wall for small bubbles and 
moving to the centre of the pipe for large bubbles was satisfactorily replicated. Although this lift 
force correlation has gained popularity due to the fact that it has consistently been reported to give 
satisfactory numerical results when compared with the experimental data and its easiness in 
implementation as suggested by researchers such as Lucas et al. (2005, 2007) and Darmana et al. 
(2006), it still carries the problems mentioned previously. For instance, there is no legitimate 
justification as to why the coefficient before the function tanh is 0.288 and one may wonder what 
will happen if it is 0.287. This is however not unique to this particular correlation. It was reported 
that the lift force correlations of Legendre & Magnaudet (1998) can be used to approximate the lift 
force on a solid particle or contaminated bubble if the prefactor 6 in equation A.20 is replaced by 
27/2 (Hibiki & Ishii 2007). The true concern is these numbers do not reveal physics. On top of 
these shortcomings, there are a few points that have raised serious concerns regarding this 
correlation. Firstly, Lucas et al. (2007) revealed that there was no experimental basis for the 
constant value in the correlation for Bod > 10. Secondly, Tomiyama obtained this correlation for 
single bubbles in a glycerol solution for laminar flow. Even though it was confirmed by Lucas et 
al. (2007) for air-water and steam-water experiments at 7MPa, its validity in other systems 
remains unclear. Thirdly, Tomiyama et al. (2002) pointed out that the correlation was based on 
experimental data obtained in a high-viscosity system and so in principle it is not applicable to 
low-viscosity systems. However, the correlation coincidentally yields the same value for the lift 
coefficient of a small bubble in an air-water system and therefore it is worth applying the 
correlation to a bubble in an air-water system to examine its capability to predict the trajectory of 
bubbles in low-viscosity systems. Again, this shows the correlation reveal limited physics. 
Furthermore, there is a lack of sensitivity analyses on this correlation hence the applicability of the 
correlation is an unknown.  
Effects of Surfactants 
Surfactants eliminate the difference between the behaviour of clean bubbles and solid 
particles/contaminated bubbles by immobilizing fully or partially the bubble surface so that its 
drag corresponds to that of solid spheres of same size. The zero-shear-stress boundary condition in 
the surface may no longer valid. The drag then increases and approaches that of a solid sphere. The 
drag coefficient can significantly deviate from that for clean bubble even for trace amount of 
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impurities and this was proven by many researchers such as (Maxworthy et al. 1996). On the other 
hand, surfactant also changes the solubility of a bubble in its surrounding liquid. Surfactants 
decrease the surface tension locally, promoting bubble deformation. Deformations lead to a change 
in drag, as well as added-mass forces and are usually manifested in their corresponding 
coefficients. Levich (1962) studied the mechanism by which surfactants change the velocity field 
in the vicinity of a binary fluid interface and showed that they are advected along a bubble surface 
and accumulate at the rear of a bubble. As the surface tension gradient produced by any surface 
concentration gradient of surfactant has to be balanced by a jump of the shear stress across the 
interface, Levich's mechanism implies that the zero-shear boundary condition is no longer valid at 
the clean bubble interface and hence there is an increase in the drag force. In summary, the 
presence of surfactants complicates the physics of bubble flow or slug flow. The surfactants have a 
strong link with deformability which has a clear correspondence to the description of drag and 
added-mass. Finally, it must be stressed that there is no literature quantitatively account for the 
effect of surfactants and therefore the understanding of the effect is still very limited. 
Drag Force Coefficient for a Contaminated Bubble 
It has been established from the previous section that due to different boundary conditions 
between clean and contaminated bubble, the drag force acting on these two types of bubbles is 
substantially different hence affecting the prediction of bubble motion. Researchers have proposed 
numerous versions to suit particular conditions. These empirical drag correlations also suffer from 
the three aforementioned problems. However, unlike the lift force coefficient, for which 
fundamentally different derivations exist, the drag force correlations for solid spheres or 
contaminated bubbles can basically be categorised as those derived based on spherical bubbles and 
non-spherical bubbles. Drag force coefficients for spherical bubbles are essentially governed by 
Red. CD for a single solid sphere with an infinite viscous fluid flows past it in the creeping flow 
limit, Red < 0.2, is given by the Stokes drag law: 
 dD ReC 24?  (2.41) 
In the Stokes regime for a solid sphere, the viscous drag is twice the form drag (recall that the 
entire contribution of the pressure distribution is referred to herein as the form drag, unlike in 
some other studies). As Red increases, the form drag becomes more important and eventually 
dominates over the viscous drag in the inertial regime. When this happens, which is normally in a 
range of 750 < Red < 3·105, the drag force coefficient becomes a constant CD ≈ 0.44. A further 
increase in Reynolds number results in an abrupt drop of CD due to the sharp drop in form drag 
(Crowe et al. 1998). Between the Stokes and inertial regime, i.e. 0.2 < Red < 1000, the Schiller-
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Naumann correlation is known to be the best approximation for the drag coefficient of solid sphere 
in the above range of Red: 
 ? ?687.015.0124 d
d
D ReRe
C ??  (2.42) 
However, the drag force coefficient should be expressed in terms of Bo for non-spherical bubbles 
since the governing factor is no longer a viscous force but gravity and surface tension. Among all 
the drag force coefficients that have been proposed so far from previous publications (Grevskott et 
al. 1996; Tomiyama et al. 1998; Kurose et al. 2001; Laı ́n et al. 2002; Zhang & VanderHeyden 
2002), including the 2 equations above, the one proposed by Tomiyama et al. (1998) is considered 
to be the most suitable one for the present engineering problems. Due to its applicability to a wide 
range of application and the fact that it also takes bubble deformation into account; and it has been 
used by several researchers such as Darmana et al. (2006) and Tsuchiya et al. (1997). In addition, 
apart from Tomiyama et al. (1998), most of the above authors did not clearly explain how the 
correlations were developed or address the limitations. It has been recognised that the drag force 
coefficient for a solid sphere can be represented by equation 2.42 (Clift et al. 1978). However, it 
was found from experimental data that equation 2.42 overpredicts CD when Red is high and the 
interface is only slightly contaminated (Tomiyama et al. 1998). In this case, another expression for 
the drag coefficient, CD = 72/Red was found to be more appropriate. As a result, CD for a slightly 
contaminated spherical bubble is expressed as equation 2.43 
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For fully contaminated interface, Tomiyama et al. (1998) recommended equation 2.42 instead of 
equation 2.43. For non-spherical bubbles under the condition of Bod < 16, (Ishii & Zuber 1979) 
proposed a simple correlation as follow 
 dD BoC 3
2? . (2.44) 
They also recommended CD = 8/3 for Bod > 16. However, Tomiyama et al. (1998) argued that the 
correlation for non-spherical bubble should include the effects of gravity and surface tension. 
Therefore they performed an analysis on terminal velocity of a non-spherical bubble, 
recommending 
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Tomiyama et al. (1998) summarised the above results and proposed correlations for pure, slightly 
contaminated and fully contaminated systems. Here, only the slightly and fully contaminated 
systems are shown below, respectively: 
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Tomiyama et al. (1998) indicated that the “max” function appears in these correlations because the 
value of CD for non-spherical bubbles is larger than that for spherical bubbles under the flow 
conditions for which CD for non-spherical bubble has to be used hence the larger value of the two 
drag coefficients is selected. They confirmed that the proposed CD provides a better prediction of 
the terminal velocity of a single bubble after comparing with experimental data for 10-
14 ≤Mo ≤ 107, 10-2 ≤ Bod ≤ 103, and 10-3 ≤ Red ≤ 105. Despite its applicability to a wide range of 
systems and having accounted for deformation, there are various concerns regarding this 
correlation. First of all, Tomiyami et al. (1998) proposed three correlations for three distinct 
systems: pure, slightly contaminated and fully contaminated. However, to my knowledge, these 
degrees of contamination are not quantified in terms of other parameters and therefore it is rather 
arbitrary to determine the status of the system in this respect.  Furthermore, there are different 
types of surfactants. Some only result in Marangoni stresses and a change in the surface tension 
coefficient, but others lead to far more complicated interfacial conditions. Secondly, whilst the 
shape of the bubble is changing, the drag force coefficient changes with the aspect ratio and the 
bubble exhibits path instability due to changes of the wake. Although there are attempts to account 
for deformability of a bubble through the inclusion of Bod, there is no evidence that there is any 
attempt to account for path instability. Special attention has to be paid to the use of this correlation 
because in some conditions the correlation may breach the assumptions that were made for the 
other coefficients. For instance, in the case of spherical bubble with no deformation, the 
expressions with Bod of the correlations should be left out. Therefore, some researchers preferred 
using the original Clift et al. (1978) drag correlation as shown in equation 2.48. 
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To the best of my knowledge, only Hibiki & ishii (2007) and Pang & Wei (2011) have attempted 
to evaluate the performance of various drag force and lift force coefficients so far. Together with 
Clift et al. (1978), they have presented a comprehensive review on the capability and applicability 
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of many well-known drag and lift force coefficients. One correlation may perform well in a 
particular situation but may not give good prediction in the other. However, a generalized lift force 
and drag force correlation is thus far out of question. Therefore, in order to tackle engineering 
problems, it is inevitable to use empirical closures unless one resolves these small bubbles using 
interface tracking method with very powerful super-computers. However, it is extremely important 
to be aware of and understand their limitations when using them.  
2.6.4 Bouncing Mechanism   
One of the key phenomena in slug flow is the interaction between the small bubbles with 
the large bubbles. Small bubbles in a slug body can coalesce with the large one and part of the 
large bubble can be entrained as small bubbles into the slug body. Gas entrainment is an extremely 
complex process and to my knowledge, it is still not very well understood. In this section, the 
focus will be on the gas shedding process wherein small dispersed bubbles in the slug body can 
either coalesce with the large bubble or bounce at the gas-liquid interface. An important question 
is how many bubbles will bounce at the gas-liquid interface and the effect of the bouncing bubbles 
on the coalescence rate. 
Criterion for Bouncing 
The bouncing of bubbles colliding with each other and with a free surface has been studied 
by various researchers both theoretically (Chesters & Hofman 1982) and experimentally 
(Kirkpatrick & Lockett 1974; Doubliez 1991; Duineveld 1994; Sanada et al. 2005; Suñol & 
González-Cinca 2010). Kirtpatrick & Lockett (1974) as well as Doubliez (1991) studied a single 
bubble rising to a free interface and they found that if the approach velocity of the bubble to the 
free surface exceeds a critical value, the bubble bounces at the surface. If the approach velocity is 
lower than the critical value, the bubble coalesces with the free surface. Chesters and Hofman 
(1982) studied analytically the liquid flow and interfacial deformation in the liquid film between 
two colliding bubbles in a pure liquid for We << 1 and Red >> 1. Neglecting viscosity, they 
developed a model of the thinning process of the liquid film and found that the bubbles' surfaces 
deform significantly as the liquid film thins. The deformed shape of bubble surfaces, exhibiting 
"dimples", is considered to play an important role in bubble bouncing, which is discussed further 
in the next subsection. They concluded that bubbles coalesce in a pure liquid with sufficiently low 
Weber number. The Weber number, We, based on the approach velocity Vapp of the bubbles, is 
defined as 
 ?
? eqappL rVWe
2
? . (2.49) 
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where )(2/1 12
1
1
1 ??? ?? rrreq  with r1 and r2 are the equivalent radii of the two bubbles, ρL and σ are 
the liquid density and surface tension, respectively. Duineveld (1994) investigated experimentally 
a single rising bubble in quiescent hyper clean water bouncing on a free surface and the 
coalescence between a pair of bubbles rising side by side. He demonstrated that bubbles bounce 
when We based on the approach velocity is larger than the critical We. The critical We from his 
experiment is in good agreement with the theoretical results of the liquid film thinning model of 
Chester and Hofman (1982). Sanada et al. (2005) extended the work of Duineveld (1994) and 
investigated experimentally and numerically the effects of liquid viscosity, the capillary number 
(Ca) and the Reynolds number (Red) on the coalescence of a pair of bubbles. They showed that the 
coalescence time in high viscosity liquid is much greater than that of low viscosity liquid with the 
same We. They also found that the critical We for bouncing is affected by the liquid viscosity. 
Suñol et al. (2010) studied experimentally the rising, bouncing and coalescence processes of 
millimetric gas bubbles impacting a free surface and they demonstrated that the critical diameter 
for a bubble bouncing at the free surface at least once is of O(0.1)mm,  in good agreement with 
Duineveld (1994). 
The Mechanism of Bubble Coalescence and Bouncing 
When a bubble comes close to a free surface the pressure in the liquid film (between the 
bubble and the surface) increases. Consequently, the bubble and the surface deform. The drainage 
of the liquid film is driven by a pressure gradient in the liquid film, which introduces a repulsive 
force on the centre of mass of the bubble. The bubble continues to travel towards the surface due 
to its inertia of the liquid motion associated with the bubble approach velocity. As a result, the 
radius of the film increases but the film thickness and the approach velocity of the bubble 
decrease. The thinning of the film continues until a critical film thickness is reached and long-
range intermolecular (van der Waals) forces become significant. Therefore, it is understood that 
bubble coalesces with the free surface in pure liquid if the film reaches its critical thickness before 
the bubble motion has ceased. A bubble may bounce if it comes to rest before the film is thinned to 
its critical thickness. High approach velocity would seem to favour coalescence but the repulsive 
force would increase more significantly, causing the bubble stops before the film reaches its 
critical thickness.  
 Chester and Hofman (1982) suggested that bubble coalescence and bouncing are the result 
of a competition between two processes: (1) The thinning rate of the liquid film between two 
bubbles or a bubble and a free surface; and (2) The increase of the surface energy of the system 
resulting from the increase of bubble surface area.  Chester and Hofman (1982) derived a criterion 
for bouncing of spherical bubbles based on an energy balance. Potential energy increases during 
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the thinning process. Together with their thinning equation they determined as the criterion for 
bouncing 
 
3
2 AMCWe ? . (2.50) 
Combining equation 2.49 and 2.50, a bouncing criterion for a spherical bubble approaching a free 
surface is  
 14.0?We . (2.51) 
Duineveld (1994) argued that the added mass coefficient used in the work of Chester and Hofman 
(1982) is not appropriate and the added mass coefficient derived by (Miloh 1977) should be used 
as the area of the bubble increases due to small deformation. Incorporating the suitable added mass 
coefficient, the criterion of bouncing becomes 
 117.0?We . (2.52) 
Duineveld (1994) also performed an experiment to validate the theoretical value of the critical We 
number for a bubble to bounce at the free surface in pure liquid. The experimental critical We was 
found to be 0.104?0.002 which was in good agreement with the theoretical value. (Duineveld 
1998) extended his earlier work of Duineveld (1994) and studied the behaviour of bubbles after 
bouncing. He found that bouncing bubbles can either coalesce or separate from each other to a 
large distance, depending on a Weber number that is based on the rise velocity VB of the bubble at 
the first bounce. From his experiment, bubbles bounce and separate when the Weber number based 
on the rise velocity is larger than 2.6?0.3. Bubbles bounce and coalesce if the Weber number is 
smaller than the critical We. This critical We is close to the critical We for the onset of path 
instability of single bubbles, i.e. We = 3.3 (Duineveld 1995). Instability in the wake and shedding 
of vortices behind the bubble coincides with path instability. Duineveld (1998) suggested that the 
bounce of bubbles trigger wake instability and the shedding of vortices, causing a large distortion 
and possibly path instability at a lower We than for a single bubble. The separation of the bubbles 
after bouncing is caused by the shedding of vortices which dominates the relative motion. After 
the first bounce, the shedding process provides extra energy for the repulsive motion. 
Surfactants and Impurities 
There is a critical surfactant concentration above which the velocity of rise of bubbles 
suddenly drops to the minimum, regardless of the type of surfactants (Bel Fdhila & Duineveld 
1996; Malysa et al. 2005). Below this critical concentration the velocity is almost equal to that in 
pure water (Bel Fdhila & Duineveld 1996). Duineveld (1998) showed that this critical surfactant 
concentration is the critical concentration above which bubble coalescence is inhibited. When the 
surfactant concentration is above the critical value, the behaviour of bubbles changes drastically. 
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Tsao and Koch (1994) studied a collision of two bubbles in salt solution and showed that a short-
range non-hydrodynamic repulsive force can lead bubbles to bounce. Thus the coalescence of 
bubbles is inhibited even if the bubble size is below the critical size for bouncing (Sato et al. 
2011). Although the work of Tsao & Koch (1994) shed light on the effect of electrolyte on bubble 
dynamics, it is still not clear how bubbles will behave in ionic salt solutions. 
2.6.5 Summary of Section 2.6 
  In section 2.6, the difference of clean and contaminated bubble, the effect of surfactants, 
the equation of motion and the corresponding drag, lift and added mass force coefficients have 
been introduced. It has been shown that the surface of bubbles has a strong influence on the 
formulation of the equation of motion and the associated coefficients of the external forces. It has 
also been demonstrated that the equation of motion has its limitations but it is the best model to 
describe small bubbles so far. Due to the large abundance of closures for lift and drag force 
coefficients available, it is absolutely crucial to understand the limitations and applicability of 
different closures before using them so that confidence of the results can be established, especially 
for numerical simulations. The bubble bouncing criterion has been briefly discussed. Again, the 
surface of a bubble plays an important role to the bouncing or coalescence criteria.  
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3. Numerical Methods and Procedures 
Chapter 3 
Numerical Methods and Procedures 
 Introduction 3.1
In this section, numerical methods for capturing the interface of the long cylindrical 
bubble and the motion of small discrete bubbles will be discussed. In the present work, two kinds 
of interface tracking methods are used to track the long bubble: the front tracking method (FTM) 
and the phase field method (PFM). The front tracking algorithm is used for the 2-D simulations 
whereas the phase field algorithm is used to carry out the more demanding 3-D simulations. These 
algorithms facilitate the study of long bubble behaviour in response to different flow conditions 
and parameters. The equation of motion for the discrete bubbles is solved simultaneously with the 
interface tracking method. This is achieved by coupling the interface tracking and discrete bubble 
tracking algorithms through the force term in the momentum equation. It is one of the objectives 
of the present work to investigate the effect of the long bubble on the motion of the surrounding 
small bubbles and vice versa. The coalescence or bouncing of small bubbles at the interface of the 
long bubble is also considered here. At the end of this chapter, detailed numerical procedures are 
described. 
 Difficulties and Challenges of CFD 3.2
Understanding the flow dynamics and the complex physics of small bubbles in the slug 
body are of great importance in developing a new generation of slug flow models. The behaviour 
of a bubble travelling in liquid is not only affected by the physical properties of each phase, such 
as viscosity and density, but also by surface tension and changes of the bubble shape. The 
difficulties in modelling the behaviour of bubbles are to a large extent due to the strong coupling 
of factors such as buoyancy, inertial force, surface tension, vorticity and history of the bubble 
59 
 
motions. In addition, the physical behaviour of bubbles is three-dimensional in nature. With the 
fast advance of computing power and numerical algorithms (see appendix B and C), CFD is a 
powerful tool to investigate the mechanics of slug flows. However, several difficulties and 
challenges need to be overcome in order to simulate such flow accurately. A number of facts 
contribute to this:  
(1) The interface between the gas and liquid phases should be tracked sharply and accurately 
without introducing excessive numerical smearing. However, the interface becomes highly 
diffusive in the turbulent regime or when it is very close to the pipe/channel wall. 
Controlling the interface smearing due to numerical approximations, for example at the 
back end of a bubble, has always been a real challenge to numerical simulations but it is 
the first hurdle to pass in CFD. The physical complexity of the interface is also increased 
by the effects of surfactants, thin liquid film dynamics and phase change. Computations 
become much more difficult if these effects are taken into account.  
(2) The discretized surface tension in the governing equation gives rise to a singular source 
term, leading to a sharp pressure jump across the interface.  
(3) The discontinuity of the density and viscosity across the interface may lead to numerical 
instability, especially when the ratios of these properties are very high or very low.  
(4) The bubble deformation and topological change are the main difficulties in handling the 
geometry of the interface and conservation of mass. Bubbles with large topology change 
have demanding requirements on the configuration of the simulation. Small bubbles may 
coalesce to become larger bubbles and large bubbles may break up into small dispersed 
bubbles. Bubbles with different sizes on a fixed grid also cause problems in various 
numerical methods.  
(5) The heterogeneous properties in the mixing zone of the slug, the gas entrainment and the 
shedding process are among the special features of slug flow and these processes 
complicate the physics of the liquid slug. Modelling these processes correctly without 
scarificing any physics (e.g. making assumptions or simplifications) is still very difficult 
with present technology. 
(6) The wake of the long bubble affects the dynamics and dispersion of small bubbles in the 
slug zone. However, various methods have been developed in attempts to overcome these 
difficulties and typically each of these methods has its own characteristic strengths and 
weaknesses. CFD is favourable to tackle these difficulties. 
(7) Even though the available computational power is much greater than that a decade ago, 
CFD simulations are still very expensive in terms of computation time. An accurate CFD 
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simulation requires a relatively fine grid and small time steps, especially for flows with 
strong inertial effects and low surface tension.  
 Front Tracking Method 3.3
The FTM employed in the present work is the one first proposed by Tryggvason and his 
collaborators. Tryggvason et al. (2001) developed this FTM based on the work of Ryskin & Leal 
(1984) and (Glimm et al. 1986; Glimm et al. 1988; Glimm et al. 2000; Glimm et al. 2001). The 
method proposed by Ryskin & Leal (1984) is called the "boundary-fitting approach". In their 
approach, the moving interface is tracked by fitting background grid points according to the 
interface position. However, this method does not handle complex interface geometry and 
topological changes very well due to difficulties in maintaining the proper volume mesh quality.  
Glimm et al. (1986, 1988, 2000, 2001) proposed a method in which the front is 
represented by using a set of moving markers so that the interface position is tracked in a 
Lagrangian manner where the grid points follow the interface. These interface markers can be free 
particles without connection or logically connected elements. The flow field is solved on separate, 
fixed background grids. The background grids are only modified near the front to make 
background grid lines follow the interface. Consequently, some irregular grids may be 
reconstructed and some special patterns are then created. This increases the complexity of the 
method, making it difficult to implement.  
The method proposed by Tryggvason is a hybrid of front capturing and front tracking 
techniques in the sense that fixed background grids are used to solve the fluid flow while separate 
grids are used to track the interface position explicitly. The Navier-Stokes equations are solved by 
a conventional finite volume method on the fixed, structured background grid and the interface is 
tracked by connected massless marker points. All phases are treated as one fluid with various 
material properties for different phases, allowing one set of governing equations to be solved for 
the entire computational domain. Interfacial terms are described by a discontinuous δ-function at 
the boundary between the phases. The interface carries information about jumps in physical 
properties and interfacial forces. Fluid properties and the surface tension are distributed onto the 
fixed background grid according to the position and the geometry of the interface respectively 
before the governing equations are solved. Apart from the techniques that track the moving 
interfaces, a stable and diffusion-free numerical method is also critical when solving the governing 
equations in the FTM. Therefore extra care is needed when choosing a suitable numerical solver. 
In the following sub-sections, details of the FTM will be presented. 
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3.3.1 Governing Equation 
The slug flow system is represented herein as an isothermal, two-fluid system with two 
incompressible and immiscible Newtonian fluids. A single set of governing equations is used for 
the entire computational domain, where different phases are treated as one single fluid with 
varying physical properties across the interface (Brackbill et al. 1992; Tryggvason et al. 2001). 
Under the concept of the "one-fluid" approach, the governing equations for gas-liquid two-phase 
flows can be derived. The mass balance for the whole flow domain is 
 0??? u  (3.1) 
and the momentum balance is 
 ? ? ? ?? ? ? ?gxxnuuuuu Lffff dSpt ???????? ???????????????? ?? )-(T (3.2) 
Here, fluid velocity, density and viscosity are denoted by u, ρ and μ respectively and g is the 
gravity. p is a modified pressure taking account of the hydrostatic pressure in the liquid. In the 
interfacial term, the interface curvature is denoted by κ and n is the unit normal vector 
perpendicular to the interface. The subscript f refers to a point on the interface Φ. The surface 
tension σ is taken into account as a singular source term which only exhibits its effect on the 
interface. The interfacial term involves the two-dimensional δ-function at the interface between the 
two phases. Both the surface tension and the fluid properties are distributed using the δ-function. 
Fluid properties such as density and viscosity in each phase are constant but are discontinuous 
across the interface. Equation 3.2 can be non-dimensionalised by introducing dimensionless 
characteristic variables shown below (Hua & Lou 2007): 
D
xx ??  , 
gD
uu ?? , 
D
gt??? , 
L?
?? ?? , 
gD
pp
L??
? , 
L?
?? ?? , ?? D?? , 
g
gg ??  
where g?g .Here, D is chosen as the characteristic length scale in the two-phase flow system. 
Substituting the above variables, equation 3.2 becomes: 
 ? ? gxxnuuuuu )1()(1)(1)( T ?????????????????? ?? ?????? dSBoArpt fff . (3.3) 
Here, the * decoration has been removed for convenience. The dimensionless Archimedes number 
(Ar) and Bond number (Bo) are defined as Ar = ρLg0.5D1.5/μL and Bo = ρLgD2/σ respectively. The 
Archimedes number is expressed as a ratio of buoyancy to viscous forces to characterize the rise of 
a bubble in liquid due to buoyancy. The Bond number is a measure of the importance of surface 
tension compared to the gravity acting on the rising bubble. In order to facilitate a comparison 
with other work, we note that further dimensionless groups commonly used are the bubble 
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Reynolds number ReG = ρLuGD/μL and the Froude number, FrG = uG/(gD)1/2. These are related 
through ReG = Ar·FrG. 
3.3.2 Discontinuities Across the Interface  
 The FTM uses a fixed background mesh to solve the governing equation and a separate 
mesh to track the position of the interface explicitly as well as the discontinuities across the front 
(Tryggvason et al. 2001). The discontinuities arise from the assumption of incompressible fluids 
for both phases. Since each fluid is assumed incompressible, it is reasonable to assume that the 
fluid properties are constant in each phase and as a result the properties are physically 
discontinuous across the interface between the two immiscible fluids. In addition, there is usually a 
jump in pressure across the interface as well. This sudden jump of fluid properties at grid points in 
the vicinity of the interface has traditionally caused serious problems such as numerical diffusion 
and instability in numerical methods. The "one-fluid" approach enables the abrupt jumps of 
properties across the interface to be handled in a more numerically stable manner when the 
governing equations are solved but this may not be enough. As a result, the difficulties caused by 
the discontinuities are overcome by introducing an artificial finite thickness of the order of the 
mesh size instead of zero thickness for the interface (Unverdi & Tryggvason 1992). The thickness 
is kept constant during the computation. The discontinuities across the front are distributed from 
the front mesh to the background mesh so that continuous distributions of the fluid properties can 
be reconstructed on the fixed background grid. Consequently, the fluid properties change smoothly 
and continuously across the interface. Therefore, this FTM does not exhibit numerical diffusion 
across the interface. The distribution of fluid properties is obtained before the governing equations 
are solved. Once the surface tension is distributed to the background grid in a similar fashion, the 
governing equations are ready to be solved on the fixed background grid. 
The field distribution b(x,t) of material properties such as fluid density and viscosity at 
time t over the whole domain is reconstructed using a certain indicator function I(x,t), which has a 
value of 1 in the gas phase and 0 in the liquid phase: 
 ),()(),( tIbbbtb LGL xx ????  (3.4) 
The indicator function can be expressed in the form of an integral over the gas phase domain Ω(t) 
with the interface S: 
 ?? ?? )( )(),( t dtI x'x'xx ?  (3.5) 
Taking the gradient of the indictor function and applying the Stokes theorem, equation 3.5 
becomes: 
 ?? ?? ?????? )()( )'(')'(),( tt dSdtI nxxxxxx ??  (3.6) 
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Taking the divergence of equation 3.6 yields a Poisson equation for the indictor function: 
 ?? ????? )(2 )(),( t dStI nx'xx ?  (3.7) 
The RHS of equation 3.7 is a function of a known interface position at time t. By solving the 
above equation the indicator function can be recreated and consequently the distribution of fluid 
properties can be obtained from equation 3.4. However, the discontinuous nature of the δ-function 
across the interface causes substantial numerical difficulties. To tackle this problem, the sharp 
jump of the indicator function on the interface is spread among the nearby grids and this is the 
reason why the interface has an artificial thickness.  According to Unverdi and Tryggvasons’ idea, 
the δ-function, which represents the discontinuities of fluid properties across the interface, is 
approximated by a continuous distribution function D(x). The continuous distribution function 
describes the fraction of interfacial quantities such as density and viscosity difference between the 
two phases. The surface tension is distributed to nearby grid point across the artificial thickness of 
the interface in the same way. This creates a gradient field (G = grad I) which is non-zero within 
the interface but zero everywhere else. The discretized form of the function G is  
 ? ???
f
fff SD nxxx )()(G  (3.8) 
where ∆Sf  is the area of an interface element whose unit normal vector is nf and centroid is xf. In 
this work the Peskin distribution function is adopted (Peskin 1977):  
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where ∆x is the grid size and i stands for number of dimensions. The δ-function in equation 3.7 is 
then replaced by the Peskin distribution function and a smooth indicator function can be recreated 
by solving the Poisson equation. The indicator function will change continuously from zero in the 
liquid phase to unity in the gas phase across the interface.  
 
Figure 3.1: Schematic of the elements, normal vectors on the edges and centres of elements, the edge vectors of 
element E0 and the surface tension forces acting on element E0. All normal vectors point out from 2-D planes 
(After Hua et al. 2008) 
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Apart from the discontinuity of fluid properties, the surface tension on the bubble interface, 
represented by a singular source term in the governing equation, 
  ?? ?? dSffff )( xxnF ???? , (3.10) 
needs to be distributed to the background grid in accordance with the geometry of the interface. 
Since the net force created by surface tension on the surface element can be calculated, high-order 
derivatives involved in curvature calculations are avoided. The surface tension forces exerted on a 
surface element (E0) by its neighbouring elements (E1, E2 and E3) are shown in figure 3.1. The 
surface tension forces (F1, F2 and F3) exerting on edges shared between the central element (E0) 
and its neighbouring elements (E1, E2 and E3) can be calculated as 
     )( 0,iii ntF ??? ,  3,2,1?i   (3.11) 
where ti is the vector of edge i and ni,0 is a unit normal of edge i, while ni  represents the unit 
normal vector of elements (E1, E2 and E3). The ni,0 can be estimated by averaging the element 
normal vectors ni of two neighbouring elements sharing the same edge i. The net surface tension 
force for a central element E0 can therefore be expressed as: 
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Equation 3.12 allows the net surface tension force on all surface elements to be evaluated and then 
distributed to the background mesh using the Peskin distribution function. Now, equation 3.12 
becomes 
 ? ??
k
kE D )()( , xxFxF ?? , (3.13) 
where kx  represents the mass centre of the k-th element used to triangulate the bubble surface.  
3.3.3 Tracking the Moving Interface 
Adaptive front markers are used to represent the interface between the two fluid phases. 
The velocity uf (xf , t) of the moving front markers is then obtained by interpolating from the flow 
field on the fixed background grid. The front marker points are advected in a Lagrangian manner 
from position xf
n at the current time step to a position xf
n+1 at the next time step. Therefore, the front 
is moving at the same velocity as the flow field and the no-slip condition is satisfied. The 
interpolation is carried out using the Peskin’s distribution function and this gives: 
 ? ??
x
xxxuxu )(),(),( fff Dtt  (3.14) 
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and 
 tnf
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n
f ???? uxx 1  (3.15) 
The mesh size and quality may change as the front marker points are advected. The resolution of 
the front mesh can significantly affect the information transfer with the fixed background grid 
which may eventually compromise the accuracy of the simulation and thus it is very important that 
the front mesh has a relatively uniform quality and resolution throughout the whole simulation 
process. Furthermore, one should always check the accuracy of the interpolation formula as small 
interpolation errors in equation 3.14 can potentially lead to big errors in the interface shape. 
Therefore, a CFL check is performed throughout the entire computational time for all simulations 
to ensure the stability of the calculations. 
3.3.4 Moving Reference Frame 
 
Figure 3.2: Schematic of a MRF. (After Hua et al. 2008) 
In order to study the long-term behaviour of the flow and the evolution of the moving 
interface between the fluids with reasonable computational cost and without using a large 
computational domain, a moving frame of reference (MRF) is implemented in the simulations. As 
a result, the large bubble is (almost) stationary with respect to time in the solution domain. Figure 
3.2 illustrates the concept of the applied MRF. The lab frame XY is stationary but the frame X’Y’ is 
moving. The positions of the point P in XY and X’Y’ are denoted by xP and x´P respectively. The 
position of the MRF is denoted by xm. The velocity of point P is u(x,t) in the lab frame XY and 
u´(x´p,t) in the moving frame X’Y’. The velocity of the moving frame is denoted by um(t). Based on 
the above set-up, the following equations can then be obtained: 
 
'
pmp xxx ??  (3.16) 
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and 
 ),()(),( '' ttt pm xuuxu ??  (3.17) 
As the MRF is generally accelerating with the moving bubble, the governing equations are no 
longer solved in an inertial frame and therefore the momentum equations have to be modified to 
accommodate the MRF. Allowing for translational, but not rotational, movement of the MRF, the 
momentum equation has an extra term to take into account the acceleration of the MRF. Both mass 
and momentum equations with respect to the MRF are shown below:  
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and 
 0????? u  (3.19) 
Furthermore, according to equation 3.17, the velocity condition on the boundary x’B must be 
modified as follows: 
 )(),(),( ttt mBB uxuxu ????  (3.20) 
The additional term dum/dt on the left hand side of equation 3.18 is denoted by the acceleration 
term am. The value of am should be chosen so that the acceleration of the MRF equals the 
acceleration of the bubble (Rusche 2002; Hua et al. 2008). Since the bubble’s acceleration is 
unknown, am needs to be approximated at each time step. The prediction method proposed by 
Rusche (2002) is adopted: 
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The position of the bubbles mass centre relative to the moving frame at time step n is defined as 
x nd. The time difference in nth time step (∆t)
n is defined as (∆t)n = tn – tn-1. λ1 and λ2 in equation 
3.22 are the appropriate under-relaxation factors. In the present study, λ1 = λ2 = 0.1 is used, which 
is the same as Hua et al., (2008). 
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3.3.5 Advantages and Disadvantages of the Front Tracking Method 
Tryggvason’s FTM has been widely used by many researchers (Annaland et al. 2005; 
Dijkhuizen et al. 2005; Hua & Lou 2007) to simulate various two-dimensional and three-
dimensional engineering problems. Making use of markers and connecting them to a set of points 
to track the interface is the feature which accounts for its superior accuracy in capturing the 
interface. The computational scheme for calculating the surface tension on the interface described 
in section 3.3.2 circumvents the explicit computation of the interfacial curvature and thereby 
avoids numerical instability associated with large density and viscosity ratios as well as high 
surface tension coefficient (Scardovelli & Zaleski 1999). The smooth change of fluid properties 
across the interface also helps the method to control numerical diffusion. The Lagrangian 
representation of the interface offers huge flexibility to assign different fluid properties to the 
phases. However, this method is rather complicated to implement because of the mapping of the 
front mesh onto the Eulerian background mesh. It is also difficult to use for 3-D simulations 
because it needs to utilise adaptive surface grids. More difficulties arise when bubble or interface 
coalescence and break-up occur, where multiple interfaces interact with each other, in which both 
require a sub-grid model. In this case, conservation of volume or mass is difficult. Although only a 
few researchers have attempted to apply FTM to track interfaces in turbulent multiphase flow 
problems, due to the fundamental way it tracks the interface (connecting marker points), it can be 
expected that huge challenges will be faced to confidently apply it to problems of this kind. 
Diffusive interface and multiple interfaces will certainly occur in turbulent flow and these issues 
are commonly believed to be the main causes of the break-down of FTM. 
 Phase Field Method 3.4
The volume of fluid (VOF) (Hirt & Nichols 1981; Brackbill et al. 1992), level-set (LSM) 
(Sussman et al. 1994; Osher & Fedkiw 2001; Sethian 2001) and diffuse interface (Jacqmin 1999; 
Badalassi et al. 2003; Ding & Spelt 2007) (DIM) methods fall into another category of interface 
tracking methods. Unlike the front tracking method where the interface is represented by a set of 
marker points, these approaches solve the classic advection equation for volume or colour 
functions defined on the grid to distinguish each phase and capture the interface:  
 0?????
? F
t
F u . (3.23) 
Here, F(x) is a scalar or marker function which can be a phase indicator or distance function 
(level-set) function. If F is a phase indicator function, then F = 0 in the liquid, F = 1/2 on the 
interface and F = 1 in the gas. If F is a distance (level-set) function, then F < 0 in the liquid, F = 0 
on the interface and F > 0 in the gas. In the diffuse interface methods, the flow is treated as a single 
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phase one so that only one set of mass and momentum equations needs to be solved. The marker 
function F is used to vary the density and viscosity to give the respective fluid properties to 
different phases through the following equations: 
 ? ?LGL F ???? ???  (3.24) 
and 
 ? ?LGL F ???? ???  (3.25) 
Furthermore, the interface is always given a constant value FI of a continuous function F. The unit 
normal to the interface is often defined as 
 
F
F
?
??n  (3.26) 
hence the mean curvature of the interface is defined by 
 n????  (3.27) 
At the interface, the continuity of velocity uL = uG has to be satisfied. In addition, the surface stress 
boundary condition is applied: 
 ? ? nnσσ ????? LG  (3.28) 
where the normal points into the gas phase. The stress is given by 
 ? ?? ?TuuIσ ????? ?p  (3.29) 
so that the governing equations becomes 
 0??? u  (3.30) 
 ? ?? ? STS?????????? guuu ??? TpDtD  (3.31) 
where SST is the source term for interfacial tension. The surface tension force is often represented 
by a source term in which a δ-function confined its effect at the interface  
 ? ?IFF ?? ???nSTS  (3.32) 
The δ-function is conventionally used to characterise the jump of properties for the discontinuous 
function. The δ-function is zero everywhere except on the interface, where F = FI, and is defined 
so that the integral across the interface gives unity. Therefore, the integral of equation 3.32 over a 
volume containing a part of S gives the integral of σκn over interfacial area S, 
 ? ??? ??
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In general, it is difficult to obtain accurate numerical solutions of the advection equation. 
The numerical errors typically appear in the form of numerical diffusion, but other problems such 
as discontinuities or shocks may also arise, causing numerical instabilities. The problems can be 
reduced by suitable grid refinement and taking small time steps. On the other hand, it is not 
entirely uncommon that researchers add an artificial weak diffusion term to the advection equation 
(Olsson & Kreiss 2005), giving 
 FF
t
F 2???????
? u . (3.34)   
The diffusion term avoids shock formation and discontinuities at the interface. For a fixed value of 
the diffusion coefficient Γ, the strategy allows the diffusion to be controlled, so that converged 
results can be obtained upon grid refinement.  
The concept of diffuse interface or phase field was proposed by van der Waals in 1897 but 
it has started gaining popularity only in recent years (Jacqmin 1999; Badalassi et al. 2003; Ding et 
al. 2007). It has been proven by many researchers that the diffuse interface method (DIM) does not 
suffer from problems with either global mass conservation or accurate computation of surface 
tension (Ding et al. 2007). The PFM is a particular class of DIM and has been used for a wide 
range of multiphase flow problems. Similar to the aforementioned methods, the PFM replaces the 
sharp interface by a very thin transition region (diffuse interface) in which fluids can mix. The 
diffuse interface has a non-zero thickness so that interfacial forces and fluid properties can be 
distributed smoothly. The distribution is achieved by employing an order parameter or phase field 
that is mostly constant in the bulk fluids but varies continuously at the diffuse interface. The 
relaxation of the phase field is facilitated by local minimization of the free energy subject to phase 
field conservation. Consequently, the interface does not deteriorate dynamically. One of the best-
known phase field models is called Model H (Ding et al. 2007). One distinct feature of this model 
is, instead of using the classic advection equation for the order parameter, the free energy 
associated with the Cahn-Hilliard equation is used and coupled with the momentum and continuity 
equations. The momentum equation is modified by the addition of a surface force which is 
dependent on chemical potential and phase field. Phase field simulations require a very thin 
transition layer to capture the physics of interfacial phenomena. In order to achieve high resolution 
and accuracy efficiently in 2- and 3-dimentional simulations, Model H is used in the present work 
to solve the coupled Cahn-Hilliard/Navier-Stokes system for binary fluids with variable viscosity.  
3.4.1 Advantages and Disadvantages 
 PFM shows several potential advantages over the VOF, LSM and FTM. The phase-field 
models allow the use of the standard advection techniques and this leads to a relatively easy 
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implementation in 3-dimensions with either structured or unstructured grids. The non-zero 
thickness of the transition region allows the fluid properties to vary continuously across the 
interface and the interfacial forces can be smoothly distributed. This prominent feature reduces 
numerical instability caused by the abrupt change of fluid properties at the interface. One of the 
key advantages of the phase field method is that the order parameter has a physical meaning and 
various phenomena can be modelled by tweaking the free energy appropriately. Furthermore, 
complex topological changes such as coalescence and interface break-up can be captured naturally 
in a mass conservative and energy-dissipative manner (Badalassi et al. 2003). Moreover, PFM can 
provide accurate consistently computation of surface tension and they perform satisfactorily in two 
phase problems with large density and viscosity ratio. However, the major pitfall is that the 
transition layer has to be very thin in order to capture the physics of the phenomena that are 
modelled and consequently the large gradient of the phase field must be resolved computationally. 
High resolution, i.e. very fine grid is therefore needed to resolve the interface and achieve smooth 
variation of the dependent variables. However, the Cahn-Hilliard equation and the surface force 
have terms with high order derivatives. A fully implicit scheme for these terms is expensive but 
explicit schemes can quickly lead to numerical instability or impractical time-stepping constraints. 
If the interfaces have been made wide, a strong anti-diffusion is needed to keep the interfaces from 
being distorted by advective straining. As the thickness is dependent on the grid size, it has to be 
carefully set to ensure optimum performance.  
3.4.2 Free Energy and Interfacial Properties 
In the PFM, an order parameter is introduced to describe the state of the system at any 
given time. For instance, in the case of immiscible isothermal binary fluids, it becomes the volume 
fraction C(x) of a component in the system. A free energy density model can be defined for times 
when the system is not in equilibrium. Based on the order parameter and its gradient, the free 
energy density can be expressed as follow: 
 ? ?)()(
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Here, f(C) is the free energy per unit volume. The first term is the gradient energy which accounts 
for the excess free energy due to inhomogeneous distribution of volume fraction at the interface. 
The second term is the bulk energy density. The coefficient k is set to O(ε) and is often defined as 
εσα, where ε, σ and α are dimensionless O(1) constants that represent the interfacial thickness, 
surface tension coefficient and a constant respectively. The values of these constants are 
determined by the choice of ψ(C) and by a chosen definition of the interfacial thickness. The 
coefficient β is set to O(1/ε) and ψ(C) = 1/4C2(1–C)2, which models the fluid component’s 
immiscibility and has minima at C = 0 and C = 1, corresponding to the two stable bulk fluids. This 
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choice of parameters produces phase-field interfaces with O(ε) thickness and O(1) surface tension. 
The chemical potential ϕ is defined as the change in free energy E which is the integral over the 
volume of space occupied by the system, 
 ?? fdVE  (3.36) 
with respect to the volume fraction C: 
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Van der Waals hypothesized that the equilibrium interface profiles are those that minimise E. 
From the calculus of variations, these profiles satisfy ϕ(C) = constant and Badalassi et al. 2003 
suggested ϕ(C) = 0. Cahn (1959) extended Van der Waals' work to the time-dependent situation by 
approximating interfacial diffusion fluxes as being proportional to the chemical potential 
gradients, enforcing conservation of the field. The convective Cahn-Hilliard equation plus 
advection can be expressed as: 
 ))(( ?????????
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Here, M(C) = C(1–C) > 0 is the mobility or Onsager coefficient. The Cahn-Hilliard equation 
models the creation, evolution and dissolution of diffusivity-controlled phase field interfaces.  At 
the wall, no flux boundary conditions are adopted: 
 0??? ?Mn   (3.39) 
and 
 0??? Cn   (3.40) 
where n is the unit vector normal to the domain boundary. Equation 3.39 also suggests that the 
viscous wall boundary condition is no-slip.  
3.4.3 Interfacial Profile and Surface Tension 
 It is useful to consider the case of a one-dimensional interfacial profile that is at 
equilibrium. As there is no diffusive flow anywhere, the interface profile can be obtained from 
ϕ(C) = 0 and equation 3.37. A 1-dimensional non-uniform solution of this equation with the z-
direction chosen along the gradient of C is given by 
 ? ? ??
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which satisfies the boundary conditions C(z→ ±∞) = 1 or 0. The solution describes the equilibrium 
profile for a plane interface normal to the z-direction with thickness ε proportional to (k/β)0.5 and 
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that separates the two bulk phases. On the other hand, the surface tension σ of the interface is equal 
to the integral of the free energy per unit surface area along the interface at equilibrium. For a flat 
interface at equilibrium: 
 dz
dz
dCk
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??? . (3.42) 
In order words, 
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2
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????
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dz
dz
dC?? . (3.43) 
Here, α is set equal to 6√2 in the present work. Finally, the surface tension force in the momentum 
equation can be written as 
 CST ???F . (3.44) 
3.4.4 Governing Equations 
Similar to the FTM, the flow system is represented herein as an isothermal, two-fluid 
system with two incompressible and immiscible Newtonian fluids. A single set of governing 
equations is used for the entire computational domain, where different phases are treated as one 
single fluid with varying physical properties across the interface. The 3 governing equations are 
the continuity equation 3.1, momentum equation and Cahn-Hilliard equations 3.38. The 
momentum equation is slightly different to equation 3.2 due to the formulation of the surface 
tension force: 
 ? ? ? ?? ? ? ?guuuuu LCpt ?????? ????????????????? T  (3.45) 
Using the same set of dimensionless characteristic variables defined in section 3.3.1, the 3 
governing equations are non-dimensionalised and become: 
 0??? u  (3.46) 
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Here, the * decoration has been removed for convenience. The Ar and Bo have the same definition 
as those in section 3.3.1. The additional parameter in the PFM is the diffusion coefficient, 
expressed as Peclet number and is defined as Pe = g0.5D1.5/Mcϕc. Furthermore, the distribution of 
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fluid properties is achieved by using leverage equations. The dimensionless density and viscosity 
are given by 
 ? ?CC ??? 1???  (3.49) 
and 
 ? ?CC ??? 1???  (3.50)   
Here, the density and viscosity ratio are λρ = ρG/ρL and λμ = μG/μL, respectively. 
3.4.5 Immersed Boundary Method 
The Immersed boundary method (IBM) is used in this work for the 3-D simulations of 
flow in pipes. The method was originally developed by Peskin (1972, 1977) to simulate cardiac 
mechanics and blood flow. It has been extended to simulate viscous flows with embedded 
boundaries on Cartesian grids that do not conform to the shape of these boundaries. The 
conventional approach would be to employ structured or unstructured grids that conform to the 
solid boundary of a pipe. A surface grid would be needed to cover the solid boundary of a pipe, i.e. 
the pipe wall and then it is used as a boundary condition to generate a grid in the volume inside the 
pipe, which is occupied by fluids. Since the grid does not conform to the solid boundary of a pipe 
in the IBM, incorporating the boundary conditions would require modification of the momentum 
equations in the vicinity of the boundary. The modification generally takes the form of a source 
term (usually a force term) in the momentum equations that reproduces the effect of the boundary. 
The IBM offers several advantages over the conventional approach, in which structured or 
unstructured grids that conform to the body are employed. (1) The IBM requires no coordinate 
transformation or complex discretisation operators. The absence of additional terms associated 
with grid transformations makes fewer operations per grid point than body-conformal grids. (2) 
The use of a stationary, non-deforming Cartesian grid massively simplifies the task of constructing 
a quality grid that provides adequate local resolution. This superiority over body-conformal grid 
becomes more apparent when the geometry is complicated or for flows with moving boundaries 
(Tezduyar 2001). However, the IBM has a couple of disadvantages. (1) The imposition of 
boundary conditions is not easy in the IBM and worse, the influence of the boundary treatments on 
the conservation and accuracy of the numerical methods is not clear. (2) The control of grid 
resolution in the proximity of the pipe wall is not as good as in the conventional approach. The 
increase in required grid resolution with increasing Reynolds number is also higher than the 
conventional approach (Mittal & Iaccarino 2005).  
The two main approaches, namely continuous forcing and discrete forcing approach, for the 
imposition of boundary conditions on the immersed boundary and the application of the IBM have 
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been reviewed extensively by Mittal & Iaccarino (2005). In the present work, a continuous forcing 
approach has been implemented. Among existing methods in this category, elastic and rigid 
boundaries require different treatments. The treatment for flows with elastic boundaries is 
strikingly similar to the concept of FTM in the sense that the immersed boundary is tracked in a 
Lagrangian fashion by a set of points that moves with the local fluid velocity. Furthermore, the 
influence of the immersed boundary on the background fluid is captured by distributing the force 
(stress) of these points to the fluid through a localised force term in the momentum equations, 
which is essentially identical to equation 3.13. Indeed, one of the applications of IBM is to 
simulate flows with moving boundaries in an Euler-Lagrangian manner.  
The treatment for flows with rigid boundaries is used for pipe simulations. The idea is to 
assume the entire flow occurs in a porous medium (Angot et al. 1999; Khadra et al. 2000). An 
extra force term FRB is added to the Navier-Stokes equation and it is defined as 
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where τRB is a time constant to control the permeability of the pipe and is defined as infinity for 
fluid region and zero for solid region. Therefore, the force only activates within the solid region 
and it drives the velocity field to zero. The method is subject to so-called stiffness problems 
associated with large variations in the values of τRB. If the system of equations is too “stiff”, i.e. the 
value of τRB is too small, the simulation suffers severe stability constraints (Stockie & Wetton 
1999; Lai & Peskin 2000). However, if the value of τRB is too large, the approximation of the solid 
pipe will not be satisfactory and “leakage” will occur. In the present work, τRB is set to O(∆t). With 
the extra force term FRB, the momentum equation becomes 
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The modified momentum equations are solved implicitly outside the pipe and the original 
momentum equation 3.47 solved within the pipe. 
 Discrete Bubble Tracking Method 3.5
CFD modelling of flow systems that involve small and large bubbles can be approached in 
three different ways, depending on the treatment of the dispersed phase. The first approach is to 
consider a local homogeneous mixture of both phases and use the standard single phase Navier-
Stokes equation with density represented by a mixture density. The governing equations are closed 
by formulating an additional transport equation for the local volume fraction of the gas phase. 
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However, this kind of model cannot capture important physical phenomena and most of the flow 
characteristics are over-simplified.  
The second approach is the Eulerian-Eulerian (E-E) or two-fluid model where the 
dispersed phase is assumed to be an inter-penetrating continuum and is characterized by its 
instantaneous local concentration Cb(x,t) and velocity V(x,t). The gas and liquid each have their 
own velocity field and occupy separate regions in space but share a common pressure field. 
Governing equations are developed for each phase separately and so the interaction between the 
fluids is accounted for by the force term. The model employs the volume-averaging technique on 
the governing equations for each phase to describe the time-dependent motion of both phases. The 
local instantaneous bubble concentration Cb(x,t) is advanced in time by solving the bubble-phase 
continuity equation. The amount of bubbles in a computational cell is represented by the volume 
fraction and the bubble size distribution is often described by a population balance equation. Due 
to the loss of important flow characteristics during the averaging procedures, closure models are 
required to reintroduce them to the model. To make matters worse, not many of the closure 
problems have been adequately solved (Yan & Che 2010) and this is the major weakness of this 
approach. 
The DBTM falls into the third category - the Eulerian-Lagrangian model (E-L). In this 
type of model, the liquid phase is treated as a continuum and the trajectory of each individual 
bubble is tracked explicitly (in Lagrangian fashion) at each time step using Newton's second law. 
The governing equations for the continuous liquid phase are solved on the Eulerian grid while the 
bubble position xb(t) and velocity V(t) at each time step is evaluated by solving the equation of 
motion. This allows a direct consideration of the effects of external forces on bubble-bubble and 
bubble-liquid interactions. The advantage of using the E-L model comes from its computation of 
the local instantaneous gas-phase concentration Cb(x,t). Since it is computed from the local 
number of bubbles in a given computational cell volume, no additional models are required to 
predict the bubble size distribution. Furthermore, the absence of the averaging procedure 
minimises the loss of important flow characteristics and bubble dynamics. The drawback of this 
model is the cost of completely individual bubble trajectories because the equation of motion 
needs to be solved for each bubble and this restricts the maximum number of bubbles in the flow.  
3.5.1 1-way and 2-way Coupling 
In the equation of motion, relevant external forces (both steady and unsteady) acting on 
the bubble are taken into account (see equation 2.33). The equation is repeated here for 
convenience: 
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To track the bubble in a Lagrangian manner, the equation of motion is solved explicitly in 
each time step so that the position xb(t) and velocity V(t) of small bubbles can be obtained. 
However, as can be seen from equation 2.33, this requires the liquid velocity at the bubble position 
U(t). The U(t) is obtained by interpolating the liquid velocity u(x,t) on the Eulerian background 
grid to the bubble position using Peskin distribution function:  
 ? ??
x
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Furthermore, the acceleration term in the added mass force and vorticity term in the lift force are 
computed at the cell centre in the background grid before they are interpolated to obtain their 
respective values at the bubble position. Once the bubble velocity V(t) is obtained, the new bubble 
position is calculated. This procedure is called forward coupling or 1-way coupling. 
2-way coupling consists of backward and forward couplings. In order to investigate the 
physics of bubble interaction, 2-way coupling should be employed. While the equation of motion 
gives the total external force acting on a bubble by the liquid, a reaction force acting on the liquid 
by the bubble should be coupled with the momentum equation of the liquid through an extra 
source term. Normally, this reaction force has the same magnitude but opposite direction to the 
force acting on the bubble by the liquid. The procedure in which the reaction force is mapped to 
the Eulerian grid before the governing equations are solved to obtain new velocity and pressure 
fields is called backward coupling. 
 
Figure 3.3: (a) Schematic of PSI-cell method: (Red circle) without force distribution, (orange circle) with force 
distribution. (b) Schematic of PSI-ball method with force distribution using a predefined influence circle or ball. 
To map the reaction force to the Eulerian grid, a method called particle-source-in-ball 
(PSI-ball) is employed (Hu & Celik 2008). The PSI-ball method is much more robust than its 
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predecessor called particle-source-in-cell (PSI-cell) (Crowe et al. 1977). According to the PSI-cell 
method, the reaction force is either directly passed on to the computational cell centre in which the 
bubble resides or distributed to the neighbouring cell centres as shown in figure 3.3(a). However, 
this procedure becomes unjustifiable when the bubble size is larger than the size of the cell. When 
this happens, the influence of the backward coupling is only restricted to a single cell or the 
adjacent cells that contain a portion of the bubble. In this case, the flow solution will not be 
affected by the size of the bubble, i.e. not all the Eulerian grid nodes that overlap with the bubble 
can receive a fair share of the reaction force. This issue has been addressed by some researchers 
(Murai et al. 2000; Kitagawa et al. 2001; Deen & Kuipers 2004; Darmana et al. 2006) and their 
solutions to this problem have significantly increased computational cost. Unlike the PSI-cell, the 
PSI-ball distributes the reaction force via the same distribution function as the front tracking 
method onto those Eulerian grid nodes that are within a predefined local influence ball (sphere, 
cube or cage) in which the bubble resides. The Eulerian cell receives a share of the reaction force 
proportional to the portion of its volume overlapped by the ball as shown in figure 3.3(b). The 
distribution of force can be achieved in a similar way to the distribution of surface tension force 
from the front to the background grid. The reaction force that is distributed to cell ij by the 
surrounding bubbles and coupled back to the momentum equation is given by 
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Here, FR
γ is the reaction force exerted by a single small bubble γ on the liquid and fR(x) is the total 
reaction force in cell ij that is coupled back to the momentum equation. Y is the total number of 
small bubbles and xb
γ is the position of a single small bubble γ. Note that the distribution function is 
yet again the Peskin distribution function and the size of the ball in the present work is Dball = 2Δx, 
where Δx is the grid size. The diameter of the ball needs to be larger than or equal to the small 
bubble diameter but it should not be too large since the force distribution is a local effect. The PSI-
ball method offers several advantages compared to the PSI-cell. Firstly, the Eulerian grid size can 
be constructed with an arbitrary fineness, regardless of the small bubble size, so long as the bubble 
size is not large enough to make the point-volume assumption invalid. Secondly, in a region where 
the local volume fraction is relatively large, multiple balls centred at different bubble locations can 
overlap and produce cumulative coupling effects on the influenced Eulerian nodes. 
In the present work, the FTM is coupled with the DBTM to simulate the long bubble and 
the discrete bubbles simultaneously rather than in separate modelling steps. The FTM is used to 
track the motion of elongated bubbles and DBTM gives the trajectories of small bubbles around 
the long bubble in slug flow. This hybrid method enables a detailed study of different aspects of 
slug flow physics. The advantages of E-L modelling have been addressed and it is the best method 
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available so far. However, it must be stressed here that it is unavoidable to use a few empirical 
closures, for instance, the coefficients of the interaction forces in the equation of motion. 
Coefficients obtained in this way are potential source of errors as discussed in chapter 2. Therefore, 
the aim has always been to minimise the use of correlations, and E-L modelling is the best method 
available so far. 
3.5.2 Bubble Bouncing and Coalescence 
Besides the forward and backward coupling, an additional feature of the present DBTM is 
the inclusion of bubble bouncing and coalescence. In our simulations, the experimental critical 
Weber number from Duineveld (1994), i.e. We = 0.104 is used as a criterion to determine whether 
the small bubbles bounce off or coalesce with the long bubble. Small bubbles will bounce off the 
interface when We > 0.104 but will coalesce if We < 0.104. Based on the definition of We in section 
2.6.4 (equation 2.49), the Weber number is evaluated in the following way. 
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Here, n is the normal vector to the point of contact at the interface. Note that rd ≈ req as it is 
assumed that the small bubbles have a much larger curvature than the long bubble such that the 
interface of the long bubble can be considered flat. This approximation is of course not satisfactory 
in places where there is a sharply curved surface, for instance, the vicinity of the long bubble tip. 
However, this approximation is reasonable along most of the interface. The Weber number 
criterion is legitimately employed due to the implementation of the MRF for the long bubble such 
that it is effectively stationary to the small bubbles. Although the interfaces of bubbles in 
petroleum fluids are also contaminated, the concentration of the contaminants in the liquid is 
assumed to be well below the critical concentration at which the long bubble interface becomes 
effectively rigid and therefore, the long bubble interface is considered to behave like clean bubble 
for the sake of simplicity. On the other hand, it can be considered as a limiting case where the 
number of bubbles bouncing at the interface may be underestimated. For a fully contaminated 
system, one would expect the number of bubbles bouncing at the interface to be larger. To the best 
of my knowledge, there is no critical Weber number available in the literature for contaminated 
systems. However, it is expected that the value would be lower than that for a clean system.  
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 (a) (b) 
Figure 3.4: Schematic of a small bubble which (a) coalesces with the long bubble and (b) bounces off from the 
interface. 
 The above Weber number criterion for bubble coalescence and bouncing is not executed 
until the small bubbles are very close to the long bubble. In the current DBTM, small bubbles are 
considered close enough to trigger the test when the indicator function at the bubble position I(xb
γ,t) 
is greater than Ic = 0.85. The value of I(xb
γ,t) is yet again obtained by interpolating from the values 
of I(x,t) at neighbouring cell centres.  
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The interface has a finite thickness of O(h) as shown in figure 3.4, the critical value of I is chosen 
such that at least half of the bubble has crossed the actual interface, which is shown by the black 
solid line in the figure. Sensitivity tests on this arbitrary critical value of I were carried out and 
very similar results were obtained for 0.8 < Ic< 0.95. When the bubble coalescence conditions are 
satisfied, the bubble is deactivated in the simulation and no further calculation will be performed 
on that bubble. If the bubble bouncing conditions are satisfied, then the rebound velocity and the 
corresponding position after rebound will be evaluated. The bouncing mechanism can be achieved 
by reversing the normal component of the bubble velocity at the interface as shown in figure 
3.4(b). From section 2.6.4, it is understood that the bubble velocity after bouncing is 
approximately 10% lower than the incident velocity. The velocity after bouncing is therefore 
described by the following equation: 
 ? ? nn?????? )(1)()( tCttt rs ??? VVV . (3.58)   
Here, Crs is the coefficient of restitution and it is equal to 0.9 in our simulations. The Weber 
number of the bubble will be checked again in the next time step and the bubble velocity will be 
evaluated using equation 3.58 accordingly should the Weber number of the bubble be higher than 
the critical We. It must be stressed that there are a few assumptions have been made to simplify the 
model. First of all, the coalescence of the small bubbles with the long bubble is assumed to have 
no effect on the shape and the volume of the long bubble. Secondly, the interactions between the 
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small bubbles are neglected. In addition to that, they cannot “see” or “feel” each other, hence 
overlapping of small bubbles is allowed. Finally, in the 1-way coupling simulations, the flow field 
is assumed to be steady and so it does not change with time.  
 Boundary Conditions 3.6
In the present work, 4 types of boundary conditions have been employed in 2-D and 3-D 
simulations. They are the wall boundary condition (WBC), the periodic boundary condition 
(PBC), inlet and outlet conditions. The WBC is essential for channel and pipe simulations and the 
PBC is implemented to study bubble train behaviour. In the next 2 sub-sections, the boundary 
conditions will be discussed extensively.   
3.6.1 Two-Dimensional Simulations 
In the 2-dimensional simulations, the length of the computational domain is at least 6 
times larger than the channel width. No-slip boundary conditions are applied on the walls so that 
the wall travels at the same velocity (but opposite direction) as the large bubble in a MRF. 
Pressure inlet and outlet boundary conditions are employed at the boundary of the computational 
domain. The pressure p and normal pressure gradient ∂p/∂n are set to be zero at the outlet and inlet 
respectively. At the outlet, zero values are set for the normal gradient for the axial velocity 
component ∂u/∂n = 0 and the transverse velocity component v = 0. At the inlet, the axial velocity u 
can be arbitrarily set to u = 0 where the liquid is stagnant or any finite value so that the liquid 
moves. The fully developed laminar flow profile is also set at the inlet. These boundary conditions 
are aimed to facilitate the continuity of the flow field such that the simulation becomes more 
numerically stable. As an alternative to these boundary conditions, a PBC is also introduced on 
both the flow field and the trajectory of small bubbles (This will be discussed in more detail later). 
The idea is to 'recycle' the flow that leaves from one side of the computational domain back to the 
other side. To achieve this, velocities at the last two grid lines at the outlet are set to be equal to 
those of the first two grid lines at the inlet. The pressure gradient over the computational domain is 
set so that the liquid moves continuously forward and the velocity of the large bubble is not so 
large as to break the interface and jeopardize the stability of the simulation. The PBC is used to 
represent a series of large bubbles, hence capturing the physics of slug flow more realistically. In 
reality, there is more than one slug in a given time and the liquid flow field is altered by the long 
bubbles passing through it. The distorted flow field is then experienced by the next bubble. The 
PBC is undoubtedly a useful tool to study bubble-bubble and bubble-liquid interactions. The PBC 
is also employed in the DBTM for the trajectory of small bubbles so that the bubbles are 
"recycled" when they move out of the computational domain. Since the initial distribution of small 
bubbles is uniform for all simulations, the PBC provides a more realistic distribution of small 
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bubbles when the bubbles are "recycled" and come back into the domain from the outlet. This 
provides the basis for the investigation of the interactions of small and long bubbles. 
3.6.2 Three-Dimensional Simulations 
In the 3-D channel simulations, WBCs are applied in the y-direction (spanwise) and z-
direction while inlet-outlet or PBC is implemented in the streamwise direction. For the cases of 
inlet-outlet in the x-direction, the no-slip wall boundary condition is normally imposed. However, 
when MRF is implemented, the wall moves with the same velocity but opposite direction to the 
long bubble. At the inlet, ∂p/∂n is set to be zero and u is set to 0 or the velocity of the MRF um. In 
addition, ∂C/∂n (C is the void fraction) is set to be zero. At the outlet, the pressure is computed 
using the pressure values in 4 neighbouring cells and the horizontal velocity component has a zero 
normal gradient ∂u/∂n = 0. On top of that, C is set to be 0. In all 3-D simulations, no contact line is 
formed on the walls and this is achieved by setting C = 0 at the closest cells to the walls. For 
simulations with PBC in streamwise direction, the velocity components and the concentration at 
the inlet are set to be equal to those at the outlet. The variables at the last two grid points at the 
outlet are set to be equal to those of the first two grids at the inlet. Pressure gradient over the whole 
domain dp/dL is pre-set before the simulations starts. The pressure at the inlet is then equal to the 
sum of the pressure at the outlet plus the length of the domain times the pressure gradient.  
In pseudo 2-D simulations, the spanwise domain is squashed to its minimum and the PBC 
is imposed in both streamwise and spanwise directions. Of course, no pre-set value of pressure 
gradient is needed in the spanwise direction.    
In the case of inlet-outlet pipe simulations with the MRF, the boundary conditions for p 
and C at both inlet and outlet are the same as above but not those for u. At the inlet, u is equal to 
um, where um = –uG so that the pipe wall and the domain move at the same velocity as the MRF. 
The boundary condition for u at the outlet is the same for channel simulations. 
 Numerical Procedure 3.7
In this section, descriptions of how various simulations in the present study advance one 
time step are presented. The 2-dimensional simulations using the FTM will be described first. This 
is followed by the coupled simulations using the hybrid methods and the 3-dimensional 
simulations using the PFM.  
3.7.1 Front Tracking Method 
The projection-correction and SIMPLE methods are the two most popular numerical 
solvers for "one-fluid" formulation. The explicit projection-correction method was developed 
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based on the 2nd order central-difference scheme on a regular, staggered Cartesian grid and it has 
been conventionally employed with the FTM. However, (Bunner & Tryggvason 2002) reported 
that results generated by this explicit method have been limited to flows with low-to-intermediate 
Reynolds numbers and small density ratios. This finding is confirmed by Hua & Lou (2007). 
Instead of using the projection-correction method, (Hua & Lou 2007) implemented a modified 
version of the classic SIMPLE-based algorithm for axisymmetric multiphase flow and their results 
showed that this approach can robustly solve the Navier-Stokes equation with density ratios (ρL/ρG) 
up to 1000 and viscosity ratios (μL/μG) up to 500. A probable reason for this improvement is that 
the SIMPLE algorithm avoids solving the problematic pressure equation directly. Instead, the 
pressure and the velocity are corrected iteratively with the governing equations. Due to its 
superiority, the SIMPLE method is adopted in the present work.  
To solve the Navier-Stokes equations, fixed regular staggered grids are employed and the 
momentum equations are discretized using FVM. After the front is advected explicitly, the fluid 
properties and the surface tension are updated. The coupled flow velocity and pressure are then 
updated by solving the momentum and continuity equations using  the volume flux conserved 
SIMPLE algorithm (Patankar 1980). The simulation process adopts a semi-implicit approach and 
the following equation is solved iteratively together with the continuity equation:  
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Due to the density jump across the interface, the mass flux is not conserved in CVs containing 
parts of the interface and so volume flux conservation is adopted here to modify the SIMPLE 
algorithm. As long as the assumption of incompressibility of both phases is valid, the divergence 
of the velocity field over the whole computational domain will remain zero.  
 
Figure 3.5: Visualization of the procedure to evaluate the velocity at a marker point from velocities on the 
Eulerian grid. 
 In order to implement the solution algorithm, appropriate initial conditions and input 
parameters are necessary. In the numerical simulation, density and viscosity ratios, gravity 
components, Ar and Bo are set before the simulation starts. The Ar controls the liquid viscosity and 
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the Bo controls the surface tension of the flow. The velocity field u(x,t) and pressure field p(x,t) 
are initially set to zero. After the first iteration, the flow properties and the velocity components 
are known at the centre and the boundaries of background grid cells respectively. To advance the 
solution iteratively from one time step to the next, the velocity of the front marker point uf
n, is 
evaluated through interpolation of the liquid velocity un of the neighbouring grid points using 
equation 3.14 (see figure 3.5).  With the known interface velocity uf
n, the front is advected to its 
new position xf
n+1 by using equation 3.15. The front elements are subject to examination for 
topological change and the volume conservation is always checked. At the new interface positions, 
the redistribution of the interfacial properties is performed with the reconstructed indicator 
function. The indicator function In+1(xf
n+1) is computed at the interfacial position xf
n+1 and this is 
achieved by solving the Poisson equation for the indicator function (equation 3.7) with Peskin 
distribution function as an approximation. Subsequently, the distribution of fluid properties at the 
next time step such as the density ρn+1, viscosity μn+1 and the surface tension force Fσn+1 are updated 
on the grid points. With the appropriate boundary conditions, the new velocity field un+1 and the 
pressure pn+1 are obtained by solving the continuity and momentum equations implicitly using the 
SIMPLE algorithm. The above steps are repeated for the next time step until the simulation is 
finished.  
Based on the assumption of incompressibility in both phases, the SIMPLE algorithm is 
implemented to perform correction procedures on the values of pressure and velocity after the 
momentum balance is solved. The momentum balance is discretized as shown below. 
 ? ???? ?? P*PnPnPPP Spbaa uu  (3.60) 
Here, uP
*’ and unP
*’ are the calculated estimates of the velocity fields that do not satisfy the continuity 
equations. The coefficient anP involves the flow properties of convection, diffusion and 
geometrical properties of the CV. Moreover, b is the coefficient of the pressure gradient term and 
SP is the source term which comes from the discretized surface tension. The improved pressure 
field pP
*’* and velocity field uP
*’* are obtained by adding the correction terms p'P and u'P to pP
*’ and uP
*’: 
 PPP uuu ??? ???  (3.61) 
 PPP ppp ??? ???  (3.62) 
A relationship between the correction terms is obtained by substituting equation 3.61 and 3.62 into 
equation 3.60: 
 ? ?????? PnPnPPP pbaa uu  (3.63) 
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Since the velocity field at the next time step uP
n+1 must satisfy both the momentum and the 
continuity equation, the improved velocity field must also be divergence free: 
 0P ??? ??u  (3.64) 
By taking the divergence of equation 3.61 and substituting equation 3.64 into the resulting 
equation, the velocity correction should satisfy the following condition. 
 PP uu ??????? ?  (3.65) 
Taking the divergence of both sides of equation 3.63 and substituting equation 3.65 into the 
resulting equation, the pressure correction can be obtained by solving the following equation:  
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Note that the first term on the R.H.S of equation 3.63 is neglected before the substitution is made. 
This is the main approximation and a common practice in the application of the SIMPLE 
algorithm. This practice is hard to justify rigorously but one way to think about it is that the term 
has a higher order. Omission of that term does not affect the final solution as p'P and u'P will be zero 
in a converged solution but it does slow down the convergence. The numerical stability and the 
speed of convergence depend greatly on the size of ∆t. One way of improving the convergence is 
to include an under-relaxation factor for pressure 0 < αp < 1 in equation 3.62: 
 PPPP ppp ??? ??? ?  (3.67) 
The velocities are also under-relaxed. The iteratively improved velocity is obtained from the 
following equation: 
 ? ? nu PPP 1 uuu ???? ?????  (3.68) 
Here, uP
*’** is the improved velocity, uP
*’* is the corrected velocity without relaxation, and uP
n is the 
velocity field at the current time step. With the known p'P, the velocity correction u'P can also be 
obtained according equation 3.63. The updated velocity uP
*’* and pressure field pP
*’* are then used as 
the guessed fields for the next iteration for solving the discretized momentum equation. The 
iteration is repeated until the convergence of momentum and continuity equations and both un+1 
and pn+1 satisfy both governing equations. More information about pressure-velocity coupling can 
be found in appendix B. 
3.7.2 Discrete Bubble Tracking Method 
The DBTM is built at one level higher than the FTM as it commences by extracting 
information from the front tracking algorithm. Before the momentum and continuity equations are 
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solved for the next step, the vorticity term for the lift force and the acceleration term for the added 
mass force (see equation 2.33) are calculated using the old liquid velocity field un and stored at the 
cell centre of the Euler background grid. Together with un and In(xn) as well as the fluid properties, 
they are mapped to the mesh of the DBTM. A collocated grid is used in the DBTM and so the 
velocity components at the cell centre are stored together with all other properties. With the 
properties of small bubbles all initialised, the equation of motion is ready to be solved. In the 
present work, bubbles are initialised in columes that are perpendicular to the direction of motion, 
both in front of and at the back of the long bubble after it has reached steady state, i.e. no obvious 
change of shape and velocity with time. In 1-way coupled simulations, the flow field is assumed 
constant and so the FTM is shut down. In 2-way coupled simulations, the FTM and the DBTM run 
simultaneously. After the liquid velocity, the indicator function, the vorticity term and the 
acceleration term at the bubble centre are evaluated through interpolation (see e.g. equation 3.53 
and 3.57), the change of bubble velocity is computed explicitly via the equation of motion: 
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Note that the forces at the cell centre are stored. The bubble velocity and position at the next time 
step are then evaluated through 
 VVV ???? nn 1  (3.70) 
 tnnb
n
b ??? ?? 11 Vxx  (3.71) 
Subsequently, the bubble position and the value of the indictor function are checked. If the bubble 
crosses one of the axial boundaries, the PBC will be applied and the bubble will be moved to the 
other end of the domain. If the bubble is close enough to the interface to trigger the coalescence-
bouncing test, then the bubble will be deactivated if We < 0.104 and bounced off otherwise. The 
new bubble velocity Vn+1 is then corrected by equation 3.58 and the position is re-calculated by 
equation 3.71. In 2-way coupling simulations, the force on each bubble is distributed back to the 
background grid by equation 3.54. The algorithm is ended by counting the number of bubbles 
remaining in the domain. 
3.7.3 Phase Field Method 
In the 3-D simulations, a staggered grid with ghost cells just outside the domain is used for 
the finite-volume discretisation of governing equation 3.46 – 3.48. Similar to the 2-D simulations, 
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scalar properties are stored at the cell centre while velocity components are defined at the cell 
faces. The phase field is equal to 1 and 0 respectively in the gas and liquid phase. The Navier-
Stokes and the Cahn-Hilliard equations are solved in a temporally matched manner since the 
interfacial motion is strongly coupled with the evolution of the velocity field. To advance the 
solution from tn to tn+1, the Cahn-Hilliard equation is solved with the velocity field un at tn to obtain 
an updated volume fraction field Cn+1 at tn+1. The Cahn-Hilliard equation is a complicated 
nonlinear fourth-order PDE. A split semi-implicit discretization (Badalassi et al. 2003) is used to 
find the solution of this equation as it can remove the numerical instability due to the variable 
mobility and the time step constraint that arises from the fourth-order diffusion term. The volume 
fraction at time tn+1, denoted by Cn+1 is calculated from the discretised Cahn-Hilliard equation as 
follows: 
 ? ? ? ?? ?11142121
11
,),(212
12
2
3
????
??
???????
??
nnnnnn
nnn
CACACaCa
Pet
CCC
uu (3.72) 
where 
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Here, t? = tn+1 – tn and the two constants a1 and a2 are the approximate or optimal value related to 
the nonlinear mobility. As can be seen from equation 3.72, the 2nd order Three Time Level method 
is used for temporal discretisation as it provides a high model damping to stabilise the high 
frequency content in the Cahn-Hilliard equation. The Laplacian operators in the diffusion terms 
are discretized spatially using the standard CDS. An upwinding finite volume scheme, namely 5th-
order weighted essentially non-oscillatory (WENO) scheme is used to discretize the advection 
term (the last term in equation 3.73) and evaluate the facial flux with the flow velocity in the 
upwind direction. The scheme drastically reduces the over- and under- shoot of shock-like C 
profiles across the interface that are normally seen when using CDS. Finally, the new phase field 
Cn+1 in equation 3.72 is calculated iteratively using the Gauss-Seidel method until the residual is 
smaller than a pre-set value. With the known Cn+1, the chemical potential at half a time step 
ϕn+1/2(C n+1/2) is evaluated through equation 3.38, where C n+1/2 = 0.5(C n + C n+1). The reason behind 
this procedure is that a standard fractional step projection method (see appendix C) is used to 
couple and discretise the momentum and continuity equations and so the surface tension force in 
the interfacial region at time n+1/2 is computed using equation 3.44. The advective and the 
viscous terms are discretized using Adams-Bashforth and Crank-Nicholson methods respectively. 
All the spatial discretizations are achieved using CDS. The resulting intermediate velocity u* at 
tn+1/2 can be found by 
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Here, H and L represent the discrete convection and diffusion operators respectively. Similar to the 
procedure for Cahn-Hilliard equation, equation 3.74 with the addition of the surface tension and 
the gravity is solved iteratively using the Gauss-Seidel method. Since the momentum equation is 
solved without the pressure gradient term, the pressure must be determined by solving the 
continuity equation. The intermediate velocity u* is corrected according to  
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 (3.75) 
The pressure is evaluated with the constraint that the velocity field at the time step 1?n  is 
divergence-free. Taking the divergence of equation 3.75, the Poisson equation for pressure is given 
by 
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The pressure Poisson equation is solved using the Successive Over-Relaxation (SOR) method. 
Once the pressure gradient at tn+1/2 is obtained, it is substituted back to equation 3.75 to obtain the 
new velocity field un+1. More information about pressure-velocity coupling can be found in 
appendix B.  
When a MRF is implemented in a simulation, the velocity of the long bubble is calculated 
after the Cahn-Hilliard equation and the surface tension is computed, using the following equation: 
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. (3.77) 
The velocity unm is updated at every time step. When the MRF is used, a derivative of dum/dt is 
generated on the L.H.S of the momentum equation 3.18. This derivative is evaluated after un+1 has 
been obtained. The MRF is always implemented regardless of channel or pipe simulations.  
 Summary of Chapter 3 3.8
Three numerical methods (FTM, PFM and DBTM) and their respective procedures have 
been presented in this chapter. The hybrid method involving the front tracking and discrete bubble 
tracking methods has been discussed. In 2-D coupling simulations, the Eulerian FTM is used to 
capture the movement of the long bubble whilst the Lagrangian DBTM tracks individual small 
bubbles explicitly. The method that is used to facilitate the study of bubble coalescence and 
bouncing has also been reviewed. The PFM used for simulating a long bubble moving in a 3-D 
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channel and pipe as well as in a very thin slice of a channel (pseudo 2-D simulations) has also 
been discussed. Finally, the relevant boundary conditions have also been reviewed.  
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4. Validations for 2-D simulations 
Chapter 4 
Validations for 2-D Simulations 
 Introduction 4.1
In this chapter, the front tracking code is validated by comparing results at the Stokes flow 
limit with DeBisschop et al. (2002). They investigated the dynamics of a gas bubble rising through 
a two-dimensional inclined channel using a boundary integral method with periodic boundary 
condition (PBC). The present validation is carried out by comparing the steady state bubble shape 
and velocity using the same parameter values as in the work of DeBisschop et al. (2002). The 
results of the validation studies and the sensitivity analyses are presented here.  
 Validation Results 4.2
For the validation study, a circular bubble with d = 0.9D, where D is the channel width, 
was initialised in the middle of a channel and allowed to rise through stagnant liquid under zero 
pressure gradient. The following parameters are used: μG/μL = 1.0, ρG/ρL = 1.0, Bo = ρLgD2/σ = 10 
and Ar = ρLg0.5D1.5/μL = 1.0. The domain length is L = 3D and therefore the periodicity is equal to 3. 
Figure 4.1 shows results of the validation study for the bubble shape at different angles of 
inclination θ. The bubble flows from left to right. As can be seen from the figure, the agreement is 
good and improves upon grid refinement. With a coarse grid, the bubble shape predicted from the 
simulation was not quite the same as that of DeBisschop et al. (2002) at 20° from the horizontal. 
The agreement at the bubble front is reasonable but not at the bubble tail. Although DeBisschop et 
al. performed their simulations in the Stokes flow limit where the Reynolds number is vanishingly 
small, the steady state bubble shape predicted from the simulations with fine grid at Ar = 1.0 under 
the same domain size, Bond number, viscosity and density ratios are in excellent agreement with 
those of DeBisschop et al. (2002) at all θ. Simulations carried out with fine grid (120×40) have 4 
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times more grid cells than those with coarse grid (60×20) and this improves the predictions of the 
bubble shape significantly for all θ, particularly at the back end of the bubble. It was found that 
further grid refinement gave negligible improvement on the agreement of both bubble shape and 
velocity. 
 
 (a) (b) 
Figure 4.1: Comparison of steady state bubble shape obtained from the current model (represented by red solid 
line) with DeBisschop et al. (2002) (represented by black dots) (a) in coarse grid - 60×20 (b) in fine grid - 120×40 
at different θ. Note that the flow direction is from left to right. 
 
Figure 4.2: Comparison of steady state bubble shape between DeBisschop et al. (2002) and the front tracking 
model with different domain size at θ = 40° from the horizontal. Note that the flow direction is from left to right. 
Figure 4.2 shows the effect of the domain size on the bubble shape. The bubble is closer to 
the top wall for L = 6D than that for L = 3D and is slightly shorter. This observation is related to 
the bubble velocity in the sense that the degree of bubble centering increases with both liquid and 
bubble velocity. As can be seen from figure 4.3(a), the terminal velocity for the case of L = 6D is 
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approximately 40% lower than that for the case of L = 3D. The bubble velocity is generally lower 
in a longer domain and this is due to a larger separation and therefore smaller interaction between 
bubbles in the simulations with the PBC (bubble train simulations). The difference of the bubble 
velocities increases significantly with increasing θ.  
 
 (a) (b) 
Figure 4.3: (a) Comparison of terminal velocities with DeBisschop et al. (2002). Ar = 1.0, μG/μL = 1.0 at different 
channel inclination θ. (b) Plot of the dependence of terminal velocity on Ar at θ = 90°. 
 
Figure 4.4: Comparison of steady state bubble shape of the present simulation for Ar = 1.0 and Ar = 2.0 at θ = 90° 
with DeBisschop et al. (2002). Note that the flow direction is from left to right. 
Figure 4.3(a) also demonstrates that the predictions of the bubble velocities exhibit 
improved agreement with DeBisschop et al. (2002) upon grid refinement for all θ except at the 
vertical, though the improvement diminishes as θ increases. At θ = 90°, the predicted terminal 
velocity is approximately 5% higher than that of DeBisschop et al. (2002) for both grid size. A 
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possible reason for this is the non-zero value of Ar used in the current model. To test the effect of 
Ar on bubble shape and velocity, simulations were performed at Ar = 1.0 and 2.0. As can be seen 
from figure 4.4, the shape of the bubbles is almost identical. Together with the observation in 
figure 4.2, it can be concluded that the bubble shape is less sensitive to the changes in Ar 
compared to the terminal velocity at all values of θ examined. However, the terminal velocity at Ar 
= 2.0 is approximately double that at Ar = 1.0 as shown in figure 4.3(b). Therefore, it can be 
concluded that the deviation is due to the value of Ar used in our simulation. 
 
Figure 4.5: Comparison of the steady state bubble shape of the present simulation of Ar = 20.93, Bo = 41.60 at θ = 
90° with Li et al. (2008). 
The code is also validated for a single bubble rising in stagnant liquid without PBC. Li et 
al. (2008) carried out experiments to study the motion of air bubbles in vertical square capillaries 
filled with stagnant liquid. They studied the steady state bubble shapes and velocities over a range 
of Ar (called Re in their paper), Bo and Ca. At low Weber number, there is a critical bubble 
volume beyond which the bubble velocity is independent to the bubble size. The validation was 
carried out using their experimental data for the 328cP glycerol-water (GW5-2) and 424cP 
glycerol-water (GW4-2) system. The corresponding Bo and Ar are 41.60 and 20.93 for GW5-2 and 
41.2 and 25.94 for GW4-2 respectively. The dimensionless drift velocity Fr0 of their experimental 
result for GW5-2 and GW4-2 are evaluated here and they are equal to 0.0956 and 0.1079 
respectively. The present simulations over-predicted the Fr0 slightly by 4% for GW5-2 and 6% for 
GW4-2. The good agreement with the experimental results of Li et al. (2008) also demonstrated 
that the size of the bubble in our simulation is beyond the critical bubble volume. Apart from the 
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bubble velocity, the resulting bubble shape is also in excellent agreement Li et al. (2008) as shown 
in figure 4.5. In these simulations, the initial condition is an ellipse with an aspect ratio 
(axial/diametric) of 2.5. The dimensionless drop size, defined as kd = rdeq /R where rdeq is the radius 
of a circular drop of the same volume, is equal to 1.26 in the present simulation and a smaller 
volume might give the experimental value of 1.23 in Li et al. (2008).  
 Sensitivity Analysis 4.3
Sensitivity analysis was carried out for simulations with PBC and without PBC. All these 
simulations were performed with μG/μL = 0.01 and ρG/ρL = 0.001 with domain size of L = 6D and 
pressure gradient of 1.0 unless stated otherwise. From section 4.2, it has been shown that bubble 
velocities decrease with increasing domain size when PBC is implemented. However, it would 
also be useful to know the effects of the size of the time step and the mesh size/grid resolution on 
the bubble velocity and its shape.  
 
Figure 4.6: The effect of grid resolution on the bubble shape in the case of Ar = 20, Bo = 50 and θ = 60° with PBC. 
Figure 4.6 shows the bubble shapes of the last frames of the simulations for flows with Ar 
= 20, Bo = 10 and θ = 60° from the horizontal. As can be seen from the figure, the thread at the 
back-end of the bubble disappears upon grid refinement. In fact, the bubble shape never becomes 
steady for grid resolution of 120×20 and 240×40 whereas steady bubble shapes have been 
observed for the higher resolutions. The bubble nose is relatively steady compared to the bubble 
tail and the thread kept extending throughout the simulation until they broke off from the body of 
the bubble. Since the thread is thin compared to the grid size, the computation at the back of the 
bubble is very difficult and the resulting shape of the bubble is highly questionable. With finer 
grid, the back-end of the bubble is resolved very well as shown in figure 4.6. 
Even though the bubble shapes on coarse grids are very different from those on the fine 
grids, the transient bubble velocity FrG and terminal velocities FrT for various mesh sizes are not 
significantly different from each other as shown in figure 4.7. This suggests that the bubble 
velocity is essentially determined by the shape of the bubble front. For mesh size of 120×20, the 
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FrG at early time τ* < 5 is well predicted with similar accuracy to that obtained with finer meshes. 
However, for 5 < τ* < 15, FrG is over-predicted by at most 6% compared with finer grids. The 
deviation diminishes as FrG → FrT in the later stage of the simulation. Compared with the FrT 
obtained from the fine grids, the FrT obtained from the coarse grid is acceptable. On the other 
hand, the fluctuations of FrG are smaller when a finer mesh is used; the fluctuation of FrG is 
mostly of O(10-2), which is much less than the coarsest grid. It was found that grid resolution of 
480×80 is the finest grid that the computer can manage to deliver results at a reasonable 
computational cost (~2.5 weeks). 
 
Figure 4.7: The effect of grid resolution on the transient velocity in the case of Ar = 20, Bo = 10 and θ = 60° with 
PBC. 
Figure 4.8(a) shows the terminal velocity FrT obtained from different grid resolutions and 
their respective deviations the FrT obtained from the “perfect grid”. The FrT in figure 4.8(a) is 
defined as the average of FrG over 35 < τ* < 40. The FrT of the “perfect grid” is the y-intercept 
obtained by extrapolating the best-fit of the data and it is equal to 0.3641 in this case. Although the 
data are a bit scattered, the deviation is within 6.5% and the accuracy improves upon grid 
refinement in general. From the observations so far, it can be concluded that having a finer grid 
improves the predictions for the bubble shapes more than the bubble velocities. 
Similar sensitivity analysis was also carried out for a more modest set of parameters: μG/μL 
= 0.01, ρG/ρL = 0.1, Ar = 20, Bo = 5 and θ = 90°. The pressure gradient is 0.5 in this study. From 
figure 4.9, it can be seen that the FrG obtained from the mesh size of 120×20 at early time τ* < 2 is 
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well predicted with similar values as those obtained from finer meshes. The FrG deviates from 
those predicted from the finer meshes when 2 < τ* < 10 but becomes very similar to those of finer 
meshes as the bubble approaches its steady state (FrG ≈ FrT) towards the end of the simulation. In 
general, the FrG is more stable than the previous case for all mesh sizes with the velocity 
fluctuation mostly of O(10-3) when the bubbles reach their steady state. These observations are 
similar to those of figure 4.7.  
 
 (a) (b) 
Figure 4.8: Terminal velocities and the corresponding deviations from the “perfect grid” with respect to grid 
resolutions in the case of (a) Ar = 20, Bo = 10 and θ = 60° (b) Ar = 20, Bo = 5 and θ = 90° with the PBC. 
 
Figure 4.9: The effect of grid resolution on the transient velocity in the case of Ar = 20, Bo = 5 and θ = 90° with 
PBC. 
Figure 4.8(b) summarises the behaviour of FrT, defined as the average of FrG over 16 < τ* 
< 20, with respect to grid resolution and the deviation from the “perfect grid” for the vertical case. 
The FrT of the “perfect” grid was estimated to be 0.9092. It is clear that the accuracy improves 
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upon grid refinement and the result is converging efficiently. The deviations are smaller than those 
in the previous case with inclined channel and this is also reflected from the comparison of the 
bubble shapes of the final frame obtained from different grid resolution as shown in figure 4.10. It 
is expected that the bubble shape obtained from the “perfect” grid is indistinguishable from those 
shown in figure 4.10. The results show that that higher grid resolution is needed for cases where 
bubbles move in inclined channels, high Bond number and pressure gradient, i.e. low σ or higher 
velocity. 
Figure 4.10: The effect of grid resolution on the bubble shape in the case of Ar = 20, Bo = 5 and θ = 90° with PBC. 
 
(a) (b) 
Figure 4.11: (a) The effect of the time step on the transient velocity (a) in the case of Ar = 20, Bo = 10 and θ = 60° 
with PBC and (b) in the case of of Ar = 200, Bo = 10 and θ = 5° without PBC. 
Sensitivity analyses for the size of the time step ∆τ* were performed with 4 different ∆τ* 
as shown in figure 4.11(a). It can be seen that the values of FrG differ somewhat when τ* < 10, 
97 
 
with the FrG of ∆τ* = 0.01 generally higher than the other values of ∆τ*. Eventually, FrG obtained 
with various ∆τ* are quite similar when the bubbles reach steady state, i.e. FrG ≈ FrT. The FrT of 
various ∆τ* and their corresponding deviations from the value of FrT obtained with the “perfect” 
time step are plotted in figure 4.12(a). The FrT is the average of Fr over 18 < τ* < 20. Similar to the 
FrT obtained from the “perfect” grid, the FrT of the “perfect” time step is extrapolated backwards 
so that ∆τ*→ 0 and it was found to be 0.1175. It is clear that the accuracy improves when the time 
step decreases and the result is converging efficiently. It can also be seen that the largest 
improvement occurs when the ∆τ* drops from 0.01 to 0.005. The bubble shapes are found to be 
virtually identical to each other as shown in figure 4.13(a). 
 
 (a) (b) 
Figure 4.12: Terminal velocities and the corresponding deviations from the ideal terminal velocity (a) in the case 
of Ar = 20, Bo = 10 and θ = 60° with PBC and (b) in the case of of Ar = 200, Bo = 10 and θ = 5° without PBC. 
 
 (a) (b) 
Figure 4.13: (a) The effect of the time step on the bubble shape (a) in the case of Ar = 20, Bo = 10 and θ = 60° with 
PBC and (b) in the case of of Ar = 200, Bo = 10 and θ = 5° without PBC. 
The same kind of analyses was also performed for simulations without PBC using 
different parameters as shown in figure 4.11(b). It can be seen that the FrG for various ∆τ* have 
very similar trends throughout the simulations and that makes the corresponding FrT very similar. 
Indeed, as can be seen from figure 4.12(b), the FrT of ∆τ* = 0.01 is only about 3.9% higher than 
that of the “perfect” time step, which was estimated to be FrT = 0.1308. The FrT in these cases is 
obtained by taking the average of Fr over 18 < τ* < 20. In general, the result converges reasonably 
well. Similar to the simulations with PBC, the bubble shapes are nearly identical to each other as 
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shown in figure 4.13(b). In the present work, ∆τ* = 0.002 is used most of the time since it seems to 
give accurate results without adding excessive computational cost. 
 
Figure 4.14: The effect of grid resolution on the bubble velocity for the case of Ar = 20, Bo= 50 and θ = 60°.  
 
Figure 4.15: Terminal velocities and the corresponding deviations from the ideal terminal velocity (a) in the case 
of Ar = 20, Bo = 50 and θ = 60° with PBC 
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The effect of grid resolution on the bubble shape and velocity is also examined for 
simulations of a single bubble rising in stagnant liquid without the implementation of PBC. Figure 
4.14 shows that the fluctuation of Fr0 is more vigorous compared to its PBC counterpart. 
Furthermore, the fluctuation for mesh size of 120×20 is greater than that for the finer meshes. The 
Fr0 for various mesh sizes follow the same trend except for the coarsest grid (120×20). The 
coarsest grid does not give a FrT value close to the value obtained from the “perfect grid”. Indeed, 
figure 4.15 shows that the FrT (average of Fr over 35 < τ* < 40) obtained from the coarsest grid is 
under-predicted by nearly 12% compared with FrT = 0.1699 for the “perfect” grid, which is 
significantly higher compared to its PBC counterpart. On the other hand, it can also be seen that 
increasing the number of grid cells by 4 times from 120×20 to 240×40 improves the prediction by 
approximately 2 times, which is the largest improvement. Figure 4.12 shows the improvement on 
the prediction of the bubble shape upon grid refinement. The observation is similar to its PBC 
counterpart but it can be noticed that mesh size 240×40 not only improves the prediction of FrT but 
also the bubble shape significantly. A possible reason for that is a considerably higher FrT from its 
PBC counterpart.  
 
Figure 4.16: The effect of grid resolution on the bubble shape for the case of Ar = 20, Bo= 50 and θ = 60°. 
 
Figure 4.17: The effect of the domain size on (a) the bubble velocity and (b) the bubble shape for the case of Ar = 
200, Bo = 10 and θ = 60°. 
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The numerical algorithm has been pushed to its limit here; Simulation of bubbles moving 
in an inclined channel with high Bo, Ar and velocity has been carried out to analyse the grid 
sensitivity. All the mesh size sensitivity analyses suggest that mesh size 120×20 is too coarse, and 
to obtain accurate results, the mesh size has to be more than 360×60. However, the result also 
suggests that 240×40, with which the simulations usually take 3-4 days to complete, is good 
enough for relatively modest values of the parameters. It has been found that mesh size 360×60 
and 480×80 increases the computational cost drastically from days to weeks. Therefore, most of 
the 2-D simulations in the present work used a mesh with 40 grids in the spanwise direction. 
Table 4.1:  Bubble velocities for different domain sizes in the case of Ar = 200, Bo = 10 and θ = 60°. Average over 
16<τ*<20 
Domain length L FrT 
4D 0.1731 
6D 0.1725 
8D 0.1726 
The effect of the domain size on Fr0 is shown in figure 4.17 (a). As can be seen from the 
figure, Fr is not sensitive to the domain size for simulations without the PBC. Table 4.1 shows the 
FrT with respect to various domain lengths L and it is clear that the FrT is not sensitive to the 
domain length as well. On the other hand, figure 4.17(b) shows that the steady state bubble shape 
is independent of the domain size. Although the FrT is rather insensitive to L, the difference 
between FrT of L = 6D and L = 8D is closer than that of L = 4D and L = 6D. Given that the bubble 
is about 2D long, this result suggests that there should be at least 2D between the boundaries and 
the bubble so that good accuracy can be achieved. Therefore, all simulations in the present study 
are carried out with this configuration (L ≥ 6D). 
 Summary of Chapter 4 4.4
The results of the validation studies and the sensitivity analyses are presented in this 
chapter. It has been shown that both bubble shapes and velocities obtained from the present 
method at different channel inclinations are in excellent agreement with DeBisschop et al. (2002). 
Sensitivity analyses have been carried out for simulations with and without the implementation of 
PBC. For simulations with PBC, it has been shown that the terminal velocity and bubble shape 
depends on the domain size as it essentially represents the separation between the bubbles in a 
bubble train. However, this is not the case for simulations without the PBC. In both types of 
simulations, the predictions of the terminal velocity and the bubble shape improve upon grid 
refinement and they are dependent of the size of the time step. Based on the overall knowledge 
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obtained from the mesh size sensitivity analyses, optimum grid size, time step and domain length 
have been determined.  
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5. Single bubble in a 2-D channel 
Chapter 5 
Single Bubble in a 2-D Channel 
 Introduction 5.1
In this section, the dynamics of bubbles rising in vertical and inclined channels, beyond 
the Stokes flow regime are studied. To the best of my knowledge, most of the previous work in 
Stokes flow or low-Reynolds-number flow has focused on the heat and mass transfer of slug flow 
and the film thickness of slug bubbles (van Baten & Krishna 2004; Fukagata et al. 2007; Lakehal 
et al. 2008; Onea et al. 2009; Gupta et al. 2010; Kuzmin et al. 2011) in channels with diameter of 
O(10-3)m. A FTM is used for the study of low-to-moderate Re flows with high viscosity liquid in 
channels with diameter larger than O(10-3)m. Simulations were performed using a range of Bond 
number (5< Bo <50), Archimedes number (10< Ar <200), channel inclinations (0° < θ < 90°) and 
bubble size (0.4πD2 < AB < 1.2πD2) with stagnant or moving liquid. In this range of parameters, 
surface tension, viscous and inertial effects are all important to the bubble dynamics. The effects of 
θ, Bo and Ar on the bubble velocity, bubble shape, and the distributions of wall shear stress and 
normal stress in vertical channels were examined. The schematic of a long bubble rising in a 
channel with height/diameter of D (= 1), inclined at θ from the horizontal is shown in figure 5.1.  
 
Figure 5.1: Schematic of bubble rising in an inclined channel 
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The long bubble is initially an elliptical and at rest. The void fraction in the regions of gas and 
liquid is set to be 1 and 0 respectively. Unless specified otherwise, all the simulations were carried 
out with μG/μL = 0.01 and ρG/ρL = 0.001. 
 The Effect of Density and Viscosity Ratio 5.2
Hua & Lou (2007) reported that the effects of density ratio ρG/ρL and viscosity ratio μG/μL 
on the drift velocity Fr0 become insignificant when they are smaller than 0.02 for a bubble moving 
in stagnant liquid. Figure 5.2(a) shows the variation of the predicted Fr0 with the ρG/ρL. It can be 
seen that the increase of Fr0 with decreasing ρG/ρL reduces and Fr0 becomes highly insensitive to 
the ρG/ρL when the ratio is larger than 0.01. Looking closely at the non-dimensionalised 
momentum equation 3.3 one would notice that the density ratio exerts its influence on the 
buoyancy term through a factor of (ρG/ρL – 1). The influence of the factor on the buoyancy 
increases as the ρG/ρL approaches unity and this affects the magnitude of the Fr0 significantly. The 
ρG/ρL affects the Fr0 more than the bubble shape as can be seen from figure 5.2(a) and figure 
5.3(a). Figure 5.2(b) shows the dependence of Fr0 on μG/μL. Similar to the effect of ρG/ρL, the 
increase of Fr0 with decreasing μG/μL drops and Fr0 becomes relatively independent of μG/μL when 
it is smaller than 0.01. 
 
(a) (b) 
Figure 5.2: The predicted drift velocity of a bubble moving in a vertical channel vs. (a) density ratio under the 
conditions of Ar = 50, Bo = 10 and μG/μL = 0.01 and (b) viscosity ratio under the conditions of Ar = 50, Bo = 10 and 
ρG/ρL = 0.001. 
Comparing figure 5.2(b) and 5.3(b) one can also notice that the influence of μG/μL on Fr0 is 
stronger than that on the bubble shape. Comparing figure 5.2(a) and 5.2(b) as well as figure 5.3(a) 
and 5.3(b), it can be seen that both Fr0 and the bubble shape are more sensitive to ρG/ρL than μG/μL. 
This finding is different from Hua & Lou (2007), who observed that Fr0 is more dependent on the 
ρG/ρL whereas the bubble shape is more sensitive to μG/μL. A possible explanation for this 
disagreement is that the Bond number that was used in Hua & Lou (2007) is about 10 times larger 
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than that used in the current study. This hypothesis was tested by performing a set of simulations 
with Bo = 50.  
 
 (a) (b) 
Figure 5.3: The predicted shape of a bubble moving in a vertical channel vs. (a) density ratio under the conditions 
of Ar = 50, Bo = 10 and μG/μL = 0.01 and (b) viscosity ratio under the conditions of Ar = 50, Bo = 10 and 
ρG/ρL = 0.001. 
 
(a)      (b) 
Figure 5.4: The predicted drift velocity of a bubble moving in a vertical channel vs. (a) density ratio under the 
conditions of Ar = 50, Bo = 50 and μG/μL = 0.01 and (b) viscosity ratio under the conditions of Ar = 50, Bo = 50 and 
ρG/ρL = 0.001. 
Figure 5.4(a) and (b) show the effects of ρG/ρL and μG/μL on Fr0 for the case of Ar = 50 and Bo = 50 
respectively. In general, both results are similar to the previous case where Bo = 10. However, the 
difference of Fr0 between the highest and lowest density ratio has dropped from 15% to 
approximately 9% compared to the case with Bo = 10 whereas the difference of Fr0 between 
viscosity ratio of 0.00001 and 0.1 for Bo = 50 only drops 3% to about 4%. The sensitivity of Fr0 to  
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ρG/ρL decreases more significantly than that to μG/μL but Fr0 is still more sensitive to ρG/ρL than 
μG/μL for the case with Bo = 50. The bubble shapes for the case of Ar = 50, Bo = 50 with different 
ρG/ρL and μG/μL are shown in figure 5.5(a) and 5.5(b) respectively. Unlike the findings in the case 
with Bo = 10, the bubble shape is more sensitive to μG/μL than to ρG/ρL. Therefore, it can be 
concluded that the disagreement regarding the bubble shape between the current study and Hua & 
Lou (2007) is due to the value of Bo. On the other hand, it will be interesting to investigate how 
the Archimede number affects the influence of ρG/ρL and μG/μL on Fr0 and the bubble shape. Since 
the value of Ar used in Hua & Lou (2007) are approximately 5 times smaller than the previous two 
cases, a set of simulations with Ar = 10, Bo = 10 were performed. As can be seen from figure 5.6(a) 
and 5.6(b), the trends are similar to the two previous cases, though the values of Fr0 are smaller. 
Fr0 is more sensitive to ρG/ρL than to μG/μL. The differences of Fr0 between the highest and lowest 
density ratio has increased approximately 3% compared to the case where Ar = 50 and Bo = 10 and 
likewise between μG/μL = 0.00001 and 0.1. This indicates that Fr0 becomes more sensitive to both 
ratios when Ar decreases. Figure 5.7(a) and 5.7(b) shows the bubble shapes in the present case.  It 
can be noticed that the bubble shape is more dependent on the density ratio than the viscosity ratio. 
This observation is in line with that in the case of Ar = 50 and Bo = 10 and this shows that the 
disagreement with Hua & Lou (2007) is purely due to the different Bond number used in the 
current study.   
 
 (a) (b) 
Figure 5.5: The predicted shape of a bubble moving in a vertical channel vs. (a) density ratio under the conditions 
of Ar = 50, Bo = 50 and μG/μL = 0.01 and (b) viscosity ratio under the conditions of Ar = 50, Bo = 50 and 
ρG/ρL = 0.001. 
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 (a) (b) 
Figure 5.6: The predicted drift velocity of a bubble moving in a vertical channel vs(a) density ratio under the 
conditions of Ar = 10, Bo = 10 and μG/μL = 0.01 and (b) viscosity ratio under the conditions of Ar = 10, Bo = 10 and 
ρG/ρL = 0.001. 
 
 (a) (b) 
Figure 5.7: The predicted shape of a bubble moving in a vertical channel vs. (a) density ratio under the conditions 
of Ar = 10, Bo = 10 and μG/μL = 0.01 and (b) viscosity ratio under the conditions of Ar = 10, Bo = 10 and 
ρG/ρL = 0.001. 
Since the predicted Fr0 for the chosen density and viscosity ratios, i.e. μG/μL = 0.01 and 
ρG/ρL = 0.001 for the current study, is within 2% deviation from those obtained with μG/μL < 0.01 
and ρG/ρL < 0.001, for the sake of efficient simulations, the chosen value of ρG/ρL and μG/μL are 
considered adequate for the purpose of this study. The domain length L is set to 6 or 12 times the 
width of the channel D. The initial shape of the bubble is an ellipse of aspect ratio 2.5 or 7.5 and 
area 0.4π or 1.2π. As a result, the length of the bubbles is at least 2D long. The bubble is initially 
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centred in the middle of the channel. In the upcoming sections, bubbles with higher aspect ratio are 
denoted as long bubbles and those with lower aspect ratio are denoted as small bubbles. 
 Stagnant Liquid 5.3
5.3.1 Effect of Bond Number on the Bubble Velocity 
 
Figure 5.8: Transient bubble velocity for Ar = 20 and 200, Bo = 10 and 50 and θ = 50° and 90°. 
A parametric study was carried out to investigate the effects of Bond number Bo and 
channel inclination θ on the drift velocity Fr0 at steady state. The bubble is determined to be 
steady if Fr0 changes less than about 2% within dimensionless time τ* = 5. White & Beardmore 
(1962) reported that the distance required for the bubble to reach its terminal velocity FrT seemed 
to be less than twice the tube diameter. However, some of the simulations showed that this 
distance depends on the physical properties of the flow, even for a bubble moving in a vertical 
channel. For instance, in the case of Ar = 200, Bo = 50 and θ = 90°, the bubble has moved more 
than twice the width of the channel D in the axial direction before it becomes steady. The 
dimensionless velocity of the bubble oscillates around the eventual FrT after a few time units. The 
oscillation gradually dies out and FrT is reached eventually. The oscillation is due to the initial 
conditions of the system and it takes quite a long time for the bubble shape to become steady at the 
end. The time for the bubble to reach steady state decreases as θ increases and this was also 
reported by DeBisschop et al. (2002). On the other hand, the time for the bubble to reach steady 
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state also increases with Ar and Bo. Comparing the cases where Ar = 200 and θ = 90° in figure 5.8, 
the time for the bubble to be steady is approximately τ* = 12.5 and τ* = 15 for Bo = 10 and Bo = 50 
respectively. On the other hand, for the cases where bubbles move in vertical channels with 
Bo = 10, the respective times at which the bubble becomes steady for Ar = 20 and Ar = 200 are 5 
and 12.5. In both cases, the bubbles have moved less than 2D.    
 
Figure 5.9: Plot of Fr0 vs. channel inclination θ for 5< Bo <50. 
It can be seen from figure 5.9 that the drift velocity Fr0 increases with Bo at a fixed Ar 
regardless of the channel inclination θ. This suggests that as the surface tension decreases, the drift 
velocity of the bubble increases and this is consistent with previous experimental work (White & 
Beardmore 1962; Zukoski 1966; Weber et al. 1986; Shosho & Ryan 2001). Zukoski (1966) 
showed that the influence of surface tension was stronger than that of viscosity in the 
determination of the velocity for a long bubble. Comparing the case of Ar = 20, Bo = 20 (red line) 
and Ar = 200, Bo = 5 (blue dotted line) with the case Ar = 20, Bo = 5 (blue line) as a reference, it 
can be seen that increasing Bo four times, gives a higher value of Fr0 than increasing Ar by ten 
times, regardless of θ. The general trend in figure 5.9 is also in agreement with Zukoski (1966). It 
can be observed that the drift velocity increases as the channel inclination increases from 
horizontal to a critical angle θc where the velocity reaches a maximum and then drops as the 
inclination angle is increased beyond θc. It is interesting to see that θc decreases with increasaing 
Bo. This observation is also consistent with Zukoski (1966), Weber et al. (1986) and Shosho & 
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Ryan (2001). In the case of Bo = 5 and Ar = 20, Fr0 only shows modest sensitivity to θ. This result 
agrees with the reported observations in the literature which indicate that the dependence on the 
inclination angle decreases as viscous effect becomes very strong (Couët & Strumolo, 1987). 
Figure 5.9 also reveals that the above observation could possibly be a result of a combination of 
the viscous effect with either large surface tension or small tube size. At Ar = 20 and Ar = 200, the 
respective θc decreases from 40° to 30° and 40° to 20° for an increase of Bo from 5 to 50. At a 
given Ar, the gap between the lines diminishes as Bo increases and this suggests that the influence 
of surface tension on Fr0  reduces as Bo increases. The surface tension eventually has no further 
effect on Fr0 when Bo is sufficiently large, as proven theoretically by Couët & Strumolo (1987). 
 
Figure 5.10: Plot of Fr0 vs. Bo for bubble rising in a vertical channel at Ar = 200. 
The triangles in figure 5.10 represent the value of Fr0 for Bo = 1000 and 6000 from Couët & 
Strumolo (1987) and the squares correspond to the values of Fr0 for different Bo in the present 
simulations. A sharp rise in Fr0 is observed for Bo ≤ 40 and the curve then starts levelling off as Bo 
increases further. Both Zukoski (1966) and Bendiksen (1985) reported no further surface tension 
effect on Fr0 when Bo ≥ 40. However, it can be seen from the figure that Fr0 becomes somewhat 
insensitive to the effect of the surface tension for Bo ≥ ≈ 200. The discrepancy of the value of Bo 
for asymptotic behaviour is possibly due to the difference of dimensionality between their 
experiments (3-D) and the current simulations (2-D). Given the fact that the value of Fr0 for 
“ideal” liquid, i.e. when both viscosity and surface tension are negligible, is equal to 0.35 for 
vertical pipes whereas the value of Fr0 for a vertical 2-D channel is 0.23, it should be expected that 
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the value of the critical Bond number Boc,θ = 90° could be different. In the case of Bo = 50 for the 
current model, Fr0 is within 10% of the “ideal” velocity for a vertical 2-D channel given in the 
work of Couët & Strumolo (1987). Although the simulations are performed with high liquid 
viscosity, the result seems to converge to the “ideal” Fr0 as Bo increases. To the best of my 
knowledge, the dependence of Fr0 on Bo for a 2-D bubble rising in a vertical channel has never 
been reported before. The large difference in the values of Boc,θ = 90°  implies that the value of Fr0 
for a 3-D bubble is more sensitive to Bo than that of a 2-D bubble. 
 
Figure 5.11: Plot of Fr0 vs. Bo for θ = 5°, 40° and 90° at Ar = 20, 200. 
By extracting some data from figure 5.9, the effect of the surface tension on the drift velocity can 
be made more obvious as shown in figure 5.11. It can be seen that Fr0 increases with Bo, i.e. 
decreasing surface tension, and the increment of Fr0 diminishes as it continues to rise. However, it 
does not reach a point where Fr0 is independent of Bo for any θ. From the figure, it can be deduced 
that Boc,θ = 40° > Boc,θ = 90° and, in fact, Zukoski (1966) showed that Boc,θ = 0° > Boc,θ = 90°. Based on 
the trends in figure 2.7(a) and (b), it is expected that higher value of Ar would decrease the critical 
Bond number Boc as it lowers the value of Mo. The gap between the solid lines (Ar = 20) and the 
dotted lines (Ar = 200) increases as Bo rises for all θ . This shows that Fr0 is more sensitive to the 
surface tension for higher values of Ar. One interesting point to make here is the critical value of 
the Bond number, Boc at which the bubble ceases to move for different values of θ. Many 
researchers (Zukoski 1966; Web et al. 1986) reported that the Bond number below which the 
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liquid would not drain from a horizontal pipe is around 8.5. Furthermore, Weber et al. (1986) 
stated that at θ = 15°, the Boc,θ = 15° lies between 3.5 and 5.0. From figure 5.11, extrapolation of the 
curves seems to give values of Boc that lie within the aforementioned range for different values of 
θ. Due to the limitations of current simulations, the value of Boc,θ = 0° cannot be proven in this 
thesis. It would be interesting to understand how the value of Boc jumps from 5.0 to 8.5.  
 
(a) 
 
(b) 
 
 (c) 
Figure 5.12: Streamlines for bubbles of area 0.4π at (a) θ=90°, (b) θ=40°and (c) θ=5° at Ar = 20 and Bo = 10. 
Figure 5.12(a), (b) and (c) can be used to identify possible explanations for the trends in figure 5.9. 
When the elongated bubble propagates along a channel in stagnant liquid, the liquid in front of the 
bubble is transported to the back of the bubble. The buoyancy force gives the bubble forward 
motion and it experiences the effect of drag and sometimes wall friction which acts against the 
direction of motion. At steady state the driving force and the opposing force must balance. In a 
vertical channel, the bubble occupies most of the channel width, leaving only two narrow liquid 
layers for liquid to move from the bubble nose to the bubble tail region. The liquid transport is so 
inefficient that even though the buoyancy of the bubble is the strongest in a vertical channel, the 
terminal velocity is smaller than that for a bubble rising in an inclined channel. In an inclined 
channel, the bubble occupies less of the cross-sectional area than in a vertical channel. It takes a 
position towards the upper wall and it leaves a much wider gap for liquid transport along the lower 
wall. Although the bubble experiences wall friction, the efficiency of liquid transport improves so 
much that, even though the buoyancy on a bubble decreases in an inclined channel, the bubble 
rises faster than in a vertical channel. This explains the maxima in figure. 5.9. Further decrease of 
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θ results in a reduction of velocity when the angle is smaller than the θc. In the case of θ = 5° for 
instance, the thickness of the liquid layer is the largest among all θ examined in this work. 
Although the liquid transport is the most efficient in this case, the buoyancy is so weak that the 
bubble rises more slowly along the channel. While the buoyancy in the x-direction depends on a 
sine function and it drops significantly at small angles, the change of the narrowest width of the 
liquid layer drops from 60% to 22% as θ decreases from 90° to 40° and from 40° to 5° 
respectively. 
 
Figure 5.13: Position of the tip of the bubble moving in a channel at Ar = 200, different θ and surface tension. 
Figure 5.13 shows the position of the bubble tip ytip in an inclined channel and also illustrates the 
effect of surface tension on ytip. In general, the bubble moves further away from the top wall 
monotonically as θ increases from 5° to 90° as expected. The bubble tip is closer to the top wall 
when the surface tension decreases for θ ≤ 60°. However, this is not so pronounced when θ ≥ 60° 
and all values of ytip are very similar. This shows that the effect of surface tension on the values of 
ytip decreases when θ increases. 
5.3.2 Effect of Small Angle of Inclination 
In section 5.3.1, it has been shown in figure 5.9 that the effect of Ar on the drift velocity 
Fr0 is the strongest when θ = 5° regardless of Bo since the gap between the solid (Ar = 20) and 
dotted (Ar = 200) lines is the largest among all θ. The reason for that is because of the sudden dip 
of Fr0 for cases with Ar = 20 for 5°< θ< 15°. This abrupt drop of Fr0 can also be observed from the 
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experimental results of Zukoski (1966), Spedding & Nguyen (1978), Weber et al. (1986), Shosho 
& Ryan (2001), Gokcal (2008) and Jeyachandra et al. (2012). However, none of these authors 
have attempted to explain this subtle phenomenon. 
 
 (a) (b) 
Figure 5.14: Drift velocity Fr0 vs. θ for liquid with (a) Mo of 1.12×10-4 and 2.11×10-2 and (b) Mo of 2.11×10-2 and 
different Bo. (After Weber et al. 1986) 
 Zukoski (1966) was the first to carry out an experimental study on the effect of tube 
inclination θ on the drift velocity Fr0. He showed that the abrupt drop of Fr0 occurred when Bo is 
small, i.e. large surface tension or small tube size. Figure 5.14(a) and (b) show the experimental 
results from Weber et al. (1986) for liquids with different viscosities. Figure 5.14(a) shows the 
variation Fr0 at different θ for 100% and 88% corn syrup with Mo = 1.12×10-4 and 2.11×10-2 
respectively. The value of Bo reflects the variation of tube size in the experiment. Comparing the 
red solid line (Mo = 1.12×10-4 and 222 < Bo < 236) and the pink dotted line (Mo = 2.11×10-2, 
Bo = 236), it can be seen that increasing Mo leads to a more severe decline of Fr0 as θ → 0. The 
drift velocity decreases with the largest magnitude when the tube is horizontal and Mo is high. 
Consequently, there is a sharp drop of Fr0 for 5° < θ < 15° for higher Mo and the bubble travels 
slower in the horizontal tube than in a vertical tube. Comparing the two cases where Mo = 1.12×10-
4, one can notice that the abrupt drop of Fr0 is also present when Bo is small enough. This is in 
agreement with Zukoski’s result. The effects of Bo and Mo on this sharp drop of Fr0 are more 
clearly shown in figure 5.14(b). For a given Mo (= 1.12×10-4), the drop from 15° to 5° becomes 
less prominent as Bo increases. For liquid with higher Mo, the critical Bo below which the 
horizontal drift velocity Fr0
h is lower than the vertical drift velocity Fr0
v, becomes larger than that 
with lower Mo. Weber et al. (1986) did not offer an explanation for this abrupt drop of Fr0. 
However, their work seems to suggest that this sharp drop could be due to the tube size since the 
Bo is a measure of tube size. Nevertheless, their experimental results are not sufficient to draw a 
definitive conclusion on this issue.  
 In chapter 2, correlations for predicting the drift velocity of a long bubble moving in an 
inclined tube have be extensively reviewed and the most famous one of all is equation 2.18 
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proposed by Bendiksen (1984). The correlation gives good predictions of Zukoski's data and his 
own for Mo of O(10-11) when Bo > 100, i.e. both viscosity and surface tension effects are mostly 
negligible. Weber et al. (1986) pointed out that the correlation could only give reasonable 
predictions of their experimental data as long as Fr0
h ≥ Fr0
v. However, the deviation from their 
experimental results could still be as high as 15%. In an attempt to take the sharp drop at small θ 
into account, Weber et al. (1986) proposed a modified version of equation 2.18. It gave better 
predictions of their data for viscous liquids but the average errors with their correlation were still 
approximately 10%. The correlation gave good predictions for very large values of Mo, for 
instance, Mo ≥ 1.08 in their work, but not when O(10-11) < Mo < O(1).  
 
Figure 5.15: Drift velocity Fr0 vs. θ for liquid with Mo of O(10-2) and O(10-11) with different tube diameter. (After 
Shosho & Ryan. 2001)  
 Shosho & Ryan (2001) studied the rise velocity of tube-draining bubbles in liquids with 
viscosities ranging from 0.001Pas to 7.21Pas for vertical and inclined tubes. Similar to the result of 
Weber et al. (1986), the drift velocity also drops rapidly when 5° < θ < 15° for some cases, as can 
be seen from figure 5.15. The values of Fr0 for water (Mo = 2.17×10-11) and 80% corn syrup 
(Mo = 7.46×10-2) in different tube size are presented in the figure. As mentioned earlier, the tube 
size is often represented in the form of Bo in experimental studies. The value of Fr0 increases with 
decreasing Mo for the same tube size. The sharp drop of Fr0 occurs when Mo is of O(10-2) or when 
Mo is of O(10-11) for smaller Bo, i.e. small tube diameter (D = 0.0127m). Since Bo represents the 
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tube size and characterises the surface tension, the reported observations of Shosho & Ryan (2001) 
are in line with those of Weber et al. (1986). It should be noted that there is a small bump stretches 
from 45° to 75° for both liquids in the larger tube (D = 0.0381m). The corresponding values of Bo 
for water and 80% corn syrup for the larger tube are approximately 200 and 370 respectively. 
Combining these results with those of Weber et al. (1986) for Mo of O(10-2) (see figure 5.14(a)), 
one would notice that the small bump in Fr0 could be due to the difference in tube size since the 
small bump does not exist in Weber’s result. It also shows that there are some inconsistencies in 
the results of Shosho & Ryan (2001). Furthermore, the tube size for which the bump occurs is 
larger for water compared to 80% corn syrup. This shows that Mo plays a role in this "anomaly". 
A similar "anomaly" can also be observed in the work of Langsholt (2004), who carried out an 
experimental study of the propagation of single elongated bubbles in stagnant and flowing liquids 
in inclined pipes with an internal diameter of 10cm. In this case, the small bump in Fr0 occurred 
between 60° to 80° instead. Langsholt did not offer an explanation for this "anomaly". Bendiksen 
(2012) analysed 18 data sets of slug bubble velocities from two different labs which includes the 
work of Nuland (1998), Langsholt (2004) and Gokcal (2008). He reported the two subtle 
phenomena that have been mentioned here and assembled the drift velocity data for inclined tubes 
and horizontal tubes from Gokcal (2008) together. A similar figure to the one in Bendiksen (2012) 
is shown below. 
 
Figure 5.16: Drift velocity Fr at different angles of inclination for liquid with different viscosity. Data extracted 
from Gokcal (2008). 
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Bendiksen (2012) found that equation 2.18 gave unsatisfactory predictions for μL > 200cP, that is 
Ar ≤ 150. This is because the measured Fr0
h exhibited much stronger viscosity dependence. As a 
result, there is a noticeably sharp drop of Fr0 between 0° and 10° when μL > 200cP. The viscous 
effect on Fr0 is significantly reduced from 10° onwards. This has also been observed in figure 5.14 
(data from Weber et al. 1986) and 5.15 (data from Shosho & Ryan 2001). However, as can be seen 
from figure 5.14(b), the value of Fr0
h shows strong dependence on the viscosity for all Bo and 
0° < θ < 15° whereas the same phenomenon is only observed when 5° < θ < 15° in figure 5.15. All 
liquids with Mo of O(10-2) exhibit the abrupt drop of Fr0 and they correspond to μL ≈ 195cP and 
Ar < 160. This is in excellent agreement with the result of Gokcal (2008) (see figure 5.16). The 
above analyses suggest that the abrupt drop of Fr0 occurs when 0° < θ < 15° in general and it is a 
result of small tube size and high liquid viscosity. Although Bendiksen (2012) did not offer an 
explanation for the sharp drop of Fr0 at small θ, he argued that the small bump occurred in the 
range 50° < θ < 80° could be reasonably assumed to be an effect of the tube size. Since the small 
bump also occurs in both liquids in figure 5.15, it is reasonable to extend Bendiksen’s argument 
and assume that the small bump is an effect of both the tube size and liquid viscosity. 
 The angle of inclination at which the abrupt drop starts is not the same in different 
publications. The present work shows that the drop starts at 10°, as shown in figure 5.9 and this is 
in good agreement with the value suggested by Bendiksen (see figure 5.16). Since both Weber et 
al. (1986) and Shosho & Ryan (2001) did not perform experiments at 10°, it is reasonable to argue 
that the sharp drop of Fr0 starts at 10°. On the other hand, the correlations proposed by Bendiksen 
(1984) and Weber et al. (1986) could not give reasonable predictions whenever the sharp drop is 
present. As a result of the drop, the horizontal drift velocity Fr0
h becomes smaller than the vertical 
drift velocity Fr0
v and this is the reason for the breakdown of the correlations. The results of Weber 
et al. (1986) and Shosho & Ryan (2001) seem to point the finger at Bo as the determining factor of 
the drop. However, figure 5.9 suggests a clear-cut cause of the drop. As can be seen from the 
figure, the sharp drop is present for Ar = 20 but not for Ar = 200 between 2.5° to 10°. This shows 
that the sharp drop is an Ar effect. Since Ar is defined as ρg0.5D1.5/μL, the cause of the "anomaly" is 
a combination of the viscosity and the tube size. Therefore, bubbles moving in a small inclined 
tube or in high viscosity liquid tend to exhibit such behaviour. On the other hand, the small bump 
occurred between 50° and 80° can also be considered to be an Ar effect since it has been 
established that it is an effect of both tube size and liquid viscosity. It should be stressed that the 
abrupt drop of Fr0 from 2.5° to 1° for Ar = 200 is a result of the limitation of the current 
simulations. The configuration of the present simulation is different to the classic experiment an 
inclined tube is filled with liquid completely and then a bubble is introduced by removing the 
stopper that sealed the lower end of the tube momentarily. In the simulation, a single bubble of 
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finite length moves in a long tube filled with liquid. One could imagine that this method is not 
suitable for carrying out experiments in a horizontal tube. The bubble will cease to move due to 
the fact that the buoyancy force is perpendicular to the horizontal tube and therefore there is no 
driving force to push the bubble forward. In the present simulations, the bubble does not move 
when the channel is at the horizontal position for the same reason. To perform an experiment with 
a horizontal tube, the stopper is removed to let the tube drain. This cannot be imitated in the 
current simulations. The drift velocity therefore drops towards zero as θ decreases from 2.5° to 0°. 
Notice that the present simulation results do not exhibit a small bump in Fr0 for 50° < θ < 80°.  
So far Ar has been identified as the cause of the abrupt drop of the drift velocity for 
θ ≤ 10°. The next step of the investigation is to determine the critical value of Ar below which the 
abrupt drop occurs. Analysing the experimental data of Weber et al. (1986), Shosho & Ryan 
(2001), Langsholt (2004), Gokcal (2008), Bendiksen (2012) and Jeyachandra et al. (2012) and 
working out all the dimensionless numbers gives several interesting findings. The dimensionless 
numbers concerned are related through Mo = Bo3/Ar4. Similar to the sharp drop for θ ≤ 10°, the 
small bump of Fr0 from 50° to 80° observed in Shosho & Ryan (2001) and Langsholt (2004) is 
indeed an Ar effect. It is considered that there is a critical value of Ar (Arc1) below which a sharp 
drop of Fr0 arises from 10° to 0° and there is another critical value of Ar (Arc2) above which a 
small bump of Fr0 would occur from approximately 50° to 80°. Table 5.1 summarises the 
approximate values of the two critical numbers. 
Table 5.1:  Critical Ar for which the occurrence two "anomalies" at a given Mo. 
Mo Arc1 Arc2 
O(104) ? 5 - 
O(103) ? 34 - 
O(102) ? 50 - 
O(10) ? 110 - 
O(1) ? 170 - 
O(10-2) ? 160 - 
O(10-4) ? 265 ? 770 
O(10-6) ? 700 ? 3700 
O(10-9) ? 1600 ? 8200 
O(10-11) ? 4700 ? 24400 
 The values of Arc1 in table 5.1 are chosen based on the largest values of Ar among the available 
data, at which the sharp drop occurs at a given Mo. On the other hand, the values of Arc2 in the 
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table are the smallest values of Ar at which the small bump is present at a given Mo of the liquid.  
In general, the two critical Ar values decrease with increasing Mo. However, Arc1 for Mo of O(10-
2) is not in line with the general trend and this is due to the lack of available data of Fr0 for viscous 
liquids. It is reasonable to assume that the value of Arc1 should be between 170 and 265. Note that 
there is a disagreement of the results of Weber et al. (1986) and the present work with Shosho & 
Ryan (2001) for Mo of O(10-2). From figure 5.15, it can been noticed from the pink dotted line that 
the two "anomalies" take place simultaneously whereas only the abrupt drop is present in both 
Weber et al. (1986) (see figure 5.14) and the current study (see figure 5.9). It is unclear as to why 
the two "anomalies" show up at the same time but as mentioned earlier, some inconsistencies have 
been exposed in the results of Shosho& Ryan (2001). Therefore the values of Arc2 for Mo of O(10-
2) cannot be determined. In between the two critical values of Ar, the classic bell-shaped curve for 
a bubble moving in an inclined tube can be seen, where Fr0
h > Fr0
v. In this case, the correlation of 
Bendiksen (1984) can give reasonable predictions of the drift velocity, provided that both viscosity 
and surface tension effects can be ignored, i.e. low viscosity and large tube diameter. By looking at 
the case with Mo = 7.81×10-4, Ar = 20, Bo = 5 in the present work from figure 5.9 and the case with 
Mo = 2.11×10-2, Bo = 10.7, Ar = 15.5 in Weber et al. (1986) from figure 5.14(b), they reveal that 
Fr0 becomes modestly sensitive to the change of θ when Ar << Arc1 and therefore the sharp drop of 
Fr0 is less prominent. The bubble may cease to move even if the channel is a few degrees from the 
horizontal as it has been established that the critical Bo below which the bubble stops moving is 
around 3.5–8.5. It must be stressed that the values in the table are meant to provide a guideline or 
an estimate due to the lack of available data. Much more work is needed to precisely determine 
and validate these critical values of Ar.  
5.3.3 Effect of Archimedes Number on the Bubble Velocity 
 
Figure 5.17: Streamlines for long bubble (LB) of area 1.2π at θ = 90°at Ar = 200 and Bo = 10. 
 The investigation of the effect of Ar on Fr0 was carried out by running simulations for 
single long bubbles rising in (infinite planar) vertical channels at a fixed Bo. Figure 5.17 shows a 
simulated long bubble in a vertical channel. The plot of Fr0 as a function of Ar for 10 < Ar < 200 
and 9 < Bo < 14 when the simulated bubble is at steady state is shown in figure 5.18 with legends 
of “Our model Bo = 9” and “Our model Bo = 14”. The bubble is determined to be at steady state if 
the velocity changes less than 2% within ∆τ* = 5. No steady state bubble shape and velocity were 
observed for Ar > 200. In some cases where Ar > 200, the bubbles formed an upside-down U shape 
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and the back-end of the bubble becomes unstable. The bubble eventually broke apart. The same 
type of bubble shape was also observed by Chen et al. (1999).  
 
Figure 5.18: Plot of log FrG vs. log Ar for Bo = 9and Bo = 14 in vertical channel. 
Figure 5.18 shows that the steady state velocity of a bubble FrG = Fr0, increases non-
linearly with Ar. The slope of the graph decreases when Ar > 30 and is expected to flatten out 
when Ar > 200. The FrG seems to converge to an asymptotic value of when Ar > 200. This is in 
agreement with the observations reported by Goldsmith & Mason (1962), Zukoski (1966), 
Bendiksen (1985) and Viana et al. (2003), who stated that FrG is largely independent of viscous 
effects for Ar larger than roughly 200. Although Fabre & Liné (1992) suggested the inertia-
dominated flow is realised when Ar > 300 while White & Beardmore (1962) reported Ar > 500, it 
is more generally accepted that the critical value of Ar is 200. Viana et al., (2003) stated that the 
bubble velocity is linearly proportional to Ar when Ar < 10, i.e. viscosity-dominant regime and 
independent of Ar when Ar > 200 and in between is the transition region. To facilitate the 
comparison between the present simulation data (a bubble in a infinite planar channel) and 
experimental data of a bubble in a round tube, the data of Viana et al., (2003) for 9 < Bo < 14 in the 
transition region are plotted in figure 5.18. The dashed line and the dotted line represent their best-
fits of their experimental data for Ar < 100 and Ar > 200 respectively (see equation 2.43 and 2.44). 
Equation 2.43 was developed for Ar < 10 but Viana et al., (2003) claimed that it can be 
extrapolated to Ar < 100. As can be seen from the figure, the experimental data are quite scattered 
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and FrG predicted by the current model with Bo = 9 and Bo = 14 are in the mix of the experimental 
data for log10Ar < 1.9. However, the current model slightly underpredicts the FrG for log10Ar > 1.9. 
The respective asymptotic value of FrG predicted from the current model is 0.1365 for Bo = 9 and 
0.0946 for Bo = 14. Both values are about two times less than the ones from the experimental data 
and the predicted values from their model. Based on the 2-D simulation results, the following 
correlations are proposed herein to describe Fr as a function of Ar. 
 )2/1(22 )1( Ar
ArFr ??
?
?? . (5.1) 
Here, α is a function of Bo and β is assumed to be a function of Bo. Having evaluated a suitable 
value for α and β, the best-fits of Bo = 9 and Bo = 14 for the present simulation results are drawn in 
figure 5.18 with a respective legend of “Best-fits for Bo = 9” and “Best-fits for Bo = 14”. It was 
found that α = 10.5234 and β = 0.0125 for Bo = 9 and α = 7.3255 and β = 0.0186 for Bo = 14. It can 
be seen that the best-fits capture the simulation results very well. A majority of the experimental 
data for 9 < Bo < 14 and log10Ar < 1.9 are inside the area enclosed by the two best-fits. This shows 
that predictions from the present simulations are in good agreement with the experimental result. 
For log10Ar > 1.9, the under-prediction must be attributed to the fact that these simulations are 
carried out for 2-D systems. Although a 2-D model can give reasonable predictions of the bubble 
motion in vertical tubes due to the symmetry, one should not expect precise quantitative 
agreement. Using equation 5.1, the best-fit for the experimental data of Viana et al. (2003) is also 
drawn in figure 5.18. With α = 5.1185 and β = 0.0077, equation 5.1 gives a better best-fit to the 
experimental data than the models proposed by Viana et al. (2003) (see the dashed and dotted line) 
in the sense that it generates a better continuity to the prediction of FrG for this range of Ar and no 
extrapolation is required when predicting FrG in the transition zone. The correlation proposed by 
Viana et al. (2003) may not be able to provide reasonable predictions of the Fr for 1.9 <  log10Ar  
< 2.25.   
 The proposed correlation in the current study is more robust than the correlation of Viana 
et al. 2003. However, the predictions from the current simulation cannot capture the experimental 
data when log10Ar >1.9 due to the inherent difference between experiments and 2-D simulations. 
In order to overcome this pitfall, a scaling factor is developed to transform the 2-D results from the 
current simulations for a 3-D pipe. Considering the case of a bubble rising in a vertical 
channel/pipe at high Ar, the value of FrG becomes constant and independent of Ar. Therefore, 
based on the relationship of ReG = Ar∙FrG, the following must be true. 
 gDuArRe GG ???  (5.2) 
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The flow is controlled by the inertia of the liquid so it may be simpler to express the result with 
Froude and Reynolds number based on the liquid phase. They are defined as  
 
L
LL
L
Du
Re ?
??  (5.3) 
 
gD
u
Fr LL ?  (5.4) 
The mass balance around the bubble moving in a vertical pipe/channel gives  
 ? ? LLLG AuAAu ??  (5.5) 
where A is the cross-sectional area of the channel/pipe and AL is the cross-sectional area of the 
liquid in the fully developed falling film around the bubble. Assuming A >> AL, one can consider 
that A – AL = AG ≈ A. The perimeter and the film thickness are defined as P and δD. Assuming 
δ << 1and it is fixed, then 
 DAL ?P? . (5.6) 
Assuming δ is roughly the same for a 2-D channel and a 3-D pipe, substituting equation 5.6 into 
equation 5.5 gives the following relationship: 
 GL uD
Au ?P? . (5.7) 
The equation 5.7 can be rewritten as 
 GL uD
Au
P
4? . (5.8) 
The prefactor was chosen for convenience to make the subsequent relationships more transparent. 
Substituting equation 5.8 into equation 5.3 and 5.4 respectively gives 
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The cross-sectional area of a pipe is A = πD2/4 and the perimeter is P = πD, therefore 4A/PD = 1 
and 
 ArL ?Re . (5.11) 
 GL FrFr ? . (5.12) 
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The cross-sectional area of a 2D channel is A = D∙H, where H is an arbitrary “width” of the 
channel in the third dimension, and the corresponding perimeter is P = 2H. Therefore 4A/PD = 2 
and 
 ArReL 2? . (5.13) 
 GL FrFr 2? . (5.14) 
Note that the above relationship is only valid in the inertia-dominated region, i.e. Ar ≥ 200. In the 
viscosity-dominated region, FrG is proportional to Ar and so 
 LL FrRe ? . (5.15) 
Equation 5.15 remains valid for the scaled parameters as long as the same scaling is applied to 
both LRe and LFr . 
 
Figure 5.19: Plot of log FrL vs. log ReL for Bo = 9 and Bo = 14 in vertical channel. 
The data of the simulation result have been modified by applying the scaling factors of 2 to both 
axes, which moves the curves up and to the right by a factor of 2. The scaled data and the 
corresponding best-fits are plotted in figure 5.19. As before, the best-fits give extremely good 
description to the simulation result. Now the scaling factors have significantly improved the 
agreement of the simulation result with the data of Viana et al. (2003). Not only the experimental 
data for log10Ar < 1.9, but also those for log10Ar > 1.9 are now almost all within the area between 
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the two best-fits. Most importantly, this shows that it is possible to estimate Fr0 of a bubble in a 
vertical pipe using 2-D simulation reasonably well for Ar < 1000 and 9 < Bo < 14. It would be 
interesting to know if the above scaling factors can be used for flows with higher Ar and Bo. 
In this chapter, bubbles with two different sizes have been used to carry out the 
investigations so far. It is interesting to know how the bubble size influences the bubble shape and 
velocity at various Ar, Bo and θ but it is not one of the parameters that the thesis focuses on. 
Therefore, the results of the investigation of the effect of the bubble size on the drift velocity and 
bubble shape are presented in appendix D. Local wall shear stress and normal stress profile are 
presented in the next section. 
5.3.4 Local Wall Shear Stress 
 
Figure 5.20: Local wall shear stress and void fraction profiles for the long bubble (LB) with Ar = 200, Bo = 10 and 
θ = 90° 
Figure 5.20 shows the local wall shear stress as a function of x/D for the case shown in 
figure 5.17. The wall shear stress τw  is defined as τw = - μLdu/dy made dimensionless here with 
μL(g/D)0.5 and du is the velocity of the nearest grid cell to the wall, i.e. near-wall velocity, minus 
the velocity of the moving frame or so-called wall velocity, which is essentially the velocity of the 
bubble tip but in opposite direction. The near-wall velocity is negative when it points to the 
opposite direction as the bubble motion as shown in figure 5.21. Due to the symmetry of the 
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vertical channel, only the τw  of the top wall is shown. The dotted pink line shows the y-averaged 
void fraction along the x-axis. From figure 5.20, it can be seen that at x/D = 5.25 and 10.0, there 
are smooth transitions of the wall shear stress at the back and the front of the bubble. The frame of 
reference is moving with the bubble tip and therefore τw  goes from zero to finite values from the 
far field to the bubble. There is a region where τw  is almost independent of x/D. This reflects a 
fully developed condition in the liquid layer. The τw  reaches a maximum at the very end of the 
bubble tail where the void fraction is at its maximum. This observation is in agreement with 
Langsholt et al. (2004) and Taha & Cui (2004). The liquid velocity exhibits a rapid change at the 
bubble tail when the liquid jet penetrates to the bubble wake. It is interesting to see that a small 
change in void fraction at the bubble tail results in a sharp increase of τw  but τw  does not drop with 
similar magnitude towards the end of the fully-developed zone where a slight decline of void 
fraction is observed. The liquid is funnelled and accelerated downwards to the position where the 
void fraction is at maximum, i.e. minimum liquid film thickness. At that location, the axial 
velocity becomes significantly larger in magnitude than that in the fully developed zone, resulting 
a much higher velocity gradient du and hence a sharp jump of τw . The magnitude of the axial 
velocity decreases rapidly after τw  reaches its peak as the liquid jet exhibits massive deceleration 
when it is mixed with the liquid at the bubble wake. As a result, an abrupt drop of τw  is present at 
the bubble tail and a spike is formed. As shown in figure 5.21, the near-wall axial velocity at the 
back of the bubble becomes slightly higher than the wall velocity (um = –0.1014) and so the τw  
drops below zero. The liquid slowly regains the same velocity as the moving wall at approximately 
1D behind the bubble. The negative τw  occurs 4.0 < x/D < 5.25 and this is almost the same axial 
length for which the streamlines are not entirely straight (see figure 5.17). 
 
Figure 5.21: Axial velocity profile over the domain for LB with Ar = 200, Bo = 10 and θ = 90° 
Comparing the local wall shear stress profile for the case with Ar = 20, 100 and 200 in figure 5.22, 
it can be noticed that the Ar does not affect the smooth transitions of τw  at the back and the front of 
the bubble. Although the peak values of τw  are reasonably similar among the three cases, the peak 
value is the smallest for the case with Ar = 20. The axial location at which the peak shows up is 
closer to the bubble front as the Ar increases. This is due to the fact that the bubble shortens as the 
Ar increases. This can be clearly seen from figure 5.23. Unlike the case with Ar = 200, the τw  for 
Ar = 20 and Ar = 100 do not become negative near the bubble tail, indicating that the axial 
velocities near the wall at that position decrease quickly to reach the wall velocity. It can also be 
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that the trough of the small downward spike adjacent to the fully developed zone deepens with 
increasing Ar. Possible reason for that is the absence of the “wiggle” at the bubble tail for Ar = 20 
and the "wiggle" grows larger as the Ar increases. It is also interesting to see that τw  in the fully 
developed zone decreases as the Ar increases or in other words, increases with the Ca. This 
observation is in qualitative agreement with Taha & Cui (2004, 2006). The reason for such drop in 
the fully developed region is possibly due to the larger value of viscosity for smaller value of Ar 
and/or a decrease of velocity difference between the near-wall velocity and the wall velocity 
(um = –0.0265) (see figure 5.24). Extended results on the effects of θ and Bo on the local wall shear 
stress profile can be found in appendix E. 
 
Figure 5.22: Local wall shear stress profiles for LB with Bo = 10 and θ = 90° and various Ar.  
 
Figure 5.23: Comparison of bubble shape for Ar = 20 and Ar = 200 for vertical channel. 
 
Figure 5.24: Axial velocity profile over the domain for LB with Ar = 20, Bo = 10 and θ = 90° 
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5.3.5 Normal stress 
Figure 5.25: Normal viscous stress and pressure profiles for LB with Ar = 20 and 200, Bo = 10 and θ = 90°. 
 Figure 5.25 shows the normal viscous stress and pressure profiles at the wall for the case 
shown in figure 5.17. Due to the symmetry of the bubble in the vertical channel, only the normal 
viscous stress profile for the top of the channel is shown. The normal viscous stress profile for the 
bottom of the channel is essentially a mirror image of that at the top of the channel. The normal 
stress consists of two components, pressure and normal viscous stress: 
 dydvpp Lref ???? )( . (5.16) 
The magnitude of the normal viscous stress is O(10-2) whilst the pressure is O(1) therefore the 
contribution of normal viscous stress to the normal stress is relatively small. Base on this analysis 
and the normal stress equation 5.16, the normal stress profile is basically an inverse pressure 
profile. Comparing with τw, the normal stress is evidently larger. It can be seen from figure 5.25 
that there are spikes at the bubble front and the bubble tail. The result is consistent with the 
contour-plot of the transverse velocities in figure 5.26. Since transverse velocities at the walls are 
equal to zero, the upward spikes indicate that the transverse velocities point towards the top of the 
channel wall and vice versa. Interestingly, the spike of τw  profile at the top of the channel is also at 
the bubble tail as shown in figure 5.26. The upward and download spikes of the normal viscous 
stress is associated with the penetrations of liquid jet to the bubble wake and towards the central 
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line of the bubble. The small spike at the bubble front is a result of the liquid being squeezed into 
the liquid film at the bubble front.  
The spikes at the bubble tail for Ar = 20 are significantly shorter compared to that for 
Ar = 200 because of the smaller value of transverse velocity gradient dv as shown in figure 5.26. 
The presence of the "wiggle" at the bubble tail in the case with Ar = 200 leads to a larger value of 
transverse velocities at the axial position where the liquid jet to the bubble wake. At the bubble 
front, the small spikes are fairly similar in width but the peak value for Ar = 20 is slightly larger 
than that for Ar = 200. The pressure difference for Ar = 20 is slightly higher than that for Ar = 200 
over the domain as shown in figure 5.27. Consequently the normal stress for Ar = 20 is relatively 
smaller than that for Ar = 200 apart from the region behind the bubble. Extended results on the 
effects of θ and Bo on the normal stress profile can be found in appendix E. 
 
(a) 
(b) 
Figure 5.26: Contour plot of transverse velocity for LB with (a) Ar = 20 and (b) Ar = 200, Bo = 10 at θ = 90°. 
 
(a) 
 
(b) 
Figure 5.27: Pressure profile for LB with (a) Ar = 20 and (b) Ar = 200, Bo = 10 at θ = 90°. 
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 Moving Liquid 5.4
In this section, the dynamics of long bubbles moving in vertical, inclined and horizontal 
channels filled with moving liquid are investigated. Most of the previous computational work has 
focused on the study of single long bubbles moving in vertical pipes or channels filled with 
stagnant liquid. Others (DeBisschop et al. 2002; Lu & Prosperetti 2008) imposed periodic 
boundary condition (PBC) to make the liquid move. However, PBC is best used for simulations of 
a bubble train and it would require a long domain to ensure the leading bubble does not affect the 
velocity of the trailing bubble. In this work, a simple laminar velocity profile was set at the inlet 
with a pre-set mean liquid inflow velocity and all other boundary conditions are the same as the 
simulations for stagnant liquid. Simulations were performed using the same range of parameters as 
in section 5.1 except that Bo and the bubble size were fixed at 10 and 0.4πD2 (SB) respectively. 
5.4.1 Effect of inclination angle and Archimedes number on the bubble 
velocity 
 
Figure 5.28: Bubble velocity vs. angle of inclination with inlet liquid velocity Qin = 0.1, Bo=10 and 10 < Ar < 200. 
Previous simulation results with stagnant liquid showed that the angle of inclination θ and 
the Archimedes number are important parameters to determine the bubble velocity. The next 
question would be how these two parameters affect the bubble velocity when the liquid is moving 
at a specified velocity. The non-dimensionalised liquid velocity Qin is essentially the Froude 
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number based on the mixture velocity and is defined as FrM = uM/(gD)0.5. The bubble velocities FrG 
at different values of Ar and θ are shown in figure 5.28. The drift velocities Fr0 (Qin = 0) for 
Ar = 20 and Ar = 200 at different inclination angles are also included in the figure. It can be seen 
that the values of FrG for Qin = 0.1 are consistently higher than the values of Fr0 by approximately 
0.113–0.145 at Ar = 20 and 0.100–0.116 at Ar = 200 for various θ, with the exception of the 
horizontal channel. The difference between the values of FrG and Fr0 for the horizontal case 
increases from 0.141 to 0.154 as Ar increases. Since Fr0 at the horizontal must be zero for all Ar, 
the above observation is expected. However, the result for the inclined and vertical channels is 
more complicated and thus further analysis is required (section 5.4.3). The figure also shows that 
when the liquid velocity is low, the relationship between FrG and θ can still be described by the 
classical bell-shaped curve for stagnant liquid. It is interesting to see that the horizontal FrG is 
smaller than its vertical counterpart for all Ar at a rather low liquid velocity. This feature is present 
when long bubbles move in stagnant liquid with high viscosity and it has been discussed earlier in 
this chapter.  
 
Figure 5.29: Bubble velocity vs. angle of inclination with inlet liquid velocity Qin = 0.5, Bo=10 and 10 < Ar < 200. 
Figure 5.29 shows that when the liquid velocity increases, the dependence of FrG on θ 
changes. For Ar ≤ 20, the FrG increases monotonically with angle of inclination towards their 
corresponding asymptotic values. However, the classical bell-shaped curves with the horizontal 
FrG lower than the vertical FrG are still present for Ar ≥ 50. Furthermore, comparing figure 5.29 
with figure 5.28, one would notice that FrG generally increases as Ar decreases, which is opposite 
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to the result for stagnant and slow moving liquid (Qin = 0.1). The bubble shape and its transverse 
position must be investigated in order to find out a possible explanation for this rather surprising 
finding. The trend can be clearly observed for θ ≥ 60° but not for 10° ≤ θ ≤ 40°. The values of FrG 
for 10°≤ θ ≤ 40° and 20 ≤Ar ≤ 200 are very close and no clear trend can be read from the figure. 
This could be caused by the fact that a transition of the dependence of FrG on the inclination angles 
occurs between Ar = 20 and Ar = 200. Therefore, the FrG at Ar = 50 and Ar = 100 could well be 
experiencing the two distinct dependences, which give them the classical bell-shaped relationship 
but with a considerably smaller deviation from the maximum FrG. This is particularly apparent at 
Ar = 50. 
 
Figure 5.30: Bubble velocity vs. angle of inclination with inlet liquid velocity Qin = 1.0, Bo=10 and 10 < Ar < 200. 
When the liquid velocity increases further to Qin = 1.0, FrG increases monotonically toward an 
asymptotic value regardless of the value of Ar as shown in figure 5.30. A possible explanation for 
this monotonic relationship between FrG and angle of inclination θ is that, when the liquid is 
stagnant, there is a trade off between higher buoyancy force at larger angle of inclination and 
higher efficiency of liquid transport from the bubble nose to its tail at smaller angle of inclination. 
The balance is distorted when the bubble is pushed with significant liquid velocity FrL (instead of 
FrM as there is no dispersed phase in the liquid). This hypothesis will be examined in the next 
section. Similar to the result for Qin = 0.5, the FrG increases with decreasing Ar and the variation of 
it is smaller as the value of Ar decreases. It is believed that the former is related to the value of C0 
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at different Ar and the latter is related to the above hypothesis. In general, due to the monotonic 
increase with θ, the FrG at the horizontal is always lower than that at the vertical. 
 00 FrFrCFr MG ?? , (5.17) 
Before moving on to the next section, it should be stressed that the bubble velocity can be 
calculated using equation 5.17, which is essentially equation 2.1 scaled by square root of gD. It is 
a useful equation to facilitate the remaining analyses. 
5.4.2 Bubble Shape  
To understand more about the findings in section 5.4.1, the shapes of the bubbles for 
Ar = 20 and Ar = 200 at various liquid velocities and angles of inclination are plotted in figure 5.31 
and 5.32. Note that the bubble shape in quiescent liquid in figure 5.31(e) and 5.32(e) are in fact the 
bubble shapes at θ = 1° since no simulation was carried out at θ = 0° with quiescent liquid. 
 
 (a) (b) 
 
 (c) (d) 
 
(e) 
Figure 5.31: Bubble shapes for Ar = 20 at various liquid velocity Qin and (a) θ = 90°, (b) θ = 60°, (c) θ = 40°, (d) 
θ = 20° and (e) θ = 0°. 
From figure 5.31, it can be seen that at Qin = 0.1, the effect of θ on the bubble shape is 
similar to that in stagnant liquid (blue and purple line). The bubble leans towards the top of the 
channel as θ decreases. The mechanism that causes the classical bell-shaped relationship between 
Fr0 and θ has been explained based on the change of bubble shape in section 5.3.1 and it applies to 
the dependence of FrG on θ when Qin is small. It seems that at such low liquid velocity (Qin = 0.1), 
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FrG, given by equation 5.17, is not completely dominated by the term C0FrM and Fr0 still 
contributes significantly to FrG if not more than the term C0FrM. This is reflected by the similarity 
between the result of stagnant liquid and that of slow moving liquid (Qin = 0.1). Although the 
dependences of both the bubble velocity and its shape on θ are similar, the bubble nose becomes 
more pointed when the liquid is moving regardless of θ. The faster the liquid moves, the more 
pointed the bubble nose becomes. The bubble travels faster when its nose becomes more pointed 
regardless of the values of Ar and θ. The result is in agreement with Tomiyama et al. (1998) and 
Taha & Cui (2006), who reported the same observation even though their simulations were carried 
out with stagnant liquid.  
Increasing Qin from 0.1 to 0.5 has a dramatic effect on the shape and the transverse 
position of the bubble as shown in figure 5.31. At Qin = 0.5, the bubble is further away from the top 
of the channel compared to Qin = 0.0 and Qin = 0.1, regardless of θ. Further increase of Qin moves 
the bubble even further away from the wall. As the bubble does not lean on the wall in an inclined 
channel, the mechanism described in section 5.3.1 is no longer applicable. To explain the 
monotonic increase of FrG with θ, it is once again turned to an analysis of the shape change at 
various θ. Since the bubble is located at the centre of the channel for any θ, the efficiency of liquid 
transport from the bubble front to the bubble tail is roughly the same. The bubble experiences the 
largest buoyancy effect in a vertical channel and therefore it is conceivable that under this 
circumstance the bubble travels at the highest velocity at θ = 90°. The buoyancy effect, which is 
the only driving force apart from the liquid motion, decreases with θ hence the FrG declines 
towards the value of the horizontal FrG. The reason why the bubble is located almost at the centre 
of the channel even though the channel is not at the horizontal is because FrG is dominated by the 
term C0FrM and the contribution from Fr0 becomes insignificant. The transverse position of the 
bubble tip relative to the channel axis is a function of FrM for all θ (Bendiksen 1984). As Qin 
increases, the nose moves closer to the centreline of the channel. When the flow is completely 
dominated by inertia (e.g. Qin = 1.0 in the present result) the bubble nose is at the centre of the 
channel. In the present simulations, Qin = 0.5 is large enough to cause the bubble nose and the 
bubble itself to move to the centre of the channel and leads to a monotonic growth of FrG with θ. 
The bubble nose centring causes a change of the bubble shape. At θ = 90°, the bubble stretches as 
Qin increases. The wave disturbance at the bubble tail disappears and the bubble body becomes 
thinner. The convex bubble tail is flattened and eventually converts to a concave shape. However, 
the bubble shape has a stronger dependence on θ in the quiescent liquid than in the flowing liquid 
and therefore the bubble length increases more as θ decreases. The bubble length in stagnant liquid 
eventually overtakes those in moving liquid. This is accompanied with a smoother backend and 
thinner bubble body.  
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 (a) (b) 
 
 (c) (d) 
 
(e) 
Figure 5.32: Bubble shapes for Ar = 200 at various liquid velocity Qin and (a) θ = 90°, (b) θ = 60°, (c) θ = 40°, (d) 
θ = 20° and (e) θ = 0°. 
The shape of the bubble for Ar = 200 at various Qin and θ is plotted in figure 5.32. One of 
the crucial difference compared to the bubble shape for Ar = 20 is the gap between the bubble and 
the top of the channel does not increase significantly with Qin. In fact, at least part of the bubble 
leans toward the top of the channel at all θ and Qin and the gap is identical in the horizontal 
channel. The bubble nose, however, moves closer to the centre of the channel as Qin increases. 
Furthermore, the bubble length in general increases with Qin regardless of θ. In the vertical 
channel, the convex bubble tail becomes flat and the wave disturbance has disappeared as Qin 
increases. The liquid film does not reach equilibrium and keeps thinning along the bubble body 
from the nose when Qin = 1.0. This is solid evidence that the flow is inertia dominated (Mao & 
Dukler 1990). It has been shown that for Ar = 20, the transverse position of the bubble becomes 
insensitive to the change of θ when Qin ≥ 0.5, which explains the change of the trend from the one 
in figure 5.28 to the one in 5.29. However, it can be seen from figure 5.32 that in the case of 
Ar = 200, the bubble leans towards the top of the channel in almost the same way for 
0.0 ≤ Qin ≤ 0.5. It is not until Qin = 1.0 that the bubble nose is almost at the centre of the channel, 
suggesting that the bubble velocity FrG is dominated by the term C0FrM, which is rather insensitive 
to the change of θ as one will see in the next section. The fact that the bubble nose is so close to 
the centre of the channel also makes the transverse position of the bubble closer to the centre. This 
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explains why the transition from the bell-shaped to monotonic relationship does not occur when 
Qin = 0.5 at Ar = 200.  
While FrG decreases from θ = 10° to θ = 0° for all Ar, figure 5.30 (Qin = 1.0) shows that the 
drop is particularly sharp for Ar = 200. Possible explanation for this can be found by comparing 
figure 5.31(d) and (e) as well as 5.32(d) and (e). For Ar = 20, the transverse position of the bubble 
nose exhibits negligible change when θ decreases from 30° to 0°. On top of that, the change of the 
distance from the top of the channel is also very small. However, it is a completely different story 
for Ar = 200. When θ decreases from 30° to 0°, the transverse position of the bubble nose exhibits 
a 20% increase from 0.6 to 0.7 and this is accompanied with a significant change of bubble shape. 
Since the bubble nose centring is an implication that the bubble moves at high FrG, the fact that the 
bubble nose is further away from the centre of the channel indicates that the bubble moves at a 
significantly lower velocity in the horizontal channel. In addition, the bubble leans on the top of 
the channel in the same way as at the other flow rates implies that the efficiency for the liquid 
transport from the bubble front to its tail is similar. Therefore, FrG at θ = 0° is significantly lower 
than for other inclination angle and hence the abrupt drop between 0° and 10°. 
5.4.3 Effect of Liquid Velocity on the Bubble Velocity 
The dependence of the bubble velocity FrG on the inclination angle has been discussed 
extensively in section 5.4.2. The effect of the liquid velocity Qin on the bubble velocity FrG will be 
reviewed here with the aid of equation 5.17. This will provide certain insight in relation to the 
strange trends where FrG decreases with increasing Ar at relatively high liquid velocity Qin = 0.5 
and Qin = 1.0. Figure 5.33 to 5.37 show the bubble velocity as a function of the mixture velocity, 
which is essentially the liquid velocity in these cases, for various values of Ar and θ.  
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Figure 5.33: Plot of non-dimensionalised bubble velocity FrG against non-dimensionalised mixture (liquid) 
velocity FrM for Ar = 10 at different angle of inclination. 
 
Figure 5.34: Plot of non-dimensionalised bubble velocity FrG against non-dimensionalised mixture (liquid) 
velocity FrM for Ar = 20 at different angle of inclination. 
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Figure 5.35: Plot of non-dimensionalised bubble velocity FrG against non-dimensionalised mixture (liquid) 
velocity FrM for Ar = 50 at different angle of inclination. 
 
Figure 5.36: Plot of non-dimensionalised bubble velocity FrG against non-dimensionalised mixture (liquid) 
velocity FrM for Ar = 100 at different angle of inclination. 
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Figure 5.37: Plot of non-dimensionalised bubble velocity FrG against non-dimensionalised mixture (liquid) 
velocity FrM for Ar = 200 at different angle of inclination. 
Bendiksen (1984) reported that the values of distribution coefficient C0 are relatively 
independent of the angles of inclination and they depend on the bubble tip positions. Based on this 
claim, best-fits are drawn for the figures above. Table 5.2 summarises the values of C0 and Fr0 at 
various Ar and these are the coefficients and the y-intercepts of the best-fits. 
Table 5.2: Values of C0 and Fr0 for the best-fits of various Ar. 
Ar C0 Fr0 
10 1.5276 0.0091 
20 1.4091 0.0420 
50 1.2730 0.0895 
100 1.2058 0.1151 
200 1.1601 0.1335 
It can be seen that the data points at a given FrM spread out more as the value of Ar increases, 
especially for the horizontal case. The deviation of FrG for the horizontal case from those 
corresponding to other inclination angles becomes more apparent when Ar = 200. This is consistent 
with the fact that there is a relatively abrupt drop of FrG  from 10° to 0° at any given Qin when 
Ar = 200 as shown in figure 5.28 to 5.30. The cause of the sharp drop has been discussed in section 
5.4.2. On the other hand, C0 varies with θ and the value fluctuates around the C0 of the best-fit at a 
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given Ar (see table 5.2 and appendix F). The relative difference between the largest and the 
smallest values of C0 with respect to Ar is denoted by ∆C0/C0 and is plotted in figure 5.38. In 
general, the value of ∆C0/C0 increases rapidly until Ar = 50 and it stabilises thereafter. It is unclear 
whether ∆C0 will start dropping from Ar = 100 or fluctuates around 0.094. Simulations with high 
values of Ar would be required to clear this up. Bendiksen (1984) determined that the value of C0 
is considered to be independent of θ, albeit the fluctuation of the measured C0 is up to 0.12 among 
different θ. Given that the largest ∆C0 was found to be 0.1281 and the ∆C0 may fluctuates around 
0.124, the best-fits are good enough to represent the relationship between FrG and FrM at any θ. 
The deviation from C0 is within O(0.1) and therefore it can be considered that the value of C0 does 
not change with inclination angle. The result here confirms Bendiksen’s claim that the value of C0 
is independent of θ. 
 
Figure 5.38: Plot of ∆C0, the difference between the largest and the smallest value of C0 as a function of Ar. 
 In general, C0 decreases with increasing Ar but Fr0 increases with Ar. According to 
Bendiksen (1984), the value of C0 increases as the bubble nose moves towards the centre of the 
channel, causing bubbles in inclined channels to behave in a similar fashion as to those in vertical 
channels. In the case of Ar = 10, bubbles are located either near or at the centre of the channel for 
Qin ≥ 0.5. The nose moves to the centre rapidly as Qin increases. This is not observed in the case of 
Ar = 200 (see figure 5.31 and 5.32). The rapid bubble centering in response to the rise of Qin causes 
the magnitude of FrG to increase more rapidly than that for Ar = 200, leading to a larger slope of 
the best-fit line and hence the value of C0. Therefore, it is reasonable that C0 for Ar = 10 is larger 
than that for Ar = 200. It should be stressed that the efficiency of liquid transport has a much more 
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significant effect on the value of FrG in two-dimensional than three-dimensional simulations. Thus, 
the rapid bubble centering causes a dramatic increase on the magnitude of FrG and hence the value 
of C0. On the other hand, for Ar = 10, Fr0 is very close to 0 as shown in figure 5.33. This is 
consistent with Bendiksen (1984) who stated that an increase of C0 is usually accompanied by a 
decrease of drift velocity Fr0. As C0 decreases with increasing Ar, the value of Fr0 increases. 
The peculiar trend in which FrG increases with decreasing Ar for Qin ≥ 0.5 can be attributed to the 
rise of C0 with decreasing Ar (See figure 5.28 to 5.30). The term C0FrM has the same order of 
magnitude as FrM. As FrM increases from 0.1 to 1.0, C0FrM is increasingly dominant on the R.H.S 
of equation 5.17 since the magnitude of Fr0 only increases from O(10-2) to O(10-1). FrM is an input 
parameter and is fixed in each simulation. When FrM = 0.1, the order of magnitude of C0FrM and 
Fr0 are close enough that the term C0FrM does not exhibit a dominating effect on the value of FrG 
and Fr0 still has a significant contribution. However, the magnitude of C0 significantly affects the 
resulting value of FrG when FrM ≥ 0.5. Although Fr0 contributes more to FrG as Ar increases, it is 
undermined by the corresponding drop of C0. This reverses the pecking order of FrG with respect 
to Ar from that in figure 5.28 to 5.29. It becomes even more pronounced when FrM = 1.0 as C0FrM 
is now an order of magnitude more than Fr0. At Qin = 0.5, the value of FrG for Ar ≤ 20 is dominated 
by C0FrM, thus the conventional bell-shaped relationship between FrG and inclination angle no 
longer exists. This is however not the case for Ar ≥ 50. At Qin = 1.0, the bubble velocity is 
completely dominated by C0FrM, i.e. the liquid flow, regardless of Ar.  
The dependence of C0 on ReL (the Reynolds number based on the liquid velocity at 
infinity) for different inclination angles is shown in figure 5.39. ReL can be worked out from Ar 
and FrL through ReL = Ar·FrL. As can be seen from the figure, C0 decreases somewhat with ReL and 
then flattens out towards an asymptotic value. While the flow in the present simulation is 
definitely laminar, this dependence of C0 on ReL is very similar to that reported by Bendiksen 
(1985) for turbulent flow. In fact, by tuning Bendiksen’s correlation for C0 in turbulent flow, the 
dependence of C0 on ReL can be represented for ReL > 0 by: 
 
? ?
? ? ? ?? ??????? ?????? ?? ? BoLL L eReBoRe
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7.05log
5log
. (5.18) 
The value of Bo in the current simulations is 10. Similar observation was also reported by 
Bendiksen (2012) with the exception that the value of C0 has never dropped to the values that 
corresponding to turbulent flow. The value of C0 in the present study is generally lower than 
expected and a possible reason for that is that the value of Bo at which the simulations were 
carried out is very low compared to the experimental data that were analysed by Bendiksen (2012). 
According to the Bendiksen (1985), C0 decreases with Bo. Since C0 is defined as ??? ??  (Nicklin 
140 
 
et al. 1962) and the high surface tension causes the centre-line velocity uLM to decrease, C0 drops 
with Bo.  
 
Figure 5.39: The dependence of C0 on Reynolds number based on liquid velocity at infinity with Bo = 10 for 
different angles of inclination. 
 
 (a) (b) 
Figure 5.40: Comparison of extrapolated value and simulated value of Fr0 at (a) different Ar for vertical and 
inclined channel and (b) different inclination angle at Ar = 20. 
  Although the extent of the drop of C0 due to the stark difference of Bo is unknown, the 
present result seems to suggest that the transition from laminar to turbulent regime can occur at a 
much lower FrM or FrL and ReM or ReL when the liquid viscosity is relatively high. This finding is 
in line with the work of Bendiksen (2012) who reported that some turbulent behaviour and 
instability of the bubble nose were observed in what was supposed to be the laminar region. The 
reported observations by Bendiksen (2012) were not seen in the simulations due to the fact that the 
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high surface tension prevents any turbulent behaviour and instability of the bubble nose. 
Nevertheless, it is still very unclear how the viscosity affected the values of C0 and FrG and so 
further work must be carried to clarify these observations. 
One way of obtaining Fr0 is to extrapolate the values of FrG data for bubbles in moving 
liquid. Comparisons of the simulated and extrapolated Fr0 are plotted in figure 5.40. It can be seen 
from figure 5.40(a) that in the case of a vertical channel, the extrapolated value of Fr0 consistently 
underpredicts the simulated value by less than 20%. In fact, the extrapolated Fr0 is reasonably 
close to the simulated one but the discrepancy between the two values increases with Ar. The 
prediction of Fr0 by extrapolation becomes worse for inclined channels. The under-prediction can 
be more than 40%. The prediction becomes better when Ar increases but, in general, the prediction 
is unsatisfactory. This finding is in agreement with Alves et al. (1993) who reported that 
extrapolation of the data for normal slug flow or bubble in moving liquid is not very accurate for 
determining the drift velocity for a bubble moving in stagnant liquid at any given θ. The authors 
also showed that the extrapolated drift velocity is generally lower than the measured drift velocity. 
The discrepancy was found to vary with θ at a fixed value of Ar as shown in figure 5.40(b). Unlike 
the result in Alves et al. (1993) where the difference between the simulated and the extrapolated 
Fr0 was rather consistent, the gap between the simulated and the extrapolated Fr0 first increases 
with θ and then it decreases after the maximum has been reached at θ= 40°. As expected, the 
discrepancy is the lowest for the horizontal and vertical channel. 
 Summary of Chapter 5 5.5
The effects of surface tension (Bo), angle of inclination (θ), viscosity (Ar), density and 
viscosity ratios on the velocity and the shape of a bubble moving in either stagnant or moving 
liquid have been presented in this chapter. A few interesting findings have been outlined here. For 
instance, a sharp drop of the drift velocity for θ ≤ 10° is observed when the liquid is very viscous 
(μ > 200cP), i.e. very low Ar. The corresponding explanation and criteria for it to happen have 
been presented. In addition, a simple method to transform the two-dimensional simulation result 
for a three-dimensional vertical pipe has been offered here. The local wall shear stress and normal 
stress have also been studied extensively and it was found that both of them are sensitive to Bo, Ar 
and θ. The velocity of a bubble in moving liquid was found to be insensitive to θ when the liquid 
velocity is high. The analysis of the distribution coefficient suggests that the transition from 
laminar to turbulent regime can occur at a much smaller values of FrM or ReL. However, it is still 
very unclear how the viscosity affects the values of C0 and FrG and so it is concluded that further 
work must be carried to clarify these findings. 
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6. Single bubble in a 2-D channel 
Chapter 6 
Slug Flow in a 2-D Channel 
 Introduction 6.1
With the implementation of periodic boundary conditions, the dynamics of a train of 
bubbles rising in vertical and inclined channels are studied. Slug flows are essentially a train of 
bubbles with liquid slugs in between them and therefore this simulation configuration is closer to 
real slug flows. To the best of my knowledge, most of the previous work that is related to the 
Taylor bubble and at the same time not in the microfluidics category are either restricted to the 
Stokes flow limit (DeBisschop et al. 2002) or vertical axisymmetric flow (Clarke & Issa 1997; Lu 
& Prosperetti 2008). The simulations in the present study were performed using a range of Bo 
(5< Bo <30), Ar (10< Ar <200), channel inclination (0° < θ < 90°), pressure drop (0 < dp < 6) and 
bubble size (0.4πD2 < AB < 1.2πD2). Unlike the simulations shown in chapter 5, the liquid velocity 
is determined by the above parameters, especially the pressure drop. This is due to the fact that 
when periodic boundary conditions are imposed, the appropriate boundary condition is the 
pressure drop over the computational domain. The effects of θ, Bo, Ar, dp and the bubble size on 
the bubble velocity and its shape were examined. The long bubble is initially an ellipse located at 
the centre of the channel and at rest. All simulations were carried out with a frame of reference 
moving at identical velocity to the bubble front so that the walls move at this speed but in the 
opposite direction. Before the work began, it had been verified that the initial bubble shape did not 
affect the final outcome. Furthermore, bubbles that were in tilted channels took a longer time to 
reach steady state, especially when θ < 30°. Unless specified otherwise, all the simulations were 
carried out with μG/μL = 0.01 and ρG/ρL = 0.001. The simulations of a single bubble with periodic 
boundary conditions imposed over the computational domain form the basis for the work in 
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chapter 7 and 8. The coupling simulations were carried out after the velocity and the shape of the 
long bubble became steady.  
 Effect of Density and Viscosity Ratio 6.2
It is often a good practice to check the effects of density and viscosity ratio before carrying 
out further investigations as it gives some idea how the simulations behave when these seemingly 
less important parameters change. The size of the bubble in this section is 0.4πD2 and the domain 
length is 6D. Figure 6.1(a) shows the variation of the predicted bubble velocity with ρG/ρL. The 
bubble velocity generally increases with –log ρG/ρL, (i.e. decreasing ρG/ρL) but the sensitivity to 
ρG/ρL decreases as –log ρG/ρL increases further and eventually the curve flattens out when –log 
ρG/ρL is larger than 2.3, which is equivalent to ρG/ρL < 0.005. The curve in red shows the 
percentage deviation of the bubble velocity from the one when ρG/ρL = 0.001. It drops rapidly as –
log ρG/ρL increases and gradually flattens out as expected. Since the chosen ρG/ρL is 0.001, it can be 
concluded that density ratio is small enough to carry out simulations for long bubble rising in high 
viscosity liquid.  
 
 (a) (b) 
Figure 6.1: The predicted drift velocity of a bubble moving in a vertical channel vs. (a) density ratio under the 
condition of Ar = 20, Bo = 10, dp = 0.5 and μG/μL = 0.01 and (b) viscosity ratio under the conditions of Ar = 20, 
Bo = 10, dp = 0.5 and ρG/ρL = 0.02. 
Figure 6.1(b) shows the dependence of the bubble velocity on μG/μL. Similar to the ρG/ρL, 
the rise of the bubble velocity drops as –log μG/μL increases (decreasing μG/μL) and the bubble 
velocity becomes rather independent of the –log μG/μL when it is larger than 3, that is when 
μG/μL < 0.001. The chosen μG/μL in this work is 0.01, which is ten times larger than the ideal value 
for simulations with high viscosity liquid. However, by looking at the pink curve for the 
percentage deviation from the ideal value, i.e. –log μG/μL = 4 or μG/μL = 0.00001, the deviation is 
only about 1.2%. Given that smaller values of μG/μL make the simulations more difficult to 
perform and take more time to be completed, the chosen value was deemed appropriate to carry 
out the investigation. Comparing figure 6.1(a) and 6.1(b), one can notice that the bubble velocity is 
more sensitive to μG/μL. Either ρG/ρL and μG/μL is set equal to 0.1, i.e. the absolute value of the 
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logarithmic value equals 1, the respective bubble velocities are 1.42% and 7.91% smaller than 
those when either ρG/ρL and μG/μL  are set equal to 0.001.  
The shape of the bubbles with density ratio of 0.1 and 0.001 are shown in figure 6.2(a). 
While the shape of the bubble front is almost identical, the bubble is longer for ρG/ρL = 0.001 than 
ρG/ρL = 0.1. The bubble shapes for viscosity ratio of 0.1 and 0.001 are shown in figure 6.2(b). 
Similar to figure 6.2(a), the shape of the bubble front is identical but the bubble length is not. 
When μG/μL = 0.1, the bubble is marginally longer than that for μG/μL = 0.001. Comparing the two 
figures, one would notice that the bubble shape is more sensitive to ρG/ρL than μG/μL. This finding 
is consistent with those obtained in section 5.2, where the periodic boundary conditions were not 
implemented in the simulations.  
 
 (a) (b) 
Figure 6.2: The predicted shape of a bubble moving in a vertical channel vs. (a) density ratio under the condition 
of Ar = 20, Bo = 10, dp = 0.5 and μG/μL = 0.01 and (b) viscosity ratio under the conditions of Ar = 20, Bo = 10, 
dp = 0.5 and ρG/ρL = 0.02. 
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 Effect of Bond number and Inclination Angle 6.3
The effect of Bond number and inclination angle on the bubble and the mixture velocities 
are investigated in this section. The bubble size is 0.4πD2 and the domain length is 6D. Two values 
of pressure drop over the computational domain were set to carry out the study and they are 
dp = 0.0 and dp = 1.0. Figure 6.3 shows the effects of Bo and angle of inclination on the bubble 
velocity in the lab frame when the pressure gradient equals zero and Ar = 20. As can be seen from 
figure 6.3 the bubble velocity FrG increases with Bo. This result is consistent with that for a single 
bubble rising in stagnant liquid without PBC. The bubble velocity is zero when the channel is 
horizontal as there is no pressure drop to drive the bubble forward or backward. The bubble velocity 
increases monotonically with the angle of inclination and reaches a maximum at θ = 90°. This 
observation is different from the classic bell-shaped curve for a single bubble rising in stagnant liquid. 
However, the same observation was reported both numerically (DeBisschop et al. 2002) and 
experimentally (Masliyah et al. 1994) for low Ar.  
 
Figure 6.3: Plot of FrG vs. angle of inclination for 5 < Bo < 30 with pressure drop equal 0.0. 
Figure 6.4 shows the shapes of bubbles rising in a vertical channel with different values of 
Bo. The comparison of bubbles shapes shed some light on the trends in figure 6.3. It can be seen 
that as Bo increases, the bubble stretches and becomes longer. The gap between the bubbles in a 
bubble train becomes smaller. In chapter 4, it has been established that the bubble velocity 
increases with decreasing gap between the bubbles. In addition, the bubble becomes slimmer when 
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Bo increases due to the fact there is less surface tension to hold the bubble in a circular shape. This 
allows more efficient liquid transport from the bubble front to the bubble tail. The combination of 
these two effects leads to a higher bubble velocity when Bo increases. Furthermore, figure 6.4 
indicates that the shape of the bubble tail changes from convex to concave and the shape of the 
bubble front become more pointed as Bo increases. This result is consistent with Tomiyama et al. 
(1996), Bugg et al. (1998), DeBisschop et al. (2002), Taha & Cui (2006), Lu & Prosperetti (2009) 
and Amaya-Bower & Lee (2011). Since the viscosity is rather high due to the low Ar, no 
oscillation at the bubble tail and no local unsteadiness at the bubble front or the liquid layer are 
observed.  
 
Figure 6.4: The shape of bubbles rising in a vertical channel (θ = 90°) with different Bo and Ar = 20. 
 
Figure 6.5: Plot of FrG vs. time for bubbles rising in a vertical channel (θ = 90°) at various Bo and Ar = 20. 
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The transient bubble velocity for various value of Bo is plotted in figure 6.5. The time in 
figure 6.5 is the dimensionless time τ* defined in section 3.3.1. In general, the bubble velocity 
increases with time and the curves eventually flatten out which indicates that the steady state 
bubble velocities have been reached. For Bo = 5, the bubble velocity drops momentarily and rise 
again on 5 separate occasions throughout the course of the simulation. The exact reason for this is 
unknown but one can speculate that it is a numerical artefact since simulations with such a small 
value of Bo are always challenging to the computation. The transient bubble velocity is very 
sensitive to the change of the bubble shape 2-D simulations. It has been seen in the simulations 
that all the length of the bubbles increases only when they are approaching steady state. When the 
expansion ceases the bubble shape and velocity become steady. It can be seen from figure 6.5 that 
the time at which the bubble velocity and its shape become steady is about τ* = 12 for all values of 
Bo. On the other hand, it has been established earlier that bubble velocity increases with Bo. 
Figure 6.5 shows that the rate of increase of the bubble velocity decreases as Bo increases. This is 
consistent with the results presented in chapter 5. It has been shown that there is a critical Bo 
beyond which the bubble velocity is no longer dependent on the value of Bo and it is expected that 
this also applies to a train of bubbles, i.e. slug flow.  
 
(a) 
 
(b) 
Figure 6.6: The shape of bubbles rising in a channel tilted at an angle of (a) 40° and (b) 5° with various Bo and 
Ar = 20 as well as dp = 0.0. 
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Figure 6.3 also shows that the bubble velocity increases with Bo and the rate of increase 
decreases with the value of Bo for a tilted channel. Comparing the shape of the bubbles with 
various Bo for θ = 40° and θ = 5°, one would notice that the reasons behind the rise of bubble 
velocity are the same as those for the vertical channel, but with one subtle difference and that is, 
the tip of the bubble changes its transverse position. For θ = 40°, the tip of the bubble moves from 
a higher position to the centre of the channel for θ = 40° whereas for θ = 5°, it moves closer to the 
top of the channel when Bo increases. This can be clearly seen in figure 6.7. This observation 
suggests that when Bo = 30 the liquid velocity is high enough to overcome the gravitational force 
which pushes the bubble to the top of the channel when θ = 40° but not for θ = 5°. 
 
Figure 6.7: Plot of transverse position of the bubble tip vs. Bo for various θ and dp = 0.0. 
It has been established that the bubble velocity increases with θ. This can be explained by 
comparing the bubble shapes in figures 6.4 and 6.6. Take Bo = 30 as an example, the length of the 
bubble in a channel tilted at θ = 40° is about 0.07 longer than that of the bubble in a vertical 
channel. However, the bubble velocity in a tilted channel is lower than that in a vertical channel. 
Given that the thickness of the liquid layers is similar, the lower velocity must be attributed to the 
lower driving force, i.e. the axial buoyancy force which controls the mixture velocity. As will be 
seen later on in figure 6.9, the bubble velocity is dominated by the mixture velocity for all Bo and 
θ. The bubble in a channel tilted at θ = 5° from the horizontal has an even longer length and thicker 
liquid layer than that in a channel tilted at θ = 40° but the velocity is lower. The axial buoyancy 
force which drives the bubble forward is less than that in a channel tilted at θ = 40°. These 
observations show that the influence of the buoyancy is superior to the effect of the efficiency of 
149 
 
liquid transport and also the separation distance between the two bubbles for a given value of Ar 
and Bo because the bubble velocity is dominated by the mixture velocity which is controlled by 
the buoyancy. 
Figure 6.8 shows the transient velocity for bubbles rising in a channel tilted at θ = 40° and 
θ = 5° from the horizontal. It can be seen that the velocities for bubbles rising in a tilted channel 
have more fluctuation than those for a vertical channel even after the bubbles have already reached 
steady state. For θ = 40°, the bubbles become steady at the same time as those in a vertical channel. 
However, this is not the case for θ = 5°. It can be seen from figure 6.8(b) that the bubble velocities 
generally take a longer time to be steady, especially for higher value of Bo. Apart from the case 
with Bo = 5, the bubble velocities increase rapidly to reach a maximum and then drop to the steady 
state velocity. When the simulation started, the bubble gradually rose to and then leaned on the top 
of the channel. The bubble tail expanded in the opposite direction to the bubble motion and then 
contracted to reach the steady state bubble shape. During the expansion, the separation distance 
between the bubbles in a bubble train/slug flow reduces and hence the velocity increases and vice 
versa during the contraction. Again, it was observed that the bubble velocity reaches steady state 
simultaneously with the bubble shape for bubbles moving in a tilted channel. 
 
 (a) (b) 
Figure 6.8: Plot of bubble velocity vs. time for bubbles rising in a channel tilted at (a) θ = 40° and (b) θ = 5° from 
the horizontal at various Bo and Ar = 20. 
Figure 6.9 shows the effects of Bo and θ on the mixture velocity in the lab frame for the same 
values of pressure gradient and Ar as figure 6.3. The mixture velocity in the lab frame FrM(PBC) is 
essentially the average of the horizontal component of the velocity minus the velocity of the moving 
frame.  
 ? ?mPBCM uugDFr ?? 1)( . (6.1) 
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The moving frame velocity um has the same magnitude but opposite direction to the velocity of the 
bubble front and the average liquid velocity was always negative when it was extracted from the 
simulation. Therefore equation 6.1 can be re-written as 
 ? ?
gD
uFruu
gD
Fr GGPBCM ???? 1)( . (6.2) 
The average velocity is the sum of all the axial component of velocities divided by the total 
number of computational cells in the domain. Since the flow is assumed incompressible, the 
second term in equation 6.2 represents the average liquid velocity in each cross-section of the 
domain, which is basically the mixture velocity in the moving frame. As can be seen from figure 
6.9 the mixture velocity increases with Bo. This trend is identical to that for the bubble velocity 
FrG. The mixture velocity is zero when the channel is horizontal. This is due to the fact that the 
bubble is not moving at all. The mixture velocity increases with θ and reaches a maximum when 
the channel is vertical. Comparing figure 6.9 with 6.3, it can be noticed that the magnitude of 
FrM(PBC) is often more than half of the magnitude of FrG except for the cases of Bo = 20 and θ = 5° 
and Bo = 30 and θ = 5°. This shows that FrM(PBC) dictates the bubble velocity FrG in the majority of 
cases and the contribution from the drift velocity Fr0 is relatively small, though not negligible.  
 
Figure 6.9: Plot of FrM(PBC) vs. angle of inclination for 5 < Bo < 30 with pressure drop equal 0.0. 
Figure 6.10 shows the effects of Bo and θ on the bubble velocity when the pressure drop is 
set to 1.0. In general, the trend is similar to figure 6.3 but FrG increases due to the applied pressure 
drop. The effect of the pressure drop can be observed when the channel is horizontal (θ = 0°) since 
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the buoyancy force is not a driving force for the bubble propagation in this case. The applied 
pressure drop increases the bubble velocity by about 0.4-0.58 across the range of Bo and θ.  
Figure 6.10: Plot of FrG vs. angle of inclination for 5 < Bo < 20 with pressure drop equal to 1.0. 
Figure 6.11: Plot of FrM(PBC) vs. angle of inclination for 5 < Bo < 20 with pressure drop equal to 1.0. 
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Figure 6.11 illustrates the effects of Bo and θ on the mixture velocity when the pressure drop is set 
to 1.0. In general, the trend is similar to figure 6.9 but FrM(PBC) increases by about 0.3-0.38 across 
the range of Bo and θ due to the increased pressure drop. The above observation shows that the 
applied pressure drop does not affect the general trend.  
 
(a) 
 
(b) 
 
(c) 
Figure 6.12: The shape of bubbles rising in a channel at an angle of (a) 90°, (b) 40° and (c) 5° with various Bo and 
Ar = 20 as well as dp = 1.0. 
Figure 6.12 shows the shape of bubbles rising in a channel at an angle of 90°, 40° and 5° 
with different Bo when the pressure drop is set to 1.0. For a vertical channel, the dependence of the 
bubble shape on the value of Bo is essentially the same as that when the pressure drop is 0.0. However, 
it can be seen that the bubble tail is stretched significantly and forms two threads at the back end of the 
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bubble. In this case, the bubble has not reached steady state, and the threads continue to stretch in the 
opposite direction to the bubble motion. Consequently, the bubble velocity kept increasing throughout 
the course of the simulation. The bubble and the mixture velocity reported in figure 6.10 and 6.11 are in 
fact the velocities at the time just before the two threads formed. It can be foreseen that the bubble will 
eventually break up. The trends will break off and join the following bubble. The trend of the shape 
change is very similar to that with dp = 0.0 for a bubble in a channel tilted at 40° and the trend for 
bubbles in a horizontal channel has one distinct difference compared to the near-horizontal case 
with dp = 0.0. 
 
Figure 6.13: Plot of transverse position of the bubble tip vs. Bo for various θ and dp = 1.0. 
As can be seen from figure 6.13, the transverse position of the bubble tip for bubbles 
moving in a channel tilted at θ = 40° decreases with increasing Bo just like its counterpart when 
dp = 0.0. However, unlike the trend for dp = 0.0, the transverse position of the bubble tip is closer 
to the centreline when Bo = 5 and its drops only by 0.0251 to 0.5210 when Bo increases from 5 to 
20. When the pressure drop is zero the transverse position of the bubble tip dropped by 0.0371 
from 0.5880 to 0.5508 for the same increase of Bo. Comparing figure 6.13 with 6.7, one would 
notice that the transverse position of the bubble tip for bubbles in a horizontal channel decreases 
with increasing Bo for dp = 1.0 even though the changes are tiny. This is the opposite of the near-
horizontal case with dp = 0.0. Although the angle of inclination is slightly different, the opposite 
trend can be attributed to the applied pressure drop which increases the mixture velocity and drives 
the bubbles closer to the centreline.  
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Figure 6.14: Plot of bubble velocity vs. time for bubbles rising in a channel tilted at various angle from the 
horizontal Bo = 15, Ar = 20 and dp = 1.0. 
Figure 6.14 shows the typical graph for the transient bubble velocity. As can be seen from 
the figure, the bubble velocity becomes rather steady when τ* > 12. This also suggests that the 
bubble shape becomes steady at the same time. It was also found that the time at which the bubble 
reaches its steady state is more or less the same for other values Bo and θ. 
Table 6.1: Summary of WeR and the shape of the bubble tail for bubbles rising in a vertical channel. 
dp Bo FrM(PBC) WeR Shape 
0.0 5 0.5437 1.48 Convex 
 10 0.6081 3.70 Flat 
 20 0.6590 8.69 Concave 
 30 0.6829 9.33 Concave 
1.0 5 0.8851 3.92 Flat 
 10 0.9612 9.24 Concave 
 15 1.0013 15.04 Concave 
 20 1.0300 21.21 Concave/U-shape 
 
Lu & Prosperetti (2009) proposed a method to estimates the radius of curvature of the 
bubble tail, which was discussed in detail in section 2.5.2. The proposed criterion states that if the 
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Weber number based on the relative velocity defined exactly the same as the mixture velocity 
presented in the current thesis WeR, is smaller than ~5, the bubble tail will be of convex shape. The 
WeR can be calculated by the equation below: 
 ? ? BoFrDuuWe PBCMGLR ???? 2 )(2??  (6.3) 
Note that equation 6.3 is only applicable to bubbles rising in a vertical channel/pipe. Table 6.1 
summarises the values of WeR for bubbles rising in a vertical channel when pressure drop is set to 0.0 
and 1.0.  The table shows that the present data are fairly consistent with the criterion proposed by Lu & 
Prosperetti (2009) if the corresponding value of WeR for a flat interface at the bubble tail is 
considered as the critical value beyond which the bubble tail takes a concave shape. In the present 
work, the critical value seems to be ~3.92. However, more simulations would need to be carried 
out in order to identify the critical value precisely. 
Simulations without periodic boundary conditions (PBC) imposed over the domain need to 
a pre-defined liquid/mixture velocity at one side of the domain in order to drive the liquid forward 
or backwards. With PBC, the liquid/mixture velocity is controlled by a pre-set pressure drop over 
the domain. As such, the effect of liquid/mixture velocity on the bubble velocity is studied by 
combining the results for dp = 0.0 and dp = 1.0. Plots of FrG vs. FrM for Bo = 5, 10 and 20 are 
shown in figure 6.15, 6.16 and 6.17 respectively. 
 
Figure 6.15: Plot of FrG vs. FrM for Bo = 5 and Ar = 20. 
156 
 
 
Figure 6.16: Plot of FrG vs. FrM for Bo = 10 and Ar = 20. 
 
Figure 6.17: Plot of FrG vs. FrM for Bo = 20 and Ar = 20. 
As can be seen from the figures the data points for different angle of inclination lie closely around 
the straight lines, which is the best-fit for the data at any given Bo. The straight line relationship 
implies that equation 5.17 can be used to give reasonable predictions of FrG if the FrM(PBC) is 
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known, regardless of the angle of inclination. Although equation 5.17 can be used due to the 
straight line relation, the distribution coefficient C0 and the drift velocity Fr0 in equation 5.17, 
which are functions of Ar, Bo, θ, no longer have the same definitions as they originally had. For 
the sake of clarity, the coefficients are re-defined as C0(Angle) and Fr0(Angle). Therefore, equation 5.17 
becomes 
 ? ? ? ? ? ?AnglePBCMAngleG FrFrCFr 00 ?? . (6.4) 
Of course, this only applies to a train of bubbles or slug flow. Table 6.2 summarises the value of 
C0 and Fr0 for the best-fit lines. 
Table 6.2: Value of C0(Angle) and Fr0(Angle) for the best-fits of various Bo. 
Bo θ C0(Angle) Fr0(Angle) 
5 - 1.3902 -0.0107 
 90° 1.4419 -0.0374 
 60° 1.3713 0.0034 
 40° 1.3756 -0.0055 
 30° 1.3488 0.0006 
 0° 1.2678 0.0000 
10 - 1.4090 0.0478 
 90° 1.4570 0.0314 
 60° 1.4580 0.0256 
 40° 1.4067 0.0416 
 30° 1.3577 0.0829 
 0° 1.3765 0.0000 
20 - 1.5444 0.0234 
 90° 1.5480 0.0356 
 60° 1.4999 0.0583 
 40° 1.4480 0.0816 
 30° 1.4367 0.0794 
 0° 1.4955 0.0000 
As can be seen from the table, the coefficient C0(Angle) of the general best-fits increases with Bo 
whereas there is no general trend can be read for Fr0(Angle). On the other hand, the coefficient 
C0(Angle) also increases with θ but there is no general dependence of Fr0(Angle) on θ. This is similar to 
the dependence of C0 and Fr0 on θ for a single bubble rising in a channel. Note that the coefficient 
C0(Angle) and Fr0(Angle) presented here are subject to error due to the fact that there are only 2 data 
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points for each θ. It is also unclear whether such simulations are capable of predicting the drift 
velocity without more simulations with different pressure drops for each angle of inclination. 
 Effect of Pressure Drop 6.4
As mentioned in section 6.3, the pressure drop is a parameter to control the liquid velocity 
for simulations with periodic boundary conditions. In this section, the effect of pressure drop, i.e. 
liquid velocity, on the bubble shape and velocity will be investigated. Note that the bubble size 
here is 1.2πD2 instead of 0.4πD2 and the domain length is 12D instead of 6D. Two different values 
of Ar were used to carry out the study.   
 
Figure 6.18: Plot of FrG and FrM(PBC) vs. dp for bubbles moving in a horizontal  channel with Bo = 10 and Ar = 20, 
200. 
The relation between the bubble velocity FrG and the mixture velocity FrM(PBC) with the 
pressure drop is shown in figure 6.18. As expected, both FrG and FrM(PBC) increase with the 
pressure drop but the rate of increase is higher for Ar = 200.  Figure 6.19 shows the shape of the 
bubbles moving in a horizontal channel with different pressure drop. For Ar = 20, the bubble is 
located closer to the centre of the channel as the pressure drop increases. The bubble length first 
decreases to its minimum when dp = 4.0 and then increases when dp is beyond 4.0. The convex 
bubble tail becomes flat when dp = 4.0 and it becomes concave as dp increases further. For 
Ar = 200, the change in radius of curvature at the bubble tail occurs at a lower dp. Similar to the 
case with Ar = 20, the bubble shortens until a flat interface at the bubble tail occurs and then it 
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lengthens as the pressure drop increases further. The bubble tail becomes concave in shape. 
Compared to the case with Ar = 20, the bubble tip centering is more significant for a given pressure 
drop. This can be clearly seen from figure 6.20. As the bubble velocity increases with pressure 
drop, the bubble shapes illustrated in figure 6.19 suggest that the bubble velocity is more 
dependent on the liquid/mixture velocity than the separation between two bubbles and the 
efficiency of liquid transport from the bubble front to the bubble tail. This observation is consistent 
with that reported in section 6.3. 
 
(a) 
 
(b) 
Figure 6.19: The shape of bubbles moving in a horizontal channel with various dp and (a) Ar = 20 and (b) 
Ar = 200. 
 
Figure 6.20: Plot of transverse position of the bubble tip vs. dp for various Ar = 20 and Ar = 200. 
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Figure 6.21: Plot of FrG vs. FrM(PBC) for bubbles moving in a horizontal channel with Ar = 20 and 200. 
Figure 6.21 shows the relation between FrG and FrM(PBC) for bubbles moving in a 
horizontal channel with Ar = 20 and 200. As can be seen from the figure, the straight line relation 
fits very well to the data and therefore equation 5.17 can be used here. Table 6.3 summarises the 
values of coefficient C0 and y-intercept Fr0 for Ar = 20 and Ar = 200.  
Table 6.3: Value of C0 and Fr0 for the best-fits of various Ar. 
Ar C0 Fr0 
20 1.4084 -0.0007 
200 1.2386 0.0256 
It can be seen that C0 for Ar = 200 is smaller than that for Ar = 20 whereas Fr0 for Ar = 200 is larger 
than that for Ar = 20. Such dependence of C0 and Fr0 on Ar is the same as that for a single bubble 
rising in a channel. Although the value of Fr0 is negative for Ar = 20, it can be considered to be 
zero as it is negligibly small. It has been reported that Fr0 can be zero for a bubble rising in high 
viscosity liquid (Bendiksen 2012) and it was speculated that the bubble centring is the main reason 
for zero Fr0, which is what happens for the case of Ar = 20 in the present study. Although the 
bubble tip centring is more significant than that for Ar = 20 at a given pressure drop, the bubble 
itself is still closer to the top wall in the case of Ar = 200 and therefore Fr0 has a small finite value.  
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 Effect of Archimedes Number 6.5
In this section, the effect of Ar on the bubble velocity and shape will be studied. In this 
study, a train of bubbles move in a horizontal channel with Bo of either 5 or 10 and a pressure drop 
of 1.0 over the domain of length 12D. Note that the area of the bubble here is 1.2πD2. As can be 
seen from figure 6.22, both bubble and mixture velocity increase with Ar for any value of Bo. The 
result is expected as Ar controls the viscosity of the liquid. The lower the viscosity, the faster the 
bubble travels in the channel. 
 
Figure 6.22: Plot of FrG and FrM(PBC) vs. Ar for bubbles moving in a horizontal  channel with dp = 1.0 and Bo = 5 
and Bo = 10. 
Figure 6.23 shows the shape of the bubble moving in a horizontal channel with different 
value of Ar. For Bo = 5, the bubble length shortens as the value of Ar increases. While the 
transverse position of the bubble tip is gradually moved closer to the centreline, the bubble itself 
still leans on the top of the channel. Since the surface tension is very strong in this case, the bubble 
tail is either convex or almost flat. For Bo = 10, the bubbles are in general longer than those for 
Bo = 5 due to smaller surface tension at the interface. Similar to the case of Bo = 5, the bubble 
length shortens and the bubble tail gradually changes from a convex shape to a flatter interface as 
the value of Ar increases. When Ar = 100, the bubble reaches its minimum length and the bubble 
tail starts to have a concave shape. Further increase of Ar results in a concave bubble tail and a 
bubble lengthening. It can also be seen that the transverse position of the bubble tip and the bubble 
itself are gradually located closer to the centre of the channel. The analysis of the bubble shape 
shows once again that the separation distance between the bubbles seems secondary to the driving 
162 
 
force, albeit that the pressure drop is fixed. This is consistent with the analysis carried in the 
previous section. 
 
(a) 
 
(b) 
Figure 6.23: The shape of bubbles moving in a horizontal channel with various Ar, dp = 1.0 and (a) Bo = 5 and (b) 
Bo = 10. 
While Ar and Bo were fixed when the effect of pressure drop was studied, Bo and pressure 
drop are now fixed in order to study the effect of Ar on FrG and FrM(PBC). Here, the magnitude of 
Ar determines FrM(PBC), rather than dp. As can be seen from figure 6.24, the straight line describes 
the relationship between the bubble and mixture velocity very well. Table 6.4 summarises the 
values of distribution coefficient C0 and the drift velocity Fr0 in equation 5.17. 
 
Figure 6.24: Plot of FrG vs. FrM(PBC) for bubbles moving in a horizontal channel with Bo = 5 and Bo = 10. 
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Table 6.4: Value of C0(Bo) and Fr0(Bo) for the best-fits of various Bo. 
Bo C0(Bo) Fr0(Bo) 
- 1.2087 0.0286 
5 1.1731 0.0278 
10 1.2340 0.0341 
Since the definition of distribution coefficient and the drift velocity are slightly different to the 
conventional C0 and Fr0, they are denoted as C0(Bo) and Fr0(Bo). The numbers in bold font are the 
values of C0 and Fr0 for the best-fit shown in figure 6.24. In general, both C0(Bo) and Fr0(Bo) increase 
with Bo. 
 Effect of Initial Bubble Area 6.6
 
Figure 6.25: Plot of FrG and FrM(PBC) vs. initial area for bubbles moving in a horizontal  channel with Bo = 10 and 
Ar = 200. 
The pressure drop, Ar, Bo and angle of inclination are elements that affect the driving 
force on the bubble in the simulations. In order to study the effect of initial bubble area or the area 
of the bubble at steady state on the bubble and mixture velocity, these parameters are all fixed 
throughout the course of the study. The initial bubble area is changed by altering the initial length 
of the bubble. The initial bubble length is set to 3D, 4D, 5D and 6D and it corresponds to an initial 
area of 0.6πD2, 0.8πD2, πD2 and 1.2πD2. As can be seen from figure 6.25, both bubble and mixture 
velocities increase monotonically with the area of the bubble and the rate of increase is not 
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constant. The rise of bubble velocity with bubble area is due to the fact that the length of the 
bubble at steady state increases with the initial area of the bubble as shown in figure 6.26. Since 
the domain size was kept constant at L = 12D for all simulations carried out for this study, larger 
bubble area leads to a shorter separation distance between the bubbles. In chapter 4, it has been 
shown that the bubble velocity increases with decreasing separation between bubbles. Although 
the study carried out in chapter 4 kept the bubble size constant and changed the size of the domain, 
the dependence of bubble velocity on the separation distance can also be applied here.    
 
Figure 6.26: The steady state shape of bubbles rising in a horizontal channel with various initial area of the 
bubble. 
 Summary of Chapter 6 6.7
This chapter focuses on simulations for a train of bubbles moving in a channel. This was 
achieved by imposing a periodic boundary condition over the computational domain so that the 
flow field at one end of the domain is identical to that at the other end.  The effects of the Bond 
number, channel inclination, Archimedes number, pressure drop and the initial bubble area on the 
bubble shape and velocity are investigated. It was found that the bubble velocity increases with 
any of the aforementioned parameters. The dependence of the bubble velocity on channel 
inclination is different from that for a single bubble rising in a channel. Instead of the classic bell-
shaped curves, the bubble velocity increases monotonically with inclination angle. The results in 
the present work agree with the criterion proposed by Lu & Prosperetti (2008) for determining the 
shape of the back end of bubbles rising in a vertical channel. Finally it has been shown that the 
bubble velocity has a stronger dependence on any of the aforementioned properties than the 
separation distance between the bubbles.   
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7. One-way coupling 
Chapter 7 
One-way Coupling 
 Introduction 7.1
In the present work, a novel method has been developed by coupling the front tracking 
method with the discrete bubble tracking method such that simulations can be carried out in 
Eulerian-Lagrangian fashion. This hybrid method is superior to the conventional approach in the 
sense that the present method allowes one to resolve both the long bubble and the small ones 
simultaneously. This captures the slug flow physics better than the conventional approach, i.e. the 
case with a single long bubble only. In this chapter, the focus is on the one-way coupling 
simulations and the aim is to study how the presence of a long bubble affects the motion of the 
small bubbles without feedback from the small bubbles on the large ones. Statistical analyses for 
the small bubbles have been carried out and the results are presented here. The effects of Ar, the 
size of the small and the long bubbles on the locations at which the small bubbles coalesce with 
the large one and the rate of bubble coalescence are examined. The effect of the above parameters 
on the bypass ratio is also studied extensively. The bypass ratio is defined as the number of small 
bubbles coalesces with the long bubble front over the number of bubbles passing underneath the 
long bubble. This ratio is a main finding from this thesis for the oil and gas industry. 
 Simulation Set-up and Assumptions 7.2
In the present one-way coupling, 2D simulations, the velocity field, the shape and the 
velocity of the long bubble are assumed to be at steady state. The flow solver is therefore switched 
off and only the discrete bubble tracking algorithm is running. It should be stressed that periodic 
boundary conditions are imposed on both the flow field and the bubble motion. As such, the 
simulations essentially create a bubble train with small bubbles moving between the large bubbles 
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to mimic the slug flow scenario as much as possible. A moving reference frame is also applied to 
facilitate the analyses. Details of this configuration and the corresponding algorithm and 
procedures have been outlined in chapter 3. The small bubbles are initially lined up at the back 
and/or in front of the long bubble. The simulations were terminated when the number of remaining 
bubbles in the domain did not change more than 5% over a prolonged period of time. Several 
further assumptions were made to simplify the algorithm and numerical procedures. It was 
assumed that the long bubble area is much larger than that of the small bubbles. When the small 
bubbles coalesce with the large one, the change in the long bubble area is negligible. In addition, 
the bubble coalescence at the interface is assumed to have no impact on the shape of the long 
bubble. Also, the interactions between small bubbles are not taken into account in these 
simulations. That means the small bubbles cannot “feel” each other and therefore they cannot 
coalesce or bounce off when they meet but simply overlap each other. However, if a small bubble 
is at the proximity of the interface and the coalescence criteria are fulfilled (see section 3.5.2), the 
bubble will be “killed” and its tracking is terminated. Otherwise, the bubble bounces off the 
interface and its tracking continues. Small bubbles are assumed to be fully contaminated and 
therefore the drag and lift force coefficients proposed by Tomiyama et al. (1998) were used. Even 
though the coefficients have covered the possibility of a change in bubble shape, the chosen 
bubble sizes in the present simulations are small enough such that the validity of the point bubble 
approximation remains intact.  
It must be stressed that the equation of motion solved in the discrete bubble tracking 
algorithm was developed either experimentally or theoretically based on a three-dimensional space 
whereas the front tracking algorithm is based on a two-dimensional space. For this season, the 
simulations should be viewed in a way that the three-dimensional small bubbles are squeezed into 
a two-dimensional flow field or the 3rd dimension is infinitely wide. Therefore, overlapping of 
small bubbles is not entirely illegitimate, though one would argue that it is still rather non-
physical. However, to the best of my knowledge, it is unclear how multiple bubbles interact when 
they are very close together in bubbly flows. Implementing a robust and more importantly, a 
physically correct algorithm to simulate the small bubble interactions in slug flows, where the 
bubble motion is under the influence of a flow field and an interface is currently not feasible. 
 Bubble Coalescence 7.3
In the following sections, the effect of the size of the small bubbles, Ar and the area of the 
long bubble on the total number of surviving bubbles and the transient bubble coalescence rate are 
studied. The fraction of surviving bubbles is essentially the fraction of remaining bubbles in the 
domain at the end of the simulations. The positions at which the bubbles coalesce with the large 
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one and their respective initial positions are obtained by performing more detailed analyses. 
Furthermore, the transient coalescence positions and the relative velocities at which the bubbles 
coalesce with the large one in both the axial and the transverse directions are also included in this 
section.  
7.3.1 Effect of he Size of Small Bubbles and Archimedes Number 
Fraction of Surviving Bubbles 
The fraction of surviving bubbles is the number of remaining bubbles in the domain over 
the total number of bubble initially in the domain. One thousand small bubbles were injected in the 
domain and lined up in 40 columns at the back of the long bubble before the simulation starts. In 
reality, the bubble positions are distributed randomly but the assumed bubble alignment provides a 
more consistent basis for the statistical analyses, as will emerge below. In this section, Bo=10. 
 
Figure 7.1: Fraction of surviving bubbles with respect to the sizes of the small bubbles and the values of Ar. 
The fraction of surviving bubbles with respect to the size of the small bubbles at various 
value of Ar is plotted in figure 7.1. The fraction of surviving bubbles is less than 0.5 and decreases 
with increasing size of small bubbles at any given Ar. The chance of bubble coalescence is as 
expected higher when the bubble size increases. While the fraction of surviving bubbles decreases 
with increasing bubble size in a different manner for various Ar, one would expect that the fraction 
would go to zero when the bubble size is large enough. Extrapolating the curves seems to suggest 
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that the critical bubble size at which no bubble would remain in the liquid slug when the system is 
at steady state increases with Ar. As Ar increases, fewer bubbles are able to move past the long 
bubble in the liquid layer, promoting bubble coalescence.  
The influence of Ar on the fraction of surviving bubbles is more complicated. It is seen 
that the fraction decreases when Ar increases from 50 to 150 and then drops back slightly at 
Ar = 200. The trend evolves from almost a straight best-fit line for Ar = 50 to a decay curve for 
Ar = 200. Due to the shape of the curve at Ar = 200 and the fraction being consistently smaller than 
for Ar = 150, no general conclusion can be drawn regarding the dependence of the fraction of 
surviving bubbles on Ar. The dependence has to be looked at individually for a given/fixed bubble 
size. The complexity of such relation can possibly be attributed to the fact that while the initial 
positions of the small bubbles are the same for all simulations, the shape and the length of the long 
bubble are slightly different for different Ar. The last column of bubbles is closer to the back-end 
of the long bubble for higher value of Ar (see figure 7.12). This adds an extra degree of freedom to 
the simulations and increases the complexity of the dependence on Ar for a given bubble size.  
Distribution of Small Bubbles 
The distributions of small bubbles for different bubble sizes is shown in figure 7.2 for 
Ar = 200 and θ = 0°. The distribution corresponds to the last iteration of the simulations. For 
clarity, all small bubbles are drawn in the same size in figure 7.2 even though the actually size in 
the simulation is different. 
(a)
(b)
(c)
(d)
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(e)
(f) 
Figure 7.2: Distribution of surviving bubbles in the last frame of simulations for Ar = 200 and (a) d = 0.1 (b) 
d = 0.075 (c) d = 0.05 (d) d = 0.025 (e) d = 0.01 and (f) d = 0.005. 
As can be seen in figure 7.2 the number of bubbles that remains increases with decreasing bubble 
size. More bubbles are trapped in the wake of the long bubble and the circulation at the top of the 
channel between long bubbles when the bubble size decreases. Larger bubbles not only have a 
larger driving force to break free from the wake and circulations but also have a higher tendency to 
rise up to the top of the channel even under a strong influence of forward motion brought by the 
flow field. As a result, fewer bubbles are able to move through the liquid layer underneath the long 
bubble. It will be seen in the next section that most bubble coalescences take place at the long 
bubble front and thus larger bubbles have a higher chance to coalesce with the long bubble. This 
also applies to simulations with lower Ar as shown below. 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
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(e) 
 
(f) 
Figure 7.3: Distribution of surviving bubbles in the last frame of simulations for Ar = 100 and (a) d = 0.1 (b) 
d = 0.075 (c) d = 0.05 (d) d = 0.025 (e) d = 0.01 and (f) d = 0.005. 
In the case of Ar = 100, the number of bubbles trapped behind the wake is significantly smaller 
than that of Ar = 200. However, the aforementioned effect brought by bubbles of larger size can 
also be seen. It is seen in figure 7.2 and 7.3 that the motion of small bubbles is affected by the flow 
field. They tend to be trapped in circulations or wakes due to the fact that those areas are low 
pressure areas and the virtual mass force drives them to those areas. It must be stressed that in 
reality all small bubbles will eventually coalesce with long bubbles in slug flows. What has been 
shown in figure 7.2 and 7.3, i.e. bubbles being trapped indefinitely in the wake and circulations, 
only occurs in the simulations thus it is not very useful to count the number of bubbles there. 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 7.4: Distribution of surviving bubbles in the last frame of simulations for d = 0.05 and (a) Ar = 200 (b) 
Ar = 150 (c) Ar = 100 and (d) Ar = 50. 
171 
 
The distribution of small bubbles of diameter d=0.05 for different Ar is shown in figure 
7.4. It is seen that as Ar decreases, fewer bubbles are trapped in the wake behind the long bubble 
but more were trapped in the circulations near the top of the channel. The size and the strength of 
the circulation behind the long bubble decreases with Ar and eventually disappears as shown by 
the streamline plot in figure 7.5. This may be related to the shape of the back-end of the long 
bubble. 
 
(a) 
 
(b) 
 
(c) 
 
 (d) 
Figure 7.5: Streamline plot of a long bubble moving in a horizontal channel with (a) Ar = 200 (b) Ar = 150 (c) 
Ar = 100 and (d) Ar = 50.  
It has been shown that the shape and the length of the long bubble changes with Ar. Given that the 
last column of small bubbles were injected at x/D = 4.0 in all simulations, the distance between the 
very end of the long bubble and the last column of small bubbles increases with decreasing Ar. To 
explore the extent of this subtle difference, the simulation with Ar = 100 and d = 0.1 was repeated 
with small bubbles injected closer to the back end of the long bubble so that the last column of 
bubbles lies at x/D = 4.5. The fraction of surviving bubble was found to drop from 0.036 to 0.022. 
This shows that the initial positions of small bubbles can affect the subsequent bubble coalescence. 
In general, the bubble coalescence increases with the size of the small bubbles. However, the 
effect of Ar on bubble coalescence is complicated as a change of Ar changes the shape of the long 
bubble, the size of the circulations and the distance between the initial positions of the small 
bubbles and the back end of the long bubble. One should simply look at the effect of Ar on bubble 
coalescence individually for a given bubble size. 
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Coalescence and Initial Positions 
An understanding of the most favourable location at which small bubbles coalesce with 
the large one is of interest for model development in commercial software. The coalescence and 
initial position of the “killed” bubbles are therefore investigated here.   
 
 (a) (b) 
Figure 7.6: Fraction of coalesced bubbles at the long bubble front based on (a) the initial number of bubbles and 
(b) the total number of coalesced bubbles. 
Figure 7.6 shows the fraction of coalesced bubble at the long bubble front based on either 
the initial number of bubbles in the domain or the total number of coalesced bubbles. In general, 
the fraction based on the initial number of bubbles (including the one that remains at the end of the 
simulation) increases with the size of the small bubble and starts levelling off when the bubble size 
is above 0.075 except for Ar = 50, where it increases more rapidly with the bubble size. The 
number of bubbles coalesced at the long bubble front also increases with Ar and reaches a 
maximum at Ar = 150 before dropping slightly below Ar = 100 for the case of Ar = 200. Figure 
7.6(b) shows a similar dependence on Ar but not on the bubble size when only the coalesced 
bubbles are considered.  
Apart from Ar = 50, the fraction drops with increasing bubble size and reaches its 
minimum at d = 0.025 before it increases with the diameter of the small bubble. This trend relates 
to the result shown in figure 7.7(b). The result from figure 7.6 indicates that while the number of 
bubble coalesced with the long bubble at its front increases with the bubble size which is similar to 
the result shown in figure 7.1, the number of bubbles coalesced at the bubble front with respect to 
the total number of “killed” bubble does not necessarily follow the same trend due to the 
increasing number of “killed” bubbles. The portion of “killed” bubbles at the long bubble front can 
drop relative to the other regions when the bubble size increases. 
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 (a) (b) 
Figure 7.7: Fraction of coalesced bubbles in the liquid layer based on (a) the initial number of bubbles and (b) the 
total number of coalesced bubbles. 
Figure 7.7(a) shows that the number of bubble coalescence in the liquid layer region 
increases with the bubble size and reaches a maximum at d = 0.075 for Ar = 50 and at d = 0.025 for 
the other values of Ar, respectively, before dropping with increasing diameter. In general, the 
fraction drops as Ar increases and then rises slightly above Ar = 150 when Ar = 200. Unlike the 
bubble coalescence at the bubble front, similar dependences are observed in figure 7.7(b) for 
Ar > 50 when only the “killed” bubble are concerned. For Ar = 50, the number of bubble 
coalescences in this region decreases monotonically with increasing bubble size. It may be noticed 
that the number of bubbles that coalesces at the bubble front is at minimum and that in the liquid 
layer region is at maximum when d = 0.025 for Ar > 50.  
 
(a) 
 
(b) 
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(c) 
(d) 
(e) 
(f) 
Figure 7.8: Initial positions of all the small bubbles with diameter of (a) d = 0.1, (b) d = 0.075, (c) d = 0.05, (d) 
d = 0.025, (e) d = 0.01 and (f) d = 0.005 for Ar = 200 and Bo = 10. 
A possible reason for this observation can be found in figure 7.8 which shows the initial 
position of the “killed” bubbles in the case of Ar = 200. When the bubble size is small (d < 0.01), 
more bubbles moves underneath the liquid layer and some past the long bubble without touching 
it. As the bubble size increases, buoyancy is stronger, driving the bubbles closer to the bottom of 
the long bubble, resulting in a higher number of coalescence in the liquid layer region and a lower 
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number of coalescence at the long bubble front. When d = 0.025, all the bubbles which are located 
initially at y/D < 0.2 coalesced with the long one. Compared with d < 0.01, the number of bubbles 
coalesce at the long bubble front and the tail as well as the number of remaining bubbles do not 
increase as much compared to those coalesced in the liquid layer region. Therefore, the fraction 
based on the number of “killed” bubble increases for the liquid layer region and decreases for the 
bubble front and tail region. However, above a critical bubble size (0.025 here), the bubbles are 
able to move to the top of the channel or are dragged to the upper circulation in the early stage of 
the simulations (see figure 7.5) and therefore fewer bubbles move near the bottom of the channel, 
promoting coalescence at the long bubble front. This can be clearly seen by comparing figure 7.8 
(a) to (d). The results shown in figure 7.8(a) and (f) also demonstrate that very small bubbles tend 
to follow the streamlines (shown in figure 7.5) when their size is small. While the number of 
coalescences at the bubble front increases, the number of coalescence in the liquid layer region and 
at the bubble tail decreases. On the other hand, bubbles that are initially inside the circulations and 
survived when the size is small become those “killed” at the bubble front when the bubble size 
increases. These observations explain the trends in figure 7.6 and 7.7.  
Figure 7.9 shows the initial bubble positions of the “killed” bubbles for Ar = 100. The 
dependence of the bubble coalescence on the bubble size in each region is similar to that of 
Ar = 200. However, the location where the surviving bubbles are trapped is very different. By 
comparing the schematics in figure 7.8 and 7.9, it can be noticed that the patterns are in fact 
similar to the patterns of the streamlines (shown in figure 7.5). This suggests that the flow profile 
has a strong influence to the outcome of the bubble coalescence. In addition, the shape of the long 
bubble is also highly influential in determining the favourite coalescence positions at different Ar 
and bubble size as will be seen below. 
(a) 
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(f) 
Figure 7.9: Initial positions of all the small bubbles with diameter of (a) d = 0.1, (b) d = 0.075, (c) d = 0.05, (d) 
d = 0.025, (e) d = 0.01 and (f) d = 0.005 for Ar = 100 and Bo = 10. 
In the case of Ar = 50, the back end of the long bubble is very different from the other 
cases, as shown in figure 7.10. The wake of the long bubble is not as strong and the circulation 
near the top of the channel is not as close to the bubble front as in the other cases. For large bubble 
sizes, more bubbles that were dragged by the flow to the top of the channel coalesce with the long 
bubble at its front. Few bubbles that were initially in the circulation stayed inside it. For smaller 
bubble sizes, more bubbles that were originally in the circulation remain trapped inside it and 
fewer bubbles that moved along the flow towards the long bubble front coalesce there. A larger 
number of bubbles miss the long bubble front and coalesce with the long bubble in the liquid layer 
region.  As a result, the number of coalescence at the bubble front decreases but the number of 
coalescence in the liquid layer region and the number of surviving bubbles increases with 
decreasing bubble size. Thus, the fraction relative to the number of “killed” bubbles increases 
monotonically with bubble size at the bubble front and decreases with increasing bubble size in the 
liquid layer region. 
 
(a) 
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(c) 
 
(d) 
Figure 7.10: Initial positions of all the small bubbles with diameter of (a) d = 0.1, (b) d = 0.075, (c) d = 0.05 and (d) 
d = 0.025 for Ar = 50, and Bo = 10. 
 
(a)  (b) 
Figure 7.11: Fraction of coalesced bubbles at the long bubble tail based on (a) the initial number of bubbles and 
(b) the total number of coalesced bubbles. 
Figure 7.11 shows that the bubble coalescence at the back of the long bubble is rather 
insensitive to the diameter of the small bubbles, compared to that in the liquid layer or at the 
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bubble front. The sole exception is Ar = 200. Comparison of figures 7.8 and 7.9 confirms this 
observation. The number of coalescences at the back of the long bubble for Ar = 200 changes 
much more than that of Ar = 100 when the bubble size increases. For Ar = 50, there is no 
coalescence at the bubble tail regardless of bubble size (see figure 7.10). The fraction of coalesced 
bubbles relative to the initial number of bubbles increases with Ar and for Ar = 200, it is much 
higher than for the other values of Ar studied here regardless of the bubble size. A maximum 
occurs at d = 0.05 and this is consistent with the results in figure 7.8. However, the amount of 
bubbles coalesced at the long bubble tail relative to the number of “killed” bubbles is in fact 
dropping when the bubble size increases as shown in figure 7.11(b). Since the number of 
coalescences at the bubble tail is relatively steady compared to the other two regions and the 
number of “killed” bubbles increases with bubble size, the trend in figure 7.11(b) is expected. 
Figure 7.11(b) shows clearly that a much larger fraction of “killed” bubbles coalesce with 
the long one at the bubble tail at Ar = 200. This is primarily due to the initial positions of the 
bubbles. The small bubbles were initiated in close proximity to the back of the long bubble and 
many of these coalesce in the bubble tail region before they escape from the wake of the long 
bubble and move towards the bubble front from the other end of the domain. Therefore, fewer 
bubbles move towards the front of the long bubble and this explains the low fraction of coalesced 
bubbles at the bubble front and in the liquid layer region when Ar = 200 compared to for instance 
Ar = 100. This is confirmed by figure 7.12, where it can be seen that the number of blue dots is 
significantly lower for Ar < 200. Compared to Ar = 200, the small bubbles were initiated further 
away from the back of the long bubble for Ar < 200 (see figure 7.12). Furthermore, the combined 
factor of the initial bubble positions (further away from the back of the long bubble) and weaker 
wake is the cause of no coalescence at the bubble tail for Ar = 50. 
(a) 
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(b) 
(c) 
(d) 
Figure 7.12: Initial positions of all the small bubbles with d = 0.05 for (a) Ar = 200, (b) Ar = 150, (c) Ar = 100 and 
(d) Ar = 50. 
Comparing the fractions for the bubble front, liquid layer and bubble tail, most of the 
small bubbles coalesce with the long bubble at its front except for Ar = 50, where the main 
coalescence region is at the liquid layer. The bubble shape of the long bubble, the flow profile and 
the strength of the wake for Ar = 50 are rather different from the other value of Ar and therefore a 
stark difference in the overall result is expected. Since the bubble front is the dominant region, the 
trends in figure 7.1 are not surprising. 
 The coalescence position of each “killed” bubble is shown in figure 7.13, 7.14 and 7.15 for 
the cases Ar = 200, Ar = 100 and d = 0.05 with changing Ar respectively. As can be seen from 
figure 7.13, the coalescence positions at the back of the long bubble become more concentrated at 
the tip as the bubble size decreases. At the bubble front, the coalescence positions are more or less 
the same for all bubble size. They all concentrate at the top half of the bubble front. This is related 
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to the streamline pattern (figure 7.5(a)). In the liquid layer region, the coalescence positions are 
more scattered compared to those in the other two regions. However, the coalescence positions are 
more concentrated at the front half of the long bubble when d = 0.1. As the bubble size decreases, 
more bubble coalescences occur at the location further away from the bubble front and eventually 
it becomes the favourite coalescence position at the bottom of the long bubble.  
 
(a) 
(b) 
(c) 
(d) 
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(f) 
Figure 7.13: Visualisation of bubble coalescences in different regions for (a) d = 0.1, (b) d = 0.075, (c) d = 0.05, (d) 
d = 0.025, (e) d = 0.01 and (f) d = 0.005 in the case of Ar = 200. 
Note that the pink line which outlines the shape of the long bubble represents the value of 
the indicator function for the interface which ideally equals 0.5. However, the interface is 
represented by a continuous function to dampen the numerical instability created by the delta 
function, the interface is actually stretched over 2-4 cells (see chapter 3). The thickness of the pink 
line is an attempt to mimic this.  
 
(a) 
(b) 
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(e) 
 
(f) 
Figure 7.14: Visualisation of bubble coalescences in different regions for (a) d = 0.1, (b) d = 0.075, (c) d = 0.05, (d) 
d = 0.025, (e) d = 0.01 and (f) d = 0.005 in the case of Ar = 100. 
Comparing figure 7.13 and 7.14, one would notice that for Ar = 100, bubble coalescences 
are concentrated near the tip of the bubble tail regardless of the bubble size. Similar to Ar = 200, 
bubble coalescences concentrate at the top half of the bubble front though they are less spread out. 
In addition, the coalescence positions are more scattered in the liquid layer region compared to 
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those in the other two regions. As the bubble size decreases, the favourite coalescence positions in 
the liquid layer region shifts from the front to the back of the long bubble.  
(a) 
(b) 
 
(c) 
 
(d) 
Figure 7.15: Visualisation of bubble coalescences in different regions with d = 0.05 for (a) Ar = 200, (b) Ar = 150, 
(c) Ar = 100 and (d) Ar = 50. 
Figure 7.15 shows the effect of Ar on the coalescence positions. The coalescence positions 
at the bubble front are concentrated at the top half of the bubble nose and they becomes relatively 
less scattered as Ar decreases. It seems that this is due to a more pointed nose for Ar = 150 and 
Ar = 200 compared to Ar = 50 and Ar = 100. The favourite coalescence positions at the bubble tail 
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shifts from the tip at the top down to the most convex location of the bubble tail as Ar decreases. 
This observation is closely related to the shape of the bubble tail and the local flow profile. In 
addition, the coalescence positions are more scattered in the liquid layer region compared to the 
other two regions regardless of the value of Ar. The scattering however, depends on the value of 
Ar. 
Bubble Coalescence Rate 
In Figure 7.16, the number of surviving bubbles in the domain is plotted against 
dimensionless time to study the effects of bubble size and Ar on the transient behaviour of small 
bubbles in systems. The dimensionless time τ* is expressed as t for the sake of convenience in this 
chapter. 
 
 (a) (b) 
 
 (c) (d) 
Figure 7.16: A plot of fraction of surviving bubbles with respect to dimensionless time for (a) Ar = 200, (b) 
Ar = 150, (c) Ar = 100 and (d) Ar = 50. 
Note that the time variable has been made dimensionless in the way described in chapter 3. In 
general, the number of bubbles in the domain drops faster towards an equilibrium number reported 
in the previous section as the bubble size increases. At Ar = 150 and 200, there are two step 
changes when d = 0.01 with the second step change occurring much earlier for Ar = 200 than for 
Ar = 150. The second step change is attributed to the late coalescences of a group of small bubbles 
which have travel underneath the long bubble for an extended period of time in the liquid layer 
186 
 
region. This does not happen at Ar = 50 and thus the second step change is absent there. At Ar = 50, 
the time for reaching “steady state” is much longer than for the other values of Ar and is vastly 
different for different sizes of small bubbles. For the smallest bubles studied here (d = 0.01), the 
system has never quite reached “steady state” even though the simulation is almost double of the 
second smallest bubbles in the simulations. Unlike the other values of Ar, the trends for different 
bubble size are extremely different for Ar = 50. It can be seen that the trend for d = 0.1 is similar to 
that for d = 0.075 and the trend for d = 0.05 is similar to that for d = 0.025. This implies that model 
development for low value of Ar could be more difficult than that for high values of Ar. 
 
 (a) (b) 
 
 (c) (d) 
Figure 7.17: Collapsed plot of fraction of surviving bubbles scaled as in equation 7.1 with respect to time for (a) 
Ar = 200, (b) Ar = 150, (c) Ar = 100 and (d) Ar = 50. 
It was found that the curves for different bubble size at a given Ar can be collapsed reasonably 
well except for the one for Ar = 50. The collapsed curves are plotted in figure 7.17. A decay curve 
represented by the black line fits the data fairly well once the bubble coalescence has started and a 
Heaviside step function is included to account for the unchanged bubble number before the first 
bubble coalescence takes place. The best-fit equation is expressed as 
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Here, F* is the scaled function of surviving bubble. The steady state and the initial number of 
bubbles are denoted by Ns and Ninit respectively. The time at which the first bubble coalescence 
occurs is represented by tinit. Both Ns and the coefficient B are functions of Ar and the size of the 
small bubble. Table 7.1 summarises the values of B and tinit of the best-fit equation with respect to 
Ar.  
Table 7.1: Value of B and tinit of equation 7.1 for various Ar. 
Ar B(Ar,d) tinit(Ar) 
50 0.0141 4.8 
100 0.0423 3.0 
150 0.0669 2.6 
200 0.0876 0.8 
As can be seen in table 7.1, B increases with Ar in response to more efficient bubble coalescence. 
This is also reflected by the decrease in tinit. It was also found that B increases with bubble size. 
This is due to a more substantial reduction in the number of small bubbles in the domain.  
Transient Coalescence Positions 
In the previous subsection, a global view of the bubble coalescence with respect to time 
was investigated. Here, the transient coalescence positions of small bubbles at the long bubble 
front and tail as well as in the liquid layer region are presented. The effects of Ar and the size of 
the small bubbles on the transient coalescence positions are also studied.  
  
 (a) (b) 
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 (c) (d) 
 
 (e) (f) 
Figure 7.18: Coalescence positions in the transverse direction vs. dimensionless time for (a) d = 0.1, (b) d = 0.075, 
(c) d = 0.05, (d) d = 0.025, (e) d = 0.01 and (f) d = 0.005 in the case of Ar = 200. 
As can be seen from figure 7.18, the data are more skewed towards small values of time as 
the bubble size increases. As the bubble size drops, the data are more spread out and so more 
coalescences take place at a later stage. This is consistent with the result in the previous section 
where the number of surviving bubbles drops faster for bubbles that are larger. The bubble 
coalescence rate at the bubble front ceases later than that in the liquid layer region. This is 
expected as there are more bubble coalesced at the bubble front than in the liquid layer. Although 
bubbles that coalesced in the liquid layer and at the bubble front have to go to the other end of the 
domain, those coalesced at the bubble front may have travelled over a longer distance than those 
that have coalesced in the liquid layer, due to the flow pattern at the back of the long bubble (see 
figure 7.5). When d > 0.05, the majority of the bubble coalescences at the bubble front takes place 
over a longer period of time than that at the bubble tail. This is expected as the small bubbles are 
injected at the back of the long bubble and therefore bubbles that coalesce at the long bubble front 
travels longer distance than those coalesced at the long bubble tail. However, the reverse applies 
when d < 0.05. A possible reason for that is the increased number of bubbles that move underneath 
the long bubble, which increases the chance of being scooped up by the wake and leads eventually 
to coalescence at the bubble tail. Similar to the other two regions, most of the coalescence at the 
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bubble front takes place in the very early stage of the simulations. On the other hand, it can be 
noticed that majority of bubbles coalesced at higher transverse positions at the bubble front and in 
the liquid layer region as bubble size increases. The transverse coalescence positions at the bubble 
front exhibit a wider spread and drop from 0.8 < y/D < 0.95 to 0.6 < y/D < 0.95 when d decreases 
from 0.1 to 0.005 whilst the data spread in the liquid layer region is rather constant for all bubble 
sizes. This indicates that a larger bubble tends to go up to the top of the channel. At the bubble tail, 
the spread of the data points in y/D is rather constant for most cases except for d = 0.1 where the 
data spread over half of the channel. The transverse coalescence position is limited by position 
where the edge of the long bubble tail locates and therefore it does not exhibit the same 
observation as the other two regions.  
 
 (a) (b) 
 
 (c) (d) 
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 (e) (f) 
Figure 7.19: Coalescence positions in the transverse direction vs. dimensionless time for (a) d = 0.1, (b) d = 0.075, 
(c) d = 0.05, (d) d = 0.025, (e) d = 0.01 and (f) d = 0.005 in the case of Ar = 100. 
The effect of Ar on the bubble coalescences can be clearly seen by comparing figure 7.19 
with figure 7.18. The data points are more spread out over time, indicating that more bubble 
coalescences take place during the later stage of the simulation compared to those for Ar = 200. 
Nevertheless, a larger number of coalescences takes place during the earlier period, similar to the 
case Ar = 200. It may also be noticed that there are fewer bubble coalescences at the long bubble 
tail compared to Ar = 200, which is the reason for a lower number of bubble coalescences at the 
bubble front and the bottom of the bubble. Amongst the three regions, the bubble coalescences at 
the bubble front cease later than in the other two regions. This is due to a larger separation between 
the wake and the back end of the long bubble, thus allows them to move away from the tip of the 
bubble tail. While the spread of the data points in y/D for the bubble tail increases with decreasing 
bubble size, those at the bubble front and in the liquid layer region only increase slightly as d 
decreases from 0.1 to 0.005. 
 
 (a) (b) 
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 (c) (d) 
Figure 7.20 Coalescence positions in the transverse direction vs. dimensionless time for (a) Ar = 200, (b) Ar = 150, 
(c) Ar = 100 and (d) Ar = 50 in the case of d = 0.05. 
Figure 7.20 shows the effect of Ar on the transient coalescence positions in the transverse 
direction. The time at which the coalescences at the long bubble front stop decreases with Ar while 
the coalescences at the bottom of the long bubble increases with decreasing Ar. This is expected as 
the number of bubbles able to move up in the channel decrease with Ar and more bubbles move 
near the bottom of the channel. The majority of bubble coalescences at the long bubble tail occur 
when t < 20 except for Ar = 50 during which then virtually no bubble coalescenceoccurs. 
Furthermore, it can be seen that while the spread of the data in y/D for the bubble tail and the 
liquid layer is dependent on Ar, it is comparatively insensitive to Ar for the bubble front as 
majority of then located at 0.7 < y/D < 0.95. 
 
 (a) (b) 
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 (c) (d) 
 (e) (f) 
Figure 7.21: Dimensionless time vs. Coalescence positions in the axial direction for (a) d = 0.1, (b) d = 0.075, (c) 
d = 0.05, (d) d = 0.025, (e) d = 0.01 and (f) d = 0.005 in the case of Ar = 200. 
The axial transient coalescence positions for different sizes of small bubbles in the case of 
Ar = 200 and Ar = 100 are shown in figure 7.21 and 7.22, respectively. It is seen from figure 
7.21(a) that the data for the bubble front spread over 9 < y/D < 10 regardless of the bubble size. 
They are more concentrated at locations close to x/D = 9 when the bubble size is large and, as the 
bubble size decreases, the location where they are concentrated at shifts closer to x/D = 10 as 
shown in figure 7.21(f). Except for d = 0.1, the axial coalescence positions at the bubble tail are 
rather insensitive to the bubble size compared to the other two regions, they are concentrated at 
x/D = 4. Furthermore, it can be seen that bubbles coalesce with the long one as a group in the 
liquid layer region and as the bubble size decreases from 0.1 to 0.01, coalescences occur more 
frequently before ceasing. For Ar = 50, there is only one occasion where small bubbles coalesce 
with the long bubble; those that don’t coalesce travel underneath the long bubble indefinitely as 
surviving bubbles. 
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 (a) (b) 
 
 (c) (d) 
  
 (e) (f) 
Figure 7.22: Dimensionless time vs. Coalescence positions in the axial direction for (a) d = 0.1, (b) d = 0.075, (c) 
d = 0.05, (d) d = 0.025, (e) d = 0.01 and (f) d = 0.005 in the case of Ar = 100. 
Compared with figure 7.21, it is seen from figure 7.22 that the data points for the bubble front are 
less spread out and bubble coalescence occurs to a certain extent more continuously over time than 
for Ar = 200. This is also true for bubble coalescences at the bubble tail. The corresponding axial 
coalescence positions are almost insensitive to the bubble size and are located at around x/D = 4.5. 
In the liquid layer, the axial coalescence positions are located discretely around x/D = 6 and 
x/D = 9.5 when d < 0.075. Similar results were obtained for Ar = 200 where axial coalescence 
positions are located in separate places when d < 0.075. On the other hand, it can also be noticed 
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that the small bubbles coalesce with the long bubble in several separated occasions rather than 
continuously over time like those at the bubble tail and the front. This is similar to that of Ar = 200. 
  
 (a) (b) 
 
 (c) (d) 
Figure 7.23: Dimensionless time vs. Coalescence positions in the axial direction for (a) Ar = 200, (b) Ar = 150, (c) 
Ar = 100 and (d) Ar = 50 in the case of d = 0.05. 
Figure 7.23 shows the effect of Ar on the transient coalescence positions in axial direction. It can 
be seen that the time for which the bubble coalescences cease is decided by the coalescence at the 
bubble front when Ar is high (see figure 7.23(a)). As the value of Ar decreases, the influence on 
time to reach “steady state” by the coalescence in the liquid layer gradually increases and 
eventually becomes determining factor of it as shown in figure 7.23(d). 
Relative Velocity at the Interface 
The relative velocity at the point of impact at the interface is also an interesting factor to 
look at becaue of the bouncing criteria. The relative velocity is the velocity of the bubble minus 
the liquid velocity at the bubble centre. The x-component of this relative velocity at impact is 
shown in figure 7.25 and 7.26 for Ar = 200 and Ar = 100, respectively. 
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 (a) (b) 
 
 (c) (d) 
 
 (e) (f) 
Figure 7.24: Coalescence positions in the transverse direction vs. x-component of the relative velocity for (a) 
d = 0.1, (b) d = 0.075, (c) d = 0.05, (d) d = 0.025, (e) d = 0.01 and (f) d = 0.005 in the case of Ar = 200. 
For all the simulations that have been carried out, none has shown bouncing small bubbles at the 
interface and the reason for that is because the approach velocities defined in chapter 3 are too 
small: the Weber number at impact is less than 0.14. This is possibility due to the fact that the 
values of Ar in the present simulations are small. However, the result in figure 7.24 suggests that 
larger discrete bubbles may lead to bouncing bubbles at the interface. The most likely location is at 
the bubble front near the top of the channel; the second most likely location is at the bubble tail 
near the top of the channel. Bouncing in the liquid layer region does seem unlikely because the 
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relative velocity is very small for all sizes of the small bubbles. The relative velocity drops with 
the bubble size. Also, as the bubble size decreases, the relative velocity for bubbles that coalesce at 
the long bubble front generally drops faster than that for bubbles which coalesce at the long bubble 
tail. When the bubbles are small enough, for instance d ≤ 0.01, they basically move at the same 
velocity as the liquid. 
 
 (a) (b) 
 
 (c) (d) 
 
 (e) (f) 
Figure 7.25: Coalescence positions in the transverse direction vs. x-component of the relative velocity for (a) 
d = 0.1, (b) d = 0.075, (c) d = 0.05, (d) d = 0.025, (e) d = 0.01 and (f) d = 0.005 in the case of Ar = 100. 
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Comparing figures 7.25 and 7.26 indicates that the relative velocity is very small when Ar = 100. 
The magnitude of the relative velocities is almost of the same order of magnitude as that of 
numerical errors. 
 
 (a) (b) 
 
 (c) (d) 
Figure 7.26: Coalescence positions in the transverse direction vs. x-component of the relative velocity for (a) 
Ar = 200, (b) Ar = 150, (c) Ar = 100 and (d) Ar = 50 in the case of d = 0.05. 
Figure 7.26 shows the effect of Ar on the relative velocity for a fixed bubble size; the relative 
velocity decreases with Ar. The result shows that bouncing is more likely to occur at higher Ar 
since the relative velocity is larger. Unlike the effect of the bubble size, the drop in relative 
velocity for bubbles at the instant of coalescence at the long bubble front is smaller than that in the 
other two regions. Since the corresponding results for the y-component of the relative velocity do 
not show findings that are significantly different from those in this section, those results are only 
included in Appendix H.  
In addition to the horizontal channel, channels that are tilted at two other inclination angles 
(5° and 10°) are used to investigate the effect of inclination angles on the properties (coalescence 
positions and bubble coalescence rates, etc.) that have been discussed in this section. The results of 
this extended investigation are presented in Appendix G. 
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7.3.2 Effect of the Initial Area of the Long Bubble 
Fraction of Surviving Bubbles 
The effect of the initial area of the long bubble on the total number of surviving bubbles is 
studied in this section. The initial shape of the long bubble is an ellipse and thus the initial area is 
changed by altering the axial length (initial length) of the long bubble. This study is essentially 
investigating the effects of both area and length of the steady state long bubble on the bubble 
coalescence. However, changing the length of the long bubble also changes the bubble velocity 
due to the implementation of the periodic boundary condition. Shortening the long bubble means 
the space between the bubbles is larger, thus the bubble velocity decreases. Note that the initial 
number of small bubbles injected into the domain is 1044 instead of 1000 in this study. All 
simulations in this section were carried out in a horizontal channel with Ar = 200, Bo = 10 and 
d = 0.025. Table 7.2 summarises the fraction of surviving bubbles that remains in the domain at 
steady state for various initial length of the long bubble. It can be seen that the fraction of 
surviving bubbles decreases by approximately 33% as the initial length of the long bubble drops 
from 6D to 4D or the area drops from 1.2πD2 to 0.8πD2. When the initial length of the long bubble 
drops further to 3D (0.6πD2) the fraction increases and the value is around 19% higher than that of 
6D. An explanation will be given in the next section with the help of figure 7.27. 
Table 7.2: Fraction of bubble remains in the domain at steady state for various length of the long bubble. 
Initial length of long 
bubbles 
Area of long bubbles 
Velocity of long 
bubbles 
Fraction of surviving 
bubbles 
6D 1.2πD2 1.964 0.331 
5D πD2 1.848 0.328 
4D 0.8πD2 1.765 0.222 
3D 0.6πD2 1.670 0.393 
 
Distribution of Small Bubbles 
The shape of the long bubble and the distribution of the surviving small bubbles in the 
domain are shown in figure 7.27. Note that the images in the figure show the last frame of the 
simulations. As the initial length of the long bubble decreases from 6D to 4D, the number of 
bubbles trapped inside the long bubble wake decreases. However, this number increases when the 
initial length decreases further to 3D. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 7.27: Distribution of surviving bubbles in the last frame of simulations for long bubble with initial length 
of (a) 6D, (b) 5D, (c) 4D and (d) 3D. 
It is seen that the shape of the long bubble changes considerably; in particular, the bubble 
tail lengthens when the area of the long bubble decreases from 1.2πD2 to 0.8πD2. The bubble front 
is insensitive to the change of area at this point and the bubble body shortens as the area decreases 
as expected. However, the shape of the long bubble changes dramatically when the bubble area 
decreases further to 0.6πD2. Apart from the bubble nose, the shape of the bubble has no 
resemblance to the other long bubbles with larger areas. The thickness of the liquid layer is much 
larger compared to the other long bubbles thus more small bubbles move past the long bubble and 
that decreases the total number of bubble coalescences. Furthermore, the recirculation in the 
bottom half of the channel or the bubble wake is the largest among the 4 different bubble areas that 
are investigated as shown in figure 7.28. This explains the rise of the fraction of surviving when 
the bubble area decreases from 0.8πD2 to 0.6πD2.  
 
(a) 
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(b) 
 
 (c) 
 
 (d) 
Figure 7.28: Streamline plot of a long bubble moving in a horizontal channel for long bubble with initial length of 
(a) 6D, (b) 5D, (c) 4D and (d) 3D. 
Coalescence and Initial Positions 
The fraction of coalesced bubbles at the long bubble front, tail and the liquid layer region 
for various initial length of the long bubble is plotted in figure 7.29. Comparing the two graphs, 
indicates that apart from the number of bubble coalescences at the bubble front, the trends are 
essentially the same regardless of the definition of the fraction. Figure 7.29(a) shows that the 
number of bubble coalescences at the long bubble front increases when the initial length of the 
long bubble decreases from 6D to 4D but decreases as the initial length decreases further to 3D. 
This is due to the fact that the total number of bubble coalescences is the smallest when the initial 
length is 3D. However, figure 7.29(b) shows that the number of bubble coalescences at the long 
bubble front relative to the total number of coalesced bubbles increases with decreasing initial 
bubble size. The number of bubble coalescence in the liquid layer region is relatively insensitive to 
the initial length (4D to 6D) of the long bubble compared to that in the other two regions. When 
the initial length is 3D, no bubble coalescence is observed in the liquid layer region due to a 
significantly thicker liquid layer. Furthermore, it was found that the number of bubble 
coalescences at the bubble tail is the smallest when the initial length is 4D and as the initial length 
increases, the number of bubble coalescence at the bubble tail rises. 
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 (a) (b) 
Figure 7.29: Fraction of coalesced bubbles at the long bubble front, tail and bottom based on (a) the initial 
number of bubbles and (b) the total number of coalesced bubbles, for various inclination angle. 
 
(a) 
 
(b) 
(c) 
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(d) 
Figure 7.30: Initial positions of all the small bubbles for long bubble with initial length of (a) 6D, (b) 5D, (c) 4D 
and (d) 3D. 
Figure 7.30 shows the initial positions of the “killed” and surviving bubbles. It can be seen 
that bubbles that are “killed” in the liquid layer region are located at y/D ≤ 0.2. The number of 
coalesced bubbles in the liquid layer region does not change significantly until the initial length 
drops to 3D.  With this initial length, the bubbles that are located at y/D ≤ 0.2 coalesce at the long 
bubble front instead of the long bubble tail, boosting the fraction of bubble coalescences at the 
bubble front relative to the total number of coalesced bubbles. It has been seen in figure 7.29(b) 
that the number of bubble coalescence at the bubble tail drops to the minimum as the initial length 
decreases from 6D to 4D and then increases to about 0.11 when the initial length drops to 3D. A 
possible reason for that is the presence of a large distance between the tip of the long bubble tail 
and the column of small bubbles at the back as well as between the long bubble front and the 
column of small bubbles in front of the long bubble. The number of blue dots (bubbles that are 
“killed” at the bubble tail) at the back and in front of the long bubble decreases as the gaps 
between the long bubble and the small bubbles increases. As the initial length of the long bubble 
decreases, the size of the gaps increase hence the number of blue dots decreases. Comparing figure 
7.30(c) and 7.30(d), the gap between the bubble at the back and the tip of the long bubble tail is 
smaller for an initial length of 3D and thus a larger number of blue dots is seen. However, the 
number of blue dots is higher in front of the long bubble. Possible reason for that is the dramatic 
change in shape of the long bubble which changes the shape of the circulation region for an initial 
length of 3D. In general, it is found that the destinations of the small bubbles are strongly related 
to the flow fields, which are represented by the streamline plots shown in figure 7.28. As the 
length of the long bubble changes, the flow field changes accordingly. Since the small bubbles are 
injected at the same positions, some of them will end up in different places. This also applies to a 
change of Ar and θ. 
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(a)
 
(b)
(c) 
 
(d) 
Figure 7.31: Visualisation of bubble coalescences in different regions for long bubble with initial length of (a) 6D, 
(b) 5D, (c) 4D and (d) 3D. 
The coalescence positions of the “killed” bubbles are visualised in figure 7.31. At the long 
bubble tail, the coalescence positions are highly concentrated at the tip regardless of the length of 
the long bubble. Bubble coalescences in the liquid layer are concentrated at locations close to the 
bubble front and the tail, except for the long bubble with initial length of 3D. At the long bubble 
front, small bubbles coalesce with the long one in two separate regions when the initial length is 
6D. As the length decreases, the two regions merge and the length of the resulting region becomes 
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shorter. It seems that several bubbles were not “killed” at the interface as expected. The 
explanation for this is that the data were output every 200 steps instead of 100 steps as in the 
above. The output frequency does not seem to be high enough and therefore the “snapshot” was 
not able to capture the moment of coalescence for some of the bubbles.  
Bubble Coalescence Rate 
The transient number of surviving bubbles for different length of the long bubble is plotted 
in figure 7.32. As can be seen from figure 7.32(a), the time at which the system reaches steady 
state increases with decreasing length of the long bubble. When the initial length of the long 
bubble is 3D, this is about 2 times more than the others. Figure 7.32(b) clearly shows a step-wise 
drop instead of a continuous drop for the number of surviving bubble over time and this explains 
the long duration to reach steady state. The difference of the bubble coalescence over time is due 
to the stark difference in the long bubble shape and the corresponding velocity field. 
 
 (a) (b) 
Figure 7.32: (a) A plot and (b) A collapsed plot of fraction of surviving bubbles with respect to dimensionless time 
for various length of the long bubble. 
On the other hand, it was found that the time at which the bubble coalescence tinit starts increases 
with decreasing length of the long bubble. Similar to the results in Appendix G, the number of 
surviving bubbles at the initial stage of simulation (t < 10) are considerably different for various 
length of the long bubble, though it is not as much as those shown in figure 7.16. This means the 
variable B and Ns are also functions of initial length of the long bubble LG. As mentioned 
previously, changing LG will change the velocity of the long bubble. As a result, the variable B, tinit, 
and Ns should be re-written as B(Ar,d,LG,uG), tinit(Ar,LG,uG) and Ns(Ar,d,LG,uG). Note that equation 
7.1 is a continuous function and it is not suitable for the prediction of the number of surviving 
bubbles for an initial length of 3D as the fraction exhibits multiple step-wise drops with time. 
Similar problems have been seen in figure 7.17(d) in section 7.3.1. 
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Transient Coalescence Positions 
The transient coalescence positions in the transverse direction for various lengths of the 
long bubble are shown in figure 7.33. It is seen that the bubble coalescences at the long bubble 
front cease later as the initial length decreases. Most of them occur at t < 40. This is due to the 
distance to the coalescence position becomes longer and the long bubble travels more slowly as 
the length of the long bubble decreases. For an initial length of 3D, there is a clear indication of 
groups of small bubbles coalescing at almost the same transverse position at the interface at 
different times. This is consistent with the result shown in figure 7.32(b) where step changes of the 
fraction of surviving bubbles over time is observed. It is noticed that there are more coalescences 
at the very top of the channel, i.e. y/D = 0.95, compared to the other long bubbles, where only one 
group of small bubbles coalesces at that location,  the rest coalesce at around  y/D = 0.9. 
 
 (a) (b) 
 (c) (d) 
Figure 7.33: Coalescence positions in the transverse direction vs. dimensionless time for long bubble with initial 
length of (a) 6D, (b) 5D, (c) 4D and (d) 3D. 
Even though the gap between the small bubbles and the back end of the long bubble changes with 
the initial length of the long bubble, the majority of bubble coalescences at the long bubble tail 
occur at t < 40 regardless of the initial length. Similarly, all the bubble coalescence at the bottom of 
the long bubble cease before t = 40. On the other hand, the transverse positions of the bubble 
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coalescences are almost the same for various lengths of the long bubble, even though the long 
bubble with different initial length travels at slightly different velocities. 
  
 (a) (b) 
 (c) (d) 
Figure 7.34: Dimensionless time vs. coalescence positions in the axial direction for long bubble with initial length 
of (a) 6D, (b) 5D, (c) 4D and (d) 3D. 
As expected, the axial coalescence positions at the long bubble front gradually shift to 
smaller values of x/D due to the shortening of the long bubble. It can be seen that the axial 
coalescence positions spread over almost the same distance (Δx/D = 1) for 4D < LG < 6D. For 
LG = 3D, the axial coalescence positions are located between x/D = 8.0 and x/D = 8.5. The bubble 
coalescence occurs continuously for long bubble with initial length of 6D. As the initial length 
decreases, the bubble coalescence becomes more and more discontinuous. When LG = 3D, the 
bubble coalescences occur on 4 separate occasions. The bubble coalescence rates at the bubble tail 
are in general rather continuous. In the liquid layer region, it is clearly seen that bubble 
coalescences occur on 2 separate occasions regardless of the initial length of the long bubble. The 
small bubbles coalesce at 2 separate locations along the bottom of the long bubble and the distance 
between them decreases due to the shortening of the long bubble.  
Relative Velocity at the Interface 
The axial relative velocities of the small bubbles at the point of coalescence are plotted in 
figure 7.35. In general, the axial relative velocity components are very small, indicating that the 
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small bubbles essentially follow the flow field and move approximately at the velocity of the 
liquid. This result is consistent with that in section 7.3.1 where the current size of the small 
bubbles (d = 0.025) does not result in a large relative velocity. However, it is interesting to see that 
several bubbles which coalesced at the bubble tail move at a higher relative velocity than those 
coalesced at the bubble front. This has not been observed in any previous result. These small 
bubbles could be those injected in front of the long bubbles which did not coalesce at the long 
bubble front and were caught up at the long bubble tail after they escaped from the front. 
Nevertheless, the relative velocities are still negligibly small. 
 
 (a) (b) 
 (c) (d) 
Figure 7.35: Coalescence positions in the transverse direction vs. x-component of the relative velocity for long 
bubble with initial length of (a) 6D, (b) 5D, (c) 4D and (d) 3D. 
 Bypass ratio and Shedding ratio 7.4
In this section, two new variables are introduced, the bypass ratio BR and shedding ratio 
SR. The bypass ratio is defined as the number of small bubbles passing through the liquid layer 
underneath the long bubble at least once, NLL ,relative to the total number of small bubbles coming 
head-on to the long bubble, i.e. the sum of the number of small bubbles coalesced at the long 
bubble front NLBF and the number of small bubbles passes through the liquid layer without 
coalescing at the bottom of the long bubble, i.e. NLL: 
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LLLBF
LL
NN
NBR ?? . (7.2) 
The shedding ratio is basically the ratio of the number of small bubbles passing through the liquid 
layer at least once over the sum of the number of bubbles passing through the liquid layer and the 
number of bubbles coalesced at the long bubble tail, NLBT: 
 
LLLBT
LL
NN
NSR ?? . (7.3) 
It is clear that both ratios are between 1 and 0. These two variables are of significant interest to the 
development of commercial software and to the oil and gas industry since there is so far no 
relevant data that can give such ratios. Therefore, they are one of the novelties of this thesis. In the 
following sub-sections, the effect of the size of the small bubbles, the value of Ar and the initial 
length of the long bubble on these two ratios are investigated. 
7.4.1 Effect of the Size of Small Bubbles and Archimedes Number 
Bypass Ratio 
The bypass ratios for different sizes of small bubbles and Ar are plotted in figure 7.36. In 
general, a larger bypass ratio means that a larger portion of small bubbles that escape from the 
coalescence with the long bubble front at least once and it seems that the larger the small bubbles, 
the lower the bypass ratio will be. There are two different critical bubble sizes, the lower limit dcl 
and the upper limit dcu. When the bubble size is smaller than dcl, the bypass ratio is no longer 
sensitive to the bubble size. From the figure, it can be seen dcl = 0.01 for Ar = 150 and Ar = 200. 
For Ar < 150, the value of dcl becomes smaller. When the bubble size is beyond dcl the bypass ratio 
decreases with increasing bubble size. This is expected as the number of bubbles that move to the 
top of the channel and coalesce at the bubble front increases with the bubble size. When the bubble 
size is larger than dcu the bypass ratio drops to zero. For Ar > 50, the bypass ratio drops to zero 
when d ≥ 0.075. For Ar = 50, dcu is larger than d = 0.1. Furthermore, the bypass ratio generally 
decreases with increasing Ar until Ar = 150 and drops when Ar increases further to Ar = 200. The 
reason for this trend is closely linked to the value of NLBF as shall be seen later. The bypass ratios 
for Ar > 50 are significantly lower than that for Ar = 50. For instance, the bypass ratio for Ar = 50 
with d = 0.01 is approximately 0.82 whilst that bypass ratio for Ar > 50 with d = 0.01 are at least 4 
times smaller.  
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Figure 7.36: Bypass ratio for different sizes of small bubbles and values of Ar. 
 
 (a) (b) 
 
 (c) (d) 
Figure 7.37: Bypass ratio, the number of bubbles passes through the liquid layer and coalesced at the long bubble 
front for different sizes of small bubbles and (a) Ar = 200, (b) Ar = 150, (c) Ar = 100 and (d) Ar = 50. 
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The results of the current study show that the maximum number of small bubbles passing 
though the liquid layer is about one fifth of the total number of small bubbles going head-on 
towards the long bubble for Ar > 50. The maximum bypass ratio is reached when the small bubbles 
are 200 times smaller than the channel width. However, the bypass ratio can suddenly become 
very sensitive to Ar, if a change in Ar leads to a change of shape of the long bubble and more 
importantly the thickness of the liquid layer. In two-dimensional simulations, the bypass ratio 
could be more sensitive to the thickness of the liquid layer than it should be since the small 
bubbles have only one way to go in the liquid layer. A slight change of the liquid layer thickness 
can lead to a large change in the bypass ratio. For Ar = 50, the maximum bypass ratio is about 0.82 
and this means the maximum number of small bubbles passing though the liquid layer can be more 
than four fifth of the total number of small bubbles going head-on towards the long bubble. 
The relation of NLBF and NLL with the bypass ratio is shown in figure 7.37 for various 
bubble sizes and Ar. The bubbles are said to have moved through the liquid layer when they have 
passed a “check-point”. In this study, this is defined as x/D = 5.0. It can be seen that all four graphs 
look rather similar, even though figure 7.37(d) shows an interaction between the curve for NLL and 
that NLBF. As the diameter of the bubble increases, NLBF increases whilst NLL decreases. This makes 
the bypass ratio to decrease with increasing bubble size. As NLL is considerably smaller than NLBF, 
the bypass ratio is dominated by NLBF. Therefore, the bypass ratios are the lowest when Ar = 150 as 
they have the largest denominators for bubble sizes. This also explains why the ratios for Ar = 200 
are similar to that for Ar = 100 and why the ratios are so much larger for Ar = 50 but also drops 
much more dramatically than the others. 
Shedding Ratio 
The shedding ratios for different sizes of small bubbles and Ar are plotted in figure 7.38. 
Note that the shedding ratio for Ar = 50 is always equal to 1 due to the absence of bubble 
coalescence at the long bubble tail. While the shedding ratio generally decreases with increasing 
bubble size for Ar = 100 and Ar = 200, it increases with the bubble size until it reaches its 
maximum at d = 0.025 and then decreases with increasing bubble size for Ar = 150. On the other 
hand, the shedding ratio increases with decreasing Ar. However, the critical bubble size beyond 
which the shedding ratio becomes zero is the same for all Ar and it is the same as the upper critical 
bubble size for the bypass ratio, i.e. d ≥ 0.075, due to the fact that there is no more bubble passing 
through the liquid layer at least once when d ≥ 0.075 as shown in figure 7.39. It can be seen from 
figure 7.39 that NLL is smaller than NLBT for Ar = 200 whereas the opposite is seen for Ar = 100 and 
Ar = 150. This is the reason why the shedding ratios for Ar = 200 are significantly lower than those 
for Ar = 150 and Ar = 100 until d ≥ 0.075 where all shedding ratios become zero. Given that NLBT is 
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rather insensitive to the bubble size, a drop of NLL decreases the shedding ratio. Therefore, the ratio 
decreases with increasing bubble size. 
 
Figure 7.38: Shedding ratio for different sizes of small bubbles and values of Ar. 
 
(a) (b) 
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(c) 
Figure 7.39: Shedding ratio, the number of bubbles passes through the liquid layer and coalesced at the long 
bubble front for different sizes of small bubbles and (a) Ar = 200, (b) Ar = 150 and (c) Ar = 100. 
7.4.2 Effect of the Initial Area of the Long Bubble 
Bypass Ratio 
The effect of the initial area of the long bubble on the bypass ratio can be seen in figure 
7.40. It must be stressed that the “check-point” is defined according to the length of the “steady-
state” long bubble. One should be reminded that the initial area is determined by the initial (axial) 
length. While the “check-point” for long bubble of initial length 3.0 and 4.0 is defined as x/D = 6.0, 
the “check-point” for the initial length of 5.0 is set to x/D = 5.5. The bypass ratio drops to its 
minimum when the initial length of the long bubble decreases from 3.0 to 4.0. When the initial 
length increases from 4.0 to 6.0 the bypass ratio increases. Note that the long bubble with an initial 
length of 3.0 has a very different shape and a much thicker liquid layer than the others as shown in 
figure 7.31. Since NLL for an initial length of 3.0 is more than twice the other values, the bypass 
ratio is the largest among them. When NLL increases whilst NLBF is decreasing, the bypass ratio 
must decreases significantly. When the initial length increases from 4.0 to 6.0, NLBF decreases 
whilst NLL remains unchanged. This leads an increase of the bypass ratio. The diminishing increase 
of the bypass ratio is reflection of the diminishing drop of the number of bubbles coalesced at the 
long bubble front. 
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Figure 7.40: Bypass ratio for different initial length of the long bubble. The parameters are Ar = 200, Bo = 10 and 
the size of the small bubbles is 0.025. 
Shedding Ratio 
The effect of the length of the long bubble on the shedding ratio can be seen in figure 7.41. 
The shedding ratio curve is almost a mirror image of the curve for NLBT. When the initial length of 
the long bubble increases from 4.0 to 6.0 the decrease in shedding ratio is due to the increase of 
NLBT as NLL is identical. After the shedding ratio reaches its peak when the initial length is 4.0, it 
decreases from 0.78 to 0.65 when the initial length drops to 3.0. The decrease in shedding ratio is a 
result of a larger percentage of the number of bubbles coalesced at the long bubble tail compared 
to that of bubbles that have passed through the liquid layer. 
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Figure 7.41: Shedding ratio for different initial length of the long bubble. The parameters are Ar = 200, Bo = 10 
and the size of the small bubbles is 0.025. 
 Analysis of Input Parameters 7.5
All the input parameters in the simulations are dimensionless. While dimensionless 
parameters offer a boarder range of flow conditions to be studied in a single simulation, it also 
makes comparison with experimental data slightly more tedious if those are not dimensionless 
also. Analysing the dimensionless input parameters can provide an understanding of how realistic 
the simulations are or major assumptions if the simulations are not entirely realistic. 
Table 7.3: Input parameters and their corresponding physical properties for corn syrup-water, sucrose-water 
and glycerine-water mixture. 
Case no. Ar ReG uB(ms-1) ρL(kg/m3) μL(Pa·s) σ(N/m) D(m) d(mm) 
1 200 392 0.245 1220 0.0130 0.0716 7.74x10-3 0.387 
2 150 276 0.209 1220 0.0173 0.0714 7.73x10-3 0.386 
3 100 117 0.116 1250 0.0255 0.0692 7.72x10-3 0.386 
4 50 34 0.054 1300 0.0500 0.0665 7.23x10-3 0.361 
Note that the density and viscosity ratios are 0.001 and 0.01 respectively for all simulations and 
the dimensionles pressure drop in the axial direction was set to 1.0. The value of Bo is 10 and the 
dimensionless size of the small bubbles is 0.05 for all simulations. The dimensional gravitational 
acceleration is taken as 9.8ms-2. Table 7.3 summaries the dimensionless input parameters for the 
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one-way coupling simulations and shows sets of examples of physical properties that fit well with 
the dimensionless input parameters. Note that only the effect of Ar are investigated here as the 
change of θ and the length of the long bubble do not change the values of the physical parameters 
except the value of ReG and the physical velocity uB. 
One of the limitations in the current simulations is that the value of Bo cannot exceed 15 
when a periodic boundary condition was imposed. When Bo > 15, the long bubble would exhibit 
severe topology changes and it can even break up due to the small surface tension and the high 
velocity at which the long bubble travels. The front tracking method does not handle these two 
very well, especially when the walls are so close to the long bubble. This has limited the physical 
size of the channel/pipe that can be simulated. Although the physical properties of corn syrup-
water, sucrose-water and glycerin-water mixtures fit well in the dimensionless input parameters 
values used, the resulting pipe diameter and the size of the small bubbles are very small. Indeed, 
the order of magnitude of the pipe diameter suggested that this is in microfluidics territory. Since 
the size of the discrete bubbles is exceedingly small, it is not a surprise that there is no bouncing 
bubble at the interface for all one-way coupling simulations. 
Table 7.4: Input parameters and their corresponding physical properties for common heavy oil with fictitious 
surface tension. 
Case no. Ar ReG uB(ms-1) ρL(kg/m3) μL(Pa·s) σ(N/m) D(m) d(mm) 
1 200 392 0.245 880 0.3 5.2455 7.80x10-2 3.90 
2 150 276 0.209 880 0.3 3.5744 6.44x10-2 3.22 
3 100 117 0.116 880 0.3 2.0817 4.91x10-2 2.46 
4 50 34 0.054 880 0.3 0.8261 3.10x10-2 1.55 
Previous works (Weber et al. 1986; Shosho & Ryan, 2001; Viana et al. 2003; Jeyachandra 
et al. 2012; Bendiksen 2012) have shown that Ar could be around 50 to 200 for bubbles moving in 
high-viscosity liquids. The only factor that is preventing the current input parameters from being 
comparable to the experimental data of high-viscosity liquids is the value of Bo, which controls the 
value of D. One way of circumventing the problem is to assume fictitious surface tension when 
matching the physical properties of heavy oil with the non-dimensionalised input parameters. 
Table 7.4 shows that the surface tension becomes totally fictitious when common physical 
properties of heavy oil are used to match the non-dimensionalised input parameters. The order of 
magnitude of the pipe diameter becomes of O(10-2) and this matches the size of the pipe in Gokcal 
(2008) and in the same order of magnitude as many other pipes where the experimental data were 
obtained (Shosho & Ryan, 2001; Viana et al. 2003). It is known that the shape of the nose of a 
long bubble is rather insensitive to the surface tension but the back end of it is strongly dependent 
216 
 
on surface tension. Therefore, even though the magnitude of surface tension would be fictitious, 
the results that are related to the bubble front for instance, bypass ratio, fraction of small bubbles 
coalesced at the long bubble front, etc. will not change significantly. 
 Summary of Chapter 7 7.6
In this chapter, the results for the one-way coupling simulations have been presented and 
discussed. It has been shown that the number of small bubbles that coalesce at the long bubble 
front, the bottom of the long bubble and the long bubble tail depends on the value of Ar, the size of 
the small bubbles and the length of the long bubble. General trends could only be found for the 
size of the small bubbles and the reason for that is the bubble coalescence seems to depend heavily 
on the shape of the long bubble, which clearly depends on the value of Ar and the length of the 
long bubble. When the shape of the long bubble changes the bubble coalescence positions and the 
time for it to happen change accordingly. This affects the total number of bubbles coalescence and 
surviving bubbles in the domain. On the other hand, a correlation was developed to give a general 
prediction of the transient number of surviving bubbles for different aforementioned effects. It has 
been shown that this can give good predictions for a range of values of Ar. It was found that in 
several cases the curves representing the number of surviving bubbles consist of several step 
changes and the correlation was unable to give satisfactory predictions. Furthermore, no bouncing 
bubble was observed at the interface for all simulations due to the fact that the discrete bubbles are 
too small and they did not move fast enough relative to the liquid. However, the simulations 
suggest that bouncing bubbles are most likely to occur at the long bubble front. Finally, two new 
variables are introduced in this thesis: the bypass ratio and the shedding ratio. It was found that 
these two ratios also depend on the aforementioned effects. The input parameters were also 
analysed to understand the physical meanings behind all the dimensionless input parameters, and 
Bo was identified as the biggest obstacle in the present work to carry out one-coupling simulations 
with heavy oil properties. 
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8. Two-way coupling 
Chapter 8 
Two-way Coupling 
 Introduction 8.1
In reality, bubbles interact with each other in slug flows. Two-way coupling direct 
numerical simulation (DNS) is a useful tool to study the interactions between the bubbles in slug 
flows as it handles the interactions between the long bubble/flow field and the small bubbles in 
both ways. In this chapter, this type of Eulerian-Lagrangian simulation was used to study how the 
presence of the small bubbles affects the motion and the shape of the large bubble. Statistical 
analyses for the small bubbles have once again been performed and the results are presented here. 
It is of particular importance to compare the results obtained from 1-way and 2-way coupling 
DNS. This is because the 2-way coupling DNS usually take much longer time to be completed 
than 1-way coupling DNS. Understanding the extent of information lost in 1-way coupling DNS is 
therefore of great interest. On the other hand, knowing the amount of physics that can be obtained 
from 2-way coupling DNS is equally interesting. In the present work, two types of 2-way coupling 
DNS have been performed. Both types couple the reaction force acting on the flow by the discrete 
bubbles with the momentum equation but the second type also includes the volume fraction of 
small bubbles in a computational cell in both the mass and momentum equations. The difference 
between the two will be studied extensively. Here, the effects of Ar and the size of the small 
bubbles on the coalescence positions of the small bubbles, the global transient bubble coalescence 
as well as the bypass and shedding ratio are again examined. Before the start of the studies, an 
investigation was performed to assess the performance of a 1-way coupling simulation. This was 
done by comparing the results of the 1-way coupling simulation (without the flow solver activated) 
with those of the forward coupling simulation (1-way coupling simulation with the flow solver 
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activated). The analysis is presented in Appendix I and the conclusion of the analysis is that the 
results of 1-way coupling are very good agreement with those of the forward coupling simulation.  
 Formulation of 2-way Coupling DNS 8.2
In 2-way coupling DNS, the reaction force acting on the liquid by each discrete bubble is 
coupled back to the Navier-Stokes equation through the force term FR. The reaction force FR is 
basically the total force acting on the discrete bubble obtained by the equation of motion but the 
direction is exactly the opposite. The formulation of FR is shown below. 
 ? ?DLAMR FFFF ????  (8.1) 
This reaction force is coupled back to the Navier-Stokes equation hence equation 3.27 becomes 
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In a moving frame of reference, equation 8.2 becomes 
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Detailed implementation of 2-way coupling DNS has already been discussed in chapter 3 and in 
particular, section 3.5.1 has shown the way the reaction force is distributed back to the 
computational cells. 
 Comparison of Forward & 2-way Coupling Simulations 8.3
In order to find out the consequences of coupling the forces acting on the liquid by the 
discrete bubbles in the momentum equation and to minimise the number of changes from the 
control simulation, the 2-way coupling simulation is compared with the forward coupling 
simulation (1-way coupling simulation with the flow solver activated) under the same parameters 
so that the result obtained is more representative. To simplify the simulation, it is assumed that the 
interactions between the small bubbles themselves are negligible. Therefore the bubbles can “see” 
or “feel” each other. The key parameters in this study are Ar = 200, Bo = 10 and θ = 0°. The 
number of small bubbles injected is 1044 with diameter of 0.05. For the sake of convenience, the 
dimensionless time τ* is expressed as t here. From the trial runs, it has been found that larger Ar 
and size of the discrete bubbles generate much stronger influence to the large bubble hence more 
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noticeable observations. The results from the two simulations are presented in the following sub-
sections. 
8.3.1 Velocity and Shape of the Long Bubble 
Figure 8.1 shows the transient and average velocity of the long bubble in the forward and 
2-way coupling simulations as well as the velocity of the single long bubble. The velocity of the 
long bubble in the forward coupling simulation fluctuates around the average velocity of 1.965 by 
about ±0.06 or ±3.05% whereas the long bubble velocity obtained in the 2-way coupling 
simulation fluctuates around an average of 1.967 by approximately ±0.053 or ±2.80%. Comparing 
the average velocity of the forward-coupling, 2-way coupling and the velocity of the single long 
bubble, the average velocity obtained from the forward coupling and the 2-way coupling is 0.05%, 
respectively 0.15% higher than that of the single long bubble. The tiny difference between the 
single bubble velocity and the average velocity obtained in the 2-way coupling suggests that 1-way 
coupling gives a decent estimate to steady state velocity of the long bubble with the expense of 
losing the information of long bubble velocity over time. 
 
Figure 8.1: Comparison of the number of surviving bubbles with respect to dimensionless time for the forward-
coupling and the 2-way coupling simulations. 
Furthermore, it was found that the bubble shape does not change significantly over time in 
the 2-way coupling. This can be seen in figure 8.2 where the shape of the long bubble over time is 
plotted. At t = 0, the shape of the long bubble is the same as the one in 1-way coupling simulation. 
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From a quick glance at the figure, one may not notice any change of bubble shape over time. 
However, a very close look to the bubble tail learns that the tail has stretched very little from t = 60 
to t = 80. It then retracts back to the original position and stays there for the remaining 
computational time. The result proves that the assumption that the long bubble and the flow field 
are at steady state is valid and that 1-way coupling can give good estimate to the steady state 
behavior of a long bubble with a much more economical computational time. However, the 1-way 
coupling misses details regarding the transient behavior of the long bubble. 
 
Figure 8.2: The shape of the long bubble over time for the 2-way coupling simulation. 
8.3.2 Transient Bubble Coalescence 
Figure 8.3 shows the fraction of surviving bubbles over time for the forward coupling and 
the 2-way coupling. The transient number of small bubbles in the domain is very similar. The peak 
in the deviation curve corresponds to a maximum difference (forward coupling relative to 2-way 
coupling) of 3 bubbles at the time when the system stopped the rapid decrease of the number of 
discrete bubbles and approached its steady state. The deviation changes dramatically in the second 
half of the drop and the deviation becomes steadier after it. The dramatic change of the deviation is 
probably due to the first passing of small bubbles underneath the long bubble. The average 
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deviation over the computational time is 0.16%. The number of surviving bubbles in the domain 
for the 2-way coupling is identical to that for the forward coupling and the actual number of 
surviving bubbles is 215. So far the coupling of reaction forces back to the momentum equation 
does not trigger significant changes to both transient and especially the steady-state result. The 1-
way and forward coupling have been proven to give results that are very similar to those from 2-
way coupling (see appendix I) and yet the computational times are much shorter. These are of 
course macroscopic views of the results only. In the next sub-section, a microscopic view of the 
result will be presented.  
 
Figure 8.3: Comparison of the number of surviving bubbles with respect to dimensionless time for the forward-
coupling and the 2-way coupling simulations. 
8.3.3 Coalescence Positions 
It has been shown in the previous section that 2-way coupling does not result in a 
significant change in the global results. Here, the number of small bubbles coalesced at the long 
bubble front, the bubble tail and the bottom of the bubble obtained from the 2-way coupling 
simulation are compared with those obtained from forward coupling to examine the results locally. 
Table 8.1 summarises the results.  
While NLBL remains unchanged, the value of NLBF decreases by 0.18% whereas the value of 
NLBT increases by 1.39% compared to the values obtained from forward coupling. This is strikingly 
similar. This is more so when it was found that the actual number of small bubbles coalesced at the 
long bubble tail and the long bubble only differ by 1 between the two cases. This shows that the 
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coupling of the reaction forces does not have a significant effect on where the small bubbles end 
up at and the steady state result locally. 
Table 8.1: The number of bubbles coalesced at the long bubble front, the bubble tail and the bottom of the bubble 
for the forward and the 2-way coupling simulations. 
Case NLBF NLBL NLBT 
Forward coupling 0.569 0.153 0.072 
2-way coupling 0.568 0.153 0.073 
 
 
(a) 
 
(b) 
Figure 8.4: Visualisation of bubble coalescences in different regions for (a) forward and (b) 2-way coupling 
simulation. 
Indeed, from a visualization of where the bubbles coalesced, shown in figure 8.4, it can be 
seen that the bubble coalescence locations are extremely similar and only a few bubbles that 
coalesced at the long bubble front and at the bottom of the long bubble have different coalescence 
locations in the 2-way coupling. For instance, there is a bubble coalescence position detached from 
the main group at x/D ≈ 8.5 in the liquid layer region and x/D ≈ 9.25 at the bubble front for the 2-
way coupling simulation.  
Figure 8.5 shows the initial positions of surviving bubbles and those that were “killed” at 
the interface. Figure 8.5(b) is extremely similar to figure 8.5(a), indicating that the flow field and 
thus the coalescence positions of each small bubbles are very similar. However, small differences 
are present at the back of the long bubble. A number of blue, red and grey dots at the back of the 
long bubble are relocated to different positions. The cause of these changes could be the slight 
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difference between the flow field of forward and 2-way coupling. The coupling of reaction forces 
back to the momentum equation in 2-way coupling may have a slight effect of the path of the 
small bubbles though it is not large. The other possible explanation would be the tiny fluctuation 
of the long bubble velocity or an increased local unsteadiness of the bubble wake in an otherwise 
steady flow field. 
 
(a) 
 
(b) 
Figure 8.5: Initial positions of all the small bubbles for (a) the forward and (b) the 2-way coupling simulation. 
Comparisons of the transient coalescence transverse positions for the forward and the 2-
way coupling simulations are shown in figure 8.6. For the coalescences at the bottom of the long 
bubble, the 2-way coupling data points overlap those of forward coupling, indicating that the 
transverse coalescence positions and the corresponding time at which the coalescences occurred 
are identical. While most of the 2-way coupling data points for the coalescences at the long bubble 
front overlap those of forward coupling when t < 40, some of them either occur at the same time 
but different positions or both, causing mismatches of data points. When t ≥ 40, no data point 
matched each other as both transverse coalescence positions and the corresponding time are 
different. Similar observation was observed for the coalescences at the bubble tail. The mismatch 
of data points is probably due to the same aforementioned reasons.  
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Figure 8.6: Coalescence positions in the transverse direction vs. dimensionless time for the forward and the 2-way 
coupling simulations. 
 
Figure 8.7: Dimensionless time vs. coalescence positions in axial direction for the forward and the 2-way coupling 
simulations. 
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Comparison of the axial coalescence positions with respect to time is shown in figure 8.7. 
Most of the data points from the 2-way overlap with those of the forward coupling. Among the 
three regions, the bubble coalescences at the long bubble front have the most number of data point 
mismatch. This is consistent with the result shown in figure 8.6. Comparing figure 8.6 and 8.7, one 
can notice that the transient axial coalescence position of a small bubble is less affected by the 
coupling of reaction forces than the transient transverse coalescence position. Most bubbles 
coalesced at the same axial and transverse positions whereas the number of small bubbles 
coalesced in a completely different location and at a different time is very small compared to the 
initial number of small bubbles in the domain.  The above result suggests that the coupling of 
reaction forces to the momentum equation does not affect the movement of the small bubbles 
sufficiently to have dramatic effects on both global and local results. 
8.3.4 Bypass and Shedding Ratio 
Since the number of bubble coalesced at the long bubble front and the tail are slightly 
different between the two simulations, it is expected that the bypass ratio and shedding ratio are 
also slightly different. Table 8.4 summarises the values of the bypass and shedding ratio as well as 
the number of small bubbles passes through the liquid layer at least once. 
Table 8.2: BR, SR and NLL for the forward coupling and 2-way coupling simulations. 
Case BR SR NLL 
Forward coupling 0.0805 0.4094 0.050 
2-way coupling 0.0806 0.4063 0.050 
The two cases result in the same value of NLL. However, the value of BR for 2-way 
coupling is about 0.12% higher than that for forward coupling whereas the value of SR is about 
0.75% lower compared to that when the solver was deactivated. The larger change in SR is clearly 
due to larger difference in NLBT than NLBF. 
In general, the results obtained from the 2-way coupling are very similar to those obtained 
from the forward coupling. However, based on the conclusion in appendix I, it is expected that the 
result obtained from 1-way coupling would be less similar to the 2-way coupling despite the 
difference may not be as significant as expected. Possible reason for such insignificant changes to 
the overall results after the reaction forces are coupled back to the momentum is that the size and 
the number of the discrete bubbles as well as the values of Ar are not large enough. On the other 
hand, the low value of Bo could also be a cause for the insignificant change to the result since 
large surface tension limits topology changes of the long bubble which may induce a higher 
coalescence rate.  
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The other possible reason is that the void fraction of the small bubbles has not been taken 
into account. For instance, the presence of bubbles can increase the viscosity locally, which may 
have an effect on the long bubble. Since the 2-way coupling formulation discussed in section 8.3 
does not result in a significant effect on both the global and local results compared to the forward 
coupling, another simple but more realistic model has been implemented and the results are 
discussed in the following sections. 
 Carrier Fluid Mass and Momentum Equations 8.4
From the previous section, it has been shown that coupling the reaction forces to the 
momentum equations has little effect on the overall results. One of the possible reasons for that is 
that the fraction of space that the small bubbles occupy is not taken into account in the previous 2-
way coupling formulation. To take this into account, the volume fraction of the small bubbles 
should be included in both mass and momentum equations. Some researchers (Ferrante & 
Elghobashi 2005) have used so-called carrier fluid mass and momentum equations, which are 
essentially the mass and momentum equations with a term (1-C) stuck in front of almost every 
single term in the equations to take the void fraction into account. Here, C is the instantaneous 
local bubble-phase concentration or volume fraction computed from the local number of bubbles N 
in a given computational cell of area Ac (in 2D space) or volume Vc (in 3D space). The carrier fluid 
mass equation is expressed as 
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In a moving reference frame, equation 8.5 becomes 
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It must be stressed that this model is highly simplified as there are several terms that are associated 
with the stress term in the carrier fluid momentum equation have been omitted (Spelt & Sangani 
1998). However, as the conclusion from Spelt & Sangani (1998) suggests, there is still no rigorous 
way to estimate those terms and therefore this model is a first, convenient formulation to take the 
void fraction into account in a bubble-laden flow. The validity of including the (1-C) term in the 
mass and momentum has been commonly recognised and that is the overall void fraction in the 
domain has to be less than 10%. Therefore, discrete bubbles with d = 0.025 have been chosen to 
carry out the simulations.  
8.4.1 Partial Implementation against Complete Implementation 
Due to technical difficulties in the implementation of such model, the extra term (1-C) was 
first implemented in the momentum equation only. This is referred as partial 2-way coupling in the 
upcoming sections. Interesting observations have been made when the results are compared with 
those obtained from the complete implementation of the model. This will be referred as complete 
2-way coupling hereafter. To make the analysis more interesting, 2-way coupling with no extra (1-
C) terms in the mass and momentum equations (herein referred as original 2-way coupling) was 
also performed using the same parameters. The input parameters for this investigation are 
Ar = 200, Bo = 10 and θ = 0°. The number of small bubbles injected is 1044 with diameter of 0.025 
and this is equivalent to at most 6.22% void fraction in the domain. The results from the two 
simulations are compared in the section. 
Velocity and Shape of the Long Bubble 
The transient and the average velocity of the long bubble in the partial, the complete and 
the original 2-way coupling simulation are plotted together with the bubble velocity in the 1-way 
coupling simulation in figure 8.8.  
Note that the brown dotted line represents the velocity of a single long bubble as well as 
the bubble velocity in the 1-way coupling due to the fact that the flow solver was always switched 
off in the simulation. It has been shown in the previous sections that the velocity of the long 
bubble in the original 2-way coupling (without the inclusion of void fraction) is almost identical to 
that in 1-way or forward coupling and therefore the result shown in figure 8.8 comes without any 
surprise. The transient velocity tamely fluctuates around the average velocity and this is why the 
average velocity is only 0.17% higher than the velocity of the single long bubble, which equals 
1.964. Compared to the original 2-way coupling, the transient velocities obtained from both partial 
and complete 2-way coupling simulations exhibit larger and more dramatic fluctuations. In the 
partial 2-way coupling, the transient velocity drops to 1.9 at around t = 5 and then increases rapidly 
to a maximum of 2.17 at approximately t = 35. Beyond that point, the transient velocity drops 
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slowly and fluctuates at about 2.01 when t > 100. As a result, the average velocity increases 3.1% 
to 2.025. In contrast to the partial 2-way coupling, the transient velocity obtained from the 
complete 2-way coupling drops to its minimum at around t = 20. It rises from its minimum and 
eventually fluctuates at around 1.954. Consequently, the average velocity drops 0.71% to 1.950. 
Figure 8.8 clearly shows that the partial 2-way coupling not only exaggerates the change in bubble 
velocity but also gives a completely opposite prediction of the velocity. Therefore, the model must 
be implemented completely in order to obtain correct results. Furthermore, the velocity of the long 
bubble in the original and the complete 2-way coupling are very similar to that of a single bubble. 
This indicates that the small bubbles have very small influence to the velocity of the long bubble. 
This confirms the finding of Hale (2000), who in his experiment, observed that the small bubbles 
did not have significant influence to the velocity of the long bubble  
 
Figure 8.8: Comparison of the number of surviving bubbles with respect to time for the 1-way, the original, the 
partial and the complete 2-way coupling simulations. 
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Figure 8.9: The shape of the long bubble for the partial and the complete 2-way coupling simulations at (a) t = 1, 
(b) t = 3, (c) t = 5, (d) t = 7, (e) t = 10, (f) t = 20, (g) t = 30, (h) t = 40, (i) t = 50, (j) t = 60, (k) t = 80, (l) t = 100, (m) 
t = 120, (n) t = 140, (o) t = 160 and (p) t = 180. 
Comparisons of the shape of the long bubble in the 1-way coupling, the partial and the 
complete 2-way coupling over time are shown in figure 8.9. Here, the bubble shape obtained from 
the 1-way coupling simulation is acting as a reference as it does not change over time. It has also 
been shown that the shape of the long bubble in the original 2-way coupling does not change over 
time. As can be seen from figure 8.9 the shape of the long bubble changes radically in the partial 
2-way coupling. In general, the bubble shortens and lenghtens and then shortens again before it 
returns to the initial shape. There are severe changes in the shape at the back of the bubble and the 
bottom of the bubbles becomes wavy after the first contraction. Despite the bubble front is rather 
steady throughout the course of the simulation, the bubble never achieves a steady-state shape by 
the end of the simulation due to the wavy bottom. In the complete 2-way coupling, the degree of 
topology change at the bubble tail is much smaller. The bubble underwent approximately 3 cycles 
of expansion and contraction where damping is observed. Each cycle is less significant than the 
previous one and takes longer to complete, especially the expansion phase. It reaches a (quasi) 
steady-state shape after the last expansion phase from t = 80 to t = 140 that is different from the 
initial shape. Throughout the simulation, there were tiny oscillations at the lower half of the bubble 
tail but no significant topology change at the bottom of the bubble.  
By observing the changes in bubble shape over time, one would notice that the shortening 
and lengthening of the bubble are the reason for the change in velocity. Due to the periodic 
boundary condition, the bubble velocity increases when the lengthening takes place as the 
separation distance between the bubbles is shortened. On the other hand, the bubble velocity 
decreases when the shortening takes place as the separation distance between the bubbles 
increases. In the end, the steady state bubble velocity is never the same as the single bubble 
velocity due to the presence of discrete bubbles. 
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Figure 8.10: The shape of the long bubble for the complete 2-way coupling simulations with 630 small bubbles at 
(a) t = 0, (b) t = 1.2, (c) t = 1.6, (d) t = 2.0, (e) t = 2.4, (f) t = 2.8, (g) t = 3.6, (h) t = 4.4, (i) t = 5.2 and (j) t = 6.0. The 
blue line indicates the referencing axial position (edge of bubble tail) x/D = 4.128. 
An interesting phenomenon was observed when taking a closer look at the output data files 
from the complete 2-way coupling simulations. It seems that the lengthening and shortening of the 
long bubbles are linked to the movement of discrete bubbles at the back of the long bubble and in 
the liquid layer. When the simulation started, the long bubble tail seemed to be attracted to the 
discrete bubbles that were initiated at the back end of the long bubble when they were moving 
towards it. As a result, the bubble looked as if it is lenghtened. When they reached a close 
proximity of the tail, some of the discrete bubbles coalesced with the long bubble but some 
seemed to push the tail back, causing a shortening. This can be clearly seen in figure 8.10, which 
shows the interaction between the small bubbles and the long one within t = 6.0. For sake of 
argument, the complete 2-way coupling simulation with 630 small bubbles is shown instead as the 
small bubbles that were initiated at the back of the long bubble are so close to the long bubble that 
it can only be seen in an output video of the original simulation. The blue line is a reference for the 
position of the edge of the bubble tail and it’s located at x/D = 4.128. Furthermore, it has been 
observed that the long bubble shortens momentarily when a group of discrete bubbles moves 
through the liquid layer. Whether it is a pure coincidence with the events at the back of the long 
bubble remains an open question. However, this momentary shortening was not observed when no 
more discrete bubbles move through the liquid layer.   
Figure 8.9 once again proves that the partial 2-way coupling has exaggerated the influence 
of discrete bubbles on the long bubble. A possible reason for such exaggeration is probably rooted 
in the fact that the extra term (1-C) has greatly reduced the local viscosity in a computational cell 
without an equivalent reduction in the mass. The radical change in the bubble shape is reflected by 
the dramatic fluctuation in the velocity. The formulation of the complete 2-way coupling 
simulation makes the long bubble and the flow field “feel” the presence of the discrete bubbles and 
consequently it gives a more realistic result to the transient bubble velocity and shape. Finally, the 
above results suggest that the 1-way coupling can give a fairly good prediction of the steady state 
bubble shape and velocity with significantly shorter computational time. However, one would 
need a complete 2-way coupling simulation if the transient behaviour of the long bubbles is 
required. 
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Transient Bubble Coalescence 
 
Figure 8.11: Comparison of the number of surviving bubbles with respect to dimensionless time for the 1-way, the 
original, the partial and the complete 2-way coupling simulations. 
The transient number of small bubbles in the domain for 1-way coupling, original, partial 
and complete 2-way coupling is plotted in figure 8.11. The curves are very similar to each other 
except that for partial 2-way coupling. It can be seen that the number of small bubbles remains in 
the domain is rather similar when t < 10. However, due to the high bubble velocity and intense 
topology change, the number of small bubbles continues to drop when t > 30 for partial 2-way 
coupling while the other curves approach a steady state bubble shape and velocity. Table 8.3 
summarises the number of small bubbles that remain in the domain. The fractions are computed by 
dividing the actual number of remaining bubbles by the initial number of small bubbles injected 
into the domain. The number of surviving bubbles predicted by the partial 2-way coupling is an 
order of magnitude smaller than that predicted by the other coupling simulations. Comparing the 
result of 1-way, original and complete 2-way coupling, the 1-way and the original 2-way coupling 
simulations over-predict the number of surviving bubbles by approximately 18% and 10% 
respectively. This indicates that the 1-way coupling simulation gives a larger error for the results 
that are related to small bubbles than those that are related to the long bubble.  
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Table 8.3: Fraction of surviving bubbles for the 1-way and the original, the partial and the complete 2-way 
coupling simulations. 
Case Fraction of surviving bubbles 
1-way coupling 0.3314 
Original 2-way coupling  0.3103 
Partial 2-way coupling 0.0335 
Complete 2-way coupling 0.2807 
 
Initial and coalescence positions 
The number of bubble coalescences in three different regions for various coupling 
simulations are summarised and compared in table 8.4. All the numbers in table 8.4 are computed 
by dividing the actual number of bubble coalescence in a given region by the initial number of 
small bubbles injected into the domain. The number of bubble coalescences in each region is 
rather similar for all coupling simulations except for the partial 2-way coupling. The number of 
bubble coalescences at the bubble front and the bottom of the bubble is at least 1.5 times and 1.3 
times higher than the others respectively and they are the main contributors to the low survival rate 
shown in table 8.3. Comparing the 1-way and the complete 2-way coupling simulations, it can be 
noticed that the 1-way coupling simulation underpredicts the number of bubble coalescence at the 
bubble front and the bottom of the bubble by 12% but over-predicts the number by 20% at the 
bubble tail. Comparing the original and the complete 2-way coupling simulations, one would 
notice that the predictions from the original 2-way coupling are consistent with the complete 2-
way coupling. Whereas under-predictions for the bubble tail and the bottom of the bubble are over 
7% and 11%, the over-prediction for the bubble front is merely 0.21%. These two comparisons 
yield 2 conclusions. While the 1-way coupling simulation can give reasonable predictions of the 
number of coalescences in each region, the agreement is not as good as the original 2-way 
coupling. Moreover, the topology change at the back of the long bubble influences the number of 
coalescences at the bubble tail and the bottom of the bubble but not at the bubble front. Unlike that 
of the bubble tail, the shape of the bubble front in the complete 2-way coupling is identical to that 
in the original 2-way coupling over time, hence the almost identical number of coalescences.  
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Table 8.4: Number of coalescence at the bubble front, bubble tail and in the liquid layer for the 1-way coupling, 
original, partial and complete 2-way coupling simulations. 
Case Bubble front Bubble tail Liquid layer 
1-way coupling 0.3669 0.1322 0.1695 
Original 2-way coupling 0.4176 0.1015 0.1705 
Partial 2-way coupling 0.6226 0.0977 0.2519 
Complete 2-way coupling 0.4167 0.1102 0.1925 
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Figure 8.12: Visualisation of bubble coalescences in different regions for (a) the partial, (b) the complete, (c) the 
original 2-way coupling and (d) the 1-way coupling simulation. 
Visualisations of the bubble coalescences in 3 different regions are shown in figure 8.12. 
The shape of the long bubble is obtained from the first frame of the simulations hence they are 
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identical to the shape of the single long bubble. The coalescence locations are similar for all 
coupling simulations except for the partial 2-way coupling. Due to the radical topology change of 
the interface at the bubble tail and the bottom of the bubble as well as the lengthening and 
shortening of the long bubble, several coalescence locations are inside the long bubble and some 
are further away from long bubble. Although some of the coalescence locations at the bubble front 
shown in figure 8.12 (c) and (d) are not exactly at the interface, it is not due to the change of 
bubble shape. Instead, it is a result of the coalescences might just have occurred at a time between 
two data output. It must be stressed that several coalescence locations, especially those at the 
bubble front shown in figure 8.12 (a) may be affected by insufficient data outputs since the small 
bubbles generally travel much faster than those in other coupling simulations. Comparing figure 
8.12 (b) with (c) and (d), it can be noticed that several coalescence locations in the complete 2-way 
coupling are inside the long bubble due to changes in bubble shape during the simulation. The 
coalescence locations concentrate in the same region as the 1-way and the original 2-way coupling 
at the bubble front and tail but not at the bottom of bubble. The coalescence locations at the 
bottom of the bubble are more evenly spread out in the complete 2-way coupling.  
 
(a) 
 
(b) 
 
(c) 
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(d) 
Figure 8.13: Initial positions of all the small bubbles for (a) the partial, (b) the complete, (c) the original 2-way 
coupling and (d) the 1-way coupling simulation. 
Figure 8.13 shows the initial positions of all the small bubbles in various coupling 
simulations and the colour scheme shows their “destinies” at the end of the simulations. 
Comparing figure 8.13(a) and (b) with (c) and (d), it can be noticed that the “destinies” of the 
small bubbles in the partial and complete 2-way coupling are somewhat less dependent on the 
initial positions and they are more randomly located in the domain than those in the 1-way and the 
original 2-way coupling. In figure 8.13(a), the initial positions of the surviving bubbles are spread 
over the back and the front of the long bubble rather than being concentrated in one area in front 
and behind the long bubble. While coalescences at the bottom of the long bubble are usually 
exclusive to the small bubbles which were injected at the bottom of the domain, some bubbles 
initiated in the middle of the domain coalesced at the bottom of the long bubble due to its wavy 
interface at the bottom of the long bubble. As can be seen from figure 8.13(b), the distribution of 
the initial positions of surviving bubbles is somewhat between those for the partial and the original 
2-way coupling. While the majority of surviving bubbles were initiated in the same area, some 
were initiated away from the main group. On the other hand, only bubbles that were injected close 
to the bottom of the domain coalesced at the bottom of the long bubble. Given that the topology 
change in the complete 2-way coupling is much less dramatic than that in the partial 2-way 
coupling but much more than in the original 2-way coupling, the above observations show that this 
additional degree of randomness is closely related to the changing bubble shape in the simulation. 
The distribution of the initial positions of small bubbles is relatively similar for the 1-way and the 
original 2-way coupling since there is no topology change of the interface. While the number of 
coalescences at the bottom of the long bubble is very similar, the difference in the number of 
coalescences at the bubble front and tail is the cause of the deviation in the total number of 
coalescences. The above results once again show that while the 1-way coupling can give 
reasonable predictions, it is unable to give the sort of details that a complete 2-way coupling 
simulation can offer. 
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Transient Coalescence Positions 
 
 (a) (b) 
 
 (c) (d) 
Figure 8.14: Coalescence positions in the transverse direction vs. dimensionless time for (a) the partial, (b) the 
complete, (c) the original 2-way coupling and (d) the 1-way coupling simulations. 
The transient transverse coalescence positions for various coupling simulations are shown 
in figure 8.14. For the partial 2-way coupling, the bubble coalescences at the bottom of the bubble 
took place during the entire simulation, which is not observed in any other coupling simulation, 
where the coalescences at the bubble front and tail last longer than those at the bottom of the long 
bubble. The majority of the coalescences at the bubble front take place at the very top of the 
bubble at y/D = 0.95. This is in contrast to the other coupling simulations where most of the 
coalescences at the long bubble front occur at lower transverse positions 0.9 < y/D < 0.8. The 
transverse coalescence positions at the long bubble tail are more spread out than elsewhere. All 
these can be attributed to the radical topology change at the bottom of the bubble and its tail. 
Comparing the result of the complete 2-way coupling with the original 2-way and the 1-way 
coupling, the coalescence positions in each region are more spread out. While the transverse 
coalescences at the bottom of the bubble and its tail cease at similar time, the coalescences at the 
bubble tail last longer than those in the original 2-way and the 1-way coupling simulations. 
Figure 8.15 shows transient axial coalescence positions for the coupling simulations. For 
the partial 2-way coupling, the scattering of data points in each region is a consequence of intense 
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topology change of the interface. The scattering is particularly severe at the bottom of the bubble 
as the interface there is wavy from t = 5 until the end of the simulation. The distribution of 
coalescence positions at the bubble tail is a result of the long bubble tail being stretched 
horizontally for a prolonged period of time between t = 7 to t = 50 (see figure 8.9). Therefore the 
coalescences occur at a slightly smaller x/D. On the other hand, the distribution of coalescence 
positions at the bubble front is a consequence of the front being stretched vertically during 
3 < t < 20. The coalescences therefore occur at a high transverse and axial position at the bubble 
front. Comparing the results of the complete 2-way coupling with those of the original 2-way and 
1-way couplings, the axial coalescence positions at the bottom of the bubble spread over 
5.3 < x/D < 9.8. Unlike the original 2-way and the 1-way coupling where coalescences occur in 2 
separate occasions, the coalescences occur continuously at t < 40 for the complete 2-way coupling. 
While the transient axial coalescence positions at the bubble front are similar among the 3 
coupling simulations due to the shape of the front remaining unchanged throughout the 
computations, it is very clear that its counterparts at the bubble tail are affected by the lengthening 
and shortening of the long bubble as the data points do not line up as in the original 2-way and the 
1-way coupling. 
 (a) (b) 
 
 (c) (d) 
Figure 8.15: Dimensionless time vs. coalescence positions in the axial direction for (a) the partial, (b) the 
complete, (c) the original 2-way coupling and (d) the 1-way coupling simulations. 
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Relative Velocities 
 
(a) (b) 
 
 (c) (d) 
Figure 8.16: Transverse coalescence positions vs. x-component of the relative velocity for (a) the partial, (b) the 
complete, (c) the original 2-way coupling and (d) the 1-way coupling simulations. 
 
 (a) (b) 
Figure 8.17: Transverse coalescence positions vs. x-component of the relative velocity for (a) the partial and (b) 
the complete 2-way coupling (Enlargement of the middle section of figure 8.16(a) and (b)). 
Figure 8.16 shows the axial relative velocity of each small bubble for various coupling 
simulations. It can be seen that there is a wider spread of data points in both the partial and the 
complete 2-way couplings. The bubbles generally have higher axial relative velocities in these two 
coupling simulations than those in the original 2-way and 1-way couplings (see figure 8.17(a) and 
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(b)). In both the partial and the complete 2-way couplings, the highest relative velocity at the point 
of impact is observed at the bubble front. Similar trends are also found in the transverse relative 
velocities (see Appendix H). Although bouncing bubbles were not observed in the complete 2-way 
coupling simulation, the most likely location at which bouncing bubbles occur is the long bubble 
front. 
Bypass and Shedding Ratio 
Table 8.5 summarises the number of small bubbles passing through the liquid layer at least 
once, the bypass and shedding ratios of various coupling simulations. The results are all rather 
similar except those for the partial 2-way coupling. The values of NLL, BR and SR obtained using 
the partial 2-way couplings are at least 2.53, 1.69 and 1.55 times larger than the other coupling 
simulations, respectively. The reason for the over-predictions of BR and SR must be attributed to 
the fact that NLL is significantly larger than the other parameters, which in turn can be attributed to 
the wavy interface at the bottom of the bubble. While both 1-way and original 2-way coupling 
give the same NLL which is 12.5% lower than that for the complete 2-way coupling, the 1-way 
coupling gives a better prediction of the BR whereas the original 2-way coupling gives a better 
prediction of the SR.  
Table 8.5: BR, SR and NLL for the 1-way coupling, the original, the partial and the complete 2-way coupling 
simulations. 
Case BR SR NLL 
1-way coupling 0.1315 0.2959 0.056 
Original 2-way coupling 0.1174 0.3537 0.056 
Partial 2-way coupling 0.2063 0.6236 0.162 
Complete 2-way coupling 0.1335 0.3681 0.064 
To summarise, the 1-way coupling can give reasonable predictions of the results of the 
complete 2-way coupling, especially the shape and the velocity of the long bubble at steady state. 
However, it cannot give any details regarding the transient behaviour of the long bubble. 
Furthermore, the predictions of the results that are related to the small bubbles are sensible 
compared with the complete 2-way coupling but they are not as good as the original 2-way 
coupling. This is expected since they are completely different types of simulations. The attraction 
of 1-way coupling does not reduce because the computational time is so much less than the 2-way 
coupling and the accuracy is still reasonable. As expected, the original 2-way coupling always 
gives the closest results to those of the complete 2-way coupling. The shortcoming of original 2-
way coupling is that it does not take the local void fraction into account which weakens the true 
effect of small bubbles on the long one and consequently affecting the number of bubble 
244 
 
coalescences in the 3 regions. The results from the partial 2-way coupling show that Ferrante’s 
model must be implemented properly. Otherwise, the model will exaggerate the effect of small 
bubbles on the long one, causing over-predictions in almost every single quantity.  Finally, in spite 
of the fact that the complete 2-way coupling gives the most realistic representation among all the 
models tested, the main conclusion is the same as the original 2-way coupling simulation: The 
small bubbles have very little influence to the velocity of the long bubble, albeit that the bubble 
velocity is 0.71% lower than the steady state single bubble velocity and the bubble shape changes 
over time in the complete 2-way coupling simulation. A possible reason for this small discrepancy 
in velocity is that the small bubbles increases the local viscosity slightly, causing the bubble 
velocity to drop somewhat. Note that this finding is in agreement with the experimental work of 
Hale (2000).     
 Effect of the Archimedes Number 8.5
In this section, the results obtained with the complete 2-way coupling for Ar= 100 are 
presented and compared with those obtained with 1-way coupling. The results are also compared 
specifically with those obtained with the complete 2-way coupling. From now on, the complete 2-
way coupling is referred to as 2-way coupling for the sake of simplicity.  
8.5.1 Velocity and Shape of the Long Bubble 
 
Figure 8.18: Comparison of the number of surviving bubbles with respect to dimensionless time for the 1-way and 
the 2-way coupling simulations with Ar = 100. 
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The transient and the average velocity of the long bubble in the 2-way coupling simulation 
and the bubble velocity in the 1-way coupling simulation are plotted in figure 8.18. As expected, 
the bubble velocities are lower than those with Ar = 200 at any given time. However, there are 
similarities. Firstly, the transient velocities fluctuate more significantly during the first half of the 
simulations. Secondly, the transient velocity drops and reaches its minimum at approximately 
t = 30. It rises from its minimum and eventually fluctuates at around 1.156. As a result, the average 
velocity obtained from the 2-way coupling is 1.23% lower than the bubble velocity in the 1-way 
coupling or the velocity of the single long bubble, which is equal to 1.169. This shows that the 1-
way coupling simulation can give a good prediction to the long bubble velocity at steady state.  
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Figure 8.19: The shape of the long bubble for the complete 2-way coupling simulation with Ar = 100. 
The difference between 1-way and 2-way coupling with Ar = 100 is only larger than that 
with Ar = 200 by a mere 0.52%. It will be interesting to see if the change of bubble shape over time 
is as significant as that for Ar = 200. Figure 8.19 shows the shape of the long bubble for 2-way 
coupling throughout the course of the simulation. The shape at t = 0 is the shape of the long bubble 
for the 1-way coupling. As can be seen from the figure, the shape of the long bubble changes less 
radically than that for Ar = 200. The degree of topology change at the bubble tail is much smaller. 
The bubble undergoes approximately 3 cycles of lengthening and shortening and a damping effect 
is observed. Each cycle is less significant than the previous one and takes longer to complete. It 
reaches a (quasi) steady-state shape after the last expansion phase from t = 100 to t = 140 and the 
steady state bubble shape different from the initial one. Similar to the simulation with Ar = 200, 
oscillations at the lower half of the bubble tail are observed and they are more significant than 
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those for Ar = 200. These oscillations cause slight topology changes near the sharp edge at the 
bottom of the bubble, which is not observed in the simulation for Ar = 200. 
8.5.2 Transient Bubble Coalescence 
The transient number of small bubbles in the domain for 1-way and 2-way couplings is 
plotted in figure 8.20. The results are rather similar for t < 30 but the deviation between the curves 
increases from t = 30 to t = 76. The gap between the two curves diminishes at 76 < t < 84 due to a 
step change in the 1-way coupling. While the system reaches steady state at around t = 88 in the 1-
way coupling, the system in the 2-way coupling approaches slowly towards steady state until the 
end of the simulation and therefore the gap between the curves enlarges again. The behaviour of 
the 1-way and the 2-way coupling system for Ar = 100 is similar to that for Ar = 200 in the sense 
that the 1-way coupling system tends to reach steady state abruptly at one time whereas the 2-way 
coupling system tends to reach its steady more gradually and therefore the curves are smoother 
than those for the 1-way coupling. This shows that the way the steady state is approached is 
strongly dependent on the type of coupling and less so on the value of Ar.  
 
Figure 8.20: Comparison of the number of surviving bubbles with respect to dimensionless time for the 1-way and 
the 2-way coupling simulations with Ar = 100. 
Table 8.6 summarises the number of small bubbles that remain in the domain at the end of 
the simulations. The fractions are computed in the same way as in the previous section. The 
fraction of surviving bubbles for the 1-way and the 2-way coupling are both higher than their 
counterparts for Ar = 200. This is an interesting result because the fraction for Ar = 100 is lower 
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than that for Ar = 200 when only 1000 small bubbles were injected to the domain (ref section 
7.3.1). The bubbles initially lined up in 40 columns at the back of the long bubble instead of 1044 
small bubbles lined up in 58 columns in front of and at the back of the long bubble. This shows 
that the total number of bubble coalescences and the number of surviving bubbles depend on the 
arrangement of the small bubbles before they charge towards the long bubble. The number of 
surviving bubbles predicted by the 1-way coupling is about 13.8% larger than that predicted by the 
2-way coupling. Although the deviation is not as high as that for Ar = 200, one must be very 
cautious with the 1-way coupling results that are related to small bubbles. 
Table 8.6: Fraction of surviving bubbles for the 1-way and the 2-way coupling simulations with Ar = 100. 
Case Fraction of surviving bubbles 
1-way coupling 0.3697 
2-way coupling 0.3247 
 
8.5.3 Initial and Coalescence Positions 
The number of bubble coalescences in three different regions for the 1-way and 2-way 
coupling are summarised and compared in table 8.7. The 1-way coupling underpredicts the 
number of bubble coalescence in each region but the biggest contributor (9.83%) to the deviation 
in the total number of bubble coalescence or fraction of surviving bubbles is the number of 
coalescence at the bottom of the long bubble (liquid layer). This is different from the result for 
Ar = 200, where the largest and the smallest deviation comes from the prediction of the number of 
coalescences at the bubble tail and at the bottom of the long bubble, respectively.  
Table 8.7: Number of coalescence at the bubble front, the bubble tail and in the liquid layer for the 1-way and the 
2-way coupling simulations Ar = 100. 
Case Bubble front Bubble tail Liquid layer 
1-way coupling 0.3544 0.0125 0.2634 
2-way coupling 0.3697 0.0134 0.2921 
In general, the deviations between the predictions from the 1-way and the 2-way couplings 
are smaller than those for Ar = 200. The smallest deviation of the prediction is at the bubble front. 
The comparison of the 1-way and the 2-way couplings with Ar = 100 and Ar = 200 reveals that the 
number of coalescences at the bubble tail for Ar = 100 is much smaller than that for Ar = 200 
whereas the number of coalescences at the bottom of the bubble for Ar = 100 is larger than that for 
Ar = 200, regardless of the type of coupling simulations. These are consistent with the results 
shown in figure 7.7 and 7.11. However, the number of coalescences at the bubble front for 
Ar = 100 is smaller than that for Ar = 200, which is exactly the opposite of the result in figure 7.6. 
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Since the number of bubble coalescences at the bubble tail and the bottom of the bubble is rather 
consistent with that in section 7.3.1, the reason for higher total number of coalescences for 
Ar = 200 can be attributed to the increased number of bubble coalescences at the long bubble front, 
which is likely to be the result of small bubbles being injected at the bubble front. This result once 
again shows that the total number of bubble coalescences is closely linked to the arrangement of 
the small bubbles charging towards the long bubble.  
Visualisations of the bubble coalescences in 3 different regions are shown in figure 8.28. 
The shape of the long bubble is obtained from the first frame of simulations hence they are 
identical to the shape of the single long bubble. The coalescence locations are similar for the 1-
way and the 2-way couplings. Comparing figure 8.21(a) with (b), it can be noticed that the 
coalescence locations at the bubble front and tail concentrate in the same region for the 1-way and 
the 2-way coupling but not at the bottom of bubble. The coalescence locations at the bottom of the 
bubble are more evenly spread out in the 2-way coupling. This is also found in the simulations 
with Ar = 200 in section 8.5.2. 
 
(a) 
 
(b) 
Figure 8.21: Visualisation of bubble coalescences in different regions for (a) the 1-way and (b) teh 2-way coupling 
simulation with Ar = 100. 
 (a) 
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(b) 
Figure 8.22: Initial positions of all the small bubbles for (a) the 1-way and (b) the 2-way coupling simulation with 
Ar = 100. 
Figure 8.22 shows the initial positions of all the small bubbles in the 1-way and the 2-way 
coupling simulations and the colour scheme shows their “destinies” at the end of the simulations. 
Comparing figure 8.22(a) and (b), it can be noticed that the “destinies” of the small bubbles in the 
2-way coupling are somewhat less dependent on the initial positions and they are more randomly 
located in the domain than those in the 1-way coupling, albeit that the majority of bubbles that 
coalesce in a specific region still come from the same initial locations. For instance, the surviving 
bubbles are less tightly packed initially in the top half of the domain in front of and at the back of 
the long bubble than those in the 1-way couplings and some bubbles were even initiated in a much 
lower transverse positions. It can also be seen that the initial positions of bubbles that coalesce at 
the long bubble front are initially less “organised” than those in the 1-way coupling. The cause of 
this extra degree of randomness is due to the topology change of the long bubble. This finding is 
similar to the one mentioned in the previous section for Ar = 200.  
8.5.4 Transient Coalescence Positions 
 
 (a) (b) 
Figure 8.23: Coalescence positions in the transverse direction vs. dimensionless time for (a) the 1-way and (b) the 
2-way coupling simulations with Ar = 100. 
The transient transverse coalescence positions for the 1-way and the 2-way coupling 
simulations are shown in figure 8.23. The 2-way coupling data points for each region are spread 
out almost as much as those of the 1-way coupling along the y-axis. This is different from those 
observed in the 2-way coupling simulation with Ar = 200. For the 2-way coupling, the bubble 
coalescences at the bubble front and the bottom of the bubble occur during the entire simulation. 
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These are not observed in the 1-way coupling simulation as the bubble coalescence ceases almost 
half way of the simulations when the system reaches its steady state. The result in figure 8.23 is 
consistent with that in figure 8.20. 
Figure 8.24 shows that transient axial coalescence positions for the 1-way and the 2-way 
simulations. Similar to the findings for Ar = 200, the scattering of data points for the coalescences 
at the bottom of the long bubble in the 2-way coupling simulation is higher than that in the 1-way 
coupling simulation, albeit both spread over 5.6 < x/D < 9.6. However, the scattering of 
coalescence locations at the bottom of the bubble is more severe than that for Ar = 200. A possible 
reason for that is the amount of coalescences at the bottom is much larger than that for Ar = 200. In 
the 1-way coupling simulation, the coalescences occur at separate occasions and the bubbles 
usually coalesce at the interface as a group. However, the coalescences occur continuously in the 
2-way coupling. While the transient axial coalescence positions at the bottom of the long bubble in 
the 2-way coupling are significantly different from those in 1-way coupling, those at the bubble 
front and tail are relatively similar between the two simulations. It is expected that the majority of 
the coalescence positions at the bubble front and their corresponding time at which the coalescence 
occurs are similar due to the shape of the bubble front remaining unchanged throughout the 
simulation. However, the coalescence positions at the bubble tail do not seem to be affected by the 
lengthening and shortening of the long bubble as the data points lined up almost in a straight line 
in the 2-way coupling. The corresponding times at which the coalescences occur are also very 
similar. This result is different to that for Ar = 200. 
 
 (a) (b) 
Figure 8.24: Dimensionless time vs. coalescence positions in the axial direction for (a) the 1-way and (b) the 2-way 
coupling simulations with Ar = 100. 
 
 
 
252 
 
8.5.5 Relative Velocities 
 
 (a) (b) 
Figure 8.25: Transverse coalescence positions vs. x-component of the relative velocity for (a) the 1-way and (b) the 
2-way coupling simulations with Ar = 100. 
Figure 8.25 shows the axial relative velocity of each small bubble in the 1-way and the 2-
way coupling simulations. There is a wider spread of data points in the 2-way coupling than in the 
1-way coupling. The small bubbles generally have higher axial relative velocities in the 2-way 
coupling than those in the 1-way coupling. In 1-way coupling, the relative velocities are so tiny 
that the small bubbles were simply moving at the same velocity as the flow field. In 2-way 
coupling, the highest relative velocity at the point of impact is observed at the bubble front. This is 
similar to that for Ar = 200. Compared with the 1-way and 2-way couplings for Ar = 200, the 
magnitude of the relative velocities and the spread of them are smaller for Ar = 100, regardless of 
the type of coupling simulations (see figure 8.26 and 8.17(b)). Similar findings can also be seen 
for the transverse relative velocities (see Appendix H).  
 
Figure 8.26: Transverse coalescence positions vs. x-component of the relative velocity for the 2-way coupling 
(Enlargement of the middle section of figure 8.25(b)) 
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8.5.6 Bypass and Shedding Ratio 
Table 8.8 summarises the number of small bubbles passing through the liquid layer at least 
once, the bypass and shedding ratios of the 1-way and the 2-way coupling simulations. The 1-way 
coupling simulation overpredicts the value of NLL, BR and SR. While the BR is overpredicted by 
around 10%, the SR is only overpredicted by approximately 2%. The value of NLL, BR and SR is 
found to be higher than that for Ar = 200. While the trend for SR is consistent with that shown in 
section 7.4.1, the trends for NLL and BR are not. In section 7.4.1, the value of NLL are the same for 
Ar = 100 and Ar = 200 and the number of bubble coalescences at the long bubble front is less for 
Ar = 200 when d = 0.025. Since the value of NLL increases due to the fact that 324 small bubbles are 
injected in front of the long bubble, the smaller of the number of bubble coalescences at the bubble 
front for Ar = 100 results in a larger value of BR.  
Table 8.8: BR, SR and NLL for the 1-way coupling and the 2-way coupling simulations with Ar = 100. 
Case BR SR NLL 
1-way coupling 0.2094 0.8829 0.094 
2-way coupling 0.1891 0.8654 0.086 
To summarise, the influence of the small bubbles are still strong enough to induce 
topology change of the long bubble and also the bubble velocity over time when Ar = 100. It has 
been shown that the 1-way coupling simulation is good enough to predict the steady state velocity 
and shape of the long bubble. However, similar to the conclusion for Ar = 200, one has to be 
cautious with the results that are related to the small bubbles. By comparing the results obtained in 
chapter 7, it was found that the initial arrangement and positions of the small bubbles are closely 
related to the total number of bubble coalescences and the coalescences at different regions and 
hence results that are related to them. 
 Effect of the Size of Small Bubbles 8.6
The (complete) 2-way coupling simulations presented in section 8.4.1 was repeated with 
small bubble diameter of 0.01 instead of 0.025. The results are presented in this section.  
8.6.1 Velocity and Shape of the Long Bubble 
The transient and the average velocity of the long bubble in the 2-way coupling simulation 
and the velocity of a single bubble are plotted in figure 8.27. Unlike the 2-way coupling simulation 
with small bubble diameter of 0.025, there is no noticeable drop in transient velocity and it 
certainly does not increase from at the beginning of the simulation. The transient velocity 
fluctuates around the average velocity of 1.9607, which is 0.17% lower than the velocity of the 
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single long bubble. This shows that the 1-way coupling simulation gives a very good prediction to 
the long bubble velocity at steady state in this case. The fact that the velocity of the long bubble is 
higher than that with d = 0.025 suggests that bubble size of 0.01 or global void fraction of 1% has 
smaller effect on the behaviour of the long bubble. 
 
Figure 8.27: Comparison of the number of surviving bubbles with respect to time for the 2-way coupling 
simulations with d = 0.01. 
255 
 
 
256 
 
 
Figure 8.28: The shape of the long bubble for the 2-way coupling simulation with Ar = 200 and d = 0.01. 
The shape of the long bubble for 2-way coupling with bubble size d = 0.01 is shown in 
figure 8.28. As can be seen from the figure, the change of shape of the long bubble is less obvious 
than the 2-way coupling with d = 0.025 throughout the simulation. However, looking closer to the 
figure, one would find that there are tiny oscillations at the bubble tail throughout the course of the 
simulation. These oscillations cause a slight topology change near the two edges of the bubble tail. 
This result suggests that smaller bubble size or global void fraction reduces the influence of small 
bubbles on the shape and the velocity of the long one. 
8.6.2 Transient Bubble Coalescence 
 
Figure 8.29: Comparison of the number of surviving bubbles with respect to dimensionless time for the 2-way 
coupling simulations with d = 0.01 and d = 0.025 (Ar = 200). 
The transient number of small bubbles in the domain for the 2-way couplings with bubble 
size of 0.01 and 0.025 is plotted in figure 8.29. As can be seen from the figure, the curves are 
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considerably different from each other. The most obvious difference is that there are two step 
changes for the simulation with bubble size of 0.01 before the system reaches steady state. While it 
reaches steady state at t = 140, the simulation with bubble size of 0.025 reaches its steady state at 
around t = 170. The gap between the two curves enlarges from t = 4 until the step change at 
100 < t < 140. The fraction of surviving bubbles at end of the simulation is 0.3314 and this is larger 
than that in the 2-way coupling with bubble size of 0.025 (0.2807). The trend (fraction of 
surviving bubbles increases with bubble size) obtained from 1-way coupling simulations in chapter 
7 is consistent with the one presented in this section. 
8.6.3 Initial and Coalescence Positions 
The number of bubble coalescence in the three different regions for the 2-way coupling 
with d = 0.01 and d = 0.025 are summarised in table 8.9. It can be seen that the number of 
coalescences at the bubble front and at the bottom of the long bubble increases with the size of the 
small bubbles but the number of bubble coalescences at the bubble tail drops slightly as size 
increases. The numbers in table 8.9 show that the increase of the number of coalescences at the 
bubble front and at the bottom of the long bubble are the cause of the lower number of surviving 
bubbles at the end of the simulation for d = 0.025. Furthermore, the dependence of the number of 
coalescences at the bubble front, its tail and the bottom of the long bubble on the size of the small 
bubbles is consistent with that for the 1-way coupling simulations, even though the initial 
arrangement of the small bubbles (see section 7.3.1) and the type of coupling simulations are 
different. Although the numbers are different, the trends are the same.  
Table 8.9: Number of coalescences at the bubble front, the bubble tail and in the liquid layer for the 2-way 
coupling with d = 0.01 and d = 0.025. 
Case Bubble front Bubble tail Liquid layer 
d = 0.01 0.3822 0.1130 0.1734 
d = 0.025 0.4167 0.1102 0.1925 
 
 
Figure 8.30: Visualisation of bubble coalescences in different regions for the 2-way coupling simulation with 
Ar = 200 and d = 0.01 
Visualisation of the bubble coalescences at the bubble front, the bubble tail and the bottom 
of the long bubble are shown in figure 8.30. Although there is no direct comparison with a 1-way 
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coupling simulation due to different number of small bubbles injected, the coalescence locations at 
the bottom of the bubble are not as evenly spread as in the 2-way coupling simulations presented 
earlier (Ar = 100, 200 with d = 0.025). This is possibly due to the fact that the effect of small 
bubbles on the long one is not as strong as the previous two simulations and so the visualisation of 
coalescence positions looks similar to that obtained from a 1-way coupling simulation, albeit the 
number of small bubbles injected is different. 
 
Figure 8.31: Initial positions of all the small bubbles for 2-way coupling simulation with Ar = 200 and d = 0.01. 
Figure 8.31 shows the initial positions of all the small bubbles and the colour scheme 
shows their “destinies” at the end of the simulations. Comparing figure 8.13(b) and 8.31, the 
“destinies” of the small bubbles in this case are more dependent on the initial positions and they 
are less randomly located in the domain than those for d = 0.025. For instance, the initial positions 
of bubbles that coalesced at the long bubble front are more “organised” than those for d = 0.025. 
This indicates that the influence of the small bubbles on the long one is not large enough to cause 
any significant topology change of the interface to change some of their “destinies”. In other 
words, the flow field is rather stable throughout the simulations and the small bubbles just move 
along the flow field. 
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8.6.4 Transient Coalescence Positions 
 
Figure 8.32: Coalescence positions in transverse direction vs. dimensionless time for the 2-way coupling 
simulation with Ar = 200 and d = 0.01. 
The transient transverse coalescence positions are shown for the 2-way coupling with 
d = 0.01 in figure 8.32. Comparing figure 8.14(b) and figure 8.32, one would notice that the 
majority of the bubble coalescences occur before t = 40 in both 2-way coupling simulations 
(d = 0.01 and d = 0.025). However, the coalescences at the bottom of the long bubble cease later 
than those at the bubble front and the bubble tail for the simulation with d = 0.01 whereas they 
cease long before those at the bubble and bubble tail for the simulation with d = 0.025. Figure 8.33 
shows the transient axial coalescence positions in the simulation. Unlike the 2-way coupling 
simulation with d = 0.025, there is no heavy scattering of coalescence positions for the bottom of 
the long bubble. They are concentrated in separate locations. Furthermore, the coalescences at the 
bottom of the long bubble are not continuous. The coalescences occur on 7 separate occasions. The 
data points for the coalescences at the bubble tail line up in a straight line, indicating that the 
bubble tail does not move sufficiently to have any observable effect on the axial coalescence 
position. Similar to the simulation with d = 0.025, the bubble coalescences at the bubble front 
occur at two separate locations but they are relatively closer to each other. 
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Figure 8.33: Dimensionless time vs. coalescence positions in axial direction for the 2-way coupling simulation with 
Ar = 200 and d = 0.01. 
8.6.5 Relative Velocities 
Figure 8.34 shows the axial relative velocity of each small bubble in the 2-way coupling 
simulation with d = 0.01. By comparing figures 8.34 and 8.17(b), it can be seen that there is a 
wider spread of data points in the 2-way coupling with d = 0.025 than its counterpart with d = 0.01. 
In general, a small bubble with a larger size has a higher axial relative velocity and this is clearly 
shown in figure 8.34 and 8.17(b). This finding is consistent with that obtained from the 1-way 
coupling simulations. The relative velocities in the 2-way coupling with d = 0.01 are rather small 
indicating that the small bubbles are moving at the same velocity as the flow field. Similar to the 
simulation for d = 0.025, the bubble which has the largest relative velocity at the point of impact 
coalesces at the bubble front but it is an order of magnitude smaller. On the other hand, the 
transverse relative velocities are so small that the small bubbles are simply moving at the same 
transverse velocity as the flow field. This can be seen from figure H.10 in appendix H.  
261 
 
Figure 8.34: Transverse coalescence positions vs. x-component of the relative velocity for the 2-way coupling 
simulations with d = 0.01. 
8.6.6 Bypass and Shedding Ratio 
Table 8.10 summarises the number of small bubbles passing through the liquid layer at 
least once, the bypass and shedding ratios of the 1-way and the 2-way coupling simulations. It can 
be seen that the value of NLL, BR and SR for the 2-way coupling simulation with d = 0.01 is higher 
than that for its counterpart with d = 0.025. Although the initial formation and number of the small 
bubbles are different, the dependence of BR and SR on the size of the small bubble is consistent 
with that for the 1-way coupling in section 7.4.1. However, this is not the case for NLL since the 
result of 1-way coupling simulations show that NLL is the same for d = 0.01 and d = 0.025. 
Nevertheless, it does not affect the dependence of BR and SR on the size of the small bubble. 
Table 8.10: BR, SR and NLL for the 2-way coupling simulations with d = 0.01 and d = 0.025. 
Case BR SR NLL 
d = 0.01 0.1824 0.4230 0.085 
d = 0.025 0.1335 0.3681 0.064 
With the reduced void fraction or bubble size, the influence of the small bubbles on the 
long bubble is much weaker. In fact, it is so much weaker that it does not induce significant 
topology changes of the long bubble or the velocity of it over time. Several distinct features that 
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the previous 2-way coupling simulations have shown were not observed. Due to the lack of 
topology change, the results look similar to those obtained from the 1-way coupling. Comparison 
of the coalescence positions and the relative velocities of the small bubbles as well as the bypass 
ratio between two different bubble size shows that the trend predicted by the 1-way coupling 
simulations in chapter 7 is largely consistent with the 2-way coupling simulations. It can also be 
established that the results obtained from the 1-way and the 2-way coupling should be closer when 
the bubble size decreases as the influence of the small bubbles on the long bubble diminishes.  
 Summary of Chapter 8 8.7
In this chapter, two different 2-way coupling formulations have been used to investigate 
the influence of the small bubbles on the long one. The first type of formulation couples the 
reaction force acting on the flow field by the small bubbles back to the momentum equation. The 
result is compared with that obtained from the forward coupling simulation, which is essentially a 
1-way coupling simulation with the flow field activated. The comparison showed that the coupling 
of reaction forces with the momentum equation does not affect the results significantly. In addition 
to the coupling of the reactions forces, the second type of formulation, obtained from Ferrante & 
Elghobashi (2005), takes into account the void fraction of the small bubbles in local cells, albeit in 
an approximate manner. It must be stressed that the Ferrante & Elghobashi’s model is not best 
model around but it is the most convenient first step. Future work will be needed to further 
improve such two-way coupling models that are beyond the scope of this thesis.  
Due to the technical difficulties, the extra term (1-C) was initially only introduced in the 
momentum equation. It was found that such formulation exaggerates every quantity that is of 
interest in the present thesis. The Ferrante & Elghobashi’s model was successfully implemented at 
a later stage and the result was compared with the 1-way coupling and the 2-way coupling with the 
first type of formulation. It was found that the bubble velocity changes relatively dramatic with 
time and there are noticeable topology changes. This has dramatically affected the results such as 
for the total number of bubble coalescences, coalescence positions, bypass ratio, etc. However, the 
comparison of the average velocity of the long bubble of the 2-way coupling simulations (1st and 
2nd type formulations) with the velocity of a single long bubble shows that the influence of the 
small bubbles on the velocity of the long bubble is small if not negligible. This finding was also 
reported by Hale (2000). 
On the other hand, the comparisons show that 1-way coupling can give a fairly good 
prediction of the long bubble shape and velocity at steady state with much shorter computational 
time. Although the predictions for the results that are related to small bubbles were reasonable, the 
error can be as large as 33% when compared with the 2-way coupling. The effects of Ar and the 
263 
 
size of the small bubbles were also investigated. It was found that the dependence of the results on 
Ar and the size of the small bubbles are mostly in line with that in the 1-way coupling. On the 
other hand, it was also found that the number of bubble coalescences is closely linked to the initial 
arrangement of the small bubbles, i.e. the locations at which the bubbles were injected. Finally, it 
has been established that the results from the 1-way coupling are more coherent and consistent 
with those from the 2-way coupling when the size of the bubble is small (d < 0.01). 
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9. 3-D simulations for single bubbles 
Chapter 9 
3-D Simulations for Single Bubbles 
 Introduction 9.1
In the previous chapters, it has been shown that while the two-dimensional simulations 
predict general trends of bubble dynamics correctly, quantitative agreement with the experimental 
data is not obtained. The merit of those simulations is that they are easier to set up and require 
considerably shorter computational time compared to three-dimensional simulations. Three-
dimensional simulations can give much more accurate results and require no scaling factors to 
transform the numerical results for comparison with experimental data.   
Three-dimensional direct numerical simulations for a bubble moving in a channel or a pipe 
beyond the Stokes flow regime are performed here using the phase field method. This method has 
many multiphase flow applications such as Rayleigh-Taylor instability of a two-phase fluid, 
separation of two fluids (Badalassi et al. 2003) and the onset of droplet entrainment in stratified 
flow (Ding et al. 2007). The extensive history of this method suggests that it may be useful for the 
present work. However, it is expected to be challenging due to technical complications such as the 
complexity of the interface, walls in close proximity of the bubble, possible existence of contact 
lines, restrictions of parameters and in multiphase flow with complex topology. 
 The phase field code has been validated by comparing the steady state bubble shape and 
velocity with those obtained from the front tracking simulation using the same parameters. This 
was achieved by carrying out pseudo 2-D simulations with periodic boundary conditions, where 
the spanwise direction of the domain was kept as small as possible. In the present work, a new 
algorithm called the Interface Rescue Algorithm has been developed and used for all the 
simulations here to keep the interface intact (sharp and minimium smearing of the interfaces). 
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Three-dimensional simulations were carried out for channels and pipes. A moving reference frame 
was imposed to keep the bubble stationary in the computational domain. The results are compared 
with the experimental data presented in Viana et al. (2003) and Gokcal (2008).  
   Similar to the work with the front tracking code, the initial condition used is an 
ellipsoidal bubble at the centre of the computational domain. Simulations were performed using a 
range of Bo, Ar, channel inclination and bubble size with stagnant (3-D channel and pipe 
simulations) or moving liquid (Pseudo 2-D simulations). The schematic of a long bubble rising in 
a square channel with height/diameter of D (= 1) in both y- (Spanwise) and z-direction is shown in 
figure 9.1.  
 
Figure 9.1: Schematic of bubble rising in a channel 
The void fraction in the regions occupied by the gas and liquid are set to be 1 and 0, respectively. 
Unless specified otherwise, all the simulations were carried out with μG/μL and ρG/ρL of O(10-3). 
Lastly, the dimensionless time τ* is expressed as t for the sake of convenience. 
 Pseudo 2-D Simulations 9.2
The purpose of the pseudo 2-D simulations is to validate the phase field code by 
comparing the results with those obtained from the front tracking simulations. In the pseudo 2-D 
simulations, the spanwise direction of the domain, which is the y-direction as shown in figure 9.1, 
was set as thin as possible so that the domain resembles a thin strip. The minimum number of grid 
cells due to the stencils used is 10. The usual number of grid cells used in the z-direction is 60, 
balancing the computational time and the accuracy of the results. While walls were imposed as 
boundary conditions in the z-direction, periodic boundary conditions were imposed in both 
streamwise and spanwise directions. Figure 9.2 illustrates the typical domain for the Pseudo 2-D 
simulation. 
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Figure 9.2: Schematic of typical Pseudo 2-D simulation. 
9.2.1 Validation of the Phase Field Simulations 
The selected front-tracking case used as a benchmark test case is a simulation of slug 
bubbles moving in a vertical channel with periodic boundary conditions. The following parameters 
were used in the two-dimensional simulation: Ar = 20, Bo = 5, dp = 0.5, μG/μL = 0.01, ρG/ρL = 0.1 
and a bubble cross-sectional area of 0.4πD2. The length of the domain is 6D. In the pseudo 2-D 
simulation, there are several other important parameters. The interfacial thickness parameter ε was 
set to be 0.5 Δz, where Δz is the width of one grid cell, so that the interface is sharp enough but not 
to the extent that it introduces numerical instability. The mobility parameter Pe, which relates the 
rate of advection of the fluid flow to the rate of interfacial diffusion, was set to be 1/ ε. The choice 
of Pe is based on Jacqmin (1999), who suggested that it must be asymptotically small when the 
diffuse interface approaches zero, for instance, ? ? ?? , where 1 < n < 2. Figure 9.3 shows the 
bubble shape of the two-dimensional front tracking simulation at different times.   
 
(a) 
 
(b) 
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(i) 
Figure 9.3: Bubble shape of the two-dimensional front tracking simulation at (a) t = 0, (b) t = 0.4, (c) t = 0.8, (d) 
t = 1.2, (e) t = 1.6, (f) t = 2.0, (g) t = 4.0, (h) t = 10 and (i) t = 20. 
The grid resolution of the two-dimensional simulation shown in figure 9.3 was set to 
360×60 and the time step was 0.002. The bubble was at the centre of the channel at all times due to 
the moving reference frame. The bubble shape becomes virtually steady at t = 10 which is well 
before the end of the simulation at t = 20. Figure 9.4 shows the bubble shape of the pseudo 2-D 
simulation at different times. The corresponding grid resolution and time step were 600×10×100 
and 10-4 respectively.  
 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
269 
 
 
(f) 
 
(g) 
 
(h) 
 
(i) 
Figure 9.4: Bubble shape of the pseudo 2-D simulation at (a) t = 0, (b) t = 0.5, (c) t = 1.0, (d) t = 2.0, (e) t = 4.0, (f) 
t = 8.0, (g) t = 10.0, (h) t = 15.0 and (i) t = 20.0. 
As can be seen from the figure, the bubble does not reach a steady state shape. There is 
severe interface smearing at the back of the bubble from t = 2 onwards, in the form of two threads 
formed at the back of the bubble. This unpleasant interface smearing at the back of the bubble was 
also reported by Ndinisa et al. (2005), albeit the group used the volume-of-fluid (VOF) method 
instead of the diffuse-interface method. They also reported that the interface at the bubble front did 
not exhibit any interface smearing, which is also observed here. Ndinisa et al. (2005) pointed out 
that this type of simulation requires an extremely fine grid to perform and they suggested a hybrid 
method combining the VOF and two-fluid model to carry out such simulations. 
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Figure 9.5: Bubble velocity of the front tracking and Pseudo 2-D simulations 
It has been established that the bubble velocity is strongly dependent on the length of the 
bubble and the separation distance between the bubbles in simulations with periodic boundary 
conditions. The continuing smearing of the bubble is found to coincide with an increase in the 
bubble velocity. This can be clearly seen in figure 9.5, where results are presented with different 
computational grids. The bubble velocity was calculated from the sum of the product of axial 
velocity and phase field over the sum of phase field in the entire domain, 
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1  (9.1) 
It can be seen from the figure that bubble velocities follow a similar trend, albeit that the result 
obtained with the coarsest grid over-predicts the front-tracking result at all times and those for fine 
grids under-predict most of the time. At first, the interface smearing of the bubble tail was 
considered to be caused by the low grid resolution. However, as shown in figure 9.5 and 9.6, it 
also occurs in simulations with finer grids, even though the smearing in the simulation with fine 
grid is not as severe as that with coarse grid 
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(a) 
 
(b) 
Figure 9.6: Bubble shape of the pseudo 2-D simulation at t = 15.0 with grid resolution of (a) 600×10×100 and (b) 
1200×10×200. 
Furthermore, it was found that interface smearing at the bubble tail is not exclusive to the 
pseudo 2-D simulations. Figure 9.7 shows the iso-surface plot of a 3-D bubble moving in a 
horizontal pipe. The parameters used in this 3-D pipe simulation were less modest than the pseudo 
2-D simulation (higher value of Ar and Bo, lower value of density ratio): Ar = 100, Bo = 10, 
dp = 1.0, μG/μL = 0.01, ρG/ρL = 0.02 and bubble size of 0.16πD3. Periodic boundary conditions were 
imposed over the domain of size 8D instead of 6D. 
   
Figure 9.7: Iso-surface plots of a bubble moving in a horizontal pipe 
At first glance, it seems that the iso-surface plot of the bubble shows no sign of interface smearing 
but this is expected since only the contour of C = 0.5 is shown, which of course is perfectly sharp. 
However, looking more closely at the bubble, one would see that there is a sharp tip at the bubble 
tail, which to a certain extent resembles the initial stage of interface smearing shown in figure 
9.4(e). A contour plot of the cross-section of the bubble at different time shows that the bubble 
was in fact shrinking throughout the simulation. This can be clearly seen in figure 9.8. 
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(c) 
Figure 9.8: Contour plot of the bubble in a horizontal pipe at (a) t = 50, (b) t = 1000, (c) t = 1500. 
One important tail-tale sign of interface smearing at the back of the bubble is the extremely long 
time before the bubble velocity and its shape start to approach its steady state value. This is exactly 
what happened in the 3-D pipe simulation. The figure clearly shows that there is gas leakage at the 
tip of the bubble tail. As the simulation proceeds, the bubble shrinks and eventually there is so 
much gas leakage that the flow became stratified. This is another form of interface smearing that 
was encountered in the phase-field simulations. In both the pseudo 2-D and 3-D simulation, the 
global mass conservation was excellent but it is obvious that the mass conservation of the bubbles 
is not satisfactory for the grid used. 
 
Figure 9.9: Schematic of the direction of flow field and surface tension when interface smearing occurs occurs in 
2-D simulations. 
In the pseudo 2-D simulation, the interface smearing triggers two phenomena: Leakage of 
gas through the two threads at the bubble tail and penetration of liquid into the bubble through the 
middle. The yellowish contour has a phase field C of less than 1. Therefore, the growing contour 
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in the middle of the bubble indicates that there is an increasing amount of liquid inside the bubble. 
An explanation for the interface smearing in the pseudo 2-D simulations is that the liquid can only 
flow around the bubble in two directions. In the case of a vertical flow, the liquid flows around the 
bubble in the way shown in figure 9.9 (top). This creates one stagnation point at the front and one 
at the back of the bubble and induces two circulation regions inside the bubble. As the simulation 
proceeds, the liquid flow around the bubble and the circulation inside the bubble smear the 
interface at the back of the bubble. While the flow around the bubble stretches the bubble tail, i.e. 
gas leakage through the threads, the circulation regions inside the bubble introduce liquid into the 
bubble. Once the interface starts smearing and creates a negative radius of curvature (assuming 
radius of curvature is positive for curvature that is pointing inwards), the surface tension forces are 
not pointing into the direction needed to keep the bubble in shape. Instead, the surface tension is 
directed such as to smear the interface even more as shown by the black arrows in figure 9.9. In 
the 3-D simulation, the interface smearing was not as extensive as that in the pseudo 2-D 
simulation, even though the parameters used were much more challenging (higher value of Ar and 
Bo, lower value of density ratio). The bubble shrinkage was due to the leakage of gas as there was 
no liquid going into the bubble. The reason for this is that the extra dimension in the 3-D 
simulation allows the surface tension to preserve the bubble as is seen in figure 9.10. The surface 
tension effect is stronger in the 3-D simulation than the 2-D simulation and stops the bubble from 
being stretched further as well as the liquid going into the bubble. However, it does not stop the 
interface smearing.  
Finally, it is noted here that the extensive computational times required for 3-D 
simulations has prevented conducting a 3-D convergence test wherein the grid spacing was very 
much reduced; if the results would have indicated that extreme grids would be required, the 
approach would not have been feasible for the present work. 
 
Figure 9.10: Schematic of the directions of surface tension forces for a 3-D bubble. 
9.2.2 Interface Rescue Algorithm (IRA) 
To combat the issue of interface smearing at the back of the bubble, a method called the 
Interface Rescue Algorithm (IRA) was used to keep the bubble intact without using excessively 
fine grids and small time steps. The idea behind this algorithm is to recycle the lost gas back to the 
bubble and the algorithm can only functions near the interface. This is illustrated in figure 9.11. 
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Figure 9.11: Illusration of the idea of the Interface Rescue Algorithm (IRA). 
The source of the problem can be traced back to the advection-diffusion equation for two-phase 
incompressible flows. Such equation is absolutely essential to identity different phases for any 
interface-capturing method. The advection equation for an indicator function F, which usually 
represents local volume fraction of gas, 
 0?????
? F
t
F u , (9.2) 
is strictly correct at the interface and in single-phase regions of both fluids as the identity of the 
fluid should not change during the flow. It is expected that the equation should be applied to all 
values of F but there is no proof that this is true. A common practice to solve the difficult equation 
9.2 is to add an artificial, weak diffusion term so that it removes the possibility of discontinuity, 
which often manifests as a form of numerical instability. The phase field or the diffuse interface 
method is characterised by the Cahn-Hilliard equation, which is essentially an advection-diffusion 
equation,   
 ))(( ?????????
? CMC
t
C u . (9.3) 
For a fixed value of the the diffusion parameter, the diffusion term (R.H.S of equation 9.3) allows 
the diffusion to be controlled so that converged results can be obtained upon grid refinement. The 
problem is, as presented in this chapter, it requires an extremely fine grid and small time step to 
obtain a converged result. 
To circumvent the problem, a new source term S is added to the Cahn-Hilliard equation so 
that the equation becomes 
 SCMC
t
C ?????????
? ))(( ?u . (9.4) 
The choice of S for the modified Cahn-Hilliard equation is then a practical matter. It was found 
that the equation below gives the best result in the test cases,  
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where 
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and 
 ? ?? ??????? ?? V dVCCCb 12
1 2  (9.7) 
so that the overall source term is precisely zero 
  ? ?
V
SdV 0  (9.8) 
The detailed development of the source term is presented in Appendix J. The merit of this source 
term is that the definition of u in equation 9.4 does not have to be changed since it satisfies the 
equation 9.4 and the continuity equation. As can be seen from equation 9.5, the source term S is 
active only very near the interface; it is positive inside the gas phase and negative in the liquid 
phase. Owing to the curved interface of a bubble, the region where the source term is positive 
(inside the interface) is slightly smaller than the region where the source is negative (outside the 
interface). The term in the squared brackets in equation 9.5 estimates the rate of mass loss and 
corrects it so that the overall source term is zero (see Appendix J). In general, the IRA uses the 
source term, to create a source and a sink at the interface to suck all the loose gases around the 
interface and recycle these back to the bubble. The IRA allows the use of coarser grids and 
possibly larger time steps to carry out this kind of simulation. 
9.2.3 Pseudo 2-D Simulations with IRA 
A pseudo 2-D simulation with the same parameters as in section 9.2.1 was repeated, now 
using the IRA. Note that the grid resolution is 360×10×60 instead of 600×10×100 to facilitate a 
direct comparison with the result from the front tracking simulation. Figure 9.12 shows the bubble 
shape of the pseudo 2-D simulation at different times. It is clearly seen that the IRA has resolved 
the interface smearing problem at the back end of the bubble, even though the number of grid cells 
is about 2.8 times less than the previous 2-D simulation. The bubble reaches a steady state shape at 
t = 10, which is the exactly the same as that in the 2-D front tracking simulation.  
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Figure 9.12: Bubble shape of the pseudo 2-D simulation at (a) t = 0, (b) t = 1.0, (c) t = 2.0, (d) t = 4.0, (e) t = 8.0, (f) 
t = 10.0, (g) t = 15.0 and (h) t = 20.0. 
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Figure 9.13: Comparison of the steady state bubble shape obtained from the 2-D front tracking simulation with 
that obtained from the pseudo 2-D simulation with IRA (Ar = 20, Bo = 5, dp = 0.5, μG/μL = 0.01, ρG/ρL = 0.1 and in a 
vertical channel). 
Comparison Comparison of the steady state bubble shape in the 2-D front tracking and the 
pseudo 2-D simulations is shown in figure 9.13. It can be seen that the bubble shape in the pseudo 
2-D simulation is in good agreement with that in the front tracking simulation, even though both 
the bubble front and the bubble tail are slightly more blunted and rounded. This rounding can be a 
result of the IRA. 
 
Figure 9.14: Bubble velocity of the front tracking and Pseudo 2-D (with/without the IRA) simulations (Ar = 20, 
Bo = 5, dp = 0.5, μG/μL = 0.01, ρG/ρL = 0.1 and in a vertical channel). 
Figure 9.14 shows the transient bubble velocity obtained from the front tracking 
simulation and the pseudo 2-D simulation with and without the IRA respectively. Note that the 
grid resolution of the pseudo 2-D simulation without the IRA is 300×10×50 (closest to the 
resolution of the front tracking simulation) instead of 360×10×60. As can be seen from the figure, 
the transient velocity of the pseudo 2-D simulation with the IRA is in fairly good agreement with 
that of the front tracking simulation although it is slightly lower in magnitude for almost the entire 
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time. The steady state bubble velocity predicted by the front tracking simulation is 0.9018 whereas 
that predicted by the pseudo 2-D simulation is 0.8775, which is about 2.76% lower. On the other 
hand, it was found that the global mass conservation and the mass conservation of the bubble were 
both excellent.  
 
Figure 9.15: Comparison of the steady state bubble shape obtained from the 2-D front tracking simulation with 
that obtained from the pseudo 2-D simulation with IRA (Ar = 20, Bo = 10, dp = 1.0, μG/μL = 0.01, ρG/ρL = 0.001 in a 
inclined channel). 
 
Figure 9.16: Bubble velocity of the front tracking and Pseudo 2-D simulations with the IRA (Ar = 20, Bo = 10, 
dp = 1.0, μG/μL = 0.01, ρG/ρL = 0.001 in a inclined channel). 
Similar work has also been carried out for a bubble moving in a channel tilted at 30°, for 
Ar = 20, Bo = 10, dp = 1.0, μG/μL = 0.01, ρG/ρL = 0.001 and bubble cross-sectional area of 0.4πD2. 
The grid resolution is the same as the simulations for the bubble moving in a vertical channel 
presented above. As can be seen from figure 9.15, the bubble shape is in reasonable agreement 
with that of the front tracking simulation but it is not as good compared to the vertical case. The 
bubble front is more rounded and flatter but the bubble tail was less sharp compared to that in the 
front-tracking simulation. Figure 9.16 shows the corresponding bubble velocity over time; good 
agreement is obtained with that in the front tracking simulation most of the time. The steady state 
velocity predicted by the front tracking simulation is 0.9438 whereas the one predicted by the 
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pseudo 2-D simulation is 0.9404, which is only 0.37% smaller. The velocity agreement is therefore 
better than that of the vertical case. The agreement of all these results highlights the success of the 
IRA. 
 Sensitivity Analysis 9.3
In this section, the results from the sensitivity analyses of density and viscosity ratios, grid 
resolution, interface thickness ε and mobility parameter Pe are presented. Unless specified 
otherwise, the sensitivity analyses were carried out using the pseudo 2-D simulations with the 
same parameters as the validation study.  
9.3.1 Density Ratio and Viscosity Ratio 
The density and viscosity ratio are important parameters in the phase field method. 
Understanding the way the bubble shape and velocity change with these ratios helps setting up the 
subsequent simulations. Large density and viscosity differences between the two fluids in a two-
phase incompressible flow present a challenging problem to the computations with diffuse-
interface methods. Ding et al. (2007) have shown that the current diffuse interface model can give 
good results at large density differences, although it’s not entirely clear how the computation 
behaves when the difference of viscosity is significant. The grid resolution of this study was set to 
360×10×60 and the pressure drop was equal to 0.5 for all simulations. 
 
 (a) (b) 
Figure 9.17: (a) The predicted steady state velocity and (b) the transient velocity of a bubble moving in a vertical 
channel vs. ρG/ρL with parameters of Ar = 20, Bo = 5, μG/μL = 0.01 and bubble size of 0.4πD2 (log=log10). 
Figure 9.17(a) shows the effect of density ratio on the bubble velocity at steady state. As 
expected, the bubble velocity increases with –log (ρG/ρL), i.e. decrease of ρG/ρL, but the velocity 
becomes less sensitive to the change of –log (ρG/ρL) as –log (ρG/ρL) increases further, i.e. a 
decrease of ρG/ρL. It is interesting to see that the predicted bubble velocity is almost independent of 
–log (ρG/ρL) when –log (ρG/ρL) = 2.0. The bubble velocity at –log (ρG/ρL) = 2.0 is only 0.6% lower 
than that at –log (ρG/ρL) = 3.0. The result is consistent with that obtained in the front tracking 
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simulations. On the other hand, figure 9.17(b) shows that the transient bubble velocity for different 
density ratio generally follows the same trend, despite there being a small step change in velocity 
at t = 14 for the high density ratio. The above results indicate that –log (ρG/ρL) = 2.0 are large 
enough to give an accurate prediction to the bubble velocity even for low viscosity liquids like air-
water systems. 
 
 (a) (b) 
Figure 9.18: (a) The predicted steady state velocity and (b) the transient velocity of a bubble moving in a vertical 
channel vs. μG/μL with parameters of Ar = 20, Bo = 5, ρG/ρL = 0.1 and bubble size of 0.4πD2 (log=log10). 
Figure 9.18(a) shows the effect of viscosity ratio on the bubble velocity at steady state. 
Similar to the dependence of bubble velocity on the density ratio, the velocity increases with –log 
(μG/μL) but it becomes less sensitive to the value of –log (μG/μL) as –log (μG/μL) increases, i.e. a 
decrease of the value of μG/μL. The predicted bubble velocity becomes independent of –log (μG/μL) 
beyond –log (ρG/ρL) = 2.5. However, the bubble velocity at –log (μG/μL) = 2.0 is only 2.4% lower 
than that at –log (ρG/ρL) = 3.5. The result is qualitatively consistent with that obtained in the front 
tracking simulations (see figure 6.1). On the other hand, figure 9.18(b) shows that the transient 
bubble velocity for different viscosity ratio generally follows the same trend. The above results 
indicate that –log (μG/μL) = 2.5 is small enough to give accurate prediction of the bubble velocity 
for high viscosity liquid. Values that is larger than 2.5 do not improve the accuracy significant 
enough to justify the computational difficulty and more stringent requirements of grid resolution 
and time step that brings in with them. 
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 (a) (b) 
Figure 9.19: The predicted shape of a bubble moving in a vertical channel with different (a) density ratio under 
the condition of Ar = 20, Bo = 5 and μG/μL = 0.01 and (b) viscosity ratio under the conditions of Ar = 20, Bo = 5 and 
ρG/ρL = 0.1. Red line represents density or viscosity ratio of 0.00316 and the grey line denotes density or viscosity 
ratio of 0.316 
Figure 9.19(a) shows the predicted shape of a bubble moving in a vertical channel with 
ρG/ρL = 0.316 (grey line) and ρG/ρL = 0.00316 (red line). The line represents the interface, i.e. void 
fraction C = CI = 0.5. Although the bubble shapes are quite similar, the front of the bubble in a flow 
with ρG/ρL = 0.00316 is more pointed than that for ρG/ρL = 0.00316 whereas the tail seems to be 
more rounded. As a whole, the bubble is slightly longer for lower density ratio. This is consistent 
with that in the front tracking simulation. Figure 9.19(b) shows the predicted shape of a bubble 
moving in a vertical channel with μG/μL = 0.316 (grey line) and μG/μL = 0.00316 (red line). As can 
be seen from the figure, the bubble that moves in a system with a lower value of μG/μL (high 
viscosity liquid) is longer. This is the opposite of the prediction from the front tracking simulation. 
Unlike the change of ρG/ρL, decreasing the value of μG/μL  by two orders of magnitude does not 
change the bubble front. It also seems that the shape of the bubble tails is independent of the μG/μL.   
9.3.2 Grid Resolution 
Simulations with three different grid resolutions were carried out to study the effect of grid 
refinement on the bubble shape and velocity. The three grid resolutions are 180×10×30, 
360×10×60 and 720×10×120. Figure 9.20(a) shows the steady state bubble velocity with respect to 
the grid resolution. The grid size Δz is basically the reciprocal of the number of grids in z-
direction. The result is converging as the grid resolution increases and the inferred bubble velocity 
for a “perfect grid”, i.e. Δz→0, is equal to 0.8915, which is about 1% lower than that predicted by 
the front tracking simulation with grid resolution of 360×60. Figure 9.20(b) shows the trend of the 
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transient velocity is independent of the grid resolution. They all approach steady state velocity at 
approximately t = 12. 
 
 (a) (b) 
Figure 9.20: (a) Steady state velocity and (b) transient velocity for different grid resolutions. 
 
 (a) (b) (c) 
Figure 9.21: The predicted bubble shape from the pseudo 2-D simulation with different grid resolutions. 
The bubble shape predicted by the pseudo 2-D simulations with different grid resolutions 
is shown in figure 9.21. It can be seen that the bubble shape predicted by the pseudo 2-D 
simulations with grid resolution of 180×10×30 and 360×10×60 are essentially the same. However, 
the one predicted with grid resolution of 720×10×120 has a slightly more pointed bubble nose and 
thinner liquid layers around the bubble. The bubble is also slightly longer than those predicted on 
coarser grids. The reason for the elongation of bubble upon grid refinement is not very clear. A 
possible explanation is that the liquid film between bubble and wall is rather thin, and especially 
with PFM requires a fine mesh to be resolved accurately. Nevertheless, simulations with further 
grid refinement would be needed to understand this issue better. 
283 
 
9.3.3 Interfacial Thickness 
 
Figure 9.22: Steady state bubble velocity with respect to different interfacial thickness ε and grid resolutions. 
In the current phase field simulation, the interfacial thickness parameter ε is always of 
O(Δz) and is defined as cΔz, where c is a constant which should be chosen so that the best result 
can be obtained. The value of ε should not be too small because the the interfacial region is not 
resolved accurately, and the numerical method may become unstable and so even finer grids are 
required in addition to the already stringent grid requirement. On the other hand, it cannot be too 
large because a thick interface is often undesirable in CFD. Therefore, a compromise has to be 
made. According to previous experience, c has to be at least 0.45 otherwise the simulation will 
crash. Figure 9.22 shows that FrG increases significantly with decreasing value of constant c. As 
the grid resolution increases FrG increases and becomes closer to the value predicted by the front 
tracking simulation, which is 0.9018. It also seems that FrG may reach an asymptotic value when 
c→∞. Simulations with larger c would be needed to verify this, but it would not be of practical 
interest here.   
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Figure 9.23: Transient velocity of a bubble moving in a vertical channel for different ε and grid resolutions. 
Figure 9.23 shows the transient velocity for different ε and grid resolution. It can be seen 
that the trends are the same and the changes of bubble velocity become negligible when t ≥ 12. In 
general, the predicted FrG using a grid resolution of 360×10×60 is lower than when using 
720×10×120, regardless of the value of ε.  
Figure 9.24 shows the bubble shape predicted by the pseudo 2-D simulation with different 
interfacial thickness ε and grid resolution as well as that predicted by the 2-D front tracking 
simulation with grid resolution of 360×60. As the value of ε increases, the bubble becomes wider 
and shorter, regardless of the grid resolution. While the bubble nose is independent of ε, the bubble 
tail is rounder. As a result, the thickness of the liquid layer gradually reduces from the nose to the 
tail. It seems that as ε increases to for instance, ε = 1.0, the bubble shape becomes more similar to 
that predicted by the front tracking simulation. Compared to the simulation at ε = 0.5, the shape of 
the tail agrees better with that predicted by the front tracking simulation, although the front is 
roughly the same. Although the bubble shape is in better agreement with that from the front 
tracking simulation, the comparison of the bubble velocity is not as good as the one predicted by 
the simulation with ε = 0.5, as shown in figure 9.22. For finer grid (720×10×120), it is 
approximately 22% (ε = 1.0) off as opposed to 1.75% for the case with ε = 0.5. For coarser grids, 
the agreement would deteriorate further. It is also expected that the comparison worsen if ε 
increases further. Based on these observations, the way to achieve the best agreement with the 
result of front tracking simulation would be to use very fine grid and large value of ε (e.g. ε = 1.0). 
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 (a) (b)(b(b) (c) 
Figure 9.24: The predicted shape of a bubble moving in a vertical channel for different ε with grid resolution of 
(a) 360×10×60, (b) 720×10×120 and (c) the front tracking simulation with grid resolution of 360×60. The green and 
the red line represent ε = 0.5. The orange and the blue line represent ε = 0.75. The dark blue and the pink line 
denotes ε = 1.0. 
9.3.4 Mobility Parameter Pe 
 
 (a) (b) 
Figure 9.25: (a) Steady state velocity and (b) transient velocity for different grid resolutions. 
The mobility parameter is an important constant in the Cahn-Hilliard equation (3.48) in the 
phase field simulations and it is often denoted in dimensionless form as a Peclet number. Pe 
relates the rate of advection of the fluid flow to the rate of interfacial diffusion. Figure 9.25(a) 
shows that the bubble velocity increases non-linearly with Pe and it also seems that the bubble 
velocity converges to approximately to 0.87 as Pe→0. Figure 9.25(b) shows that, in general, the 
bubble velocity follows the same trend for all Pe. However, when Pe = 4.0/ε, there is a clear step 
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change at 7< t < 8 and as a result, the steady state bubble velocity is reached at around t = 16 
instead of t = 12, like the simulations with smaller Pe.   
 
Figure 9.26: The predicted shape of a bubble moving in a vertical channel for different Pe. The red line 
represents Pe = 1.0/ε, the black line represents Pe = 2.0/ε and the green line denotes Pe = 4.0/ε. 
From figure 9.26, it is seen that the bubble shortens in length when Pe increases. The 
bubble also becomes wider and the thickness of the liquid layer around the bubbles becomes 
thinner. The shape of the bubble nose is independent of Pe but the shape of the bubble tail 
becomes slightly more rounded due to the shortening of bubble length. In general, the above 
results show that increasing the value of Pe can offer slight improvement. However, it has been 
shown that the predicted bubble velocity can be quite far off when the value of Pe is large. It 
seems that both Pe = 1.0/ε and Pe = 2.0/ε can give fairly good agreement with the result of the front 
tracking simulation and in this particular case, Pe = 2.0/ε gives the best agreement. 
 3-D Channel and Pipe Simulations 9.4
It has been shown in the previous section that the modified phase field method is fairly 
good at simulating bubbles moving in a channel in 2-D. The results of the pseudo 2-D simulations 
are in good agreement with those of the front tracking simulations, which have been validated 
against other numerical work (DeBisshop et al. 2002) and experimental data (Viana et al. 2003; Li 
et al. 2008). The next step is to fulfil the true purpose of using phase field method, which is to 
carry out 3-D simulations for channels and pipes. Figure 9.27 shows the schematic of a 3-D 
simulation for a pipe; the schematic of a 3-D simulation for a channel is shown in figure 9.1 above. 
Details of how to convert a square channel to a pipe (using an Immersed Boundary Method) have 
been presented in chapter 3. Two types of boundary conditions have been used in the 3-D 
simulations. Periodic boundary conditions (PBC) was used in the 3-D pipe simulations and the 
typical non-PBC boundary conditions with moving reference frame (refer to section 3.6.2) have 
been used in both 3-D pipe and 3-D channel simulations. Wall boundary conditions were applied 
to both y- and z-directions. For pipes, the wall boundary conditions are of course applied to the 
pipe instead of the square domain and the pipe wall moves at the same velocity but opposite 
direction to the bubble. A slight change to the momentum equation (adding an acceleration term) 
was accounted for when the moving reference frame is employed (see section 3.3.4): 
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and for pipes, 
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Furthermore, based on the previous experience with the pseudo 2-D simulations, a grid 
resolution of 480×60×60 is enough to give fairly good results at reasonable computational cost. 
The domain length is the same as for the pseudo 2-D simulations (8D). In order to maintain the 
rigour of the approach, no contact line was allowed in the simulations. The reason for this is that 
the contact line physics of a slug bubble is unclear. To achieve no contact line on the wall, the row 
of grids that is right next to the wall was set to equal to the phase field of liquid, i.e. C = 0.  
The majority of the 3-D phase field work has been to examine the ability of such method 
to predict the bubble dynamics using the same parameters as in published experimental data. It is 
also the aim of this section to investigate the influence to the result after the implementation of the 
Immersed Boundary Method, i.e. conversion of a square channel to a pipe. 
 
Figure 9.27: Schematic of bubble in a pipe. 
9.4.1 Sensitivity analysis of time constant 
Before looking into the results of 3-D channel and pipe simulations, a sensitivity analysis 
on the time constant τRB should be discussed first. The time constant τRB is an important parameter 
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in the Immersed Boundary Method since it controls the “stiffness” of the pipe. In the present work, 
the time constant τRB is of O(Δt) and is defined as cτΔt, where cτ is a constant chosen in way such 
that the best results can be obtained. 
 
Figure 9.28: Transient bubble velocity for different value of time constant τRB. The parameters are: Ar = 100, 
Bo = 10, dp = 1.0, μG/μL = 0.01, ρG/ρL = 0.02 and grid resolution of 300×50×50. 
The results shown in figure 9.28 are from 3-D pipe simulations with periodic boundary 
conditions imposed over the domain, without using the IRA. The parameters are: Ar = 100, 
Bo = 10, dp = 1.0, μG/μL = 0.01, ρG/ρL = 0.02 and grid resolution of 300×50×50. This can be noticed 
by the lengthy simulation time and the fact that the bubble velocities do not reach a steady state 
value. It is unlikely that the interface smearing would change the outcome of the sensitivity 
analysis significantly. The key message of figure 9.28 is that as long as τRB < 1000Δt, the steady 
state bubble velocity would be independent of the value of τRB, though 1 ≤ cτ ≤ 10 is preferred. The 
3-D pipe simulations presented in subsequent sections were carried out with τRB = 2.5Δt.  
9.4.2 Simulations with Vertical Channel or Pipe 
The 3-D channel and the 3-D pipe simulations were performed using the same parameters 
as the heavy oil experiments with a long bubble moving in a pipe performed by Gokcal (2008). 
Gokcal carried out a series of experiments with different oil viscosity values; for the purpose of the 
current study, the set of data for an oil viscosity of 645cP was chosen to perform the 3-D 
simulations. In the experiment, the density of oil is 889g/cm3 and the surface tension is 
0.0325N/m. The internal pipe diameter is 50.8mm (2 inches). By converting these physical 
quantities into dimensionless form, the following input parameters were used: Ar = 49.4, 
Bo = 691.79, μG/μL = 0.001 and ρG/ρL = 0.001125. Although μG/μL should be of O(10-5), it has been 
shown in the sensitivity analysis of pseudo 2-D simulations that the predicted bubble velocity is 
independent of μG/μL when –log (μG/μL) > 2.5, i.e. μG/μL < 3.16×10-3. Therefore, μG/μL = 10-3 is 
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chosen here instead. For the pipe simulations, the pipe radius was set such that the pipe wall is as 
close to the sides of the square domain as possible. For this reason, the radius of the pipe was fixed 
at 0.495. In this study, inlet-outlet boundary condition and MRF were implemented and the liquid 
was stagnant to facilitate comparison with the experimental data. The bubble size is 0.24πD3 and 
the domain length is L = 8D. 
The drift velocity, expressed as Fr0 is equal to 0.291 in Gokcal’s experiment for bubble 
moving in a pipe. The drift velocity Fr0 predicted by the 3-D channel and 3-D pipe simulation is 
0.292 and 0.264 respectively. The respective deviation from the experimental data is +0.34% and -
10%. This indicates that the result of 3-D channel simulation is in better agreement with the 
experimental data than that of 3-D pipe simulation. The mass loss of both simulations was very 
small (less than 1%).  
 
(a) 
 
 (b) 
Figure 9.29: Iso-surfaces plot (front-view, back-view and side view) of the bubble in (a) a channel and (b) a pipe.  
 
(a) 
 
(b) 
Figure 9.30: Contour plot (side-view) of the bubble in (a) a channel and (b) a pipe. 
Figure 9.29 shows the iso-surfaces plot of the bubble in 3-D channel and pipe simulations. 
The yellow background of figure 9.29(b) is the pipe. From the front view, it can be seen that the 
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bubble in the 3-D channel is more squared in shape whereas the bubble in the 3-D pipe is more 
rounded in shape. From the back-view of the bubbles, it can be seen that the both bubble tails are 
concave in shape as expected since Bo is large. Furthermore, the bubble tail in a pipe is more 
circular and smoother than that in a channel. This corresponds to its smaller cross-sectional area. 
From the side-view, the bubble in a pipe seems to be longer and thinner than that in a channel. 
This can be clearly seen from the contour plot of local volume fraction C in figure 9.30. Note that 
the contour represents the Y-plane, i.e. the plane where x-axis and z-axis co-exist, and the slice cut 
right through the centre of the bubble. Although Gokcal (2008) did not present any images of the 
bubbles, the predicted shape is consistent with Taha & Cui (2006) and Li et al. (2008), who 
reported similar observations. 
 
Figure 9.31: Transient velocity of a bubble moving in a vertical channel and pipe. 
It is reported above that Fr0 predicted by the 3-D channel simulation is in excellent 
agreement with the experiments but that the 3-D pipe simulation under-predicts Fr0 by 10%. It 
would be interesting to see if the results also agree with other literature. Before going into this, two 
further 3-D channel simulations were carried out and their transient velocities were plotted 
together with the two simulations presented above. The parameters of the simulation and the 
configuration of the domain were identical except for the values of Ar and Bo. The mass loss was 
consistent with the previous two simulations (less than 1%). 
Figure 9.31 shows that the transient behaviour of the bubble is very different to that in the 
pseudo 2-D simulation. Instead of a monotonic increase of the bubble velocity and slowly 
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approach to its steady state value, it increases sharply and then decreases rapidly before 
approaching a steady state value. Apart from the 3-D channel simulation with Ar = Bo = 100, it can 
be seen that Fr0 becomes fairly stable when t > 7. Indeed, the bubble shape becomes fairly stable at 
the same time. It can also be seen that Fr0 is steadier at the later stage of the simulation at the lower 
value of Ar.  
 
Figure 9.32 Iso-surfaces plot (front-view, back-view and side view) of the bubble in a channel with Ar = 20, 
Bo = 691.79, μG/μL = 0.001 and ρG/ρL = 0.001125. 
 
Figure 9.33: Contour plot (side-view) of the bubble in a channel with Ar = 20, Bo = 691.79, μG/μL = 0.001 and 
ρG/ρL = 0.001125. 
Figure 9.32 shows the bubble shape in a channel for Ar = 20 and Bo = 691.79. From the 
front view, it can be seen the shape of the bubble nose does not exhibit significant change 
compared to that at higher Ar. However, the rear view of the bubbles reveals that while the bubble 
tail is still in concave shape, the region where the interface is concave is smaller and more rounded 
than its counterpart with higher Ar. This can be clearly seen from the contour plot in figure 9.33. 
From the side-view of the bubble from figure 9.32 and 9.33, one may notice that the bubble is 
longer and slightly thinner than that with higher Ar. These observations are in qualitative 
agreement with Taha & Cui (2006) and Lu & Prosperetti (2008). 
       
Figure 9.34: Iso-surfaces plot (front-view, back-view and side view) of the bubble in a channel with Ar = 100, 
Bo = 100, μG/μL = 0.001 and ρG/ρL = 0.001125. 
It was mentioned above that the drift velocity is more or less unsteady in the 3-D channel 
simulation for Ar = Bo = 100 compared to the other cases, albeit that the fluctuation is not so large 
as to cause any concern. It also seems that the fluctuation cycle starts at t = 15 and its duration is 
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about 7.5 time units. From the front-view iso-surface plot in figure 9.34, the shape of the bubble 
tail is concave and the concave region is larger than in the other cases. In fact, the region is so 
large that it reaches the edge of the bubble tail, forming four sharp “teeth” there. It may be 
expected these “teeth” will develop into a gas “skirt” and may eventually detach from the main gas 
volume and break into many small bubbles. From the front-view, the bubble nose is very similar to 
that of the other 3-D channel simulations. From the side-view, it can be seen that the bubble is the 
shortest among all the 3-D simulations. On the other hand, the thickness of the liquid layer around 
the bubble decreases from the bubble front to the bubble tail instead of staying constant 
throughout. This is an observation that can be seen for a bubble is rising in a vertical channel/pipe 
at high velocity (Mao & Dukler 1990, 1991). Furthermore, it can be seen that the bubble is wider 
than the other 3-D channel simulations. The result is reasonable because in this range of Bo surface 
tension is almost negligible. Some say the effect of surface tension is negligible when Bo > 40 
(Zukoski 1966; Bendiksen 1984) but others advacote the criterion Bo > ≈ 100 (White & Breadmore 
1962). Either way, the current range of Bo enables the assumption of negligible surface tension 
effect to be valid. Under this circumstance, the bubble often becomes shorter as Ar increases. This 
has been shown by Bugg et al. (1998) and Lu & Prosperetti (2008).   
 
Figure 9.35: The bubble shape at different times. From top to bottom: t = 10, t = 15, t = 20, t = 25 and t = 30. 
Furthermore, it can be seen from the side-view of figure 9.34 that the iso-surface seems to be 
“rougher” than other cases. The reason for this can be inferred from figure 9.35, which shows the 
bubble shape at different times: there are several local unsteady effects develop, for relatively high 
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liquid viscosity. There are waves on the falling film at the bubble sides, and the bubble tail 
oscillates. This can be clearly seen in figure 9.36. Owing to these unsteady effects, the bubble 
shape and velocity are not as stable as the other cases over time.  
Figure 9.36: Local unsteady behaviour of a rising bubble for Ar = 100, Bo = 100, μG/μL = 0.001 and 
ρG/ρL = 0.001125 
 
Figure 9.37: Comparison of the predicted Fr0 with the experimental data of Gokcal (2008) and Viana et al. (2003) 
for Bo > 40 
Table 9.1: Summary of the steady state drift velocity Fr0 for different 3-D simulation.  
Geometry Ar Bo Fr0 
Channel 100 100 0.298 
Channel 20 691.79 0.198 
Channel 49.4 691.79 0.292 
Pipe 49.4 691.79 0.264 
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The steady state value of Fr0 for each 3-D simulation was calculated by taking the average 
of Fr0 between 25 < t < 30, the results are summarised in table 9.1 and in figure 9.37 together with 
the experimental data from Viana et al. (2003) for Bo > 40. The predicted drift velocities fall nicely 
into the “transition zone” (10 ≤ Ar ≤ 200) and they are well within the mix of the experimental 
data, although it is granted that a logarithmic plot tends to squeeze the data together and so the 
deviation of the data may not be negligibly small.  
A potential concern with the results is that the wall of the pipe could somehow slow down 
the bubble, i.e. boundary conditions, causing under-prediction of the drift velocity Fr0. After all, 
the pipe geometry, specifically the wall, is an approximation rather than a solid boundary like the 
square channel. To test the hypothesis, simulations with lower value of Bo but slightly higher 
value of Ar were performed. The aim is to make the bubble wider so that it is closer to the wall. 
The results will be compared with the experimental data for 9 < Bo < 14 from Viana et al. (2003) 
and the numerical results of the front tracking simulation. To ensure the results are comparable to 
the front tracking simulation, the following parameters are used: Ar = 100, Bo = 14, μG/μL = 0.01 
and ρG/ρL = 0.001. 
Figure 9.38 shows similar trends to those in figure 9.31. The drift velocity Fr0 increases 
sharply and then drops rapidly and stabilises at approximately the steady state drift velocity. For 3-
D channel simulations, there is a little dip in the drift velocity at t = 13 but it eventually stabilised 
at around 0.0945. 
 
Figure 9.38: Transient velocity of a bubble moving in a vertical channel and pipe with Ar = 100 and Bo = 14. 
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The steady state drift velocity was calculated in the same way as before; the results are 
summarised in table 9.2 and are plotted together with the experimental data from Viana et al. 
(2003) and the numerical results for 10 < Ar < 200 at Bo = 9 and Bo = 14 in figure 9.39. As can be 
seen from figure 9.39, Fr0 predicted by the 3-D channel simulation is within the region where the 
experimental and numerical data lie but it is slightly smaller than may have been expected. On the 
other hand, the 3-D pipe simulation has clearly under-predicted the value of Fr0. The value of Fr0 
predicted by the 2D front tracking simulation is equal to 0.1189. Compared to that, the value 
predicted by the 3-D channel simulation is about 20% less whereas the one predicted by the 3-D 
pipe is almost 50% less. Although it is expected that a smaller viscosity ratio, for instance, 
μG/μL = 0.001, would increase the predicted Fr0, the phase field simulation in general does not 
handle flows at small Bo very well, especially the 3-D pipe simulation. However, one would 
expect that grid refinement and smaller time step can improve the agreement with the experimental 
data.   
Table 9.2: Summary of the steady state drift velocity Fr0 for different 3-D simulation. 
Geometry Ar Bo Fr0 
Channel 100 14 0.0945 
Pipe 100 14 0.0600 
 
 
Figure 9.39: Comparison of the predicted Fr0 with the experimental data of Viana et al. (2003) and numerical 
results of the 2D front tracking simulation and 3-D phase field simulation for 9 < Bo < 14. 
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(a) 
 
(b) 
Figure 9.40: Iso-surfaces plot (front-view, back-view and side-view) of the bubble in (a) a channel and (b) a pipe 
with Ar = 100, Bo = 14, μG/μL = 0.01 and ρG/ρL = 0.001. 
Figure 9.40 shows the bubble shape in a channel and a pipe. It can be seen that both 
bubbles are very wide and the interface is very close to the wall. Although it is not certain whether 
this is due to the low value of Bo or the high value of Ar, the study carried out in chapter 5 
suggests that the effect of Bo on the bubble shape and velocity is stronger than that of Ar in this 
range of Bo and Ar. For the 3-D channel simulation, the bubble surface is effectively touching the 
wall since the simulation was set up in a way that no contact line can be formed on the wall.  
 
(a) 
 
(b) 
Figure 9.41: Contour plot (side-view) of the bubble in (a) a channel and (b) a pipe with Ar = 100, Bo = 14, 
μG/μL = 0.01 and ρG/ρL = 0.001. 
From the side-view of the bubble in figure 9.40 and 9.41, it can be seen that the bubble in the 
channel is shorter than that in the pipe. This is consistent with previous observations. For the 3-D 
pipe simulation, the predicted bubble shape is not axisymmetric and it can be clearly seen in figure 
9.41(b). Together with the analysis carried out for the bubble velocity, it seems that the result has 
deteriorated compared to that of the previous case. When the bubble is very close to the pipe wall, 
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not only the bubble velocity is under-predicted but the predicted shape of the bubble can also be 
distorted. The work here has basically supports the statement from Mittal & Iaccarino (2005) 
about the disadvantages of the Immersed Boundary Method. The cause of the under-prediction of 
bubble velocity and non-physical bubble shape when the bubble surface is very close to the wall 
could be an insufficient control of grid resolutions in the proximity of the pipe. Furthermore, as 
Mittal & Iaccarino (2005) suggested, the influence of the boundary treatments on the conservation 
and accuracy of the numerical methods are still not very clear. Simulations with increased number 
of grid cells or smaller time steps could improve the result but such simulations are beyond the 
available time for this project. In general, the 3-D channel simulation gives better results than the 
3-D pipe simulation. While the result of the 3-D channel simulation for low Bo is satisfactory, it is 
not as good as those with high Bo. Therefore, it can be concluded that the current phase field 
simulation works best for bubble moving in a channel with high Bo and moderate Ar. Of course 
this finding is restricted to systems aligned with gravity.  
9.4.3 Simulations with Inclined Channel 
 
Figure 9.42: Transient velocity of a bubble moving in a channel with at different angle of inclination. 
The final stage of the 3-D work is to perform 3-D simulations for a bubble moving in an 
inclined channel using the parameters of the experiments carried out by Weber et al. (1986). The 
liquid chosen for this study is 66% sucrose solution with density of 1330g/cm3, viscosity of 
1.94×10-1kg/ms and surface tension of 7.91×10-2N/m. Given that Mo = 2.11×10-2 and Bo = 80.6, the 
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value of Ar is 70.6. Based on the physical data and assuming the gas is air, the calculated viscosity 
ratio is of O(10-5) and the density ratio is of O(10-4). However, based on the results of the 
sensitivity analysis in the previous sections, both the density and viscosity ratio are set to 0.001. 
The numerical result will be compared with the experimental data from Weber et al. (1986). 
Figure 9.42 shows that the transient velocity of a bubble moving in a channel tilted at 
different angles from the horizontal. It can be seen that the trend is similar to the simulation results 
for a bubble in a vertical channel. The drift velocity becomes rather steady when t > 7. The steady 
state drift velocities were calculated by taking the average of transient drift velocities at 35≤ t ≤ 40. 
They are plotted in figure 9.43 together with the experimental data of Weber et al. (1986). Good 
agreement with the experimental data is seen.  
 
Figure 9.43: Comparison of the predicted Fr0 with the experimental data of Weber et al. (1986). 
Figure 9.44 shows the iso-surfaces plot of the bubble moving in a channel inclined at 
different angles from the horizontal. As can be seen from the figure, the bubble leans towards the 
top of the channel as the angle of inclination increases. As a result, the bubble widens in the 
spanwise direction (y-direction) and the thickness of the liquid layer decreases. From the side view 
of the bubble, it can be seen that the bubble elongates slightly as the angle of inclination increases. 
The tail becomes more concave and the sharp “teeth” become sharper. It is worth noting that as the 
vertical channel is tilted, the number of “teeth” at the back of the bubble is reduced from four to 
two. 
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The contour plot (side-view) of the phase field function shown in figure 9.45 demonstrates 
that there is local unsteady behaviour on the lateral surface of the bubble when the angle of 
inclination is 90°, 75° and 60°. When θ = 45°, no local unsteadiness is observed. As the channel is 
tilted from the vertical position, the wavy interface is only present on the side that is closest to the 
top wall. It can also be seen that the interface smears at the sharp edge at the back of the bubble, 
despite the implementation of the IRA. The smearing can be reduced by using a higher grid 
resolution. 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 9.44: Iso-surfaces plot (front-view, back-view and side-view) of the bubble in a channel inclined at (a) 
θ = 90°, (b) θ = 75°, (c) θ = 60°, (d) θ = 45° with Ar = 70.6, Bo = 80.6,  μG/μL = 0.001 and ρG/ρL = 0.001. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 9.45: Contour plot (side-view) of the bubble in a channel inclined at (a) θ = 90°, (b) θ = 75°, (c) θ = 60°, (d) 
θ = 45°with Ar = 70.6, Bo = 80.6,  μG/μL = 0.001 and ρG/ρL = 0.001. 
 Summary of Chapter 9 9.5
In this chapter, the result of the Pseudo 2-D, 3-D channel and 3-D pipe simulations are 
presented and analysed. It has been demonstrated that the phase field simulation results in severe 
interface smearing at the back end of the bubble. The interface smearing affects the accuracy of the 
predicted bubble velocity and shape and it is often accompanied by high computational costs. A 
method called the Interface Rescue Algorithm was developed to combat the problem. The 
validation study with pseudo 2-D simulations shows that the predicted bubble shape and velocity 
are in very good agreement with those obtained in the front tracking simulation. Sensitivity 
analysis with respect to several parameters in the phase field simulation has been carried out, it 
was found that increasing the interfacial thickness slightly, e.g. ε = 0.75Δz, can improve the 
agreement of bubble shape but deteriorates the agreement of bubble velocity with the front 
tracking simulation. Therefore, this must be accompanied by finer grids, for which it has been 
demonstrated to improve the agreement of bubble velocity with the front tracking simulation. The 
3-D simulations with non-PBC (inlet-outlet boundary condition) and MRF have been carried out 
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for a bubble moving in a vertical channel or pipe and the results have been compared with the 
experimental work of Gokcal (2008) and Viana et al. (2003). It was found that the agreement of 
the drift velocity is excellent for the 3-D channel simulation but the 3-D pipe simulation under-
predicts the drift velocity by about 10%. It was also found that the current phase field simulations 
work best with moderate Ar and high Bo, where the bubble is further away from the wall. 
Simulations with moderate Ar but small Bo have shown that the pipe wall (immersed interface) 
has somehow slowed down the bubble. The closer the bubble surface to the pipe wall, the more 
severe the under-prediction of the drift velocity will be. A distorted bubble shape was also 
observed in the pipe simulation. Although the drift velocity predicted by the 3-D channel 
simulation is in reasonable agreement with the experimental and the 2-D numerical results, the 
comparison was deemed not as good compared to the case where Bo is high. The 3-D simulations 
were also carried out for inclined channels. The predicted drift velocities are in good agreement 
with the experimental data of Weber et al. (1986). 
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10. Conclusions and further work 
Chapter 10 
Conclusions and Further Work 
 Conclusions 10.1
The project was set out with the aim to use Computational Fluid Dynamics to investigate 
the physics of low-to-moderate Reynolds number slug flows and specifically, the dynamics of a 
single long bubble or Taylor bubble and the interactions between the long bubbles and the 
small/discrete bubbles that flow in proximity of them. The intention is to identify the main flow 
mechanisms and key physical phenomena to be modelled in large-scale simulations. By providing 
the flow details, the work helps the development of mechanistic closures and physically correct 
scaling factors for commercial simulators. To achieve the goals of the project, a two-dimensional 
interface tracking method, i.e. front tracking method and a three-dimensional interface tracking 
method, i.e. phase field method have been used to study the dynamics of a single long bubble and 
periodic boundary conditions have been used to emulate slug flows. Furthermore, a novel hybrid 
model combining the interface tracking and the discrete bubble tracking method was developed to 
investigate the interactions between the small bubbles and the long one through 1-way and 2-way 
couplings. All these direct numerical simulations were carefully validated with both numerical and 
experimental data from the literature before the start of investigations. In the end, several 
interesting phenomena for a single long bubble flow were found and new pieces of information 
regarding bubble interactions in slug flows were reported. 
The two-dimensional front tracking method was used to carry out numerous simulations 
for a single bubble or a train of bubbles (achieved by imposing periodic boundary condition over 
the computational domain) moving in a channel with different flow conditions. It tracks the 
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interface of the bubble using marker points that follow the interface and these points are moved at 
each time step. The method was validated by comparing the results of the computations with the 
numerical work of DeBisschop et al. (2002) at the Stokes flow limit and the experimental work of 
Li et al. (2008). It has shown that the bubble shapes and velocities obtained from the front tracking 
simulation for different angle of inclination θ were in excellent agreement with DeBisschop et al. 
(2002). However, the deviation of the predicted bubble velocity from the numerical data of 
DeBisschop et al. (2002) for a vertical channel is slightly higher (2-3%) than for an inclined 
channel. This is due to the fact that the Archimedes number Ar, which is essentially the Reynolds 
number scaled by the width of the channel, was vanishingly small in DeBisschop’s work but the 
one in the front tracking simulation was set to 1.0. Beyond the Stokes flow limit, the computed 
bubble velocity and its shape as well as the dimensionless drop size agreed very well with the 
experimental result of Li et al. (2008). The validation study has shown that the front tracking 
simulation is very robust and the results obtained from the simulations are accurate. Sensitivity 
analyses were carried out for simulations with and without the periodic boundary condition (PBC).  
The results improve upon grid refinement and using smaller time step for both types of simulation. 
For those with the PBC (a train of bubbles/slug flow), the bubble velocity decreases with longer 
domain as this essentially increases the separation distance between the bubbles in slug flow. The 
sensitivity analyses helped to choose the optimum grid size, time step and domain length for the 
remaining studies.  
In the literature review, it has been concluded and established that the knowledge on low-
to-moderate Reynolds number slug flows with high-viscosity liquid is rather limited compared to 
the high Reynolds number slug flows with low-viscosity liquid. In terms of the numerical work in 
this range of Reynolds number, most of the literature focused on either the scale of micro-fluidics 
or vertical flow on a larger scale. In the present thesis, the dynamics of a single long bubble rising 
in vertical and inclined channels that have a significantly larger scale than micro-fluidics and 
beyond the Stokes flow regime were studied. Simulations were performed using a range of Bond 
number Bo (5< Bo <50), Archimedes number Ar (10< Ar <200), channel inclination (0° < θ < 90°) 
and bubble size (0.4πD2 < AB < 1.2πD2) with stagnant or moving liquid. In this range of parameters, 
surface tension, viscous and inertial effects are all important to the bubble dynamics.  
The effects of density ratio ρG/ρL and viscosity ratio μG/μL on the bubble shape and its drift 
velocity Fr0 (in stagnant liquid) were the first to be looked into. It has shown that the drift velocity 
becomes independent of the density or the viscosity ratio when they are of O(10-3) and O(10-2) 
respectively. The dependences of the bubble shape on the density and the viscosity ratio are more 
complex as the effects of them on the bubble shape also depend on the value of Ar and Bo. At low 
Bo, e.g. Bo = 10, the bubble becomes longer when ρG/ρL decreases but remains the same when 
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μG/μL decreases, regardless of the value of Ar. However, at high Bo, e.g. Bo = 50, the bubble 
remains the same when ρG/ρL decreases but becomes shorter when μG/μL decreases. It is not known 
if this observation is independent of Ar just like that at low Bo, but it can be speculated that it is, as 
it was understood from the current work that the effect of Bo is stronger than Ar in this range of Ar 
and Bo. The results showed that ρG/ρL of O(10-3) and μG/μL of O(10-2) would be small enough to 
give accurate results for simulation with high-viscosity liquid. 
The effects of Bo and θ on the drift velocity Fr0 has been studied extensively in the present 
thesis. Firstly, it has shown that Fr0 becomes less sensitive to the change of Bo as Bo increases 
regardless of θ. This is in qualitative agreement the work of Zukoski (1966). In a 2-D vertical 
channel, the Fr0 becomes independent of the surface tension, which is characterised by Bo, when 
Bo ≥ 200. While the numerical result fits very well with the theoretical work of Couët & Strumolo 
(1987), the discrepancy of this critical Bo from the experimental work (Zukodki 1966; Bendiksen 
1985) was caused by the difference of dimensionality. Secondly, classic bell-shaped curves were 
obtained for the relationship between Fr0 and θ. An explanation of the curves was given in terms 
of the competition between the axial buoyancy force and the efficiency of liquid transport from the 
bubble nose to its tail. It has shown that the critical inclination angle θc at which Fr0 reaches it 
maximum shifts towards smaller θ as Ar and Bo increases. On the other hand, the comparison of 
Fr0 at different Ar and Bo showed that the effect of Bo, i.e. surface tension on Fr0 is stronger than 
that of Ar, i.e. viscosity. These observations are in agreement with the experimental work of 
Zukoski (1966), Weber et al. (1986) and Shosho & Ryan (2001).  
One of the highlights in this thesis is the study of drift velocity Fr0 of a bubble moving in a 
channel tilted at a small angle, for instance θ < 15° from the horizontal and filled with high 
viscosity liquid (low-to-moderate Reynolds number flow). The study was triggered when abrupt 
drops of drift velocities were observed for low θ in the figure that shows the relationship between 
Fr0 and θ. It has shown that this sudden drop of Fr0 was not only observed in current simulations 
but also in previous publication such as Zukoski (1966), Weber et al. (1986), Shosho & Ryan 
(2001), Gokcal (2008), Bendiksen (2012) and Jeyachandra et al. (2012). The one thing that all 
these literature and the current results share in common is that it was reported when the bubble 
moved in liquid with high viscosity. In this case, the famous model (equation 2.18) proposed by 
Bendiksen (1984) did not give satisfactory predictions for Fr0. By gathering all the data from the 
above literature and the current result, it was established that the abrupt drop of Fr0 is related to the 
value of Ar. There is a critical Ar below which the abrupt drop occurs and the critical value of Ar 
increases with decreasing Mo, i.e. liquid with lower viscosity. Another anomaly was observed in 
Langsholt (2004) and some of the aforementioned literature, namely a small bump at 50° < θ < 80° 
and sometimes at 60° < θ < 80°, was also considered to be an Ar effect. It was established that 
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there is another critical Ar above which the small bump occurs and it too increases with decreasing 
Mo. The exact values of these two critical Ar are impossible to be precisely determined in this 
thesis due to the lack of data. However, approximate values based on the available data were listed 
in the current thesis. So far, it has been noticed that the bubble dynamics in high-viscosity liquid is 
somewhat different from that in low viscosity liquid but they share some common features in 
regards to the effects of θ, Bo and Ar on the drift velocity. There are indeed some anomalies that 
are exclusive to bubble moving in high-viscosity liquid or low-to-moderate Reynolds number flow 
as discussed above.  
Another highlight of the thesis came from the study of the effect of Ar on Fr0 for a bubble 
moving in a vertical channel/pipe and the results from the simulations were compared with the 
experimental data of Viana et al. (2003). The value of Fr0 increases with Ar when Ar < 10 and 
becomes independent of Ar when Ar > 200. The predicted value of Fr0 was in reasonable 
agreement with the experimental value for Ar < 100 but Fr0 was under-predicted for Ar > 100. 
While a correlation has been developed to describe both the experimental data of Viana et al. 
(2003) and the numerical data of the present work, a method to transform the 2-D numerical 
results for the 3-D pipe was established based on the mass balance around a long bubble in fully 
developed flow and several assumptions. The improved agreement of the transformed 2-D 
numerical results with the experimental data for all Ar demonstrated that the more economical 2-D 
simulation would be sufficient to predict Fr0 of a bubble moving in a 3-D vertical channel/pipe. 
  From the literature review, it has been learnt that there were not many literature 
attempted to study the local wall shear stress numerically when a single long bubble pass through a 
channel/pipe. To the best of my knowledge, Taha & Cui (2006) were one of the few groups which 
showed the local wall shear stress profile across the entire bubble. In the current thesis, it has 
shown that the local wall shear stress profile for a long bubble moving in a vertical channel often 
has a spike at the edge of the bubble tail and a constant or near-constant region in the bubble body 
where the wall shear stress does not change. These observations were in qualitative agreement 
with Taha & Cui (2006). Furthermore, the local wall shear stress in the fully developed region 
increases with decreasing Ar whereas the maximum local wall shear stress that appeared at the top 
of the spike decreases with Ar. The location at which the spike appears changes with Ar and this 
showed that the local wall shear stress profile is also dependent on the bubble shape/length. The 
normal stress is generally larger than the wall shear stress due to the dominating contribution of 
pressure. Spikes were observed at both the bubble front and its tail and the one at the bubble tail is 
larger. This is in qualitative agreement with Langsholt (2004). Having a better understanding of 
the normal stress is important since it has been suggested by Langsholt (2004) that these sharp 
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different pressure or spike of the normal stress profile in the present work can damage the inner 
wall coating of the pipe. 
A single long bubble moving in a channel filled with moving liquid was investigated. It 
has demonstrated that the effect of θ on the bubble velocity FrG changes with the velocity of the 
moving liquid. When the liquid velocity is small, the classic bell-shaped curve is observed. 
However, when the liquid velocity is high, FrG becomes very insensitive to the change of θ due to 
the fact that when the liquid is stagnant, there is a trade off between higher buoyancy force at 
larger angle of inclination and higher efficiency of liquid transport from the bubble nose to its tail 
at smaller angle of incination. The balance is distorted when the bubble is pushed with significant 
liquid velocity FrL (instead of FrM as there is no dispersed phase in the liquid). It was surprising to 
observe that the bubble velocity is higher for lower value of Ar but it was explained by looking at 
the bubble shapes and its transverse location in the channel. At high liquid velocity, the bubbles 
that move in an inclined channel show similar behaviour to the bubbles that moves in a vertical 
channel. Neverthess, the results showed that the higher the value of Ar, the higher the value of ReG 
(Reynolds number based on bubble velocity). The result also demonstrated that the bubble velocity 
is essentially controlled by the bubble shape and its transverse location, especially for the 2-D 
nature of the simulations.  
On the other hand, the study has shown that the bubble velocity FrG is proportional to the 
mixture velocity FrM and can be described by the famous equation (2.18) proposed by Bendiksen 
(1984). In general, the distribution coefficient C0 for the low Ar is smaller than the well-
documented value for low viscosity liquid. The present work has shown that C0 and Fr0 were 
dependent on Ar and θ (Bo was fixed at 10 throughout the study but it is expected that both depend 
on it as well). It has also shown that Fr0 increase with Ar whereas C0 decreases with increasing Ar, 
regardless of θ. These trends are in agreement with Bendiksen (1984). However, while the 
dependence of Fr0 on θ is described by the classic bell-shaped curve, no general trend can be 
developed for the dependence of C0 on θ. It has also shown that extrapolating the bubble velocities 
for moving liquid is not robust way to find the drift velocity Fr0 and it incurs significant errors on 
Fr0 prediction, especially for inclined channel/pipe. Furthermore, the study of the dependence of 
C0 on ReL (the Reynolds number based on the liquid velocity at infinity) for difference θ suggested 
that the transition from laminar to turbulent region can occur at a much smaller FrM or ReL when 
the liquid viscosity is high. This has also been reported by Bendiksen (2012). However, it is still 
very unclear how the viscosity affected the C0 and FrG and so it is concluded that further work 
must be carried to clarify these findings. 
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Periodic boundary conditions (PBC) were imposed over the domain in the 2-D simulations 
to emulate a train of bubbles or slug flow. Majority of the parameters are the same as those in 
single bubble simulations. However, because of the PBC, one extra parameter is needed and that is 
the pressure difference/drop dp. It has shown that when ρG/ρL > 0.01 and μG/μL > 0.001, FrG is no 
longer sensitive to both ratios. A comparison of the bubble shape when ρG/ρL = 0.1 and 
ρG/ρL = 0.001 and similarly for μG/μL shows that the bubble length is slightly longer when ρG/ρL 
decreases whereas it becomes slightly shorter when μG/μL decreases. The shapes of the bubble front 
and body generally do not change with either of them. Futhermore, it was found that FrG increases 
monotonically with θ, regardless of Bo and dp. This is very different from the trend for a single 
bubble moving in a channel where the relationship between FrG and θ is represented by the classic 
bell-shaped curve. The trend was again explained by looking closer to the bubble shape. One thing 
that the simulation with a single bubble and with a train of bubbles shares in common is that the 
bubble moves towards the centre of the channel when the liquid velocity is high. Furthermore, it 
has been shown that the bubble elongated as Bo increases, which is the same as that for single 
bubble simulations.  
The analysis of the results for a train of bubbles moving in a vertical channel supported the 
Weber number (WeR) criterion for predicting the shape of the bubble tail proposed by Lu & 
Prosperetti (2008), albeit more simulation results are needed to precisely determine the value of 
critical WeR. Furthermore, the relationship between FrG and FrM(PBC) were plotted based on the 
change of θ (the strength of axial buoyancy), dp (equivalent to the change of liquid velocity in 
single bubble simulations), Ar (the viscosity effect) and Bo (the strength of surface tension). All 
these plots showed straight line relationship between FrG and FrM(PBC), indicating that FrG can be 
predicted with known FrM(PBC). For the plot of FrG vs. FrM(PBC) based on the change of dp, the FrG 
can be predicted with known dp. It is worth noting that dp is also the start point of FrG prediction 
for different θ, Ar and Bo since it is a parameter that controls the liquid flow. Finally, it has been 
shown that the FrG increase with the initial area/length of the bubble due to the decrease of 
separation distance between the bubbles in slug flow. In general, it was seen that the behaviour of 
a single bubble and slug flow/a train of bubbles moving in a channel/pipe is mostly different. With 
the same parameters, the bubble velocity, C0 and Fr0, etc. are different. This is due to the fact the 
wake of the leading bubble affects the behaviour of trailing bubble. Researchers must be careful 
when they carry out slug flow experiments and it is vital to ensure the separation distance of the 
bubbles is enough so that the leading bubble has no influence to the trailing bubble. 
In order to understand the interaction between the small bubbles and the long one in slug 
flows, a novel hybrid method combining the front tracking (FTM) and discrete bubble tracking 
method (DBTM) was developed in this project. Both the motions of long bubbles and the small 
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bubbles in the slugs are resolved simultaneously in the numerical simulations. In the DBTM, the 
velocity of the small bubble is obtained by solving the equation of motion which involves the 
added mass, drag, lift and buoyancy forces. The next position of the small bubble can then be 
easily obtained. It has been established in the literature review that the empirical closure models 
for added mass, drag and lift force coefficient (Tomiyama et al. 1998; Tomiyama et al. 2002) are 
by no mean the perfect model to be used and there are many other closure models can be used. 
However, due to the fact that the rigorously developed closure models are for clean bubbles and on 
the other hand, good track records were found from other literature, Tomiyama’s closure models 
were implemented.  
The 1-way coupling simulations (with the flow solver switched off) facilitate the study of 
how the long bubble affects the motion of the small ones that flow around it. The study has shown 
that the total number of surviving bubbles decreases or the total number of coalesced bubbles 
increases with the size of the small bubbles d. However, the dependence of the number of 
surviving bubbles on Ar is more complicated. At the range of 50 < Ar < 200, it was found that the 
number of surviving bubbles in general decreases with Ar until Ar = 150 and then it increases when 
Ar = 200. At Ar = 150, the number of surviving bubbles is the smallest, regardless of the size of the 
small bubble. The cause of this more complicated dependence is attributed to the fact that while 
the initial positions of the small bubbles remain the same, the shape and the length of the long 
bubble change with Ar and these changes have significant influence to the number of bubble 
coalescences at three distinct regions: bubble front NLBF, bubble tail NLBT and the bottom of the 
bubble NLBL.  
The study of bubble coalescences in these regions showed that the total number of bubble 
coalescences is the trade-off of the bubble coalescences in these three competing regions, though 
majority of bubble coalescences occur at the bubble front apart from the case with Ar = 50. At the 
bubble front, NLBF increases with the d. At the bottom of the bubble (liquid layer), there is a critical 
bubble size with which NLBL reaches its maximum and it was equal to 0.025 in the present work. 
At the bubble tail, NLBT is rather insensitive to d apart from Ar = 200. The fact that the number of 
bubble coalescence at the bubble tail for the case with Ar = 200 is much larger than the other cases 
is the reason why the total number of coalescences is less than that for the case with Ar = 150. On 
the other hand, further studies showed that the number of surviving bubbles also depends on the 
initial area/length of the long bubble. The total number of bubble coalescences generally decreases 
with the initial length of the long bubble, provided that the bubble shape and especially the back 
end of the bubble do not change significantly. While both NLBL and NLBT decrease with the initial 
bubble area/length, the NLBF increases. 
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On the other hand, it has been shown that the number of bubbles trapped in the wake of 
the long bubble decreases with Ar and with increasing bubble size. It has also been shown that the 
number of bubble trapped in the wake of the long bubble decreases with the area/length of the long 
bubble, provided that the shape of the long bubble tail does not change significantly. From the 
range of initial length (3D to 6D) that has been examined, the bubble which has an initial length of 
3D trapped the most number of bubbles in the wake.  
It was found that the number of surviving bubble at any given time can be described by a 
decay curve. This is no surprise because in most cases the number of surviving bubbles decreases 
rapidly initially and flattens out in the end. Indeed, the plots of transient coalescence positions 
showed that majority of the bubble coalescences in all three regions happened at the first quarter of 
the simulations. A general correlation was developed to predict the number of surviving bubbles 
for different d at a given Ar. The general trend can only give an approximation of number of 
surviving bubbles at a given Ar and the errors can be significant. It must be tuned in order to take 
the size of the small bubbles into account. Furthermore, it was proven that the predictions 
deteriorated when Ar decreases due to the increased number of step changes.   
For all the simulations, no small bubble has a velocity large enough to bounce off the 
interface in the current range of parameters. However, the plot of axial relative velocity of the 
small bubbles at the point of impact showed that the most likely place that a small bubble can 
bounce off the interface is at the bubble front due to its large axial relative velocity. 
Perhaps the most important development of the current thesis is an introduction of 2 new 
variables and they are the bypass ratio and the shedding ratio. These two ratios have supported the 
recent development of large-scale models in commercial software because there has been no 
relevant information on the number or percentage of bubbles passing through the liquid layer at 
least once without coalescing the long bubble front and tail. In general, the bypass ratio decreases 
with d for a given Ar. However, the bypass ratio decreases with Ar for a given bubble size until 
Ar = 150 and it increases when Ar = 200. This slightly more complicated trend is due to the 
dependence of NLBF on Ar. It has also been shown that the bypass ratio increases with the initial 
bubble area/length, provided that the bubble shape (not the bubble length) does not change 
dramatically. For the shedding ratio, it was found that it decreases with increasing d, Ar and initial 
bubble area/length (provided that the shape of the bubble tail is not significantly different).  
Analysis of non-dimensionalised input parameters was carried out to understand the 
physical meaning of the parameters. It has shown that the input parameters fit very well to the 
physical properties of corn syrup-water, sucrose-water and glycerol-water mixtures. All these 
mixtures are typical fluids used in the experiments low-to-moderate Reynolds number flow. 
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However, the resulting physical pipe diameter and the size of the small bubbles are found to be 
very small with the present parameters. Another way to look at the input parameters is to accept 
fictitious value of surface tension. It is known that the bubble nose is relatively insensitive to the 
surface tension compared to the bubble tail, as have been seen in the 2-D single bubble 
simulations. Therefore, it is not expected that the bubble velocity would be significantly different 
with the use of fictitious surface tension. With that, the width of the channel is comparable to the 
typical diameter of pipes that are used in the experiments. 
Before the start of the 2-way coupling simulations, the transient and steady state velocity 
and shape of the long bubble, the number of bubble coalescences in all three regions, the transient 
coalescence positions and the bypass and shedding ratio of the forward coupling simulation (1-
way coupling with the flow solver turned on) were compared with the 1-way coupling simulation. 
The results were very similar if not identical. The comparison showed that activating the flow 
solver did not affect the global result but did slightly affect the local results, especially at the back 
of the long bubble. Nevertheless, the comparison showed that the 1-way coupling simulations give 
good results with very economical computational time (because the flow solver was switched off). 
However, if the effect of small bubbles on the shape and velocity of the long one is important to 
the study, neither the 1-way nor the forward coupling is good enough and 2-way coupling is 
needed. Comparison of the 2-way coupling with the forward coupling was conducted to assess the 
consequence of force coupling in the momentum equation. By looking at the same group of 
properties as above, it was concluded that both the global and local results obtained from the 2-
way coupling are very similar to those obtained from the forward coupling. It had been suggested 
that such insignificant changes to the overall results is possibly due to the size and the number of 
the discrete bubbles as well as the value of Ar are not large enough. The low value of Bo could 
also be a cause for the insignificant change to the result since the high surface tension restricts the 
topology change of the long bubble which may induce a higher coalescence rate. On the other 
hand, the neglect of the void fraction of the small bubbles was considered to be another possible 
cause for the above finding.  
Another simple 2-way coupling model (Ferrante & Elghobashi 2005) was implemented. In 
this model, the void fraction of the small bubbles (1-C) was taken into account in the mass and 
momentum equations in addition to the force coupling in the momentum equation. Due to 
technical difficulties, the void fraction was only added to the momentum equation at the beginning 
of the investigation but eventually it was also implemented in the mass equation. The results of the 
partial 2-way and the complete 2-way coupling simulations were compared with the original 2-
way (the previous model) and the 1-way coupling simulations. In general, the results of the partial 
2-way coupling are exaggerated and this showed that the Ferrante & Elghobashi’s model must be 
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implemented properly. Otherwise, the model exaggerated the effect of small bubbles on the long 
one, causing over-predictions in almost every single property of interest. The results of the 
complete 2-way coupling has shown some randomness, which was not observed in the original 2-
way and 1-way coupling. By comparing the aforementioned group of properties among the above 
couplings, it was concluded that the 1-way coupling can give reasonable predictions to the result 
of complete 2-way coupling, especially the shape and the velocity of the long bubble at steady 
state. However, it cannot give any details on the transient behaviour of the long bubble. 
Furthermore, the predictions to the results that are related to the small bubbles such as, coalescence 
rate, transient number of surviving bubbles, are reasonable compared to the complete 2-way 
coupling but they are not as good as those of the original 2-way coupling. The attractiveness of the 
1-way coupling does not reduce because the computational time is much less than the 2-way 
coupling and the accuracy is reasonable. The original 2-way coupling always gives the closest 
results to those of the complete 2-way coupling. Indeed, the comparison of the average velocity of 
the long bubble of the above 2-way coupling simulations with the velocity of a single long bubble 
shows (1-wat coupling) that the influence of the small bubbles on the velocity of the long bubble is 
very small if not negligible. This finding was also reported by Hale (2000). 
It was of interest to know whether similar observations that are exclusive to the complete 
2-way coupling simulation are also visible at lower value of Ar (Ar = 100). By looking close to the 
same group of properties, it was concluded that the influence of the small bubbles are still strong 
enough to cause changes of the bubble shape and velocity in the complete 2-way coupling with 
Ar = 100, albeit they are less dramatic compared to the case with Ar = 200. The study has also 
shown that the 1-way coupling simulation gives fairly good prediction for the steady state velocity 
and shape of the long bubble. However, similar to the previous conclusions for Ar = 200, the 1-
way coupling simulation cannot give any details on the transient behavior of the long bubble and 
the results that are related to the small bubbles can possess significant errors. By comparing the 
results (of the 1-way coupling simulation) obtained earlier, it was found that the initial 
arrangement and positions of the small bubbles is closely related to the total number of bubble 
coalescences and the coalescences at different regions hence the properties that are related to them. 
With a reduced void fraction or smaller bubble size (of the discrete bubble), the influence 
of the small bubbles on the long bubble was found to be much weaker. This was shown in the 
results of the complete 2-way coupling simulation with d = 0.01. In fact, the influence was so 
much weaker that it did not induce any noticeable changes to the shape and the average velocity of 
the long bubble. Several distinct features that were observed previously in 2-way coupling 
simulations (Ar = 100, 200; d = 0.025) were absent in this 2-way coupling simulation (Ar = 200; 
d = 0.01). Due to the lack of topology change, the results were very similar to those obtained from 
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the 1-way coupling, albeit the number of bubbles injected to the domain (1000 vs. 1044) and their 
initial positions were slightly different. It was therefore established that the results obtained from 
the 1-way and the 2-way coupling would be much closer when the bubble size decreases, since the 
influence of the small bubbles on the long bubble diminishes. 
 After all the 2-D work has been completed, the 3-D phase field method was used to carry 
out simulations for a single bubble or a train of bubbles (achieved by imposing PBC over the 
computational domain) moving in a channel or a pipe with different flow conditions. Unlike the 
front tracking method, the phase field method indicates the interface using a phase indicator which 
has a pre-defined, fixed value for the interface and the two fluids. A validation study was carried 
out by using the pseudo 2-D simulation, which is essentially 3-D simulation with the spanwise 
direction of the domain set as thin as possible so that the domain looks like a thin strip. The bubble 
velocity obtained from the pseudo 2-D simulation was compared with those obtained in the front 
tracking simulation. It has shown that severe interface smearing occurred at the bubble tail, 
causing gas leakage and liquid going into the bubble. The situation improved upon grid refinement 
but it only slowed down the smearing and the accuracy of the result was still affected severely.  
After a careful analysis, it was concluded the problem lies on the fundamental difficulties 
in solving the advection-diffusion equation. A method called the Interface Rescue Algorithm 
(IRA) was developed to combat this problem. The validation study showed that the predicted 
bubble shape and velocity were in very good agreement with those obtained in the front tracking 
simulation after the IRA was employed. Sensitivity analyses for several important parameters in 
the phase field simulation were carried out. It was found that increasing the interfacial thickness 
slightly, e.g. ε = 0.75Δz, could improve the agreement of bubble shape but deteriorate the 
agreement of bubble velocity with that of the front tracking simulation. Therefore, this must be 
compensated by the use of finer grids, which has been demonstrated that it improved the 
agreement of bubble velocity with that of the front tracking simulation. Moreover, the result 
converges upon grid refinement. The analysis also showed that increasing the mobility parameter 
Pe might not improve the accuracy of the result. In the present work, it was found that Pe = 2.0/ε 
gave the best agreement of bubble velocity with that of the front tracking simulation.  
The 3-D simulations with inlet-outlet and MRF have been carried out to study a bubble 
moving in a vertical channel or pipe and the results have been compared with the experimental 
work of Gokcal (2008) and Viana et al. (2003). It was found that the predicted value of Fr0 was in 
excellent agreement with the experimental data for the 3-D channel simulation. However, the 3-D 
pipe simulation under-predicted Fr0 by about 10%. With moderate Ar and high Bo, local unsteady 
behaviour was observed and it manifested itself as a form of wavy interface on the bubble surface 
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and oscillations at the back of the bubble. It was also found that the current phase field simulations 
worked best with moderate Ar and high Bo, where the bubble was further away from the wall. 
Simulations with moderate Ar but small Bo have shown that the pipe wall has somehow slowed 
down the bubble. The closer the bubble surface to the pipe wall, the more severe the under-
prediction of the Fr0. Distorted bubble shape was also observed in the 3-D pipe simulation. 
Although Fr0 predicted by the 3-D channel simulation was in reasonable agreement with the 
experimental data of Viana et al. (2003) and the 2-D numerical results, the agreement was 
considered not as good compared to the case with high Bo. Three-dimensional simulations were 
also carried out for inclined channel. With the use of immodest input parameters (moderate Ar and 
Bo with small density and viscosity ratios), a small degree of interface smearing was observed at 
the sharp edge of the bubble tail, even though the IRA was implemented. Nevertheless, the 
predicted drift velocities were in good agreement with the experimental data of Weber et al. 
(1986).  
 Further Work 10.2
The present thesis has covered many topics that are related to slug flows but there are 
many missing pieces left untouched. The novelties that have been brought in has opened up 
massive opportunities to further improve our knowledge on single long bubble flows and slug 
flows, particularly the bubble interactions between the small bubbles and the long one. With the 
new method, many further works can be identified. 
Several topics have been covered in the study of a single bubble moving in a channel filled 
with stagnant liquid and there are still many works that can be done in the future. Firstly, it has 
identified that a large decrease of density ratio will elongate the bubble but a large decrease of 
viscosity ratio will not change the bubble length, regardless of the value of Ar (Ar = 10 and Ar = 50) 
when Bo is small, e.g. Bo = 10. However, it is not clear whether this is also true for higher Bo. 
Simulations with high Bo, e.g. Bo = 50 but low Ar, e.g. Ar = 10, will be needed to verify this. It 
will also be interesting to know if the angle of inclination has an effect to the value of critical 
density and viscosity ratio beyond which the bubble velocity is no longer dependent on them. 
 Secondly, it has been exposed that one of the largest limitations to the current front 
tracking simulation is the narrow range of parameters that can be used, especially the Bo. This was 
primarily limited by the fact that the front tracking method does not handle bubble break-up or 
severe topology change as well as the phase field method (a fundamental problem with the use of 
marker points to track the interface). Increasing the grid resolution and using a smaller time step 
will help solving the issue but this incurs expensive computational time. On the other hand, the 
simulation of long bubble in a channel/pipe is a difficult one because the bubble is so close to the 
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wall. At present, there is no wall model implemented but it is simply a boundary condition where 
no contact line condition is enforced. In the future work, a wall model can be implemented to give 
a more realistic representation of the wall boundary condition.  
Thirdly, the effect of surfactants was taken into account for contaminated small bubbles 
(through the drag and lift force coefficients) but not for the long bubble. DeBisschop et al. (2002) 
attempted to account for the surfactant effect using an empirical correlation (Frumkin equation) 
that relates the surface tension with the surfactant concentration. It will be interesting to see how 
the results are affected when the same or other relevant correlations is used to take the surfactant 
effect into account. Since some would argue that the knowledge on surfactants is still limited, 
future work will be needed to further improve our knowledge in this area.     
It has been shown that there is a sudden drop of drift velocity at small angle of inclination, 
e.g. θ < 15°, for low-to-moderate Reynolds number flow and it has been identified through the 
front tracking simulations that it is an Ar effect. A list of critical Ar(Mo) below which this sudden 
drop occurs and the other critical Ar above which a small bump of drift velocity at 50° < θ < 80° 
occur has been presented. However, the critical values are by no mean totally accurate due to the 
lack of experimental and numerical data. More numerical simulations and experiments for bubbles 
moving in high viscosity liquid should be carried to pursue more accurate values of the two criteria.  
In the study of a single bubble moving in a channel filled with moving liquid, the liquid 
velocity is basically controlled by a pre-defined value at the boundary. In the present thesis, only 3 
different liquid velocities were used and so it is clear that simulations with greater variety of liquid 
velocities are needed to understand the behaviour of the bubble in a moving liquid. This will also 
require the use of larger range of Bo and Ar. On the other hand, it was found that when the liquid 
viscosity is high the transition of laminar to turbulent regime can occur at a much lower FrM or ReL 
compared to that of low viscosity liquid. The transition criterion, mostly like expressed in 
Reynolds number, could be a function of viscosity and independent of angle of inclination. This 
hypothesis must be verified by both experiments and numerical simulations.  
In the study of slug flows or a train of bubbles, it has been shown that the bubble velocity 
increases monotonically with angle of inclination. With a wider range of parameters, a correlation 
can be developed to describe the dependence of the bubble velocity on the angle of inclination. On 
the other hand, more simulation results are needed to verify the Weber number criterion proposed 
by Lu & Prosperetti (2009). This will require trial and error to obtain the correct combination of 
FrG and Bo in order to compute a value of WeR that is close to the proposed critical value. 
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The hybrid model developed in this project has plenty of room to improve and this 
requires many future works. It has been mentioned earlier in the literature review and conclusions 
that the closure models used in the present work, i.e. drag and lift force coefficients, are by no 
mean the perfect one. One of the interesting future works would be to carry out 1-way and 2-way 
coupling simulations with clean bubbles and compare the results (the group of aforementioned 
properties in section 10.1) with those (contaminated bubbles) in this thesis. Furthermore, several 
other closure models (see Pang & Wei 2011) can be used to carry out the same work presented in 
this thesis. This allows us to assess the performance of the current and the other closure models 
and evaluate their respective influence to the results. The evaluation of these models would help to 
choose the best available model to carry out the coupled simulations.  
Another futher work is to remove some of the assumptions made in the current project 
(referred to section 7.2). One of the obvious improvements is to include the interactions of the 
small bubbles. When two bubbles meet, they can either bounce off from each other or coalesce. A 
criterion based on the approach velocity (see section 2.6.4) has already been developed to 
determine the consequence after the collision. This can be achieved by setting up a procedure 
which perform a sweep of the neighbour cells around each bubble and determine whether the 
distance between the small bubbles are close to enough to trigger a test for the criterion before the 
bubble moves to the next position. The mechanism allows the small bubbles to “feel” each other 
so that they won’t overlap on top of the others. Furthermore, it was assumed that the area or 
volume of the long bubble does not change when a small bubble coalesced with it. The way 
forward on this would be to add the equivalent amount of gas into the long bubble and take away 
equal amount of liquid in the domain. However, this can cause numerical instability and 
conservation of mass may be difficult. Even with the above improvements, the hybrid method 
cannot take account to the deformation of small bubbles (even though many drag and lift force 
coefficients have taken deformation into account) because of the discrete bubble assumption. The 
collision physics of bubbles are very complicated and so far there is still not enough understanding 
of it. Therefore, more researches in this area are needed to clarify the physics. 
 Furthermore, it has been noted that the Ferrante & Elghobaschi’s model is certainly not the 
best 2-way coupling model. In fact, it is very wrong as explained in chapter 8. However, it is the 
most convenient first step since it takes into account the void fraction of small bubbles in local 
cells, albeit in an approximate manner. It must be stressed that the 2-way coupling model is adhoc 
and future work in this area would be needed that is beyond the scope of the thesis. 
Other further work relates to the quest of more parametric studies. For instance, in the 
current thesis, only 3 angles of inclination were used to study the effect of θ on the bubble 
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coalescence. It would be interesting to know how the results are affected when θ increases to 90°. 
Furthermore, it is also interesting to study the effect of Bo on the bubble coalescence. On the other 
hand, it would also be interesting to dig deeper on the data of transient number of surviving bubble 
in order to develop a closure model for the coefficients in the decay equation. For 2-way coupling 
simulations, the further work would be to repeat the same parametric studies for the 1-way 
coupling simulations and compare the results. 
The current work on the 3-D simulations is essentially a validation study of the method 
and it has been demonstrated that the phase field simulations with the Interface Rescue Algorithm 
are able to give accurate results. However, there are several issues that need to be investigated 
further. On the top of the list is the under-prediction of the drift velocity by the 3-D pipe 
simulations. There are several possible causes of the under-prediction.  
The first one is the inadequate grid resolution. If the grid is not fine enough, the resolution 
of the wall can be insufficient therefore simulations with high grid resolution are needed in the 
future. The second one is that the time step or the time constant that controls the “stiffness” of the 
pipe are not small enough. Since the time constant is O(Δt), decreasing the magnitude of the time 
step will decrease the magnitude of the time constant. With smaller time step and time constant, 
the grid resolution has to be increased as well. The third one comes from the fact that the wall 
boundary was forced to have no contact line. This was done by forcing the phase field of the grid 
cells that are closest to the wall of the square domain to indicate liquids. If the grid resolution is 
not high enough, one row of grid cells may not be enough to keep the interface away from the wall. 
For pipes, this way of enforcing no contact line would not result in no-contact-line boundary 
condition around the whole pipe. Contact lines will form in the sections which are close to the four 
corners of square domain. In this case, part of the bubble will go through the wall hence slowing 
down the bubble. This explains why the 3-D channel simulation with moderate Ar and high Bo 
gives better agreement with the experimental data than the 3-D pipe simulation. A possible way 
forward would be to use finer grids and smaller time steps, and enforces the nearest 2 rows of grid 
cells to indicate the phase field of liquid. For pipes, the no-contact-line boundary conditions should 
simply apply around the pipe wall. 
On the other hand, the reason why the results were only available up to 45° in the 
validation study with Weber et al. (1998) is that the simulations crashed for θ < 45°. All these 
simulations crashed at the early phase of the simulation (3< τ* < 8), which is the time when the 
bubble is deforming vigorously to reach its steady state bubble shape. It is not very clear why they 
crashed but from the preliminary analysis of the data files, it is speculated that the curvature 
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becomes very large that requires finer grids and smaller time step to resolve. In short, more 3-D 
simulations are needed to understand the behaviour of the code.  
Once these two issues are resolved, the work for the 2-D simulations could be repeated 
and it is expected that a wider range of parameters can be used. On the other hand, one of the 
major weaknesses of the current 2-way coupling model is that it is only 2-D. That means it was 
assumed that the long bubble and the flow field almost do not change in the 3rd direction and that 
the small bubbles are spaced very far apart in the 3rd dimension so that in effect the simulation 
shows the side view. Therefore, further development on this code would be to perform large eddy 
simulations for higher Reynolds number flow and couple the DBTM with the PFM so that 3-D 1-
way and 2-way coupling simulations can be performed. 
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A. Extended Review of Small Additional Bubbles 
Appendix A 
Extended Review of Small Additional Bubbles 
A.1 Forces on a Clean and Spherical Bubble or a Solid Particle 
For a clean bubble rising at sufficiently large Reynolds number whilst remaining nearly 
spherical, vorticity is restricted to the boundary layer and a thin wake region, which are smaller 
than for a solid sphere moving at the same Re. An approach commonly adopted is to determine the 
forces acting on the bubble in an arbitrary flow of an inviscid fluid, and to combine these with 
viscous drag and buoyancy.  
A.2 Added-mass Force in Inviscid Uniform Flow and Lift Force in 
Weak Shear Flow 
For a body moving unsteadily in a uniform flow, an "added-mass" force that arises due to 
an accelerating body also requires the fluid to accelerate around it, which gives rise to an 
acceleration reaction, e.g. Batchelor (1967). The added-mass force is purely an inertial effect and 
hence independent of viscosity. For general body shapes, it depends on the orientation of the body 
relative to the flow and the added mass coefficient. The added mass coefficient is defined as the 
added mass divided by the displaced fluid mass, i.e. fluid density times the volume of the body. 
The added mass coefficient depends on the geometry of the body and it is equal to 1/2 for a sphere. 
The value is larger for oblate bodies because it accelerates or displaces forward a larger volume of 
fluid. For a symmetric body, the added mass force on the body in a fluid at rest, FAMr, can be 
expressed as 
 
dt
dVCAM
V???AMrF  (A.1) 
Here, V is the velocity of the body, ρ is the fluid density, CAM is the added mass coefficient and 
d/dt is the time derivative on the particle trajectory. If the far-field fluid velocity field is a uniform, 
time-dependent velocity U(t), the fluid of volume V is accelerated and experienced an inertial or a 
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buoyancy force regardless of the presence of the body. The corresponding added-mass force is 
then proportional to the relative acceleration between the body and the fluid, such that the total 
force on a sphere is expressed (Batchelor 1967) 
 
dt
dVC
dt
dV AM
)( VUU ????? ??AMuIu FFF . (A.2) 
The above equation can be modified to account for cases wherein ρ, CAM, V varies in time by 
introducing time derivatives of the above properties. For a growing or collapsing bubble, a further 
contribution involving dV/dt in FAMu term appears so that the bubble experiences an added-mass 
force even when the relative velocity does not vary in time. Furthermore, the contribution of rapid 
compression or expansion to the added mass force can be accounted for by the time derivative of 
density dρ/dt in FAMu. This compressional force decelerates the body during fluid compression and 
vice versa for fluid expansion (Magnaudet & Eames 2000).  
 In addition to the added mass force, a lift force also plays a significant role in bubble 
dynamics. A feature of sheared flow past a rigid body is the generation of a horseshoe vortex 
parallel to the direction of motion. The horseshoe vortex generates a downward force on the fluid 
and creates lift on the body. As a result the vorticity field on the surface of a three-dimensional 
body changes permanently by stretching and tilting vortical elements that move with the fluid 
(Batchelor 1967) and this is very different from two-dimensional flows past rigid body where the 
originally uniform vorticity field remains uniform as the vortical elements are not stretched. 
(Auton 1987) calculated the pressure variation over the surface of a sphere and determined the lift 
force acting on the sphere moving steadily with velocity V in a weak shear flow as 
 ΩVU ??? )(VCL?LF  (A.3) 
Note that FL acts in a direction which tends to increase the relative velocity. In equation A.3  
UΩ ???  is the upstream vorticity of the sphere and U is the unperturbed ambient flow 
evaluated at the centre of the sphere. By solving the momentum flux from far-field analytically, 
Auton (1987) showed that the lift force coefficient CL is equal to 1/2. In the case of a body that is 
axisymmetric about the relative velocity U – V, the lift force coefficient is equal to the added-mass 
coefficient, CL = CAM, provided that the assumption of weak vorticity and steady flow are valid. 
This result is particularly useful to problems such as streamlined bodies moving at high Reynolds 
number in shear flows. (Legendre & Magnaudet 1998) considered an impulsive start of a shear 
flow around a fixed sphere and showed that for the dimensionless time r-1t||U – V|| << 1, the lift 
coefficient was found to be CL = 3/4. This demonstrates that the value of CL is affected by flow 
unsteadiness as vorticity requires a finite time to be advected past the body and therefore CL is not 
necessarily equal to 1/2 or CAM . 
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A.3 Added-mass and Lift Force in Steady and Unsteady Inviscid 
Non-Uniform Flow 
In the previous subsection, the added mass force acting on a particle or bubble moving in 
uniform flow and the shear-induced lift forces have been discussed. In this section, the forces on a 
body moving in steady non-uniform flow will be reviewed. (Taylor 1928)  a symmetric body 
placed in steady inhomogeneous irrotational flows, where the length characterising the spatial 
variation of the flow is much larger than the size of the body, the body experiences an added-mass 
force 
 UU ??? VCAM?AMnF  (A.4) 
and an inertial force 
 UU ??? V?InF  (A.5) 
Note that equation A.4 and A.5 are the counterparts of the inertial and added-mass force of 
equation A.2, respectively. After Taylor's publication, researchers made numerous attempts to 
calculate the total force acting on a sphere in time-dependent inhomogeneous flow and the 
attention was focused on the expressions for acceleration of fluid at the position of the body. 
(Landweber & Miloh 1980) showed that the total force acting on a fixed sphere placed in an 
unsteady inhomogeneous irrotational flow is the sum of the force proposed by Taylor (1928) and 
the forces in equation A.2 and this yields 
 ? ? ? ? ??
???
? ????
??????? UUU
t
VCAM1?AMnInAMuIu FFFFF  (A.6) 
It should be stressed that due to equation A.6 bodies tend to move towards regions of low pressure 
such as the centre of vortices. Auton et al. (1988) extended these findings to rotational flow and 
showed that when both vorticity and unsteadiness are weak, the total force acting on a sphere of 
fixed radius moving in a flow with constant density is the sum of the inertial force FI = FIu + FIn, 
the added-mass force FAM = FAMu + FAMn and the shear-induced lift force FL: 
 
? ?
? ? ΩVUVUUU
UUU
?????
???
? ?????
??
??
???
? ????
?????
)(VC
dt
d
t
VC
t
V
LAM ??
?LAMI FFFF
 (A.7) 
Here, U and the gradients of U refer to the unperturbed ambient flow (in the absence of bubble) 
evaluated at the sphere centre. Since UUUU ?????? tDtD , which is the time derivative 
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evaluated on the trajectory of the fluid elements that surrounds the bubble at any given instant, 
equation A.7 can be simplified to 
 ΩVUVUU ?????
???
? ????
???
?? )(VC
dt
d
Dt
DVC
Dt
DV LAM ???F  (A.8) 
An important application of equation A.8 relates to the case of a fixed sphere in a solid body 
rotational flow. In this case ? ? ΩUUU ????? 2/1  and the total force in equation A.8 is a lift 
force corresponding to a rotational lift coefficient defined as CLΩ = CL – 1/2(CAM + 1). If CL = 1/2, 
then CLΩ = -1/4 (Auton et al. 1988). This result indicates that the sphere moves in the opposite 
direction as opposed to that in pure shear flow. The rotational lift coefficient CLΩ is the primary 
measure of rotational effects on a sphere in an inviscid flow whereas the shear-induced lift 
coefficient CL accounts for the combined effect of strain and vorticity. Furthermore, as it can be 
seen from the definition of CLΩ that the magnitude of CL depends on the combined effect of 
rotational lift and the added mass force, the findings of Auton et al. (1988) hence suggested that 
the added mass and the lift force can be added linearly to find the velocity of a body in rotational 
flow. However, the issue whether lift can just be added to other forces still seems not completely 
resolved (Let alone adding all of these to the drag force). It must be stressed that equation A.8 is 
not a good prediction for low-Re particles as the lift contribution is not appropriately 
parameterized in this situation. 
A.4 Drag Force in Uniform Low-Re and High-Re Flow 
The drag force generally acts opposite to the relative velocity of a body. Both the pressure 
and the viscous stresses contribute to the drag force and their contributions are referred herein as 
the form drag and viscous drag, respectively, which generally depend on the shape of the object. T 
In the present review, the focus will be on the drag force on a non-deformable sphere. The un-
separated, uniform, slightly viscous flow on a clean, spherical and steady bubble was studied by 
(Levich 1949; Levich 1962) and he obtained the drag in the limit of high Reynolds numbers. The 
drag force is determined from a balance between the rate of work done by the drag force and 
viscous dissipation within the fluid interior, resulting in 
 ? ?VUVU ??? 28/1 dC LD??DF , (A.9) 
where the drag coefficient CD corresponds to the value determined by Levich 
 dD ReC 48?  (A.10) 
where Re is the Reynolds number based on the relative velocity of the liquid with respect to the 
bubble, 
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 LLd dRe ?? VU ??  (A.11) 
At very low Reynolds number, the drag force coefficient for a spherical clean bubble is given by 
the Hadamard-Rybczynski drag law: 
  ???
?
???
?
?
??
?
?
?
?
1
3224
d
D Re
C . (A.12) 
The viscosity ratio (bubble to liquid) is denoted by λμ. For a bubble in a liquid, λμ can be 
approximated as λμ → 0, especially for high viscosity liquids such that equation A.12 reduces to 
 dD ReC 16? . (A.13) 
Compared to the drag coefficient for solid sphere at low Red (recalled in equation 2.40), it can be 
seen the coefficient in equation A.13 is smaller, as may have been expected intuitively from the 
difference in the boundary condition at the bubble surface from that on a solid particle. 
Levich’s linear drag coefficient was corrected by (Moore 1963) by taking into account the 
thin boundary layers and wakes where the vorticity produced by the shear-free condition is limited, 
but not zero. Moore evaluated the dissipation in the two regions and found that the drag coefficient 
is  
 ? ?6/112121.2148 ?????
?
???
? ?? d
dd
D ReOReRe
C  (A.14) 
Moore's drag law led (Mei et al. 1994) to propose an empirical drag law for clean spherical 
bubbles of less than 1mm in diameter in uniform or slightly viscous flow that may provide an 
accurate description of the drag for all Re below 700: 
 ? ?
??
??
?
??
??
?
??
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? ????
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1
21315.31
2
18116 d
dd
D ReReRe
C  (A.15) 
A.5 Combining Inviscid and Viscous Forces 
Combining Added-mass with Drag 
The two preceding subsections focus on the forces that arise in unsteady, inhomogneoeus 
flows inviscid fluids, and in viscous uniform flows, respectively. In this subsection, the literature is 
reviewed on the issue whether these can be combined – at least, for homogeneous unsteady 
systems. In an accelerating viscous fluid flow, not only does the added-mass force arise, but 
vorticity requires finite time to diffuse to the ambient flow, i.e., the boundary layer needs a finite 
time to be established, which generates a force called the history force FH, whose counterpart in 
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creeping flows around a solid sphere is the Basset-Boussinesq force. Inspired by the work of Odar 
& Hamilton (1964), several researchers such as Rivero et al. (1991), Mei et al. (1991), Chang & 
Maxey (1994, 1995) and Legendre & Magnaudet (1998) investigated the added-mass force in this 
type of problem for an oscillating spherical bubble or solid sphere. Their results indicate that the 
added-mass coefficient CAM  for both spherical bubbles and solid spheres are equal to 0.5, even 
when a separated wake is present. This is independent of Re, the strength of the acceleration, the 
mode of wakes and most importantly the boundary condition (free slip or no-slip) applied to the 
surface of the sphere. Based on the above findings, the CAM  that was developed from inviscid flow 
theory for a sphere is applicable to the flow around a body at finite Reynolds number. This result 
can be extended to non-spherical bodies. 
A further strand of work in this area does not consider oscillating spheres, but a single 
acceleration to a new steady state. Distinction between the viscous (history) effects and the purely 
inertial (added-mass) effects is then unclear at finite Re because several effects are coupled 
whereas it is simple to distinguish the quasi-steady drag, the added-mass force and the history 
force at low Re due to the linearity of the Stokes equation for steady flow or the unsteady Basset 
equation (Magnaudet & Eames 2000). Two different approaches to studying the unsteady effects 
due to the diffusion of vorticity around bubbles and the corresponding drag force have been 
pursued. The first approach is to consider the high-Re limit in which potential flow advects 
vorticity past the bubble. Inspired by the work of Chen (1974), Slavchev & Simeonov (1979) 
considered a bubble accelerating uniformly from rest. They showed that at short times (t < r/||U–
V||) and provided that the thickness of the boundary layer is much smaller than the bubble radius 
so that the flow remains irrotational almost everywhere, the (drag) force on the bubble is the sum 
of the added-mass force and the viscous drag force based on Levich drag coefficient not on low-Re 
limit, with the instantaneous Red(t) based on the instantaneous slip velocity even when Red is small. 
The result was confirmed by Magnaudet & Legendre (1998) and Legendre et al. (2003). Large 
errors can be made if a steady drag coefficient (corresponding to Stokes flow) is used to estimate 
the viscous drag on a bubble with strong acceleration especially at low instantaneous Red(t) 
(Magnaudet & Eames 2000). 
 The second approach considers the unsteady viscous effects on bubbles rising at finite 
Reynolds number. By considering a clean bubble moving unsteadily in a creeping flow (Red << 1), 
(Yang & Leal 1991) demonstrated that in addition to the inertial force due to the added mass and 
fluid acceleration, the bubble experiences a viscous drag force that corresponds to a quasi-steady 
drag with steady drag coefficient for low Red, 16/Red in equation A.15, a term that corresponds to a 
Basset memory force, and a new memory and that term denotes a history force coming from the 
unsteady diffusion of the vorticity around the bubble and weighted against the history of the 
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relative acceleration between the bubble and fluid. The decay of the history force with time is a 
significant issue in the prediction of the viscous drag (Lovalenti & Brady 1993; Mei 1996). 
Magnaudet & Eames (2000) suggested that the memory of the flow is much shorter for a clean 
bubble than for a solid sphere in most of the flow because of the existence of slip between the 
bubble surface and the fluid. Summarizing, the added-mass force acting on a clean bubble moving 
in unsteady flow is the same as the one in inviscid flow. However, from the work wherein the first 
approach was adopted, it can be concluded that the effect of unsteadiness causes a drag force that 
is significantly different from steady flow. The drag force expressions seem to be only applicable 
during a short time after the acceleration (t < r/||U–V||) if the Red >> 1. The second approach on the 
other hand suggests that when Red << 1, the body force is considerably more complicated due to 
the history force and it affects the prediction of the drag force significantly. It should be stressed 
that the effect of the history force is generally small on clean, spherical bubbles because the 
vorticity produced on these bubbles are small. The history force is also small compared to the 
other forces when the Red >> 1. For these reasons, the history force can be confidently neglected in 
the overall force balance of clean, spheroidal bubbles. 
Combining Inertial Lift with Viscous Drag 
Some further issues arise in certain specific cases, including scenarios of (1) Non-spherical 
or deformable bubbles. (2) Spherical bubbles in rotational flow, i.e. shear and vorticity (3) 
Spherical bubbles moving close to a wall. The first scenario was studied by Naciri (1992), who 
extended Auton’s result to an ellipsoidal bubble in a weak linear shear flow and proposed that CL 
depends on Frrel = (gd)-1|U–V |2 for 0.3 < Frrel < 2.6 for 10 < Red < 2500 and 0.4 < r < 6mm: 
 ? ?
relrel
AML FrFr
CC 29.081.01
2
1 ????  (A.16) 
In this case the added-mass and drag coefficients also change (Magnaudet & Eames, 2000). The 
previous work on both scenario (2) and (3) mainly concern the lift force on a bubble but both the 
added-mass and drag force can also be affected. To investigate the impact on the added-mass and 
lift forces by viscous effects as well as the associated alternations on viscous drag by the velocity 
gradient numerically, many researchers have considered a linear flow field  
 ),)(()(),(),( ttt 000 xxxxx UUU ????? , (A.17) 
where x0 is the centre of the bubble, as it is very often that the length scale of the flow is much 
larger than the bubble radius in numerical simulations. The Taylor expansion of the linear flow 
field concerns four effects in the flow: translation, compression, rotation and strain. A combined 
effect of rotation and strain is shear. It is known that viscous shear flow affects lateral movement 
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of bubbles in pipe flows. Bubbles tend to migrate towards the wall in upward flows while they 
migrate towards the centre of the pipe in downward flow (Legendre & Magnaudet 1998). When a 
spherical bubble moves parallel to a wall at finite Reynolds number, the vorticity produced at the 
bubble surface diffuses and is transported downstream in the wake. The presence of the wall 
causes the velocity field induced by this distribution of vorticity to become asymmetric with 
respect to the plane parallel to the wall thus producing a different lift force. It is known that at low 
Reynolds number, bubbles move away from the wall because the lift force is directed away from 
the wall and is a decreasing function of the distance between the bubble and the wall. This is in 
stark contrast to that at moderate-to-high Reynolds numbers, where the lift force is directed 
towards the wall causing near-wall migration. This finding applies to both spherical clean and 
contaminated bubbles (Takamura & Magnaudet 2003).  
Some of the previous work on scenarios (2) and (3) are reviewed here. Magnaudet et al. 
(1995) examined the situation where a spherical bubble is fixed on the axis of an axisymmetric 
steady straining flow (accelerated flow) at 0.1 ≤ Red ≤ 300 and 0 ≤ Sr ≤ 0.2. They found that the 
added-mass effect corresponds to the inviscid prediction given by equation A.6. This result shows 
that an added-mass force exists at finite Reynolds number in a steady flow with spatial 
acceleration. This also shows that the added mass coefficient equals that for inviscid unperturbed 
flow, i.e. CAM = 1/2 and is unaffected by viscous effects in a spatially accelerated flow. Legendre & 
Magnaudet (1998) investigatedthe lift coefficient CL for pure viscous shear flow for 0.1 ≤ Red ≤ 
500 and 0 ≤ Sr ≤ 0.2. They reported that at moderate–to–high Reynolds number (Red ≥ 5), CL is a 
weakly increasing function of Red and is independent of dimensionless shear parameter Sr, defined 
as  
 VU ?? ?dSr , (A.18) 
where α is the velocity gradient or strain rate, for weak-to-moderate shear rate. The resulted 
empirical formula in this range is 
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Equation A.19 shows that for large Red, CL → 0.5, the value corresponding to inviscid flow. At 
low-Re, the CL decreases dramatically when Red increases and strongly depends on Sr: 
 ? ? ? ? 232212 2.01 255.26 ???? ?? SrReC d
low
L  (A.20) 
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where d
1/2
g ReRe??? and Reg is the Reynolds number based on the velocity gradient 
(McLaughlin 1991). Combining equation A.19 and A.20, an empirical correlation for the 
aforementioned range of parameters can be formulated:  
 ? ? ? ?22 highLlowLL CCC ??  (A.21) 
Legendre & Magnaudet (1998) also found that in the case of strong shear flows with Sr = O(1), 
increasing Sr at moderate-to-high Red (Red > 50) results in a significant effect on the drag force 
whereas it is virtually immune to the shear for low-to-moderate shear rates, Sr ≤ 0.2. The drag 
coefficient exhibits a significant dependence on Sr that can be represented by 
 )55.01( 20 SrCC DD ??  (A.22) 
where CD0 is the drag coefficient in the absence of shear. However, when Red is of O(1), the effect 
of Sr on the drag is small.  
Van Nierop et al. (2007) developed a lift force and drag force coefficient for small air 
bubbles in a rotational flow for a wide range of shear rates 0.1 ≤ Sr ≤ 0.2 and Reynolds numbers 
0.01 ≤ Red ≤ 500. The lift force shows strong dependence on viscous effects, especially when Red 
< 5 and the drag force increases with shear rate for large Sr. The CL and CD depend strongly on the 
angular velocity and equilibrium position of the bubble. More correlations for the lift force and 
drag coefficients can be found from Clift et al. (1978), Hibiki & ishii (2007) and Pang & Wei 
(2011).  
The shear-induced lift force is important when the shear rate and the relative velocity 
between two fluids are both large. Auton et al. (1988) argued that the lift force can be confidently 
added to the added-mass force for a sphere accelerating in an unsteady, inviscid, incompressible, 
rotational, uniform straining flow, under the assumptions that (1) The change of fluid velocity on 
the scale of the sphere is small compared with the relative velocity between the sphere and the 
fluid. (2) The time for a change of relative velocity is large compared with the time for a fluid 
element to pass around the sphere. However, a question is raised when drag force is added to the 
added mass force. Considering the aforementioned limiting cases, it is obvious that the two forces 
must co-exist in a situation between the two limiting cases. (Basset 1888) conducted the earliest 
work related to unsteady drag on a spherical particle, deriving an expression for the hydrodynamic 
force at zero Red on a particle moving in viscous, stationary fluid with unidirectional velocity, and 
a stationary particle (frame of reference fixed with the sphere) with fluid moving at a uniform 
velocity in a far-field, respectively. In both cases, the steady drag, history force and added-mass 
are added together, with an extra term in the latter expression to account for the acceleration and 
the fluid mass displaced by the particle. Basset’s finding was extended to a clean bubble with 
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unsteady drag at finite Reynolds number by (Mei 1996) and the prediction of bubble trajectory is 
excellent. In addition to the work at the limit of low Reynolds number, the work at the limit of 
high Reynolds number (Slavchev & Simeonov 1979; Magnaudet & Legendre 1998) for unsteady 
bubble moving in unsteady viscous flow showed that in short time the body force is the sum of 
viscous drag force and the added-mass force. It is therefore entirely reasonable to add the drag 
force to the added mass force. Although there is no mathematical validation for addition of drag to 
lift force, to my knowledge, yet it has been giving satisfactory numerical result compared to the 
experimental data. For clean bubbles, the history has a negligible effect on the overall forces 
because it is very small compare to the other forces at moderate-to-high Reynolds number. 
Magnaudet & Eames (2000) suggested that bubbles with a terminal Reynolds number between 10 
and 200 has a weak history force and Takagi & Matsumoto (1995) reported that the history effect 
becomes negligible for Red > 50. Furthermore, the history force at zero Re is considerably stronger 
than at finite Reynolds number because it decays at a faster rate t -2 than that of the creeping flow 
solution t -1/2, which implies that the history force on a clean bubble at finite Re is even weaker. 
The history force at t = 0 for finite Reynolds number decreases with increasing Reynolds number 
which further reduces the history force in comparison with that at Red = 0. This result consolidated 
the neglect of history force in clean system.  
A.6  Path Instability 
To the best of my knowledge, path instability of spheroidal bubbles is one of the least 
understood aspects of bubble dynamics. This instability is a coupled effect of shape oscillations, 
wake instabilities and surface-active impurities. Path instability occurs in the intermediate range of 
bubble size in air-water systems (d ≈>2mm) where bubbles are roughly ellipsoidal whereas nearly 
spherical bubbles do not exhibit path instability. There are two main types of path instability: 
zigzagging and helical motion. A bubble path may change from zigzag to helical but the reverse 
transition has never been reported (Magnaudet & Eames 2000) because the growth rate of 
zigzagging path is much larger than that of helical/spiral motion (Mougin & Magnaudet 2001). 
However, a transition from helical to zigzag path is often observed when the size of the bubble 
increases. The criterion for the instability, normally represented by critical Reynolds number 
Re = 2rVGρL/μL or radius r, is strongly dependent on the purity of the liquid. Many researchers such 
as Saffman (1956) and Mercier et al. (1973) found that the onset of path instability of a clean 
bubble is very different from a contaminated bubble due to a dramatic decrease in the value of a 
critical Re at which the transition from straight path to zigzag path occurs. Hartunian & Sears 
(1957) reported the threshold to be Rec ≈ 200 for contaminated bubbles while Duineveld (1995) 
reported Rec ≈ 660 for clean bubbles. On the other hand, Meiron (1989) showed that path 
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instability requires the flow to be rotational somewhere around the bubble regardless of the purity 
of the liquid. This implies that path instability only occurs in viscous fluids.  
Having examining a pertinent streamwise vorticity field, Mougin & Magnaudet (2001) 
pointed out that in zigzagging mode, the vorticity enclosed in the counter-rotating vortices changes 
sign twice during the oscillation in zigzag and crossing zero when the curvature of the path 
vanishes. This is a clear indication of a strong coupling between the rotation of the bubble and the 
structure of its wake. In helical mode, the vorticity contained in the double-threads remains of the 
same sign all along the trajectory and tends to wrap up around it. This observation confirms the 
path instability is closely related to the instability of the wake. The stability of the wake structure 
of a fully contaminated bubble can be mimicked with a solid sphere since it behaves like a solid 
spheroid. This concept has been investigated by several researchers such as Natarajan & Acrivos 
(1993) and their results show that the flow behind a solid sphere loses its axisymmetry at around 
the lower bound of the critical Reynolds number Redc1 ≈ 210 and two vortex threads, in which 
streamwise vorticity is concentrated, occurs beyond Redc1. Unsteadiness occurs above the upper 
bound of the critical Reynolds number Redc2 ≈ 280 where hairpin-like vortices are shedded. These 
critical values are in good agreement with Hartunian & Sears (1957) and Tsuge & Hibino (1977). 
For this reason, it is believed that the axisymmetry of the wake of contaminated bubbles should 
break down at Redc1. Lunde & Perkins (1998) observed that the wake structure isclosely linked to 
the bubble trajectory for a clean bubble. They found that the helical path is associated with the two 
steady threads, which is equivalent to the wake of its contaminated counterpart for Redc1 < Red < 
Redc2 whereas the zigzag path is associated with the shedding of hairpin vortices, which is 
equivalent to the wake of a contaminated bubble for Red > Redc2. Their experiment has shown that 
the path instability is determined by the mode by which the bubble sheds vorticity and the mode 
depends on the amount of vorticity produced at the bubble surface. Clean bubbles with moderate 
curvature release vorticity via two steady threads, whereas contaminated bubbles or bubbles with 
large curvature release in the form of hairpin-like vortices. This explains why the path changes 
from helical to zigzag when bubble size increases or when the bubble surface is contaminated 
(Magnaudet & Eames 2000). Lunde & Perkins (1998) carried out experiments with solid spheroids 
and observed zigzag motion in an inclined tank. This implies that the path instability does not 
require either the liquid to slip along the interface or shape variation. The latter finding was 
supported by Norman & Miksis (2005) who carried out a numerical study of a gas bubble rising in 
an inclined channel using a level-set method. Although the above result revealed that wake 
dynamics seemed sufficient to explain the onset of path instability, it does not mean bubble 
deformability in an inviscid flow plays no role (Magnaudet & Eames 2000).  
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Using the same parameter range wherein Tsuge & Hibino (1977) observed the onset of path 
instability, Blanco & Magnaudet (1995) and Takagi & Matsumoto (1995) performed computations 
of transient evolution of a deforming bubble rising from rest in a stagnant ambient fluid, finding 
that shape oscillations develop spontaneously. This result shows that shape instability triggers 
wake instability under certain conditions and beyond a certain size, zigzagging rising bubbles 
exhibit significant shape oscillations. Saffman (1956) carried out a theoretical analysis of path 
instability and determined the shape of the bubble front by examining the stability of the flow near 
the front stagnation point. Saffman assumed that the liquid motion is irrotiational in that region 
and took into account the effects of gravity, surface tension and inertia. He concluded that the 
bubble deviates from rectilinear motion and rises in a zigzag fashion when the aspect ratio χ > 1.2, 
and that elical motion can only occur when 1.2 < χ < 2.2. The work of Mougin & Magnaudet (2001) 
demonstrates yet again that the wake structure is closely related with χ. For small enough aspect 
ratio χ < χc, in their case χc ≈ 2.2 (where χc is a function of Ar), the rate at which vorticity is 
generated on the bubble surface is less and can be evacuated downstream in an axisymmetric 
manner. For large aspect ratios χ > χc, the above mechanism is no longer efficient enough because 
too much vorticity would be produced. Consequently, the axisymmetric wake becomes unstable 
and transforms into a double-threaded open wake. In the zigzagging mode, the amount of vorticity 
shedded is limited by the fact that the double threaded structure vanishes twice. In the helical mode 
however, vorticity can be evacuated with the greatest efficiency and therefore it appears eventually 
as the most stable mode. This theory intimately explains the observation of the bubble path 
changing from zigzagging into a helical path. In conclusion, it seems that wake instability plays 
the central role in path instability regardless of clean or contaminated bubbles. However, the path 
of the bubbles also depends on the surface purity. This is one of the reasons why each force term 
and their corresponding coefficients in the overall force balance on a clean bubble and a 
contaminated bubble and their respective trajectories in surrounding liquid differ significantly. 
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B. Discretisation Methods 
Appendix B 
Discretisation Methods 
B.1 Introduction 
In general, analytical or exact solutions cannot be obtained due to the complexity of the 
governing differential or partial differential equations and their corresponding boundary and initial 
conditions. Discretisation of partial differential equations (PDEs) enables the transformation of a 
continuous domain to a discrete domain in which computers can be used to obtain numerical 
solutions. The discretisation renders the PDEs into an approximating system of algebraic equations 
which can be integrated numerically in a spatial domain that is discretised into a volume mesh. 
With boundary and initial conditions regarding the fluid behaviour and properties clearly defined, 
all important variables at discrete locations in space and time can be obtained iteratively through a 
suitable algorithm. This is the fundamental concept of CFD. 
B.2 Conservation Laws 
Conservation laws can be derived by considering that the rate of increase of a property ξ 
(x,t) within a discrete control volume (CV) with size VCV and surface area ACV, plus the net flow of 
ξ out of the CV, is equal to the rate of increase of ξ due to any form of transport, plus the sum of 
sources Sξ. The integral form of the conservation law is thus written as, 
 ? ? ???? ???????? )()()()( tVtAtAtV dVSdAdAdVt ?????? nnu q . (B.1) 
The flux of property ξ is denoted by qξ and n is a unit normal vector pointing out of the CV. The 
first and second terms on the left hand side of equation B.1 are the transient term and advection 
flux term respectively. The first and second term on the right hand side of equation B.1 are the flux 
of other transport, such as diffusion. and the sum of sources term respectively. The volume of any 
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discrete control volume V(t) is assumed constant and independent of time thus V(t) = V. The total 
flux tensor fξ at the boundary of each CV is given by 
 ? ? ??? ?????
AAA
dAdAdA nnunf ?? ?? q  (B.2) 
and equation B.1 can be written 
 0?????
? ???
VAV
dVSdAdV
t ??
?? nf . (B.3) 
Applying Gauss’s divergence theorem, 
 ?? ????
VA
dVdA ?? fnf , (B.4) 
Equation B.3 can be further simplified to  
  0???
???
? ?????
??
V
dVS
t ??
? f . (B.5) 
The differential form of equation B.5 can therefore be obtained: 
 0??????
?
??
? S
t
f . (B.6) 
B.3 Finite Difference Method 
Several discretisation methods are available such as finite difference method (FDM), finite 
element method (FEM) and finite volume method (FVM). The FDM is based on a discretization of 
the differential form of the conservation equations. The solution domain, say u(x), is divided into a 
set of points, xi, where i = 1, 2,……N as shown in figure B.1. Here we assume the points are 
equally spaced. 
 
Figure B.1: Discretisation of a one-dimensional domain. 
The numerical solution is then presented by a set of discrete values ui ≈ u(xi). The grid lines serve 
as local coordinate lines and so xi = i∆x, where ∆x is the mesh size and ∆x = X/N= xi+1 − xi., with 
X = xN – x0. With this grid, the partial derivatives are replaced by approximations in terms of the 
nodal values of the function u(x). The FDM uses Taylor series expansion or polynomial fitting to 
approximate the first and higher order derivatives of variables at each grid point. The derivative of 
u(x) in the vicinity of xi expressed as a Taylor series is shown below: 
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where H represents the higher order terms. Replacing x by xi+1 and xi-1 in equation B.7, expressions 
can be obtained for the variable values at these two points in terms of the variable and its 
derivatives at xi. If ∆x = xi+1 − xi = xi − xi-1 is small and finite, the higher order terms will be small. 
Truncating each of the series after the first few terms, approximations to the first derivative can be 
obtained through the forward- (FDS), backward- (BDS) or central-difference (CDS) schemes, 
listed in the same order below: 
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Equation B.10 comes from the subtraction of equation B.7 with x replaced by xi+1 and xi-1. The last 
terms in equation B.8 to B.10 are valid for a uniform grid. The terms that are omitted on the right 
hand side of equation B.7 are referred to as the truncation error. It governs the accuracy of the 
approximation and the decrease of error upon grid refinement. The approximation of second order 
derivative can also be obtained through the Taylor series. For a uniform grid where ∆x is constant, 
the second order derivative can be expressed as 
 ? ?2 112
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u iii
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? ??  (B.11) 
Alternative ways of obtaining approximations to the derivatives include polynomial fitting 
and other compact schemes. The FDM is very simple and effective to obtain high-order 
derivatives on uniform grids. The disadvantage of FDM is that it is restricted to simple geometries 
and special care is needed to ensure that conservation is enforced. 
B.4 Finite Volume Method 
In FVM, the solution domain is first divided into a finite number of CVs in which a 
computational nodal point is located at the centre of each CV and the conservation equations are 
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applied to each CV. By analysing the rate of change of a property or a variable ξ in a fluid 
element/CV, a conservative form of the conservation on equation can be written as: 
 ? ? ? ? ? ? ?????? St ??????????
? u . (B.12) 
The diffusion coefficient is denoted as Γ. The equation states that the sum of the rate of increase of 
a variable ξ and net rate of flow of ξ out of a fluid element equals the rate of increase of ξ due to 
diffusion and sources. Equation B.12 is a starting point for the set-up of computational procedures 
in FVM but the key step is the integration of equation B.12 over a 3-D CV which yields 
   
? ? ? ? ? ? ???? ??????????? VVVV dVSdVdVdVt ????
?? u . (B.13) 
Using the Gauss’s divergence theorem, equation B.13 takes the same form as 3.1  
   ? ? ? ? ???? ????????? VAAV dVSdAdAdVt ?????? nun . (B.14) 
The first term of equation B.14 is the rate of change of the total amount of property ξ in the CV, so 
it’s the transient term. The second term represents the net rate of decrease of ξ due to convection 
across the surface of the boundaries. The third term is the rate of increase of ξ due to diffusion 
across the boundaries while the final term signifies the rate of increase of ξ as a result of sources in 
the fluid element. The first term of equation B.14 is removed for steady state problems. However, 
equation B.14 is integrated with respect to time t over an infinitesimal interval ∆t for transient 
problems and so equation B.14 can be re-written as  
   ? ? ? ?? ??? ?? ???? ??
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? ???????
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The surface and volume integrals are approximated using suitable quadrature formulae. The values 
of different variables at the surface of the CV are expressed in terms of the nodal values using 
interpolation. Several methods are available to achieve that such as the backward, forward and 
upwind difference approximations, central difference approximations and quadratic upwind 
difference schemes, etc. As a result, an algebraic equation in which a number of neighbouring 
nodes are included can be obtained at each node (cell centre) for each CV.  
The FVM is the standard approach for many commercial software and research codes due 
to its superior conservation of mass, momentum and energy both locally and globally (Blazek 
2001). In general, if the discrete equations are summed over all CVs, the global conservation 
equations are retrieved. These local or global conservation equations can be obtained from a finite 
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difference formulation, which is natural for FVM. On the other hand, since the mesh lines define 
the boundaries of CVs and are not related to a coordinate system, FVM can be applied to 
unstructured meshes without a coordinate transformation. However, FVM shares the same 
drawback of FDM in terms of difficulty in developing methods of order higher than second in 
three-dimensional problems. The formulation is also more intuitive and the solutions are less 
diffusive since the variables are located in the cell centre. For these reasons, FVM is used in the 
present work. 
B.5 Finite Element Method 
The FEM is similar to the FVM in many ways. The domain is divided into a finite number 
of control volumes or finite elements that may be unstructured and then they are connected at the 
corners of each element called node. The method also uses the integral forms of the conservation 
equations. The distinctive feature of FEM is that equations are multiplied by a weight function 
before they are integrated over the whole domain. The solution is approximated, for example, by a 
linear shape function in each element in such a way that continuity of the solutions across the 
boundaries of the elements is satisfied. This function and the weight function can be constructed 
from their values at the nodes. The whole process results in a set of non-linear algebraic equations. 
The advantage of the FEM is its ability to handle very complex geometries because the mesh is 
easily refined and each element can be easily subdivided (Blazek 2001). The disadvantage of this 
method is shared by any methods that use unstructured grids and it is the ill-structured matrices of 
the linearised equations which make it difficult to find efficient solution methods (Blazek 2001). 
B.6 Algebraic Equation System 
 
Figure B.2: Schematic of (left) a two-dimensional grid and (right) a cell in three-dimensions. 
An algebraic equation is formed at each grid node when the derivatives in partial 
differential equations such as the transport equation (see equation B.12 and B.14) and Navier-
Stokes equation are discretised by a finite-difference approximation. It typical involves of the 
values of variables at the centre node P as well as those at the neighbouring nodes (see figure B.2). 
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After all the derivatives are discretised, the transport equations can be expressed in the form of 
algebraic equations. For the case where the differential equation is linear, the algebraic equations 
can be written in a compact form: 
 ??? Saa ???
nP
nPnPPP , (B.16) 
where subscript P and nP denote the node at which the partial differential equation is 
approximated and the neighbouring nodes involved in the FD approximations respectively. In a 2-
D grid like the one in figure B.2, the linear algebraic equation for variable ζ takes the form: 
 ?????? Saaaaa SSEENNWW ?????PP . (B.17) 
The coefficients a depend on the choice of discretisation method and fluid properties. Sξ contains 
all the terms that do not directly relate to the variable under consideration and is often 
conveniently defined as (Su + SP ξP). Since the number of equations and unknown variables must be 
equal, there is a large set, consisting of linear algebraic equations for each grid node hence the 
algebraic equation system can be expressed in matrix notation: 
 Sξa ?? , (B.18) 
where aξ is usually a square sparse coefficient matrix for PDEs that contains aP on the diagonal and 
anP around the diagonal. A sparse matrix is a matrix with most of its elements zero, and many 
solvers take advantage of the fact that all of the non-zero elements often lie on a small number of 
well-defined diagonals. ξ is a vector containing the variables at the grid nodes and S is a source 
vector. In the discretisation, terms that are treated explicitly contribute to the source vector S 
whereas those that are treated implicitly may contribute to both aζ and S. Equation B.18 can be 
solved for the variables ξ using a suitable numerical solver. 
B.7 Under Relaxation 
Under-relaxation is often used in iterative methods to control the change of a generic 
variable ξ in one step especially in the early nth outer iteration. Instability can occur if ξ is allowed 
to change as much as equation B.19 requires (Ferziger & Peric 2002). Equation B.19 is linear and 
it is solved iteratively (inner iterations) for the whole domain: 
 ??? Saa nn ???
nP
nPnPPP .
 (B.19) 
One way of tackling the problem is that the variable ξn is allowed to change by only a fraction αξ: 
 ? ?11 ?? ??? nnewnn ????? ? . (B.20) 
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Here, superscript n stands for the sequence of steps.  The under-relaxation factor αξ satisfies 0 < αξ 
< 1. Since the ξ of the previous step is not needed after the aP and Sξ are updated, ξnew is the result 
of the equation below: 
 
P
nP nPnP
P a
aS nnew ??? ?? ?
.
 (B.21) 
Substituting equation B.21 into equation B.20, the modified equation at node P can be obtained: 
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? .
 (B.22) 
It is clear that αξ increases the diagonal dominance of aP and so the iterative method is more 
efficient. The modified equation is solved within inner iterations. The terms involving αξ will 
cancel out when the outer iterations converge and so the solution of the original problem will be 
obtained. The simulation is considered converged when ξn approaches ξn-1. 
B.8 Solution of the Discretised Equations 
Solvers for linear equations can be broadly categorised into two groups, namely direct and 
iterative methods (Ferziger & Peric 2002). Many differential equations, such as the Navier-Stokes 
equation, are non-linear and consequently the numerical solution process needs linearization and 
the discretised equations must be solved by an iterative method (Blazek 2001). The direct methods 
such as Gaussian elimination and LU decomposition provide an exact solution in a finite number 
of steps. However, the computational cost is very expensive and the operation is very inefficient 
for large scale simulations (Blazek 2001). Iterative methods such as Jacobi and Gauss-Seidel 
methods and conjugate gradient method are based on repeated application of an algorithm and 
require an initial guess. The iterations systematically improve the solution at each step and lead to 
the eventual convergence. The procedure stops when the residual is smaller than a pre-set value. 
Most CFD simulations are carried out with iterative methods because they are usually much faster 
than the direct methods. The convergence depends on the form of the matrix and it is usually 
required to satisfy some additional criteria. One condition that needs to be satisfied to ensure 
convergence is based on the quantity: 
 PnP aaP ?? ?x  (B.23) 
In equation B.23 xP ≤ 1 at all nodes and xP < 1 at least one node. aPʹ is the net coefficient of the 
centre node P and it is equal to aP − SP. The matrix is considered to be diagonally dominant if it 
satisfies the above criterion for all nodes. For Jacobi and Gauss-Seidel methods, diagonal 
dominance is a sufficient condition for the convergence of the algorithm. High diagonal 
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dominance enhances the performance of the linear solver. To achieve this, linearization of the 
source terms should ensure that SP is always negative. 
B.9 Discretisation of the Transport Equation 
The transport equation for unsteady flow (equation B.15) needs to be discretised in the 
form of equation B.24 below. The time derivative at centre node P can be rewritten using a first-
order backward differencing scheme and then integrated over the control volume: 
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The next term is the convective term and the surface integral can be discretised as shown below: 
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Here, subscript f denotes the common face of the cell of interest and the neighbouring cell. The 
faces can be seen in figure B.2 and they are denoted as n, e, s and w. The value at the faces can be 
evaluated using FD approximations. For instance, the value of ξf at the faces can be computed 
using a central difference scheme, for instance, ξe = (ξE + ξP)/2.  Af is the vector normal to the 
surface with a magnitude equal to the surface area. Bf  is defined as (ρu)f. Similarly, the diffusion 
term is treated as: 
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The gradient term in equation B.26 is often discretised as ∆ξnP/∆xnP, where ∆xnP is the distance 
between the neighbouring node/cell and P. ∆ξnP is the change of ξ between the neighbouring 
node/cell and P, for instance ∆ξe = ξE − ξP. The factor Γf /∆xnP is often referred to as Wf. Both Bf and 
Wf can be easily obtained through central differencing of two nodes or cells. The accuracy of the 
above approximation is 2nd order for orthogonal meshes. Finally, the source term is discretised 
spatially with linearization and the integration gives: 
   ? ? tVSStdVSSdtdVS
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Temporal discretisation can be achieved by explicit, implicit or Crank-Nicholson schemes. All 
these methods require all coefficients (see equation B.16) to be positive (Blazek 2001). For the 
implicit scheme, both sides of equation B.15 contain ξn+1, the property ξ  of the next time step. The 
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unsteady term can be calculated by forward marching in time as shown in equation B.24. The time 
marching procedure starts with a given initial field of the property ξn . The linear equation system 
is solved for a selected time step ∆t and then the solution ξn+1 will replace ξn in the next iteration. 
The procedure repeats to progress the solution by further iterations.  
The explicit scheme is very easy to program and uses considerably less computer memory and 
computational time per step than the implicit scheme (Blazek 2001). However, the iterative 
procedure is very sensitive to ∆t and becomes unstable if ∆t is large. It is also expensive to 
improve the spatial accuracy because the maximum possible step size ∆tmax has to be smaller than 
kT∆x2 (in the 1-D case), where kT is a constant and kT = ρ/2Γ for the transport equation. In other 
words, the explicit scheme is conditionally stable. On the contrary, the implicit scheme is 
generally more stable than its explicit counterpart. Unlike the explicit scheme, it is unconditionally 
stable for any size of ∆t. Yet, it still needs small ∆t to ensure the accuracy of the result. Both 
explicit and implicit schemes are 1st order accurate in time whereas the implicit Crank-Nicholson 
scheme is 2nd order accurate in time because the fact that it is based on central differencing. The 
Crank-Nicholson scheme uses the average terms involving ξ  at the old and new times and is often 
used in conjunction with spatial central differencing (Ferziger & Peric 2002). The time step 
limitation is less restrictive than the explicit scheme and if ∆t is small enough, the accuracy is 
higher than the explicit scheme. Some researchers prefer to use predictor-corrector and multipoint 
methods such as Three-Time-Level, Adams-Bashforth and Runge-Kutta methods to perform 
temporal discretisation because these methods take the best of both explicit and implicit methods. 
The method is at most 2nd order and the stability is roughly the same as the explicit method but 
high-order accuracy can be achieved by using information at more points in time. Examples of 
these methods are 3rd order Adams-Bashforth and 4th order Runge-Kutta methods (Appendix C). 
When these methods are used, the value of the coefficients and the source terms will be changed 
accordingly. 
B.10 Pressure–velocity Coupling 
The previous sections gave a brief introduction to both spatial and temporal discretisations 
of the transport equation. They are of course enlisted to solve the momentum equation. However, 
discretisation of the momentum equation is more complicated because it contains of a pressure 
source term ad correction terms which make the equation non-linear. The buoyancy and the 
surface tension force term are also discretised as source terms in the linear equation which may be 
evaluated using variables at the previous time step. Some temporal discretisation methods such as 
the Three-Time-Level method, may also contribute to aP and the source term. Therefore, 
discretisation of the momentum equation is a far from straightforward task. 
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B.10.1 Staggered Grid 
A staggered grid is normally used instead of a collocated grid for the Navier-Stokes 
equation (Blazek 2001). A collocated grid stores all the variables at the same set of grid points and 
uses the same CV for all variables whereas in a staggered grid, the scalar variables such as 
pressure and density, are stored at the grid points located at the centre of CVs and the velocities 
(vector variables) are stored at the centres of the cell faces. As can be seen from figure B.3, the 
positions of the nodes are denoted by capital letters, I for x-direction and J for y-direction whereas 
the cell faces are denoted by small letter, i  for x- direction and j for y- direction. Central-difference 
or forward-difference schemes are normally used to discretise the derivatives at the cell faces. Due 
to the configuration of the staggered grid, scalar variables, velocity components and the derivatives 
of velocity components that are not available at the centre of CV are evaluated using not only a 
suitable two-point averaging procedure in the collocated grid but also four-point averaging 
procedure. Examples are shown as red arrows in figure B.3. The u component at face n is 
evaluated by taking the average of the neighbouring four u-vectors. A similar procedure can be 
followed for the v component at face e. The advantage of a staggered grid is that it offers a strong 
coupling between the velocities and the pressure. It also helps avoid some kinds of convergence 
problems and oscillations in pressure and velocity fields. 
 
Figure B.3: Schematic of a staggered grid. 
B.10.2 Calculation of the Pressure 
The problem with the pressure term in the Navier-Stokes equations is the lack of an 
independent equation for it and that its gradient (not the absolute pressure) affects all three 
momentum equations. In addition, for incompressible flow, the conservation of mass is only a 
constraint for the velocity field rather than a dynamic equation like the momentum equation. The 
problem is usually solved by constructing a pressure field that satisfies the continuity equation (a 
divergence free flow field). This is often achieved by taking the divergence of the momentum 
equation and then simplifying the resulting equation by combining it with the continuity equation, 
leaving a Poisson equation for the pressure p: 
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Applying the continuity equation and assuming constant density and viscosity would remove the 
unsteady and viscous term in equation A.28. It then becomes 
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The Laplacian operator is a product of the divergence operator from the continuity equation and 
the gradient operator from the momentum equation. The approximation of the equation is 
performed according to the discretised continuity and momentum equations. Instead of using the 
simple explicit or implicit time advance methods, most researchers use implicit pressure-correction 
methods or so-called projection methods to solve the Poisson equation of pressure iteratively until 
conservation of mass and momentum is obtained. In the present work, a SIMPLE type method is 
used in the Front Tracking code and the Fractional Step Method or Predictor-Corrector Method is 
used in the Phase Field code. The basic iterative procedures of SIMPLE type methods are: 
(1) Solve the momentum equations at the new time tn+1 with a guessed (at the first step) or a 
previously computed un and pn to obtain estimates for un+1 and pn+1.  
(2) Solve the Poisson equation for pressure correction to obtain the pressure correction variable p' 
at the new time.  
(3) Correct the velocity with the pressure correction variable to obtain a velocity field that would 
improve the conservation of mass and a new pressure field. 
(4) Return to the first step and repeat until all corrections are negligibly small and both 
conservation of mass and momentum are obtained. 
The SIMPLE type methods such as SIMPLER, SIMPLEC and PISO were originally designed for 
steady state solutions on collocated grids but they have been extended to unsteady flows on 
staggered grids. In this case of unsteady flow, the predictor corrector procedure is constructed in a 
manner similar to the fractional step methods and the pressure-correction equation is solved to a 
tighter tolerance to ensure mass conservation at each time step. In the case of a collocated 
arrangement, a momentum interpolation procedure is required to avoid numerical oscillations. 
Further details of the SIMPLE type methods can be obtained from Patankar (1980). The major 
difference between SIMPLE type methods and the fractional step method is that the former solve 
the momentum and pressure correction equations several times within each time step while the 
pressure correction is solved only once per time step in the fractional step method. In addition, the 
SIMPLE type methods use the explicitly treated pressure to enforce continuity and construct the 
357 
 
velocity field in the first step whereas the fractional step method does not use pressure in the 
predictor step. The fractional step method is used mainly for unsteady flows and it adopts the 
staggered mesh. The procedure is as follow: 
(1) The momentum equations are solved with no pressure gradients and the convective, diffusive 
and body force terms are represented by a mix of old and new values. 
(2) The velocity is advanced using the pressure from the previous step. The new velocity field is 
not the one for the new time step but generally half a time step, depending on the 
discretisation method that is implemented. 
(3) The Poisson equation for pressure is solved to obtain the pressure field at the new time step.  
(4) The velocity field at the new time step is evaluated with the new pressure field and the 
conservation of mass is checked.  
Due to the staggered arrangement, no interpolation is needed between the centre of the cells and 
the faces. Further details of the Fractional Step Method can be obtained from Ferziger & Peric 
(2002). 
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C. Other Methods for Temporal Discretisation 
Appendix C 
Other Methods for Temporal Discretisation 
C.1 Introduction 
In unsteady flow problems, there is a temporal discretisation in addition to the usual spatial 
discretisation. The major difference between temporal and spatial discretisation is the direction of 
influence. There is no backward influence for time discretisation whereas spatial discretisation can 
affect any direction. All solution methods advance in time in a step-by-step or “marching” manner. 
Apart from the traditional explicit Euler, fully implicit and Crank-Nicholson schemes, there are 
many ways to perform temporal discretisation. Predictor-Corrector, Multipoint and Three-Time-
Level methods are the other popular options. These 3 methods offer at least 2nd order accuracy in 
time as opposed to at most 2nd order accuracy for the explicit, fully implicit and Crank-Nicholson 
schemes. Predictor-corrector and multipoint methods such as Three-Time-level, Adams-Bashforth 
and Runge-Kutta methods are often used to perform temporal discretisation because these methods 
take the best out of both explicit and implicit methods. Some examples of each type of methods 
are discribed below. 
C.2 Two-level Methods 
Considering a 1st order ordinary differential equation with an initial condition ξ(t0) = ξ0: 
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By integrating the equation above from tn to tn+1 = tn + ∆t, equation C.1 becomes 
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The solution ξn+1 at time tn+1 = tn + ∆t, is treated as a new initial condition and the solution is 
advanced further to tn+2 and so forth. Since the right hand side of equation C.2 cannot be computed 
without the solution, approximation is needed. The explicit scheme uses the information at the 
current time step and equation C.2 becomes: 
 ? ? ttf nnnn ???? ??? ,1 . (C.3) 
The implicit scheme uses the information from the next time step: 
 ? ? ttf nnnn ??? ??? 111 ,??? . (C.4) 
Another way of discretising the right hand side would be to use the midpoint of the interval: 
 ? ? ttf nnnn ??? ??? 212/11 ,???
.
 (C.5) 
The above procedure is known as the midpoint rule. Finally, a straight line interpolation between 
the intervals can also be used to construct the approximation: 
 ? ? ? ?? ? ttftf nnnnnn ???? ??? 111 ,,
2
1 ???? . (C.6) 
Equation C.6 is sometimes called the trapezoid rule and it is the basis of the Crank-Nicholson 
method. All these methods require a small time step ∆t to ensure accuracy. 
C.3 Predictor-Corrector and Multipoint Methods 
Predictor-Corrector, Multipoint and Three-Time-Level methods are the other popular 
options because they offer a high order of accuracy and possess the best properties of both explicit 
and implicit methods. The general idea of a predictor-corrector method is to use an explicit method 
to predict the solution ξ* at the new time step and the solution is corrected by applying the 
trapezoid rule using ξ* to compute ξn+1 as shown below: 
 ? ? ttf nnnn ????? ??? ,1  (C.7) 
 ? ? ? ?? ?* 111 ,,21 ??? ??? nnnnnn tftf ???? . (C.8) 
The method has roughly the same stability as the explicit Euler method and so it requires small ∆t 
to achieve convergence to the trapezoid solution. It is at most 2nd order accurate, but high-order 
accuracy can be achieved by using more information at more points. Additional points are either 
those have been computed or new points within the time interval. Examples of these methods are 
2nd and 4th order Runge-Kutta methods and 2nd and 3rd order Adams-Bashforth methods (multipoint 
methods). The 2nd order Runge-Kutta method has a very similar procedure to that described above 
but it has a half-step predictor and a midpoint rule corrector instead: 
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 ? ?
2
,1/2
ttf nnnn
????? ???  (C.9) 
 ? ? ttf nnnn ??? ???? 1/22/11 ,??? . (C.10) 
This method is easy to program and it requires no extra data other than the initial condition. The 
most popular higher-order Runge-Kutta method is the 4th order Runge-Kutta method. The first step 
of this method is the same as that in the 2nd order Runge-Kutta method. The second step is an 
implicit corrector at tn+1/2 formulated as follows: 
 ? ??????? ??? 1/22/11/2 ,2 nnnn tft ???  (C.11) 
Step 2 is followed by a midpoint rule predictor for one full step and a Simpson’s rule corrector 
which gives the method its 4th order accuracy: 
 ? ??????? ??? 1/22/11 , nnnn ttf ???  (C.12) 
 ? ? ? ? ? ? ? ?? ???????????? ?????? 111/22/11/22/11 ,,2,2,6 nnnnnnnnnn tftftftft ??????  (C.13) 
The advantage of this method is obviously the high-order accuracy for temporal discretisation and 
it is more stable than multipoint methods of the same order. The disadvantage is that this method is 
much more expensive because the derivative is computed n times per time step for the nth order 
Runge-Kutta method.  
The most famous multipoint method is called the Adams-Bashforth method. This explicit 
method is constructed by fitting a polynomial to the derivatives at a number of points in time. The 
2nd and 3rd order Adam-Bashforth methods are: 
 ? ? ? ?? ?111 ,,3
2
??? ???? nnnnnn tftft ????  (C.14) 
 ? ? ? ? ? ?? ?22111 ,5,16,23
12
????? ????? nnnnnnnn tftftft ?????  (C.15) 
The advantage of multipoint methods is that they are relatively easy to construct and program at 
any order as they only need one evaluation of the derivative per time step and so they are cheaper 
than Runge-Kutta methods. The other advantage is the flexibility of changing the order of 
accuracy. The order of accuracy can be increased if the solution is not accurate enough whereas it 
can be decreased if it is more accurate than necessary. The major drawback of multipoint methods 
is that they require data from many prior points in time and so they cannot be started by just using 
data for the initial condition. Additional methods are needed to get the calculation started. 
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 The Three-Time-Level method is a 2nd order implicit scheme which is constructed by 
integrating over ∆t centred at tn+1 (tn+1 ± ∆t/2) and applying the midpoint rule to both sides of 
equation C.2. Thus, the time derivative at tn+1 can be expressed as: 
 
tdt
d nnn
n ?
?????
???
? ??
? 2
43 11
1
????
 (C.16) 
which gives 
 ? ?1111 ,
3
2
3
1
3
4 ???? ???? nnnnn tft ????  (C.17) 
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D. Effect of Bubble Sizes on the Bubble Velocity 
Appendix D 
Effect of Bubble Size on the Bubble Velocity 
 Figure D.1: Plot of drift velocity vs. Ar for different sizes of bubble in a vertical channel (log = log10). 
The influence of the bubble size on the drift velocity Fr0 at various Ar, Bo and different θ 
is shown in figure D.1 and D.2. Bubbles with an area of 0.4π (SB) and 1.2π (LB) are used to carry 
out the study. Both types of bubble have a length of at least 1.8 times the width of the channel. It is 
well known that the velocity of a Taylor bubble is independent of the bubble size in a vertical flow 
(Bretherton 1961; White & Beardmore 1962; Nicklin et al. 1962; Batchelor 1967) as long as the 
bubble length is larger than two times the tube diameter D (Zukoski 1966). Indeed, Fr0 is 
insensitive to the bubble size for 10 < Ar < 200 as shown in figure D.1. It can be seen from figure 
D.2 that the drift velocity is clearly affected by the bubble size at θ ≤ 5°, despite the difference is 
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only O(10-3) for the case with Ar = 20 and Bo = 10. In this case, the bubble size has almost no 
effect on Fr0 for all other θ. The influence of the bubble size spreads beyond 5° when either Bo or 
Ar increases. When Ar increases, the influence of the bubble size on Fr0 extends up to 80° and Fr0 
of LB is O(10-3) to O(10-2) lower than that of SB. The difference of Fr0 between SB and LB 
decreases with increasing θ. Increasing Bo only extends the influence up to 20° and SB moves 
slower than LB for θ ≤ 20°. The sudden drop of Fr0 from 15° to 5° for LB is O(10-2) less than the 
smaller one. 
 
Figure D.2: Plot of Fr0vs. channel inclinations for difference sizes of bubble. 
The result is partially in contrast to Spedding & Nguyen (1978), who reported that Fr0 
increases with bubble volume at small θ and that becomes less obvious as θ increase. Beyond 
θ = 40°, Fr0 is more or less independent of the bubble size. The present result seems to suggest that 
the influence of the bubble size on Fr0 at various θ depends strongly on the parameters. However, 
the discrepancy could also be caused by the fact that the simulations are only 2-dimensional. 
Figure D.2 also illustrates that the bubble volume does not affect the critical angle at which the 
maximum Fr0 occurs. The effect of θ on Fr0 follows the same trend as that in figure 5.9 regardless 
of the bubble size. Spedding & Nguyen (1978) reported that the dependence of Fr0 on Bo and θ is 
not only related to the balance between the driving and retarding forces but also depends heavily 
on the shape of the bubble nose. They also pointed out that in an inclined pipe/channel, the shape 
of the bubble nose changes with the bubble volume until the classic bullet-shape nose is formed. It 
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changes with the bubble length up to 14D, after which Fr0 becomes constant and insensitive to 
further increase of bubble volume. This is significantly higher than that for the vertical pipe or 
channel. In order to understand the cause for the difference in Fr0 between SB and LB, the bubble 
shapes at various flow conditions are plotted in figure D.3.  
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(f) 
 
Figure D.3: Bubble shapes of SB and LB for the case of (a) Ar = 20, Bo = 10, θ = 90° (b) Ar = 20, Bo = 10, θ = 5° (c) 
Ar = 20, Bo = 30, θ = 60° (d) Ar = 20, Bo = 30, θ = 5° (e) Ar = 200, Bo = 10, θ = 60° (f) Ar = 200, Bo = 10, θ = 5° 
It was seen from figure D.1 that Fr0 is independent of the bubble size if the bubble length 
is at least 2D long and figure D.3(a) shed light to a possible reason for it. It has been known that 
the vertical Fr0 depends strongly on shape of the bubble nose. When the bubble length is at least 
2D long, the shape of the nose does not change anymore and hence the vertical Fr0 becomes 
independent of the bubble length. Increasing the bubble volume would only increase the bubble 
length. For any given Ar and Bo, the shape of the bubble nose dictates the efficiency for which the 
liquid flows around the bubble and hence the value of Fr0. Although the liquid film for the LB is 
much longer than that for SB, the film thickness remains constant throughout the length of the 
bubble and therefore the liquid in front of the bubble is transported to the back of it at the same 
efficiency. The motion of a bubble is the outcome of the competition between buoyancy and the 
rate at which the liquid passing down the liquid films and so Fr0 is independent of the bubble size. 
In an inclined tube/channel, the bubble is no longer axisymmetric and so the shape of the 
bubble body also strongly affects Fr0. Since the simulations are 2-D, Fr0 is even more sensitive to 
the bubble shape than a 3-D bubble because the liquid can only flow in 2 directions. Figure D.3(b) 
shows the bubble shapes in the case with Ar = 20 and Bo = 10 at θ = 5°. LB has a similar shape of 
the bubble nose as SB but the liquid film becomes slightly thinner for x/D ≤ 7.0 and this leads to a 
slightly less efficient liquid transport which results a slight drop of Fr0 as shown in figure D.2. The 
velocity difference between LB and SB in the case with Ar = 20 and Bo = 30 at θ < 20° can be 
explained by comparing the bubble shapes in figure D.3(c) and (d). For θ = 60°, the shape of the 
bubble nose of LB is the same as that of SB and the film thickness does not change in the entire 
liquid layer. The efficiency of liquid transport is therefore identical for both bubbles hence the 
value of Fr0. In contrast to the case where θ = 60°, the velocity of LB is greater than that of SB by 
O(10-2) at θ = 5°. Although the shapes of the bubble nose are nearly identical, the liquid film of LB 
is significantly thinner than that of SB. Despite the shortage of space for the liquid to move from 
the bubble front to the end, the velocity of LB is greater compared to SB. A possible reason for 
that is the shape of LB is more streamlined than that of SB, which compensates the lack of space 
for liquid movement in the liquid layer. The efficiency for liquid transport is therefore higher. The 
explanation is considered to be reasonable when one sees figure D.3(e) and (f), i.e. Ar = 200 and 
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Bo = 10. It can be seen that both LBs have a thinner liquid layer than SBs along the entire bubble 
body and the shape of LBs is less streamlined than SBs. As a result, the velocities of LBs are 
smaller than SBs. The velocity difference between LB and SB increases as θ decreases. The 
indication of this observation is that both the efficiency of liquid transport and the “streamline-
ness” of the bubble shape between the 2 bubbles become more similar as θ decreases.  
The investigation shows that the bubble velocity depends heavily on the shape of the 
bubble nose and the bubble body, which depends on the flow properties such as viscosity and the 
flow configurations such as angle of inclination. The nose region defines the way the liquid goes 
around the bubble. Both the bubble nose and the liquid layer determine the efficiency of the liquid 
transport around the bubble which in turn determines Fr0. The bubble tail however, is well-known 
to have rather insignificant influence on Fr0. The effect of the bubble size is often only moderately 
pronounced because the flow properties, expressed as Bo and Ar or Mo, θ mask its influence. 
However, given that the properties and configurations of the flow system are the same, the effect 
of the bubble size becomes more prominent as the shapes of the bubble nose become virtually 
identical. Incidentally, the shapes of the bubble tail of LBs are also identical to those of SBs for all 
cases shown in figure D.3. The present investigation shows that the effect of the bubble size on Fr0 
is translated to both the efficiency of the liquid transport and the “streamline-ness” of the bubble 
shape. These two factors are often determined by the shape of the bubble nose in various flow 
conditions. Knowing that the shapes of the bubble nose and bubble tail are the same for LB and 
SB for a given flow conditions and configurations, both effects must be attributed to the thickness 
and geometry of the liquid layer. Therefore, it is reasonable to conclude that the extent of the 
bubble size effect on Fr0 is determined by the resulting thickness and geometry of the liquid layer.  
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Figure D.4: Plot of Fr0 vs. Ar for Bo=10 at θ = 5°, 40° and 90° 
The effect of the bubble size with different Ar and θ is also studied in the present work and 
the results are plotted in figure D.4. It can be seen that the general trend is similar to that in figure 
5.18 and 5.19. The Fr0 increases monotonically with Ar regardless of the bubble size and θ. The 
curves are levelling off towards Ar = 200 for all cases. However, the rate at which the curve levels 
off for the case with θ = 5° is significantly slower than the other two cases and it seems that Ar 
beyond which Fr0 becomes independent of Ar is much higher than the other two cases, regardless 
of the bubble size. This observation has also been reported by Bendiksen (2012). As expected, Fr0 
is not influenced by the bubble size at various Ar in a vertical channel. The message behind this 
observation is that Fr0 is independent of the bubble size regardless of the liquid viscosity, provided 
that the bubble is at least 2D long.    
Unlike the result for the vertical case, Fr0 is influenced by the bubble size at different Ar in 
the case of θ = 5° and θ = 40°. There is a noticeable difference in the bubble velocity at Ar = 200 in 
the case of θ = 40° and a sizeable difference for Ar ≥ 60 when θ = 5°. For θ = 5°, the differene 
between the velocity of SB and LB widens more than that for θ = 40° within the same range of Ar. 
This indicates that Fr0 is more sensitive to the bubble size at θ = 5° than at θ = 40° when Ar is 
rising. The velocity difference for Ar = 20 and Ar = 200 at θ = 40° can be again explained by 
looking at the bubble shape. While the bubble nose of the two bubbles is almost identical to each 
other, the liquid layer is not.  
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(a) 
 
(b) 
Figure D.5: Bubble shapes of SB and LB for the case of (a) Ar = 200, Bo = 10, θ = 40° (b) Ar = 20, Bo = 10, θ = 40° 
As can be seen from figure D.5, the thickness of the liquid layer for LB is decreasing 
along the bubble body and it is thinner compared to SB in the case with Ar = 200. However, for 
Ar = 20, the liquid layer of LB has a constant film thickness throughout the entire bubble body. 
Base on the previous discussion, the velocity of LB will be smaller than that of SB in the case with 
Ar = 200 but not in the case with Ar = 20. Similar to the case with Ar = 200, Bo = 10 at θ = 40°, the 
velocity of SB is higher than that of LB at θ = 5° due to the same reasons as that at θ = 40°. 
However, the difference of film thickness between SB and LB is larger than that at θ = 40° and this 
explains the larger velocity difference between the two bubble size at Ar = 200 and θ = 5° (see 
figure D.6) compared to that at Ar = 200 and θ = 40° (see figure D.5(a)).  
 
Figure D.6: Bubble shapes of SB and LB for the case of Ar = 200, Bo = 10, θ = 5°. 
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E. Extended Results for τw and Normal Stress 
Appendix E 
Extended Results for τw and Normal stress 
E.1 The Effect of θ on the Local Wall Shear Stress Profile  
 
Figure E.1: Local wall shear stress and void fraction profiles for LB with Ar = 200 and Bo = 10 at θ = 5°  
Figure E.1 shows the local wall shear stress τw  as a function of x/D for the case with 
Ar = 200 and Bo = 10 at θ = 5°. The deep blue and the red line correspond to τw  at the top and the 
bottom of the channel wall respectively. The wall shear stress at the bottom of the channel is on 
average higher than that at the top but the maximum value of τw  is significantly lower. Similar to 
the vertical case, the maximum τw  at the top of the channel occurs at the bubble tail, though the 
peak value is O(10-3) higher in this case. The peak at the top of the channel indicates that the liquid 
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flows backwards with a magnitude larger than the wall velocity at the bubble tail as can be seen 
from figure E.2. In contrast to the vertical case, a spike is also present at the bubble front and it is 
almost a mirror image of the one at the bubble tail. The axial velocity is in the same direction as 
the bubble motion and the magnitude is higher than the wall velocity. This leads to a positive local 
du and so downward spike occurs between the bubble front and the top channel wall. The liquid is 
essentially pushed forward forcefully by the bubble as it has nowhere to go momentarily. 
Furthermore, the thin layer of liquid between the top channel wall and the bubble is fully 
developed. The axial velocity near the wall is almost identical to the wall velocity, resulting τw = 0.  
At the bottom wall, τw  reacts to the change of film thickness in a less dramatic fashion compared 
to the vertical case. This is due to a thicker liquid film in which a more continuous du/dy across the 
width of the film. Unlike the wall shear stress profile of the top wall, τw  is always positive at the 
liquid film. Similar to the vertical case, τw  is almost constant along the liquid film, even though 
the bottom of the bubble is not as flat as that in the vertical case. However, there is no spike at the 
bubble tail. The peak value of τw  is not at the very end of the bubble. Instead it appears at a place 
where the liquid film is the thinnest. All the observations so far seem to direct one's thought 
towards considerations of possible link between the change of τw  and the liquid film thickness. 
The wall shear stress increases more significantly in an already thinner liquid film than a thicker 
one when the thickness decreases slightly. 
 
Figure E.2: Axial velocity profile over the domain for LB with Ar = 200, Bo = 10 and θ = 5°  
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Figure E.3: Local wall shear stress and void fraction profiles for LB with Ar = 200 and Bo = 10 at θ = 40°.  
 
Figure E.4: Axial velocity profile over the domain for LB with Ar = 200 and Bo = 10 at θ = 40°. 
The local wall shear stress and void fraction profiles of LB with Ar = 200, Bo = 10 at 
θ = 40° is shown in figure Figure E.3. The local wall shear stress τw  of both the top and the bottom 
of the channel exhibits most of the features shown in both the vertical and near-horizontal cases. 
Similar to the near-horizontal case, the τw  of the bottom wall is generally higher than that of the 
top wall except at the bubble tail where the spike is located. The peak value of τw  of the top wall is 
approximately 1.5 times larger than that of the bottom wall as oppose to about 7.5 times for the 
near-horizontal case. By comparing the three cases, it can be noticed that the maximum τw  at the 
top of the channel increases in O(10-3) with decreasing θ whereas the maximum τw  at the bottom 
of the channel decreases with θ. As a result, the difference between the peak values enlarges 
monotonically as the θ decreases.    
At the top of the channel, there are spikes at both the bubble tail and the bubble front, a feature 
which is present in the near-horizontal case. Comparing figure 5.28, E.1 and E.3, one can notice 
that the trough deepens as θ decreases, indicating that the positive axial velocity in the region 
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between the bubble front and the top wall becomes larger as θ decreases. On the other hand, 
negative τw  is noticeably present for 2.0 < x/D < 5.0. This can be attributed to the shape edge and 
thin film thickness at the bubble tail, which causes the magnitude of the axial velocity slightly 
lower than the wall velocity (um = –0.1965) as shown in figure Figure E.4. By comparing figure 
5.20, E.1 and Figure E.3, it can be seen that τw  at the bubble tail becomes less negative as θ 
decreases. Furthermore, the local wall shear stress has values of O(10-2) in the fully-developed 
region, which suggests that the bubble is not as close to the wall as the near-horizontal case but 
close enough to make the liquid flows slower than the bulk liquid. For θ = 40°, τw  in the fully 
developed region is approximately 3 times less than that in the vertical case but 12 times more 
than that in the near-horizontal case. Therefore, τw  and hence the difference between the near-wall 
velocity and the bubble tip/wall velocity decreases non-linearly with θ. Because of the tumbling τw  
in the fully developed region, the difference with the peak value of τw  increases with decreasing θ.  
At the bottom of the channel, τw  over the whole domain resembles familiar characteristics of both 
vertical and near-horizontal cases. Similar to the two previous cases, there is a smooth transition of 
τw  from the far field to the bubble. However, unlike the two previous cases, the τw  is not constant 
but increases from the bubble front to the bubble tail. By comparing figure 5.20, E.1 and E.3, one 
can notice that τw  decreases with θ over the bubble in general. Similar to the near horizontal case, 
the peak value is not significantly larger than those in the liquid film. A further look of figure 5.20 
and E.3 enables one to notice that the difference decreases with θ and this is exactly the opposite to 
the top channel wall. The small jump of τw  for 2.0 < x/D < 5.0 can be attributed to the shape 
bottom edge at the bubble tail, which generates axial velocities of similar magnitude to those at the 
entry of the liquid film for certain distance away from the bubble. On the other hand, the peak 
appears at the same axial position as that for the top wall since the position at which the liquid 
layer is the thinnest and the top edge of the bubble is almost identical. This shows that the location 
at which τw  is at maximum is determined by the place where the liquid film is the thinnest. 
Interestingly, the peaks in shear stress can possibly have an effect on the corrosion rate of the inner 
coatings of pipelines. The shear stress rips off corrosion films and exposes fresh metal (Langsholt 
et al. 2004). Understanding the local wall hear stress profile can help devising a possible solution 
to the problem. 
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Figure E.5: Local wall shear stress for the long bubble with Ar = 20, 100 and 200, Bo = 10 and θ = 40°  
 
Figure E.6: Comparison of bubble shape for Ar = 20 and Ar = 200 for θ = 40°. 
 
Figure E.7: Axial velocity profile over the domain for LB with Ar = 20, Bo = 10 at θ = 40° 
Figure E.5 shows the local wall shear stress profile for Ar = 20, 100 and 200 at θ = 40°. At 
the top channel wall, there is an upward spike at the bubble tail and a downward spike at the 
bubble front and τw  becomes negative at the back of the bubble. The local wall shear stress profile 
for the bottom wall exhibits a much smoother transition from the far field to the bubble front and 
from the bubble tail back to the far field. All these features are present among the three cases, 
though differences in magnitude can be seen. Focusing on the local wall shear stress of the top 
wall in figure Figure E.5, one can notice that the peak becomes closer to the bubble front as Ar 
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increases. This is similar to the vertical case as this is also due to the shortening of the bubble 
length with increasing Ar as shown in figure Figure E.6. However, unlike the vertical case, where 
the peak values are almost indifferent among the 3 cases, it clearly increases gradually with Ar.  
At the back of the bubble, the magnitude of τw  and the region at which τw  is negative increases as 
Ar decreases. As can be seen from figure Figure E.7, the liquid seems to either flow in the same 
direction as the bubble motion or flow backwards with much smaller magnitude compared to the 
wall velocity in the case with Ar = 20. This causes the velocity gradient to increase. The fact that 
the viscosity is higher in the case with Ar = 20 also contribute to the deepening of the trough. The 
distance from which τw becomes negative at the back of the bubble decreases with Ar. This is 
expected since the bubble length increases with decreasing Ar. On the other hand, the axial 
velocities at the back of the bubble regain the velocity of the moving walls within a much shorter 
distance from the bubble tail than the other two cases, leading to a third spike. The “affected 
region” could also be caused by the shape of the bubble tail. 
At the bubble front, the trough deepens as the Ar drops but the width of its base remains the same. 
Possible reason for this is that the shape of the bubble front and in particular, the top half of the 
bubble front, is rather similar for all 3 cases. The “affected region” is therefore almost identical. 
The depth of the trough depends on the viscosity and the velocity gradient in that region, which is 
in essence an Ar effect. Therefore, the trough deepens with decreasing Ar.  
Unsurprisingly, the τw at the fully developed zone is the same for all Ar but not at the bottom wall. 
This is because the distance between the bubble and the wall does not depend on Ar and the bubble 
size for a given Bo and θ in stagnant liquid. Figure E.5 shows that the length of the fully developed 
zone increases due to the increasing bubble length with decreasing Ar. While τw in fully developed 
region remains constant upon the increment of Ar, the peak value of τw increases with Ar and this 
leads to a growing gap between the values. The local wall shear stress profile shows that the shape 
and the length of the bubble in the case with Ar = 100 and Ar = 200 are very similar whereas those 
with Ar = 20 are somewhat different to the other two.  
At the bottom wall, the peak value of τw increases with decreasing Ar. This is in contrast to 
the result of the vertical case as well as the top of the channel in the current case. While the τw of 
the fully developed zone at the top wall is insensitive to Ar, the τw of the liquid film decreases with 
increasing Ar. The change of θ does not change the fact that higher Ar gives smaller average τw. In 
other words, liquids with lower viscosity or pipes with larger diameter give smaller τw. Unlike the 
wall at the top of the channel, the peak appears almost at the same axial position as shown in both 
figure E.5 and Figure E.6. On the other hand, it can be seen in figure E.5 that the local wall shear 
stress profile along the liquid film for Ar = 20 is rather different to the other two Ar. In the case 
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with Ar = 100 and Ar = 200, the wall shear stress increases continuously from the bubble front to 
the bubble tail. However, in the case with Ar = 20, τw increases from the bubble front and reaches a 
constant value in the liquid film before it approaches its peak value towards the bubble tail. It is 
clear from figure Figure E.6 that the liquid film thickness is relatively constant in the case with 
Ar = 20. The near-constant wall shear stress is consistent with the fact that the liquid film is more 
fully developed compared with the other two cases.  
One could imagine that the local wall shear stress profile of the liquid film for a smaller or shorter 
bubble, for instance, SB in the present work, would look pretty similar to the one in figure E.5. 
Figure E.8 shows the local wall shear stress profile of the bottom wall for the SB and the LB with 
the same flow conditions. The bubble shape of the two bubbles is shown in Figure D.3(b). It can 
be seen that the local wall shear stress of the liquid film region does not exhibit near-constant 
values even in the case with Ar = 20. Instead, it drops rapidly after it reaches its maximum. 
Together with this finding, it can be considered that the bubble shape and its length play key roles 
in determining the local wall shear stress profile.     
 
Figure E.8: Local wall shear stress at the bottom wall for the SB and LB with Ar = 20, Bo = 10 at θ = 40° 
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Figure E.9: Local wall shear stress for the LB with Ar = 20, 100 and 200, Bo = 10 at θ = 5° 
The local wall shear stress profile for the near-horizontal case with different Ar is shown 
in figure Figure E.9. Similar trends observed in the vertical and inclined case can be seen in the 
near-horizontal case. The peak of τw  for the top of the channel increases with Ar and the axial 
location of it shifts closer to the bubble front as the Ar increases. Similar to the trend of the 
inclined case, the τw  in the fully developed region is constant and insensitive to changes in Ar. As 
a result, the different between the peak value and the values of the fully developed region increases 
with Ar. This is consistent with the results of the vertical and the inclined case. At the bubble front, 
the base of the downward spike is the same for all Ar. However, unlike the inclined case, the depth 
of the trough increases slightly with Ar and the trough location is the same for all Ar. This is 
attributed to the fact that the shapes of the bubble nose and the axial velocities near wall are almost 
identical for all Ar as shown in figure Figure E.10 and Figure E.11. 
 
Figure E.10: Comparison of bubble shape for Ar = 20 and Ar = 200 at θ = 5°. 
At the bottom of the channel, the relatively constant values of τw along the bubble body indicate 
that the liquid film is fully developed in all 3 cases. As can be seen from figure Figure E.9, a small 
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bump is only present in the case with Ar = 200 due to that fact that its liquid film thickness is not 
entirely constant in the bubble tail region as shown in figure Figure E.10. The bottom of the 
bubble body is completely flat for the case with Ar = 20 and Ar = 100 hence constant τw  in the 
fully developed region. The local wall shear stress generally decreases with increasing Ar along 
the domain. This is consistent with the result of the vertical and inclined case. 
 
Figure E.11: Axial velocity profile over the domain for LB with Ar = 20, Bo = 10 and θ = 5° 
E.2 The Effect of Bo on the Local Wall Shear Stress Profile 
 
Figure E.12: Local wall shear stress for the LB with Ar = 20, Bo = 10, 30 and θ = 90° 
 
Figure E.13:  Comparison of bubble shape for the LB with Ar = 20, Bo = 10, 30 and θ = 90°. 
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Both Ar and θ have strong effect on the local wall shear stress profiles of both walls. 
However, Bo is an influential parameter in the present study and it will be interesting to study the 
effect of it on τw for a given Ar at different θ. Figure E.12 shows the wall shear stress profiles of a 
bubble moving in a vertical channel with Ar = 20 and two different Bo. Noticeable differences 
between the two profiles are the absence of the spike at the bubble tail and the length of the fully 
developed zone where constant τw is present. It can be seen from figure E.12 that the average τw 
increases with Bo. The bubble with higher Bo is slimmer and longer in shape and has a flatter 
interface in the bubble body than the one with lower Bo as shown in figure Figure E.13. The fully 
developed region is therefore longer and the liquid film thickness is more constant. As a result, the 
local wall shear stress for higher Bo in that region is more stable and longer in length compared to 
the case with lower Bo. Since Ar are the same for both wall shear stress profiles, the increase in the 
wall shear stress can be attributed to the superior efficiency of liquid transport in the liquid film for 
the bubble with higher Bo, leading to a high velocity gradient (see figure Figure E.14) hence larger 
τw.. 
 
Figure E.14:  Axial velocity profile over the domain for LB with Ar = 20, Bo = 30 and θ = 90°. 
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Figure E.15:  Local wall shear stress for the LB with Ar = 20, Bo = 10, 30 and θ = 40°.  
 
Figure E.16:  Comparison of bubble shape for Ar = 20, Bo = 10 and Bo = 30 for θ = 40°. 
 
Figure E.17:  Axial velocity profile over the domain for LB with Ar = 20, Bo = 30 and θ = 40°. 
Figure E.15 shows the local wall shear stress profile of the top and the bottom of the 
channel for bubble moving in an inclined channel with Bo = 10 and Bo = 30. At the top of the 
channel, both profiles have two downward spikes and possess the same wall shear stress along the 
fully developed region. However, a distinctive difference between the 2 cases is that the upward 
spike is absent when Bo = 30. The reason for that is the axial velocities at the top edge of the 
bubble tail are identical to those in the fully developed region (see figure Figure E.17). The 
downward spike at the bubble tail appears further back and the magnitude of it is larger than the 
one with lower Bo. This is due to the increase of bubble length with Bo and a more positive value 
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of axial velocities at the back of the bubble. The downward spikes at the bubble front are quite 
similar to each other in terms of the shape and the magnitude. At the bottom wall, it can be seen 
that there is no bump at the bubble tail for Bo = 30 and this is due to the fact that the bottom of the 
bubble is flatter than that for Bo = 10 as shown in figure Figure E.16. Similar to the vertical case, 
the average τw over the bubble increases with Bo due to the same reason. Comparing figure Figure 
E.12 and Figure E.16, one would notice that the τw in the fully developed region is always higher 
in an inclined channel than a vertical channel. The result is consistent with the previous discussion 
in section 5.3.1 that the efficiency of the liquid transport in the liquid layer is always higher in an 
inclined channel than that in the vertical channel. 
 
Figure E.18:  Local wall shear stress for the LB with Ar = 20, Bo = 10, 30 and θ = 5°. 
Figure E.18 shows the local wall shear stress profile of the top and the bottom of the channel for 
the near-horizontal case with Bo = 10 and Bo = 30. As expected, the value of τw in the fully 
developed regions is identical as the distance between the bubble and the top wall are the same. 
For the case with Bo = 30, the spikes at the bubble front and the bubble tail are smaller in 
magnitude, indicating that the velocity gradients in both regions are smaller than those in the case 
with Bo = 10. The axial location of the upward spike is further away from the bubble front due to 
the fact that the bubble is longer. In the case with Bo = 30, the local wall shear profile of the 
bottom wall reflects the change of liquid film thickness along the bubble. The larger the liquid film 
thickness, the smaller the τw becomes. Similar to the vertical and the inclined cases, the higher the 
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Bo, the larger the τw becomes. Although the film thickness for Bo = 10 is smaller than that for 
Bo = 30, the velocity gradient is larger for Bo = 30, resulting higher value of τw (see figureFigure 
E.11 and Figure E.20). 
 
Figure E.19:  Comparison of bubble shape for Ar = 20, Bo = 10 and Bo = 10 at θ = 5°. 
 
Figure E.20:  Axial velocity profile over the domain for LB with Ar = 20, Bo = 30 and θ = 5°. 
E.3 The Effect of θ on the Normal Stress 
 
Figure E.21:  Normal viscous stress and pressure profiles for LB with Ar = 20, 200, Bo = 10 and θ = 40°. 
Figure E.21 shows the normal viscous stress and pressure profiles for LB in an inclined channel. 
Similar to the vertical case, the spikes locations for the two cases are different at the bubble tail but 
they are the same at the bubble front. The normal viscous stress generally increases with Ar. The 
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spike at the bubble tail for Ar = 200 is approximately 1.5 times larger than that for Ar = 20. It can 
also be seen that the relative pressure for Ar = 20 is generally lower than that of Ar = 200. 
However, the pressure gradient for Ar = 20 is higher than that for Ar = 200 over the whole domain 
as shown in figure Figure E.23. As a result, the normal stress at Ar = 20 is higher than that at 
Ar = 200 over the domain and this is different from the vertical case.  
Comparing figure 5.25 and Figure E.21, the normal viscous stress for the inclined channel is 
considerably higher than that for the vertical channel at both the bubble nose and tail. In the 
inclined channel, the bubble leans towards the top of the channel and the liquid in front of the 
bubble nose is forced to circumvent the bubble and so transverse velocity gradient becomes larger 
than that for the vertical case at the bubble nose. As can be seen from figure Figure E.22, the 
transverse velocities at the back of the bubble are larger than those for the vertical case. Therefore, 
the normal viscous stress of the inclined case is also higher at the back of the bubble It is expected 
that the normal stress in this case is significantly lower than that for a bubble rising in a vertical 
channel because the hydrostatic pressure experienced by the bubble rising in vertical channel is 
much higher over the domain. It can also be seen that a small bump of relative pressure at both the 
bubble nose and the bubble tail in the inclined case whereas it only appears at the bubble tail 
(Ar = 200) in a vertical case. Since the normal viscous stress becomes stronger while the pressure 
difference has dropped, the normal viscous stress for the inclined channel has a larger contribution 
to the normal stress compared to the vertical case. However, the normal viscous stress is still 
O(10) smaller than the pressure and the normal stress is still dominated by the relative pressure.  
 
(a) 
 
 (b) 
Figure E.22:  Transverse velocity for LB with (a) Ar = 20 and (b) Ar = 200, Bo = 10 and θ = 40°. 
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(a) 
 
(b) 
Figure E.23:  Pressure profile for LB with (a) Ar = 20 and (b) Ar = 200, Bo = 10 and θ = 40°. 
 
Figure E.24:  Normal viscous stress and pressure profiles for LB with Ar = 20, 200, Bo = 10 and θ = 5°. 
Figure E.24 shows the normal viscous stress and pressure profiles at the top of the channel 
for the near-horizontal case. Yet again, the size of the spikes increases with Ar. However, the spike 
for Ar = 200 is approximately 2 times larger than that for Ar = 20 at the bubble tail. The pressure 
differences are very similar over the domain. Comparing figure Figure E.21 and Figure E.24, the 
normal viscous stress of the near-horizontal case is higher than that of the inclined case at both the 
bubble nose and tail. The spike at the bubble nose for the near-horizontal case is approximately 2-3 
times larger than that for the vertical case. This is expected as the liquid in front of the bubble 
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exhibits a larger dv in the near-horizontal case. However, the pressure difference is O(10) lower 
than the inclined case. Therefore, the normal viscous stress has an even larger contribution to the 
normal stress compared to the inclined case. However, the normal stress is still dominated by the 
relative pressure as the normal viscous stress is still O(10) smaller than the pressure. 
 
(a) 
 (b) 
Figure E.25:  Transverse velocity for LB with (a) Ar = 20 and (b) Ar = 200, Bo = 10 and θ = 5°. 
(a) 
 
(b) 
Figure E.26: Pressure profile for LB with (a) Ar = 20 and (b) Ar = 200, Bo = 10 and θ = 5°. 
Spikes like those in figure Figure E.21 and Figure E.24 were also observed in the experiments 
performed by Langsholt et al. (2004). The authors carried out experiments in an inclined pipe at 
less than 5° from the horizontal and they reported two peaks in dp/dx within the slug body, one 
larger peak at the bubble tail and one smaller peak near the bubble nose. To summarise, the normal 
viscous stress at the bubble front and the bubble tail increases with Ar or decreasing θ. The relative 
pressure along the domain increases with θ due to the fact that the hydrostatic pressure 
experienced by the bubble rising also increases with θ. It can also be noticed that the extent of 
pressure drop at the bubble nose and the pressure rise at the bubble tail increases with decreasing 
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θ. Based on the above results, the magnitude of the normal stress gradient across the domain 
decreases with θ but increases with decreasing Ar. 
E.4 The Effect of Bo on the Normal Stress 
Investigating the effect of Ar on the normal viscous stress and pressure profiles over the 
domain gives information about the effect of viscosity on the normal stress over the bubble in the 
simulations. This information shed some lights on how the viscosity and the tube size affect the 
normal stress on the walls of a pipe or channel in the experiments. It is also interesting to study the 
effect of Bo on the normal stress in order to understand how the surface tension affects the normal 
stress profile. Note that the Bo is usually used to characterise the tube diameter in the experiments.    
 
Figure E.27: Normal viscous stress and pressure profiles for LB with Ar = 20, Bo = 10, 30 and θ = 90°  
Figure E.27 shows that normal viscous stress and pressure profile of the top wall for a 
bubble moving in a vertical channel with Bo = 10 and Bo = 30 respectively. It can be seen that the 
upward spike at the bubble front grows whereas the downward spike at the bubble tail shrinks as 
the Bo increases. The upward spike at the bubble tail disappears for Bo = 30. However, the 
difference of the trough values at the bubble tail and the peak values at the bubble front between 
the 2 cases are of O(10-3). This indicates that the transverse velocities near the wall are rather 
insensitive to the change of Bo in the vertical case. Liquid that is close to the wall tends to flow 
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almost straight through to the back of the bubble. On the other hand, the pressure differences along 
the domain are similar, though the one for Bo = 30 is slightly larger than that for Bo = 10. 
Figure E.28: Normal viscous stress and pressure profiles for LB with Ar = 20, Bo = 10, 30 and θ = 90° 
Figure E.28 and Figure E.29 show similar stories for both the inclined and the near-horizontal 
channel, when compared to the findings for the vertical channel. In general, the spikes at the 
bubble tail and at the bubble front shrink as the Bo increases. For the inclined case, the height of 
the spikes for Bo = 10 is about 2 times larger than that for Bo = 30. However, this finding is only 
observed for the spikes at the bubble front and the upward spike at the bubble tail for the near-
horizontal case. On the other hand, the pressure difference across the domain increases slightly 
with Bo for the inclined case but not for the near-horizontal case. To summarise, the change of 
normal viscous stress at the bubble front and the bubble tail decreases with increasing Bo. This 
indicates that the liquid flow near the walls does not change in transverse direction as much at 
higher Bo regardless of the θ. The pressure profiles for the two Bo examined are rather similar 
along the domain but the one with higher Bo is slightly larger than one with lower Bo except for 
the near-horizontal case. Therefore, the normal viscous stress contributes less to the normal stress 
relative to the pressure as the Bo increases, except for the near-horizontal case.    
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Figure E.29: Normal viscous stress and pressure profiles for LB with Ar = 20, Bo = 10, 30 and θ = 5°. 
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F. Values of C0 and Fr0 for Moving Liquid 
Appendix F 
Values of C0 and Fr0 for Moving Liquid 
The follow tables summarise the values of C0 and Fr0 for various Ar and angle of 
inclination. Both values are of great importance to equation 5.17. These tables are referred to 
section 5.4.3. 
Table F.1: Summary of the values of C0 and Fr0 for Ar = 10. 
Ar θ C0 Fr0 
10 90? 1.5483 0.011 
10 80? 1.5458 0.0123 
10 60? 1.5303 0.0211 
10 40? 1.5142 0.0237 
10 30? 1.5070 0.0201 
10 20? 1.5033 0.0128 
10 10? 1.5057 0.0008 
10 0? 1.5113 -0.0153 
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Table F.2: Summary of the values of C0 and Fr0 for Ar = 20. 
Ar θ C0 Fr0 
20 90? 1.4613 0.0284 
20 80? 1.4541 0.0336 
20 60? 1.4177 0.0570 
20 40? 1.3888 0.0653 
20 30? 1.3779 0.0653 
20 20? 1.3783 0.0587 
20 10? 1.3854 0.0333 
20 0? 1.4096 -0.0022 
 
Table F.3: Summary of the values of C0 and Fr0 for Ar = 50 
Ar θ C0 Fr0 
50 90? 1.3442 0.0567 
50 80? 1.3485 0.0558 
50 60? 1.3365 0.0649 
50 40? 1.2810 0.01069 
50 30? 1.2280 0.1314 
50 20? 1.2261 0.1183 
50 10? 1.2362 0.0882 
50 0? 1.2941 0.0178 
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Table F.4: Summary of the values of C0 and Fr0 for Ar = 100. 
Ar θ C0 Fr0 
100 90? 1.2809 0.0734 
100 80? 1.2673 0.0839 
100 60? 1.2129 0.1322 
100 40? 1.1705 0.1625 
100 30? 1.1688 0.1543 
100 20? 1.1528 0.1555 
100 10? 1.1642 0.1234 
100 0? 1.2294 0.0354 
 
Table F.5: Summary of the values of C0 and Fr0 for Ar = 200. 
Ar θ C0 Fr0 
200 90? 1.2407 0.0847 
200 80? 1.2294 0.0951 
200 60? 1.1780 0.1440 
200 40? 1.1339 0.1838 
200 30? 1.1229 0.1863 
200 20? 1.1220 0.1771 
200 10? 1.1342 0.1508 
200 0? 1.1196 0.0465 
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G. 1-way Coupling – Effect of Incination Angles 
Appendix G 
1-way Coupling - Effect of Inclination Angles 
G.1 Introduction 
In addition to the horizontal, two other inclination angles (5° and 10°) are used here. Angles 
that are larger than 10° resulted in a rise of bubble velocity and this caused significant instability at 
back of the long bubble and led to break-up of small bubbles from the long bubble. Unlike the 
phase field code, front tracking does not handle bubble break-up. All simulations carried out here 
are for Ar = 100, Bo = 10 and d = 0.05. Lastly, the dimensionless time τ* is expressed as t for the 
sake of convenience. 
G.2 Fraction of Surviving Bubbles 
The fraction of surviving bubbles for various inclination angles are summarised in table 
G.1. No clear trend can be observed for the effect of inclination angle on the number of surviving 
bubbles. However, the fraction for the near-horizontal case, i.e. θ = 5° is only 2.3% higher than that 
for the horizontal channel while the fraction for θ = 10° is 23.9% lower. Therefore, the number of 
surviving bubbles is rather insensitive to inclination angle when θ ≤ 5° and reduces with increasing 
angle of inclination when θ > 5°. Whether or not the number of surviving bubbles keeps decreasing 
as inclination angle increases is a question that can only be answered by carrying out simulations 
with larger θ. 
 Table G.1: Fraction of surviving bubble remains in the domain at steady state for various inclination angles. 
Angle Fraction of surviving bubbles 
0° 0.218 
5° 0.223 
10° 0.166 
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G.3 Distribution of Small Bubbles 
 The effect of inclination angles on the distribution of surviving bubbles in the domain is 
shown in figure G.1. As the inclination angle increases from 0° to 10°, the number of bubbles 
trapped in the wake increases even though the total number of surviving bubbles decreases. It is 
shown in section 7.3.1 that the number of bubbles trapped behind the wake is closely related to the 
shape of the bubble tail, which depends on Ar. Figure G.1 affirms such dependence on the shape of 
the bubble tail for given Ar. In addition, the strength of the wake probably increases since 
increasing the inclination angle increases the bubble velocity, even though the streamlines at the 
back of the long bubble for different inclination angles shown in figure G.2 are slightly different. 
On the other hand, the number of bubbles trapped inside the circulation near the top of the channel 
also depends on θ. This will be investigated in more detail in the next subsection. 
 
(a) 
 
(b) 
 
(c) 
Figure G.1: Distribution of surviving bubbles in the last frame of simulations for (a) θ = 0° (b) θ = 5° and (c) 
θ = 10°. 
 
(a) 
 
(b) 
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 (c) 
 Figure G.2: Streamline plot of a long bubble moving in a horizontal channel for (a) θ = 0° (b) θ = 5° and (c) 
θ = 10°. 
G.4 Coalescence and Initial Positions 
The number of bubble coalescences at the long bubble front, bottom (liquid layer region) 
and tail are shown in figure G.3. The trends for the fraction of coalesced bubbles in each region are 
insensitive to the definition of the fraction. The total number of coalesced bubbles is found to be 
very close to that for the horizontal and near-horizontal cases and figure G.3 sheds light to this 
observation. While the number of bubble coalescences at the bottom of the long bubble are very 
close (0.012 for the horizontal case and 0.007 for the near-horizontal case), its counterpart at the 
bubble front increases by about 10%, which is matched by its counterpart at the bubble tail. It can 
be seen from figure G.4(a) and (b) that some bubbles which coalesced at the bottom of the long 
bubble were in fact located initially in the top half of the horizontal channel and this is not 
observed when the channel is tilted. Since the number of those located at the bottom half of the 
channel is very similar, the number of bubble coalescences in the liquid layer region decreases. 
Given that the bubble coalescences at the bubble tail and the total number of coalescences for both 
cases are almost identical, the drop in bubble coalescences at the bubble tail corresponds to the 
increase of coalescences at the bubble front.  
 
 (a) (b) 
Figure G.3: Fraction of coalesced bubbles at the long bubble front, tail and bottom based on (a) the initial 
number of bubbles and (b) the total number of coalesced bubbles, for various inclination angle. 
Figure G.4 and G.5 show that when the channel is tilted, the long bubble is removed 
further away from the top of the channel, and towards the centre of the channel when θ = 10°. 
Therefore, an increase in inclination angle should promote bubble coalescence at the bubble front 
as demonstrated above but this is not the case when the channel is tilted at θ = 10°. As can be seen 
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from figure G.4(c), more bubbles coalesce at the back of the long bubble and fewer bubbles move 
towards the bubble front due to a sharper and longer edge of the long bubble tail which catches 
more small bubbles. The sharper edge is the result of an increase in bubble rise velocity. The 
centering of the long bubble also slightly increases the number of bubbles that will coalesce at the 
bottom of the long bubble due to a narrower liquid layer. As a result, the number of bubble 
coalescences at the bubble front decreases. 
 
(a) 
 
(b) 
 
(c) 
Figure G.4: Initial positions of all the small bubbles with Ar = 100, d = 0.05 for (a) θ = 0° (b) θ = 5° and (c) θ = 10°. 
The coalescence position of each small bubble is visualised in figure G.5. As the long 
bubble tail stretches and becomes longer when the channel is tilted, more bubbles coalescence at 
the leading edge of the long bubble tail. Compared with the coalescence positions at the bottom of 
the long bubble in a horizontal channel, the coalescence positions for a tilted channel only 
concentrates at locations close to the bubble nose instead of at both ends of the long bubble. At the 
bubble front, the coalescence positions spread to locations further away from the nose as the 
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inclination angle increases. This is due to the widening gap between the top of the long bubble and 
the wall as the inclination angle increases which allows some small bubbles to move into the gap 
and coalesce at the top of the long bubble.   
(a)
(b) 
 
(c) 
Figure G.5: Visualisation of bubble coalescences in different regions with Ar = 100, d = 0.05 for (a) θ = 0° (b) θ = 5°
and (c) θ = 10°. 
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G.5 Bubble Coalescence Rate 
 
 (a) (b) 
Figure G.6: (a) A plot and (b) A collapsed plot of fraction of surviving bubbles with respect to dimensionless time 
for various θ. 
The effect of inclination angle on the transient fraction of surviving bubbles in the domain 
is shown in figure G.6. Figure G.6(a) shows that the number of small bubbles in the domain drops 
faster as the inclinations increases. As a result, the system reaches steady state earlier in the 
simulation. The curves are collapsed in the same way in section 7.3.1 and are plotted in figure 
G.6(b). The curves in figure 7.17 are initially very close to each other and that indicates the total 
number of coalescences for different sizes of small bubbles at a given Ar are very similar at the 
early stage of the simulation. This is more apparent for Ar ≥ 150. Comparing figure 7.17(c) with 
figure G.6(b), it is noticed that the total number of coalescences are different almost at the time 
when coalescences start. This means the coefficients B and Ns are also functions of θ. It is also 
found that the time at which coalescences start depends on the inclination angle. As a result, the 
variable B, tinit, and Ns should be re-written as B(Ar,d,θ), tinit(Ar,θ) and Ns(Ar,d,θ). 
G.6 Transient Coalescence Positions 
 
 (a) (b) 
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(c) 
Figure G.7: Coalescence positions in the transverse direction vs. dimensionless time for (a) θ = 0° (b) θ = 5° and 
(c) θ = 10° 
The transient coalescence positions in the transverse direction for various inclination 
angles are shown in figure G.7. As θ increases from 0° to 10°, the period during which the 
majority of bubble coalescences at the long bubble front occur drops from around t < 62 to 
approximately t < 42. This is also observed at the bottom of the long bubble, where the period 
during which the majority of bubble coalescences occurs drops from around t < 40 to 
approximately t < 34. On the contrary, the time for which bubble coalescences occurs at the long 
bubble tail is rather independent of θ. All the bubble coalescences occur when t < 20. On the other 
hand, more coalescences occur at a lower transverse position at the long bubble front as θ 
increases. However, more coalescences are observed at a higher transverse position at the bottom 
of the long bubble and at the long bubble tail when θ increases.  
Figure G.8 shows the transient coalescence positions in the axial direction for various 
inclination angles. In the horizontal channel, bubble coalescence at the long bubble front varies 
slightly more gradually over time than that in a tilted channel. It is seen in figure G.5 that the axial 
coalescence positions spread out more as θ increases. Figure G.8 reveals that the coalescences at a 
location further away from the bubble nose take place at the beginning of the simulation.  In a 
tilted channel, it is clear that coalescence at the bottom of the long bubble takes place at 3 separate 
occasions and at the same locations. However, this is not as obvious in the horizontal channel. The 
coalescence at the bubble tail varies gradually over time for all θ. Almost all the coalescences at 
the bubble tail occur  close to x/D = 4.5, though the corresponding transverse positions varies 
considerably as shown in figure G.7. 
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 (a) (b) 
 
  (c) 
Figure G.8: Dimensionless time vs. Coalescence positions in the axial direction for (a) θ = 0° (b) θ = 5° and (c) 
θ = 10°. 
G.7 Relative Velocity at the Interface 
The axial relative velocity at the point of impact is shown in figure G.9. In general, the 
relative velocity increases as θ increases. Some bubbles possess a relative velocity an order of 
magnitude higher at the point of impact as θ increases from 0° to 5°. As θ increases to 10°, more 
bubbles have relative velocities 10 times larger than those in the horizontal channel. Bubbles that 
have high relative velocities are all located near the top of the channel and they all coalesce at the 
long bubble front. The relative velocities of those which coalesce at the bottom of the long bubble 
and at the bubble tail are relatively insensitive to θ. Therefore, increasing the inclination angle 
raises the possibility of bouncing bubbles at the interface closer to the top of the channel. 
399 
 
 
 (a) (b) 
 
(c) 
Figure G.9: Coalescence positions in the transverse direction vs. x-component of the relative velocity for (a) θ = 0° 
(b) θ = 5° and (c) θ = 10°. 
Since the corresponding results for the y-component of the relative velocity do not show findings 
that are significantly different from those in this section, those results are only included in 
Appendix H. 
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G.8 Bypass Ratio 
 
Figure G.10: Bypass ratio for different angles of inclination. The parameters are Ar = 100, Bo = 10 and the size of 
the small bubbles is 0.05. 
The effect of inclination angle on the bypass ratio has been studied and the result is shown 
in figure G.10. The “check-point” is defined as x/D = 5.0. In general, the bypass ratio increases 
with the inclination angle. However, the change in magnitude is not as obvious as those in figure 
7.47. When θ increases from 0° to 5° the bypass ratio increases by about 16.5% from 0.0998 to 
0.1163. When θ increases from 5° to 10° the bypass ratio increases by approximately 5% from 
0.1163 to 0.1221. It can be seen from above figure that the rise is due to an indifferent NLL and a 
decrease of NLBF.  
G.9 Shedding Ratio 
As can be seen from figure G.11, the shedding ratio increases with θ until it reaches a 
maximum at 5°. The number of bubbles coalesced at the bubble tail is smaller than the number of 
bubbles passed through the liquid layer and therefore the ratio is much larger than the bypass ratio, 
for which the opposite is observed as shown in figure G.10. The fraction of bubbles coalesced at 
the back of the long bubble drops from 0.012 to 0.007 when θ increases from to 5°. Since the 
fractions are small, a slight decrease of this number will lead to a significant increase in shedding 
ratio. When θ increases further to 10° the shedding ratio decreases due to an increase in NLBT and 
NLL remaining unchanged. 
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Figure G.11: Shedding ratio for different angles of inclination. The parameters are Ar = 100, Bo = 10 and the size 
of the small bubbles is 0.05. 
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H. Transverse Relative Velocity vs. x/D 
Appendix H 
Transverse Relative Velocity vs. x/D 
The following figures show the y-component of the relative velocities V-U of the small 
bubblesat the point of impact at the interface. They are plotted against the axial position x/D. In 
general, the relative velocity decreases with the bubble size and Ar as shown in figure H.1, H.2 and 
H.3. Note that the negative sign indicates the small bubbles are going downwards at the point of 
impact. 
  
 (a) (b) 
   
 (c) (d) 
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 (e) (f) 
Figure H.1: The relative velocity in the y-direction vs. coalescence positions in the axial direction for (a) d = 0.1, 
(b) d = 0.075, (c) d = 0.05, (d) d = 0.025, (e) d = 0.01 and (f) d = 0.005 in the case of Ar = 200. 
 
 (a) (b) 
  
 (c) (d) 
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 (e) (f) 
Figure H.2: The relative velocity in the y-direction vs. coalescence positions in the axial direction for (a) d = 0.1, 
(b) d = 0.075, (c) d = 0.05, (d) d = 0.025, (e) d = 0.01 and (f) d = 0.005 in the case of Ar = 100. 
 
 (a) (b) 
 
 (c) (d) 
Figure H.3: The relative velocity in the the y-direction vs. coalescence positions in the the axial direction for (a) 
Ar = 200, (b) Ar = 150, (c) Ar = 100 and (d) Ar = 50 in the case of d = 0.05. 
Figure H.4 shows that the magnitude of the relative velocity in the transverse direction increases 
with inclination angle for bubbles that coalesced at the front of the long bubble. Note that Ar is 
equal to 100 and the size of the small bubbles is 0.05 in the study of the effect of inclination angle 
on the bubble coalescence. 
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 (a) (b) 
 
(c) 
Figure H.4: The relative velocity in the y-direction vs. coalescence positions in the axial direction for (a) θ = 0° (b) 
θ = 5° and (c) θ = 10°. 
Figure H.5 shows that the relative velocity in the transverse direction is rather insensitive to the 
length of the long bubble regardless of the coalescence region. The values of the relative velocity 
may have changed but the order of magnitude does not change. Note that Ar is equal to 200 and 
the size of the small bubbles is 0.025 in this study. 
 
 (a) (b) 
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 (c) (d) 
Figure H.5: The relative velocity in the y-direction vs. coalescence positions in the axial direction for long bubble 
with initial length of (a) 6D, (b) 5D, (c) 4D and (d) 3D. 
Figure H.6 shows the relative velocity in the transverse direction for various coupling simulations. 
It can be seen that the relative velocity varies more for the partial and the complete 2-way coupling 
than those for the original 2-way and the 1-way coupling. The maximum values of relative 
velocities are also higher than those for the original 2-way and the 1-way coupling. This can be 
clearly seen in figure H.7, which is a zoom-in of the data points in the middle of figure H.6(b). 
Note that Ar is equal to 200 and the size of the small bubbles is 0.025 in this study. 
 
(a) (b) 
 
 (c) (d) 
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Figure H.6: y-component of the relative velocity vs. axial coalescence positions for (a) the partial, (b) the 
complete, (c) the original 2-way coupling and (d) 1-way coupling simulations. 
Figure H.7: y-component of the relative velocity vs. axial coalescence positions for the complete 2-way coupling 
simulations (Enlargement of the middle section). 
Figure H.8 shows the relative velocity in the transverse direction for the 1-way and (complete) 2-
way coupling simulations. It can be seen that the relative velocity varies more (data points more 
spread out) for the 2-way coupling than for the 1-way coupling. The maximum value of relative 
velocity is also higher than that for the 1-way coupling. This can be clearly seen in figure H.9, 
which is a zoom-in of the data points in the middle of figure H.8(b).Note that Ar is equal to 100 
and the size of the small bubbles is 0.025 in this study. 
 
 (a) (b) 
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Figure H.8: y-component of the relative velocity vs. axial coalescence positions for (a) the 1-way and (b) the 2-way 
coupling with Ar = 100. 
 
Figure H.9: y-component of the relative velocity vs. axial coalescence positions for the 2-way coupling with 
Ar = 100 (Enlargement of the middle section). 
Figure H.10 shows the relative velocity in the transverse direction for the 2-way coupling 
simulations with the size of the small bubbles 0.01. Interestingly, the data points for the 
coalescence at the long bubble tail are marginally more spread out than those for the coalescence 
at the bubble front. Nevertheless, the relative velocities are very small since the small bubbles 
essentially move at the same velocity as the flow field in the transverse direction. 
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Figure H.10: y-component of the relative velocity vs. axial coalescence positions for the 2-way coupling with 
Ar = 200 and d = 0.01. 
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I. Vertification of 1-way Coupling Simulations 
Appendix I 
Verification of 1-way Coupling Simulations 
I.1 Introduction 
In chapter 7, a 1-way coupling simulation is a simulation where only the forward coupling 
of the large bubble on the small ones is represented and the flow solver is being deactivated during 
the tracking of the small particles. Despite the associated computational advantages, running a 1-
way coupling simulation without the solver activated requires an assumption of both the flow field 
and the long bubble are at steady state. To understand the performance of such simulations, a 
forward coupling simulation with the flow solver activated is carried out here. The parameters for 
both simulations are Ar = 150, Bo = 10 and θ = 0°. The number of small bubbles injected is 1044 
with dimensionless diameter of 0.025. For the sake of convenience, the dimensionless time τ* is 
expressed as t here. The results from the two simulations are compared in the section.  
I.2 Velocity and Shape of the Long Bubble 
Figure I.1 shows the transient and average velocity of the long bubble in the forward-
coupling simulation, i.e. flow solver was activated, and the velocity of the single long bubble, i.e. 
the same velocity as the one in the 1-way coupling simulation where the flow solver was 
deactivated. It can be seen that the velocity fluctuates around an average of 1.5797 by about ±0.03 
or ±1.90%. This degree of fluctuation is totally acceptable for numerical simulations. Comparing 
the average velocity of the forward-coupling simulation and the velocity of the single long bubble 
(which is equivalent to the steady state velocity used when the flow solver has been switched off), 
it was noticed that the average velocity deviates from the single long bubble velocity by 0.052%. 
Therefore, it can be concluded that the velocity of the long bubble is insensitive to the activation of 
the flow solver. On the other hand, it was found that the bubble shape does not change over time 
when the flow solver was activated. This can be seen in figure I.2. Note that the shape of the long 
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bubble is the same as the one in 1-way coupling simulation at t = 0. The result proves that the 
assumption that the long bubble and the flow field are at steady state is valid. 
Figure I.1: A plot of the transient and average velocity of the long bubble in the forward-coupling simulation as 
well as the velocity of the long bubble in the 1-way coupling simulation. 
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 Figure I.2: The shape of the long bubble over time for the forward-coupling simulation. 
I.3 Transient Bubble Coalescence 
Figure I.3: Comparison of the number of surviving bubbles with respect to dimensionless time for the forward-
coupling and the 1-way coupling simulations. 
Figure I.3 shows the fraction of surviving bubbles over time for the forward coupling and 
the 1-way coupling. It can be clearly seen that the transient number of small bubbles in the domain 
obtained are very similar. The trough in the deviation curve corresponds to a maximum difference 
(forward coupling relative to 1-way coupling) of 7 bubbles at the time when the decrease of 
number of discrete bubbles slowed down and approached its steady state. It is seen the deviation 
changes dramatically in the second half of the drop and the deviation becomes steadier after the 
drop. The statistical mode (the most occurred number) of the deviation is 0 and the average 
deviation over the computational time is 0.14%. A closer look at the end of the curve learns that 
the number of surviving bubbles in the domain for the forward coupling is one more than that for 
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1-way coupling. This is equivalent to a 0.27% increase from the 1-way coupling simulation. The 
actual number of surviving bubbles is 340 and 341 for 1-way and forward coupling simulation 
respectively. Therefore, it can be concluded that the activation of the flow solver does not affect 
the global result significantly. 
I.4 Coalescence Positions 
In this sub-section, the number of small bubbles coalesces at the long bubble front, the 
bubble tail and the bottom of the bubble in the forward coupling simulation are compared with 
those obtained from 1-way coupling. It has been seen that the activation of the flow solver gives 
negligible influence to the global result. However, it may significantly affect the results locally. 
Table I.1 summarises the number of bubbles coalesced at the long bubble front, the bubble tail and 
the bottom of the bubbles.  Note that NLBL is the number of small bubble coalesced at the bottom of 
the long bubble. 
Table I.1: The number of bubbles coalesced at the long bubble front, the bubble tail and the bottom of the bubble 
for forward and 1-way coupling simulations. 
Case NLBF NLBL NLBT 
1-way coupling 0.488 0.169 0.018 
Forward coupling 0.490 0.169 0.014 
 
While the number of bubble coalescences at the bottom of the long bubble remains 
unchanged, the number of bubble coalescences at the long bubble front and its tail has changed. 
The value of NLBF increases by 0.41% whereas the value of NLBT decreases by 22%. Although the 
deviation for NLBT seems significant, the actual number of small bubbles coalesced at the long 
bubble tail only differs by 4 between the two cases. Nevertheless, the actual number of small 
bubbles coalesced at the long bubble front differs by 3 and this is the cause of the difference in the 
total number of bubble coalescence. 
 
(a) 
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  (b) 
Figure I.4: Visualisation of bubble coalescences in different regions for (a) the 1-way and (b) the forward coupling 
simulation. 
As can be seen from figure I.4, the bubble coalescence locations are slightly different for 
several small bubbles. In the middle of the liquid layer region, there is no coalescence location 
detached from the main group in the forward coupling simulation. Furthermore, more bubbles 
coalesced in the lower transverse positions at the back of the long bubble than those in 1-way 
coupling simulation.   
(a) 
 
(b) 
Figure I.5: Initial positions of all the small bubbles for (a) the 1-way and (b) the forward coupling simulation. 
Figure I.5 shows the initial positions of bubbles that were “killed” at the long bubble front, 
the bubble tail and the bottom of the bubble, respectively. Figure I.5(a) is very similar to figure 
I.5(b), indicating that flow field was indeed very similar and steady. However, small changes 
occur in the lower half of the domain and above those that coalesced at the bottom of the long 
bubble. A decrease in the number of blue dots at the back of the long bubble increases the number 
of red dots at the back and the number of grey dots in front of the long bubble. The cause of these 
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changes could be the tiny fluctuation of the long bubble velocity or a local unsteadiness of the 
bubble wake in an otherwise steady flow field over the domain. 
 
Figure I.6: Coalescence positions in the transverse direction vs. dimensionless time for the forward and the 1-way 
coupling simulations. 
Comparisons of transient coalescence transverse positions for the forward and the 1-way 
coupling simulations are shown in figure I.6. For coalescences at the bottom of the long bubble, 
the transverse coalescence positions and the corresponding time at which the coalescence occur are 
almost identical between the 1-way and the forward coupling. However, this is not the case for 
those that occur at the long bubble front and the bubble tail. While most of the data points for the 
coalescences at the long bubble front from the two simulations can be matched when t < 60, some 
occur at the same time but at different transverse coalescence positions, causing mismatches of 
data points. When t ≥ 60, a few data points cannot be matched as both transverse coalescence 
positions and the time at which they occur are different. For the coalescences at the bubble tail, 
only a few data points overlap each other. However, it seems that the time at which the 
coalescences occur are consistent between the two simulations and this suggests that the transverse 
coalescence positions are different for a majority of the bubbles coalesced there. The mismatches 
of data points are probably due to the same reasons for the observable differences between figure 
I.5(a) and I.5(b). 
416 
 
 
Figure I.7: Dimensionless time vs. coalescence positions in the axial direction for the forward and the 1-way 
coupling simulations. 
Figure I.7 gives further insight in the transient coalescence behaviour by comparing the 
axial coalescence positions with respect to time. Most of the data points from the 1-way and the 
forward coupling simulations overlap each other, indicating that both the axial coalescence 
positions and the time at which the coalescences occur are the same. For bubble coalescences at 
the long bubble front, only a handful of data points cannot be matched at all due to different axial 
coalescence positions and the corresponding time at which they occur. Similar observations are 
made regarding bubble coalescences at the bottom of the bubble and the long bubble tail. In 
general, the axial coalescence position of a small bubble and the corresponding time at which the 
coalescence occurs are not affected as much as the transverse coalescence position when the flow 
solver is activated. Furthermore, the number of small bubbles coalesced in a completely different 
location and at a different time is very small compared to the initial number of small bubbles in the 
domain. Therefore, it can be concluded that the results of the 1-way and forward coupling are 
consistent with each other.  
I.5 Bypass and Shedding Ratio 
Since the number of bubble coalesced at the long bubble front and the tail are slightly 
different between the two simulations, it is expected that the bypass ratio and shedding ratio are 
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slightly different. Table I.2 summarises the values of the bypass and shedding ratio as well as the 
number of small bubbles pass through the liquid layer at least once. 
Table I.2: BR, SR and NLL for the forward coupling and 1-way coupling simulations. 
Case BR SR NLL 
1-way coupling 0.1054 0.7594 0.057 
Forward coupling 0.1049 0.800 0.057 
The two cases have an indifferent value of NLL. However, the value of BR when the solver 
was activated is about 0.47% lower than that when the solver was deactivated whereas the value of 
SR is about 5.3% higher compared to that when the solver was deactivated. The larger change in 
SR is clearly due to a larger difference in NLBT compared to that in NLBF.  
In general, the results obtained from 1-way coupling are consistent with those obtained 
from forward coupling simulations. Activating the flow solver does not affect the global result but 
does affect the local results. It also seems that the effect is stronger at the back of the long bubble 
than at the front. Therefore, results that are related to the bubble front seem to be less affected by 
the activation of flow solver than those that related to the bubble tail. The 1-way coupling 
simulations give good results with very economical computational time. However, if the effect of 
small bubbles on the long one is important to the study, neither the 1-way nor the forward coupling 
is good enough and 2-way coupling is needed. 
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J. Interface Rescue Algorithm 
Appendix J 
Interface Rescue Algorithm 
A single large gas bubble in a pipe filled with flowing liquid is a classic example of a two-
phase incompressible flow, where the fluids are separated by a single large-scale interface. The 
interface is often characterised by a constant value of FI of a continuous scalar function F. The 
local unit normal and curvature can then be defined as  
 
F
F
?
??n  (J.1) 
and 
 n????  (J.2) 
It is required that fluid elements at the interface stay within the interface and therefore when F = FI 
 0?????
?? F
t
F
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DF u  (J.3) 
In the phase field method, F is the phase indicator function with 
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 (J.4) 
Although the advection equation (J.3) is essentially a kinematic condition of the two-phase flow 
that prescribes the evolution of F at the interface, it can also be applied in the single-phase regions 
of either fluid. This is because the identity of the fluid would not change during the flow.  If F is 
regarded as a local volume fraction of gas, then the advection equation ensures conservation of the 
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total volume of each phase. It has been expected that the equation should be applied to all values 
of F but there is no solid proof that it is true. 
In general, it is difficult to obtain accurate numerical solutions of the advection equation 
(J.3) and numerical errors often express themselves in a form of numerical diffusion.  On the other 
hand, the function may form discontinuities, leading to numerical instabilities. One typical strategy 
is to add an artificial and weak diffusion term to the advection equation. Equation J.3 then 
becomes 
 FF
t
F 2??????
? ?u  (J.5) 
The diffusion term eliminates the possibility of discontinuity and allows the diffusion to be 
controlled for a fixed value of β. Converged results can be obtained upon grid refinement and 
taking smaller time steps.  The phase field method resolves the interface smearing using the so-
called Cahn-Hillard equation (J.6). The equation essentially takes the same form as J.5 but the 
diffusion term is a more complicated one. Nevertheless, the phase field method is subject to the 
same type of problem.  
 ))(( ?????????
? CMC
t
C u  (J.6) 
To start the derivation, it is noted that a modified form of the advection-diffusion equation is 
equally valid 
 SFF
t
F ???????
? 2~ ?u  (J.7) 
for any velocity field u~  and source term S that satisfy the requirements 
 uu ?~  on IFF ?  (J.8) 
 0?S  on 0?F , IFF ? , 1?F  (J.9) 
It is not a requirement that uu ?~  in single-phase regions with 0?F  or 1?F . The velocity 
field  and the source term S for the advection diffusion equation should be chosen so that the 
best numerical results are obtained. In the phase field method, the flow is represented by a single 
fluid with variable density so that only one set of governing equations is used. Therefore the 
correct form of the mass balance should be 
u~
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 0???? u???
Dt
D
 (J.10) 
Here, u? is a mass average velocity. The density may be given by 
 ? ?LGL F ???? ???  (J.11) 
Substituting equation J.11 into J.10 gives 
 ? ? ? ?? ? 0?????? u?LGLLG FDt
DF ?????  (J.12) 
If the standard advection equation J.3 is used, then J.12 is simplified to 
 0??? u?  (J.13) 
If the modified advection-diffusion equation J.7 is used, however, then DF/Dt is given by 
   ? ? 0~2 ???????? SFF
Dt
DF uu?  (J.14) 
In this case, equation J.13 no longer a valid equation for conservation of mass and the mass 
average velocity u?  is different from the volume average velocity u and it is the latter that is 
solenoidal. 
    (J.15) 
Using equation J.15 as one of the basic equations, the advection equation J.3 can be expressed in 
its conservative form 
   ? ? 0?????
? F
t
F u  (J.16) 
and the modified advection-diffusion equation J.7 can be rewritten as 
   SFFF
t
F ??????????
? uu ~~ 2?  (J.17) 
As can be seen from equation J.17 the divergence of the modified velocity ( u~?? ) acts like an 
additional source term in equation J.17. Therefore, the distinction between the effect of the 
modified velocity and the source term S is unclear.   
0??? u
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 Since the problem in solving equation J.5 arises from advection away from the interface, it 
makes sense to first consider correcting this by modifying the advection velocity so that it is 
pointing towards the interface.  According to the conditions stated in equation J.9, the advection 
velocity can be chosen freely so long that it matches the actual velocity at the interface 
F = FI = 0.5. This can be ensured, for example by choosing 
 ? ?vuu 21~ ??? F  (J.18) 
where v is a vector field. In order to have a velocity that is directed towards the interface at each 
point, the vector field is expressed as 
 nv ???  (J.19) 
where α is a positive constant. This gives 
 ? ?nuu 21~ ??? F?  (J.20) 
Substituting equation J.20 and J.1 into the modified advection-diffusion equation (J.7) gives 
 ? ? FFFF
t
F ?????????
?
2
12 ??u  (J.21) 
Both α and β are parameters of the numerical method and the values of them should be chosen 
such that the best numerical results are obtained. It is noted that F?  is qualitatively similar to 
6F(1−F), therefore equation J.21 can be modified by substituting the latter expression for  F? , 
 ? ? ? ?FFFFF
t
F ?????????
? 16212 ??u . (J.22) 
This gives an advection diffusion equation, in which the advection term is not modified and the 
source term is  
 ? ? ? ?FFFS ??? 1621? . (J.23) 
It is clear that the source term is positive inside the gas region (F > 0.5) and negative outside 
(F < 0.5) (see equation J.4). The source term in the form of equation J.23 does not take the effect 
of interface curvature into account. For flows with a flat interface, the regions where the source 
term is positive and negative are precisely equal and so the overall source is zero and the mass is 
conserved. However, a bubble has a curved interface. The region where the source is positive (gas 
phase in the context of the present work), which lies just inside the interface is slightly smaller 
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than the region where the source is negative (liquid phase in the context of the present work), 
which is just outside the interface. Therefore, there will be an overall negative gas source and gas 
mass will eventually be lost from the bubble. The rate of mass loss can be estimated and corrected 
by introducing an extra factor in the source term. Equation J.23 is modified to the form 
 ? ? ? ? ? ?? ?2121 116 ????? FCFFFS ?? , (J.24) 
which does not make direct use of the curvature. The factor Cκ is chosen such that the overall 
source term is precisely zero. 
 0?? dVS
V
 (J.25) 
The factor Cκ in essence 
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with 
 ? ? ? ?? ???
V
dVFFFa 121  (J.27) 
and 
 ? ? ? ?? ???
V
dVFFFb 1221  (J.28) 
In J.24, the factor (F−1/2) ensures the quantity in the square bracket is positive inside the bubble 
and negative outside. The factor Cκ represents the relative difference in volume between the 
regions where the source term is positive and negative. The source term is only active at the 
interface and it essentially creates a source and a sink there to suck all the loose gases around the 
interface and shove them back to the bubble. 
 
 
