In real life situation, it is difficult to achieve optimum performance of industrial systems for desired industrial goals using available resources. This is due to the complexity of industrial systems and nonlinearity in their behaviour. In this paper, a two-phase approach has been developed for achieving optimum performance of any industrial system. In the first phase of the presented approach, system performance is analysed in terms of six well known reliability indices by applying fuzzy lambda-tau (FLT) and genetic algorithms-based lambda-tau (GABLT) techniques utilising available uncertain data. In the second phase, a fuzzy multi-objective optimisation problem (FMOOP) has been formulated using first phase results. The obtained FMOOP is further reformulated to an equivalent crisp optimisation problem by taking care of preferences as suggested by decision maker (DM)/management personnel and then solved by using genetic algorithms (GA). The presented two-phase approach is applied to a bleaching system of a paper mill. A decision support system has been developed for achieving system optimum performance. The obtained results may be used for planning the future course of action to optimise system performance.
Introduction
Industrial systems usually have complex structures and thus their performance analysis and optimisation require adequate knowledge of system behaviour as well as trained and efficient human operator for achieving desired industrial goals (Jain et al., 2015) . Since, input-output relationships in any engineering system is often highly nonlinear and ambiguous, it may cause certain difficulties to the human operator to learn and analyse the system performance (Kumar et al., 1993; Sharma et al., 2008) . In lack of proper knowledge of system behaviour, a system analyst is unable to suggest appropriate control actions to optimise system performance. To overcome this difficulty, constant failure rate model is usually adopted for system performance analysis because most of the technical systems exhibit constant failure and repair rates after initial burn-in period. However, this choice of model assumption has some sort of uncertainties (Borgonovo, 2009; Das, 2008; Knezevic et al., 2001; Maleki et al., 2014) . Unfortunately, current failure and repair rates (crisp) are not sufficient to account for the involved uncertainties. Thus, using vague and imprecise data and information about the industrial systems, it is difficult to model, analyse and optimise the systems' overall performance. In addition, either reliability or availability index is used to analyse and optimise the system performance which is also insufficient. The reason is that lots of factors exist which influence the system behaviour and consequently its performance. The main factors that affect the performance of a repairable industrial system include machinery, operating conditions, maintenance conditions, and infra-structural facilities. Thus optimum reliability or availability alone is inadequate to reflect the optimum system-performance. Thus, the measure challenge is to consider different types of factors for system performance analysis and optimisation utilising uncertain data and system experts suggestions.
Fuzzy mathematics has been used to incorporate data uncertainties and applied to analyse the fuzzy reliability of different types of engineering systems (Aminifar et al., 2010; Cai, 1996; Ge et al., 2010; Komal et al., 2010; Knezevic et al., 2001; Kumar et al., 2011) . Knezevic et al. (2001) extended the concept of lambda-tau methodology initiated by Mishra (1992) for a repairable system by coupling it with fuzzy set theory and named it as fuzzy lambda-tau (FLT) technique. In their approach, petri nets is used to model the system while fuzzy set theory is used to quantify the uncertain, vague and imprecise data related to failure/repair of the system's components. Triangular membership function is utilised for data fuzzification and fuzzy arithmetic is used for computing different reliability indices of the system (Chen, 1994) . FLT has been applied to various types of process industrial systems such as paper plant, butter-oil plant, fertiliser manufacturing plant, plastic pipe manufacturing system, etc. (Komal, 2014; Komal et al., 2007 Komal et al., , 2010 Kumar, 2009; Sharma et al., 2007) . Komal et al. (2009 Komal et al. ( , 2010 extended the concept of FLT by introducing genetic algorithms-based lambda-tau (GABLT) technique in which ordinary arithmetic and nonlinear programming approach have been used for system fuzzy reliability analysis. Major advantage of this technique is that by using the uncertain data it provides reduced range of prediction for the computed reliability indices and thus making the decision more realistic and generic for further application. To strengthen the analysis, Komal et al. (2009 Komal et al. ( , 2010 computed various reliability indices such as system's failure rate, repair time, mean time between failures (MTBF), expected number of failures (ENOF), availability and reliability in the form of fuzzy membership functions. In view of these advantages, present study uses GABLT technique for system behaviour analysis. On the other side, some of the researchers used trapezoidal or intuitionistic fuzzy numbers for reliability assessment of complex systems (Kumar et al., 2011; Shaw and Roy, 2013; Verma et al., 2012) . Kumar et al. (2011) analysed the fuzzy reliability of the basement flooding system by applying trapezoidal intuitionistic fuzzy numbers arithmetic operations. Verma et al. (2012) analysed fuzzy reliability of a gas power plant by using minimal-cut sets, trapezoidal fuzzy numbers and fuzzy arithmetic operations. Shaw and Roy (2013) analysed an imprecise reliability model of an electric network model of a dark room using trapezoidal intuitionistic fuzzy sets.
The behaviour analysis results reflect system performance and further may be used for enhancing system performance. Since obtained results are in the form of fuzzy membership functions, so it would be better to formulate a fuzzy multi-objective optimisation problem (FMOOP) with decision variables having crisp ranges. In literature, numerous approaches have been proposed to formulate and solve a FMOOP. Bellman and Zadeh (1970) developed a method to solve a FMOOP by using aggregation operators, which combine the fuzzy goals and fuzzy decision space. After this pioneering work, a great number of articles dealing with the fuzzy optimisation problems have come out. The collection of papers on fuzzy optimisation edited by Delgado et al. (1994) and Slowinski (1998) give the main stream of this topic. Zimmermann (1978) initiated the application of fuzzy theory to optimisation by solving theoretical, fuzzy, linear programming problems. Park (1987) used fuzzy in the reliability apportionment problem for a two-component series system subject to single constraints and solved it by fuzzy nonlinear programming technique. Sakawa (1978) used the surrogate worth trade-off method to a multi-objective formulation of a reliability allocation problem to maximise the system reliability and minimise the system cost. Ravi et al. (1997 Ravi et al. ( , 2000 implemented simulated annealing algorithm for several reliability optimisation problem. Huang (1997) presented a fuzzy multi-objective optimisation decision-making problem of series system reliability with two or more objectives. In their approach, objective functions' conflicts are resolved using fuzzy set theory and preferences given by decision maker (DM) are added to convert the problem into an equivalent crisp optimisation problem. Then final crisp optimisation problem has been solved by using some standard single objective nonlinear programming techniques. Huang et al. (2005) developed a coordination method for solving multi-objective optimisation problems. It incorporates not only fuzzy factors in the decision-making process but also the designer's experience and knowledge. The optimal solution represents the best trade-off among the possibly conflicting sub-objectives in the original optimisation problem. Mahapatra et al. (2006) considered multi-objective reliability optimisation problem with several mutually conflicting objectives. They introduced a new fuzzy multi-objective optimisation method and used it for the optimisation of decision-making of the series and complex system reliability with two objectives (reliability and cost). Pareto optimal solution of the problem is established by them.
In the light of reviewed literature, this paper introduces a two-phase approach for system performance analysis and optimisation. In this approach, GABLT has been used for analysing system performance in terms of six different reliability parameters including system failure rate, repair time, ENOF, MTBF, reliability and availability. Using these computed results, a nonlinear FMOOP is formulated with six objective functions having conflicting nature. The main aim of this FMOOP is to maximise system performance by maximising system reliability, availability and MTBF, and at the same time minimising its failure rate, repair time and ENOF. The conflicting nature between the objective functions are resolved with the help of fuzzy set theory. After incorporating the choice of DM/system expert regarding the priority amongst the objectives and objectives' membership functions, the problem is reformulated into a single objective optimisation problem which is then solved using GA. The remainder of this paper is organised as follows. Section 2 briefly discuses FLT and GABLT techniques while Section 3 develops proposed two-phase approach. In Section 4, a case study related to a paper mill has been conducted based on FLT, GABLT and proposed two-phase techniques. Some influential conclusions have been drawn and discussed in Section 5.
A brief overview of FLT and GABLT techniques
The basic assumptions used in the study are given as follows:
• component failures and repair rates are statistically independent, constant, very small and obey exponential distribution function • the product of the failure rate and repair time is small (less than 0.1)
• after repairs, the repaired component is considered as good as new
• system structure is precisely known. Knezevic et al. (2001) introduced the concept of FLT for analysing the system fuzzy reliability under uncertain environment. The methodology is based on qualitative modelling using PN and quantitative modelling using lambda-tau method (Table 1) of solution with basic events (AND-gates and OR-gates) represented by triangular fuzzy numbers (TFNs). Technique has been applied by various researchers for analysing different types of industrial systems' fuzzy reliability (Komal, 2014; Komal et al., 2007 Komal et al., , 2009 Sharma et al., 2007 Sharma et al., , 2008 . From these studies it is observed that this approach is limited as the number of components of the system increases or system structure becomes more complex, the computed reliability indices (Table 2) in the form of fuzzy membership function have wide spread due to the accumulating phenomenon of fuzzy numbers (Chen, 1994) . It means these indices have high range of uncertainty and cannot give exact idea about the system reliability and consequently its performance. Thus, this approach is not suitable for large and complex repairable industrial systems' reliability analysis when data is imprecise and represented by fuzzy numbers. Table 1 Basic expressions of lambda-tau methodology 
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GABLT technique
The main drawback of FLT is that it does not address the issue of accumulating phenomenon of fuzziness correctly. So, in view of these shortcomings and to analyse the complex industrial system fuzzy reliability up to a desired degree of accuracy, Komal et al. (2009) introduced the concept of GABLT technique. GABLT applies ordinary arithmetic, fuzzy set theory, lambda-tau method and mathematical programming approach for computing system fuzzy reliability indices. In this technique expression of various reliability indices of the system in terms of system's components' failure rate and repair time are evaluated using Tables 1 and 2 . Since system have complex structure, so evaluated reliability indices are nonlinear in nature. Also, system's components' failure and repair data, i.e., input parameters are uncertain due to various practical reasons and hence represented by TFNs (Chen, 1994; Pedrycz, 1994) . To finding system fuzzy reliability indices utilising quantified failure and repair data in the form of TFNs, optimisation problems (1) at each cut-level α is formulated and given as follows.
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The obtained optimisation problem is nonlinear in nature, needs some effective techniques and tools for its solution. Variety of methods and algorithms have been developed for solving nonlinear optimisation problems and have been applied in various types of real life problems (Konak et al., 2006; Tillman et al., 1980) . Genetic algorithm (GA) is one of the most popular evolutionary algorithm. GA has been applied effectively to many different types of reliability optimisation problems (Komal et al., 2009 (Komal et al., , 2010 Konak et al., 2006) . GA is capable to solve nonlinear optimisation problems without checking the convexity and differentiability of objective functions (Goldberg, 1989; Konak et al., 2006) . Owing to these advantages, GA is used to solve the nonlinear optimisation problem (1) for each cut-level α. In the present study binary coded GA is used with details given at the end of Section 3.2. After solving nonlinear optimisation problems (1) using GA, we have fuzzy reliability indices with reduced range of uncertainty at each cut-level α.
Two-phase approach for performance optimisation
This section develops a two-phase approach to optimise the system performance utilising its behaviour analysis results. In the first phase of this approach, quantification of uncertain data, modelling of the system and its behaviour analysis will be done using existing FLT and GABLT techniques (Komal et al., 2009; Knezevic et al., 2001 ). In the second phase, a FMOOP is formulated using first phase results. Incorporating preferences amongst the objective functions in terms of weights which are generally suggested by DM/management personnel/system expertise, the formulated FMOOP is converted into single objective optimisation problem by applying Huang (1997) approach. This single objective optimisation problem is then solved using GA. Both these phases are described in detail hereafter.
First phase. modelling and analysis of system behaviour
The motive of the first phase is to model the system and analyse its behaviour by utilising available data/information which is in general vague, imprecise and conflicting in nature. So, first step in this phase is to choose some suitable technique that quantifies the uncertainty present in data/information. Fuzzy methodology owing to its sound logic and effectiveness in quantification of vagueness and imprecision in human judgment is used in the present study to quantify uncertain data/information for reliability analysis (Borgonovo, 2009; Chen, 1994) . Specially, TFNs are used for this purpose because these are easy for calculation and interpretation of engineering data (Pedrycz, 1994) . After quantification of uncertainties, system is modelled with the help of its fault tree. Fault tree analysis is a well-recognised powerful tool for estimating the reliability of large and complex integrated systems whose failure occurs due to the failure of systems' components. After system modelling, its behaviour is analysed in terms of six well-known reliability indices such as system failure rate, repair time, MTBF, ENOF, availability and reliability. To analyse the system behaviour, existing FLT and GABLT techniques are used (Komal et al., 2009; Knezevic et al., 2001 ). The results obtained by these techniques are in the form of fuzzy membership functions. Also, it is observed that GABLT results have compressed range of prediction in comparison to FLT results at any cut-level of satisfaction which leads to more sound decisions for future course of actions. Thus, GABLT results have be passed to the next phase for further analysis.
Second phase. formulation and solution of system performance optimisation problem
The main aim of this phase is to optimise the system performance by using behaviour analysis results obtained in first phase. Since system behaviour and its performance are closely related, so to optimise the system performance, each computed fuzzy reliability index is to be optimised. The conflicting nature of reliability indices and their nonlinear mathematical forms make this system performance optimisation problem more challenging. In this study, the system performance optimisation problem is considered as a FMOOP which maximises system performance by maximising its reliability, availability and MTBF, and minimising its failure rate, repair time and ENOF respectively. To formulate the FMOOP, the computed fuzzy reliability indices are taken as objectives and are divided into two groups. First group of the objective functions consists of the failure rate, repair time and ENOF because their minimisation improves the system performance while MTBF, reliability and availability are kept in second group of the objective functions because their maximisation improves the system performance. Hence the FMOOP can be formulated as follows: 
Here, , , , , , and FR RT ENOF MTBF A R are the system's failure rate, repair time, ENOF in the time interval (0, t), MTBF, availability and reliability respectively in the form of fuzzy membership functions. X is the vector of decision variables which include system components' failure rates (λ i 's) and repair times (τ i 's).
L k X and U k X are the lower and upper bounds of the k th decision variable. To resolve the conflicting nature of objective functions, Huang (1997) suggested a method in which a fuzzy region of satisfaction corresponding to each objective function is constructed. After getting fuzzy regions of satisfaction for all the objectives and associated preferences in terms of weights suggested by DM/system experts, above formulated FMOOP is converted into an equivalent crisp optimisation problem by using intersection or min aggregation operator. In applying Huang (1997) approach, a major problem is the construction of fuzzy region of satisfaction corresponding to each reliability index which is being used as an objective. To construct the fuzzy region of satisfaction for any reliability index shown as in Figure 1 , the detailed process is given herein.
Figure 1 Any reliability index computed by GABLT technique
It is clear that boundaries of a fuzzy reliability index as obtained from first phase are piecewise linear curves. If the reliability index represents a member of first group, i.e., minimising group then the piecewise linear curve R M -R U (see Figure 1) provides the boundary of fuzzy region of satisfaction. On the other hand, if the reliability index represents a member of second group, i.e., maximising group then the piecewise linear curve R L -R M (see Figure 1) provides the boundary of fuzzy region of satisfaction. To simplify the calculation process these piecewise linear curves are smoothed by fitting a suitable curve to both these. MATLAB 7.1 curve fitting toolbox has been used to smoothen these computed piecewise linear curves. To check the fitness of fitted curves, four types of statistics, namely sum of squares due to error (SSE), R-square, adjusted R-square and root mean squared error (RMSE) are used. A value of SSE closer to 0 indicates a better fit. R-square can take on any value between 0 and 1, with a value closer to 1 indicating a better fit. The adjusted R-square statistic can take on any value less than or equal to 1, with a value closer to 1 indicating a better fit. A RMSE value closer to 0 indicates a better fit. Other details can be found in MATLAB 7.1 curve fitting toolbox. After curve fitting, complete membership function for fuzzy region of satisfaction is generated for each maximising and minimising group member using the fitted curves f 1 for maximising group members and f 2 for minimising group members accordingly and expressed mathematically as:
Using the achieved objectives' membership functions and DM/system expert preferences in the form of weights, system performance optimisation problem is formulated as a single objective optimisation problem by using Huang (1997) 
1, 2,..., 6. 
where
is a set of six fuzzy regions of satisfaction corresponding to the six reliability indices (objectives), '∧' indicates intersection, w i represents the i th objective weight suggested by DM, i ′ α is the degree of satisfaction of the i th objective, X is the vector of decision variables, λ i and τ i are the failure rate and repair time of i th component of the system. The obtained optimisation problem is nonlinear in nature, needs some effective techniques and tools for its solution. During the last three decades variety of methods and algorithms have been developed for optimisation and have been applied in various technological fields (Konak et al., 2006; Ravi et al., 2000 Ravi et al., , 1997 Tillman et al., 1980) . GAs are perhaps the most popular evolutionary algorithms. GA, which is basically random search technique, has been applied effectively to many different problems like system reliability/availability/maintainability optimisation (Juang et al., 2008; Lapa et al., 2006; Komal et al., 2010; Konak et al., 2006; Martorell et al., 2005) . It performs better when the solution space, to be searched, is relatively large, noisy and nonlinear. GA is capable to solve nonlinear optimisation problems without checking the convexity and differentiability of objective functions (Goldberg, 1989; Konak et al., 2006) . Thus, in light of applicability, it is concluded that GA may be used as a tool to solve the optimisation problem (5). In this paper binary coded GA is used. Failure rates (λ's) and repair times (τ's) are encoded in strings of desired lengths l. The reciprocal of the objective function for minimisation problem is taken as the fitness function. Roulette-wheel selection process is used for the reproduction. One-point crossover and random point mutation are used in the present analysis. To stop the optimisation process maximum number of generations and change in population fitness value are used. Pareto optimal set between different pairs of objective functions are plotted.
Case study
This section is devoted to the performance optimisation of a bleaching system in a paper mill (Kumar et al., 1993; Sharma, 2006) . The bleaching system is used to bleach the pulp and to obtain bright pulp for the production of white paper. It consists of bleaching tank along with two subsystems arranged in series defined as:
• Bleaching tank (A): The washed pulp from the washing system stored in bleaching tank with a stirrer, where the chlorine is passed to obtain bright pulp. Failure in this unit will cause the complete failure of bleaching system.
• Filter (B): Their primary action is to wash the bleached pulp and to remove entrapped gases. The subsystem consists of two units in parallel, and is said to be failed when both the units fail.
• Washer (C): Their primary action is to wash the fibers and to remove chlorine from the pulp. It consists of two units in parallel, and is said to be failed when both the units fail.
The fault tree of the system is shown in Figure 3 . To optimise the bleaching system performance, two-phase approach has been used and phase-wise results are given herein.
First phase results
First phase of the proposed approach is devoted to the performance analysis of the system. For this purpose, FLT and GABLT techniques (Komal et al., 2009 (Komal et al., , 2010 Knezevic et al., 2001 ) are used in this study. Following FLT and GABLT techniques, step-wise details are given below.
Step 1
First step in this phase is devoted to the information extraction and that is why it is called as information extraction phase. Now under the information extraction phase, system components failure rates (λ i 's) and repair times (τ i 's) data are extracted from various sources such as log-books, historical records, system expertise opinions, etc., and are given in Table 3 . Table 3 Failure rates and repair times data for bleaching system
Component Failure rate (λ i ) (failures/hrs) Repair time (τ i ) (hrs)
Bleaching tank 
Step 2
Extracted data have some sort of uncertainties due to either human error or other technical errors. Accounting these uncertainties, the extracted data is converted into TFNs with ±15% spreads as suggested by DM/system experts. As an example, the failure rate (λ 1 ) and repair time (τ 1 ) input data for the bleaching tank is shown in Figure 4 . 
Step 3
In this step, system failure rate (λ s ) and repair time (τ s ) mathematical expressions are obtained using its FTA and minimal cut-sets. From Figure 3 , minimal cut-sets for the bleaching system are {A}, {B 1 , B 2 } and {C 1 , C 2 } which are obtained by matrix method (Knezevic et al., 2001) . Using these minimal cut sets, the mathematical expressions for system failure rate (λ s ) and repair time (τ s ) in terms of its constituting components' failure rates (λ i ) and repair times (τ i ) are given below. 
Step 4
Now FLT and GABLT techniques are applied to compute six reliability indices of interest including system failure rate, repair time, MTBF, ENOF, availability and reliability. To apply GABLT technique, selected values of all the parameters for GA are given in Table 4 . The computed results for both these techniques and for mission time t = 10 (hrs) by considering ±15% spread are depicted graphically in Figure 5 . These results show that GABLT gives compressed range of prediction in comparison to FLT at any cut-level α of confidence for every reliability index. The crisp and defuzzified values for all these six reliability indices and for both these techniques with ±15%, ±25% and ±60% spreads are computed using centre of gravity method (Ross, 2004 ) of defuzzification and tabulated in Table 5 . From this table, it is evident that defuzzified values change with change in uncertainty level. 
Step 5
Sensitivity analysis has been done for nine combinations of reliability, availability and failure rate, and the effects on system MTBF are computed. This analysis has been carried out for both FLT and GABLT techniques. Throughout these nine combinations, ranges of repair time and Table 6 . In these figures, the repair time and ENOF are plotted against x-axis and y-axis respectively, whereas MTBF varies along z-axis. For the first combination of Table 6 , the selected values of reliability, failure rate and availability are 0.988, 0.0005 and 0.9945 respectively. For this combination, the computed ranges of MTBF are 2,126.7-4,965.8 and 2,234.1-4,858.8 for FLT and GABLT techniques respectively. It is easily observed from Figures 6 and 7, and Table 6 that the prediction range for MTBF is reduced by applying GABLT in comparison to FLT. Thus, GABLT results will be used for further analysis. So, the results obtained by GABLT technique ( Figure 5 ) are passed to the second phase where a FMOOP as given by optimisation problem (2) is formulated for system performance optimisation.
Second phase results
Second phase of the proposed approach is devoted to the system performance optimisation by formulating a FMOOP as given by problem (2) by using the results shown in Figure 5 . The formulated FMOOP is then converted into an equivalent crisp optimisation problem by applying Huang (1997) approach which is then solved using GA. To construct a FMOOP, a fuzzy region of satisfaction for each fuzzy reliability index computed by GABLT is constructed. To construct fuzzy regions of satisfaction for the members of maximising group, i.e., for the system MTBF, availability and reliability as shown in Figures 
To check the fitness of these fitted curves, the results for the corresponding statistics are given in Table 7 which show that all the objective functions are best fitted to their corresponding data. The details of the used statistics' criteria can be found in MATLAB 7.1 curve fitting toolbox. The fuzzy regions of satisfaction for all the reliability indices (objectives) are obtained using the corresponding fitted curves f 1 (x) to f 6 (x) as shown in Figure 8 and equations (3) or (4) according to the relevance of these reliability indices with maximising or minimising group members. Table 8 along with optimum values of system reliability indices. Using these results system optimum performance could be achieved by developing suitable maintenance strategy. Since each objective function is optimised, system performance under consideration is optimised automatically.
Conclusions
In this paper, a two-phase approach has been introduced for optimising system performance by utilising available resources and system uncertain data. First phase of this approach analyses system performance in terms of six well known reliability indices by applying FLT and GABLT techniques. Sensitivity analysis is also carried out in this phase to analyse the effect of variation of different reliability parameters on system MTBF. In second phase, a FMOOP has been formulated using first phase results. This FMOOP is converted into single objective nonlinear optimisation problem using DM preferences and finally solved using GA. The proposed approach suggests a way for achieving the optimum performance of the system with the help of experts/DMs elicitation and FMOOP formulation. Major advantage of the proposed approach is that it utilises the behaviour analysis results for optimising the system performance. Through this approach, a decision support system (Table 8 ) has been developed which helps the plant maintenance personnel in deciding his future strategy to gain optimum performance of the system. In the present study, an attempt has been made to optimise the performance of a bleaching system in a paper mill with limited, imprecise and vague data by applying proposed approach. The computed optimum values of system components' failure rates and repair times are reported which may be targeted for achieving system optimum performance by adopting suitable maintenance strategy. System reliability engineers/analysts may use these results to set the future targets of their interest. The approach may be applied on other industrial systems. 
