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Abstract
The celebrated Drozd’s theorem asserts that a finite-dimensional basic algebra Λ over an
algebraically closed field k is either tame or wild, whereas the Crawley-Boevey’s theorem
states that given a tame algebra Λ and a dimension d, all but finitely many isomorphism
classes of indecomposable Λ-modules of dimension d are isomorphic to their Auslander-Reiten
translations and hence belong to homogeneous tubes. In this paper, we prove the inverse
of Crawley-Boevey’s theorem, which gives an internal description of tameness in terms of
Auslander-Reiten quivers.
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2Introduction
Throughout the paper, we always assume that k is an algebraically closed field, and that all
rings or algebras contain identities. We write our maps either on the left or on the right, but
always compose them as if they were written on the right.
We start with the following important definition of “tame” and “wild”:
Definition 1 [D1, CB1, DS] A finite-dimensional k-algebra Λ is of tame representation
type, if for any positive integer d, there are a finite number of localizations Ri = k[x, φi(x)
−1] of
k[x] and Λ-Ri-bimodules Ti which are free as right Ri-modules, such that all but finitely many
iso-classes of indecomposable Λ-modules of dimension at most d are isomorphic to
Ti ⊗Ri Ri/(x− λ)
m,
for some λ ∈ k with φi(λ) 6= 0, and some positive integer m.
A finite-dimensional k-algebra Λ is of wild representation type if there is a finitely generated
Λ-k〈x, y〉-bimodule T , which is free as a right k〈x, y〉-module, such that the functor
T ⊗k〈x,y〉 − : k〈x, y〉-mod→ Λ-mod
preserves indecomposability and isomorphism classes.
Several authors worked on equivalent definitions of “time” and “wild”, for example in terms
of generic modules [CB3].
In 1977 Drozd [D1] showed that a finite-dimensional algebra over an algebraically closed
field is either of tame representation type or of wild representation type. This result is known
as Drozd’s Tame-Wild Theorem, and has been one of the most fundamental results in the
representation theory of finite dimensional algebras. On the other hand, however, the proof
of Drozd’s Theorem is highly indirect. Indeed, the argument relies on the notion of a bocs
(the abbreviation for “bimodule of coalgebra structure”), introduced first by Rojter in [Ro]. In
1988, Crawley-Boevey [CB1] formalized the theory of bocses and showed that for a tame algebra
Λ, and for each dimension d, all but finitely many isomorphism classes of indecomposable Λ-
modules of dimension d are isomorphic to their Auslander-Reiten translations and hence belong
to homogeneous tubes.
After the work [CB1], many authors tried to prove the converse of Crawley-Boevey’s theorem,
aiming to find infinitely many non-isomorphic indecomposable representations {Mi | i ∈ I} of
the same dimension in the representation category of a layered bocs, such that Mi 6≃ DTr(Mi).
Somewhat surprisingly, in 2000 the authors [BCLZ] constructed a strongly homogeneous wild
layered bocs B for which each representation is homogeneous (i.e., DTr(M) ≃M), and showed
that the converse of the Crawley-Boevey’s theorem does not hold true for general layered bocses.
Later on, C.M.Ringel proposed a concept of controlled wild, Y.Han described some classes of
controlled wild algebras [H], and H.Nagasy proved that a τ -wild algebra is wild [N]. However,
the converse of the Crawley-Boevey’s theorem remains open in the case of finite dimensional
k-algebras. Our main result in this paper, Theorem 3 below, gives a full answer to this problem.
To state our result, we need the following definition:
Definition 2 [BCLZ, 2.1 Definitions] Let Λ be a finite-dimensional algebra over an alge-
braically closed field. An indecomposable Λ-moduleM is called homogeneous, if DTr(M) ∼=M .
The category mod-Λ is said to be homogeneous, if for each dimension d all but finitely many
isomorphism classes of indecomposable Λ-modules of dimension d are homogeneous.
We will prove the following main theorem throughout this whole article.
Theorem 3 Let Λ be a finite-dimensional algebra over an algebraically closed field. Then
Λ is of tame representation type if and only if mod-Λ is homogeneous. 
3The necessity of Theorem 3 was previously proved by Crawley-Boevey [CB1]. We only need
to prove the sufficiency part. The proof is divided into five sections as shown in the contents. Our
proof relies on the notions of matrix bimodule problems, their associated bocses, and reduction
techniques. Since the matrix bimodule problems associated to finite-dimensional algebras are
bipartite, the key of our argument is to find a full subcategory of representation category of a
bipartite matrix bimodule problem which admits infinitely many isomorphism classes of non-
homogeneous representations of dimension d.
1 Matrix bimodule problems
In this section, a notion of matrix bimodule problems over a minimal algebra is introduced,
which is a generalization of bimodule problems over a field k defined by [CB2] in terms of
matrix. Then the associated bi-comodule problems and bocses of matrix bimodule problems
are discussed. Finally, a nice connection between a matrix bimodule problem and its associated
bocs is builded via the formal products of two structures.
1.1 Definition of matrix bimodule problems
The purpose of this subsection is two folds: 1) construct a k-algebra ∆ based on a minimal
algebra R; 2) define matrix bimodule problems over ∆. The concepts and the results are
proposed by S. Liu.
Let T = T0∪˙T1 be a vertex set, where the subset T0 consists of trivial vertices, such that
∀X ∈ T0, there is a k-algebra RX ≃ k with the identity 1X ; and T1 consists of non-trivial
vertices, such that ∀X ∈ T1, there is an algebra RX ≃ k[x, φX (x)
−1] with the identity 1X , the
finite localization of the polynomial ring k[x] given by a non-zero polynomial φ
X
(x) ∈ k[x], and
x is said to be the parameter associated to X ∈ T1. Now we call the k-algebra R = ΠX∈T RX a
minimal algebra over T with a set of orthogonal primitive idempotents {1
X
| X ∈ T }.
We define a tensor product of p > 1 copies of R over k as follows:
R⊗p = R⊗k · · · ⊗k R =
∑
(X1,··· ,Xp)∈T ×···×T
RX1 ⊗k · · · ⊗k RXp .
There exists a natural left and right R-module structure on R⊗p:
s⊗
R
α = (s⊗
R
r1)⊗k r2 ⊗k · · · ⊗k rp;
α⊗
R
s = r1 ⊗k · · · ⊗k rp−1 ⊗k (rp ⊗R s),
(1.1-1)
for any α = r1 ⊗k r2 ⊗k · · · ⊗k rp−1⊗k rp ∈ R
⊗p, s ∈ R. If ri ∈ RXi , s ∈ RY , then s⊗R α = 0 for
Y 6= X1 and α ⊗R s = 0 for Y 6= Xp. Thus R
⊗p can be viewed as an R-R-bimodule, or simply
an R⊗2-module, with the module action for any r, s ∈ R:
(r ⊗k s)⊗R⊗2 α = r ⊗R α⊗R s = α⊗R⊗2 (r ⊗k s). (1.1-2)
Note that
(
α⊗
R⊗2
(r ⊗k s)
)
⊗
R
s′ = α⊗
R⊗2
(r ⊗k ss
′),∀ s′ ∈ R, and r′ ⊗
R
(
α⊗
R⊗2
(r ⊗k s)
)
=
α⊗
R⊗2
(r′r ⊗k s),∀ r
′ ∈ R. The direct sum of R⊗p for p = 1, 2, · · · , is still an R⊗2-module:
∆ = ⊕∞p=1R
⊗p, let ∆¯ = ⊕∞p=2R
⊗p, ∆ = R⊕ ∆¯. (1.1-3)
We define a multiplication on R⊗2-module ∆, given by ∆×∆→ ∆⊗
R
∆ ⊆ ∆:
∆⊗p ⊗
R
∆⊗q ⊆ ∆⊗(p+q−1), α⊗
R
β = r1 ⊗k · · · ⊗k (rps1)⊗k s2 · · · ⊗k sq, (1.1-4)
4where β = s1 ⊗k · · · ⊗k sq. And if ri ∈ RXi , sj ∈ RYj , α ⊗R β = 0 for Xp 6= Y1. Thus
we obtain an associative non-commutative k-algebra (∆,⊗
R
, 1R) with the set of orthogonal
primitive idempotents {1X | X ∈ T }. Moreover, ∆⊗R ∆ can be viewed as an R
⊗3-module: for
any α, β ∈ ∆, r, s, w ∈ R,
(r ⊗k s⊗k w)⊗R⊗3 (α⊗R β) = (α⊗k β)⊗R⊗3 (r ⊗k s⊗k w)
= r ⊗
R
α⊗
R
s⊗
R
β ⊗
R
w.
(1.1-5)
Denote by IMm×n(∆) the set of matrices over ∆ of size m×n; and by Tn(∆),Nn(∆), Dn(∆)
the sets of upper triangular, strictly upper triangular, and diagonal ∆-matrices of size n×n re-
spectively. The product of two ∆-matrices is the usual matrix product. IfH = (hij) ∈IMm×n(R),
U = (uij) ∈ IMm×n(R⊗k R), α ∈ ∆, define
H ⊗
R
α = (hij ⊗R α) ∈ IMm×n(∆),
α⊗
R
H = (α⊗
R
hij) ∈ IMm×n(∆);
U ⊗
R⊗2
α =
(
α⊗
R⊗2
uij
)
= α⊗
R⊗2
U ∈ IMm×n(∆).
(1.1-6)
The first two are based on Formula (1.1-1). For the last one, note that (α ⊗
R⊗2
U) ⊗
R
H =
α⊗
R⊗2
(UH),H ⊗
R
(α⊗
R⊗2
U) = α⊗
R⊗2
(HU) by the note stated under Formula (1.1-2). Let
U = (uij) ∈IMm×n(R), V = (vjl) ∈IMn×r(R⊗k R) and α, β ∈ ∆. Then
(α⊗
R⊗2
U)(β ⊗
R⊗2
V ) = (
∑n
j=1
(
(α⊗
R⊗2
uij)⊗R (β ⊗R⊗2 vjl)
)
i,l
=
(∑n
j=1(α⊗R β)⊗R⊗3 (uij ⊗R vjl)
)
i,l
= (α⊗
R
β)⊗
R⊗3
(UV ).
(1.1-7)
An R-R-bimodule S1 is said to be a quasi-free bimodule finitely generated by U1, · · · , Um,
provided that the morphism
(RX1 ⊗k RY1)⊕ · · · ⊕ (RXm ⊗k RYm)→ S1, 1Xi ⊗k 1Yi 7→ Ui
is an isomorphism. In this case, {U1, . . . , Um} is called an R-R-quasi-free basis of S1, or R-R-
quasi-basis of S1 for short.
Let Sp = R
⊗(p+1) ⊗R⊗2 S1, which possesses an R-R-bimodule structure:
(r ⊗k s)⊗R⊗2 (α⊗R⊗2 U) = (rαs)⊗R⊗2 U = α⊗R⊗2 ((r ⊗k s)⊗R⊗2 U) (1.1-8)
for r, s ∈ R,α ∈ Rp+1, U ∈ S. Thus S =
∑∞
p=1 Sp = ∆¯ ⊗R⊗2 S1 is an R-R-bimodule, and Sp is
said to have index p in S.
Definition 1.1.1 Let T = {1, 2, · · · , t} be a set of integers, and let ∼ be an equivalent
relation on T , such that the set T/ ∼ is one-to-one corresponding to the vertex set T of a
minimal algebra R. It may be written as T = T/ ∼.
Definition 1.1.2 (i) Define an R-R-bimodule:
K0 = {diag(s11, · · · , stt) | when i ∈ X, sii ∈ RX , and sii = sjj,∀ i ∼ j}.
Let EX ∈ Dt(RX) with the entry sii = 1X if i ∈ X and sii = 0 if i /∈ X, then {EX | X ∈ T } is
an R-quasi-basis of K0, and E =
∑
X∈T EX is the identity matrix of size t.
(ii) Define a quasi-free R-R-bimodule K1 ⊆ Nt(R⊗k R) with an R-R-quasi-basis:
V = ∪(X,Y )∈T ×T VXY = {V1, V2, · · · , Vm}, VXY ⊂ Nt(RX ⊗k RY ),
where V ∈ VXY if and only if 1XV 1Y = V .
5(iii) Suppose K = K0⊕ (∆¯⊗
R⊗2
K1) possesses an algebra structure, where the multiplication
m : K×K → K is the usual matrix product over ∆ consisting of mpq : Kp×Kq → Kp+q,∀ p, q > 0;
the unit is given by the canonical inclusion e : R ∼= K0 →֒ K. K is said to be finitely generated
in index (0, 1) over ∆.
Clearly K0 ≃ R as algebras. The multiplication mpq,∀ p, q > 0 is determined by m11 :
K1 × K1 → K2, see Formula (1.1-7). And for any r ∈ R,α ∈ ∆, (r ⊗R EX) ⊗R (α ⊗R⊗2 Vj) =
(r⊗
R
α)⊗
R⊗2
Vj if 1XVj = Vj, or 0 otherwise, (α⊗
R⊗2
Vj)⊗R (r⊗REX) is similar. {EX | X ∈ T }
is a set of orthogonal primitive idempotents of K, and E = e(1R) is the identity.
Let T = {1, 2, . . . , t} and T ′ = {1, 2, . . . , t′} be two sets of integers. An order on T × T ′ is
defined as follows: (i, j) 4 (i′, j′) provided that i > i′, or i = i′ but j 6 j′. Thus an order on
the index set of the entries of a matrix in IMt×t′(∆) is obtained. Let M = (λij) ∈ IMt×t′(∆).
The entry λpq is said to be the leading entry of M if λpq 6= 0, and any λij 6= 0 implies that
(p, q) 4 (i, j). Let M¯ = (Cij) be a partitioned matrix over ∆, one defines similarly the leading
block of M¯ . In both cases, the index (p, q) is called the leading position of M resp. M¯ .
Let S be a subspace of IMt(k). An ordered basis U = {U1, · · · , Ur} with the leading positions
(p1, q1), . . . , (pr, qr) respectively is called a normalized basis of S provided that
(i) the leading entry of Ui is 1;
(ii) the (pi, qi)-th entry of Uj is 0 for j 6= i;
(iii) Ui 4 Uj if and only if (pi, qi) 4 (pj , qj)
The basis U is a linearly ordered set. It is easy to see that S has a normalized basis by Linear
algebra. In fact, if t2 variables xij under the order of matrix indices defined as above are taken,
then S will be the solution space of some system of linear equations
∑
(i,j)∈T ×T a
l
ijxij = 0, a
l
ij ∈
k, 1 6 l 6 s for some positive integer s. Reducing the coefficient matrix to the simplest echelon
form, we assume that xp1q1 , · · · , xprqr are all the free variables, and {U1, · · · , Ur} is a basic
system of solutions, whose (pi, qi)-entry is 1 and (p, q) ≺ (pi, qi)-entry is 0 for i = 1, · · · , r, a
normalized basis U of S is obtained.
Definition 1.1.3 (i) Define a quasi-free R-R-bimodule M1 ⊆ IMt(R ⊗k R), such that
EXM1EY has a normalized quasi-basis AXY ⊆ IMt(k1X ⊗k 1Y k) ≃ IMt(k) as k-vector spaces,
where A ∈ AXY if and only if 1XA1Y = A. Thus there is a normalized quasi-basis:
A = ∪(X,Y )∈T ×TAXY = {A1, A2, · · · , An}.
(ii) Let M = ∆¯ ⊗
R⊗2
M1, and the algebra K be given by Definition 1.1.2. Define a K-
K-bimodule structure on M, such that the left module action l : K × M → M consists of
lpq : Kp × Mq → Mp+q,∀ p > 0, q > 0, and the right one r : M × K → M consists of
rpq : Mp × Kq → Mp+q,∀ p > 0, q > 0 given by usual matrix product respectively. The K-K-
bimodule M is said to be finitely generated in index (0, 1) with M0 = {0}.
Definition 1.1.4 Let H =
∑
X∈T HX ∈ IMt(R) be a matrix, where HX = (hij)t×t ∈
EXIM(R)EX with hij ∈ RX for i, j ∈ X, and hij = 0 otherwise. Define a derivation d : K →
M, U 7→ UH −HU , yielded by H consists of dp : Kp →Mp,∀ p > 0.
It is not difficult to see that d0 = 0, and dp is determined by d1 for p > 0 according to the
note stated under Formula (1.1-6).
Definition 1.1.5 A quadruple A = (R,K,M,H) is called a matrix bimodule problem pro-
vided
(i) R is a minimal algebra with a vertex set T given by Definition 1.1.1;
(ii) K is an algebra given by Definition 1.1.2;
(iii) M is a K-K-bimodule given by Definition 1.1.3;
(iv) There is a derivation d : K →M given by Definition 1.1.4.
In particular, if M = 0, A is said to be a minimal matrix bimodule problem.
61.2 Bi-comodule problems and Bocses
We define a notion of bi-comodule problems associated to matrix bimodule problems, which
is the transition into bocses. The concepts and the proofs are proposed by Y. Han.
Since K1 and M1 are both quasi-free R-R-bimodules, we have their R
⊗2-dual structures C1
and N1 with R-R-quasi-basis V
∗ and A∗ respectively:
C1 = Hom
R⊗2
(K1, R
⊗2), V∗ = {v1, v2, · · · , vm};
N1 = Hom
R⊗2
(M1, R
⊗2), A∗ = {a1, a2, · · · , an}.
(1.2-1)
Write v : X 7→ Y (resp. a : X 7→ Y ) provided that V ∈ VXY (resp. A ∈ AXY ).
The quasi-basis V of K1 has a natural partial order, namely, Vi ≺ Vj, if their leading positions
(pi, qi) ≺ (pj , qj). Thus ViVj =
∑
l<i,j γijl⊗R⊗2 Vl, since V ⊆ Nt(R⊗k R). For a fixed pair (p, q),
any fixed order on the set {Vi | (pi, qi) = (p, q)} may be defined, which gives a linear order on V.
Definition 1.2.1 Let K be a k-algebra as in Definition 1.1.2. We define a quasi-free
R-module C0 = HomR(K0, R) ≃
∑
X∈T RXeX ≃ R with an R-quasi-basis {eX}X∈T dual to
{EX}X∈T of K0; and a quasi-free R-R-bimodule C1 with an R-R-quasi-basis V
∗ defined by the
first formula of (1.2-1), which has a linear order yielded from that of V. Write C = C0 ⊕C1, and
define a coalgebra structure with a counit ε : C → R, e
X
7→ 1
X
, vj 7→ 0 and a comultiplication
µ : C 7→ C ⊗R C dual to (m00,m01,m10,m11):
µ =
(
µ00
µ10 + µ01 + µ11
)
:
(
C0
C1
)
→
(
C0 ⊗R C0,
C1 ⊗R C0 ⊕ C0 ⊗R C1 ⊕ C1 ⊗R C1
)
µ00(eX ) = eX ⊗R eX , µ10(vl) = vl ⊗R et(vl),
µ01(vl) = es(vl) ⊗R vl, µ11(vl) =
∑
i,j>l γijl ⊗R⊗3 (vi ⊗R vj).
Since A is linearly ordered and V ⊂ Nt(R ⊗k R), ViAj =
∑
l>j ηijl ⊗R⊗2 Al and AiVj =∑
l>i σijl ⊗R⊗2 Al.
Definition 1.2.2 Let M be a K-K-bimodule as in Definition 1.1.3. A quasi free R-R-
bimodule N1 with an R-R-quasi-basis A
∗ given by the second formula of (1.2-1) is define. Write
N = N1, then N has a C-C-bi-comodule structure with the left and right co-module actions dual
to (l01, l11) and (r10, r11) respectively:
ι = (ι01 + ι11) : N → C ⊗R N = C0 ⊗R N ⊕ C1 ⊗R N ,
ι01(al) = es(al) ⊗R al, ι11(al) =
∑
j<l,i ηijl ⊗R⊗3 (vi ⊗R aj);
τ = (τ10 + τ11) : N → N ⊗R C = N ⊗R C0 ⊕N ⊗R C1,
τ10(al) = al ⊗R et(al), τ11(al) =
∑
i<l,j σijl ⊗R⊗3 (ai ⊗R vj).
Definition 1.2.3 Assume d1(Vi) =
∑
l ζil⊗R⊗2 Al defined in 1.1.4. There is a co-derivation
∂ = (∂0, ∂1) : N → C = C0 ⊕ C1 with ∂0 = 0 and ∂1(al) =
∑
i ζil ⊗R⊗2 vi dual to (d0,d1), such
that µ∂ = (1l⊗ ∂)ι+ (∂ ⊗ 1l)τ .
Definition 1.2.4 Let A = (R,K,M,H) be a matrix bimodule problem. A quadruple
C = (R, C,N , ∂) is said to be a bi-comodule problem associated to A provided
(i) R is a minimal algebra with a vertex set T ;
(ii) C is a co-algebra given by Definition 1.2.1;
(iii) N is a C-C-bi-comodule given by Definition 1.2.2;
(iv) ∂ : N → C is a co-derivation given by Definition 1.2.3.
Now we construct a bocs via the bi-comodule problem C associated to A. Write N⊗p =
N ⊗
R
· · · ⊗
R
N with p copies of N and N⊗0 = R. Define a tensor algebra Γ of N over R, whose
multiplication is given by the natural isomorphisms:
Γ = ⊕∞p=0N
⊗p; N⊗p ⊗
R
N⊗q ≃ N⊗(p+q).
7Let Ξ = Γ⊗R C⊗RΓ be a Γ-Γ-bimodule of co-algebra structure induced by R →֒ Γ, and denoted
by (Ξ, µΞ, εΞ). Define the following three R-R-bimodule maps:
κ1 : N
ι
→ C ⊗
R
N
∼=
→ R⊗
R
C ⊗
R
N →֒ Γ⊗
R
C ⊗
R
Γ,
κ2 : N
τ
→ N ⊗
R
C
∼=
→ N ⊗
R
C ⊗
R
R →֒ Γ⊗
R
C ⊗
R
Γ,
κ3 : N
∂
→ C
∼=
→ R⊗
R
C ⊗
R
R →֒ Γ⊗
R
C ⊗R Γ.
Lemma 1.2.5 Im(κ1 − κ2 + κ3) is a Γ-coideal in Ξ. Thus Ω := Ξ/Im(κ1 − κ2 + κ3) is a
Γ-Γ-bimodule of coalgebra structure.
Proof Recall the law of bi-comodule: (µ⊗1l)ι = (1l⊗ι)ι, (1l⊗µ)τ = (τ⊗1l)τ , (1l⊗τ)ι = (ι⊗1l)τ
and (1l⊗ ∂)ι− µ∂ + (∂ ⊗ 1l)τ = 0. Thus, for any b ∈ N , we have
µΞ(κ1 − κ2 + κ3)(b)
= µΞ(1Γ ⊗ ι(b)) − µΞ(τ(b)⊗ 1Γ) + µΞ(1l⊗ ∂(b)⊗ 1Γ)
= (µ⊗ 1l)ι(b)− (1l⊗ µ)τ(b) + µ(∂(b))
= (1l⊗ ι)ι(b) − (τ ⊗ 1l)τ(b) + (1l⊗ ∂)ι(b) + (∂ ⊗ 1l)τ(b)
= (1l⊗ ι− 1l⊗ τ + 1l⊗ ∂)ι(b) + (ι⊗ 1l− τ ⊗ 1l + ∂ ⊗ 1l)τ(b)
= u(1) ⊗ (ι− τ + ∂)(b(1)) + (ι− τ + ∂)(b(2))⊗ u(2)
= u(1) ⊗ (κ1 − κ2 + κ3)(b(1)) + (κ1 − κ2 + κ3)(b(2))⊗ u(2)
∈ Ξ⊗ Im(κ1 − κ2 + κ3) + Im(κ1 − κ2 + κ3)⊗ Ξ
where ι(b) := u(1) ⊗ b(1), τ(b) := b(2) ⊗ u(2), and each term in each step is viewed as an element
in Ξ⊗Γ Ξ naturally. 
Recall from [Ro] and [CB1], B = (Γ,Ω) defined as above is a bocs with a layer
L = (R;ω; a1, a2, . . . , an; v1, v2, . . . , vm).
Denote by ε
Ω
and µ
Ω
the induced co-unit and co-multiplication, then Ω¯ =kerε
Ω
is a Γ-Γ-bimodule
freely generated by v1, v2, . . . , vm, and Ω = Γ⊕Ω¯ as bimodules. From this, we use the embedding:
C0⊕C1⊕N ⊗C1⊕C1⊗N →֒ Γ⊗R (C0⊕C1⊕N ⊗RC1⊕C1⊗RN )⊗RΓ ⊂ Ω; and the isomorphism:
Ω¯⊗R Ω¯ ≃ Ω¯⊗Γ Ω¯.
The group-like ω : R → Ω, 1X 7→ eX is an R-R-bimodule map. Recall from [CB1, 3.3
Definition], and note that (ι0(ai) + ι1(ai))− (τ0(ai) + τ1(ai)) + ∂1(ai) = (κ1 − κ2 + κ3)(ai) = 0
in Ω, the pair of the differentials determined by ω is given by δ1 : Γ→ Ω¯:
δ1(1X) = 1XeX − eX1X = 0, X ∈ T ,
δ1(ai) = ai ⊗R et(ai) − es(ai) ⊗R ai = τ0(ai)− ι0(ai)
= ι1(ai)− τ1(ai) + ∂1(ai), 1 6 j 6 n;
and δ2 : Ω¯ 7→ Ω¯⊗Γ Ω¯, δ2(vj) = µ(vj)− es(vj)⊗R vj − vj ⊗R et(vj ) = µ11(vj), 1 6 j 6 m. Then the
bocs B is said to be the bocs associated to the matrix bimodule problem A. Denote by (A,B)
the pair of a matrix bimodule problem and its associated bocs, or just the pair (A,B).
Let (A,B) be a pair with the associated bi-comodule problem C. Then the module actions
l(K1 ×Ai), r(Ai ×K1) ⊆ ⊕
n
l=i+1R
⊗3 ⊗
R⊗2
Al (1.2-2)
by the fact stated before Definition 1.2.2, which is called the triangular property. The left and
the right co-module actions also possess the triangular property by 1.2.2:
ι1(al) ∈ ⊕
l−1
i=1C1 ⊗R ai, τ1(al) ∈ ⊕
l−1
i=1ai ⊗R C1. (1.2-3)
8Define a K-K sub-bimodule of M, then a K-K-quotient-bimodule of M:
M(h) = ⊕ni=h+1∆¯⊗R⊗2 Ai ⊆M, M
[h] =M/M(h).
A
[h] = (R,K,M[h], d¯) with d¯ induced from d is said to be a quotient problem of A, but A[h]
itself might be no longer a matrix bimodule problem. If N (h) = ⊕hi=1R ⊗R ai ⊗R R, then
C
(h) = (R, C,N (h), ∂ |N (h)) is a sub-bi-comodule problem of C. If Γ
(h) is a tensor algebra freely
generated by a1, · · · , ah, then the bocsB = (Γ,Ω) has a sub-bocsB
(h) = (Γ(h),Γ(h)⊗RΩ⊗RΓ
(h)).
Note a simple fact: let (A,C,B) be a triple defined as above, then
l(K1 ×M1), r(M1 ×K1),d(K1) ⊆M
(h)
1 in A
⇐⇒ C1 ⊗R N
(h)
1 = 0,N
(h)
1 ⊗R C1 = 0, ∂(N
(h)
1 ) = 0 in C
⇐⇒ δ(Γ(h)) = 0 in B.
(1.2-4)
In fact, the condition in A is equivalent to ηjil = 0, σijl = 0, ζjl = 0 for l = 1, · · · , h and any i, j,
which is equivalent to the conditions in C and B.
Recall from [CB1] that a representation of a layered bocsB is a left Γ-module P of dimension
vector d consisting of three sets:
{PX = k
dX | X ∈ T }, {P (x) : PX → PX | X ∈ T };
{P (ai) : k
d
Xi → k
d
Yi | ai : Xi → Yi, i = 1, · · · , n}.
(1.2-5)
A morphism from P to Q is given by a Γ-map f : Ω ⊗Γ P → Q. Clearly, HomΓ(Ω¯ ⊗Γ P,Q) ≃
⊕mj=1HomΓ(Γ1s(vj ) ⊗k 1t(vj )P,Q) ≃ ⊕
m
j=1Homk(1t(vj )P, 1s(vj )Q). Write
f = {fX ; f(vj) | X ∈ T , 1 6 j 6 m}, (1.2-6)
then [BK] shows that f is a morphism if and only if for all al ∈ A
∗, 1 6 l 6 n:
P (al)fYl − fXlQ(al) =
∑
j<l,i ηijl ⊗R⊗3 (f(vi)⊗R Q(aj))
−
∑
i<l,j σijl ⊗R⊗3 (P (ai)⊗R f(vj)) +
∑
i ζil ⊗R⊗2 f(vi).
(1.2-7)
1.3 Representation categories of matrix bimodule problems
In this subsection, a notion of “∗-product” and the operations between ∗-products are defined,
which will be used frequently throughout the paper. Based on this nation, the representation
category of a matrix bimodule problem is defined. It is relatively complicated, but seems to be
useful for the proof of the main theorem.
Definition 1.3.1 Let J(λ) = Jd(λ)
ed ⊕ Jd−1(λ)
ed−1 ⊕ · · · ⊕ J1(λ)
e1 be a Jordan form, where
ei are non-negative integers. Denote ed + ed−1 + · · ·+ ej by mj for j = 1, · · · , d. The following
partitioned matrix W (λ) similar to J(λ) is called a Weyr matrix of eigenvalue λ:
W (λ) =

λIm1 W12 0 · · · 0 0
λIm2 W23 · · · 0 0
λIm3 · · · 0 0
. . .
...
...
λImd−1 Wd−1,d
λImd

d×d
,
9where Wj,j+1 = (Imj+1 0)
T of size mj ×mj+1 with superscript T denoting transpose. A direct
sumW =W (λ1)⊕W (λ2)⊕· · ·⊕W (λs) with distinct eigenvalues λi is said to be a Weyr matrix.
An order “≺” on the base field k may be defined, so that each Weyr matrix has a unique form.
Similarly, let {Zij | i, j ∈ Z
+} be a finite set of vertices, and S = ⊕i,jk1Zij ⊕ k[z, φ(z)
−1]1Z be
a minimal algebra. W¯ ≃ ⊕Jij(λi)
eij1Zij or ⊕Jij(λi)
eij1Zij ⊕ (z1Z) with {eij} ⊂ Z
+ is said to
be aWeyr matrix over S. It is possible that some summands of W¯ are diagonal blocks with the
diagonal entries being the primitive idempotents of S
Let A = (R,K,M,H) be a matrix bimodule problem having a set of integers T = {1, 2, · · · , t}
with partition T . A Weyr matrix W over k is called RX-regular for X ∈ T1, if all the eigenvalues
λ of W have the property that φX(λ) 6= 0. An identity matrix I is also called an RX -regular
Weyr matrix for X ∈ T0. A vector of non-negative integers is said to be a size vector m =
(m1,m2, . . . ,mt) over T , if mi = mj,∀ i ∼ j. And
∑t
i=1mi is called the size of m.
Definition 1.3.2 Let A = (R,K,M,H) be a matrix bimodule problem, S a minimal algebra,
and Σ = ⊕∞p=1S
⊗p, see Formula (1.1-3).
(i) Write HX = (hij(x)1X )t×t with hij(x) ∈ k[x] for X ∈ T1, and x = 1, hij(x) ∈ k for
X ∈ T0. Let W¯X be a Weyr matrix of size mX over S. There exists an m × m-partitioned
matrix over S:
HX(W¯X) = (Bij)t×t, Bij =
{
hij(W¯X)mi×mj , i, j ∈ X,
(0)mi×mj , i /∈ X or j /∈ X,
(ii) Let m = (m1, · · · ,mt) and n = (n1, · · · , nt) be two size vectors over T , and let F ∈
IMm
X
×n
X
(S⊗p), p = 1, 2, with an RX-RX -module structure. The star product ∗ of FX and EX
is defined to be a diagonal m× n-partitioned matrix:
F
X
∗ EX = diag(B11, · · · , Btt), Bii =
{
F
X
, i ∈ X,
0 i /∈ X,
(iii) Let U = (uij) ∈ VXY ∪ AXY , and {W¯X ∈ IMm
X
(S) | X ∈ T }, {W¯ ′Y ∈ IMnY (S) | Y ∈
T } be two sets of regular Weyr matrices. Suppose there is an RX -RY -bimodule structure on
IMm
X
×n
Y
(S⊗p) for p = 1, 2, and C ∈ IMm
X
×n
Y
(S⊗p):
C ⊗
R⊗2
(x⊗k y) =WXCW
′
Y . (1.3-1)
The star product ∗ of C and U is defined to be an (m× n)-partitioned matrix:
C ∗ U = (Bij)t×t, Bij =
{
C ⊗
R⊗2
uij, i ∈ X, j ∈ Y ;
(0)mi×nj , i /∈ X, or j /∈ Y.
Lemma 1.3.3 Let A = (R,K,M,H) be a matrix bimodule problem.
(i) If C ∈ IMm
X
×n
Y
(S⊗2), d(Vi) =
∑
l ζilAl with ζil ∈ RX ⊗k RY are given by Definition
1.2.3, then by the usual product of Σ-matrices:
(C ∗ Vi)HY (W¯Y )−HX(W¯X)(C ∗ Vi) =
∑n
l=1(C ⊗R⊗2 ζil) ∗Al.
(ii) If FX ∈ IMm
X
×n
X
(S⊗p), p = 1, 2 and C ∈ IMm
X
×n
Y
(S⊗q), q = 1, 2, then by the usual
product of Σ-matrices:
(F
X
∗ EX)(C ∗ U) =
{
(F
X
C) ∗ U, 1XU = U ;
0, 1XU = 0.
Similarly, (C ∗ U)(F
X
∗ EX) = (CFX ) ∗ U for U1X = U and 0 otherwise. Moreover,
(FX ∗EX)(F ′X ∗EX) = (FXF
′
X) ∗ EX , FX , F
′
X ∈ IMmX (S
⊗p), p = 1, 2.
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(iii) Let U ∈ EX IMt(R ⊗k R)EY , V ∈ EY IMt(R ⊗k R)EZ , Gl ∈ EXIMt(R ⊗k R)EZ , where
UV =
∑n
l=1 ǫl ⊗R⊗2 Gl, ǫl ∈ RX ⊗k RY ⊗k RZ . Let m,n, l be size vectors over T , C ∈
IMm
X
×n
Y
(S⊗p),D ∈ IMn
Y
×l
Z
(S⊗q) for (p, q) ∈ {(2, 2), (1, 2), (2, 1)}. Then by the usual Σ-
matrix product:
(C ∗ U)(D ∗ V ) =
∑n
l=1
(
(C ⊗R D)⊗
R⊗3
ǫl
)
∗Gl,
where the tensor product ⊕(X,Y,Z)∈T ×T ×T IMmXnY (S
⊗p)⊗R IMn
Y
×l
Z
(S⊗q) has an R⊗3-module
structure yielded from the R-R-bimodule structures given by Formula (1.3-1).
Proof (i) Write HX = (αpq), αpq ∈ RX ;HY = (βpq), βpq ∈ RY ;Vi = (vpq), vpq ∈ RX ⊗k RY ,
The left side = (
∑
l(C ⊗R⊗2 vpl)⊗R βlq)− (
∑
l αpl ⊗R (C ⊗R⊗2 vlq))
= (C ⊗R⊗2
∑
l(vplβlq − αplvlq)) = C ∗ (ViHY −HXVi)
= C ∗ d(Vi) = C ∗ (
∑
l ζilAl) = the right side.
(ii) Write U = (upq), upq ∈ RX ⊗k RY , the left side= (FX1X(C ⊗R⊗2 upq)) = ((FXC)⊗R⊗2
upq) =the right side.
(iii) Write U = (upq), upq ∈ RX ⊗k RY , V = (vpq), vpq ∈ RY ⊗k RZ . The left side=(∑
l(C ⊗R⊗2 upl)(D ⊗R⊗2 vlq)
)
=
(
(CD)⊗R⊗3 (
∑
l upl ⊗R vlq)
)
=the right side. 
Definition 1.3.4 Let A = (R,K,M,H) be a matrix bimodule problem, and m a size vector
over T . Thus a representation P¯ of A can be written as an m×m-partitioned matrix over k:
P¯ =
∑
X∈T HX(WX) +
∑n
i=1 P (ai) ∗ Ai,
whereWX ∈ IMm
X
(k) is an RX-regular Weyr matrix for anyX ∈ T , and P (ai) ∈ IMm
Xi
×m
Yi
(k).
Taken S = k, the first summand is defined in 1.3.2 (i), and the second one in (iii) .
Definition 1.3.5 Let P¯ , Q¯ be two representations of size vectors m,n respectively. A
morphism f¯ : P¯ → Q¯ is an m×n-partitioned matrix obtained from Definition 1.3.2 (ii) and (iii)
for S = k:
f¯ =
∑
X∈T fX ∗EX +
∑m
j=1 f(vj) ∗ Vj ,
where f
X
∈ IMm
X
×n
X
(k), f(vj) ∈ IMms(vj )×nt(vj)(k), such that P¯ f¯ = f¯ Q¯ under the matrix
product given according to Lemma 1.3.3 (i)–(iii).
If U¯ is an object and f¯ ′ : Q¯ → U¯ a morphism, then f¯ f¯ ′ : P¯ → U¯ calculated according to
Lemma 1.3.3 (ii)–(iii) is still a morphism. In fact, (f¯ f¯ ′)P¯ = f¯(Q¯f¯ ′) = (U¯ f¯)f¯ ′ = U¯(f¯ f¯ ′). We
denote by R(A) the representation category of the matrix bimodule problem A.
1.4. Formal Products and Formal Equations
In this subsection, 1) a concept of “formal equation” is introduced to build up a nice con-
nection between a matrix bimodule problem and its associated bocs; and 2) a special class
of bipartite matrix bimodule problems is noticed, because of the close relation between such
problems and finite dimensional algebras.
Let A = (R,K,M,H) be a matrix bimodule problem, with the associated bi-comodule
problem C = (R, C,N , ∂) and the bocs B. Recall that {E
X
} and {e
X
} are dual bases of
(K0, C0); {V1, · · · , Vm} and {v1, · · · , vm} those of (K1, C1); {A1, . . . , An} and {a1, · · · , an} those
of (M1,N1). Set S = R,Σ = ∆,m = (1, · · · , 1) = n in Definition 1.3.2 (ii)–(iii), then
Υ =
∑
X∈T eX ∗ EX
Π =
∑m
j=1 vj ∗ Vj
Θ =
∑n
i=1 ai ∗ Ai
(1.4-1)
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are called the formal products of (K0, C0), (K1, C1) and (M1,N1) respectively.
Lemma 1.4.1 Let δ be the differential in the bocs B. We have(∑m
i=1 vi ∗ Vi
)(∑m
j=1 vj ∗ Vj
)
=
∑m
l=1 µ11(vl) ∗ Vl;(∑n
i=1 ai ∗Ai
)(∑m
j=1 vj ∗ Vj
)
=
∑n
l=1 τ11(al) ∗Al;(∑m
j=1 vj ∗ Vj
)(∑n
i=1 ai ∗Ai
)
=
∑n
l=1 ι11(al) ∗Al;(∑m
j=1 vj ∗ Vj
)
H −H
(∑m
j=1 vj ∗ Vj
)
=
∑n
l=1 ∂1(al) ∗Al;(∑n
l=1 al ∗ Al
)(∑
X∈T
e
X
∗E
X
)
−
(∑
X∈T
e
X
∗ E
X
)(∑n
l=1 al ∗Al
)
=
∑n
l=1 δ(al) ∗Al.
Proof 1) The second equality is proved first, and the proofs of the first one and the third
one are similar. By Lemma 1.3.3 (iii) for S = R, p = q = 2, the left side =
∑n
l=1
(∑
i,j σijl⊗R⊗3
(ai ⊗R vi)
)
∗ Al = the right side.
2) For the fourth equality, by Lemma 1.3.3 (i) the left side =
∑n
l=1
(∑m
j=1 ζlj⊗R⊗2 vj
)
∗Al =
the right side.
3) For the last one, by Lemma 1.3.3 (ii) for p = 1, q = 2, the left side =
∑n
l=1(al ⊗R eYl −
e
Xl
⊗
R
al) ∗Al = the right side. 
The matrix equation (Θ +H)(Υ + Π) = (Υ +Π)(Θ +H), more precisely,(∑n
i=1 ai ∗Ai +H
)(∑
X∈T eX ∗EX +
∑m
j=1 vj ∗ Vj
)
=
(∑
X∈T eX ∗ EX +
∑m
j=1 vj ∗ Vj
)(∑n
i=1 ai ∗Ai +H
) (1.4-2)
is called the formal equation of the pair (A,B) due to the following theorem.
Theorem 1.4.2 Let (pl, ql) be the leading position of Al for l = 1, · · · , n. Then the (pl, ql)-
entry of the formal equation is
δ(al) = ι11(al)− τ11(al) + ∂1(al).
Proof. According to Formula (1.4-2) and Lemma 1.4.1:∑n
l=1 δ(al) ∗ Al =
∑n
l=1
(
alet(al) − es(al)al
)
∗ Al
=
∑
j,i(vj ∗ Vj)(ai ∗Ai)−
∑
i,j(ai ∗ Ai)(vj ∗ Vj) +
∑
j
(
(vj ∗ Vj)H −H(vj ∗ Vj)
)
=
∑n
l=1 ι11(al) ∗ Al −
∑n
l=1 τ11(al) ∗Al +
∑n
l=1 ∂1(al) ∗Al
=
∑n
l=1
(
ι11(al)− τ11(al) + ∂1(al)
)
∗ Al.
The expression at the leading position (pl, ql) of the formal equation is obtained . 
Moreover, the first formula of Lemma 1.4.1 gives:(∑
X∈T
e
X
∗ E
X
+
∑m
i=1 vi ∗ Vi
)(∑
X∈T
e
X
∗ E
X
+
∑m
j=1 vj ∗ Vj
)
=
∑
X∈T
(e
X
⊗
R
e
X
) ∗ E
X
+
∑m
l=1 µ(vl) ∗ Vl.
(1.4-3)
Let (A,B) be a pair with an index set T and a vertex set T . A size vector m = (m1, · · · ,mt)
over T , and a dimension vector d = (d
X
| X ∈ T ) over T are said to be associated, if mi = dX
for i ∈ X.
Corollary 1.4.3 Let (A,B) be a pair. Then the representation categories R(A) and R(B)
are equivalent.
Proof Let P ∈ R(B) with dimension vector d. Without loss of generality, the set {P (x) =
WX | X ∈ T } may be assumed to be a set of regular Weyr matrices. Then P¯ of size vector m
associated with d in Definition 1.3.4 and P in Formula (1.2-5) are one-to-one corresponding; f¯
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in Definition 1.3.5 and f in Formula (1.2-6) are one-to-one corresponding. Moreover, P¯ f¯ = f¯ Q¯
if and only if f satisfies Formula (1.2-7) by Theorem 1.4.2. 
Thanks to Corollary 1.4.3, the representations and morphisms in both categories R(A) and
R(B) can be denoted by P, f in a unified manner. Finally we define a special class of matrix
bimodule problems to end the subsection. Let A = (R,K,M,H = 0) be a matrix bimodule
problem with R trivial. A is said to be bipartite provided that T = T ′∪˙T ′′; R = R′ × R′′ and
K = K′ ×K′′ are direct products of algebras; and M is a K′-K′′-bimodule.
Remark 1.4.4 Let Λ be a finite-dimensional basic k-algebra, J = rad(Λ) be the Jacobson
radical of Λ with the nilpotent index m, and the top S = Λ/J . Suppose {e1, · · · , eh} is a
complete set of orthogonal primitive idempotents of Λ. Taking the pre-images of k-bases of
ei(J
i/J i+1)ej under the canonical projections J
i → J i/J i+1 in turn for i = m, · · · , 1, an ordered
basis of J under the length order is obtained, see [CB1, 6.1] for details. Then we construct the
left regular representation Λ¯ of Λ under the k-basis (an, · · · , a2, a1, e1, · · · , eh) of Λ, which leads
to a bipartite matrix bimodule problem A = (R,K,M,H = 0) with
R = S × S; K0 ⊕K1 = Λ¯× Λ¯; M1 = rad(Λ¯); H = 0.
A simple calculation shows that the row indices of the leading positions of the base matrices
in A are pairwise different, and the column index of the leading position of A ∈ AXZ equals
j
Z
=max{j ∈ Z} for any X ∈ T , they are concentrated, and the j
Z
-th column is said to be the
main column over Z. Such a condition is denoted by RDCC for short. The condition may not
be essential in the proof of the main theorem, but makes it easier and more intuitive.
Example 1.4.5 [D1, R1] Let Q = q❥ ❥✻✻a b be a quiver, I = 〈a2, ba − ab, ab2, b3〉 be an
ideal of kQ, and Λ = kQ/I. Denote the residue classes of e, a, b in Λ still by e, a, b respec-
tively. Moreover, set c = b2, d = ab. Then an ordered k-basis {d, c, b, a, e} of Λ gives a regular
representation Λ¯. A matrix bimodule problem A follows from Remark 1.4.4, we may denote
by A,B,C,D the R-R-quasi-basis of M1, and by a, b, c, d the R-R-dual basis of N1. Then the
associated bocs B of A has a layer L = (R;ω; a, b, c, d;u1 , u2, u3, u4, v1, v2, v3, v4). The formal
equation of the pair (A,B) can be written as:
e 0 u1 u2 u4
e u2 0 u3
e 0 u2
e u1
e


0 0 a b d
0 b 0 c
0 0 b
0 a
0
 =

0 0 a b d
0 b 0 c
0 0 b
0 a
0


f 0 v1 v2 v4
f v2 0 v3
f 0 v2
f v1
f

with e = e
X
, f = e
Y
for simplicity. The differentials of the solid arrows of B can be read off
according to Theorem 1.4.2:
r
r
❘ ✠
X
Y❄❄
a b c d

δ(a) = 0,
δ(b) = 0,
δ(c) = u2b− bv2,
δ(d) = u1b+ u2a− bv1 − av2.
2 Reductions on matrix bimodule problems
In this section, the reduction theorem and eight reductions on matrix bimodule problems
corresponding to those on bocses are stated and proved, thus the induced matrix bimodule
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problems are constructed. Finally, a concept of defining systems of pairs is defined in order to
help to construct the induced pairs in a sequence of reductions.
2.1 Admissible bimodules and induced matrix bimodule problems
In the subsection we prove the reduction theorem on matrix bimodule problems via ad-
missible bimodules; then give the connection to the corresponding admissible functors and the
reduction theorem on bocses. Before doing so, the following lemma is mentioned first.
Lemma 2.1.1 Let D be a commutative algebra, and Λ,Σ be commutative D-algebras. Sup-
pose ΛG and SΣ are finitely generated projective left Λ-module and right Σ-module respectively.
(i) G ⊗D S is a projective Λ⊗D Σ-module.
(ii) There exists a Λ⊗D Σ-module isomorphism:
HomΛ(G,Λ) ⊗D HomΣ(S,Σ) ∼= HomΛ⊗DΣ(G ⊗D S,Λ⊗D Σ).
Proof (i) Suppose ΛG,SΣ are both free with the basis {u1, · · · , um}, {v1, · · · , vn} respec-
tively. Choose a free Λ ⊗D Σ-module F with basis {wij | 1 6 i 6 m, 1 6 j 6 n}. For x =∑m
i=1 λiui ∈ G and y =
∑n
j=1 vjσj ∈ S, we define f : G×S → F , (x, y) =
∑m
i=1
∑n
j=1 (λi⊗σj)wij .
Then xr =
∑m
i=1(λir)ui, and ry =
∑n
j=1 vj(rσj) for any r ∈ D, and hence f(xr, y) = f(x, ry),
f(x1 + x2, y) = f(x1, y) + f(x2, y) and f(x, y1 + y2) = f(x, y1) + f(x, y2). Thus there exists a
unique Λ ⊗D Σ-linear map f˜ : G ⊗D S → F such that f˜(x ⊗ y) = f(x, y),∀x ∈ G, y ∈ S. In
particular, f˜(ui⊗ vj) = wij . Thus {ui⊗ vj | 1 6 i 6 m, 1 6 j 6 n} is a Λ⊗D Σ-basis of G ⊗D S,
and G ⊗D S is free. If both ΛG,SΣ are projective, then there are some ΛG
′,S ′Σ, such that both
ΛG ⊕ SΣ,Λ G
′ ⊕ S ′Σ being free. The assertion follows.
(ii) It is stressed, that G⊗DS and HomΛ⊗DΣ(G⊗DS,Λ⊗DΣ) are projective Λ⊗DΣ-modules
by (i). Consider the following commutative diagram
HomΛ(G,Λ) ×HomΣ(S,Σ) //
ψ

HomΛ(G,Λ) ⊗D HomΣ(S,Σ)
ψ˜ss❣❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣❣❣
❣❣❣❣
HomΛ⊗DΣ(G ⊗D S,Λ⊗D Σ)
Let f ∈ HomΛ(G,Λ) and g ∈ HomΣ(S,Σ). Since f and g are D-linear, there exists a Λ ⊗D Σ-
linear map ψ(f, g) : G⊗DS → Λ⊗DΣ, such that (ψ(f, g))(x⊗y) = f(x)⊗g(y), for (x, y) ∈ G×S.
Now ψ(fr, g) = ψ(f, rg) for r ∈ D, thus there exists a unique (Λ ⊗D Σ)-linear map ψ˜ given
by f ⊗ g 7→ ψ(f, g), which is clearly natural in both HomΛ(G,Λ) and HomΣ(S,Σ). ψ˜ is an
isomorphism if ΛG,SΣ are free, consequently, ψ˜ is an isomorphism if ΛG,SΣ are projective. 
Next we introduce a notion of admissible bimodules which is a module-theory version of
admissible functor [CB1]. Some preliminaries are needed.
Let (A,B) be a pair with a minimal algebra R. Recall from Formula (1.2-4), that δ(ai) = 0
for the first h arrows ai, i = 1, · · · , h, ofB, if and only if l(K1×M1), r(M1×K1),d(M1) ⊆M
(h)
1 .
The algebra R¯ = R[a1, · · · , ah] is said to be pre-minimal.
Let d = (n
X
| X ∈ T ) be a dimension vector over T , R′ a minimal algebra with the vertex
set T ′ and the algebra ∆′ =
∑∞
p=1R
′⊗p, see Formula (1.1-3). Define an R′-R¯-bimodule L (or an
R¯-module over R′) of dimension vector d as follows: L = ⊕X∈T LX , where LX = ⊕
n
X
p=1R
′
Z(X,p)
with Z(X,p) ∈ T
′, be an R′-R¯-bimodule. Let L∗ = ⊕X∈T L
∗
X be the R
′-dual module of L, where
L∗X = HomR′(LX , R
′) = ⊕
n
X
p=1R
′∗
Z(X,p)
. Clearly, L∗ is an R¯-R′-bimodule.
Denote by e
Z(X,p)
the (1× n
X
)-matrix with the p-th entry 1Z(X,p) and others zero. Then the
set {e
Z(X,p)
| 1 6 p 6 n
X
} forms an R′-quasi-basis of LX . Similarly, the set {fZ(X,p) = e
∗
Z(X,p)
=
14
eT
Z(X,p)
| 1 6 p 6 n
X
} of (n
X
× 1)-matrices forms an R′-quasi-basis of L∗, where the superscript
“T” stands for the transpose of matrix. Note that f
Z(Y,q)
(e
Z(X,p)
) = e
Z(X,p)
f
Z(Y,q)
= 1Z(X,p) for
(X, p) = (Y, q), or zero otherwise. And f
Z(X,p)
e
Z(X,q)
is a matrix unit with the (p, q)-th entry
1Z(X,p) for Z(X,p) = Z(X,q), or a zero matrix otherwise. Define
Eˆd = ⊕X∈T (Eˆd)X , (Eˆd)X = ⊕
n
X
p=1R
′(f
Z(X,p)
e
Z(X,p)
)R′ ⊆ Dn
X
(R′),
Eˆu = ⊕X∈T (Eˆu)X , (Eˆu)X = ⊕16p<q6n
X
R′(f
Z(X,p)
⊗k eZ(X,q) )R
′ ⊆ Nn
X
(R′ ⊗k R
′),
Eˆl = ⊕X∈T (Eˆl)X , (Eˆl)X = ⊕16q<p6n
X
R′(f
Z(X,p)
⊗k eZ(X,q) )R
′ ⊆ Nn
X
(R′ ⊗k R
′)T .
In the following, c : X → Y is an arrow of R¯, and the set S = {x | X ∈ T1} ∪ {a1, · · · , ah}.
E¯0 = {(BX)X∈T ∈ Eˆd | BXL(c) = L(c)BY ,∀ c ∈ S },
E¯1 = {(BX)X∈T ∈ Eˆu | BXL(c) = L(c)BY ,∀ c ∈ S },
E¯l = {(BX)X∈T ∈ Eˆl | BXL(c) = L(c)BY ,∀ c ∈ S }.
Definition 2.1.2 With the notations as above. The R′-R¯-bimodule L of dimension vector
d is said to be admissible provided that
(a1) L is sincere over R′;
(a2) E¯0 ≃ R
′ with an R′-quasi-basis:
F0 = {FZ = (FZX)X∈T | Z ∈ T
′}, FZX =
∑
Z(X,p)=Z
f
Z(X,p)
e
Z(X,p)
;
(a3) E¯1 is a quasi-free R
′-R′-bimodule with a quasi-basis F1 for i = 1, · · · , l:
F1 = {Fi =
∑
piι<qiι
ε
Xi
,piιqiι(fZ(Xi,piι)
⊗k eZ(Xi,qiι)
) | ε
Xi
,piιqiι = 0 or 1},
where {(piι, qiι) | εXi ,piιqiι = 1} ∩ {(pjκ, qjκ) | εXj ,pjκqjκ = 1} = ∅,∀Xi = Xj ;
(a4) E¯l = {0}.
The k-algebra E¯ = E¯0⊕ (∆¯
′⊗R′⊗2 E¯1) ⊆ ΠX∈T TnX (∆
′) may be called a pseudo endomorphism
algebra of L, which is finitely generated in index (0, 1).
Let M = ⊕X∈TMX ⊆ ⊕X∈T Nn
X
(R′⊗k R
′) be an R′-R′-bimodule, where MX has an R
′-R′-
quasi-basis {E(Xpq) | p < q}, the matrix units of size nX with the (p, q)-entry 1Z(X,p) ⊗k 1Z(X,q)
and others zero. There is an R′-R′-isomorphism κ : Eˆu → M, fZ(X,p) ⊗k eZ(X,q) 7→ E(Xpq).
Furthermore, MX ,∀X ∈ T , possesses an R¯-R¯-bimodule structure as follows: if b, c ∈ Λ with
t(b) = X = s(c), then b⊗R¯EXpq⊗R¯ c = L(b)EXpqL(c). It is clear that κ is also an R¯-R¯-bimodule
isomorphism, and Eˆu may be identified with M . Thus E¯1 can be viewed as a submodule of M .
Write the quasi-free R′-R′-bimodule L∗ ⊗k L = ⊕(X,Y )∈T ×T L
∗
X ⊗k LY . An induced matrix
bimodule A′ of A based on an admissible bimodule is described below.
Construction 2.1.3 Let A = (R,K,M,H) be a matrix bimodule problem. Suppose
R¯,R′, L, d, E¯ are given as in Definition 2.1.2. Then there exists an induced matrix bimodule
problem A′ = (R′,K′,M′,H ′) in the following sense.
(i) Let n = (n1, · · · , nt) be the size vector associated with d stated before Corollary 1.4.3.
Define a set of integers T ′ = {1, · · · , t′} with t′ =
∑
i∈T ni. Then the set of vertices of R
′ is the
partition T ′ of T ′, and the matrices in K′,M′ and H ′ are of size n× n partitioned under T .
(ii) The k-algebra K′ is given as follows. First, let F ′0 = {E
′
Z =
∑
X∈T FZ,X ∗EX ∈ Dt′(R
′) |
Z ∈ T ′} by Definition 1.3.2 (ii) for S = R′, p = 1, and K′0 be an algebra generated by F
′
0 over
R′. F ′0 is a quasi-basis of K
′
0 via the isomorphism E¯0
ν0→ K′0, FZ 7→ E
′
Z , and K
′
0 ≃ R
′.
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Second, let F ′1 = {F
′
i = Fi ∗ EXi | i = 1, · · · , l} by 1.3.2 (ii) for S = R
′, p = 2, and
K′10 be an R
′-R′-bimodule generated by F ′1, where F
′
1 is a quasi-basis via the isomorphism
E¯1
ν1→ K′10, Fi 7→ F
′
i . There exists a natural order on F
′
1 according to the leading positions of
matrices. Let K′11 = (L
∗⊗kL)⊗R⊗2K1 ⊆ Nt′(R
′⊗kR
′) be an R′-R′-bimodule with a quasi-basis:
U ′ = {(f
Z
(X′
j
,p)
⊗k eZ
(Y ′
j
,q)
) ∗ Vj | Vj ∈ VX′jY ′j , 1 6 p 6 nX′j
, 1 6 q 6 n
Y ′
j
, 1 6 j 6 m}
given by Definition 1.3.2 (iii) for S = R′, p = 2. Finally, set K′1 = K
′
10 ⊕ K
′
11 with a quasi-basis
V ′ = F ′1 ∪ U
′.
(iii) Let M′1 = (L
∗ ⊗k L)⊗R⊗2 M1 be an R
′-R′-bimodule with a normalized quasi-basis
A′ = {(f
Z(Xi,p)
⊗k eZ(Yi,q)
) ∗ Ai | Ai ∈ AXiYi , 1 6 p 6 nXj , 1 6 q 6 nYj , h < i 6 n}
given by Definition 1.3.2 (iii) for S = R′, p = 2.
(iv) Let H ′ =
∑
X∈T HX(LX(x))+
∑h
i=1 L(ai)∗Ai be a matrix over R
′, where LX(x) = W¯X ,
HX(W¯X) is defined in 1.3.2 (i); and ∗ is given by 1.3.2 (iii) for S = R
′, p = 1.
(v) The product m′11 : (K
′
10 ⊕K
′
11)× (K
′
10 ⊕K
′
11)→ K
′
2 is given by(
(fZ(X′
i
,p1)
⊗k eZ(Y ′
i
,q1)
) ∗ Vi
)(
(fZ(X′
j
,p2)
⊗k eZ(Y ′
j
,q2)
) ∗ Vj
)
=
∑
l
((
(fZ(X′
i
,p1)
⊗k eZ(Y ′
i
,q1)
)(fZ(X′
j
,p2)
⊗k eZ(Y ′
j
,q2)
)
)
⊗R⊗3 γijl
)
∗ Vl,
(Fi ∗EXi)
(
(fX′
l
,p ⊗k eZ(Y ′
l
,q)
) ∗ Vl
)
=
(
(Fi(fZ(X′
l
,p)
⊗k eZ(Y ′
l
,q)
)
)
∗ (EXiVl),(
(f
Z
(X′
l
,p)
⊗k eZ
(Y ′
l
,q)
) ∗ Vl
)
(Fi ∗EXi) =
(
(f
Z
(X′
l
,p)
⊗k eZ
(Y ′
l
,q)
)Fi
)
∗ (VlEXi),
(Fi ∗ EXi)(Fj ∗ EXj ) = (FiFj) ∗ (EXiEXj )
according to 1.3.3 (iii) and (ii) for p = 2 = q. The left module action l′11 : (K
′
10⊕K
′
11)×M
′
1 →M
′
2
is similar to the first and second formulae above, the right one r′11 : M
′
1 × (K
′
10 ⊕ K
′
11) → M
′
2
to the first and third ones. Finally, the derivation d1 = (d10,d11) with d
′
10 : K
′
10 → {0} and
d′11 : K
′
11 →M
′
1, (fZ
(X′
j
,p)
⊗k eZ
(Y ′
j
,q)
) ∗ Vj 7→
∑
l
(
ζjl ⊗R⊗2 (fZ
(X′
j
,p)
⊗k eZ
(Y ′
j
,q)
)
)
∗ Al. 
Admissible bimodules can be transferred to admissible functors as follows. A minimal algebra
R can be viewed as a minimal category A′ =
∏
X∈T0
modRX ×
∏
X∈T1
P (RX), [CB1, 2.1] by the
one-to-one correspondence between the vertex set of R and the set of indecomposable objects of
A′, the two sets may be identified for the sake of convenience. Then R¯ determines a pre-minimal
category A′′ by adding some morphisms ai : Xi 7→ Yi, i = 1, · · · , h, into A
′. A similar transfer
holds from R′ to B′. Thus L can be viewed as a functor θ′ : A′ → B′, where
θ′(X) = ⊕
n
X
p=1Z(X,p), θ
′(c) = L(c), ∀ c ∈ Λ. (2.1-1)
We stress, that the opposite construction is usually impossible. Throughout the paper, the right
module structure and upper triangular matrix are mainly used, which is opposite to the left
module and lower triangular matrix used in [CB1].
Proposition 2.1.4 The functor θ′ is admissible in the sense of [CB1, 4.3 Definition].
Proof 1) (A1) is clear; (a1) implies (A2); the finite set Λ = {Z(X,p) | 1 6 p 6 nX ,X ∈ T }
has a partial order: Z(X,p) ≺ Z(X,q) if p < q in (A3); (A4) follows from eZ(X,p) fZ(Y,q) = 1ZX,p for
(X, p) = (Y, q), or 0 otherwise; (A5) from
∑
f
Z(X,p)
e
Z(X,p)
= 1LX .
2) Let E¯∗0 =HomR′(E¯0, R
′), then E¯∗0 ≃HomR′(R
′, R′) ≃ R′ by (a2). Since (Eˆd)X ≃
⊕
n
X
p=1R
′(f
Z(X,p)
e
Z(X,p)
) ≃ ⊕
n
X
p=1R
′(f
Z(X,p)
⊗
R′
R′e
Z(X,p)
) ≃ ⊕
n
X
p=1R
′(f
Z(X,p)
⊗
R′
e
Z(X,p)
)R′, Lemma
2.1.1 (ii) shows
HomR′(L
∗ ⊗R′ L,R
′) ≃ HomR′⊗R′R′(L
∗ ⊗R′ L,R
′ ⊗R′ R
′)
≃ HomR′(L
∗, R′)⊗R′ HomR′(L,R
′) ≃ L⊗R′ L
∗.
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We claim, that E¯∗0 =
∑
X∈T ,pR
′(e
Z(X,p)
⊗
R¯
f
Z(X,p)
)R′. In fact, Eˆ∗d ⊆ L ⊗R′ L
∗, and Eˆ∗d has an
R¯-R¯-bimodule structure given by b(e
Z(X,p)
⊗
R′
f
Z(X,p)
)c = (e
Z(X,p)
L(b))⊗
R′
(L(c)f
Z(X,p)
),∀ b, c ∈ Λ
with s(b) = X = t(c). The R¯-R¯-structures on Eˆd and Eˆ
∗
d ensure that E¯
∗
0 = {(B
∗
X)X∈T ∈ Eˆ
∗
d |
cB∗X = B
∗
Y c,∀ c ∈ S} by [J, Proposition 3.4, 3.5] as claimed.
3) Let E¯∗1 =HomR′⊗2(E¯1, R
′⊗2). Lemma 2.1.1 (ii) shows:
HomR′⊗kR′(L
∗ ⊗k L,R
′ ⊗k R
′) ≃ HomR′(L
∗, R′)⊗k HomR′(L,R
′) ≃ L⊗k L
∗. (2.1-2)
By (a3) and a similar argument as in 2), E¯∗1 ≃
∑
X∈T ,p<qR
′(e
Z(X,p)
⊗
R¯
f
Z(X,q)
)R′.
4) Combining 2), 3) and noting E¯∗l =
∑
X∈T ,p>q R
′(e
Z(X,p)
⊗
R¯
f
Z(X,q)
)R′ = {0} by (a4),
E¯∗0 ⊕ E¯
∗
1 = L⊗R¯ L
∗. Recall from Formula (2.1-1) that L⊗R¯ L
∗ corresponds to B′⊗A′ B
′. There
is an exact sequence 0 → E¯∗1 → E¯
∗
1 ⊕ E¯
∗
0
p
→ E¯∗0 → 0, p(eZ(X,p) ⊗R¯ fZ(Y,q) ) = eZ(X,p) fZ(Y,q) , which
corresponds to the map B′ ⊗A′ B
′ → B′ in [CB1, 4.3 (A3)]. Thus the kernel J ′ of the map
corresponds to E¯∗1 , and J
′ is projective from E¯∗ being so. (A3) follows.
5) (A6) concerns the bimodule action on E¯∗0 ≃ R
′. Since e
Z(X,p)
⊗
R¯
f
Z(X,q)
= 0 for p > q in
E¯∗l , (A7) follows. 
Proposition 2.1.5 Let (A,B) be a pair, and let A′ be given by Construction 2.1.3. Then
the associated bocs B′ of A′ is the induced bocs of B given by [CB1, 4.5 Proposition].
Proof Denote by C′ = (R′, C′,N ′, ∂′) the associated bi-comodule problem of A′.
1) C′0 = HomR′(K
′
0, R
′). The isomorphism E¯∗0 = HomR′(E¯0, R
′)
ν∗0→ HomR′(K
′
0, R
′) = C′0 with
ν∗0 being theR
′-dual map of ν0 in 2.1.3 (ii) gives theR
′-quasi-basis F ′0
∗ = {e′
Z
= ν∗0(F
∗
Z) | Z ∈ T
′}
of C′0, see the proof 2) of Proposition 2.1.4. And F
′
0
∗ is R′-dual to F ′0 of K
′
0.
2) C′1 = HomR′⊗2(K
′
10 ⊕K
′
11, R
′⊗2) = C′10 ⊕ C
′
11. Since
E¯∗1 = HomR′⊗2(E¯1, R
′⊗2)
ν∗1→ HomR′⊗2(K
′
10, R
′⊗2) = C′10
is an isomorphism with ν∗1 being the R
′⊗2-dual map of ν1 in 2.1.3 (ii), F
′
1
∗ = {F ′i
∗ = ν∗1(F
∗
i ) |
i = 1, · · · , l} forms an R′-R′-basis of C10. And F
′
1
∗ inherits a linear order from F ′1. Since R
′ is
an R-R-bimodule via the isomorphism R′ ≃ K′0, by Lemma 2.1.1 (ii) and Formula (2.1-2):
C′11 = HomR′⊗2(K
′
11, R
′⊗2) = HomR′⊗2
(
(L∗ ⊗k L)⊗R⊗2 K1, R
′⊗2
)
≃ HomR′⊗2⊗
R⊗2R
⊗2
(
(L∗ ⊗k L)⊗R⊗2 K1, R
′⊗2 ⊗R⊗2 R
⊗2
)
≃ HomR′⊗2(L
∗ ⊗k L,R
′⊗2)⊗R⊗2 HomR⊗2(K1, R
⊗2) ≃ (L⊗k L
∗)⊗R⊗2 C1.
Write (e
Z
(X′
j
,p)
⊗k fZ
(Y ′
j
,q)
) ⊗
R⊗2
vj = eZ
(X′
j
,p)
⊗
R
vj ⊗R fZ
(Y ′
j
,q)
= vjpq. U
′∗ = {vjpq | 1 6 p 6
ns(vj), 1 6 q 6 nt(vj ); 1 6 j 6 m} is an R
′-R′-quasi-basis of C′11 dual to U
′ of K11 given in
Construction 2.1.3 (ii). The R′-R′-quasi basis of C′1 is V
′∗ = F ′1
∗ ∪ U ′∗ dual to V ′ of K′1.
3) N ′1 = HomR′⊗2(M
′
1, R
′⊗2) ≃ (L ⊗k L
∗) ⊗R⊗2 M1 can be proved in a similar manner as
that for C′11. Write (eZ(Xi,p)
⊗k fZ(Yi,q)
) ⊗
R⊗2
ai = eZ(Xi,p)
⊗
R
ai ⊗R fZ(Yi,q)
= aipq. A
′∗ = {aipq |
1 6 p 6 ns(ai), 1 6 q 6 nt(ai);h < i 6 n} is an R
′-R′-quasi basis of N ′1 dual to A
′ of M′1.
4) Formula (1.4-1) shows the formal products of (K′0, C
′
0), (K
′
1, C
′
1), (M
′
1,N
′
1) respectively:
Υ′ =
∑
Z∈T ′ eZ′ ∗ E
′
Z ;
Π′ =
∑
j,p,q vjpq ∗
(
(f
Z
(X′
j
p)
⊗k eZ
(Y ′
j
,q)
) ∗ Vj
)
+
∑l
i=1 F
′
i
∗ ∗ F ′i
=
∑m
j=1(vjpq)n
X′
j
×n
Y ′
j
∗ Vj +
∑l
i=1 F
′
i
∗F ′i = Π
′
1 +Π
′
0;
Θ′ =
∑
i,p,q aipq ∗
(
(f
Z(Xi,p)
⊗k eZ(Yi,q)
) ∗ Ai
)
=
∑n
i=1(aipq)nXi×nYi
∗ Ai
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Exhibit the formal equation Θ′Υ′ −Υ′Θ′ = (Π′1Θ
′ −Θ′Π′1 +Π
′
1H
′ −H ′Π′1) + Π
′
0Θ
′ −Θ′Π′0:∑
l(alpq ⊗R′ et(alpq)) ∗Al −
∑
l(es(alpq) ⊗R′ alpq) ∗Al
=
∑
l,(i,j)
((
(vipq)(ajpq)
)
⊗R⊗3 ηijl
)
∗ Al −
∑
l,(i,j)
((
(aipq)(vjpq)
)
⊗R⊗3 σijl
)
∗ Al
+
∑
l,j
(
ζjl ⊗R⊗2 (vjpq)
)
∗ Al +
∑
l,i
(
F ′i
∗(alpq)
)
∗ (F ′iAl)−
∑
l,i
(
(alpq)F
′
i
∗) ∗ (AlF ′i ),
where (vipq)(ajpq) = (
∑
h viph ⊗R′ ajhq), and other matrix products are similar. Thus Theorem
1.4.2 shows the differential δ′ in B′:
δ′(alpq) = eZ(Xl,p)
⊗
R
δ(al)⊗R fZYl,q
+
∑
p′ ν
∗
1(eZ(Xl,p)
⊗
R¯
f
Z
(Yl,p
′)
)⊗
R′
alp′q −
∑
q′ alpq′ ⊗R′ ν
∗
1 (eZ
(Xl,q
′)
⊗
R¯
f
Z(Yl,q)
).
This coincides with the formula in [CB1, 4.5 Proposition], i.e. B′ is the induced bocs of B. 
2.2 Eight reductions
In this subsection seven reductions of matrix bimodule problems based on Definition 2.1.2
and Construction 2.1.3 are introduced, where the last two do not occur in any references on
bocses. And finally, a regularization is presented as the eighth reduction.
Proposition 2.2.1 (Localization) Let (A,B) be a pair with RX = k[x, φ(x)
−1] and R′X =
k[x, φ(x)−1c(x)−1] a finitely generated localization of RX . Define two algebras R¯ = R, R
′ =
R′X ×
∏
Y ∈T \{X} RY , and an R
′-R¯-bimodule L = R′. Then L is admissible.
(i) There exists an induced matrix bimodule problem A′ = (R′,K′,M′,H ′) of A and a fully
faithful functor ϑ : R(A′)→ R(A).
(ii) The induced bocs B′ of B given by localization [CB1, 4.8] is the associated bocs of A′.
Proposition 2.2.2 (Loop mutation) Let (A,B) be a pair with the first arrow a1 : X 7→ X,
such that δ(a1) = 0,X ∈ T0. Define a pre-minimal algebra R¯ = R[a1], a minimal algebra
R′ = R′X×
∏
Y ∈T \{X}RY with R
′
X = k[x], and an R
′-R¯-bimodule L = R′. Then L is admissible.
(i) There exists an induced matrix bimodule problem A′ = (R′,K′,M′,d′) of A, and an
equivalent functor ϑ : R(A′)→ R(A).
(ii) The induced bocs B′ of B given by the functor θ′ : A′ → B′, with θ′(Y ) = Y,∀Y ∈ T ,
θ′(a1) = x, is the associated bocs of A
′ by Proposition 2.1.5.
Proposition 2.2.3 (Deletion) Let (A,B) be a pair, T ′ ⊂ T . Define two algebras R¯ = R,
R′ =
∏
X∈T ′ RX , and an R
′-R¯-bimodule L = R′. Then L is admissible.
(i) There exists an induced matrix bimodule problem A′ = (R′,K′,M′,H ′) of A, and a fully
faithful functor ϑ : R(A′)→ R(A).
(ii) The induced bocs B′ of B obtained by deletion of T \ T ′ [CB1, 4.6] is the associated
bocs of A′.
Let the algebra RX = k[x, φ(x)
−1], r ∈ Z+, and λ1, . . . , λs ∈ k with φ(λi) 6= 0. Write
g(x) = (x− λ1) · · · (x− λs). Define a minimal algebra S and an S-RX -bimodule K:
S =
(∏s
i=1
∏r
j=1 k1Zij
)
× k[z, φ(z)−1g(z)−1];
K =
(
⊕si=1 ⊕
r
l=1 ⊕
l
j=1 k1Zijl
)
⊕ k[z, φ(z)−1g(z)−1], Zijl = Zij ;
K(x) = W¯ : K → K, W¯ ≃ ⊕si=1 ⊕
r
j=1 Jj(λj)1Zij ⊕ (z1Z0),
(2.2-1)
where W¯ is a Weyr matrix over S. Let n = 12sr(r + 1) + 1. Denote by {(i, j, l) | 1 6 j 6 r, 1 6
l 6 j, 1 6 i 6 s}∪ {n} the index set of the direct summands of K. There is a partition given by
Zij = {(i, j, l) | l = 1, · · · , j}, Z = {n}. An order on the set is defined as
(i, j, l) ≺ (i′, j′, l′)⇐⇒ i < i′; or i = i′, l < l′; or i = i′, l = l′, j > j′,
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and n ≺ (i, j, l). Let e
(ijl)
be a 1 × n, (resp. f
(i,j,l)
an n × 1) matrix with 1
Zij
at the (i, j, l)-th
component and 0 at others. Then K has an S-S-quasi-basis {e
(ijl)
, en | 1 6 j 6 r, 1 6 l 6
j, 1 6 i 6 s}, and K∗ = HomS(K,S) has {f(ijl) , fn | 1 6 j 6 r, 1 6 l 6 j, 1 6 i 6 s}. The
S-quasi-free-module E¯0, and the S-S-quasi-free bimodule E¯1 have the quasi-basis respectively:
{Fij =
∑j
l=1 f(ijl) ⊗S e(ijl) ;Fn = fn ⊗S en | 1 6 j 6 r, 1 6 i 6 s},
Fijj′l =
∑j′−l+1
h=1 f(ijh) ⊗k e(ij′,l+h−1) , l =

1, · · · , j′, if j > j′;
2, · · · , j′, if j = j′;
j, · · · , j′, if j < j′.
(2.2-2)
Proposition 2.2.4 (Unraveling) Let (A,B) be a pair with RX = k[x, φ(x)
−1]. Define two
algebras R¯ = R, R′ = S ×
∏
Z∈T \{X} RZ , and an R
′-R¯-bimodule L = K ⊕ (⊕Z∈T \{X}RZ) with
S and K given by Formula (2.2-1). Then L is admissible.
(i) There exists an induced matrix bimodule problem A′ = (R′,K′,M′,H ′) and a fully
faithful functor ϑ : R(A′)→ R(A).
(ii) The induced bocs B′ of B given by unraveling [CB1, 4.7] is the associated bocs of A′.
The picture below shows e
(ij1)
⊗
R¯
f
(ij′l)
in E¯∗1 as dotted arrows for s = 1, r = 3:
Z1
&&++ Z2kk
''++ Z3kk ggff

XX
Let an algebra R¯XY , a minimal algebra S and an S-R¯XY -module K be defined as follows:
R¯XY : X
a1→ Y ; S =
∏3
i=1 SZi , SZi = k1Zi , i = 1, 2, 3;
KX = k1Z2 ⊕ k1Z1 , KY = k1Z3 ⊕ k1Z2 , K(a1) =
(
0 1Z2
0 0
)
: KX → KY .
(2.2-3)
Let Z(X,1) = Z2 = Z(Y,2), and Z(X,2) = Z1, Z(Y,1) = Z3, then {eZ(X,1) , eZ(X,2)} is an S-quasi-basis
of KX , and {fZ(X,1) , fZ(X,2)} is that of K
∗
X = HomS(KX , S). There is a similar observation on
KY . The S-quasi-free module E¯0, and the S-S-quasi-free bimodule E¯1 have the quasi-basis
respectively:
FZ1 = fZ(X,2) ⊗S eZ(X,2) , FZ3 = fZ(Y,1) ⊗S eZ(Y,1) ,
FZ2 = (fZ(X,1) ⊗S eZ(X,1) , fZ(Y,2) ⊗S eZ(Y,2) );
FZ2Z1 = fZ(X,1) ⊗k eZ(X,2) , FZ3Z2 = fZ(Y,1) ⊗k eZ(Y,2) .
(2.2-4)
Proposition 2.2.5 (Edge reduction) Let (A,B) be a pair with the first arrow a1 : X 7→ Y ,
such that X,Y ∈ T0, δ(a1) = 0. Define a pre-minimal algebra R¯ = R[a1], a minimal algebra
R′ = S ×
∏
Z∈T \{X,Y }RZ , and an R
′-R¯-bimodule L = K ⊕ (⊕Z∈T \{X,Y }RZ) with S and K
defined in Formula (2.2-3). Then L is admissible.
(i) There exists an induced matrix bimodule problem A′ = (R′,K′,M′,H ′), and an equiva-
lent functor ϑ : R(A′)→ R(A).
(ii) The induced bocs B′ of B given by edge reduction [CB1, 4.9] is the associated bocs of
A
′.
Proposition 2.2.6 Let (A,B) be a pair with the first arrow a1 : X 7→ Y , such that
X,Y ∈ T0, δ(a1) = 0. Set two algebras R¯ = R[a1], R
′ = R, and an R′-R¯-bimodule L =
K ⊕ (⊕U∈T \{X,Y }RU ) with K : RX
(0)
→ RY . Then L is admissible
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(i) There are an induced matrix bimodule problem A′ = (R′,K′,M′,d′) with K′ = K,
M′ =M(1), H ′ = H, and an induced fully faithful functors ϑ : R(A′)→ R(A). The subcategory
of R(A) consisting of representations P with P (a1) = 0 is equivalent to R(A
′).
(ii) The induced bocs B′ of B given by the admissible functor θ′ : A′ → B′ with θ′(U) =
U,∀U ∈ T and θ′(a1) = 0 is the associated bocs of A
′.
Let RXY = RX ×RY be a minimal algebra with RX = k[x, φ(x)
−1]1X , RY = k1Y . Define an
algebra R¯XY = RXY [a1] with a1 : X → Y , an algebra S = k[z, φ(z)
−1], and an S-R¯XY -bimodule
K with KX = S, KY = S,K(x) = (z),K(a1) = (1Z). Then there are a S-module E¯0 = SFZ
with FZ defined below, and a S-S-bimodule E¯1 = 0.
R¯XY : Xx 88
a1 // Y ; S : Zz 88 ; K : Sz 88
(1) // S ;
FZ = (fZX ⊗S eZX , fZY ⊗S eZY ) = (1Z , 1Z).
(2.2-5)
Proposition 2.2.7 Let (A,B) be a pair with the first arrow a1 : X 7→ Y and δ(a1) = 0.
Define a pre-minimal algebra R¯ = R[a1], a minimal algebra R
′ = S ×
∏
U∈T \{X,Y }RU , and an
R′-R¯-bimodule L = K ⊕ (⊕U∈T \{X,Y }RU ), where S and K are given by Formula (2.2-5). Then
L is admissible.
(i) There are an induced matrix bimodule problem A′, and an induced fully faithful func-
tors ϑ : R(A′) → R(A). The subcategory of R(A) consisting of representations P with P (a1)
invertible is equivalent to R(A′).
(ii) The induced bocs B′ given by the admissible functor θ′ : A′ → B′ with θ′(X) =
Z, θ′(Y ) = Z; θ′(x) = z, θ′(a1) = (1), is the associated bocs of A
′.
Let A = (R,K,M,d) be a matrix bimodule problem, C = (R, C,N , ∂) be the associated
bi-comodule problem, and B the bocs of C. Then
d(V1) = A1 +
∑
l>1 ζ1lAl and d(Vj) ∈M
(1)
1 for j > 2 in A
⇐⇒ ∂(a1) = v1 in C⇐⇒ δ(a1) = v1 in B.
(2.2-6)
In fact, since ∂(a1) =
∑m
j=1 ζj1vj , we have ∂(a1) = v1, if and only if ζ11 = 1s(a1) ⊗k 1t(a1) and
ζj1 = 0 for all j > 2, if and only if d(V1) = A1 +
∑
l>1 ζ1lAl and d(Vj) ∈ M
(2) for all j > 2,
since d(Vj) = ζj1A1 +
∑
i>1 ζjiAi. On the other hand, noting ι1(a1) = 0 and τ1(a1) = 0 by
triangularity of C, thus δ(a1) = v1 in B, if and only if ∂(a1) = v1 in C by the definition of
δ1 : Γ→ Ω¯ given below Lemma 1.2.5.
Remark Let A,C be given as above with ∂(a1) = v1. Then
(i) K(1) = K0 ⊕ (⊕
m
j=2∆¯ ⊗R⊗2 Vj) is a sub-algebra of K, and M
(1) = ⊕ni=2∆¯ ⊗R⊗2 ai is a
K(1)-K(1)-sub-bimodule;
(ii) C(1) = ∆¯ ⊗
R⊗2
v1 is a coideal of C, and C
[1] = C/C(1) is a quotient coalgebra; N (1) =
∆¯⊗
R⊗2
a1 is a C-C-sub-bi-comodule, and N
[1] = N/N (1) is a C[1]-C[1]-quotient bi-comodule.
Proof (i) By the triangularity (1.2-2), d(ViVj) = d(Vi)Vj+Vid(Vj) ∈ M
(1) and ∀Vi, Vj ∈ V:
d(ViVj) = d(
∑m
l=1 γijl ⊗R⊗2 Vl) =
∑m
l=1 γijl ⊗R⊗2 d(Vl) =
∑
l,p(γijl ⊗R⊗2 ζlp)⊗R⊗2 Ap.
The coefficient of A1 is
∑
l(γijl ⊗R⊗2 ζl1) = 0, where ζ11 = 1, ζl1 = 0 for l > 1 by hypothesis, so
that γij1 = 0 for all 1 6 i, j 6 m. Therefore ViVj =
∑
l>1 γijl ⊗R⊗2 Vl ∈ K
(1) and hence K(1) is
a subalgebra of K. M(1) is a K(1)-K(1)-bimodule deduced from the triangularity (1.2-2) easily.
(ii) Since µ(v1) = µ(∂(a1)) = (∂ ⊗ 1l)(ι(a1)) + (1l ⊗ ∂)(τ(a1))
(1.2-3)
= (∂ ⊗ 1l)(es(a1) ⊗R a1) +
(1l ⊗ ∂)(a1 ⊗R et(a1)) = 0, C
(1) is a coideal of C. N (1) is a C-C-sub-bi-comodule deduced from
(1.2-3) easily. 
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Proposition 2.2.8 (Regularization) Let (A,B) be a pair with δ(a1) = v1.
(i) There is an induced matrix bimodule problem A′ = (R,K(1),M(1),H) of A, and an
equivalent functor ϑ : R(A′)→ R(A).
(ii) The induced bocs B′ of B given by regularization [CB1, 4.2] is the associated bocs of
A
′. 
Proof (i) A′ is a matrix bimodule problem by Remark (i) above. Note that R′ = R,T ′ = T .
Taken any P ∈ R(A) of size vector m, let f =
∑
X∈T ImX ∗EX +P (a1)∗V1, then P
′ = f−1Pf ∈
R(A′). Therefore, ϑ is an equivalent functor.
(ii) C′ = (R, C[1],N [1], ∂¯) with ∂¯ induced from ∂ is the associated bi-comodule problem of A′
by Remark (ii) above. Thus the associated bocs B′ of A′ is given by regularization from B. 
Let (A,B) be a pair with a layer L = (R;ω; a1, · · · , an; v1, · · · , vm) in B. Suppose the first
arrow a1 : X 7→ Y with δ(a1) =
∑m
j=1 fj(x, y)vj 6= 0. In order to obtain δ(a1) = h(x, y)v
′
1, we
make the following base change:
(v′1, · · · , v
′
m) = (v1, · · · , vm)F (x, y), (2.2-7)
where F (x, y) ∈ IM(R ⊗k R) is invertible. When X ∈ T0 or Y ∈ T0, R is preserved; but when
X,Y ∈ T1, some localization R
′
X = RX [c(x)
−1] (resp. R′Y = RY [c(y)
−1]) is needed [CB1, §5].
Consequently, we have a base change of K1 dually given by
(V ′1 , · · · , V
′
m) = (V1, · · · , Vm)F (x, y)
−T . (2.2-8)
Finally, a simple fact according to all the reductions defined above is mentioned to end the
subsection. Let us start from a matrix bimodule problem A0 = (R0,K0,M0,H = 0) with T 0
trivial, and after a series of reductions, an induce matrix bimodule problem A′ = (R′,K′,M′,H ′)
is obtained. Then for any X ∈ T ′, H ′X = (hij(x)), any entry hij(x) = aij + bijx ∈ k[x].
2.3 Canonical forms
In this subsection, a canonical form (cf.[S]) for each representation of a matrix bimodule
problem is calculated; and a notion of reduction blocks is defined.
Convention 2.3.1 Suppose A is a matrix bimodule problem, A′ an induced matrix bimodule
problem and ϑ : R(A′) → R(A) an induced functor. Let m′ be a size vector over T ′ of A′. A
size vector m = (m1,m2, . . . ,mt) over T of A based on m
′ is defined:
(i) for regularization, loop mutation, localization, and Proposition 2.2.6, set m = m′;
(ii) for deletion, set mi = m
′
i if i ∈ X,X ∈ T
′, and mi = 0 if i ∈ X,X ∈ T \ T
′;
(iii) for edge reduction, set mi = m
′
i if i ∈ Z,Z 6= X,Y , mi = m
′
Z1
+ m′Z2 if i ∈ X, and
mi = m
′
Z2
+m′Z3 if i ∈ Y ; For proposition 2.2.7, set mX = m
′
Z
,m
Y
= m′
Z
;
(iv) for unraveling, set mi = m
′
i if i 6∈ X, and mi =
∑s
i=1
∑r
j=1 jm
′
Zij
+m′Z0 if i ∈ X.
Then m is said to be the size vector determined by m′, and is denoted by ϑ(m′).
Let A = (R,K,M,H) be a matrix bimodule problem with T being trivial, and m be a size
vector. For the sake of simplicity, we write
Hm(k) =
∑
X∈T HX(ImX ), H(k) =
∑
X∈T HX(1). (2.3-1)
Let P be a representation of size vector m in R(A). Then Definition 1.3.4 shows:
P = Hm(k) +
∑n
i=1 P (ai) ∗ Ai. (2.3-2)
Let T ′ = {i | mi 6= 0}, and the induced bimodule problem A
′ be given by a deletion of T \ T ′.
Then the size vector m′ = (mi | mi 6= 0) is sincere over T
′. It may be assumed that m is
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sincere over T in the sequel. We will find an induced matrix bimodule problem A′ given by
minimal steps of reducions, and an object P ′ ∈ R(A′) of sincere size vector m′ over T ′, such
that ϑ(P ′) ≃ P under the induced functor ϑ : R(A′) → R(A). Let B be the associated bocs of
A with the first arrow a1 : X → Y . There are three possibilities.
(i) If δ(a1) = v1, we proceed with a regularization, and obtain an induced matrix bimodule
problem A′. Set
B = (∅)m
X
×m
Y
, G = (∅)1×1, (2.3-3)
where ∅ indicates a distinguished zero entry or block. Suppose P ′ is given in the proof (i) of
Proposition 2.2.8 with T ′ = T ,m′ = m. Then P ′(a1) = B and ϑ(P
′) ≃ P in R(A).
(ii) If δ(a1) = 0 and X = Y , suppose P (a1) ≃ J = ⊕
s
i=1(⊕
r
j=1Jj(λi)
eij ), eij > 0, a Jordan
form over k with the maximal size r of the Jordan blocks. We first proceed with a loop mutation
a1 7→ (x), then with an unraveling for the polynomial g(x) = (x−λ1) · · · (x−λs) and the integer
r, thus an induced matrix bimodule problem A1 of A is obtained. Let fX ∈ IMm
X
(k) be
invertible, such that
B = f−1X P (a1)fX =W ; G = W¯ , (2.3-4)
where W is a Weyr matrix over k, W¯ is that over R′ similar to ⊕si=1⊕eij>0 Jj(λi)1Zij . Deleting
a set of vertices {Z0} ∪ {Zij | eij = 0} from A1, an induced problem A
′ of A is obtained. Let
m′ = (m′i)i∈T ′ be a size vector over T
′ with m′
Z
= m
Z
for Z ∈ T \ {X}, and m′
Zij
= jeij , then
m′ is sincere. Let f = fX ∗EX +
∑
Z∈T \{X} ImZ ∗EZ , and P
′ = f−1Pf with the size vector m′
in R(A′). Then P ′(a1) = B and P ≃ ϑ(P
′) in R(A).
(iii) If δ(a1) = 0 and X 6= Y , we proceed with an edge reduction for A and obtain an induced
problem A1 with the vertex set T1. If rank(P (a1)) = r, let fX ∈ IMm
X
(k), fY ∈ IMm
Y
(k) be
invertible, such that
B = f−1X P (a1)fY =
( 0 Ir
0 0
)
m
X
×m
Y
.
Set G = ① (0), ② (1Z2), ③ (0 1Z2), ④
(1Z2
0
)
, or ⑤
( 0 1Z2
0 0
)
,
(2.3-5)
where the five cases of G are obtained by deleting a subset Tˆ ⊂ T1 from A1: ① Tˆ = {Z2} for
r = 0; now suppose r > 0, ② Tˆ = {Z1, Z3} for mX = r = mY ; ③ Tˆ = {Z1} for mX = r,mY > r;
④ Tˆ = {Z3} for mX > r,mY = r; ⑤ Tˆ = ∅ for mX ,mY > r. An induced matrix bimodule
problem A′ of A given by a1 7→ G is obtained. Let m
′ = (m′i)i∈T ′ be a size vector over T
′, with
m′
Z
= m
Z
for Z ∈ T \ {X,Y }, m′
Z1
= m
X
− r, m′
Z2
= r and m′
Z3
= m
Y
− r, thus m′ is sincere
over T ′. Let f = fX ∗ EX + fY ∗ EY +
∑
Z∈T \{X,Y } ImZ ∗ EZ , and P
′ = f−1Pf with the size
vector m′ in R(A′). Then P ′(a1) = B and P ≃ ϑ(P
′) in R(A).
Lemma 2.3.2 (cf.[S]) Let A = (R,K,M,H) be a matrix bimodule problem with T trivial,
and let P be given in Formula (2.3-2). Then there exists an induced matrix bimodule problem
A
′ = (R′,K′,M′,H ′) given by one of the following three reductions:
(i) Regularization,
(ii) Loop reduction: a loop mutation, then a unraveling, followed by a deletion.
(iii) Edge reduction: first an edge reduction, followed by a deletion,
There is a representation P ′ of sincere size vector m′ over T ′ in R(A′), such that P ≃ ϑ(P ′) in
R(A) under the fully faithful functor ϑ : R(A′)→ R(A). According to Formulae (2.3-3)–(2.3-5):
P ′ = Hm(k) +B ∗A1 +
∑n′
i=1 P (a
′
i) ∗A
′
i.
The procedure may be said that the reduction is given by a1 7→ G in one of Formulae
(2.3-3)–(2.3-5), and G is called the reduction block from A to A′.
Applying Lemma 2.3.2 repeatedly, the following theorem is obtained by induction.
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Theorem 2.3.3 (cf.[S]) Let A = (R,K,M,H = 0) be a matrix bimodule problem with T
trivial. Let P ∈ R(A) be a representation of sincere size vector m. Then there exists a unique
sequence of matrix bimodule problems:
A = A0, A1, · · · , Ai, Ai+1, . . . , As
(G1, . . . , Gi, Gi+1, · · · , Gs )
(∗)
where Ai+1 is obtained from Ai by ai1 7→ G
i+1 defined by one of Formula (2.3-3)–(2.3-5). There
is also a unique sequence of representations:
P 0 = P, P 1, . . . , P i, P i+1, . . . , P s
(B1, . . . , Bi, Bi+1, . . . , Bs )
(∗∗)
where P i(ai1) = B
i is defined by one of Formulae (2.3-3)–(2.3-5). Let ϑi,i+1 : R(Ai+1)→ R(Ai)
be the induced functor. There is a representation P i+1 ∈ R(Ai+1) of sincere size vector mi+1
with ϑi,i+1(P i+1) ≃ P i for 0 6 i < s.
Write for i < j the composition of induced functors ϑij = ϑi,i+1 · · ·ϑj−1,j : R(Aj)→ R(Ai).
Denote by Ai1 the first quasi-basis matrix of M
i
1 in A
i, then P i+1 = H i
mi
(k) + Bi+1 ∗ Ai1 +∑ni+1
j=2 M
i+1(ai+1j ) ∗ A
i+1
j . Using the formula inductively:
ϑ0s(Hsms(k)) =
∑s−1
i=0 B
i+1 ∗ Ai1 ∈ R(A). (2.3-6)
In particular, if As is minimal, then P s = Hsms(k). In this case, the matrix ϑ
0s(P s) is called the
canonical form of P , and denoted by P∞. The entry “1” appearing in Bi+1 of P∞, which is not
an eigenvalue when Bi+1 being a Weyr matrix, is called a link of P∞. And denote by l(P∞) the
number of the links in P∞.
Corollary 2.3.4 [S, XZ] The canonical form of any representation P over a matrix bimodule
problem A = (R,K,M,H = 0) with R trivial is uniquely determined. Moreover,
(i) for any P,Q ∈ R(A), P ≃ Q if and only if P and Q have the same canonical form;
(ii) P is indecomposable if and only if l(P∞) = dim(P )− 1.
Corollary 2.3.5 Let A = (R,K,M,H) be a matrix bimodule problem with T trivial, let
A
′ = (R′,K′,M′,H ′) be an induced matrix bimodule problem obtained by a series of reductions
with an induced functor ϑ : R(A′) → R(A). If T ′ is trivial and P = ϑ(H ′(k)) with a sincere
size vector m over T in R(A), then there is a unique reduction sequence (∗) performed for P by
Theorem 2.3.3.
We conclude this subsection with a definition of some reduction block Gi+1s (R
s) (or Gi+1s
for short) over Rs. Under the hypothesis of Corollary 2.3.5, set A′ = As in the sequence
(∗). Let ms = (1, · · · , 1) and mi = ϑis(ms). Write s(ai1) = X
i and t(ai1) = Y
i. A matrix
Gi+1s ∈ IMmi
Xi
×mi
Y i
(Rs) is determined by
(i) Gi+1s (k) = G
i+1
s ⊗ 1 ∈ IMmi
Xi
×mi
Y i
(Rs)⊗Rs k ≃ IMmi
Xi
×mi
Y i
(k) is equal to Bi+1 given in
Theorem 2.3.3;
(ii) write the matrix Gi+1s ∗ A
i
1 = (gpq) ∈ IMts(R
s), if gpq 6= 0, and p ∈ X
s (or equivalently,
q ∈ Xs), then gpq ∈ R
s
Xs .
And Gi+1s for i = 0, · · · , s− 1 are said to be the reduction blocks of H
s. Furthermore,
Hs =
∑s−1
i=0 G
i+1
s ∗ A
i
1 and ϑ
0s(Hs(k)) =
∑s−1
i=0 G
s+1
i (k) ∗A
i
1. (2.3-7)
For the sake of convenience, a links of ϑ0s(Hs(k)) is also said to be a link of Hs. Thus As is
local if and only if l(Hs) =dim
(
ϑ0s(Hs(k))
)
− 1.
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2.4 Defining systems
We introduce a concept of defining systems in this subsection. There exist two sorts of
systems used in different situations in order to construct induced matrix bimodule problems in
a reduction sequence.
Let B = (bij)t×t and C = (cij)t×t be two t×tmatrices over k. Given 1 6 p, q 6 t, the notation
B ≡≺(p,q) C (resp. B ≡(p,q) C, B ≡4(p,q) C) means that bij = cij for any (i, j) ≺ (p, q) (resp.
(i, j) = (p, q), (i, j) 4 (p, q)). One can define the similar notations for partitioned matrices.
Let (A,B) be a pair with T trivial, H = 0, the R-R-quasi-basis V = {V1, · · · , Vm} of K1
and A = {A1, · · · , An} of M1. Denote by (pj, qj) the leading position of Aj for j = 1, · · · , n.
Suppose there exists a sequence of reductions in the sense of Lemma 2.3.2:
(A,B) = (A0,B0), (A1,B1), · · · , (Ai,Bi), (Ai+1,Bi+1), · · · , (Ar,Br), · · · , (As,Bs). (2.4-1)
For each 0 6 i 6 s in the sequence, a matrix equation is defined by
IEi : ΦmiH
i(k) ≡≺(pi,qi) H
i(k)Φmi
with Φmi =
∑
X∈T ZX ∗ EX +
∑m
j=1 Zj ∗ Vj,
(2.4-2)
where (pi, qi) is the leading position of Ai1 of M
i
1 in the i-th pair, m
i = ϑ0i(1, · · · , 1) is the size
vector of ϑ0i(H i(k)) ∈ R(A) over T , ZX = (z
X
pq)mX×mX , ∀X ∈ T , and Zj = (z
j
pq)ms(vj )×mt(vj)
for all quasi-base matrices Vj of K1 in A, z
X
pq, z
j
pq are pairwise different variables over k. Φmi
is called a variable matrix. The system of linear equations in IEi, which consists of equations
locating in the (pj, qj)-th block for j = 1, · · · , n, is said to be a defining system of K
i, and is
denoted still by IEi.
Theorem 2.4.1 The solution space of the defining system IEi in Formula (2.4-2) is the
k-vector space spanned by the quasi-basis of Ki0 ⊕K
i
1 for 0 6 i 6 s in the sequence (2.4-1).
Proof Since H0 = H = 0, our theorem holds true for i = 0. Suppose the theorem is true
for the defining system IEi, now consider the defining system IEi+1.
In the case of Regularization, mi+1 = mi, the k-vector space spanned by the quasi-basis of
Ki+10 ⊕K
i+1
1 is just the solution space of the equations of IE
i and the equation ΦmiH
i(k) ≡(pi,qi)
H i(k)Φmi , which form the equation system IE
i+1 : Φmi+1H
i+1(k) ≡≺(pi+1,qi+1) H
i+1(k)Φmi+1 .
In the case of Loop or Edge reduction, set a1 : X → Y with X = Y for loop reduction;
denote by n = ϑi,i+1(1, · · · , 1), the size vector of ϑi,i+1(H i+1(k)) over T i. Then the size vector
mi+1 = ϑ0i(n) over T . Since Gi+1 = L(a1), write G
i+1(k) = L(a1)(k). The k-vector space
spanned by the quasi-basis of Ki+10 ⊕K
i+1
1 is the solution space of the matrix equations partitioned
under T i: {
(Φmi)nH
i
n(k) ≡4(pi,qi) H
i
n(k)(Φmi)n,
(Φmi)n,XL(a1)(k) = L(a1)(k)(Φmi)n,Y ,
where if Φmi = (xpq), then (Φmi)n = (Xpq) with Xpq = (xpq,αβ)np×nq ; since δ(a1) = 0, the
(pi, qi)-th equation of IEi is a linear combination of previous equations, “ 4 (pi, qi)” can be used
in the first formula; in the second one (Φmi)n,X stands for the (j, j)-th block of (Φmi)n with
j ∈ X. Since (Φmi)n = Φmi+1 and H
i+1(k) = H in(k)+L(a1)(k) ∗A
i
1, the equation system above
is just IEi+1 : Φmi+1H
i+1(k) ≡≺(pi+1,qi+1) H
i+1(k)Φmi+1 , where (p
i+1, qi+1) is the index followed
by the biggest index over T i+1 of the (pi, qi)-block partitioned under T i. Our theorem is proved
by induction. 
For an example, see 2.4.5 (iv) below. The theorem implies the following fact obviously.
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Corollary 2.4.2 δ(ai1) = 0 in B
i if and only if the (pi, qi)-equation of IEi, is a linear
combination of the equations of IEi, namely, the equations locating before (pi, qi).
Next, we give a deformed system based on the defining system. Fix some 0 < r < s in the
sequence (2.4-1). Suppose Ar = (Rr,Kr,Mr,Hr), and {V r1 , . . . , V
r
mr} is a normalized quasi-
basis of Kr1. If i > r, set a size vector over m
ri = ϑri(1, · · · , 1) over T r, where (1, · · · , 1) is a size
vector over T i. Let ZriY r be variable matrices of size m
ri
Y r
,∀Y r ∈ T r, and Zrij be those of size
mri
s(vr
j
)×m
ri
t(vr
j
), 1 6 j 6 m
r, then set a variable matrix Ψmri =
∑
Y r∈T r Z
ri
Y r∗E
r
Y r+
∑mr
j=1 Z
ri
j ∗V
r
j .
Let H i = H i1+H
i
2 with H
i
1 =
∑r−1
j=1G
j+1
i ∗A
j
1,H
i
2 =
∑i−1
j=rG
j+1
i ∗A
j
1. Then the matrix equation
ΨmriH
i(k) ≡≺(pi,qi) H
i(k)Ψmri can be rewritten as
IFri : ΨmriH
i
2(k) ≡≺(pi,qi) Ψ
0
mri
+H i2(k)Ψmri ,
Ψ0
mri
= H i1(k)Ψmri −ΨmriH
i
1(k).
(2.4-3)
Corollary 2.4.3 The equation system IFri is equivalent to IEi. And δ(ai1) = 0 in B
i if
and only if the (pi, qi)-th equation IFi is a linear combination of equations of IFi, namely, the
equations locating before (pi, qi).
The above theorem and corollaries will be used in Subsections 5.2–5.4 to calculate the dif-
ferentials of bocses given by some bordered matrices. Sometimes, it is difficult to determine the
dotted arrows in the induced bocs after some reductions. Instead, we may consider a system of
equations on “dotted elements” (see the definition below), and give explicitly the linear relations
on those elements, which will be used in Subsections 4.1 and 4.3–4.5.
Theorem 2.4.4 For each 0 6 i 6 s in the sequence (2.4-1), there exists a system of equations
I¯E
i
over Ri⊗kR
i, whose general solution can be expressed as the formal product Πi =
∑
j v
i
j ∗V
i
j ,
namely
(i) the Ri ⊗k R
i-quasi-basis {V ij }j of K
i
1 forms a basic system of solutions of I¯E
i
;
(ii) the Ri ⊗k R
i-quasi-basis {vij}j of C
i
1 forms a set of free variables.
Proof For i = 0, let Φ¯m0 =
∑m
j=1 vj ∗ Vj = Π and I¯E
0
: Φ¯m0H
0 ≡≺(p,q) H
0Φ¯m0 be a matrix
equation with (p, q) being the leading position of A1 in M1, H
0 = 0. Then Π is a general
solution of I¯E
0
.
Suppose a system I¯E
i
of the pair (Ai,Bi) satisfying condition (i)–(ii) has been obtained:
I¯E
i
: Φ¯miH
i ≡≺(pi,qi) H
iΦ¯mi , (2.4-4)
where Φ¯i = (upq) is strictly upper triangular with upq being a k-linear combination of some
variables over RiX × R
i
Y for p ∈ X, q ∈ Y,X, Y ∈ T
i. We now construct a system I¯E
i+1
. For
the sake of convenience, I¯E
i
≺(pi,qi) is used for the equation system I¯E
i
, and I¯E
i
(pi,qi) stands for the
(pi, qi)-th equation of I¯E
i
.
1) If I¯E
i
(pi,qi) is not a linear combination of the equations of I¯E
i
≺(pi,qi), we proceed with
a regularization. Thus mi+1 = mi, T i+1 = T i and T i+1 = T i. The combination of the
equation Φ¯miH
i ≡(pi,qi) H
iΦ¯mi , and the equations of I¯E
i
≺(pi,qi) forms an equation system I¯E
i+1
:
Φ¯mi+1H
i+1 ≡≺(pi+1,qi+1) H
i+1Φ¯mi+1 , where H
i+1 = H i+ ∅ ∗Ai1 by Proposition 2.2.8. And I¯E
i+1
satisfies assertions (i)–(ii).
2) If I¯E
i
(pi,qi) is a linear combination of the equations of I¯E
i
≺(pi,qi), we proceed with a loop or an
edge reduction. There are a pre-minimal algebra R¯i = Ri in a loop reduction, or R¯i = Ri[ai1] in
an edge reduction; a minimal algebra Ri+1; an admissible Ri+1-R¯i-bimodule Li. Set a size vector
n = ϑi,i+1(1, · · · , 1) over T i with (1, · · · , 1) being a size vector over T i+1, then mi+1 = ϑ0i(n) is
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a size vector over T . Denote by Φ¯XY = (u
′
pq) for any (X,Y ) ∈ T
i×T i a submatrix of Φ¯mi , such
that u′pq = upq for p ∈ X, q ∈ Y , or 0 otherwise. Define a variable matrix over R
i+1 ⊗k R
i+1,
and a matrix in IMmi+1(R
i+1):
(Φ¯mi+1)n =
∑
(X,Y )∈T i×T i
∑
16p6n
X
,16q6n
Y
(f
Z(X,p)
⊗k qZ(Y,q)
) ∗ Φ¯XY ;
H in =
∑
X∈T i
∑
16p6n
X
(f
Z(X,p)
⊗k qZ(X,p)
) ∗H iX .
where the vertices Z and the matrices f⊗k e are given before Definition 2.1.2. If the R
i-Ri-quasi-
basis V i = {V ij | j = 1, · · · ,m
i} is a basic solutuion of I¯E
i
≺(pi,qi), then the R
i+1-Ri+1-quasi-basis
{(f
Z
(s(vi
j
),p)
⊗k qZ
(t(vi
j
),q)
) ∗ V ij | 1 6 p 6 ns(vij), 1 6 q 6 nt(vij); j = 1, · · · ,m
i} of Ki+111 is a basic
system of solutions of the matrix equation (Φ¯mi+1)nH
i
n ≡4(pi,qi) H
i
n(Φ¯mi+1)n partitioned under
T i, since the (pi, qi)-th block is a k-linear combination of the others. In other words, the formal
product Πi+11 of (K
i+1
11 , C
i+1
11 ) is a general solution of the matrix equation.
We may assume that E¯1 has a R
i+1-Ri+1-quasi-basis {F1, · · · , Fl} by Definition 2.1.2 (a3),
where 0 6 l 6 12sr(r+1) after some deletion in Formula (2.2-2) for a
i
1 : X → X, and FjL(a
i
1) =
L(ai1)Fj ; or l = 0, 1, 2 after some deletion in Formula (2.2-4) for a
i
1 : X → Y , and F1L(a
i
1) =
0 = L(ai1)F2. Then either K
i+1
10 = {0}, or R
i+1-Ri+1- quasi-basis of Ki+110 is {F
′
j = Fj ∗ E
i
X |
j = 1, · · · , l}; or F ′1 = F1 ∗ E
i
X or F
′
2 = F2 ∗ E
i
Y , or both of them given by Construction
2.1.3 (ii), and that of Ci+110 is {F
′
1
∗, · · · , F ′l
∗} given by Proof 2) of Proposition 2.1.5. Thus the
formal product Πi+10 =
∑l
j=0 F
′
j
∗ ∗F ′j of (K
i+1
10 , C
i+1
10 ) is a general solution of the matrix equation
Πi+10
(
L(a1) ∗ A
i
1
)
≡4(pi,qi)
(
L(a1) ∗ A
i
1
)
Πi+10 partitioned under T
i, since the (pi, qi)-th block is∑l
1(F
∗
j ∗ Fj)L(a
i
1) = F
∗
j ∗ (L(a
i
1)Fj) =
∑l
1 L(a
i
1)(F
∗
j ∗ Fj). Define
Φ¯mi+1 = Π
i+1
0 + (Φ¯mi)n, H
i+1 = H in + L(a) ∗ A
i
1;
I¯E
i+1
: Φ¯mi+1H
i+1 ≡≺(pi+1,qi+1) H
i+1Φ¯mi+1 ,
where (pi+1, qi+1) is the index followed by the biggest index over T i+1 of the (pi, qi)-block
partitioned under T i. We claim that the formal product Πi+1 = Πi+10 +Π
i+1
1 of (K
i+1
1 , C
i+1
1 ) is a
general solution of I¯E
i+1
. First, both left and right sides of each block equation of (Φ¯mi)n
(
L(a)∗
Ai1
)
≡4(pi,qi)
(
L(a) ∗ Ai1
)
(Φ¯mi)n partitioned under T
i are zero blocks, since (Φ¯mi)n is a strict
upper triangular partitioned matrix and the index of the leading block of L(ai1) ∗ A
i
1 is (p
i, qi).
Second, at the left and right sides of each block equation of Πi+10 H
i
n ≡4(pi,qi) H
i
nΠ
i+1
0 under T
i
are equal blocks. In fact, suppose H iX = (hαβ1X)ti with hαβ = 0 if α /∈ X or β /∈ X, then
(H in)X = (HX,αβ) with HX,αβ = hαβdiag(1Z(X,1) , · · · , 1Z(X,n
X
)
), therefore FjHX,αβ = HX,αβFj .
And the same assertion is valid for Y ∈ T i. Our Theorem follows by induction. 
For an example, see 2.4.5 (iv) below. I¯E
i
in Formula (2.4-4) is also called a defining system
of the pair (Ai,Bi). The matrix Φ¯mi is called a matrix of dotted elements. The concept of the
dotted elements possesses two folds of meanings: 1) as variables in the equation system I¯E; 2) as
the elements with a series of linear relations after a sequence of reductions. Different meanings
will be used for different cases frequently in Section 4.
Next, we define a deformed system I¯F
ri
for some fixed 0 < r < s, which is equivalent to I¯E
i
.
Like the discussion stated before Formula (2.4-3), a matrix equation and a variable matrix of
size vector mri over T r are defined:
I¯F
ri
: Ψ¯mriH
i
2 ≡≺(pi,qi) Ψ¯
0
mri
+H i2Ψ¯mri ,
Ψ¯0
mri
= H i1Ψ¯mri − Ψ¯mriH
i
1,
Ψ¯mri =
∑
Xr∈T r w¯
ri
Xr
∗ EXr +
∑
j v¯
ri
j ∗ V
r
j .
(2.4-5)
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where the definition of v¯rij = (v
ri
jpq) and w¯
ri
Xr
= (wri
Xrpq
) is analogous to that of Formula (2.4-4).
At the end of the subsection, we perform reduction procedure for the matrix bimodule
problem given in Example 1.4.5 in order to show some concrete calculations.
Example 2.4.5 (i) Making an edge reduction for the first arrow a : X → Y by a 7→ G1 =
(1Z), an induced local pair (A
1,B1) with R1 = k1Z ; H
1 = (1Z) ∗A is obtained.
(ii) Making a loop reduction for b : Z → Z by b 7→ G2 = J2(0)1X , an induced local pair
(A2,B2) with R2 = k1X ,H
2 =
(1X 0
0 1X
)
∗ A +
( 0 1X
0 0
)
∗ B is obtained. There are two matrix
equalities in the formal equation of the pair (A2,B2):
(
e v
0 e
)(
c11 c12
c21 c22
)
+
(
u211 u
2
12
u221 v
2
22
)(
0 1X
0 0
)
=
(
0 1X
0 0
)(
v211 v
2
12
v221 v
2
22
)
+
(
c11 c12
c21 c22
)(
e v
0 e
)
,
(
e v
0 e
)(
d11 d12
d21 d22
)
+
(
u111 u
1
12
u121 u
1
22
)(
0 1X
0 0
)
+
(
u211 u
2
12
u221 u
2
22
)(
1X 0
0 1X
)
=
(
1X 0
0 1X
)(
v211 v
2
12
v221 v
2
22
)
+
(
0 1X
0 0
)(
v111 v
1
12
v121 v
1
22
)
+
(
d11 d12
d21 d22
)(
e v
0 e
)
,
where (cpq)2×2, (dpq)2×2 are splits from c, d respectively, e ∈ C
2
0 is dual to EX = (1XI10, 1XI10) ∈
K20, and v ∈ C
2
1 is dual to V =
(0 1X⊗k1X
0 0
)
∗EX ∈ K
2
1 respectively.
(iii) Making a loop mutation c21 7→ (x), followed by three regularizations, such that c22 7→
∅, u221 = xv; c11 7→ ∅, v
2
21 = vx; c12 7→ ∅, u
2
11 = v
2
22, an induced pair (A
3,B3) is obtained, and the
differentials of the solid arrows in B3 are:
δ(d21) = xv − vx
δ(d22) = u
1
21 + u
2
22 − v
2
22 − d21v
δ(d11) = u
2
11 − v
2
11 − v
1
21 + vd21
δ(d12) = u
1
11 + u
2
12 − v
2
12 − v
1
22 − d11v + vd22.
(iv) Finally, we describe the defining systems of Theorem 2.4.1 and 2.4.4 for the pair (A2,B2).
Since (A,B) is bipartite, T = T ′×T ′′. Thus Φm2 = Ψ
1
l2
×Φ2
n2
and Φ¯m2 = Φ¯
1
l2
× Φ¯2
n2
, where the
size vector l2 = (2, 2, 2, 2, 2) is over T ′ and n2 = (2, 2, 2, 2, 2) over T ′′. Suppose the systems are
Φ1
l2
H2(k) = H2(k)Φ2
n2
given by 2.4.1, and Φ¯1
l2
H2 = H2Φ¯2
n2
by 2.4.4 respectively, where
Φ1l2 (or Φ¯
1
l2) =

Φ0 0 Φ1 Φ2 Φ4
Φ0 Φ2 0 Φ3
Φ0 0 Φ2
Φ0 Φ1
Φ0
 , Φ2n2 (or Φ¯2n2) =

Φ′0 0 Φ
′
1 Φ
′
2 Φ
′
4
Φ′0 Φ
′
2 0 Φ
′
3
Φ′0 0 Φ
′
2
Φ′0 Φ
′
1
Φ′0
.
Then Φi =
(xi11 xi12
xi21 x
i
22
)
in Φ1
l2
, Φ′i =
(yi11 yi12
yi21 y
i
22
)
in Φ2
n2
for i = 0, 1, 2, 3, 4 by Theorem 2.4.1; and
Φ0 =
(0 v
0 0
)
= Φ′0 in Φ¯m2 , which is obtained from a loop reduction b 7→ J2(0)1X ; Φi =
(ui11 ui12
ui21 u
i
22
)
in
Φ¯1
l2
, Φ′i =
(vi11 vi12
vi21 v
i
22
)
in Φ¯2
n2
for i = 1, 2, 3, 4 by Theorem 2.4.4.
3 Classification of minimal wild bocses
Based on the well known Drozd’s wild configurations, this section is devoted to classifying
so-called minimal wild bocses, which are divided into five classes. Then the non-homogeneity
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of bocses in the first four classes is proved. But those in the last class have been proved to be
strongly homogeneous. Some preliminaries are stated in subsections 3.1 and 3.2.
3.1 An exact structure on representation categories of bocses
In this subsection the concept on exact structure of categories is recalled, especially the exact
structure on representation categories of bocses.
Let A be an additive category with Krull-Schmidt property. We recall from [GR] and [DRSS]
the following notions. A pair (ι, π) of composable morphisms
(e) M
ι
−→ E
π
−→ N (∗)
in A is called exact if ι is a kernel of π and π is a cokernel of ι.
Let E be a class of exact pairs which is closed under isomorphisms. The morphisms ι and π
appearing in a pair (e) are called an inflation and a deflation of E respectively, the pair itself is
called a conflation, and is denoted by (ι, π).
Definition 3.1.1 The class E is said to be an exact structure on A , and (A , E) an exact
category if the following axioms are satisfied:
E1 The composition of two deflations is a deflation.
E2 For each ϕ in A (N ′, N) and each deflation π in A (E,N), there are some E′ in A , an
ϕ′ in A (E′, E) and a deflation π′ : E′ → N ′ such that π′ϕ = ϕ′π.
E3 Identities are deflations. If ϕπ is a deflation, then so is π.
(Or E3op Identities are inflations, if ιϕ is an inflation, then so is ι.)
An object P in A is said to be E-projective (or projective for short ) if any conflation ending
at P is split. Dually an object I in A is said to be E-injective (or injective for short ) if any
conflation starting at I is split.
Let A be a Krull-Schmidt category. A morphism π : E → N in A is called right almost
split if it is not a retraction and for any non-retraction ϕ : L → N , there exists a morphism
ψ : L → E such that ϕ = ψπ. It is said that A has right almost split morphisms if for all
indecomposable N there exist right almost split morphisms ending at N . Dually, left almost
split morphisms are defined. It is said that A has almost split morphisms if A has right and
left almost split morphisms.
A morphism π : E → N is called right minimal if every endomorphism η : E → E with the
property that π = ηπ is an isomorphism. A left minimal morphism ι :M → E is defined dually.
Proposition 3.1.2 Suppose that the Krull-Schmidt category A carries an exact structure
E . Let (e) given in Formula (∗) be a conflation. Then the following assertions are equivalent.
(i) ι is minimal left almost split;
(ii) π is minimal right almost split;
(iii) ι is left almost split and π is right almost split.
The conflation (e) in the above proposition is said to be an almost split conflation. The exact
category (A , E) is said to have almost split conflations if (i) A has almost split morphisms; (ii)
for any indecomposable non-projective N , there exists an almost split conflation (e) ending at N ;
(iii) for any indecomposable non-injective M , there exists an almost split conflation (e) starting
at M .
Now we turn to the representation category of a bocs. Let B = (Γ,Ω) be a bocs with a layer
L = (Γ′;ω; a1, · · · , an; v1, · · · , vm). From now on it is always assumed that B is triangular on
the dotted arrows, i.e. δ(vj) involves only v1, · · · , vj−1. In particular, the bocs B associated to
a matrix bimodule problem A = (R,K,M,H) is triangular by Definition 1.2.1.
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The bocs B0 = (Γ,Γ) is called a principal bocs of B. The representation category R(B0) is
just the module category of Γ.
Lemma 3.1.3 [O] Let B = (Γ,Ω) be a layered bocs with a principal bocs B0. Suppose B
is triangular on the dotted arrows.
(i) If ι : M → E is a morphism of R(B) with ι0 injective, then there exist an isomorphism
η and a commutative diagram in R(B), such that the bottom row is exact in R(B0). Dually, if
π : E → N is a morphism of R(B) with π0 surjective, then there exist an isomorphism η and a
commutative diagram in R(B), such that the bottom row is exact in R(B0).
M
ι
−−−−→ E
id
y yη
0 −−−−→ M −−−−→
ι′
E′
E
pi
−−−−→ N
η
y yid
E′ −−−−→
pi′
N −−−−→ 0
(ii) If (e) : M
ι
−→ E
π
−→ N with ιπ = 0 is a pair of composable morphisms in R(B) and
(e0) : 0 −→M
ι0−→ E
π0−→ L −→ 0 is exact in the category of vector spaces, then there exists an
isomorphism η and a commutative diagram in R(B):
(e) M
ι
−−−−→ E
pi
−−−−→ N
id
y yη yid
(e′) 0 −−−−→ M −−−−→
ι′
E′ −−−−→
pi′
N −−−−→ 0
such that (e′) is an exact sequence in R(B0). Moreover, by choosing a suitable basis ofM,E
′, N ,
we are able to obtain ι′X = (0, I) and π
′
X = (I, 0)
T for all X ∈ T . 
Lemma 3.1.4 Let B = (Γ,Ω) be a layered bocs, which is triangular on the dotted arrows.
(i) ι : M → E is monic in R(B) if ι0 : M → E is injective. Dually, π : E → N is epic in
R(B) if π0 : E → N is surjective.
(ii) A pair of composable morphisms (e) : M
ι
−→ E
π
−→ N with ιπ = 0 is exact in R(B), if
(e0) : 0 −→M
ι0−→ E
π0−→ N −→ 0 is exact as a sequence of vector spaces.
Proof (i) If ι0 is injective, then Lemma 3.1.3 (i) gives a commutative diagram with ι
′ :M →
E′ in R(B0). Given any morphism ϕ : L → M with ϕι = 0, there is ϕιη = ϕι
′ = 0. Then
ϕ0ι
′
0 = 0 yields ϕ0 = 0. And for any dotted arrow vl : X → Y , suppose δ(vl) =
∑
i,j ui⊗Γuj with
ui, uj ∈ ⊕l′<lΓvl′Γ. There is inductively, 0 = (ϕι
′)(vl) = ϕ(vl)ι
′
Y +ϕX ι
′(vl) +
∑
i,j ϕ(ui)ι
′(uj) =
ϕ(vl)ι
′
Y , which yields ϕ(vl) = 0 by the injectivity of ι
′
Y . Thus ϕ = 0 and ι is monic. The second
assertion on π is proved dually.
(ii) It is proved first that ι is the kernel of π. ① If (e0) is exact, then (i) shows that ι is monic.
② It is known that ιπ = 0. ③ Lemma 3.1.3 (ii) gives a commutative diagram. If ϕ : L → E
with ϕπ = 0, then ϕ(ηπ′) = 0. Let ξ = ϕη, then ξπ′ = 0 implies that ξXπ
′
X = 0 and ξ(v)π
′
Y = 0
for any vertex X and any dotted arrow v : X → Y . Let ϕ′ : L → M be given by ϕ′X ι
′
X = ξX ,
ϕ′(v)ι′Y = ξ(v), then ϕ
′ι′ = ξ is obtained. Thus ϕ′ι′η−1 = ϕ, i.e. ϕ′ι = ϕ. Therefore ι is a kernel
of π. Second, it can be proved dually that π is a cokernel of ι. 
Let a layered bocs B = (Γ,Ω) be triangular on the dotted arrows. A class E of composable
morphisms in R(B) is defined, such that M
ι
−→ E
π
−→ L in E , provided that ιπ = 0 and
0 −→M
ι0−→ E
π0−→ L −→ 0 (3.1-1)
is exact as a sequence of vector spaces. It is clear that E is closed under isomorphisms.
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Proposition 3.1.5 [O, Theorem 4.4.1] and [BBP]) Suppose a layered bocs B is triangular
on the dotted arrows. Then the class E defined by Formula (3.1-1) is an exact structure on
R(B), and (R(B), E) is an exact category.
Corollary 3.1.6 ([B1], [O, Lemma 7.1.1]) Let B = (Γ,Ω) be a layered bocs.
(i) For any M ∈ R(B) with dimM = m, if mX 6= 0 for some vertex X ∈ T1, then M is
neither projective nor injective.
(ii) For any positive integer n, there are only finitely many iso-classes of indecomposable
projectives and injectives in R(B) of dimension at most n.
Remark 3.1.7 ([BCLZ], [O, Definition 4.4.1]) Let B = (Γ,Ω) be a layered bocs, such that
(R(B), E) is an exact structure. The almost split conflations have been defined in a general
exact category, particularly in R(B).
(i) An indecomposable representation M ∈ R(B) is said to be homogeneous if there is an
almost split conflation M
ι
−→ E
π
−→M . The iso-class of M is also said to be homogeneous.
(ii) The category R(B) (or bocs B) is said to be homogeneous if for each positive integer
n, almost all (except finitely many) iso-classes of indecomposable representations in R(B) with
size at most n are homogeneous. For example, If B is of representation tame type, then R(B)
is homogeneous [CB1].
(iii) The category R(B) (or bocsB) is said to be strongly homogeneous if there exists neither
projectives nor injectives, and all indecomposable representations in R(B) are homogeneous.
For example, if B is a local bocs with a layer (R;ω; a; v), R = k[x, φ(x)−1], and the differential
δ(a) = xv − vx. Then R(B) is strongly homogeneous and representation wild type [BCLZ]. In
particular the induced bocs given in Example 2.4.5 (iii) is strongly homogeneous.
Note that (R(B), E) may not have any almost split conflation. For example, set quiver
Q = ·a ;; bcc , the path algebra Γ = kQ, and the principal bocs B = (Γ,Γ). Then R(B) has
no almost split conflations, see [V, ZL] for details.
Recalling from [CB1], let B = (Γ,Ω) be a minimal bocs. Then for any X ∈ T1 with
RX = k[x, φX (x)
−1], and for any λ ∈ k with φ
X
(λ) 6= 0, there is an almost split conflation:
S(X, 1, λ)
(0 1)
→ S(X, 2, λ)
(10)
→ S(X, 1, λ) in R(B), (3.1-2)
where S(X, 1, λ) (resp. S(X, 2, λ)) is given by k J1(λ)ee (resp. = k
2 J2(λ)ff ) at X, and {0}
at other vertices.
3.2 Almost split conflations in the process of reductions
In order to prove the non-homogeneity of some wild bocses, we must understand the behavior
of almost split conflations during reduction procedures. We study under what conditions the
homogeneous property is preserved after a sequence of reductions in this subsection.
Lemma 3.2.1 [B1] Let B′ = (Γ′,Ω′) be the induced bocs of a bocs B given by one of eight
reductions in the subsection 2.2, and N ′ be an indecomposable representation in R(B′). If N ′
is non-projective (resp. non-injective) in R(B′), then so is ϑ(N ′) in R(B).
Lemma 3.2.2 [B1] Let B′ = (Γ′,Ω′) be the induced bocs of B given by one of eight
reductions in the subsection 2.2.
(i) If ι′ : M ′ → E′ is a morphism in R(B′) with ϑ(ι′) : ϑ(M ′) → ϑ(E′) being a left minimal
almost split inflation in R(B), then so is ι′ in R(B′). Dually if π′ : E′ → N ′ is a morphism in
R(B′) with ϑ(π′) : ϑ(E′)→ ϑ(N ′) being a right minimal almost split deflation in R(B), then so
is π′ in R(B′).
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(ii) If (e′) :M ′
ι′
→ E′
π′
→M ′ is a conflation in R(B′) with ϑ(e′) : ϑ(M ′)
ϑ(ι′)
→ ϑ(E′)
ϑ(π′)
→ ϑ(M ′)
being an almost split conflation in R(B), then so is (e′) in R(B′).
Let (A,B) be a pair with trivial R, M ∈ R(A) be an indecomposable object of size vector
m. Set T 1 = {X ∈ T | m
X
6= 0}, suppose A1 is obtained by deleting T \ T 1 from A, and
M1 ∈ R(A1) with ϑ01(M1) ≃M . Suppose a sequence of reductions in the sense of Lemma 2.3.2
is given by Theorem 2.3.3 with respect to M1:
(A,B), (A1,B1), · · · , (Ai,Bi), (Ai+1,Bi+1), · · · , (As,Bs). (3.2-1)
Then there is some M s ∈ R(As) of sincere size vector ms, such that ϑ0s(M s) ≃M .
Theorem 3.2.3 Suppose the first arrow as1 is a loop at X
s with δ(as1) = 0; and M
s
Xs = k,
M s(as1) = (λ) in the last term B
s of the sequence (3.2-1). If M is homogeneous and (e) :M →
E → M is an almost split conflation in R(A), then for i = 1, · · · , s there exits an almost split
conflation (ei) :M i → Ei →M i in R(Ai), such that ϑ0i(ei) ≃ (e).
Proof Induction is used for the proof. The assertion is obviously true for i = 1, since the
size vector of E is 2m by Formula (3.1-1). According to Definition 1.3.4 and Formula (2.3-6):
M s = Hsms(k) +
∑
j M
s(asj) ∗ A
s
j , H
s
ms(k) =
∑s−1
j=1B
j+1 ∗ Aj1.
Suppose the assertion is valid for some 1 6 i < s. The formula below gives as k-matrices of
size vector mi = ϑi0(ms):
M i =M s = H i
mi
(k) +Bi+1 ∗ Ai1 +
∑ni
j=2M
i(aij) ∗ A
i
j. (3.2-2)
There exits an object Ei = H i2mi(k) +
∑mi
j=1E
i(aij) ∗A
i
j ∈ R(A
i) and an almost split conflation
(ei) : M i
ιi
→ Ei
πi
→ M i in R(Ai), such that ϑ0i(ei) ≃ (e). We now treat the (i + 1)-th stage via
proving the existence of an isomorphism η : Ei → Eˆi in R(Ai) with Eˆi(ai1) = B
i+1 ⊕Bi+1.
If this is the case, suppose ai1 : X → Y , SX and SY are invertible matrices determined by
changing certain rows and columns of Bi+1⊕Bi+1, such that S−1X (B
i+1⊕Bi+1)SY = I2⊗B
i+1,
the usual Kronecker product of two matrices. Define a matrix S =
∑
Z∈T i SZ∗EZ with SZ = ImZ
for Z ∈ T i \ {X,Y }. Then there are k-matrices:
R(Bi) ∋ ξ(Eˆi) := S−1EˆiS
= H i2mi(k) + (I2 ⊗B
i+1) ∗ Ai1 +
∑ni
j=2 S
−1
s(aij)
Eˆi(aij)St(aij )
∗ Aij
:= H i+1
2mi+1
(k) +
∑ni+1
j=1 E
i+1(ai+1j ) ∗A
i+1
j = E
i+1 ∈ R(Ai+1).
Thus an almost split conflation (ei+1) in R(Ai+1) is obtained by Lemma 3.2.2 (ii), such tat
ϑi,i+1(ei+1) ≃ (eˆi) ≃ (ei) via the isomorphisms Ei+1
ξ−1
→ Eˆi
η−1
→ Ei in R(Ai). Consequently
ϑ0,i+1(ei+1) ≃ ϑ0i(ei) ≃ (e).
The existence of such an isomorphism η is established below.
If δ(ai1) = v
i
1 6= 0, then B
i+1 = M i(ai1) = (0). By the proof (i) of Proposition 2.1.8, there
exists an isomorphism η, such that Eˆi = η(Ei) ∈ R(Ai) with Eˆi(ai1) = (0) as desired.
If δ(ai1) = 0 in the case of loop or edge reduction, the proof is divided into three parts.
1) We define an object Ls = Hs2ms(k) +
∑ns
i=1 L
s(asi ) ∈ R(A
s) with Ls(as1) =
(
λ 1
0λ
)
. Let
ϕs : Ls →M s be a morphism in R(As), such that ϕsY s =
(
IY s
0
)
,∀Y s ∈ T s, and ϕs(vsj ) = 0 for any
dotted arrow vsj in B
s. Clearly, ϕs is not a retraction. Thus ϑis(ϕs) : ϑis(Ls) 7→ ϑis(M s) =M i
is not a retraction, since the functor ϑis is fully faithful.
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2) Because ϑis(Ls) = H i
2mi
(k) + (I2 ⊗ B
i+1) ∗ Ai1 +
∑ni
j=2 ϑ
is(Ls)(aij) ∗ A
i
j , it is possible to
construct an object Li with Li(ai1) = B
i+1 ⊕ Bi+1 by changing certain rows and columns in
I2 ⊗ B
i+1, and an isomorphism ϑis(Ls)
ς
→ Li. Let ϕi = ϑis(ϕs)ς−1 : Li → M i, which is not a
retraction by 1). Thus there is a lifting ϕ˜i : Li → Ei of ϕi with ϕi = ϕ˜iπi, since πi : Ei → M i
is right almost split in R(Ai) by the assumption on (ei). The triangle and the square below are
both commutative:
Li
ϕ˜i
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥ ϕi
  ❇
❇❇
❇❇
❇❇
❇
Ei
πi
//M i
LiX
Li(ai1) //
ϕ˜i
X

LiY
ϕ˜i
Y

EiX
Ei(ai1)
// EiY
3) According to Lemma 3.1.3, it may be assumed that the sequence (ei) ∈ R(Bi0) with
ιi
Z
= (0 IZ), π
i
Z
=
(
IZ
0
)
,∀Z ∈ T i, then Ei(aij) =
( M i(aij) Kij
0 M i(aij)
)
. The commutative triangle forces
ϕ˜Z =
(
IZ CZ
0Z DZ
)
for each Z ∈ T i. The commutative square for j = 1 gives an equality(
IX CX
DX
)(
Bi+1 Ki1
Bi+1
)
=
(
Bi+1
Bi+1
)(
IY CY
DY
)
.
Let Eˆi = {EˆiZ | dim(E
i
Z) = 2m
i
Z
, Z ∈ T i} be a set of vector spaces. Define a set of maps
η : Ei → Eˆi, such that η
X
=
(
IX CX
0 IX
)
, η
Y
=
(
IY CY
0 IY
)
, and η
Z
= I2mi
Z
for Z ∈ T i \ {X,Y };
η(vj) = 0 for any j = 1, · · · ,m
i. Let Eˆi(aij) = ηs(ai
j
)
Ei(aij)η
−1
t(ai
j
)
for j = 1, · · · , ni, an object
Eˆi = ηEiη−1 ≃ Ei in R(Ai) with Eˆi(ai1) = B
i+1 ⊕Bi+1 is obtained as desired. 
Suppose in the sequence below, the first part from the 0-th pair up to the s-pair is given by
Formula (3.2-1) with respect to the indecomposable object M = ϑ0i(M s) ∈ R(A):
(A,B), (A1,B1), · · · , (As,Bs), (As+1,Bs+1) · · · , (Aε,Bε), · · · , (Aτ ,Bτ ). (3.2-3)
Firstly, it is assumed that in the sequence (3.2-3), Bs is local, T s = {X}; Bs+1 is induced
from Bs by a loop mutation; the reduction from Bi to Bi+1 is given by a localization followed
by a regularization, such that Ri+1 = k[x, φi+1(x)−1] for s < i < τ ; and Bτ is minimal.
Corollary 3.2.4 SupposeM τ is an object of R(Bτ ) with M τX = k,M
τ (x) = (λ), φτ (λ) 6= 0.
If ϑ0τ (M τ ) = M ∈ R(B) is homogeneous with an almost split conflation (e), then there exists
an almost split conflation (eτλ) given by Formula (3.1-2) in R(B
τ ), such that ϑ0τ (eτλ) ≃ (e).
Proof Set M s = ϑsτ (M τ ), then M s(as1) = (λ). Theorem 3.2.3 gives an almost split con-
flation (es) in R(Bs) with ϑ0s(es) ≃ (e). Furthermore, R(As+1) is equivalent to R(As), and
for i > s, R(Ai+1) is equivalent to a subcategory of R(Ai) consisting of the objects M i with
M i(x) = (λ), φi+1(x). The assertion follows by the fact that φi+1(x) | φτ (x), and induction on
i = s+ 1, · · · , τ − 1. 
Secondly, it is assumed that in the sequence (3.2-3) the bocs Bs has two vertices X,Y ,
and the first arrow as1 : X → X with δ(a
s
1) = 0. The bocs B
s+1 is induced from Bs by a
loop mutation as1 7→ (x), such that a
s+1
j is either a loop at X, or an edge from X to Y for
j = 1, · · · , τ − s. In particular, there exists a certain index s < ε < τ , such that as+1ε−s : X → Y
is an edge. The reduction from Bi to Bi+1 is given by one of the following three cases:
(i) when s < i < ε, if ai1 : X → X, a localization followed by a regularization are made
with Ri+1 = k[x, φi+1(x)−1]; if ai1 : X → Y , a regularization, or a reduction given by
proposition 2.2.6 is made;
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(ii) when i = ε, a reduction given by proposition 2.2.7 is made, the induced bocs Bǫ+1 is
local with a vertex Z;
(iii) when ε < i < τ , then ai1 : Z → Z, a localization followed by a regularization are made.
Finally, Bτ is minimal with Rτ = k[x, φτ (x)−1].
Corollary 3.2.5 SupposeM τ is an object of R(Bτ ), M τZ = k,M
τ (z) = (λ) with φτ (λ) 6= 0.
If ϑ0τ (M τ ) = M ∈ R(B) is homogeneous with an almost split conflation (e), then there exists
an almost split conflation (eτλ) given by Formula (3.1-2) in R(B
τ ), such that ϑ0τ (eτλ) ≃ (e).
Proof Set M s = ϑst(M t), then M sX = k,M
s
Y = k, and M
s(as1) = (λ). Theorem 3.2.3 gives
an almost split conflation (es) : M s → Es → M s in Bs with ϑ0s(es) ≃ (e). Since R(Bs+1) is
equivalent to R(Bs), we may suppose for some i > s, there exists an almost split conflation
(ei) :M i
ιi
→ Ei
πi
→M i ∈ R(Bi) with M i = ϑit(M t), ϑsi(ei) ≃ (es).
An almost split conflation (ei+1) in R(Bi+1) with ϑi,i+1(ei+1) ≃ (ei) will be constructed accord-
ing to cases (i)–(iii) stated before the corollary.
(i) A regularization for an edge gives an equivalence R(Bi+1) ≃ R(Bi). And the proof of
a regularization for a loop is similar to that of Corollary 3.2.4. Suppose δ(ai1) = 0 in B
i, and
a reduction of Proposition 2.2.6 is made by ai1 7→ (0). Then M
i(ai1) must be (0). By Lemma
3.1.3 (ii), it may be assumed that ιi = (0 1), πi =
(1
0
)
, thus Ei(ai1) =
(0 b
0 0
)
. Define an object
L ∈ R(Bi) of size 2mi, such that L(x) = J2(λ), L(a
i
j) = 0,∀j; and a morphism g : L→M
i, such
that g
X
=
(
1
0
)
= g
Y
, g(v) = 0 for any dotted arrow v. Then g is not a split epimorphism. Thus
there exists a lifting g˜ : L→ Ei with g˜X =
(1 c
0 d
)
, g˜Y =
(1 c′
0 d′
)
. Since g˜ is a morphism, Li(ai1)g˜X =
g˜Y E
i(ai1), which leads to 0 =
(0 b
0 0
)
. Therefore b = 0, Ei(ai1) =
(0 0
0 0
)
. Set Ei+1 ∈ R(Bi+1) with
Ei+1(x) = Ei(x), Ei+1(ai+1j−1) = E
i(aij) for j = 2, · · · , n
i, then ϑi,i+1(Ei+1) = Ei.
(ii) Proposition 2.2.7 ensures a possibility that M ε(aε1) = (1), so E
ε(aε1) =
(1 b
0 1
)
. Define a
set of matrices: {ξ
Y
=
(
1−b
0 1
)
, ξ
X
= I2, ξ(v
ε
j ) = 0}, and an object E¯
ε ∈ R(Bε): E¯εX = k
2 = E¯εY ,
E¯ε(x) = Eε(x), E¯ε(aεj) = ξ
−1
s(aεj )
Ei(aεj)ξt(aεj ), then E¯
ε(aε1) = I2. Let E
ε+1 ∈ R(Bε+1) with
Eε+1Z = k
2; Eε+1(z) = Eε(x), Eε+1(aε+1j−1) = E¯
ε(aεj) for j > 1. Then ϑ
ε,ε+1(Eε+1) = E¯ε ≃ Eε in
R(Bε).
(iii) Since φτ (λ) 6= 0 and φi+1(x) | φt(x), φi+1(λ) 6= 0. There is an object Ei+1 ∈ R(Bi+1)
with ϑi,i+1(Ei+1) ≃ Ei.
By induction, there is (eτλ) ∈ R(B
τ ) with ϑsτ (eτλ) ≃ e
s
λ, thus ϑ
0τ (eτλ) ≃ (e). 
Lemma 3.2.6 (i) Suppose that f(x, y) =
∑
i,j>0 αijx
iyj ∈ k[x, y] with f(λ, µ) 6= 0. Let
Wλ,Wµ be Weyr matrices of size m,n and eigenvalues λ, µ respectively, and V = (vij)m×n
with {vij | 1 6 i 6 m, 1 6 j 6 n} being k-linearly independent. Let f(Wλ,Wµ)V =∑
i,j>0 αijW
i
λVW
j
µ = (uij)m×n. Then {uij | 1 6 i 6 m, 1 6 j 6 n} is also k-linearly inde-
pendent.
(ii) Let B be a bocs with R = RX × RY , where RX = k[x, φX(x)
−1], RY = k[y, φY (y)
−1],
and ai : X → Y . Define δ
0(ai) to be a part of δ(ai) without terms involving any solid arrow. It
is possible that X = Y , in this case x stands for the multiplying a dotted arrow from the left
and y from the right. Suppose
δ0(a1) = f11(x, y)v1
δ0(a2) = f21(x, y)v1 + f22(x, y)v2,
· · · · · ·
δ0(an) = fn1(x, y)v1 + fn2(x, y)v2 + · · · fnn(x, y)vn,
where fii(x, y) ∈ RX×RY are invertible for i = 1, 2, · · · , n. If x 7→WX of size m with eigenvalue
λ and φ
X
(λ) 6= 0, y 7→ WY of size n with eigenvalue µ and φY (µ) 6= 0, then the solid arrows
splitting from a1, · · · , an are all going to ∅ by regularizations in further reductions.
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Proof (i) Since uij = f(λ, µ)vij +
∑
(i′,j′)≺(i,j) fi′j′(λ, µ)vi′j′ with fi′j′(x, y) ∈ k[x, y], the
assertion follows by induction on the ordered index set {(i, j) | 1 6 i 6 m, 1 6 j 6 n}.
(ii) The conclusion follows by (i) inductively on 1, · · · , n. 
3.3 Minimal wild bocses
In this subsection five classes of minimal wild bocses is defined in order to prove the main
theorem. Our classification relies on the Drozd’s wild configurations with refinements at some
last reduction stages.
Proposition 3.3.1 ([D1],[CB1]) LetB = (Γ,Ω) be a bocs with a layer L = (R;ω; a1, . . . , an;
v1, . . . , vm) and suppose a1 : X → Y . If B is of representation wild type, then it is bound to
meet one of the following configurations at some stage of reductions:
Case 1 X ∈ T1, Y ∈ T0 (or dually X ∈ T0, Y ∈ T1), δ(a1) = 0.
Case 2 X,Y ∈ T1 (possibly X = Y ), δ(a1) = f(x, y)v1 for some non-invertible f(x, y) in
k[x, y, φX (x)
−1, φY (y)
−1]. 
Some notations will be fixed first before the classification. There is a decomposition for any
non-zero polynomial f(x, y) ∈ k[x, y]:
f(x, y) = α(x)h(x, y)β(y), where α(x) ∈ k[x], β(y) ∈ k[y]; (3.3-1)
and every irreducible factor of h(x, y) contains both x and y, or h(x, y) ∈ k∗ with k∗ = k \ {0}.
Sometimes x¯ is used instead of y.
Let k(x, y, z) be the fractional field of the polynomial ring k[x, y, z] of three indeterminates.
Consider a vector space S generated by the dotted arrows {v1, · · · , vm} of a bocsB over k(x, y, z).
Suppose there is a linear combination:
G = f1(x, y, z)v1 + · · ·+ fm(x, y, z)vm, fi(x, y, z) ∈ k[x, y, z]. (∗)
Let h(x, y, z) be the greatest common factor of f1, · · · , fm, then f1/h, · · · , fm/h are co-prime,
and G = h
∑m
i=1(fi/h)vj . There exists some si ∈ k[x, y, z] for i = 1, · · · ,m, such that∑m
i=1 si(fi/h) = c(x, y) ∈ k[x, y]. Since S = k[x, y, z, c(x, y)
−1] is a Hermite ring, there ex-
ists some invertible F (x, y, z) ∈ IMm(S) with the first column (f1/h, · · · , fm/h). A base change
of the form (w1, · · · , wm) = (v1, · · · , vm)F is made, thus G = h(x, y, z)w1.
Classification 3.3.2 Let B0 be a wild bocs given by Proposition 3.3.1. Then we are bound
to meet an induced bocs B with a layer L = (R;ω; a1, . . . , an; v1, . . . , vm) in one of the five
classes at some stage of reductions. And a bocs in those classes is said to be minimal wild,
which might be written briefly by MW.
Suppose the bocs B has two vertices T = {X,Y }, such that the induced local bocs BX is
tame infinite with RX = k[x, φX (x)
−1].
MW1 BY is finite with RY = k1Y , and δ(a1) = 0:
X
a1 //x 88 Y .
MW2 BY is tame infinite with RY = k[y, φY (y)
−1], and δ(a1) = f(x, y)v1, such that f(x, y)
is non-invertible in k[x, y, φ
X
(x)−1, φ
Y
(y)−1]:
Xx 88
a1 // Y yff .
Suppose now we have a local bocs B with R = k[x, φ(x)−1]:
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X
v
x a
MW3 The differential δ0 of the solid arrows of B is given by
δ0(a1) = f11(x, x¯)w1,
· · · · · ·
δ0(an) = fn1(x, x¯)w1 + · · ·+ fnn(x, x¯)wn,
(3.3-2)
where wi is obtained by base changes; fii(x, x¯) = αii(x)hii(x, x¯)βii(x¯) by Formula (3.3-1), such
that hii(x, x) is invertible in k[x, φ(x)
−1] for 1 6 i 6 n; and there is some minimal 1 6 s 6 n,
such that fss(x, x¯) is non-invertible in k[x, x¯, φ(x)
−1, φ(x¯)−1].
Suppose there exists some 1 6 n1 6 n, such that:
δ0(a1) = f11(x, x¯)w1,
· · · · · ·
δ0(an1−1) = fn1−1,1(x, x¯)w1 + · · · +fn1−1,1(x, x¯)wn1−1,
δ0(an1) = fn1,1(x, x¯)w1 + · · · +fn1,n1−1(x, x¯)wn1−1 + fn1,n1(x, x¯)w¯,
(3.3-3)
where fii(x, x) for 1 6 i < n1 are invertible in k[x, φ(x)
−1]; w¯ = 0, or w¯ 6= 0 but fn1,n1(x, x) = 0.
Denote by x1 the solid arrow an1 , there exists a polynomial ψ(x, x1) being divided by φ(x).
Write δ1 the part of differential δ by deleting all the monomials involving any solid arrow except
x, x1. Suppose the further unraveling for x is restricted to x 7→ (λ) with ψ(λ, x1) 6= 0. Then
δ1(an1+1) = Kn1+1 +fn1+1,n1+1(x, x1, x¯1)wn1+1,
· · · · · · · · ·
δ1(an) = Kn +fn,n1+1(x, x1, x¯1)wn1+1 + · · ·+ fnn(x, x1, x¯1)wn,
(3.3-4)
whereKi =
∑n1−1
j=1 fij(x, x1, x¯1)wj , wi are given by the base changes described below Formula (∗)
inductively, and fii(x, x1, x¯1) are invertible in k[x, x1, x¯1, ψ(x, x1)
−1, ψ(x, x¯1)
−1] for n1 < i 6 n.
MW4 w¯ = 0, or w¯ 6= 0 but (x− x¯)2 | fn1n1(x, x¯) in Formula (3.3-3).
MW5 w¯ 6= 0 and (x− x¯)2 ∤ fn1n1(x, x¯) in Formula (3.3-3). 
The proof of Classification 3.3.2 depends on Classification 3.3.5 of local bocses at the end of
the subsection, while the proof of 3.3.5 is based on formulae (3.3-2)-(3.3-9) and Lemma 3.3.3–
3.3.4 below.
Let B be a local bocs having a layer L = (R;ω; a1, · · · , an; v1, · · · , vm). If R = k1X is trivial,
then the differentials of the solid arrows have two possibilities. First,
δ0(a1) = f11w1,
· · · · · ·
δ0(an) = fn1w1 + · · ·+ fnnwn,
(3.3-5)
where fij ∈ k, fii 6= 0 for 1 6 i 6 n. Second, there exists some 1 6 n0 6 n, such that:
δ0(a1) = f11w1,
· · · · · ·
δ0(an0−1) = fn0−1,1w1 + · · · + fn0−1,n0−1wn0−1,
δ0(an0) = fn01w1 + · · ·+ fn0,n0−1wn0−1,
(3.3-6)
where fij ∈ k, fii 6= 0 for 1 6 i < n0. Set ai 7→ ∅, i = 1, · · · , n0 − 1, by a series of regularization,
then an0 7→ (x) by a loop mutation, an induced local bocs B
′ is obtained.
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Without loss of generality, the bocs B′ may still be denoted by B with a layer L, but
R = k[x]. The differentials δ0 have again two possibilities. The first one is given by Formula
(3.3-2), such that hii(x, x) 6= 0, i.e. (x− x¯) ∤ fii(x, x¯) for i = 1, · · · , n. Define a polynomial:
φ(x) =
∏n
i=1 ci(x)hii(x, x), (3.3-7)
where ci(x) appears at the localization in order to do a base change before the i-th step of a
regularization.
Lemma 3.3.3 Let B be a bocs given by Formula (3.3-2) with a polynomial φ(x) given by
Formula (3.3-7). There exist two cases:
(i) fii(x, x¯) are invertible in k[x, x¯, φ(x)
−1φ(x¯)−1] for 1 6 i 6 n;
(ii) fss(x, x¯) is not invertible in k[x, x¯, φ(x)
−1φ(x¯)−1] for some minimal 1 6 s 6 n. 
The second possibility of the differential δ0 in the case of R = k[x] is given by Formula
(3.3-3) for some fixed 1 6 n1 6 n, such that fii(x, x) 6= 0 for 1 6 i < n1, and w¯ = 0, or w¯ 6= 0
but fn1,n1(x, x) = 0. Let
φ(x) =
{ ∏n1−1
i=1 ci(x)fii(x, x), w¯ = 0;
cn1(x)
∏n1−1
i=1 ci(x)fii(x, x), w¯ 6= 0,
(3.3-8)
Thus, under the restriction x 7→ (λ), φ(λ) 6= 0, an induced bocs given by regularazations with
the first arrow an1 is obtained. There are two possibilities in the further reductions. The first
possibility is given by Formula (3.3-4), such that fii(x, x1, x1) 6= 0 for n1 < i 6 n. There is a
sequence of localizations given by the polynomials ci(x, x1) appeared before the base changes in
order to do regularizations. Let
ψ(x, x1) = φ(x)
∏n
i=n1+1
ci(x, x1)fii(x, x1, x1), (3.3-9)
Lemma 3.3.4 Let the differentials in the bocs B be given by Formulae (3.3-3)–(3.3-4) with
polynomials φ(x) in (3.3-8), and ψ(x, x1) in (3.3-9). There exist two cases.
(i) There exists some λ ∈ k with ψ(λ, x1) 6= 0, and a minimal n1 + 1 6 s 6 n, such that
fss(λ, x1, x¯1) is non-invertible in k[x1, x¯1, ψ(λ, x1)
−1ψ(λ, x¯1)
−1], i.e., after making an unraveling
x 7→ (λ), followed by a series of regularizations ai 7→ ∅, wi = 0 for i = 1, · · · , n1− 1, the induced
local bocs B(λ) with R(λ) = k[x1, ψ(λ, x1)
−1] is in case (ii) of Lemma 3.3.3.
(ii) For any λ ∈ k with ψ(λ, x1) 6= 0, fii(λ, x1, x¯1) are invertible for n1 < i 6 n in
k[x1, x¯1, ψ(λ, x1)
−1ψ(λ, x¯1)
−1], i.e., the induced bocs B(λ) with R(λ) = k[x1, ψ(λ, x1)
−1] is in
case (i) of 3.3.3.
Case (ii) is equivalent to (ii)′: fii(x, x1, x¯1) are invertible in k[x, x1, x¯1, ψ(x, x1)
−1, ψ(x, x¯1)
−1]
for n1 < i 6 n.
Proof It is only need to prove the equivalence of (ii) and (ii)′.
(ii)=⇒(ii)′ If there exists some n1 < s 6 n with fss(x, x1, x¯1) non-invertible, then it
contains a non-trivial factor g(x, x1, x¯1) coprime to ψ(x, x1)ψ(x, x¯1). Consider the variety
V = {(α, β, γ) ∈ k3 | g(α, β, γ) = 0, ψ(α, β)ψ(α, γ) = 0}. Since dim(V ) 6 1, there exists a
co-finite subset L ⊂ k, such that ∀λ ∈ L , the plane x = λ of k3 intersects V at only a finite
number of points. Thus g(λ, x, x¯1) and ψ(λ, x1)ψ(λ, x¯1) are coprime. Consequently g(λ, x, x¯1),
thus fss(λ, x1, x¯1) is not invertible in k[x1, x¯1, ψ(λ, x1)
−1ψ(λ, x¯1)
−1].
(ii)′ =⇒(ii) If fii(x, x1, x¯1) is invertible in k[x, x1, x¯1, ψ(x, x1)
−1ψ(x, x¯1)
−1], then for any
λ ∈ k with ψ(λ, x1) 6= 0, fii(λ, x1, x¯1) is invertible in k[x1, x¯1, ψ(λ, x1)
−1ψ(λ, x¯1)
−1]. 
The second possibility of δ1 is: there exists some n2 with n1 < n2 6 n, such that
δ1(an1+1) = Kn1+1 + fn1+1,n1+1(x, x1, x¯1)wn1+1,
· · · · · ·
δ1(an2−1) = Kn2−1 + · · · · · ·+ fn2−1,n2−1(x, x1, x¯1)wn2−1,
δ1(an2) = Kn2 + · · · · · · + fn2,n2−1(x, x1, x¯1)wn2−1 + fn2,n2(x, x1, x¯1)w¯
′,
(3.3-10)
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where Ki =
∑n1−1
j=1 fij(x, x1, x¯1)wj for n1 < i 6 n2, fii(x, x1, x1) 6= 0 for n1 < i < n2, and
w¯′ = 0, or w¯′ 6= 0 but fn2,n2(x, x1, x1) = 0. Define a polynomial
ψ1(x, x1) =
{
φ(x)
∏n2−1
i=n1+1
ci(x, x1)fii(x, x1, x1), if w¯
′ = 0;
cn2(x, x1)φ(x)
∏n2−1
i=n1+1
ci(x, x1)fii(x, x1, x1), if w¯
′ 6= 0.
(3.3-11)
Suppose a bocs B is med, the differential of which is given by Formula (3.3-3) and (3.3-10)
with a polynomial ψ1(x, x1) of (3.3-11). Fix any λ0 ∈ k with ψ1(λ0, x1) 6= 0, there is an induced
bocs B(λ0) with R(λ0) = k[x1, ψ1(λ0, x1)
−1] given by an unraveling x 7→ (λ0), and then a series
of regularization ai 7→ ∅, wi = 0 for i = 1, · · · , n1 − 1. There exist three cases:
1) B(λ0) is in case (i) of Lemma 3.3.4, then there exists some λ1 with ψ(λ0, λ1) 6= 0, such that
after sending x1 7→ (λ1) by an unraveling, followed by a series of regularizations, the induced
bocs B(λ0,λ1) satisfies Lemma 3.3.3 (ii);
2) B(λ0) is in case (ii)
′ of Lemma 3.3.4;
3) B(λ0) is in the case of Formulae (3.3-3) and (3.3-10).
In case 3), the above procedure is repeated once again for B(λ0). By induction on the number
of the finitely many solid arrows, the case 1) or case 2) is finally reached.
Classification 3.3.5 Let B be a local bocs with R trivial, there exist four cases:
(i) B has Formula (3.3-5).
(ii) B has Formula (3.3-6). And by a series of regularizations ai 7→ ∅, i = 1, · · · , n0 − 1,
followed by a loop mutation an0 7→ (x), the induced bocs B
′ with a polynomial (3.3-7) is in case
(i) of Lemma 3.3.3.
(iii) B has an induced local bocs B(λ0,λ1,··· ,λl) for some l < n in case (ii) of Lemma 3.3.3.
(iv) B has an induced local bocs B(λ0,λ1,··· ,λl−1) for some l < n in case (ii) of Lemma 3.3.4.
The proof of Classification 3.3.2 1) Suppose a two-point wild bocs is med, if BX or
BY is in case (iii) or (iv) of Classification 3.3.5, the induced local bocs given by deleting Y or
X may be considered, which is wild type. Therefore it is assumed that one of bocs BX or BY
has Formula (3.3-5) and another is in case (i) of Lemma 3.3.3, or both of BX and BY are in
case (i) of Lemma 3.3.3. MW1 or MW2 follows.
2) If a local wild bocs in case (iii) of Classification 3.3.5 is med, then there is an induced
bocs in case (ii) of Lemma 3.3.3. MW3 is reached.
3) If a local wild bocs in case (iv) of Classification 3.3.5 is med, then there is an induced
bocs in case (ii)′ of Lemma 3.3.4. MW4 or MW5 is reached. 
3.4 Non-homogeneity in the cases of MW1-4
Throughout the subsection, (A0,B0) denotes any pair of matrix bimodule problem and its
associated bocs.
Proposition 3.4.1 [B1] If B0 has an induced bocs B in the case of MW1, then B0 is
non-homogeneous.
Proof 1) Let BX be an induced local bocs of B. Suppose ϑ1 : R(BX) → R(B), ϑ2 :
R(B) → R(B0) are two induced functors, and ϑ = ϑ2ϑ1 : R(BX) → R(B
0). For any λ ∈ k,
φ(λ) 6= 0, a representation S′λ ∈ R(BX) given by (S
′
λ)X = k, S
′
λ(x) = (λ) is defined. If B
0 is
homogeneous, then there is a co-finite subset L ⊆ k\{λ | φ(λ) 6= 0}, such that {ϑ(S′λ) | λ ∈ L }
is a family of homogeneous iso-classes of R(B0). By Corollary 3.2.4, there is an almost split
conflation (e′λ) : S
′
λ
ι′
−→ E′λ
π′
−→ S′λ in R(BX) with E
′(x) = J2(λ), such that ϑ(e
′
λ) is an almost
split conflation in R(B0). Fix any λ ∈ L , and the conflation (eλ) = ϑ1(e
′
λ) : Sλ
ι
−→ Eλ
π
−→ Sλ
in R(B), then (Sλ)X = k, (Sλ)Y = 0, Sλ(x) = (λ), Sλ(ai) = 0 for all solid arrow ai of B, and
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(Eλ)X = k
2, (Eλ)Y = 0, Eλ(x) = J2(λ), Eλ(ai) = 0. Since ϑ2(eλ) = ϑ(e
′
λ) is almost split in
R(B0), so is (eλ) in R(B) by Lemma 3.2.2 (ii) inductively.
2) Let L ∈ R(B) be an object given by LX = LY = k, L(x) = (λ), L(a1) = (1) and
L(ai) = 0 for i > 1. Let g : L→ Sλ be a morphism with gX = (1), gY = (0) and g(v) = 0 for all
dotted arrows v of B. It is asserted that g is not a retraction. Otherwise, if there is a morphism
h : Sλ → L such that hg = idSλ , then hX = (1) and hY = (0). But h being a morphism implies
that (1)(1) = hXL(a) = Sλ(a)hY = (0)(0), a contradiction.
3) There exists a lifting g˜ : L → Eλ with g˜π = g. If g˜X = (a, b), then g˜XπX = gX , i.e.,
(a, b)
(1
0
)
= (1), a = 1. But g˜ being a morphism implies: g˜
X
Eλ(x) = L(x)g˜X , i.e., (1, b)
(
λ 1
0 λ
)
=
(λ)(1, b), (λ, 1 + bλ) = (λ, λb), a contradiction. Thus B0 is not homogeneous. 
Proposition 3.4.2 [B1] If B0 has an induced bocs B in the case of MW2, then B0 is
non-homogeneous.
Proof Since f(x, y) is non-invertible in k[x, y, φ
X
(x)−1φ
Y
(y)−1], after dividing the dotted
arrows vj by some powers of φX (x) and φY (y), it may be assumed that f(x, y) ∈ k[x, y]. There
exist three cases on f(x, y) = α(x)h(x, y)β(y) as in Formula (3.3-1).
Case ① h(x, y) /∈ k∗, then h(x, y) and φ
X
(x)φ
Y
(y) are coprime. There is an infinite set
L
′ = {(λ, µ) ∈ k × k | h(λ, µ) = 0, φ
X
(λ)φ
Y
(µ) 6= 0}.
by Bezout’s theorem. Clearly, LX = {λ ∈ k | (λ, µ) ∈ L
′} is an infinite set.
Case ② h(x, y) ∈ k∗, but there is an irreducible factor β′(y) of β(y) coprime to φ
Y
(y). If
β′(µ) = 0, then there is an infinite set LX = {λ ∈ k | φX (λ)φY (µ) 6= 0, β(µ) = 0}.
Case ③ h(x, y) ∈ k∗, and β(y) | φ(y)e for some e ∈ Z+, then there must exist an irreducible
factor α′(x) of α(x) coprime to φ
X
(x). If α′(λ) = 0, there is an infinite set LY = {µ ∈ k |
φ
X
(λ)φ
Y
(µ) 6= 0, α(λ) = 0}.
The cases ①–② are dealt with first in the following statement 1)–3).
1) The discussion is carried out as in proof 1) of Proposition 3.4.1, then an infinite set
L ⊆ LX is obtained.
2) Let L ∈ R(B) be an object given by LX = k = LY , L(x) = (λ), λ ∈ L ;L(y) = (µ) with
(λ, µ) ∈ L ′; L(a1) = (1);L(ai) = 0 for i > 1. Let g : L → Sλ be a morphism in R(B) with
g
X
= (1), g
Y
= (0) and g(v) = 0 for all dotted arrows v, then g is not a retraction. Otherwise,
if there is a morphism h : Sλ → L such that hg = idSλ , then hX = (1) and hY = (0). But
h being a morphism implies that −1 = Sλ(a1)hY − hXL(a1) = h(δ(a1)) = f(λ, µ)h(v) = 0, a
contradiction.
3) There exists a lifting g˜ : L→ Eλ with g˜π = g. A contradiction appears as the same as in
the proof 3) of Proposition 3.4.1.
If case ③ appears, then a set of homogeneous iso-classes {Sµ | µ ∈ L } is used. Let L be the
same as in 2), and a morphism g : Sµ → L be not a section. There is an extension g˜ : Eµ → L,
which leads to a contradiction. 
Proposition 3.4.3 [B1] If B0 has an induced bocs B in the case of MW3 with R =
k[x, φ(x)−1], then B0 is non-homogeneous.
Proof After a series of regularizations ai 7→ ∅, i = 1, · · · , s−1, it may be assumed that s = 1
in MW3. Since f11(x, x¯) is non-invertible in k[x, x¯, φX (x)
−1φ
X
(x¯)−1], by a similar discussion as
the beginning of the proof of Proposition 3.4.2, there are infinite sets:
L1 = {λ | h11(λ, µ) = 0, φ(λ) 6= 0};
L2 = {λ | β11(µ) = 0, φ(λ)β11(λ) 6= 0}; L3 = {µ | α11(λ) = 0, φ(µ)α11(µ) 6= 0}
according to the cases ①–③ respectively. It is easy to see that λ 6= µ in L1–L3.
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Define a polynomial ψ(x) = φ(x)
∏n
i=1 αi(x)βi(x), there is an induced bocs B
′ of B with
R′ = k[x, ψ(x)−1] given by a localization. Note that B′ is not necessarily minimal. Set the
induced functors ϑ1 : R(B
′) → R(B), ϑ2 : R(B) → R(B
0), and ϑ = ϑ2ϑ1 : R(B
′) → R(B0).
The case of L1 or L2 is dealt with first in the following 1)–3).
1) Let Sλ ∈ R(B
′), λ ∈ L1 or L2 be an object given by (Sλ)X = k, Sλ(x) = (λ), ψ(λ) 6= 0,
then Sλ(ai) = (0) for 1 6 i 6 n by Lemma 3.2.6 (ii), since fii(λ, λ) 6= 0. If B
0 is homogeneous,
then there is a co-finite subset L ⊆ L1 or L2, such that {ϑ(Sλ) ∈ R(B
0) | λ ∈ L } is a family
of homogeneous iso-classes of B0. By Theorem 3.2.3 with respect to x of B′, there is an almost
split conflation (e′λ) : Sλ
ι
−→ Eλ
π
−→ Sλ in R(B
′), such that ϑ(e′λ) is an almost split conflation
in R(B0). By Lemma 3.1.3 (ii) it may be assumed that ι = (0 1), π = (1 0)T , thus Eλ(x) =
(
λ c
0λ
)
.
By Lemma 3.2.6 (ii) once again, Eλ(ai) = (0) for i = 1, · · · , n, therefore Eλ(x) = J2(λ). In
fact, if Eλ(x) was λI2, (e
′
λ) would be splitable. Fix any λ ∈ L , and consider the conflation
(eλ) = ϑ1(e
′
λ) in R(B), which is almost split by Lemma 3.2.2 (ii).
2) Let µ ∈ k with φ(µ) 6= 0, h11(λ, µ) = 0 or β11(µ) = 0. Define L ∈ R(B) with LX = k
2,
L(x) =
(
λ 0
0µ
)
, L(a1) = J2(0), and L(ai) = 0 for 2 6 i 6 n. L is well defined. In fact, if
η = {η
X
, η(vj)} : L 7→ L is an isomorphism, then L(x)ηX = ηXL(x) forces ηX =
(
a 0
0 b
)
, and
L(a1)ηX − ηXL(a1) = f11(L(x), L(x))η(v1) implies
( 0 b−a
0 0
)
=
(f11(λ,λ)v11 f11(λ,λ)v12
f11(µ,µ)v21 f11(µ,µ)v22
)
, which has a
solution vij = 0, a = b. Let g : L→ Sλ be a morphism with gX =
(1
0
)
and g(vj) =
(0
0
)
for all j,
then g is not a retraction. Otherwise, there is a morphism h : Sλ → L with hg = idSλ :
L
(λ 00µ)

(0 10 0) 88
g
++
Sλ
(λ)

(0)ii
h
jj .
Thus hX = (1, b). Set h(v1) = (c, d). Then
Sλ(a1)hX − hXL(a1) = f11(Sλ(x), L(x))h(v1) =⇒
0(1, b) − (1, b)
(0 1
0 0
)
= f11
(
λ,
(
λ 0
0µ
))
(c, d) =
(
f11(λ, λ)c, f11(λ, µ)d
)
,
which leads to −(0, 1) = (∗, 0), a contradiction.
3) There is a lifting g˜ : L→ Eλ with g˜π = g. Set g˜X =
(
a b
c d
)
, g˜
X
π
X
= g
X
yields g˜
X
=
(1 b
0 d
)
.
On the other hand, g˜ : L 7→ Eλ being a morphism leads to g˜XEλ(x) = L(x)g˜X , i.e.,
(1 b
0 d
)(
λ 1
0 λ
)
=(
λ 0
0 µ
)(1 b
0 d
)
, then
(
λ 1+λb
0 λd
)
=
(
λ λb
0 µd
)
, a contradiction. Therefore B0 is not homogeneous.
If L3 appears, then a set of homogeneous iso-classes {Sµ | µ ∈ L } is used. Let L be the
same as in 2), and a morphism g : Sµ → L be not a section. There is an extension g˜ : Eµ → L,
which leads to a contradiction. 
Proposition 3.4.4 If B0 has an induced bocs B in the case of MW4 with two polynomials
φ(x) and ψ(x, x1), then B
0 is non-homogeneous.
Proof Fix some λ ∈ k with ψ(λ, x1) 6= 0, L
′ = {µ | ψ(λ, µ) 6= 0} ⊆ k is a co-finite subset.
Since φ(λ) 6= 0, a series of regularizations ai 7→ ∅, wi = 0 for i = 1, · · · , n1 − 1 and a loop
mutation an1 7→ (x1) can be made in Formula (3.3-3). Thus an induced bocsB
′ ofB is obtained.
Furthermore, since fii(λ, x1, x¯1) are invertible in k[x1, ψ(λ, x1)
−1ψ(λ, x¯1)
−1] for n1 < i 6 n, after
regularizations ai 7→ ∅, wi = 0 in Formula (3.3-4), an induced minimal local bocs Bλ is obtained
and an induced functor ϑ1 as well.
Bλ : Xx1 88 , Rλ = k[x1, ψ(λ, x1)
−1], ϑ1 : R(Bλ)→ R(B).
Set ϑ2 : R(B)→ R(B
0) and ϑ = ϑ2ϑ1 : R(BX)→ R(B
0).
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1) Let S′µ ∈ R(Bλ) for any µ ∈ L
′ be given by (S′µ)X = k and S
′
µ(x1) = (µ). If B
0 is
homogeneous, then there exists a co-finite subset L ⊆ L ′, such that {ϑ(S′µ) ∈ R(B
0) | µ ∈ L }
is a family of homogeneous iso-classes. By Corollary 3.2.4, there is an almost split conflation (e′µ)
in R(Bλ), such that ϑ(e
′
µ) is almost split in R(B
0). Fix any µ ∈ L , and consider the conflation
(eµ) = ϑ1(e
′
µ) : Sµ
ι
−→ Eµ
π
−→ Sµ in R(B), where (Eµ)X = k
2, Eµ(x) = λI2, Eµ(an1) =
J2(µ), Eµ(ai) = (0), i 6= n1. Then (eµ) is almost split by Lemma 3.2.2 (ii).
2) Define a representation L of B given by LX = k
2, L(x) = J2(λ), L(an1) = µI2 and
L(ai) = 0 for i 6= n1. L is well defined, in fact if we make an unraveling for x 7→ J2(λ), then
by Lemma 3.2.6 (ii), after a sequence of regularizations
(
ai11 ai12
ai21 ai22
)
(splitting from ai) 7→ ∅; and(
wi11 wi12
wi21 wi22
)
(splitting from wi) = 0 for i = 1, · · · , n1−1, an induced bocs with δ
0
((a
n1,11
a
n1,12
a
n1,21
a
n1,22
))
= 0
is obtained. Let g : L→ Sµ be a morphism with gX =
(1
0
)
and g(vj) =
(0
0
)
for all possible j. It
is obvious that g is not a retraction.
3) There exists a lifting g˜ : L→ Eλ with g˜π = g:
L
J2(λ)

µI2 88
g˜ // Eλ
λI2

J2(µ)jj .
Since g˜
X
π
X
= g
X
, g˜
X
=
(
1 b
0 d
)
. On the other hand, (x − y)2 | f11(x, y) for w¯ 6= 0 and (J2(λ) −
λI2)
2 = 0, hence f11(J2(λ), λI2) = 0. g˜ : L→ Eλ being a morphism implies that
L(a1)g˜X − g˜XEλ(a1) = f11(L(x), Eλ(x))g˜(w¯) = 0 for w¯ 6= 0, or 0 for w¯ = 0
=⇒ µ
(1 b
0 d
)
−
(1 b
0 d
)
J2(µ) = 0, i.e. −
(0 1
0 0
)
= 0.
The contradiction shows that B0 is non-homogeneous. 
Proposition 3.4.5 Let the bocs B0 have induced bocses Bs,Bε,Bτ given in Formula (3.2-
3) and satisfying the condition (i)–(iii) stated between Corollary 3.2.4 and 3.2.5. Then B0 is
non-homogeneous.
Proof Suppose B = Bε, where T = {X,Y }, RX = k[x, φ(x)
−1], RY = k1Y , the layer
L = (R;ω; a1, · · · , an; v1, · · · , vm) and a1 : X → Y, δ(a1) = 0:
B : X
a1 //x 88 Y .
Making a reduction given by a1 7→ (1) of Proposition 2.2.7, an induced local bocs B
′ = Bτ is
obtained by a sequence of regularizations with T ′ = {Z}, R′ = k[z, φ′(z)−1]. Set the induced
functors ϑ1 : R(B
′)→ R(B), ϑ2 : R(B)→ R(B
0), and ϑ = ϑ2ϑ1 : R(B
′)→ R(B0).
1) For any λ ∈ k, φ′(λ) 6= 0, there is an object S′λ ∈ R(B
′) with (S′λ)Z = k, S
′
λ(z) = (λ).
If B0 is homogeneous, then there exists a co-finite subset L ⊆ k \ {µ | φ′(µ) = 0}, such that
{ϑ(S′λ) ∈ R(B
0) | λ ∈ L } is a family of homogeneous iso-classes. Fix any λ ∈ L , there is an
almost split conflation (e′λ) : S
′
λ
ι
−→ E′λ
π
−→ S′λ in R(B
′) with E′λ(z) = J2(λ), such that ϑ(e
′
λ)
is an almost split conflation in R(B0) by Corollary 3.2.5. Let (eλ) = ϑ1(e
′
λ) : Sλ → Eλ → Sλ is
an almost split conflation in R(B) by lemma 3.2.2 (ii) inductively, where
Sλ : k
(1) //(λ) 99 k , Eλ : k
2 I2 //J2(λ) 88 k
2 .
2) Define an object L ∈ R(B) with LX = k
2, LY = 0, L(x) = λI2, L(ai) = (0), 1 6 i 6 n.
Define a morphism g : Sλ → L with gX = (0 1), gY = 0, and g(v) = 0 for any dotted arrow
v. It is claimed that g is not a retraction. Otherwise, if there is a morphism h : L → Sλ with
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gh = idSλ , then hX =
(
c
1
)
. Since hXSλ(a1) = L(a1)hY , there is
(
c
1
)
(1) = 0, a contradiction.
k(0) 99
(λ)
 ι
X
=(0 1)
//
gX=(0 1)
❋❋
❋❋
❋❋
❋❋
❋❋
""❋
❋❋
❋❋
❋❋
❋❋
❋
(1)

k2
J2(λ)
		
(0)ff
g˜X=(a b0 1)
①①
①①
①①
①①
①①
{{①①
①①
①①
①①
①
I2

k
ι
Y
=(0 1)
//
gY =0
❋❋
❋❋
❋❋
❋❋
""❋
❋❋
❋❋
❋❋
❋❋
❋❋
❋❋
k2
g˜Y=0
①①
①①
①①
①①
{{①①
①①
①①
①①
①①
①①
①k2
λI2
		
(0)2ff
(0)

0
3) There exists an extension g˜ : Eλ → L with ιg˜ = g, which implies g˜X =
(
a b
0 1
)
. Since g˜
is a morphism, there is E(x)g˜
X
= g˜
X
L(x), i.e.
(0 1
0 0
)
=
(0 1
0 0
)(
a b
0 1
)
=
(
a b
0 1
)(0 0
0 0
)
, a contradiction.
Therefore B0 is not homogeneous. 
Remark 3.4.6 For the sake of convenience, the following notation on MW5 is used. Let
(A,B) be a pair with R being trivial, and (Aν ,Bν) be an induced pair of (A,B) given by a
sequence of reductions in the sense of Lemma 2.3.2. Suppose (Aν ,Bν) is local, and by calculating
a series of triangular formulae according to Subsection 3.3, an induced pair
(Aν(λ0,λ1,··· ,λl−1),B
ν
(λ0,λ1,··· ,λl−1)
) (3.4-2)
is obtained. Suppose in addition, the pair (3.4-2) is in the case of MW5, which satisfies Formula
(3.3-3)–(3.3-4) with the polynomials φ(x) and ψ(x, x1) given by Formulae (3.3-8) and (3.3-9).
Denote the pair (3.4-2) by (As+1,Bs+1). It means that (As,Bs), with the first arrow as1
and δ(as1) = 0, is obtained by a sequence of reductions in the sense of Lemma 2.3.2 starting
from (A,B). After making a loop mutation as1 7→ (x), there is an induced pair (A
s+1,Bs+1)
with Rs+1 = k[x]. Removing, by regularizations, the pairs of arrows (a1, w1); · · · ; (an1−1, wn1−1)
from Bs+1 in Formula (3.3-3), an induced pair say (At,Bt) under the assumption x 7→ (λ) is
obtained. Denote the solid arrows of Bt by atj+1, j = 0, · · · , n− n1, then a
t
1 obtained from an1 ,
is the first arrow of Bt. The bocs Bt is also said to be in the case of MW5.
4. One-sided pairs
In this section, some special quotient problems of matrix bimodule problems are defined.
The purpose is to deal with the most difficult part of the proof of the main theorem in the
subsections 5.4–5.5.
4.1 Definition of one-sided pairs
We give the definition of one-sided pairs; then consider the induced pairs after some reduc-
tions via pseudo formal equations in this subsection.
Let A = (R,K,M,H = 0) be a matrix bimodule problem with T being trivial, let C,B be
the associated bi-comodule problem and bocs respectively. Suppose a sequence of pairs
(A,B), (A1,B1), · · · , (Ar,Br)
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is given by reductions in the sense of Lemma 2.3.2. Assume that the leading position of the
first base matrix Ar1 of M
r
1 is (p
r, qr) contained in the (p, q)-th leading block of of A1 of M
partitioned under T . It is further assumed that d1, · · · , dm are the first m solid arrows of B
r,
which locate at the pr-th row of the formal product Θr, such that dm is sitting at the last column
of the (p, q)-block, see the picture below:
· · ·d1 dm (4.1-1)
Recalling the statement between Formula (1.2-3) and (1.2-4), the quotient problem (Ar)[m] =
(Rr,Kr, (Mr)[m],Hr) of Ar; the sub-bi-comodule problem (Cr)(m) = (Rr, Cr, (N r)(m), ∂ |(N r)(m))
of Cr with the quasi-basis d1, · · · , dm of (N
r)(m), and the sub-bocs (Br)(m) of Br, a quotient-
sub-pair ((Ar)[m], (Br)(m)) is obtained, and it is denoted by (A¯, B¯) for simplicity.
Denote a set of integers by T¯ = T¯R × T¯C ⊆ T
r, where T¯R = {0} and T¯C = {1, , 2 · · · ,m}
are the row and column indices of (d1, d2, · · · , dm) respectively. A representation of size vector
n = (n0;n1, · · · , nm) over A¯ can be written as M¯ = (M¯1, · · · , M¯m), where M¯i is an n0 × ni-
matrix over k. But a morphism between two representations must be discussed returning back
to the category R(Ar). Moreover, if A¯′ is any induced pair of A¯, a pseudo functor ϑ¯ can be
considered acting on the objects over A¯′. Recall the formal equation of the pair (Ar,Br):
(
∑
Y ∈T r e
r
Y
∗ ErY )(
∑
i a
r
i ∗ A
r
i ) =
(
Hr(
∑
j v
r
j ∗ V
r
j )− (
∑
j v
r
j ∗ V
r
j )H
r
)
+(
∑
i a
r
i ∗ A
r
i )(
∑
Y ∈T r e
r
Y
∗ ErY +
∑
j v
r
j ∗ V
r
j )− (
∑
j v
r
j ∗ V
r
j )(
∑
i a
r
i ∗A
r
i ).
Let di : X → Yi (possibly Yi = X, or Yi = Yj for i 6= j). Then the (p
r, qr), · · · , (pr, qr+m−1)-th
equations of the formal equation of (Ar,Br) can be rewritten as:
e
X
(d1, d2, · · · , dm) = (w1, w2, · · · , wm) + (d1, d2, · · · , dm)

e
Y1
w12 · · · w1m
e
Y2
· · · w2m
. . .
...
e
Ym
 . (4.1-2)
Remark 4.1.1 We give some explanation on the notations of Formula (4.1-2).
(i) e
X
is the (pr, pr)-th entry of the formal product
∑
Y ∈T r e
r
Y
∗ ErY ; and eYξ the (q
r + ξ −
1, qr + ξ − 1)-th entry of that for ξ = 1, · · · ,m.
(ii) For ξ = 1, · · · ,m, wξ is the (p
r, qr+ ξ− 1)-th entry of Hr(
∑
j v
r
j ∗V
r
j )− (
∑
j v
r
j ∗V
r
j )H
r.
In fact, wξ =
∑
j α
j
ξv
r
j , where s(v
r
j ) ∋ p
r, t(vrj ) ∋ q
r + ξ − 1, αjξ ∈ k.
(iii) For 1 6 η < ξ 6 m, wηξ is the (q
r + η − 1, qr + ξ − 1)-th entry of
∑
j v
r
j ∗ V
r
j . In fact,
wηξ =
∑
j β
j
ηξv
r
j where s(v
r
j ) ∋ q
r + η − 1, t(vrj ) ∋ q
r + ξ − 1, βjηξ ∈ k.
The differential of d1, · · · , dm can be read off from Formula (4.1-2). Note that in each
monomial of the differential, there exists at most one solid arrow multiplying the the dotted one
from the left:
−δ(di) = wi +
∑
j<i djwij, 1 6 i 6 m. (4.1-3)
Definition 4.1.2 A bocs B with a layer L = (R;ω; a1, . . . , am, b1, · · · , bn;uj , vj , u¯j , v¯j) is
said to be one-sided, provided that R is trivial and T = {X,Y1, · · · , Yh}; the solid arrows
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a : X → Y, b : X → X, and the dotted arrows are divided into four classes: u¯ : X → X,
u : Y → Y ′, v¯ : Y → X, v : X → Y ; the differentials of the solid arrows are given by
δ(ai) =
∑
j αijvj +
∑
i′<i,j βii′jai′uj +
∑
bi′≺ai,j
γii′jbi′vj,
δ(bi) =
∑
j λij u¯j +
∑
ai′≺bi,j
µii′jai′ v¯j +
∑
i′<i,j νii′jbi′ u¯j ,
with the coefficients αij, βii′j, γii′j , λij , µii′j , νii′j ∈ k.
The associated bocs B¯ of A¯ is one-sided by Formula (4.1-3), and (A¯, B¯) is called a one-sided
pair.
❥
✻
r
✂
✂
✂
✂
✂
✂✌
 
 
 
 
 ✠
❅
❅
❅
❅
❅❘rr r
Y1 YhY2
X
♣♣♣♣♣♣♣♣♣♣♣♣♣♣
✠
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣
■
u¯
v v¯
u
b
a
· · ·
(4.1-4)
Let (A,B) be any pair, (A[h],B(h)), h > 1, be a quotient-sub-pair. Note that if the reduction
on (A,B) is made with respect to an admissible R′-R¯-bimodule L by Proposition 2.2.1–2.2.7,
then L is also the admissible bimodule of (A[h],B(h)). Thus there are two sequences of reductions
as below, such that (A¯i+1, B¯i+1) and (Ar+i+1,Br+i+1) are obtained respectively from (A¯i, B¯i)
and (Ar+i,Br+i) by the same admissible bimodule, or by the same regularization 2.1.8 for
0 6 i < s:
(A¯, B¯), (A¯1, B¯1), · · · , (A¯i, B¯i) · · · , (A¯s, B¯s);
(Ar,Br), (Ar+1,Br+1), · · · , (Ar+i,Br+i), · · · , (Ar+s,Br+s).
(4.1-5)
Let A¯i = (Ar+i)[m
i] = (Rr+i,Kr+i,M¯i, F i) be a quotient problem with mi being the number
of the base matrices of M¯i, and the associated sub-bi-comodule problem C¯i = (Cr+i)(m
i) =
(Rr+i, Cr+i, N¯ i, ∂¯i). A formula of the pair (A¯i, B¯i) is written as follows for i = 0, 1, · · · , s:
ei
X
(F i + Θ¯i) = (W1, · · · ,Wm) + (F
i + Θ¯i)

ei
Y1
W12 · · · W1m
ei
Y2
· · · W2m
. . .
...
ei
Ym
 (4.1-6)
where the diagonal parts of ei
X
and the most right matrix in Formula (4.1-6) can be viewed as
a reduced formal product Υ¯i of (K0, C0). Θ¯
i is the formal product of (M¯i1, N¯
i
1) containing the
solid arrows splitting from d1, · · · , dm; F
i + Θ¯i is a (1×m)-partitioned matrix under T¯ with a
size vector ni = (ni0;n
i
1, · · · , n
i
m), and F
i is sitting in the blank part in the picture:
F i + Θ¯i =
diq · · ·
dip d
i
p+1 · · ·
· · · · · ·
di1 d
i
2 · · ·
· · ·
· · ·
· · ·
· · · · · ·
· · · · · ·
· · · dip−1
Reductions are performed according to Theorem 2.4.4. More precisely, the system I¯F
ri
of
Formula (2.4-5) for the pair (Ar+i,Br+i) can be written as F¯ i below, which is said to be the
reduced defining system of the pair (A¯i, B¯i).
F¯ i : Ψ¯l
ni
F i ≡≺(p¯i,q¯i) Ψ¯
m
ni
+ F iΨ¯r
ni
, (4.1-7)
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where the upper indices l,m, r are used to show the left, middle and right parts of the variable
matrix Ψ¯ni ; Ψ¯
l
ni
is the strict upper triangular part of ei
X
; Ψ¯r
ni
is that of the most right matrix
in Formula (4.1-6); and Ψ¯mni = (W1, · · · ,Wm). Namely, F¯
i is obtained from Formula (4.1-6) by
removing the term Θ¯i and the diagonal parts of the most left and right matrices. The strict
upper triangular parts of ei
X
and ei
Yj
for 1 6 j 6 m are constructed inductively in Proof 2) of
Theorem 2.4.4; while Wh and Whl are the splitting of wh, whl.
Since it is difficult to calculate the dotted arrows after a reduction, the linear relation of the
dotted elements of Ψ¯ appearing in the reduction will be described instead.
On the other hand, Π¯i = Ψ¯ni may be said to be a pseudo formal product of (K
i
1, C
i
1); and
Formula (4.1-6) a pseudo formal equation of the pair (A¯i, B¯i), since the entries of Π¯i are dotted
elements with some linear relations. The reason that we borrowed the concept of “formal
product” was that it is possible to read off the differential of the solid arrows from Formula
(4.1-6) according to Theorem 1.4.2. For example for the first arrow dilp¯q¯:
−δ(dilp¯q¯) = w
i
lpq +
∑
j<l,q d
i,0
jp¯qw
i
jl,qq¯ +
∑
q<q¯ d
i,0
lp¯qw
i
Y qq¯ −
∑
q>p¯ w
i
Xp¯qd
i,0
lqq¯, (4.1-8)
where dilp¯q¯ is split from dl : X → Y , d
i,0
jpq is the (p, q)-th entry obtained from dj in F
i.
Remark 4.1.3 Let (A¯′, B¯′) be any induced pair of (A¯, B¯) after several reductions in the sense
of Lemma 2.3.2. And (A¯′′, B¯′′) is an induced pair of (A¯′, B¯′) given by one of three reductions of
2.3.2.
(i) If there is a linear relation of dotted elements
∑
j uj = 0 in Ψ¯n′ , then
∑
j u¯j = 0 in Ψ¯n′′
with u¯j being the split of uj.
(ii) Suppose a′1 is the first arrow of B
′, and δ(a′1) = v +
∑
j αjuj, where v, uj are dotted
elements of Ψ¯n′ . If v is a dotted arrow, and v /∈ {uj}, then δ(a
′
1) 6= 0.
(iii) Set a′1 7→ ∅ in (ii) by a regularization, it is said that v is replaced by −
∑
j uj in Ψ¯n′′ .
(iv) If we are able to determine that a dotted element v of Ψ¯n′′ is linearly independent of all
the others, then v is said to be a dotted arrow preserved in B¯′′.
4.2 Differentials in one-sided pairs
In this subsection, the classification of local one-sided bocses is discussed; and the differentials
of the solid arrows of non-local bocses are calculated.
For the sake of simplicity, the black letter δ is used instead of the symbol “−δ”, see Formulae
(4.1-3) and (4.1-8), up to the end of the whole section 4. First of all, Classification 3.3.5 gives
the following Classification on local one-sided bocses. The forms in one-sided case are much
simpler than those in general case.
Classification 4.2.1 Let B¯ be a local one-sided bocs with a layer (letter a is changed to
the letter b):
L = (R;ω; b1, · · · , bn; v1, · · · , vm).
(i) B¯ with R = k1X has differentials by Formula (3.3-5) after some base changes:
δ
0(b1) = u¯1, δ
0(b2) = u¯2, · · · , δ
0(bn) = u¯n.
(ii) B¯ with R = k1X has some integer 1 6 n0 < n, such that the differentials are
δ
0(bi) = u¯i, 1 6 i < n0; δ
0(bn0) =
∑n0−1
i=1 fn0iu¯i, fn0i ∈ k;
δ
1(bi) =
∑i−1
j 6=n0,j=1
fij(bn0)u¯j + fiiu¯i, with respect to bn0 ,
where, n0 < i 6 n, fij(bn0) = β
0
i,j + β
1
i,jbn0 ∈ k[bn0 ] for i < j, fii ∈ k
∗.
(4.2-1)
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B¯ with R = k[x] is given by a sequence of regularizations, followed by an0 7→ x in Formula
(3.3-6). For the sake of simplicity, Formulae (3.3-2) and (3.3-3) are written in a unified form:
δ
0(b1) = f11(x)u¯1,
δ
0(b2) = f21(x)u¯1 + f22(x)u¯2,
· · · · · ·
δ
0(bt) = ft1(x)u¯1 + ft2(x)u¯2 + · · · + ft,t−1(x)u¯t−1 + ftt(x)u¯t,
(4.2-2)
where fij(x) = α
0
i,j + α
1
i,jx ∈ k[x] for 1 6 i 6 j 6 t, and fii(x) 6= 0 for 1 6 i < t.
(iii) B¯ has an induced bocs B¯(λ0,··· ,λl) with Formula (4.2-2), where t = n, fnn(x) 6= 0;
φ(x) = 1 in Formula (3.3-7); and there is some minimal 1 6 s 6 n, such that fss(x) ∈ k[x] \ k
is non-invertible in k[x]. It is in the case of MW3.
(iv) B¯ has an induced bocs B¯(λ0,··· ,λl−1) with Formula (4.2-2), where t = n1 < n, fn1,n1(x) =
0 and φ(x) =
∏n1−1
i=1 fii(x) in Formula (3.3-8). Denoting bn1 by x1, Formula (3.3-4) shows:
δ
1(bn1+1) = Kn1+1 + fn1+1,n1+1(x)u¯n1+1,
δ
1(bn1+2) = Kn1+2 + fn1+1,n1+1(x, x1)u¯n1+1 + fn1+2,n1+2(x)u¯n1+2,
· · · · · ·
δ
1(bn) = Kn + hn,n1+1(x, x1)u¯n1+1 + · · ·+ fn,n−1(x, x1)u¯n−1 + fnn(x)u¯n,
(4.2-3)
where fij(x, x1) ∈ k[x, x1] for i < j, fii(x) 6= 0; and the polynomial ψ(x) = φ(x)
∏n
i=n1+1
ci(x)fii(x)
is given by Formula (3.3-9). It is in the case of MW4.
Note in particular, that MW5 never occurs in one-sided case.
Proof The one-sided bocs of (i) is finite type, and that of (ii) is tame infinite.
(iii) There is no localization needed in Formula (4.2-2), thus ci(x) = 1. It is clear that
hii(x, x) = 1 in Formula (3.3-1), therefore φ(x) = 1. Finally, any non-zero and non-invertible
polynomial of k[x] belongs to k[x] \ k.
(iv) Suppose the last terms of the formulae in (4.2-3) are 0 6= f ′ii(x, x1) = fii(x)hii(x, x1) with
hii(x, x1) ∈ k[x, x1, ψ(x)
−1] \ k[x] or hii(x, x1) = 1. If there exists a minimal integer n1 < s 6 n,
such that kss(x, x1) /∈ k[x], then for any λ ∈ k with ψ(λ) 6= 0, the induced bocs Bλ given by
x 7→ (λ) returns to case (iii). Therefore f ′ii(x, x1) = fii(x) ∈ k[x] for n1 < i 6 n. 
From now on, a general one-sided pair (A¯, B¯) with |T¯ | > 1 is dealt with. If B¯X , the
induced local bocs of B¯, is in case (iii) or (iv) of Classification 4.2.1, then B¯X is wild and non-
homogeneous, so is B¯. Since B¯X in case (i) of 4.2.1 is relatively simple, the discussion below is
concentrated on B¯X given by Formula (4.2-1) in case (ii) of 4.2.1. Denote the solid edges of B¯
before bn0 by a1, · · · ah. The differential δ
0 acting on a’s has two possible expressions. First,
δ
0(a1) = v1, · · · · · · , δ
0(ah) = vh. (4.2-4)
Second, there exists some 1 6 h1 < h, such that δ
0(a1) = v1, · · · , δ
0(ah1−1) = vh1−1, but
δ
0(ah1) =
∑h1−1
j=1 α¯h1,jvj . Inductively, there are two subsets {h1, · · · , hs} ⊆ {1, · · · , h}, and
Λ = {1, · · · , h} \ {h1, · · · , hs}, such that{
δ
0(ai) = vi, i ∈ Λ;
δ
0(ahl) =
∑
j∈Λ,j<hl
α¯hl,jvj , l = 1, · · · , s.
(4.2-5)
Convention 4.2.2 Suppose B¯ is a one-sided bocs with B¯X given by Formula (4.2-1). All
the loops b1, · · · , bn at X are called b-class arrows, where the loop b¯ = bn0 is said to be effective
or b¯-class, the others are non-effective. The edges a1, · · · , ah before b¯ are called a-class arrows,
where {a¯i = ahi | 1 6 i 6 s} are said to be effective or a¯-class, the others are non-effective. Let
c1, c2, . . . , ct be the solid edges after b¯, which are called c-class arrows, and they are effective.
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A solid arrow splitting from one of the classes a, a¯, b, b¯, c, or a dotted element splitting from
a dotted arrow of u, v, u¯, v¯-classes in Picture (4.1-4) are said to be in the same class.
A special case of the differential δ1 with respect to b¯ on c-class arrows is given by
δ
1(c1) =
∑
j∈Λ γ1j(b¯)vj + γ1,h+1(b¯)vh+1,
· · · · · · · · ·
δ
1(ct) =
∑
j∈Λ γtj(b¯)vj + γt,h+1(b¯)vh+1 + · · ·+ γt,h+t(b¯)vh+t,
(4.2-6)
where {vj}j∈Λ ∪ {vh+j}16j6t are dotted arrows, γi,h+i(b¯) 6= 0 for 1 6 i 6 t.
Lemma 4.2.3 Let B¯ be a one-sided bocs with B¯X being in case (ii) of Classification 4.2.1.
If Formula (4.2-6) fails, i.e. there exists some minimal 1 6 l 6 t with γl,h+l(b¯) = 0, then B¯ is
non-homogeneous.
Proof It is proceed with a sequence of regularizations: aj 7→ ∅, vj = 0 for j ∈ Λ, bj 7→
∅, u¯j = 0 for 1 6 j < n0, and edge reductions a¯hi 7→ (0) for i = 1, · · · , s. Then after a loop
mutation b¯ 7→ (x), and defining a polynomial φ(x) =
∏l−1
i=1 γi,h+i(x) by Formula (4.2-6), an
induced pair (A′,B′) is obtained, such that R′X = k[x, φ(x)
−1] and B′X is minimal. Without
loss of generality, suppose T ′ = {X,Y } with RY = k. Making regularizations ci 7→ ∅, v
′
h+i = 0
for 1 6 i < l, an induced bocs ·x ;;
cl // · of two vertices with δ(cl) = 0 follows, which is in
the case of MW1. Thus B¯′, consequently B¯, are wild and non-homogeneous. 
Let δ¯ be obtained from the differential δ by removing all the monomial involving any non-
effective a, b-class solid arrows. Now δ¯ acting on all a, b, c-class arrows is written in the following
three formulae:
δ¯(ai) = vi +
∑
hl<i
a¯l(
∑
j ǫiljuj), i ∈ Λ;
δ¯(a¯τ ) =
∑
j<hτ
α¯τjvj +
∑
l<τ a¯l(
∑
j ǫ¯τljuj), 1 6 τ 6 s.
(4.2-7)
δ¯(bi) = u¯i +
∑
a¯l≺bi
a¯l(
∑
j εilj v¯j), i < n0;
δ¯(b¯) =
∑n0−1
j=1 β¯j u¯j +
∑s
l=1 a¯l(
∑
j ε¯lj v¯j), i = n0;
δ¯(bi) = u¯i +
∑i−1
j=1,j 6=n0
βij(b¯)u¯j +
∑s
l=1 a¯l(
∑
j εilj v¯j) +
∑
cl≺bi
cl(
∑
j ε
′
ilj v¯j), i > n0.
(4.2-8)
δ¯(cτ ) =
∑s
l=1 a¯l(
∑
j ζτljuj) +
∑
j6h+τ γτj(b¯)vj +
∑i−1
l=1 cl(
∑
j ξτljuj), 1 6 τ 6 t. (4.2-9)
where all the coefficients ǫ, ǫ¯, α¯, ε, ε′, ε¯, β¯, ζ, ξ ∈ k, and β(b¯) = β0 + β1b¯, γ(b¯) = γ0 + γ1b¯ ∈ k[b¯].
4.3. Reduction sequences of one-sided pairs
The purpose of this subsection is tow folds: 1) present a condition on formal products,
which can be preserved after some edge reductions; 2) construct a reduction sequence based on
1) starting from a non-local one-sided pair (A¯, B¯) with B¯X given by Formula (4.2-1).
Condition 4.3.1 (BRC) Let (A,B) be any pair with trivial T .
(i) Suppose the solid arrows D = {d1, · · · , dq} and E = {e1, · · · , ep} locate in the lowest non-
zero row of Θ and form the first p+q arrows ofB (not necessarily fulfilling of the whole row), such
that e1, · · · , ep−1 are edges starting from X, e = ep is a loop at X, and di ≺ ep, 1 6 i 6 q. There
exists a set of dotted arrows U = {u1, · · · , uq}, whose complement in V
∗ is W = {w1, · · ·wt}.
(ii) Denote by δ¯ the part of the differential of a solid arrow in D ∪ E by removing all the
monomials containing any solid arrow in D.
δ¯(di) = ui +
∑t
j=1(
∑
el≺di
λijlel)wj , 1 6 i 6 q;
δ¯(ei) =
∑
dj≺ei
αijuj +
∑t
j=1(
∑i−1
l=1 µijlel)wj , 1 6 i 6 p,
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where the coefficients λijl, αij , µijl ∈ k. Then it is said that (A,B) satisfies the bottom row
condition with respect to (D,U) and (E ,W), or (BRC) for short.
From now on, we use G(k) instead of the reduction block G given below Lemma 2.3.2 for the
sake of simplicity up to the end of Section 4, if there is not any confusion to be caused. Suppose
the pair (A,B) satisfies (BRC) with p, q > 1, and the first arrow of B is a1 : X → Y . Now the
condition (BRC) on the induced pair (A′,B′) is discussed.
Case (i) a1 = d1, and d1 7→ ∅, let D
′ = {d2, · · · , dq},U
′ = {u2, · · · , uq} and E
′ = E ,W ′ =W.
Case (ii) a1 = e1, and e1 7→ (0), let D
′ = D,U ′ = U ; E ′ = {e2, · · · , ep},W
′ =W.
Denote by •i a solid or dotted arrow of B. Suppose after a reduction below, •i splits into a
2 × 1 or 2 × 2 matrix in B′. Then the arrows at the second row of the matrix are denoted by
•i2, or •i21, •i22.
Case (iii) a1 = e1, and e1 7→
(1
0
)
, let D′ = {di21, di22 | t(di) = X} ∪ {dj2 | t(dj) 6= X},
U ′ = {ui21, ui22 | t(di) = X} ∪ {uj2 | t(dj) 6= X}; and E
′ = {e22, · · · , ep−1,2, ep21, ep22}, W
′ is
obtained by the split of W and an additional dotted arrow ν∗1(eZ(X,1) ⊗k fZ(X,2) ) defined in Proof
2) of Proposition 2.1.5.
Case (iv) a1 = e1 and e1 7→
(0 1
0 0
)
, let D′ = {di21, di22 | t(di) = X or Y }∪{dj2 | t(dj) 6= X,Y },
U ′ = {ui21, ui22 | t(di) = X or Y }∪{uj2 | t(dj) 6= X,Y }; and E
′ = {ei21, ei22 | t(ei) = Y }∪{ej2 |
t(ej) 6= Y } ∪ {ep21, ep22}, W is obtained by the split of W and two additional dotted arrows
ν∗1(eZ(X,1) ⊗k fZ(X,2) ), ν
∗
1(eZ(Y,1) ⊗k fZ(Y,2) ) given in Proof 2) of 2.1.5.
Lemma 4.3.2 Suppose the pair (A,B) satisfies (BRC) with p, q > 1, and the first arrow of
B is a1 : X → Y . Then after making a reduction a1 7→ G as above (i)–(iv), the induced pair
(A′,B′) satisfies (BRC) with respect to (D′,U ′) and (E ′,W ′).
Proof The cases (i) and (ii) are trivial.
Suppose the reduction block G =
(1
0
)
in (iii), resp.
(0 1
0 0
)
in (iv), then X,Y split into two
vertices X ′, Y ′, resp. three vertices X ′, Y ′, Y ′′:
e
X
7→ e′
X
=
(
e
Y ′
w
e
X′
)
, e
Y
7→ e′
Y
= e
Y ′
, or e
Y
7→ e′
Y
=
(
e
Y ′′
w′
e
Y ′
)
.
In above-mentioned two cases, by condition (i) of (BRC) on (A,B), ei2 or ei21, ei22 for 1 < i < p
start at X ′, but do not end at X ′, because t(ei) 6= X; the edge ep21 : X
′ → Y ′, and the loop
ep22 : X
′ → X ′. Therefore the pair (A′,B′) still satisfies (i) of (BRC). By condition (ii) of (BRC)
on (A,B), we have
δ¯(Di) = Ui +
∑t
j=1 λij1GWj +
∑t
j=1(
∑
el≺di
λijlEl)wj ,
δ¯(Ei) =
∑
dj≺ei
αijUj +
∑t
j=1 µij1GWj +
∑t
j=1(
∑i−1
l=2 µijlEl)Wj +
(0w
0 0
)
Ei −
(
0 orEi
(0w′
0 0
))
,
where δ¯(M) = (δ¯(aij)) for M = (aij). Since the bottom row of G is (0) or (0 0), (A
′,B′) still
satisfies condition (ii) of (BRC). 
Lemma 4.3.3 Let (A¯, B¯) be a one-sided pair with B¯X given by Formula (4.2-1), T¯ being
trivial and |T¯ | > 1. Then (A¯, B¯) satisfies (BRC) with respect to the sets:
D = {ai, i | Λ} ∪ {bj | j < n0}, U = {vi | i ∈ Λ} ∪ {u¯j | j < n0};
E = {a¯τ , 1 6 τ 6 s} ∪ {b¯}, W = {vi | i /∈ Λ} ∪ {u¯j | j > n0} ∪ {u, v¯-class arrows}.
Theorem 4.3.4 Let (A¯, B¯) be a one-sided pair with B¯X given by Formula (4.2-1), T¯ being
trivial and |T¯ | > 1. Then there exists a sequence of reductions in the sense of Lemma 2.3.2 as
the first part of a sequence towards a pair (A¯t, B¯t) in the case of MW5 given by Remark 3.4.6:
(A¯, B¯) = (A¯0, B¯0), (A¯1, B¯1), · · · , (A¯γ , B¯γ), (A¯γ+1, B¯γ+1), · · · , (A¯κ−1, B¯κ−1), (A¯κ, B¯κ) (4.3-1)
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where κ is the minimal index, such that the pair (A¯κ, B¯κ) satisfies the following condition (B).
Condition (B). If a row of the formal product Θ¯β of (Mβ1 ,N
β
1 ) contains some b¯-class arrows
of B¯β, then the same row of F β contains one and only one nonzero entry which is a link in some
reduction block Giβ of H
β obtained by an edge reduction.
(i) For i = 0, 1, · · · , (κ − 2), the reduction from A¯i to A¯i+1 is a composition of a series of
reductions A¯i = A¯i,0, A¯i,1, · · · , A¯i,ri , A¯i,ri+1 = A¯i+1:
① For 0 6 j < ri − 1, the reduction from A¯i,j to A¯i,j+1 is a sequence of regularizations
for non-effective a, b-class arrows, and finally an edge reduction of the form (0) for
an effective a or b-class arrow. The reduction form A¯i,ri−1 to A¯i,ri is a sequence of
regularizatiosn for non-effective a, b-class arrows.
② The first arrow ai1 : Xi 7→ Y i of B¯i,ri is an effective a or b-class edge with δ(ai1) = 0.
Making an edge reduction ai1 7→
(1
0
)
or
(0 1
0 0
)
, the last term A¯i,ri+1 = A¯i+1 is obtain.
(ii) It is possible that there exist a minimal integer γ, and an index 1 6 j 6 rγ + 1, such that
the first arrow of B¯γ,j locates outside the matrix block coming from b¯ under T¯ , but the
first arrow of B¯γ,j+1 locates at the first column of the block.
(iii) The reduction from A¯κ−1,0 to A¯κ−1,rκ−1 is a composition of a series of reductions given by
① of (i). There are two possibilities.
① The first arrow aκ−11 of B¯κ−1,rκ−1 is an effective a or b-class solid edge with δ(aκ−11 ) =
0. Making an edge reduction aκ−11 7→ (1) or (0 1), the last term A¯
κ−1,rκ−1+1 = A¯κ is
obtained.
② The first arrow aκ−11 is an effective b-class loop at the down-right corner of the matrix
block coming from b¯ under T¯ with δ(aκ−11 ) = 0. Making a loop reduction a
κ−1
1 7→W ,
a Weyr matrix over k, A¯κ−1,rκ−1+1 = A¯κ is obtained.
Proof If there is not any a¯-class edges, i.e. s = 0, then after a series of regularizations,
the unique effective loop in the induced bocs becomes the first arrow with δ(b¯) = 0. Since the
induced pair is not local, but the parameter x appears only in a local pair by Remark 3.4.6, set
b¯ 7→W by a loop reduction of Lemma 2.3.2, the final pair (A¯1, B¯1) satisfies ② of (iii) with κ = 1.
Suppose s > 0, regularizations are made on ai, bj before a¯1, the corresponding vi, u¯j = 0. Thus
δ(a¯1) = 0 by Formula (4.2-7), if a¯1 7→ (0), A¯
0,1 given by ① of (i) is obtain. If r0 > 1, repeating
the procedure in ① of (i), A¯0,r0 is finally reached with the first arrow a01 and δ(a01) = 0. If a01 is
a¯-class and a01 7→ (1), (0 1), ① of (iii) is obtained; if a01 = b¯ then b¯ 7→ W , ② of (iii) is obtained,
and κ = 1 in both cases.
Otherwise, if a01 7→
(1
0
)
or
(0 1
0 0
)
in case ② of (i), the induced pair (A¯1, B¯1) is obtained, which
satisfies (BRC) by Lemma 4.3.2–4.3.3.
Suppose (A¯i, B¯i) for some i < κ − 1 given in (i) has been obtained. Now we continue the
reductions up to the induced pair (A¯i+1, B¯i+1). (A¯i, B¯i) satisfies (BRC) by Lemma 4.3.2–4.3.3
inductively. Suppose the first arrow of B¯i,0 is ai,01 = aτniq or bτniq splitting from a non-effective
arrow aτ or bτ with n
i being the index of the bottom row of Θ¯i, and q being the column index
inside the splitting block partitioned under T¯ , then δ(ai,01 ) = vτniq, or u¯τniq by Formulae (4.2-
7)–(4.2-8), (4.1-8) and Remark 4.1.3 (i). Thus ai,01 7→ ∅, vτniq = 0 or u¯τniq = 0 by Remark 4.1.3
(ii). The regularizations are continue for the non-effective arrows inductively, and finally an
effective one is sent to (0), then A¯i,1 is obtained by ① of (i). With a similar argument as above,
A¯
i,ri is reached, the first arrow of B¯i,ri has the differential δ(ai1) = 0. Let a
i
1 7→
(1
0
)
or
(0 1
0 0
)
, the
(i
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If the procedure in (i) was continued without stop, the reduction sequence would have been
infinite. Meanwhile, the b¯-class loop at the down-right corner of the matrix block splitting from
b¯ partitioned under T¯ has never been reached in (i). Therefore the procedure of (iii) must occur
at some stage, say at the stage κ− 1.
If the first arrow aκ−11 of B¯
κ−1,rκ−1 is an edge, then aκ−11 7→ (1) or (0 1) gives case ① of (iii).
If aκ−11 is a loop, then a
κ−1
1 7→W by a loop reduction of Lemma 2.3.2 gives case ② of (iii), since
A¯
κ−1,rκ−1 is not local from A¯κ−1,0 being non-local by (BRC). In both cases, the induced pair
(A¯κ, B¯κ) has the minimal index κ satisfying Condition (B). 
Suppose s(ai−11 ) = X
i−1 in case (i) ② of Theorem 4.3.4, the reduction on ai−11 gives eXi−1 7→(e
Y i
w¯i
0 e
Xi
)
for 1 6 i < κ. Denote by W¯ iκ the split of w¯
i in eκ
X
for 1 6 i < κ. Then W¯ iκ can be
divided into (κ − i) blocks W¯ iκi, · · · , W¯
i
κ,κ−1. Denote by n
κ
i the size of e
κ
Y i
, and by nκκ that of
eκ
Xκ
, which is 1 in case (iii) ① of Theorem 4.3.4, or is the same as that of W in (iii) ②. Thus
W¯ iκj has the size n
κ
i × n
κ
j+1. Write n
κ =
∑κ
i=1 n
κ
i , which is the size of e
κ
X
. We have
eκ
X
=

eκ
Y 1
W¯ 1κ1 · · · · · · W¯
1
κ,κ−1
eκ
Y 2
· · · · · · W¯ 2κ,κ−1
· · · · · ·
eκ
Y κ−1
W¯ κ−1κ,κ−1
eκ
Xκ
 (4.3-2)
Corollary 4.3.5 The elements in W¯ iκ for 1 6 i < κ are dotted arrows of B
κ.
Proof The assertion is already implied in the proof of Theorem 4.3.4.
When we make an edge or a loop reduction of Lemma 2.3.2, the dotted arrows {F ′i
∗ | i =
1, · · · , l}, given in proof 2) of Proposition 2.1.5 are said to be w-class arrows, where the dotted
arrows in W¯ iκ for 1 6 i < κ of Formula (4.3-2) are specially said to be w¯-class. Furthermore the
elements splitting from w or w¯-class arrows are still said to be in the same class.
4.4 Major pairs
We prove in this subsection that under some further assumption, a one sided pair (A¯, B¯)
with B¯X given by Formula (4.2-1) is not homogeneous.
Let (A¯, B¯) be a one-sided pair, where B¯X is given by Formula (4.2-1), and B¯ has s a¯-class
arrows with s > 1. According to the coefficients of the first two Formulae of (4.2-8), s linear
combinations of the v¯-class arrows are define in B¯:
vˆτ =
∑
j(ε¯τj −
∑
a¯τ≺bi≺b¯
β¯iεiτj)v¯j , τ = 1, · · · , s. (4.4-1)
Fix any 1 6 τ 6 s, making reductions according to (iii) ① of Theorem 4.3.4 for κ = 1, such
that a01 = a¯τ 7→ (1), the induced pair (A¯
1, B¯1) is reached. Then we continue to do further
reductions based on Formulae (4.2-7)–(4.2-8) inductively. For a¯η ≺ ai, bi ≺ a¯η+1, τ 6 η < s and
a¯s ≺ ai, bi ≺ b¯, by Remark 4.1.3 (ii):
ai 7→ ∅, vi + 1
∑
j ǫiτjuj = 0, bi 7→ ∅, u¯i + 1
∑
j εiτj v¯j = 0. (4.4-2)
On the other hand, a¯η 7→ ∅ or (0) for τ < η 6 s corresponding to δ(a¯τ+η) 6= 0 or = 0. the dotted
element u¯i is replaced by the linear composition of v¯-class arrows inductively by Remark 4.1.3
(iii), the second formula of (4.2-8) shows the formula below in some induced pair:
δ(b¯) =
∑
a¯τ≺bi≺b¯
β¯iu¯i + 1(
∑
j ε¯τj v¯j)
=
∑
j(ε¯τj −
∑
a¯τ≺bi≺b¯
β¯iεiτj)v¯j = vˆτ .
(4.4-3)
49
Lemma 4.4.1 Let (A¯, B¯) be a one-sided pair with T¯ being trivial, s > 1, and B¯X given by
Formula (4.2-1). If there exists some 1 6 τ 6 s, with vˆτ = 0 in Formula (4.4-1), then B¯ is wild
and non-homogeneous.
Proof If a¯τ : X → Y , it may be assumed that T = {X,Y }.
1) Since B¯X is minimal with RX = k[x, φ(x)
−1], there is an almost split conflation (e′λ) :
S′λ → E
′
λ → S
′
λ for any λ ∈ L
′ = k \ {roots of φ(x)} in R(B¯X). Let ϑ : R(B¯X) → R(B¯) be
the induced functor. If B¯ is homogeneous, then there is a co-finite subset L ⊆ L ′, and a set of
almost split conflations {(eλ) = ϑ(e
′
λ) : Sλ → Eλ → Sλ | λ ∈ L } by Corollary 3.2.4.
2) According to Formula (4.4-1)-(4.4-3), an induced pair (A¯′, B¯′) is obtained with δ(b¯) = 0.
Thus it is possible to construct an object L ∈ R(B¯) with LX = k, LY = k, L(a¯τ ) = (1), L(b¯) =
(λ) and L(bi) = 0, i > n0, L(ci) = 0, i = 1, · · · , t. The same argument given in 2)–3) of the proof
of Lemma 3.4.1 shows that B¯ is non-homogeneous. And B¯ is wild by [CB1, Theorem A]. 
Theorem 4.4.2 Let (A¯, B¯) be a one-sided pair with T¯ being trivial, s > 1, and B¯X
given by Formula (4.2-1). If the elements {vˆ1, vˆ2, · · · , vˆs} defined in Formula (4.4-1) are linearly
dependent, then B¯ is wild and non-homogeneous.
Proof Without loss of generality, it may be assumed T¯ = {X,Y }. Suppose there is a
minimal linearly dependent subset {vˆτ1 , vˆτ2 , · · · , vˆτl} with l vectors. Since the case of l = 1 has
been treated in Lemma 4.4.1, it is assumed here that l > 1. Suppose τ1 < τ2 < · · · < τl and
vˆτ1 = β2vˆτ2 + · · ·+ βlvˆτl , β2, · · · , βl ∈ k
∗. (4.4-5)
1) Making reductions according to Theorem 4.3.4 (i) and (iii) ① for κ = l, such that ap−11 7→(1
0
)
for 1 6 p < l, and al1 7→ (1), an induced pair (A¯
l, B¯l) is obtained. The sum F l + Θ¯l looks
like (with only a¯, b¯, c-class arrows):
1 · · · a¯τ2,1 · · · a¯τ3,1 · · · a¯τl,1 a¯τl+1,1 · · · a¯s1 b¯11 b¯12 · · · b¯1l c11 · · · ct1
1 · · · a¯τ3,2 · · · a¯τl,2 a¯τl+1,2 · · · a¯s2 b¯21 b¯22 · · · b¯2l c12 · · · ct2
0 0 0 1 · · · a¯τl,3 a¯τl+1,3 · · · a¯s3 b¯31 b¯32 · · · b¯3l c13 · · · ct3
· · · · · ·
0 1 a¯τl+1,l · · · a¯sl b¯l1 b¯l2 · · · b¯ll c1l · · · ctl
(4.4-6)
Since A¯ has two vertices, the dimension of ϑ0l(F l(k)) in R(A¯) is l + 1, and the number of links
of F l is l, the pair (A¯l, B¯l) is local by the assertion below Formula (2.3-7).
2) We make further reductions from B¯l inductively for the p¯-th row ordered by p¯ = l, l −
1, · · · , 2 in the reduced formal product Θl. For p¯ = l, similar to Formulae (4.4-2)–(4.4-3):
ail 7→ ∅, i ∈ Λ; note that v¯j : Y → X, the matrix splitting from v¯j in Ψ¯nl is (v¯j1, · · · , v¯jl) of size
1× l, bilq 7→ ∅, u¯ilq + 1
∑
j εiτlj v¯jq = 0, i < n0; a¯ηl 7→ (0) or ∅, τl < η 6 s;
δ
0(b¯lq) =
∑
a¯τl≺bi≺b¯
β¯iu¯ilq + 1(
∑
j ε¯τlj v¯jq)
=
∑
j(ε¯τlj −
∑
a¯τ≺bi≺b¯
β¯iεiτlj)v¯jq = vˆτlq,
thus b¯lq 7→ ∅, vˆτlq = 0 for q = 1, · · · , l inductively. Next, bilq 7→ ∅ for i > n0, 1 6 q 6 l, by
Remark 4.1.3 (ii); and cil 7→ (0) or ∅. The dotted arrows vip, u¯ipq for all i and p < l, 1 6 q 6 l,
vˆiq for i < l and 1 6 q 6 l are preserved by 4.1.3 (iv). The induced bocs B¯
l+1 follows.
3) Suppose an induced bocs B¯2l−p¯ is reached for some p¯ < l. Denote the entries of F 2l−p¯,
which are not the entries of Gj2l−p¯ for j = 1, · · · , l, by •
0 coming from •, one of the a, b, c-class
solid arrows. Then B¯2l−p¯ satisfies the following two conditions.
① for any p > p¯, a0ip = ∅, i ∈ Λ; a¯0ip = ∅ or (0); b0ipq = ∅, i 6= n0; b¯pq = ∅; cip = ∅ or (0).
② The dotted arrows vip, uipq for all i, q and p 6 p¯; and vˆiq for i 6 p¯ and 1 6 q 6 l are
preserved.
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Now we continue with reductions on the solid arrows at the p¯-th row of Θ2l−p¯. According
to assumption ①–② and Remark 4.1.3 (ii), with a similar discussion as in 2): a0ip¯ 7→ ∅, i ∈ Λ,
bip¯q 7→ ∅, u¯ip¯q + 1
∑
j εiτp¯j v¯jq = 0, i < n0; a¯ηp¯ 7→ (0) or ∅, τp¯ < η 6 s; b¯p¯q 7→ ∅, vˆτp¯q = 0;
bip¯q 7→ ∅, i > n0, cip¯ 7→ (0) or ∅, an induced pair (A¯
2l−p¯+1, B¯2l−p¯+1) satisfying assumption ①–②
is reached. Finally a pair (A¯2l−1, B¯2l−1) is obtained by induction on p¯.
4) Making reductions on the arrows before b¯11 in the first row of (4.4-6): ai1 7→ ∅, i ∈ Λ;
bj1q 7→ ∅, j < n0; a¯i1 7→ ∅ or (0) for τ1 < i 6 s, an induced bocs B¯
2l is obtained. Formula (4.4-5)
gives vˆτ1q = β2vˆτ2q + · · · + βrvˆτlq = 0, thus δ
0(b¯1q) = 0 for q = 1, · · · , l. Since l > 2, the bocs
B¯
2l is wild and non-homogeneous by (iii) or (iv) of Classification 4.2.1. And hence so is B¯. 
Definition 4.4.3 A one-sided pair (A¯, B¯) with B¯X given by Formula (4.2-1) is said to be
a major pair, provided that {vˆ1, vˆ2, · · · , vˆs} of Formula (4.4-1) are linearly independent.
4.5 Further reductions
Throughout the subsection let (A¯, B¯) be a one-sided pair, such that B¯X is given by Formula
(4.2-1); T¯ is trivial and |T¯ | > 1; the pair is major; and the c-class arrows satisfy Formula (4.2-6).
Suppose (A¯κ, B¯κ) is an induced pair given by Theorem 4.3.4 (iii), we continue to construct a
sequence of reductions of Lemma 2.3.2, which is still the first part of a sequence towards a pair
(A¯t, B¯t) in the case of MW5. Let (A¯ς , B¯ς) be an induced pair of (A¯κ, B¯κ) in the sequence for
some ς > κ. The explicit linear relation of dotted elements in the induced bocs B¯ς+1 will be
expressed via calculating the differential of the first arrow of Bς .
Concern the formal product Θ¯ς and the pseudo formal product Π¯ς of the pair (A¯ς , B¯ς). Put
a solid or dotted arrow in a square box; and a matrix block in a rectangular box with four
boundaries. The reduction block Gjς of Hς for 1 6 j 6 κ is defined before Formula (2.3-7),
whose upper boundary is that of Ijς and denoted by m
j−1
ς , the lower boundary is that of F ς ; the
left and right boundaries are given by the dotted lines ljς and r
j
ς respectively, see Picture (4.5-1)
below. The set of entries and solid arrows in (F ς + Θς) but not in Gjς for 1 6 j 6 κ is divided
into κ blocks, where the j-th block has the upper boundary mj−1ς and the lower one m
j
ς , the
left boundary rj and the right one being that of F ς + Θς . Denote by Ajς , B
j
ς , C
j
ς in the j-block
containing the sets of entries in F ς obtained by reductions for a, b, c-class arrows and the sets of
a, b, c-class solid arrows in Θς .
I1ς A
1
ς ∪B
1
ς B
1
ς ∪ C
1
ς
G1ς
I2ς A
2
ς ∪B
2
ς B
2
ς ∪ C
2
ς
G2ς
Iγ+1ς B
γ+1
ς B
γ+1
ς ∪ C
γ+1
ς
Gγ+1ς
Iκ−1ς Bκ−1ς B
κ−1
ς ∪ C
κ−1
ς
Gκ−1ς
W κς B
κ
ς ∪ C
κ
ς
Gκς
· · · · · · · · · · · · · · ·
· · · · · ·
(4.5-1)
In Ajς , B
j
ς , C
j
ς , a solid arrow is denoted by •
j
ipq splitting from ai, bi, ci respectively, an entry
of F ς by •j,0ςi,pq, where (p, q) is the index in the n
ς × nς
t(ai)
,nς × nς or nς × nς
t(ci)
-block matrices.
For the sake of convenience, Φmmς of Formula (4.1-7) is also partitioned by the lines m
ς
j, l
ς
j , r
ς
j in
the same way as in F ς +Θς .
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Remark From now on, the pseudo formal equation (4.1-7) at the ς-th step for presenting
the differential of the first arrow is considered. After a loop or an edge reduction, some w-class
dotted arrows may be added into the induced bocs, but the linear relations among the splits
of the dotted elements in the induced pair can be obtained completely by Remark 4.1.3 (i).
Therefore the new relation of u¯, v¯, u, v, w¯, w-class elements during the regularization from B¯ς to
B¯
ς+1 will be concentrated on.
Throughout the subsection, suppose the first arrow aς1 = •
ι
τ p¯q¯ of B¯
ς belongs to Aις ∪B
ι
ς ∪C
ι
ς
in Picture (4.5-1). Denote by u¯jipq or v
j
ipq the dotted element in Ψ¯
m
nς , which corresponds to the
entry bj,0ipq or a
j,0
ipq in F
ς , thus j > ι, p > p¯, or p = p¯ but q < q¯. On the other hand, denote by
u¯j
′
i′p′q′ or v
j′
i′p′q′ the dotted element corresponding to the solid arrow b
j′
i′p′q′ or a
j′
i′p′q′ in Θ
ς , thus
j′ 6 ι, and p′ < p¯ or p′ = p¯, q′ > q¯. All of them are coming from (D,U) in Lemma 4.3.3,
In the following Lemmas, the index n0 is defined in Formula (4.2-1), and the number h and
the set Λ are defined in Formula (4.2-5).
Lemma 4.5.1 Let (Aς ,Bς) be a pair induced from (Aκ,Bκ) given by Theorem 4.3.4 (iii) ②.
Suppose the first arrow of Bς , aς1 = •
κ
τp¯q¯ ∈ B
κ
ς ∪C
κ
ς , (see the second thick line below in Picture
(4.5-1) for example). Assume that
(i) all bκ,0ipq = ∅, i > n0, and the corresponding dotted element u¯
κ
ipq is replaced by a linear
combination of some v¯-class arrows in B¯ς ; while the dotted arrows u¯j
′
i′p′q′ are preserved;
(ii) if cκ,0ipq = ∅, there is a linear relation among some elements v
κ
i1p1q
, h < i1 6 h + i, p1 > p
and some u,w-class arrows in B¯ς ; while all the dotted arrows vj
′
i′p′q′ are preserved.
Then after a regularization, the induced pair (Aς+1,Bς+1) still satisfies (i)-(ii). In particular
all the dotted arrows vj
′
i′p′q′ except v
κ
τp¯q¯ in case (ii); u¯
j′
i′p′q′ , except u¯
κ
τp¯q¯ in case (i); and all the
w¯, v¯-class arrows are preserved.
Proof The assumption (i)–(ii) are valid for ς = κ by Theorem 4.3.4 and Corollary 4.3.5.
(i) If aς1 = b
κ
τp¯q¯, τ > n0, then according to the third formula of (4.2-8) and Formula (4.1.8),
δ(bκτp¯q¯) = u¯
κ
τp¯q¯ +
∑
n0<i<τ
(β0τiu¯
κ
ip¯q¯ +
∑
q β
1
τib¯
κ,0
p¯q u¯
κ
iqq¯) +
∑
ci≺bτ ,q
cκ,0ip¯q(
∑
l ε
′
τilv¯lqq¯).
Since W κζ is upper triangular, the index p¯ 6 q in b¯
κ,0
p¯q . By assumption (i), u¯
κ
τp¯q¯ is a dotted arrow,
thus bκτp¯q¯ 7→ ∅, u¯
κ
τp¯q¯ is replaced by a linear combination of some v¯-class arrows by 4.1.3 (ii)–(iii),
since u¯κip¯q¯, u¯
κ
iqq¯ are already replaced by those arrows still by assumption (i).
(ii) If aς1 = c
κ
τp¯q¯, then according to Formula (4.2-9) and (4.1-8),
δ(cκτp¯q¯) =
∑
h<i6h+τ (γ
0
τiv
κ
ip¯q¯ +
∑
q γ
1
τib¯
κ,0
p¯q v
κ
iqq¯) +
∑
i,q c
κ,0
ip¯q(
∑
l ξτilulqq¯) +
∑
q<q¯ c
κ,0
τ p¯qwqq¯ −
∑
p>p¯ wp¯pc
0
τ p¯q.
In the case of δ(cτ p¯q¯) 6= 0, cτ p¯q¯ 7→ ∅, and a linear relation among elements vip¯q¯, viqq¯, h < i 6
h+ τ, q > p¯, and some u,w-class elements is added, which is given by the right-hand side of the
above formula being equal to 0.
The required v, u¯-class and all the v¯, w¯-class dotted arrows are preserved, the pair (Aς+1,Bς+1)
still satisfies assumption (i)-(ii). 
If γ exists in Theorem 4.3.4 (ii), suppose γ < j 6 κ in case (iii) ① of 4.3.4, or γ < j < κ, in
case (iii) ②, see what between the two thick lines of Picture (4.5-1) for example.
A w¯-class elements of eς
X
is described by two indices w¯pq, where p is the row index and q the
column index of eς
X
. Suppose the identity matrix Ijς intersects the p-th row of F ς at the q
j
p-th
column with b¯j,0
pq
j
p
= (1). Denote by w¯
q
j
pq
for any possible q the dotted element with the row index
qjp in eςX . Let γ < ι 6 κ (or < κ) be given above. If p > p¯, then w¯qjpq is sitting below w¯q
ι
p¯q
. Note
that W¯ jς , the j-block in eςX , defined by Formula (4.3-2) is also sitting in the (n0, n0)-th block of
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Ψ¯rnς partitioned under T¯ . Clearly, the row indices of W¯
j
ς coincide with the column indices of I
j
ς ,
see (I3, W¯3), (I
4, W¯4) in Picture (4.5-2) at the end of the subsection.
Lemma 4.5.2 Let (A¯ς , B¯ς) be an induced pair of (A¯κ, B¯κ) with γ existing in Theorem 4.3.4
(ii). Suppose the first arrow of Bς , aς1 = •
ι
τ p¯q¯ ∈ B
ι
ς ∪ C
ι
ς with γ < ι 6 κ (or < κ). Assume that
(i) all b¯j,0pq = ∅, the corresponding dotted element w¯qjpq is replaced by a linear combination of
some w¯pq for p > q
j
p, and some w-class elements in B¯ς ; while the dotted arrows w¯p′q′ for p
′ 6 qjp¯
are preserved;
(ii) all bj,0ipq = ∅, i > n0, the corresponding u¯
j
ipq is replaced by a linear combination of an
element u¯j1i1p1q, with n0 < i1 < i, j 6 j1 < γ, p1 < p, and some v¯-class elements in B¯
ς ; while the
dotted arrows u¯j
′
i′p′q′ are preserved;
(iii) if cj,0ipq = ∅, there is a linear relation among some elements v
j1
i1p1q
, h < i1 6 h + i, j 6
j1 < γ, p1 6 p, and some u,w-class elements in B¯
ς ; while the dotted arrow vj
′
i′p′q′ , i
′ ∈ Λ, are
preserved.
Then after a regularization, the induced pair (Aς+1,Bς+1) still satisfies (i)-(iii). In particular
all the dotted arrows vj
′
i′p′q′ , i
′ ∈ Λ in case (iii); u¯j
′
i′p′q′ except u¯
j
τ p¯q¯ in case (ii); w¯p′q′ , p
′ < qjp¯, in
case (i); and all the v¯-class dotted arrows are preserved.
Proof The assumption (i)–(iii) are valid in the following two cases. First, the box of aς1 has
the bottom and right boundaries (mκς , r
κ
ς ) in case (iii) ① of Theorem 4.3.4. Second, aς1 has those
boundaries (mκ−1ς , r
κ−1
ς ) in case (iii) ② of 4.3.4 according to Lemma 4.5.1.
(i) If aς1 = b¯
ι
p¯q¯, then b¯
ι,0
p¯qιp¯
= (1), b¯ι,0p¯q = ∅, q
ι
p¯ < q < q¯, by assumption (i), Formula (4.2-8) shows
δ(b¯ιp¯q¯) = 1w¯qιp¯ q¯ −
∑
j>ι,q>p¯wp¯q b¯
j,0
qq¯ ,
where wp¯p is w¯ or w-class. Since w¯
ι
qιp¯q¯
is a dotted arrow still by (i), b¯ιp¯q¯ 7→ ∅ and w¯qιp¯q¯ is replaced
by a linear combination of some w¯-class elements below the qιp¯-th row and some w-class elements
in the pair (Aς+1,Bς+1).
(ii) If aς1 = b
ι
τ p¯q¯, τ > n0, then b¯
ι,0
p¯qιp¯
= (1), b¯ι,0p¯q = ∅,∀ q
ι
p¯ < q < q¯, Formula (4.2-8) gives
δ(bιτ p¯q¯) = u¯
ι
τ p¯q¯ +
∑
n0<i<τ
(β0τiu¯
ι
ip¯q¯ + β
1
τib¯
ι,0
p¯qιp¯
u¯ι1iqιp¯q¯) +
∑
ci≺bτ ,q
c0ip¯q(
∑
l ε
′
τilv¯lqq¯),
where ι 6 ι1 < γ, q
ι
p¯ < p¯. Since u¯
ι
τ p¯q¯ is a dotted arrow by assumption (ii), b
ι
τ p¯q¯ 7→ ∅, and u¯
ι
τ p¯q¯ is
replaced by a u¯-class element and some v¯-class elements by Remark 4.1.3 (ii)–(iii).
(iii) If aς1 = c
ι
τ p¯q¯, then according to Formula (4.2-9):
δ(cιτ p¯q¯) =
∑
h<i6h+τ,ι1<ι(γ
0
τiv
ι
ip¯q¯ + γ
1
τib¯
ι,0
p¯qιp¯
vι1iqιp¯q¯)
+
∑
i,q c
ι,0
ip¯q(
∑
l ξτilulqq¯) +
∑
q<q¯ c
ι,0
τ p¯qwqq¯ −
∑
p>p¯wp¯pc
j,0
τ p¯q,
where ι 6 ι1 < γ, q
ι
p¯ < p¯. If c
ι
τ p¯q¯ 7→ ∅, a linear relation among some u,w-class elements and
some v-class elements with the subscripts being bigger than h is added.
The required v, u¯, w¯-class and all the v¯-class dotted arrows are preserved, and the pair
(Aς+1,Bς+1) still satisfies assumption (i)-(iii). 
Suppose j 6 γ if γ exists, otherwise j 6 κ in case (iii) ① of Theorem 4.3.4, or j < κ in (iii)
②, see the first thick line above in Picture (4.5-1) for example.
Assume Ijς intersects the p-th row of F ς at the q
j
p-th column in the nςX×n
ς
t(a
ij
)-block obtained
from a¯ij partitioned under T¯ with a¯
j,0
ijpq
j
p
= (1). Denote by vˆ
ijq
j
pq
the (qjp, q)-element in the block
of size nς
t(a
ij
) × n
ς
X
splitting from vˆij . Denote by Vˆ
j
ς the block in the n0-th block-column of Ψ¯
r
nς
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partitioned under T¯ , such that the row indices of Vˆ jς coincide with the column indices of I
j
ς , see
(I1, Vˆ1), (I
2, Vˆ2) in Picture (4.5-2) below.
Lemma 4.5.3 Let (A¯ς , B¯ς) be an induced pair of (A¯κ, B¯κ). Suppose the first arrow of B¯ς ,
aς1 = •
ι
τ p¯q¯ ∈ A
ι
ς ∪ B
ι
ς ∪ C
ι
ς , where ι 6 γ if γ exists, otherwise ι 6 κ in case (iii) ① of Theorem
4.3.4, or ι < κ in (iii) ②. Assume that
(i) all aj,0ipq = ∅, i ∈ Λ, the corresponding v
j
ipq is replaced by a linear combination of some
u-class elements in B¯ς ; while all the dotted arrows vj
′
i′p′q′ are preserved;
(ii) if a¯j,0ipq = ∅, there is a linear relation among u, w¯, w-class elements in B¯
ς ; while all the
dotted arrows vj
′
i′p′q′ , i
′ ∈ Λ, are preserved;
(iii) all bj,0ipq = ∅, i < n0, the corresponding u¯
j
ipq is replaced by a linear combination of some
v¯-class elements in B¯ς ; while all the dotted arrows u¯j
′
i′p′q′ are preserved;
(iv) all b¯j,0pq = ∅, vˆijqjpq corresponding to a¯
j,0
ijpq
j
p
is replaced by a linear combination of some
v¯-class elements below and some w¯, w-class in B¯ς ; while the dotted arrows vˆi′p′q′ , p
′ 6 qιp¯, are
preserved;
(v) all bj,0ipq = ∅, i > n0, the corresponding element u¯
j
ipq is replaced by a linear combination
of some v¯-class elements in B¯ς ; while all the dotted arrows u¯j
′
i′p′q′ are preserved;
(vi) if cj,0ipq = ∅, there is a linear relation among some elements v
j1
i1p1q
, h < i1 < h+ τ, p1 = p,
and some u,w, w¯-class elements in B¯ς ; while all the dotted arrows vj
′
i′p′q′ , i
′ ∈ Λ, are preserved.
Then after a regularization, the induced pair (Aς+1,Bς+1) still satisfies (i)-(vi). In particular,
all the dotted arrows vj
′
i′p′q′ , i
′ ∈ Λ, except vjτ p¯q¯ in cases (i), (ii), (vi); u¯
j′
i′p′q′ except u¯
j
τ p¯q¯ in case
(iii) or (v) and vˆj
′
p′q′ for p
′ < qιp¯ in case (iv), are preserved.
Proof We claim first, that if γ exists, than u¯j1i1p1q ≻ u¯
j
ipq given in case (ii) of Lemma 4.5.2
can be replaced inductively by some v¯-class arrows, when the reductions inside the (γ + 1)-th
block in Picture (4.5-1) are finished. Thus the assumption (i)–(vi) are valid, if aς1 has the bottom
and right boundaries (mγς , r
γ
ς ), when γ exists, according to Lemma 4.5.2; otherwise a
ς
1 has those
(mκς , r
κ
ς ) in case (iii) ① of Theorem 4.3.4; or (mκ−1ς , rκ−1ς ) in (iii) ② by Lemma 4.5.1.
(i) If aς1 = a
ι
τ p¯q¯, τ ∈ Λ, vτ p¯q¯ is a dotted arrow by assumption (i). Formula (4.2-7) tells
δ(aιτ p¯q¯) = v
ι
τ p¯q¯ +
∑
i,q a¯
ι,0
ip¯q(
∑
l ǫτilulqq¯) =⇒ a
ι
τ p¯q¯ 7→ ∅, v
ι
τ p¯q¯ = −
∑
i,q a¯
ι,0
ip¯q(
∑
l ǫτilulqq¯).
(ii) If aς1 = a¯
ι
τpq is effective, then by substituting v
ι
i′p¯q¯ given by the formula above,
δ(a¯ιτ p¯q¯) =
∑
a¯τι≺ai′≺a¯τ
α¯τi′v
ι
i′p¯q¯ +
∑
i,q a¯
ι,0
ip¯q(
∑
l ǫ¯τilulqq¯) +
∑
q<q¯ a¯
ι,0
τ p¯qwqq¯ −
∑
j>ι,p>p¯wp¯pa¯
j,0
τ p¯q
=
∑
i,q a¯
ι,0
ip¯q
(∑
l(ǫ¯τil −
∑
a¯τι≺ai′≺a¯i4a¯τ
α¯τi′ǫi′il)
)
ulqq¯ +
∑
q<q¯ a¯
ι,0
τ p¯qwqq¯ −
∑
j>ι,p>p¯wp¯pa¯
j,0
τ p¯q.
If a¯ιτ p¯q¯ 7→ ∅, then a linear relation among some u, w and w¯-class elements is added.
(iii) If aς1 = b
ι
τ p¯q¯, τ < n0, u¯
ι
τ p¯q¯ is a dotted arrow by assumption (iii):
δ(bιτ p¯q¯) = u¯
ι
τ p¯q¯ +
∑
i,q a¯
ι,0
ip¯q(
∑
l ετilv¯lqq¯) =⇒ b
ι
τ p¯q¯ 7→ ∅, u¯
ι
τ p¯q¯ = −
∑
i,q a¯
ι,0
ip¯q(
∑
l ετilv¯lqq¯).
(iv) If aς1 = b¯
ι
p¯q¯ is effective, by substituting u¯
ι
i′p¯q¯ given in (iii) and Formula (4.4-1),
δ¯(b¯ιp¯q¯) =
∑
i′<n0
β¯i′ u¯
ι
i′p¯q¯ +
∑
i,q a¯
ι,0
ip¯q(
∑
l ε¯ilv¯lqq¯) +
∑
q<q¯ b¯
ι,0
p¯qwqq¯ −
∑
j>ι,p>p¯wp¯pb¯
j,0
pq¯
=
∑
i,q a¯
ι,0
ip¯q
(∑
l(ε¯il −
∑
a¯τι4a¯i′≺bi≺b¯
β¯i′εi′il)v¯lqq¯
)
+
∑
q<q¯ b¯
ι,0
p¯qwqq¯ −
∑
j>ι,p>p¯wp¯pb¯
j,0
pq¯
= vˆτ ιqιp¯q¯ +
∑
a¯
ι,0
ip¯q≻a¯
ι,0
τιp¯qιp¯
;q a¯
ι,0
ip¯qvˆiqq¯ +
∑
q<q¯ b¯
ι,0
p¯qwqq¯ −
∑
j>ι,p>p¯wp¯pb¯
j,0
pq¯ .
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Since a¯ι,0τ ιp¯qιp¯
= 1, and vˆτ ιqιp¯q¯ is a dotted arrow by assumption (iv), b¯
ι
p¯q¯ 7→ ∅, and vˆτ ιqιp¯q¯ is replaced
by some vˆ-class elements below the qιp¯-th row, and some w¯, w-class elements.
(v) If aς1 = b
ι
τ p¯q¯, τ > n0, since b¯
0
p¯q = ∅ for all possible q by (iv) above, Formula (4.2-8) shows
δ(bιτ p¯q¯) = u¯
ι
τ p¯q¯ +
∑
i 6=n0,i<τ
β0τiu¯
ι
ip¯q¯ +
∑
i,q a¯
ι,0
ip¯q(
∑
l ετilv¯lqq¯) +
∑
ci≺bτ ;q
c¯ι,0ip¯q(
∑
l ε
′
τilv¯lqq¯).
Since u¯ιτ p¯q¯ is a dotted arrow by assumption (v), b
ι
τ p¯q¯ 7→ ∅, u¯
ι
τ p¯q¯ is replaced by some v¯-class
elements according to the replacement given in (iii) and assumption (v).
(vi) If aς1 = c
ι
τ p¯q¯, since b¯
0
p¯q = ∅ for all possible q by (iv), Formula (4.2-9) gives
δ(cιτ p¯q¯) =
∑
i6h+τ γ
0
τiv
ι
ip¯q¯ +
∑
i,q a¯
ι,0
ip¯q(
∑
l ζτilulqq¯)
+
∑
i<τ ;q c¯
ι,0
ip¯q(
∑
l ξτilulqq¯) +
∑
q<q¯ c
ι,0
τ p¯qwqq¯ −
∑
j>ι,p>p¯wp¯pc
j,0
τpq¯.
If δ(cιτ p¯q¯) 6= 0, then B¯
ς+1 is given by cιτ p¯q¯ 7→ ∅, and a linear relation is added among v
ι
ip¯q¯, h <
i 6 h+ τ and some u,w, w¯-class elements, because vιip¯q¯ for i 6 h have already been replaced by
some u-class arrows given in (i).
The required v, u¯, w¯, v¯-class dotted arrows are preserved, the pair (A¯ς+1, B¯ς+1) still satisfies
assumption (i)-(vi). 
The following picture shows a pseudo formal equation Θ¯ς of (A¯ς , B¯ς) for κ = 5, γ = 2 in
case (iii) ② of Theorem 4.3.4 only with effective arrows. From this, it is possible to see the
correspondences of (B¯1ς , Vˆ
1
ς ), (B¯
2
ς , Vˆ
2
ς ), (B¯
3
ς , W¯
3
ς ), (B¯
4
ς , W¯
4
ς ) respectively.
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eς
Y 2
eς
Y 3
eς
Y 4
eς
X5
W¯
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C11
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Picture (4.5-2)
4.6 Regularizations on non-effective a class and all b class arrows
Let (A¯, B¯) be a one-sided pair, and the induced pair (A¯κ, B¯κ) be given by Theorem 4.3.4.
Using the notation of Remark 3.4.6, we may assume that an induced local pair (A¯s, A¯s) of
(A¯κ, B¯κ) is obtained by a sequence of reductions in the sense of Lemma 2.3.2. Set as1 7→ (x), the
induced pair (A¯s+1, A¯s+1) is obtained with R¯ = k[x], and (A¯t, A¯t) in the case of MW5 is given
by a series of regularizations. We will show in the last subsection, that x, at1 in B¯
t can be only
split from some edges of B¯.
It is clear by Lemma 4.5.1–4.5.3 that the non-effective a-class and all the b-class solid arrows
are regularized during the reductions. Note that the conclusions of Lemmas 4.5.1–4.5.3 are still
valid, if we deal with the linear relations over the fractional field k(x) of the polynomial ring k[x],
or over the field k(x, x1) of two indeterminants instead of the base field k. Then the non-effective
a-class and all the b-class solid arrows are regularized, which implies the following theorem.
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Theorem 4.6.1 Let (A¯, B¯) be a one-sided pair having at least two vertices, such that the
induced local bocs B¯X is given by Formula (4.2-1), the pair is major, and the c-class arrows
satisfy Formula (4.2-6). If (A¯κ, B¯κ) given by Theorem 4.3.4 has an induced pair (A¯t, B¯t) in the
case of MW5 defined by Remark 3.4.6, then the parameter x and the first arrow at1 of B¯
t belong
to a¯ or c-class.
Finally, let (A¯, B¯) be a one-sided pair having at least two vertices, such that B¯X is in case
(i) of Classification 4.2.1. Then B¯ has only a, b-class solid arrows, where b1, · · · , bn are all non-
effective, and Formulae (4.2-5) is also suitable for a-class arrows: ai for i ∈ Λ satisfying the first
formula of (4.2-5) are non-effective, while a¯i = ahi for 1 6 i 6 s satisfying the second one are
effective. If there is an induced pair (A¯t, B¯t) in the case of MW5 according to Remark 3.4.6,
there are following observations.
1) Let (A¯, B¯) be a pair with T being trivial. The condition (BRC)′ is constructed parallel
to (BRC) in Condition 4.3.1 as follows.
(i) Let D = {d1, · · · , dq} be a set of solid arrows, and E = {e1, · · · , ep} be another set of
solid edges without any loop, such that D∪E forms the lowest non-zere row of the formal
product Θ. And let U = {u1, · · · , uq} be a set of dotted arrows, while W = V \ U .
(ii) δ¯(di) and δ¯(ei) satisfy the formulae of 4.3.1 (ii).
Then after a reduction given by Cases (i)–(iv) stated before Lemma 4.3.2, the induced pair still
satisfies (BRC)′. On the other hand, the original pair (A¯, B¯) satisfies (BRC)′ parallel to Lemma
4.3.3. The proofs of the two facts are much easier than those of above two lemmas.
2) For constructing a reduction sequence from (A¯, B¯) up to (A¯κ, B¯κ), what is needed is only
the part (i) and (iii) ① of Theorem 4.3.4. In fact, the reduction block Gj is
(1
0
)
or
(0 1
0 0
)
for j < κ,
and Gκ = (1) or (0 1).
3) For further reductions, what is needed is only Theorem 4.5.3 (i)-(iii), then an induced
pair (A¯ς , B¯ς) is reached, where all the b-class, and non-effective a-class arrows are regularized
step by step.
Corollary 4.6.2 Let (A¯, B¯) be a one-sided pair having at least two vertices, such that the
induced local bocs B¯X is in case (i) of Classification 4.3.1. If (A¯
κ, B¯κ) given in 2) above has an
induced pair (A¯t, B¯t) in the case of MW5 defined by Remark 3.4.6, then the parameter x and
the first arrow at1 of B¯
t belong to a¯-class.
5. Non-homogeneity of bipartite matrix
bimodule problems of wild type
This section is devoted to proving the non-homogeneous property for a wild bipartite matrix
bimodule problem satisfying RDCC condition in the case of MW5. As a consequence, the main
theorem 3 is proved in the last subsection.
5.1 An inspiring example
The purpose of this subsection is two folds: 1) classify the positions of the first arrows of
bocses in the case of MW5 at formal products; 2) define a notion of the bordered matrix of a
matrix, then prove a preliminary lemma on both matrices.
Let A = (R,K,M,H = 0) be a bipartite matrix bimodule problem, which has a trivial vertex
set T = T(1)∪˙T(2) and satisfies RBDCC condition, see Remark 1.4.4. Suppose A
′ = (R′,K′,M′,
H ′) is an induced matrix bimodule problem in the case of MW5 defined by Remark 3.4.6. We
show the classification of the position of the first arrow a′1 in the sum H
′ +Θ′:
H ′ +Θ′ = H ′ +
∑n′
i=1 a
′
i ∗ A
′
i. (5.1-1)
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Denote by (p, q′) the leading position of A′1 over T
′, which locates in the (p, q)-th leading block of
some base matrix of M1 partitioned under T . By the bipartite property and RDCC condition,
q is the index of a main block column, say q = qZ for some vertex Z ∈ T(2).
Classification 5.1.1 Suppose the bocs B′ is in the case of MW5. There are two possible
relations between the row index p and the row indices of the links of H ′ defined below Formula
(2.3-7) in Formula (5.1-1):
case (I) p < the row indices of all the links in the (p, q)-block of H ′;
case (II) p > some row index of at least one link in the (p, q)-block of H ′.
It is clear that there is no link above the (p, q)-th block, since A′ is already local.
Lemma 5.1.2 Let px be the row index of x in H
′, then px > p in Classification 5.1.1.
Proof. Since x appears before the first arrow a′1 in B
′, px > p by the order of reductions
according to matrix indices. If px = p, then the parameter x locates at the left side of a
′
1
in H ′ + Θ′, δ(a′1) contains only the terms of the form αxv, α ∈ k, which contradicts to the
assumption that B′ is in the case of MW5. Thus px > p. 
Example 5.1.3 Let (A,B) be a pair constructed by an algebra defined in Example 1.4.5.
There is a reduction sequence (A,B), (A1,B1), (A2,B2), (A3,B3) given in Examples 2.4.5, such
that the bocsB3 is strongly homogeneous in the case of MW5 described in Remark 3.1.7 (iii). In
order to prove that (A,B) is not homogeneous, another way different from the proof of MW1–
MW4 must be found. More precisely, we will reconstruct a new reduction sequence based on
the matrix M˜ over k[x] with the size vector m˜ = (2, 2, 2, 2, 2, 3, 3, 3, 3, 3):
M˜ =

0 0
0 1 0
0 0 1
0 0 1
0 0 0
0
0
0 0 1
0 0 0
0
0 0 0
0 x 0
0 0
0 0 1
0 0 0
0
0 1 0
0 0 1
0

.
There is a reduction sequence (A˜, B˜), (A˜1, B˜1), (A˜2, B˜2), (A˜3, B˜3) corresponding to the steps
(i)–(iii) of Example 2.4.5, where the reduction from B˜ to B˜1 is given by a 7→ (0 1) in the
sense of Lemma 2.3.2. Thus b splits into b1, b2 in B˜
1, and set b1 7→ (0), b2 7→
(
0 1
0 0
)
from B˜1 to
B˜
2. B˜3 is obtained from B˜2 by an edge reduction (0), followed by a loop mutation, then four
regularizations:
H˜3 =
(
0 1X 0
0 0 1X
)
∗A+
(
0 0 1X
0 0 0
)
∗B +
(
∅ ∅ ∅
0 x1X ∅
)
∗ C.
The (1, 5)-th block partitioned under T in the formal equation of (A˜3, B˜3) is of the form:(
e v
0 e
) (
d10 d11 d12
d20 d21 d22
)
+
(
u1
11
u1
12
u1
21
u1
22
) (
0 0 1
0 0 0
)
+
(
u2
11
u2
12
xv u2
22
) (
0 1 0
0 0 1
)
=(
0 1 0
0 0 1
)( v2
00
v2
01
v2
02
v2
10
v2
11
v2
12
0 vx v2
11
)
+
(
0 0 1
0 0 0
)( v1
00
v1
01
v1
02
v1
10
v1
11
v1
12
v1
20
v1
21
v1
22
)
+
(
d
10
d
11
d
12
d
20
d
21
d
22
)(
s00 s01 s02
0 e v
0 0 e
)
with e = e
X
, s00 = eY . The differentials of the solid arrows of B˜
3 can be read off as follows:
d20 : X 7→ Y, δ(d20) = 0; d21 : X 7→ X, δ(d21) = xv − vx− d20s01,
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and δ¯(d22) = u
1
21 − v
2
11 − d20s02 − d21v, δ¯(d10) = −v
2
10 − v
1
20 + vd20, δ¯(d11) = u
2
11 − v
2
11 − v
1
21 −
d10s01, δ¯(d12) = u
1
11 + u
2
11 − v
1
12 − v
1
22, where δ¯ is obtained from δ by removing the monomials,
which involve a solid arrow d22, d10 or d11. It is clear that the bocs B˜
3 satisfies the hyperthesis
of Proposition 3.4.5. In fact, as d20 7→ (1), the solid loops d21, d22, d10, d11, d12 will be regularized
step by step, because s01, s02, v
2
10, u
2
11, u
1
11 are pairwise different dotted arrows. Therefore (A,B)
is not homogeneous.
Motivated by Example 5.1.3, the general cases are considered. Since the example satisfies
Case (I) of Classification 5.1.1, we start from Case (I) in subsection 5.1–5.3.
Let A = (R,K,M,H = 0) be a bipartite matrix bimodule problem satisfying RDCC condi-
tion. Let A′ be an induced matrix bimodule problem with trivial R′, and let ϑ : R(A′)→ R(A)
be the induced functor. Suppose M = ϑ(H ′(k)) =
∑
j Mj ∗ Aj ∈ R(A) with a size vector l × n
over T . Let q = qZ ∈ T2 for some Z ∈ T2. Define a size vector l × n˜ over T , and construct a
bordered matrix M˜ =
∑
j M˜j ∗ Aj ∈ R(A) with 0 a zero column as follows:
n˜j =
{
nj, if j 6∈ Z,
nj + 1, if j ∈ Z.
M˜j =
{
Mj, if Aj1Z = 0,
(0Mj), if Aj1Z = Aj .
(5.1-2)
Denote by (p, q+1) the leading position ofM , such that q+1 is the index of the first column
of the q-th block-column of M partitioned under T . Denote by q˜ the added column index of M˜ ,
the column is sitting in the qZ -th block-column as the first one. Applying Theorem 2.4.1, the
defining system IE of K′0⊕K
′
1 given by Formula (2.4-2), and a matrix equation I˜E are considered:
IE : Φ1lM ≡≺(p,q+1) MΦ
2
n, I˜E : Φ
1
l M˜ ≡≺(p,q˜) M˜Φ
2
n˜, (5.1-3)
where the upper scripts 1, 2 on Φ stand for the left and right parts of the bipartite variable matrix
Φ, the two sets of variables in two parts do not intersect. Since A satisfies RDCC condition, the
main block-column in Φ2n determined by Z ∈ T can be written as Φ
2
n,Z = (Φ
2
1, · · · ,Φ
2
n)
T , such
that either Φ2l = 0 or Φ
2
l = (z
l
pq) 6= 0, where z
l
pq are variables over k.
It is clear that the q˜-th column of Φ1l M˜ is a zero column, we may define two new matrix
equations respectively:
IEτ : 0 ≡≺(p,q+1) MΦ
2
n, I˜Eτ : 0 ≡≺(p,q˜) M˜Φ
2
n˜. (5.1-4)
Taken any integer p′ > p and 1 6 j 6 n
Z
, the (p′, q + j)-th entry of the right side of IEτ is:∑
Φ2
n,Z
6=0
∑
q′ α
l
p′q′z
l
q′,q+j. (5.1-5)
It is easy to see that zlq′,q+j for all possible j have the same coefficient α
l
p′,q′ , the (p
′, q′)-th entry
of H(k). In the picture below, n
Z
= 5, p′ = p, those five equations are indicated by five circles,
and the five variables at the same row of Φ2n,Z have the same coefficients.
s s s s s =
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Lemma 5.1.4 With the notations as above.
(i) The (p, q+ j1)-th equation is a linear combination of the previous equations in IEτ if and
only if so is the (p, q + j2)-th equation. Similarly, the same result is valid in I˜Eτ .
(ii) The equations in the system I˜E (resp. I˜Eτ ) and those in IE (resp. IEτ ) are the same at the
same positions of each main block column, whenever the added q˜-th column has been dropped
from I˜E (resp. I˜Eτ ).
(iii) A subsystem of I˜E (resp. I˜Eτ ) consisting of the q˜-column in both sides is I˜Eτ q˜ : 0 ≡ M˜Φn˜,q˜,
where Φn˜,q˜ stands for the q˜-th column of Φn˜. And I˜Eτ q˜ can be solved independently.
(iv) If the (p, q+ j)-th equation is a linear combination of the previous equations of IE, then
so is the p-th equation of I˜Eτ q˜.
Proof (i) The assertion follows from Formula (5.1-5).
(ii) Recall that q ∈ Z, denote by 0 the index of the first column (row) in the q′-th block
column (row) for any q′ ∈ Z. For any X ∈ T(1), Y ∈ T(2), set 1 6 α 6 nX and 1 6 β 6 nY .
We claim that the (α, β)-th equations in the (h, q
Y
)-th block of IE and I˜E for any h ∈ X are the
same. In fact, the variable matrix Φ1l in the two systems IE and I˜E is common; and the β-th
column of the h-th block row in M and M˜ are the same in the left side of two equations. Now
consider the right side of two equations. Let (M1, · · · ,Mt) be the α-row of the h-th block row
in M with Mj = (λj1, · · · , λjnj) and that in M˜ is (M˜1, · · · , M˜t). Then M˜j = Mj ,∀j /∈ Z; but
M˜j = (0, λj1, · · · , λjnj ),∀j ∈ Z. Let (Φ1, · · · ,Φt)
T be the β-column of the q
Y
-th block column
in Φ2n with Φj = (xj1, · · · , xjnj ) and that in Φ˜
2
n˜ is (Φ˜1, · · · , Φ˜t)
T , then Φ˜j = Φj,∀j /∈ Z; but
Φj = (xj0, xj1, · · · , xjnj)
T ,∀j ∈ Z. Thus the additional variables xj0,∀ j ∈ Z, are killed by 0 in
the right side of the equation of I˜E.
(iii) The q˜-column in the left side of the matrix equation I˜E is a zero column. The variables of
Φn˜,q˜ are different from those in Φl and in the main block columns of Φn˜ except the q˜-th column.
(iv) If there exists some 1 6 j 6 n
Z
, such that the (p, q+j)-th equation is a linear combination
of the previous equations in IE, then so is the (p, q+ j)-th equation in IEτ after deleting Φl, since
the variables of Φl and Φn are different. Thus so is the (p, q˜ + j)-th equation in I˜Eτ by (ii), and
so is the (p, q˜)-th equation in I˜Eτ by (i), finally, so is the p-th equation in I˜Eτ q˜.
5.2 Bordered matrices in bipartite case
This subsection is devoted to constructing a reduction sequence based on a given sequence
and a bordered matrix, which generalizes Example 5.1.3.
Let A = (R,K,M,H = 0) be a bipartite matrix bimodule problem, which has a trivial
T and satisfies RDCC condition. Let As = (Rs,Ks,Ms,Hs) be an induced matrix bimodule
problem with Rs being local and trivial. Then there is a unique sequence of reductions in the
sense of Lemma 2.3.2 by Corollary 2.3.5:
A,A1, · · · ,Ai,Ai+1, · · · ,As. (∗)
Write M = ϑ0s(Hs(k)) =
∑
jMj ∗Ai ∈ R(A) with a size vector l× n, where Mj = G
j+1
s (k) are
given by Formula (2.3-7). Suppose the size vector l×n˜ and the representation M˜ =
∑
j M˜j∗Aj ∈
R(A) are defined by Formula (5.1-2).
Theorem 5.2.1 There exists a unique reduction sequence based on the sequence (∗):
A, A˜1, · · · , A˜i, A˜i+1, · · · , A˜s (∗˜)
where A˜i = (R˜i, K˜i,M˜i, H˜ i), the reduction from A˜i to A˜i+1 is a reduction or a composition of
two reductions in the sense of Lemma 2.3.2. Moreover, T˜ s has two vertices, and
ϑ˜0s(H˜s(k)) = M˜.
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Proof We may assume that l × n is sincere over T . Otherwise, it is possible to obtain an
induced problem A′ by a suitable deletion, such that M has a sincere size vector over A′. In
particular, A′ is still bipartite and satisfies RDCC condition.
We will construct a sequence (∗˜) inductively. The original term in the sequence is A˜ = A.
Suppose that a sequence A˜, A˜1, · · · , A˜i for some 0 6 i < s has been constructed and ϑ˜0i :
R(A˜i) 7→ R(A˜) is the induced functor, such that there exists a representation
M˜ i = H˜ i
m˜i
(k) +
∑ni
j=1 M˜
i
j ∗ A˜
i
j ∈ R(A˜
i), with ϑ˜0i(M˜ i) ≃ M˜ ∈ R(A˜0). (5.2-1)
Write M i = ϑis(Hs(k)) = H i
mi
(k) +
∑ni
j=1M
i
j ∗ A
i
j ∈ R(A
i), where M i1 = G
i+1
s (k) by Formula
(2.3-7), and is denoted by B for simplicity. The first column in the q-th main block-column of
M under the partition T is denoted by β. Now we are constructing A˜i+1.
Case 1 T˜ i = T i and A˜i = Ai.
1.1 B ∩ β is empty. Then G˜i+1 = Gi+1, H˜ i+1 = H i+1 and A˜i+1 = Ai+1.
Before giving the following cases, we claim that if B ∩ β is non-empty, B thus Gi+1 can not
be Weyr matrices. Otherwise, the first arrow ai1 of B
i will be a loop. Since T˜ i = T i, a˜i1 will also
be a loop and hence the numbers of rows and columns of B˜ are the same. When the matrix B
is enlarged by one column, then B is also enlarged by one row, which is a contradiction to the
construction of M˜ . So B is either (∅) from a regularization or
(
0 Ir
0 0
)
from an edge reduction.
1.2 B ∩ β is non-empty, and B = (∅). Then B˜ = (∅B) with ∅ being a distinguished zero
column, H˜ i+1 = H i+1 and A˜i+1 = Ai+1 by a regularization.
1.3 B ∩ β is non-empty, B =
(0 Ir
0 0
)
and r < the number of columns of B. Then B˜ = (0B)
with 0 being a zero column, H˜ i+1 = H i+1 and A˜i+1 = Ai+1 by an edge reduction.
1.4 B ∩ β is non-empty, B =
(
Ir
0
)
. Then B˜ = (0B) with 0 being a zero column. Recall from
Formula (2.3-5) and Theorem 2.3.3, the following is defined:
G˜i+1 =

(
0 1Z2
)
, if Gi+1 = (1Z2);(
0 1Z2
0 0
)
, if Gi+1 =
(
1Z2
0
)
.
Then H˜ i+1 =
∑
X∈T i IX ∗H
i
X + G˜
i+1 ∗ Ai1. Consequently A˜
i+1 is induced from A˜i by an edge
reduction in the sense of Lemma 2.3.2.
We stress, that after the edge reduction in the subcase 1.4, T˜ i+1 = T i+1 ∪ {Y }, where Y is
an equivalent class consisting of the indices of the added columns in the sum H˜ i+1 + Θ˜i+1 of
the pair (A˜i+1, B˜i+1), and (A˜i+1, B˜i+1) 6= (Ai+1,Bi+1) from this stage. The above B is show in
four cases as a small block in the corresponding leading block partitioned under T in M˜ :
Case 1.1 Cases 1.2 and 1.3 Case 1.4
Case 2. T˜ i = T i ∪ {Y }.
2.1 B ∩ β is empty. Then B˜ = B, G˜i+1 = Gi+1, and H˜ i+1 =
∑
X˜∈T˜ i I˜X˜ ∗ H˜
i
X˜
+ G˜i+1 ∗ A˜1.
If B ∩ β is non-empty. Denote by a˜i0 and a˜
i
1 the first and the second solid arrows of B˜
i,
which locate at (pi, q˜i0) and (p
i, q˜i0 + 1) in the formal product Θ˜
i respectively.
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2.2 B ∩ β is non-empty, and there exists some 1 6 j 6 niZ , such that the (p
i, qi + j)-th
equation is a linear combination of previous equations in IEiτ . Then δ(a˜
i
0) = 0 by Lemma 5.1.4
(ii) then (i), and Corollary 2.4.2. Two reductions are made: the first one is an edge reduction
by a˜i0 7→ (0); and the second one for a˜
i
1 is made in the same way as that for a
i
1 by Lemma 5.1.4
(ii). Then an induced problem A˜i+1 is obtain, and B˜ = (0B) with 0 being a zero column.
2.3 B ∩ β is non-empty, and for all 1 6 j 6 miZ , the (p
i, qi + j)-th equation is not a linear
combination of previous equations in IEiτ . Thus δ(a˜
i
0) 6= 0 by Lemma 5.1.4 (i) and Corollary
2.4.2. And δ0(a˜ij) 6= 0 for any 1 ≤ j ≤ n
i
Z by 5.1.4 (i)–(ii) and Corollary 2.4.2. Then two
regularizations a˜i0 7→ (∅), a˜
i
1 7→ (∅) are made, and B˜ = (∅B) with ∅ being a distinguished zero
column.
In the cases 2.2 and 2.3, there are two reduction blocks G˜i+1,0 = (0) or (∅), G˜i+1,1 = Gi+1,
thus H˜ i+1 =
∑
X˜∈T˜ i I˜X˜ ∗ H˜
i
X˜
+ G˜i+1,0 ∗ A˜i0 + G˜
i+1,1 ∗ A˜i1.
By summing up all the cases, an induced pair (A˜i+1, B˜i+1) and a representation M˜ i+1 with
ϑ˜0,i+1(M˜ i+1) ≃ M˜ are obtained. The theorem follows by induction. 
Corollary 5.2.2 The main diagonal block e˜iZ , Z ∈ T , of K˜
i
0 ⊕ K˜
i
1 is of the form:
s00 s01 s02 · · · s0m
s11 s12 · · · s1m
s22 · · · s2m
. . .
...
smm
 .
where m = niZ , s01, s02, . . . , s0m are dotted arrows of B˜
i.
Proof By the construction of H˜ i, the added “0-column” can be only 0 or ∅. Therefore,
except s00, the elements at the 0-th row: s01, s02, . . . , s0m do not appear in any equation of the
defining system of A˜i. Thus they are free. 
5.3 Non-homogeneity in the case of MW5 and classification (I)
The discussion of this subsection is two folds: 1) extend the reduction sequence (∗˜) of
Theorem 5.2.1 into a sequence (∗˜′), such that there is a parameter x appearing from the (s+1)-
th step; 2) prove that any bipartite pair with an induced minimal wild pair in the case of MW5
and Classification 5.1.1 (I) is not homogeneous.
Suppose we have a reduction sequence ending at At defined by Remark 3.4.6:
A,A1, · · · ,As,As+1, · · · ,Aǫ, · · · ,At = A′, (∗′)
where the reduction from Ai to Ai+1 is in the sense of Lemma 2.3.2 for 1 6 i < s; As is local
with δ(as1) = 0, set a
s
1 7→ (x), A
s+1 has a parameter x locating at the (px, qx)-position of H
s+1
and Rs+1 = k[x]; Ai+1 is obtained from Ai by a regularization for s < i < t. The pair (At,Bt)
is in the case of MW5 given by Remark 3.4.6 and satisfying Classification 5.1.1 (I).
Note that the set of integers T i and its partition T i are all the same for i = s, · · · , t. Suppose
the first arrow at1 of B
t locates at the (p, q′)-th position in the formal product Θt with q′ = q+ j
for some 1 6 j 6 ntZ ; the first arrow a
ǫ
1 of B
ǫ locates at the (p, q + 1)-th position in Θǫ, where
q + 1 is the index of the first column in the q-th block-column. The picture below shows the
position of the first solid arrows in the formal products Θi of (Ai,Bi) for i = s, ǫ, t (whenever
the added q˜0-th column is ignored):
61
px
p
•
• •
x
•
a˜ǫ0
at1a
ǫ
1
x: appears in (As+1,Bs+1)
at1: the first arrow of (A
t,Bt)
aǫ1: the first arrow of (A
ǫ,Bǫ)
  ✒
q˜0
✟✙ (p, q)-leading block
︸ ︷︷ ︸
qZ Picture (5.3-1)
Assume Ri = k[x, φi(x)−1], and H i has size vector li×ni over T for s < i 6 t. Denote uniformly
the same size vector li by l over T(1) with size l, and n
i by n over T(2) with size n. Then
H i ∈ IMl×n(R
i) are all in the same form but with different φi(x). Since k(x) is an Ri-bimodule,
H i ⊗Ri 1k(x) ∈ IMl×n(R
i)⊗Ri k(x) ≃ IMl×n(k(x)).
Remark 5.3.1 Lemma 5.1.4 (i)–(iv) are still valid if the matrices M i and M˜ i over k(x)
instead of over k are considered.
Recall the matrix equation defined in 5.1.4 (iii):
I˜Eτ q˜ : 0 ≡ M˜Φn˜,q˜. (5.3-2)
Suppose x locates in the (px, qZ′)-th main block partitioned under T , see Picture (5.3-1)
forZ ′ 6= Z; and Example 5.1.3 for Z ′ = Z. Thus the equation system I˜E
(>px)
τ q˜ , consisting of the
equations below the px-th row, is over the base field k. Denote by n˜ the size of n˜. The solution
space of the system I˜E
(>px)
τ q˜ contained in IMn˜×1(k) is a direct sum of two subspaces by Theorem
5.2.1 and Lemma 5.1.4 (iii):
(i) the first subspace is isomorphic to a space spanned by EY in K˜s0, it has a base matrix
with the q˜-th entry being 1Y and others zero;
(ii) the second one is isomorphic to a subspace of K˜s1, and its base matrices have non-zero
entries only above the q˜-th entry.
The second subspace is denoted by K
(>px)
τ q˜ with a polynomial d
px(x) = 1; a minimal algebra
R
(>px)
τ q˜ = R˜
s = k1X × k1Y ; and a basis {U
0
1 , · · · , U
0
β} with the dual basis {u
0
1, · · · , u
0
β} ⊂
Hom(K
(>px)
τ q˜ , R
(>px)
τ q˜ ). From now on, we consider the equation I˜F
(>px)
τ q˜ : 0 ≡ M˜Ψ
(>px)
τ q˜ with the
variable matrix Ψ
(>px)
τ q˜ =
∑β
ζ=1 u
0
ζ ∗ U
0
ζ according to Theorem 2.4.4 and Formula (2.4-5).
Suppose the system I˜F
(>h)
τ q˜ for some p < h 6 px have been solved, the solution space K
(>h)
τ q˜
has a basis {U1, · · · , Uκ} ⊂ IMn˜×1(R
(>h)
τ q˜ ), where R
(>h)
τ q˜ = k[x, (γ
h+1(x))−1]1X×k1Y is a minimal
algebra with γh+1(x) =
∏h+1
η=px
dη(x). Let {u1, · · · , uκ} ⊂ Hom(K
(>h)
τ q˜ , R
(>h)
τ q˜ ) be the dual basis
of {Uj}j . According to Formula (2.4-5):
Ψ
(>h)
τ q˜ =
∑κ
ζ=1 uζ ∗ Uζ , I˜F
(>h)
τ q˜ : 0 ≡ M˜Ψ
(>h)
τ q˜ . (5.3-3)
The h-th equation of I˜F
(>h)
τ q˜ is
∑κ
ζ=1 fζ(x)uζ with fζ(x) ∈ R
(>h)
τ q˜ . There are two possibilities.
(i) fζ(x) = 0 for ζ = 1, · · · , κ. In this case K
(>h−1)
τ q˜ = K
(>h)
τ q˜ , and the quasi-basis of K
(>h)
τ q˜
are preserved in K
(>h−1)
τ q˜ . Let d
h(x) = 1.
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(ii) There exists some fζ(x) 6= 0. Without loss of generality, it may be assumed that
fκ(x) 6= 0. Choose a new basis in the dual space Homk(x)(K
(>h)
τ q˜ ⊗R(>h)
τq˜
k(x), k(x)) at the first
line of the formula below, the corresponding basis of K
(>h)
τ q˜ is shown at the second line:{
u′ζ = uζ ,
U ′ζ = Uζ − fζ(x)/fκ(x)Uκ;
for 1 6 ζ < κ;
{
u′κ =
∑κ
ζ=1 fζ(x)uζ ,
U ′κ = 1/fκ(x)Uκ,
(5.3-4)
where u′κ = 0 is the solution of the h-th equation in the system (5.3-3). Let d
h(x) ∈ k[x] be the
numerator of fκ(x), and γ
h(x) = dh(x)γh+1(x), then R
(>h−1)
τ q˜ = k[x, (γ
h(x))−1]1X × k1Y . Thus
K
(>h−1)
τ q˜ has a quasi-basis {U
′
ζ | ζ = 1, · · · , κ − 1} over R
(>h−1)
τ q˜ . The system I˜F
(>p−1)
τ q˜ with the
solution space K
(>p−1)
τ q˜ and polynomial γ
p(x) is finally reached by inverse-order induction.
Suppose Ri = k[x, φi(x)−1], and the row index of the first arrow of Bi in the formal product
Θi is pi, px 6 p
i 6 p for s 6 i 6 ǫ. Define
φ˜i(x) = φi(x)γp
i
(x) ∈ k[x], in particular φ˜t(x) = φt(x)γp(x). (5.3-5)
Now we deal with representations of Ai over the field k(x) instead of over k. Suppose the
matrix M i = ϑ0i(H i(k[x, φ˜t(x)−1]) =
∑
jM
i
j ∗ Aj has a size vector l × n over T , and a matrix
M˜ i =
∑
j M˜
i
j ∗Aj of size vector l× n˜ is defined by Formula (5.1-2). Returning to Theorem 2.4.1,
the matrix equations for i > s are defined as follows:
IEi : ΦlM
i ≡≺(pi,qi) M
iΦn, I˜E
i
: ΦlM˜
i ≡≺(pi,qi) M˜
iΦn˜;
IEiτ : 0 ≡≺(pi,qi) M
iΦn, I˜E
i
τ : 0 ≡≺(pi,qi) M˜
iΦn˜.
(5.3-6)
Theorem 5.3.2 There exists a unique reduction sequence based on the sequence (∗′):
A, A˜1, · · · , A˜s, A˜s+1, · · · , A˜ε, · · · , A˜ǫ, · · · , A˜t = A˜′, (∗˜′)
where the first part of the sequence up to A˜s is given by Theorem 5.2.1; the reduction from A˜s
to A˜s+1 is given by a loop mutation as+11 7→ (x), or an edge reduction (0) followed by a loop
mutation (x); the reduction from A˜i to A˜i+1 for s < i < t is given by one regularization, or two
regularizations, or a reduction given by Lemma 2.2.6, followed by a regularization.
Proof If the first arrow as1 of B
s does not locate at the (q + 1)-th column of the formal
product Θs, a loop mutation from A˜s to A˜s+1 is made. Otherwise an edge reduction is made by
Remark 5.3.1, see 5.1.4 (iv) and Corollary 2.4.2 for details, then followed by a loop mutation.
Now suppose we have an induced bimodule problem A˜i for some i > s. If the first arrow ai1
of Bi does not locate at the (q+1)-th column of Θi, a regularization a˜i1 7→ ∅ is made. Otherwise,
there are two possibilities. ① There exists some 1 6 j 6 nZ , the (pi, q+j)-th equation is a linear
combination of the previous equations in IEiτ , then δ(a˜
i
0) = 0 by Remark 5.3.1 and Corollary
2.4.2. Set a˜i0 7→ (0) by Lemma 2.6.6, a˜
i
1 7→ ∅. ② Otherwise δ(a˜i0) 6= 0. Set a˜i0 7→ ∅ and a˜i1 7→ ∅.
The sequence (∗˜′) is completed by induction as desired. 
Corollary 5.3.3 If the bocs Bt in the sequence (∗′) satisfies MW5 defined by Remark 3.4.6
and Classification 5.1.1 (I), then δ(a˜ǫ0) = 0 in B˜
ǫ in the sequence (∗˜′).
Proof Since the first arrow at1 of B
t locates at the (p, q + j)-th position with δ(at1) = 0,
δ0(aǫj) = 0 in B
ǫ. Thus δ(a˜ǫ0) = 0 in B˜
ǫ by Remark 5.3.1 and Corollary 2.4.2. 
Proposition 5.3.4 Let (A,B) be a pair with T being trivial, such that A = (R,K,M,H =
0) is a bipartite matrix bimodule problem satisfying RDCC condition. If there exists an induced
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pair (A′,B′) of (A,B) in the case of MW5 defined by Remark 3.4.6, and the sum H ′ + Θ′ of
(A′,B′) satisfies Classification 5.1.1 (I), then B is not homogeneous.
Proof Suppose we have a sequence (∗′) with B′ = Bt, then there is a sequence (∗˜′) based
on (∗′) by Theorem 5.3.2. Corollary 5.3.3 tells that the first arrow a˜ǫ0 of B˜
ǫ is an edge with
δ(a˜ǫ0) = 0, and hence a˜
ǫ
0 7→ (1) may be set according to Proposition 2.2.7. The induced pair
is obviously local. Thus it is possible to use the triangular formulae of Subsection 3.3, and an
induced pair (A′′,B′′) is obtain in one of the cases (ii)-(iv) of Classification 3.3.5.
Case 1 If 3.3.5 (ii) is met, then B˜ǫ satisfies the hypothesis of Proposition 3.4.5. It is done.
Case 2 If 3.3.5 (iii) is met, then B˜′′ satisfies MW3, it is done by Proposition 3.4.3.
Case 3 If 3.3.5 (iv) is met, and B′′ satisfies MW4, it is done by Proposition 3.4.4.
Case 4 If 3.3.5 (iv) is met, and B′′ satisfies MW5, then there is an induced pair (Aˆ1, Bˆ1) in
the case of MW5 defined by Remark 3.4.6. In this case the pair (At,Bt) is denoted by (Aˆ, Bˆ)
in order to unify the notations. Suppose the first arrow aˆ11 of Bˆ
1 locates at the p1-th row in the
formal product Θˆ1. We claim that p1 < p. In fact, the solid arrows a˜ǫj for j = 1, · · · , nZ at the
p-th row of Θˆǫ have differentials δ0(a˜ǫj) = s0j+ · · · according to Corollary 5.2.2, and hence those
arrows will be regularized step by step.
Repeating the above mentioned procedure for (Aˆ1, Bˆ1), if one of the cases 1–3 is met, the
procedure stops. Otherwise, if the case 4 is met repeatedly, there exist a sequence of local pairs
and a decreasing sequence of the row indices:
(Aˆ, Bˆ), (Aˆ1, Bˆ1), (Aˆ2, Bˆ2), · · · , (Aˆβ, Bˆβ),
p > p1 > p2 > · · · , > pβ.
Since the number of the rows of Hˆ i for i = 1, · · · , β is fixed, the procedure must stop at some
stage β, where one of the cases 1–3 appears. The conclusion follows by induction. 
5.4 Bordered matrices in one-sided case
In this subsection, a notion of reduced defining systems of Formula (2.4-3) is given for some
induced pairs of a one-sided pair, which is different from Formula (4.1-7). Then some reduction
sequences are constructed starting from one-sided pairs based on bordered matrices.
Let (A,B) be a bipartite pair satisfying RDCC condition, and (Ar,Br) be an induced pair
with Rr being trivial. Suppose (Ar,Br) has a quotient-sub pair ((Ar)[m], (Br)(m)) denoted by
(A¯, B¯) given in Formulae (4.1-1) and (4.1-2), where the vertex set T¯ = T¯R × T¯C ⊆ T
r, and B¯
has a layer L = (R;ω; d1, · · · , dm; u¯, u, v¯, v) by Definition 4.1.2.
Remark 5.4.1 Suppose (A¯′, B¯′) with T¯ ′ being trivial is an induced pair of (A¯, B¯), then it
is a quotient-sub-pair of (Ar+′,Br+′) by Formula (4.1-5), where ′ stands for some index. Recall
Theorem 2.4.1 and the defining system IFr,r+′, the variable matrices Ψmr,r+′ , Ψ
0
mr,r+′
given by
Formula (2.4-3), we now define its reduced form consisting of the (pr, qr), · · · (pr, qr +m− 1)-th
blocks of IFr,r+′ according to Remark 4.1.1. Suppose there is a functor ϑ¯′ : R(A¯′) → R(A¯)
acting on objects, F is defined below Formula (4.1-6), and ϑ¯(F ′(k)) has a size vector n =
(n0;n1, · · · , nm) partitioned under T¯ .
(i) Denote by Z¯0 the (p
r, pr)-the square block of Ψmr,r+′ of size n0 with p
r ∈ Xr; by Z¯ξξ the
(qr + ξ − 1, qr + ξ − 1)-th square block of size nξ with q
r + ξ − 1 ∈ Y r for any Y r. Set
Z¯0 = ZXr = (z
Xr
pq )n0×n0 , Z¯ξξ = ZY r = (z
Y r
pq )nξ×nξ .
(ii) Denote by Z¯ξ the (p
r, qr + ξ − 1)-block of Ψ0
mr,r+′
with size n0 × nξ, and by Z¯ηξ the
(qr + η − 1, qr + ξ − 1)-block for η < ξ of Ψmr,r+′ with size nη × nξ. Write the matrices
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Zj = (z
j
pq)ns(vr
j
)×nt(vr
j
)
for all the dotted arrows of Br, where {zjpq}(p,q),j are different variables
over k. Suppose
Z¯ξ =
∑
j α
j
ξZj , where s(v
r
j ) ∋ p
r, t(vrj ) ∋ q
r + ξ − 1, αjξ ∈ k;
Z¯ηξ =
∑
j β
j
ηξZj, where s(v
r
j ) ∋ q
r + η − 1, t(vrj ) ∋ q
r + ξ − 1, βjηξ ∈ k.
Return to the pair (A¯′, B¯′), some indices p¯, q¯, · · · , in the formal product Θ¯′ will bee used in
order to distinguish with indices p, q, · · · , in the formal product Θr+′ of (Ar+′,Br+′) of Formula
(5.1-1). Fix an integer l ∈ {1, · · · ,m} with Yl 6= X in Definition 4.1.2, thus dl : X → Yl is a solid
edge. Suppose (q¯l + 1) is the index of the first column in the l-th block-column of the formal
product Θ¯′, such that (p¯, q¯l + 1) is the leading position of the first base matrix of M¯
′. Write
M¯ = ϑ¯(F (k)) = (M¯1, · · · , M¯m) ∈ R(A¯) with the size vector n over T¯ . Then
F : Z¯0M¯ ≡≺(p¯,q¯l+1) (Z¯1, · · · , Z¯m) + M¯(Z¯ηξ)16η6ξ6m (5.4-1)
is called a reduced defining system based on Theorem 2.4.1, which is different from F¯ given by
Formula (4.1-7). Similarly as in Equation (5.1-4), there is an equation system:
Fτ : 0 ≡≺(p¯,q¯l+1) (Z¯1, · · · , Z¯m) + M¯ (Z¯ηξ)16η6ξ6m. (5.4-2)
Define a size vector n˜ = (n˜0; n˜1, · · · , n˜m) over T¯ as follows: n˜j = nj if j /∈ Yl; n˜j = nj + 1 if
j ∈ Yl. Construct a representation of A¯ based on M¯ :
M˜ = (M˜1, · · · , M˜m) ∈ R(A¯), M˜j =
{
M¯j , if j /∈ Yl;
(0 M¯j), if j ∈ Yl,
(5.4-3)
where 0 is a zero column. Write Z˜0, Z˜ξξ the variable matrices of size n˜0 × n˜0, n˜ξ × n˜ξ; and
Z˜ξ =
∑
j α
j
ξZ˜j of size n˜0× n˜ξ, Z˜ηξ =
∑j
ηξ β
j
ηξZ˜j of size n˜η× n˜ξ respectively according to Remark
5.4.1. Denote by q˜l the index of the first column of the l-th block-column of M˜ , we obtain the
following two matrix equations:
F˜ : Z˜0M˜ ≡≺(p¯,q˜l) (Z˜1, · · · , Z˜m) + M˜(Z˜ηξ)16η6ξ6m
F˜τ : 0 ≡≺(p¯,q˜l) (Z˜1, · · · , Z˜m) + M˜(Z˜ηξ)16η6ξ6m.
(5.4-4)
For any l′ ∈ Yl, denote by q¯l′ + 1 the index of the first column of the l
′-th block-column of
M¯ . Set any integer p¯′ > p¯ and 1 6 h 6 n
Yl
, the (p¯′, q¯l′ + h)-th entry in the right side of Fτ of
Formula (5.4-2) equals∑
q¯ γp¯′q¯z
Yl
q¯,q¯l′+h
+
∑
q¯ νp¯′q¯z
j
q¯,q¯l′+h
, γp¯′q¯, νp¯′ q¯ ∈ k, t(vj) = Yl. (5.4-5)
The picture below shows four equations (abridged by four circles) of Fτ . There are three solid
edges ending at Yl, i.e. |Yl| = 3, and nYl = 4. If l
′ is the second index of Yl, then the equations
at the (p¯′, q¯l′ + h)-th positions have the same coefficients for h = 1, 2, 3, 4.
ssss = +
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Lemma 5.4.2 Being parallel to Lemma 5.1.4, there are following assertions.
(i) For any 1 6 h1, h2 6 nl and any l
′ ∈ Y , the (p¯, q¯l′+h1)-th equation is a linear combination
of the previous equations in Fτ , if and only if so is the (p¯, q¯l′ + h2)-th equation. Similarly, the
same result is valid in F˜τ .
(ii) The equations in the system F˜ (resp. F˜τ ) and those in F (resp. Fτ ) are the same at
the same positions of each block column, whenever the added q˜l′-th columns for all l
′ ∈ Yl have
been dropped from F˜ (resp. F˜τ ).
(iii) A subsystem of F˜ (resp. F˜τ ) consisting of the q˜l′-column in both sides is F˜τ q˜l′ : 0 ≡
M˜Φn˜,q˜l′ , where Φn˜,q˜l′ stands for the q˜l′-th column of Φn˜. And the system {F˜τ q˜l′ | ∀ l¯
′ ∈ Yl} can
be solved independently.
(iv) If the (p¯, q¯l′+h)-th equation for some 1 6 h 6 nY is a linear combination of the previous
equations in F , then so is the (p¯, q˜l′)-th equation in the system {F˜τ q˜l′ | ∀ l
′ ∈ Yl}.
Proof (i)–(ii) See Proof (i)–(ii) of Lemma 5.1.4.
(iii) Note that ∀ l′ ∈ Yl the variables at the q˜l′-th column of (Z˜ξ)16ξ6m and (Z˜ηξ)16η6ξ6m are
different from those at the h¯-th column for all h¯ 6= q˜l′ ,∀ l
′ ∈ Y , and different from those in Z˜0.
(iv) See proof (iv) of 5.1.4.
Let (A¯s, B¯s) be an induced pair of (A¯, B¯) with R¯s being trivial and local. Then there are
two sequences of reduction in the sense of Lemma 2.3.2 according to Formula (4.1-5):
A,A1, · · · ,Ar−1, Ar, Ar+1, · · · , Ar+i, Ar+i+1, · · · , Ar+s;
A¯, A¯1, · · · , A¯i, A¯i+1, · · · , A¯s.
(∗¯)
Set M¯ = ϑ0s(F s(k)) of size vector n over T¯ , a bordered matrix M˜ of size vector n˜ can be
constructed according to Formula (5.4-3).
Theorem 5.4.3 Being parallel to Theorem 5.2.1, there exists a unique reduction sequence
based on the sequence (∗¯), where
·
A˜ stands for ˜¯A in order to simplify the notation:
A˜, A˜1, · · · , A˜r−1, A˜r, A˜r+1, · · · , A˜r+i, A˜r+i+1, · · · , A˜r+s;
·
A˜,
·
A˜
1
, · · · ,
·
A˜
i
,
·
A˜
i+1
, · · · ,
·
A˜
s
.
(˜¯∗)
(i) A˜i = Ai for i = 0, 1, · · · , r.
(ii) The reduction from
·
A˜
i
to
·
A˜
i+1
is a reduction or a composition of two reductions in
the sense of Lemma 2.3.2 for i = 0, · · · , s−1, such that
·
T˜
s
has two vertices, and ϑ˜0s(F˜ s) = M˜ .
(iii) The reduction from A˜r+i to A˜r+i+1 is done in the same way as that from
·
A˜
i
to
·
A˜
i+1
.
(iv) The diagonal block e˜
X
in
·
K˜
s
of
·
A˜
s
partitioned under T¯ is of the form of Corollary
5.2.2.
Proof (i) is clear.
(ii) The proof is parallel to that of Theorem 5.2.1, the only difference appears in the item
1.4 of Case 1. Suppose an edge reduction is made from A¯i to A¯i+1 with the reduction block
Gi+1 being at the l0-th block column with l0 ∈ Yl. Then F˜
i+1 has a size vector li+1 × n˜i+1 over
T¯ with n˜i+1l = n
i+1
l + 1, and a zero column is added into the l
′-th block column from the left
hand side for every l′ ∈ Yl .
(iii) follows from Formula (4.1-5).
(iv) The proof is parallel to that of Corollary 5.2.2. 
Being parallel to (∗′) at the beginning of Subsection 5.3, there are following two sequences:
A,A1, · · · ,Ar−1, Ar, Ar+1, · · · , Ar+s, Ar+s+1, · · · , Ar+ǫ, · · · , Ar+t,
A¯, A¯1, · · · , A¯s, A¯s+1, · · · , A¯ǫ, · · · , A¯t.
(∗¯′)
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The reductions from A¯ to A¯s is given by (∗¯); from A¯s to A¯s+1 is a loop mutation and a parameter
x appears; the reduction from A¯i to A¯i+1 is a regularization for i = s + 1, · · · , t − 1. The first
arrow of B¯t locates at the (p¯, q¯ + j)-th position in the formal product Θ¯t for some 1 6 j 6 nl,
and that of B¯ǫ at (p¯, q¯+1)-th position in Θ¯ǫ. The pair (Ar+t,Br+t) is minimal wild in the case
of MW5 of Remark 3.4.6 and Classification 5.1.1 (II).
Remark 5.4.4 (i) If the first arrow at1 of B¯
t is splitting from dl of the one-sided bocs B¯,
then dl : X 7→ Yl is an edge by Theorem 4.6.1 and Corollary 4.6.2. Therefore it is possible to
apply Theorem 5.4.3 with respect to the vertex Yl ∈ T¯ for the sequence (∗¯), and obtain the
sequence (˜¯∗).
(ii) We will describe how to determine Ar, thus A¯, in the next subsection.
(iii) Being parallel to Formula (5.3-2), the equation system {F˜τ q˜l′ | ∀ l
′ ∈ Yl} given by Lemma
5.4.2 (iii) is considered. Thus some polynomials djl
′
(x) are obtained for l′ ∈ Yl, j = p¯x, · · · , p¯
inductively, by an analogous discussion as in the subsection 5.3. If R¯t = k[x, φt(x)−1], define a
polynomial similar to Formula (5.3-5):
φ˜t(x) = φt(x)
∏p¯
j=p¯x
∏
l′∈Yl
djl
′
(x).
Theorem 5.4.5 Being parallel to Theorem 5.3.2, there exist two unique reduction sequences
based on the sequences (∗¯′):
A˜, A˜1, · · · , A˜r−1 A˜r, A˜r+1, · · · , A˜r+s, A˜r+s+1, · · · , A˜r+ǫ, · · · , A˜r+t;
·
A˜,
·
A˜
1
, · · · ,
·
A˜
s
,
·
A˜
s+1
, · · · ,
·
A˜
ǫ
, · · · ,
·
A˜
t
.
(˜¯∗′)
(i) The first parts of the two sequences up to A˜r+s and
·
A˜
s
respectively are given by (˜¯∗).
(ii)
·
A˜
s+1
is induced from
·
A˜
s
by a loop mutation as+11 7→ (x), or an edge reduction (0)
followed by a loop mutation (x); the reduction from
·
A˜
i
to
·
A˜
i+1
for i > s is given by a regular-
ization, or two regularizations, or a reduction given by Lemma 2.2.6 followed by a regularization.
(iii) The reduction from
·
A˜
r+i
to
·
A˜
r+i+1
is done in the same way as that from
·
A˜
i
to
·
A˜
i+1
for s < i < t.
(iv) If the bocs B¯t in the sequence (∗¯′) satisfies MW5 of Remark 3.4.6 and Classification
5.1.1 (II), then δ(a˜ǫ0) = 0 for the first arrow a˜
ǫ
0 of
·
B˜
ǫ
in (˜¯∗′).
Proof (i) is obvious. The proof of (ii) is parallel to that of Theorem 5.3.2. (iii) follows from
Formula (4.1-5). The proof of (iv) is parallel to that of Corollary 5.3.3 by Corollary 2.4.3. 
5.5 Non-homogeneity in the case of MW5 and classification (II)
Suppose a bipartite pair (A,B) has an induced pair (A′,B′) in the case of MW5 of Remark
3.4.6 and Classification 5.1.1 (II) in this subsection. A one-sided quotient-sub pair is determined
according to the position of the first arrow a′1 in the formal product H
′ + Θ′; then the non-
homogeneity of the pair (A,B) is proved.
Let A be a bipartite matrix bimodule problem satisfying RDCC condition. The sequence
(A,B), (A1,B1), · · · , (Aς ,Aς), (Aς+1,Bς+1), · · · , (Aτ ,Bτ ) = (A′,B′) (5.5-1)
satisfies the following conditions: Ri is trivial for i 6 ς, the reduction from Ai to Ai+1 is in the
sense of Lemma 2.3.2 for i < ς; Aς is local with δ(aς1) = 0, and R
ς+1 = k[x] in Bς+1 after a
loop mutation; finally, the reduction from Ai to Ai+1 is a regularization for i > ς, and Bτ = B′
is in the case of MW5 of Remark 3.4.6 and Classification 5.1.1 (II). Suppose the index of the
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first arrow aτ1 of B
τ is (pτ , qτ ) in the formal product Θτ , which is sitting at the (p, q)-th block
partitioned under T . According to Formula (2.3-7):
Hτ =
∑ς
i=1G
i
τ ∗ A
i−1
1 + (x) ∗ A
ς
1. (5.5-2)
Following discussion will be focused on the reduction blocks Giτ of H
τ .
Let i < ς, ϑiτ : R(Aτ ) → R(Ai) be the induced functor, and niτ = ϑiτ (1, · · · , 1). There is
a simple fact, that any row (column) index ρ of H i + Θi in the pair (Ai,Bi) determines a row
(column) index niτ1 + · · · + n
iτ
ρ of H
τ + Θτ in the pair (Aτ ,Bτ ). Consequently, if the upper
(resp. lower, left or right) boundaries of two reduction blocks Gj1i , G
j2
i in H
i are collinear, if and
only if the corresponding boundaries of two splitting blocks Gj1τ , G
j2
τ in Hτ are collinear. The
two blocks Gji and G
j
i (k) may not be distinguished for the sake of convenience in the following
statements.
Remark 5.5.1 Consider the reduction blocks inside the (p, q)-th block partitioned under T .
The relative position of the upper boundaries of Giτ and G
i+1
τ in this block has three possibilities
according to Formulae (2.3-3)–(2.3-5).
(i) The upper boundaries of Giτ and G
i+1
τ are collinear, and this occurs if and only if the
reduction from Ai−1 to Ai is given by one of the following reduction blocks: Gi = ∅ in a
regularization; Gi = (λ) in a loop reduction; Gi = (0), (1) or (0 1) in an edge reduction, moreover
the right boundary of Giτ is not that of the (p, q)-th block. In this case their lower boundaries
are also collinear.
(ii) The upper boundary of Gi+1τ is strictly lower than that of G
i
τ , and this occurs if and
only if Gi = W of size being strictly bigger than 1 in a loop reduction, or Gi =
(1
0
)
or
(0 1
0 0
)
in
an edge reduction, and the right boundary of Giτ is not that of the (p, q)-th block. In this case,
the lower boundaries of Giτ and G
i+1
τ are also collinear.
(iii) The lower boundary of Gi+1τ is the upper boundary of G
i
τ , and this occurs if and only
if the right boundary of Giτ coincides with that of the (p, q)-th block.
Collect all the reduction blocks of Hτ inside the (p, q)-th block, such that their upper bound-
aries are above or at that of aτ1 :
Gq1τ , G
q2
τ , . . . , G
qu
τ , with 1 6 q1 < q2 < · · · < qu 6 ς. (5.5-3)
The set of reduction blocks {Gqiτ | 1 6 i 6 u} in (5.5-3) is divided into h groups according to
whether the upper boundaries of blocks are collinear or not, and denoted by ρj the common
upper boundary of the blocks in the j-th group for j = 1, · · · , h, where ρj+1 is strictly lower
than ρj :
{G
q1,1
τ , . . . , G
q1,u1
τ }, · · · · · · , {G
qh,1
τ , · · · , G
qh,uh
τ }, u1 + · · ·+ uh = u. (5.5-4)
The adjacent blocks G
qj,l
τ and G
qj,l+1
τ in the j-th group have two possibilities: ① Gqj,lτ is in case
(i) of Remark 5.5.1, ② Gqj,lτ is in case (ii) of Remark 5.5.1. Then Gqj,l+1τ comes from the next
reduction with qj,l+1 = qj,l + 1 in ①. But in ②, G
qj,l+1
τ follows by a sequence of reductions with
the upper boundaries of the reduction blocks lower than that of aτ1 , and the sequence includes
at least one reduction in case (iii) of Remark 5.5.1. Finally, the sequence reaches G
qj,l+1
τ with
the upper boundary ρj as a neighbor of G
qj,l
τ . Thus qj,l+1 > qj,l + 1.
Lemma 5.5.2 The last block G
qj,uj
τ of the j-th group must be as in case (ii) of Remark
5.5.1 for j = 1, · · · , h.
Proof If G
qj,uj
τ is in case (iii) of 5.5.1, then ρj is lower than ρj+1 for j < h, which is a
contradiction to the grouping of Formula (5.5-4); and aτ1 is sitting above ρh for j = h, which is
a contradiction to the choice of the sequence (5.5-3).
68
Suppose G
qj,uj
τ is in case (i) of 5.5.1. Then for j < h, the upper boundaries of G
qj,uj
τ and
G
qj,uj+1
τ coincide, which is a contradiction to the grouping of (5.5-4). For j = h, G
qh,uh
τ =
0, I, (0 I), or λI, or ∅ with the height d > 1. Suppose the next reduction is still in the sense of
Lemma 2.3.2 given by G
qh,uh+1
τ , which is denoted by G′τ for simplicity. If G
′
τ is in the case (i) or
(ii) of 5.5.1, then G′τ and G
qh,uh
τ have the same upper boundary, a contradiction to the grouping
of (5.5-4); if G′τ is in case of 5.5.1 (iii), then a
τ
1 locates above ρh, which is a contradiction to
the choice of (5.5-3). Therefore the reduction in the sense of Lemma 2.3.2 should not be able
to continue, and r + s = qh,uh in the sequence (∗¯
′) before Remark 5.4.4. Thus the hight d = 1,
the parameter x appears by a loop mutation. Since aτ1 locates between the upper and lower
boundaries of G
qh,uh
τ , x and aτ1 are sitting at the p
τ -th row simultaneously, a contradiction to
Lemma 5.1.2. So G
qj,uj
τ is in the case of 5.5.1 (ii) as desired. 
Definition 5.5.3 We define h rectangles in Θτ : for j < h, the j-th rectangle has the upper
boundary ρj , the lower one ρj+1, and the left one is the right boundary of G
qj,uj , the right
one is that of the (p, q)-th block. While the upper boundary of the h-th rectangle is ρh, lower
boundary is that of Gqh,uh . The rectangle with upper boundary ρj is said to be the j-th ladder,
there are altogether h ladders.
The picture below shows an example for h = 3. Three groups of Reduction blocks given
in sawtooth patterns with some dots, but the last block in each group is given by a rectangle
without dots. The upper boundaries of the three ladders are shown by dotted lines.
•
aτ1 ·x
pτ -th row
ρ3-th line
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·
Lemma 5.5.4 Let index r = qh,uh − 1 in the sequence (5.5-1). We define a one-sided
quotient-sub pair (A¯, B¯) = ((Ar)[m], (Br)(m)) of the pair (Ar,Br) consisting of the solid arrows
d1, · · · , dm sitting at the p
r-row as shown in Picture (4.1-1). Then
(i) m > 1;
(ii) all the reduction blocks in Hτ yielded from some split of d2, · · · , dm locate below the
pτ -th row;
(iii) aτ1 is split from dl with l > 1. If (A¯, B¯) satisfies the hypothesis of Theorem 4.6.1 or
Corollary 4.6.2, then dl is a solid edge.
(iv) ς = r+ s and τ = r+ t. Therefore the sequence (5.5-1) coincides with the first sequence
of (∗¯′) given before Remark 5.4.4.
Proof (i) follows from Lemma 5.5.2.
(ii) comes from the choice of the reduction blocks of Formula (5.5-3).
(iii) and (iv) are obvious. 
Remark 5.5.5 (i) Hr + Θr of the pair (Ar,Br) has also h ladders in the (p, q)-th block.
The boundaries of the j-th ladder of Hτ +Θτ is derived from that of the j-th ladder of Hr+Θr
for j = 1, · · · , h according to the simple fact stated before Remark 5.5.1.
(ii) Let (ArX ,B
r
X) be the induced local pair at X of (A
r,Br), denote by h
X
the number of
the inheriting ladders of HrX +Θ
r
X from H
r +Θr, then h
X
6 h.
(iii) Return to sequence (∗¯′) and (˜¯∗′) in Subsection 5.4. It is easy to see that H˜r+t + Θ˜r+t
has also h ladders, and the number of rows in the h-th ladder in H˜r+t + Θ˜r+t is the same as
that in Hr+t +Θr+t.
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Proposition 5.5.6 Let (A,B) be a pair with T trivial, such that A = (R,K,M,H = 0)
is a bipartite matrix bimodule problem satisfying RDCC condition. If there exists an induced
pair (A′,B′) of (A,B) in the case of MW5 defined by Remark 3.4.6, and the sum H ′ + Θ′ of
(A′,B′) satisfies Classification 5.1.1 (II), then B is not homogeneous.
Proof Suppose the induced pair (A′,B′) is the last term (Ar+t,Br+t) in the first sequence
of Formula (∗¯′) given before Remark 5.4.4. Keep the notations in the two sequences of (∗¯′).
We assume in addition that the number of the ladders in Hr+t+Θr+t is minimal with respect
to the property of Classification 5.1.1 (II).
(I) Let X be given by Definition 4.1.2. If the local pair (ArX ,B
r
X ) is wild, using the trian-
gular Formulae of Subsection 3.3, an induced minimal wild local pair ((ArX)
′, (BrX)
′) with the
parameter x′ and the first arrow a′1 is obtained.
(I-1) If (BrX)
′ is in the case of MW3, or MW4, or MW5 with H ′X +Θ
′
X being in the case of
Classification 5.1.1 (I), then (A,B) is not homogeneous by Proposition 3.4.3, or 3.4.4, or 5.3.4,
it is done.
(I-2) If (BrX)
′ is in the case of MW5 and Classification 5.1.1 (II), then the number of the
inheriting ladders h
X
in HrX+Θ
r
X does not exceed h by Remark 5.5.5 (ii). Suppose a
′
1 locates at
the h′-ladder. If h′ < hX 6 h, or h
′ = hX < h, then it contradicts to the minimality assumption
on the number of ladders. If h′ = h
X
= h, since this ladder contains only one row by Lemma
5.5.4, x′and a′1 must locate at the same row, a contradiction to Lemma 5.1.2.
(II) Suppose (ArX ,B
r
X) is tame infinite, and its quotient-sub-pair (A¯X , B¯X) is in case (ii)
of Classification 4.2.1.
(II-1) If the one-sided pair (A¯, B¯) satisfies the hypothesis of Lemma 4.2.3 or 4.4.1, then
(A,B) is not homogeneous. In fact the loop b¯ is the unique effective loop of both B¯X and B
r
X .
(II-2) If (A¯, B¯) satisfies the hypothesis of Theorem 4.4.2, then the triangular formulae given
in Subsection 3.3 can be used for the local wild pair (Ar+2l,Br+2l) given in Proof 4) of 4.4.2. If
the cases of MW3, MW4, or MW5 and Classification 5.1.1 (I) are reached, it is done. If MW5
and Classification 5.1.1 (II) is med again, the first arrow must be outside of the h-th ladder,
which is a contradiction to the minimal number assumption of the ladders.
(III) Now the following two cases are considered. First, BrX is tame infinite, B¯X is in the
case (ii) of Classification 4.2.1, the pair (A¯, B¯) is major and the c-class arrows satisfy Formula
(4.2-6). Second, BrX is tame infinite or finite, and B¯X is finite.
Then in both cases dl of B¯, from which a
t
1 is split, is a solid edge by Lemma 5.5.4 (iii).
Consequently, Formula (˜¯∗) of Theorem 5.4.3 can be used with respect to dl. Keep the notations
in the two sequences of (˜¯∗
′
) of Theorem 5.4.5.
Since δ(a˜ǫ0) = 0 in the pair (
·
A˜
ǫ
,
·
B˜
ǫ
) of (˜¯∗
′
) by 5.4.5 (iv), set the edge a˜ǫ0 7→ (1) by
Proposition 2.2.7. Then all the other arrows splitting from dl at the same row are regularized
in the further reductions by 5.4.3 (iv). The induced pair is obviously local and tame infinite or
wild type. Then it is possible to use the triangular formulae of Subsection 3.3 once again, and
an induced pair (Aˆ1, Bˆ1) in the cases (ii)-(iv) of Classification 3.3.5 is obtained.
(III-1) If the induced local pair (Aˆ1, Bˆ1) is tame infinite, then the two-point pair (A˜r+ǫ, B˜r+ǫ)
satisfies the hypothesis of Proposition 3.4.5, it is done.
(III-2) If (Aˆ1, Bˆ1) is in the case of MW3, or MW4, or MW5 of Remark 3.4.6 and Classification
5.1.1 (I), it is done.
(III-3) If (Aˆ1, Bˆ1) is in the case of MW5 of Remark 3.4.6 and classification 5.1.1 (II), and
suppose in addition, the first arrow of Bˆ1 locates at the h1-th ladder with h1 < h, then there is
a contradiction to the minimality number assumption of the ladders.
(III-4) If (Aˆ1, Bˆ1) is in the case of MW5 of Remark 3.4.6 and classification 5.1.1 (II), and
suppose in addition, the first arrow of Bˆ1 locates still at the h-th ladder, it is needed to do
induction on some pairs of integers. Denote by σ the number of the rows in the h-th ladder of
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Hr+t + Θr+t, which is a constant after making some bordered matrices by Remark 5.5.5 (iii).
And denote by m the number of the solid arrows in the pair (A¯, B¯) in Formula (4.1-1), which is
also a constant. Define a finite set with σm pairs:
S = {(̺, ζ) | 1 6 ̺ 6 σ, ζ = 1, · · · ,m},
ordered by (̺1, ζ1) ≺ (̺2, ζ2)⇐⇒ ̺1 > ̺2, or ̺
1 = ̺2, ζ1 < ζ2.
In order to unify notations, the induced minimal wild local pair (Ar+t,Br+t) in (∗¯′) is denoted
by (Aˆ, Bˆ). Let (̺, ζ) = (p¯, l) ∈ S, where p¯ is the row-index of the first arrow aˆ1 = a
t
1 in Θ¯
t; l is
the subscript of the edge dl, from which a
t
1 is split, since F
t+Θ¯t is contained in the h-th ladder
by Lemma 5.5.4. Similarly, let (̺1, ζ1) ∈ S be determined by the first arrow aˆ11 of Bˆ
1. Theorem
5.4.3 (iv) ensures taht (̺, ζ) ≺ (̺1, ζ1).
Now the procedure (III) is started once again from the pair (Aˆ1, Bˆ1) instead of (Aˆ, Bˆ). If
(III-4) appears repeatedly, then after a finite number of steps, an induced pair of (III-1)–(III-3)
is reached by induction on S. 
5.6 Proof of the main theorem
It is ready to prove Theorem 3 given in the introduction.
Theorem 5.6.1 Let (A,B) be a pair with T trivial, such that A = (R,K,M,H = 0) is a
bipartite matrix bimodule problem satisfying RDCC condition. If B is of wild type, then B is
not homogeneous.
Proof There exists an induced bocs B′ of the wild bocs B, which is in one of the cases
of MW1–MW5 according to Classification 3.3.2. Proposition 3.4.1–3.4.4 proved that if B′ is in
the case of MW1–MW4, then B is not homogeneous. When A is bipartite and satisfies RDCC
condition, Proposition 5.3.4 and 5.5.6 proved that if the induced bocs B′ is in the case of MW5
of Remark 3.4.6, then B is not homogeneous. 
Proof of Theorem 3 Let Λ be a finite-dimensional basic algebra over an algebraically closed
field k. We claim that if Λ is of wild representation type, then mod-Λ is not homogeneous.
In fact, let A be the matrix bimodule problem associated with Λ. Then A is bipartite
and satisfies RDCC condition by Remark 1.4.4, and it is representation wild type. Therefore
the associated bocs B is not homogeneous by Theorem 5.6.1. Note that there is a one-to-one
correspondence between the set of equivalent classes of almost split sequences in mod-Λ and that
of almost split conflations in R(B) except finitely many equivalent classes of such sequences, see
[B2] and [ZZ]. Therefore mod-Λ is not homogeneous. 
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