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I. INTRODUCTI ON
The type of approximation of the form
N
Lu =~ Q;U (x.)
;= 1
(I)
is called "quadrature" approximation when the operator L is an integral operator. In analogy,
when L is a linear differential operator, the above approximation is named "differential
quadrature" by Bellman [1). In either case, the coefficients Q, of equation (I ) can be determined
using interpolating polynomials. Although integral quadratures with a variety of interpolating
polynomials are fully developed, the differential quadratures are still in an early stage of
development. Differential quadrature has obvious applications in the numericalsolution of partial
differential equations. ordinary differential equations with boundary conditions and identification
problems. In this paper, we deal mostly with the former case and refer the reader to [1-3Jfor the
discussions of other applications.
In general, the interpolation formulas are expressed in two ways, either in terms of differences
of the function or in terms of values of the function. The derivatives of a function can also be
expressed in the same manner in both cases. The first case, i.e. the approximation of derivatives
with differences, provides the basis of many methods of solving differential equations (the
difference methods). This approximation can also be used for the estimation of errors in
numerical differentiation. However, the application of the second case (i.e. approximating the
derivatives in terms of the values of the function) for the purpose of numerical differentiation
was hastily dropped, mainly due to the hazards of the roundoff errors in calculation, especially
when dealing with low accuracy empirical data. A better approach used for numerical
differentiation was to first "smooth" the data and then to differentiate [4J. In the differential
quadrature method we use the second approximation for solution of partialdifferential equations,
and effectively smooth the "data" by employing spline interpolation for determination of
coeffi cient Q, of equation (I).
The differential quadrature method using spline approximation is an efficient, quick, simple
and powerful technique for various classes of partial differential equations arising in physics,
engineering, biology and medicine . It is especially useful in cases where moderately accurate
results, at few points of interest, using an on-line mini-computer, is required.
An advantage of the method of differential quadrature (over the conventional finite difference
methods) is that the method allows us to change the structure of the modelequations according to
the different hypotheses (physiological, biological and medical) with extreme ease and care. This,
in turn, affords experimenters in various fields an interactive real time testing mode between the
hypothesis and experiment.
In this paper, we wish to present this simple technique and illustrate it with the solution of
some non-linear first order and second order (parabolic) partial differential equations.
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Specifically, the Heat, Burger's and Hodgkin-Huxley equations. The differential quadrature
method can be generalized for use in higher dimensional problems, presently under study.
2. DI FFE REN TIAL QU ADR AT URE
For simplicity, let us considera first order partial differential equation, linear or non-linear, of
the form
U, =gU, x, U, Ux ) t2:0 (2)
with any given general boundary condition on a finite interval a :s x :::; b. If the function u,
satisfying equation (2), is sufficiently smooth, one can write the approximate relation
N
ux(t, Xj)=~ U(t , xi )aij. j=I , . . ., N.
; =1
(3)
Substitution of the above differential quadrature approximation [equation (3)] into the original
equation [equation (2)], yields a set of ordinary differential equations to be solved by the usual
numerical methods. The matrixof the weighting coefficients aii = ai (r.) , depend on the numberof
mesh points, N, and on the boundary conditions of the problem along the x-axis. For a given N
and boundary conditions, matrix a'j can be uniquely determined using various interpolating
formulas with the criterion that the sum in equation (I ) should approximate Lu, "best" in a
certain sense. In this section we only consider the classical approach of using continuous
polynomials, while in Section 3 we use the generalized approach of Sard[5] and spline
polynomials.
The classical interpolation procedure requires that equation (I) be exact for an interpolating
polynomial P(x) of degree (N - I). That is, P(x ) is defined by
N
P(x)= ~ U(Xi)/i (X)
i = I
(4)
where t,(x) is a unit polynomial of degree (N - 1), t,(Xj) = O;j, i. j = I, .. .. N. Depending on the
region of interest, we can consider different kinds of polynomials. For example, for the region
O:sx :s 1, we have employed shift Legendre polynomials P ~(x ) , such that
(5)P't (x )/;(X) = ( _ . )P *'( .)X x, N x,
where Xi are roots of shifted Legendre polynomials of degree N. Thus, weighting coefficients au
of equation (3) can be uniquely determined as
a,j = P ~' (x;)/ [ (Xi - Xj )P ~' (Xj )] i ;t j (6)
(7)
where P ~'(X) is the first derivative of the shifted Legendre polynomial P ~(x), see reference[6] .
Once the weighting coefficients are calculated, one can determine the numerical solutions of
equation (2) only at selected points, which are the roots of the corresponding shifted Legendre
polynomials.
We have carried out a number of computational experiments, using the above approach, to
find solutions for first order and second order partial differential equations (with certain simple
boundary conditions and only at the properly selected points), with promising results. For more
details, see reference[6]. To incorporate general boundary conditions and arbitrary mesh points,
we turn to the spline interpolating polynomials, which have the extra advantage of smoothing the
data points, and in effect reduce the roundoff errors.
1 SP LIN E APPROXIMATI ON
In 1949, Sard[5] generalized the classical approach by means of searching for the best
approximating function of order M, where 1:::; M < N, such that equation (I ) is exact for
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polynomials of degree (M - I) or less. He then fixed the (N - M) degrees of freedom in
determining the coefficients by effectively requiring that
f [u M(x)]2dx = minimum (8)
where uM(x) is the M-th derivative of the approximating function[7]. About a decade later,
Schoenberg [7] proved (among other properties)that the splineinterpolating formulais the "best"
interpolation formula of order M in the sense of Sardo
Spline interpolating functions are a class of piecewise interpolating polynomial functions
satisfying certain continuity properties at the interpolation points. Moreover, they are the
"smoothest" interpolating functions in the sense that the integral of equation (6) is madeas small
as possible.
Let us now consider a subclass of spline called natural spline functions of degree (2M - I)
which is defined (descriptive definition) by the following conditions;
(i) S is a polynomial of degree 2M - 1 in each subinterval [Xi, Xi+l], i = 1,... , N - 1
(ii) S is a polynomial of degree M - 1 outside the region [a, b1(the boundary condition
requirement)
(iii) S, S/, ... , S(2M -2) are continuous at XI, ••• , XN
(iv) S(Xi) = U(Xi) for i = 1, 2, ..., N.
Schoenberg shows that the above function S(x) is the unique solution of the nurumum-
interpolation problem equation (6) as stated by Sardo In other words,an equivalentdefinition (the
variational definition) of the natural spline is given as
(i) f [SM (x )]2dx exists and is minimized subject to the two following conditions
(ii) S, S', ... , S(M-I) are continuous in [a, b]
(iii) S(Xi) = U(Xi), i = 1,2, ... , N.
Boththe above definitions of splineuniquely specified the functionS(x) on the interval [a, b]. See
references [7,8]. As a result of the strongconvergence propertiesof these functions, they can be
veryeffectively usedinapproximate processesof interpolation, integration anddifferentiation.
Since for simplicity in our formulation we only consider the cubic spline, let us consider the
case of M = 2from nowon. In this case the boundaryconditionrequirementof the naturalspline
(condition ii) implies that S"(x 1) = S"(XN) = O. It is more convenientto formulate the problem in
terms of a basis for the splinecalled cardinal (fundamental) spline. Cardinal splineis a splinefor
which exactlyone defining value is one and all the others are zero. That is to say they are natural
spline functions with the interpolating conditions
Then, the natural spline function S which interpolates u(x) can be expressed as
N
S(x) = L U(Xi)C,(X)
;=1
and the arbitrary function U (x) can be approximated as
N
u(x) = L U(Xi)C,(X).
i=1
(9)
(10)
(11)
In the same manner,we obtain the best approximation of order M to a linearoperator Lu(x),
equation (I), by operating with L on the function S(x) of equation (8). That is to say
N N
LS(x) = L L U(Xi)C,(X) = L u(xi)LC,(x).
i=l ;=1
(12)
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Comparison of the above equation with equation with equation (I) results in
(13)
Therefore the weighting coefficients of the differential quadrature method can be uniquely
determined from the above equation using natural cardinal splines, C (x.), i, j = I, ... , N, if the
boundary conditions can be prescribed as S"(x I) = S"(XN) = O.
In general, the complete set of cardinal splines which spans the whole space depends on the
boundary conditions of the problem. Let us consider the boundary condition of the partial
differentialequation to be given in terms of u' (x I) = O!1 and u' (XN ) = 0!2 and let us definea vector
y = (u;, UI, U2, ... , UN, uD. Then the N +2 cardinal splines which completely span the space are
given as
Co(Xj) = 0 (14)
for i, j = I, ..., N. The spline interpolating function for this case is
N
S(x) = L u(x;}C(x)+ u';Co(x)+U;CN+I(X).
i=l
(15)
If we now consider the set of N +2 independent splines C, (x), k = 0, I, ... , N + I and vector Y
with elements Yk as defined above, then
N+I
S(x) = L YkC(X)
k ~O
and
N+I
LS(x) = L YdLC(x))
k~O
so that the matrix of coefficients is obtained as
(16)
(17)
k,I,=O. 1,... ,N+1. (18)
For boundary conditions which are given in terms of the second derivatives, i.e., u"(xo)= (31 and
U"(XN) = (32, the complete set of cardinal splines can be defined as
Co(Xj) = 0
C'!(X d= C(XN) = 0
(19)
i,j = 1, .. .,N.
Similarly,we can calculate the weightingcoefficients for any general boundary conditions, using
N +2 cardinal splines.
4. EXAMPLES AND CONCLUSION
The cubic cardinal splines (either with natural or general boundary conditions) can be
uniquely determined from either of the two definitions of the spline functions stated in the
previous section. For the cubic case (M = 2), the descriptive definition produces (4N - 4)
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conditions which determine all the 4(N - 1) parameters of the cubic polynomials at all the
subintervals [Xi, Xi+l], i = 1,... , N -1,[8]. The evaluation of the cubic spline from the
variational definition can be accomplished via dynamic programming [9]. Once the cardinal
splines are computed for the general boundary conditions, the weighting coefficients are easily
found and are stored for various values of N. Then any approximation on [a, b], for the use in
differential quadrature,can be accomplished usingthe stored valuesof aij. Usually,low valuesof
N produce moderately accurate solutions, needed in many cases.
In the case of periodicboundaryconditions, periodicsplines can be used. For a uniformmesh,
calculations are simplified and only one cardinal spline must be computed with the rests being
translates of this one, for details see reference[8].
We carried out a number of computational experiments to test the efficacy of the differential
quadrature method using spline approximation. Some of the examples were the ones tested
previously, via Legendre polynomials [6]. For firstorder partialdifferential equationswe consider
the hyperbolic case of
U, (x, t) = uu,(x, t)
U(X, 0) = g(x)
which has analytical solutions for a given function g(x) and time interval O::s t -s 1. The function
g(x) considered is of the form bx, 2bx 2 and b sin (7TX), with b = 0·1. For each case, we calculate
the relative error for severalvaluesof N in the intervalof 0 ::s X ::s 1.For N = 7, the boundfor the
relative error is between 10-4 to 10-8 , and although better accuracy for larger values of N is
attained,the refinement is limited by the roundofferrors. The results at the meshpoints are either
better or similar to the case when Legendre polynomials were used.
We also apply the same approach to several second order differential equations, which
possess analytical solutions among them the Heat equation
and the Burger's equation
U, = €U xx ,
U, +uu, = €Uxx ,
€>O
e >0,
(20)
(21)
with the sameboundaryconditions used in reference[6]. Again, we reached the sameconclusions
as stated above for the first example, although here the spline approximation produced better
accuracy at a given point.
Finally, we apply the same procedure to the highly non-linear sets of partial differential
equationsof the original Hodgkin-Huxley model [10]. The Hodgkin-Huxleyequationis probably
the best mathematical model in physiology today. This model which describes excitation and
propagation of the nerve impulse consists of three first order and one secondorder simultaneous
partial differential equations with general boundary conditions. Although no analytical solution
for this model exists, the numerical solutions using finite difference methods are utilized for
comparison with the differential quadrature solutions. In this case, because of the generalnature
of the boundary conditions, we consider only the spline functions, not the Legendre
polynomials [1 I]. Comparison with the finite difference solutions shows that the differential
quadrature method can produce the same results with much larger mesh size (about ten times
larger) and consequently, the operationsare muchfaster. Also,due to the limited requirementfor
storage locations, all operations can also be done on a mini-computer. The results of
computations indicate that the differential quadrature method providesa new wayof numerically
experimenting with the Hodgkin-Huxley model and re-examining a number of hypotheses. This
aspect of the method is under active study.
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