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2 Versuchspläne und Modelle 7
2.1 Faktorielle Versuchspläne . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.1 Beispiele . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.2 Bedingungen an die Stichprobenumfänge . . . . . . . . . . . . 13
2.2 Wahrscheinlichkeitstheoretische Modelle . . . . . . . . . . . . . . . . 14
2.2.1 Zufällige Messwiederholungsanzahlen . . . . . . . . . . . . . . 15
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Die parametrische Statistik nimmt an, dass die Daten aus einem Versuch oder einer
Studie einem wahrscheinlichkeitstheoretischen Modell aus einer Klasse von Model-
len genügen, die durch endlich viele reelle Zahlen beschrieben werden können. Diese
endlich vielen Zahlen werden Parameter genannt und besitzen häufig anschauliche
und leicht verständliche Interpretationen. Als klassisches Beispiel seien hier die Pa-
rameter µ und σ2 der Normalverteilung genannt, die zur Beschreibung der Lage und
Streuung dieser Verteilung dienen. Aus den erhobenen Daten werden mit formalen
Methoden Rückschlüsse auf die Parameter des Modells gezogen. Zu diesen Metho-
den zählen Punktschätzer und Konfidenzbereiche sowie Tests von Hypothesen. Eine
grundlegende Schwierigkeit bei der Verwendung von Verfahren aus der parametri-
schen Statistik ist die Wahl der parametrischen Modellklasse. Bei der Wahl einer
ungeeigneten Klasse verlieren im Allgemeinen die Parameter ihre Bedeutung und die
schließenden Methoden ihre Gültigkeit. Deshalb erfordert die parametrische Statistik
viel Sachkenntnis über den Versuch und einen breiten Überblick über möglicherweise
geeignete parametrische Modellklassen und die zugehörigen Auswertungsmethoden.
Aber auch wenn diese Sachkenntnis und der entsprechende Überblick zur Verfügung
stehen, ist es möglich, dass keine der bekannten parametrischen Modellklassen zur
Beschreibung der Verteilungen geeignet ist. In diesem Fall bietet die nichtparame-
trische Statistik eine Alternative.
Die nichtparametrische Statistik geht nicht davon aus, dass sich die Verteilungen
der Daten durch endlich viele Parameter beschreiben lassen. Sie lässt eine größere
Klasse von Verteilungen zu, zum Beispiel die Klasse aller stetigen Verteilungen. Die
Entscheidung, ob eine solche Klasse geeignet ist, kann meist auch ohne tiefergehende
Sachkenntnis über den Versuch getroffen werden. Das Gegenstück zu den Parame-
tern aus der parametrischen Statistik bilden in der nichtparametrischen Statistik die
sogenannten statistischen Funktionale. Diese Funktionale sind Abbildungen von den
Verteilungsklassen in endlichdimensionale Räume. Ihre Aufgabe ist es, die umfang-
reiche Information, die in den Verteilungen enthalten ist, auf wesentliche Aspekte zu
reduzieren. Sie sollten – wie die Parameter – eine anschauliche Interpretation haben,
zum Beispiel als Lage- oder Streumaß. Bekannte Beispiele für Lagemaße sind der Er-
wartungswert E : F 7→
∫
x dF (x) und der Median Med : F 7→ F−1(1/2). Wie in
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der parametrischen Statistik können als formale Methoden, um aus Beobachtungen
Rückschlüsse auf die Funktionale zu ziehen, Punktschätzer, Konfidenzbereiche und
Tests konstruiert werden.
Die nichtparametrische Statistik geht jedoch nicht immer den Weg über Funk-
tionale, sondern befasst sich in einigen Fällen auch direkt mit den Verteilungen.
Insbesondere existiert eine Vielzahl von klassischen Tests, die als Hypothesen die
Gleichheit von Verteilungen stellen. Bekannte Tests für die Hypothese, dass die
Verteilungsfunktion F einer Stichprobe mit einer vorgegebenen Verteilungsfunktion
F0 übereinstimmt, sind der χ
2-Anpassungstest von Pearson (1900) sowie die Ein-
Stichproben-Tests von Cramér und von Mises (Cramér, 1928; von Mises, 1931) und
von Kolmogorov und Smirnov (Kolmogorov, 1933; Smirnov, 1939b). Um die Hy-
pothese der Gleichheit der Verteilungsfunktionen F1 und F2 von zwei unverbunde-
nen Stichproben zu testen, können die Zwei-Stichproben-Versionen des Cramér-von
Mises-Tests (Lehmann, 1951) und des Kolmogorov-Smirnov-Tests (Smirnov, 1939a),
aber auch der Run-Test von Wald und Wolfowitz (1940) und der Wilcoxon-Mann-
Whitney-Test (Wilcoxon, 1945; Mann und Whitney, 1947) verwendet werden. Verall-
gemeinerungen auf das Mehr-Stichproben-Problem mit der Hypothese F1 = · · · = Fa
wurden für den Cramér-von Mises- sowie für den Kolmogorov-Smirnov-Test von
Kiefer (1959) vorgeschlagen. Für den Wilcoxon-Mann-Whitney-Test wurde eine ent-
sprechende Verallgemeinerung von Kruskal und Wallis (Kruskal, 1952; Kruskal und
Wallis, 1952, 1953) angegeben.
Die Verwendung statistischer Tests wurde jedoch seit der Kritik von Berkson
(Berkson, 1939; Berkson und Geary, 1941, Teil I; Berkson, 1942, 1943) immer wieder
in Frage gestellt (Rothman und Greenland, 1998, Kapitel 12). Diese Kritik beinhaltet
aus Sicht des Autors im Wesentlichen folgende Punkte:
• Die Beschränkung der Fragestellung auf die Entscheidung zwischen Hypothese
und Alternative entspricht in den wenigsten Fällen der Fragestellung, die einer
Studie zugrunde liegt. Denn die weitaus meisten Fragestellungen, die anhand
von Studien untersucht werden sollen, sind quantitativer und nicht qualitativer
Art. Eine Entscheidung allein zwischen Hypothese und Alternative ist nicht
spezifisch genug. Auch die zusätzliche Angabe eines p-Wertes hilft nicht bei
der Beantwortung der quantitativen Fragestellung.
Besonders fragwürdig ist die Verwendung von Punkthypothesen, wie zum Bei-
spiel bei den oben genannten Tests auf Gleichheit von Verteilungen: Eine
Punkthypothese kann bereits ohne die Erhebung von Daten ausgeschlossen
werden, da in der Praxis Parameter, Funktionale oder Verteilungen einer Glei-
chung niemals exakt genügen.
• Selbst wenn die Entscheidung zwischen Hypothese und Alternative bei der
Beantwortung der Fragestellung einer Studie hilfreich sein sollte, ist die Ent-
scheidung, die mittels eines statistischen Tests gefällt wird, in den seltensten
Fällen sinnvoll. Denn bei einem Test ist lediglich die Wahrscheinlichkeit für den
Fehler erster Art nach oben beschränkt. Diese Schranke liegt zudem meist bei
historisch begründeten 5% (Freedman et al., 1998, Kapitel 29, Abschnitt 1),
hat aber keine Begründung in der Fragestellung des Versuchs.
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Falls also die Hypothese durch einen statistischen Test nicht verworfen wird,
hat man durch den Test keine Information bezüglich der Entscheidung zwi-
schen Hypothese und Alternative gewonnen. Dieses unbefriedigende Ergeb-
nis ist nur schwierig zu vermitteln und führt deshalb immer wieder zu dem
Missverständnis, die Nichtablehnung der Hypothese sei ein Hinweis auf ihre
Gültigkeit.
• Die meisten Fragen der Wissenschaft werden durch mehr als eine Studie be-
arbeitet. Zur Zusammenführung der Ergebnisse von mehreren Studien sind
die jeweiligen Testergebnisse aber selbst dann ungeeignet, wenn die Hypothe-
sen und Alternativen der verschiedenen Studien übereinstimmen: Sie enthalten
nicht mehr genügend Information, um sie sinnvoll zu kombinieren (Rothman
und Greenland, 1998, Kapitel 32).
Die wiedergegebene Kritik an statistischen Tests spricht also im Allgemeinen
für die Verwendung von Punktschätzern und Konfidenzbereichen (Rothman und
Greenland, 1998, Kapitel 12) und speziell in der nichtparametrischen Statistik somit
für die Verwendung von Funktionalen (siehe auch Savage, 1957).
Die meisten der oben genannten statistischen Tests beruhen auf abstrakten Ab-
standsmaßen zwischen Verteilungsfunktionen, die keine anschauliche Interpretation
zulassen. Der Kolmogorov-Smirnov-Test zum Beispiel verwendet eine Teststatistik,
die mit Hilfe des Kolmogorov-Abstandes für Verteilungsfuntionen
dK(F1, F2) = sup{|F1(x)− F2(x)| : x ∈ R}
definiert wird.
Lohnenswert erscheint dagegen die Auseinandersetzung mit dem Wilcoxon-
Mann-Whitney-Test: Obwohl auch bei diesem Test die Hypothesen direkt in den
Verteilungsfunktionen gestellt werden, kann die zugehörige Teststatistik nach geeig-
neter Transformation als Schätzer für ein Funktional mit anschaulicher Interpreta-
tion aufgefasst werden. Dies wurde erst über ein Jahrzehnt nach der Einführung des
Tests durch Wilcoxon (1945) von Birnbaum (1956) bemerkt. In Formelschreibweise








wobei X1 ∼ F1 und X2 ∼ F2 unabhängige Beobachtungen aus den beiden Ver-
suchspopulationen sind. Der Wilcoxon-Mann-Whitney-Effekt ist ein Maß dafür, wie
stark Beobachtungen mit der Verteilungsfunktion F1 zu größeren Werten neigen
als Beobachtungen mit der Verteilungsfunktion F2. Eine wichtige Eigenschaft die-
ses Funktionals ist, dass es ausschließlich auf der Ordnungsstruktur der möglichen
Beobachtungen beruht. Es kann also immer verwendet werden, wenn Daten mit
mindestens ordinalem Skalenniveau vorliegen. Inzwischen existiert eine große An-
zahl an Veröffentlichungen, die sich mit Punktschätzern, Konfidenzbereichen oder
auch Tests für den Wilcoxon-Mann-Whitney-Effekt beschäftigen.
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Interessant ist der Wilcoxon-Mann-Whitney-Test, wenn man einmal von der obi-
gen grundsätzlichen Kritik absieht, auch noch aus einem anderen Grund: Er besitzt
nicht nur die klassische Verallgemeinerung auf das Mehr-Stichproben-Problem von
Kruskal und Wallis, sondern hat während des letzten Jahrzehnts weitere natürliche
Verallgemeinerungen auf immer umfassendere Klassen von faktoriellen Versuchsplä-
nen erfahren (Akritas und Arnold, 1994; Akritas et al., 1997; Akritas und Brunner,
1997; Brunner et al., 1999). Wie der Wilcoxon-Mann-Whitney- und der Kruskal-
Wallis-Test stellen auch diese Verallgemeinerungen ihre Hypothesen direkt in den
Verteilungsfunktionen. Sowohl für den Kruskal-Wallis-Test als auch für die Verallge-
meinerungen besteht eine Beziehung zwischen den Teststatistiken und bestimmten
Funktionalen, die eine ähnliche Interpretation wie der Wilcoxon-Mann-Whitney-
Effekt haben. Im Gegensatz zu diesem haben sie aber den schwerwiegenden Nachteil,
von den Stichprobenumfängen abzuhängen. Diese sind jedoch für die Fragestellung
einer Studie irrelevant.
Die vorliegende Arbeit beschäftigt sich mit von den Stichprobenumfängen un-
abhängigen Verallgemeinerungen des Wilcoxon-Mann-Whitney-Effekts für die sehr
allgemeine Klasse von faktoriellen Versuchsplänen, die von Brunner et al. (1999) be-
trachtet wurden. Diese Funktionale werden hier als relative Effekte bezeichnet. Sie
sind insbesondere unter dem für die nichtparametrische Statistik wichtigen Gesichts-
punkt der möglichst allgemeinen Verwendbarkeit interessant. Denn zum einen sind
sie wie der Wilcoxon-Mann-Whitney-Effekt für alle Daten mit mindestens ordina-
lem Skalenniveau geeignet. Zum anderen können sie für eine sehr große Klasse von
faktoriellen Versuchsplänen definiert werden. Ähnliche, ebenfalls von den Stichpro-
benumfängen unabhängige Funktionale wurden für eine weniger allgemeine Klasse
von faktoriellen Versuchsplänen bereits von Kulle (1999) und Siemer (1999) behan-
delt. Jedoch stellen die dort verwendeten Funktionale keine Verallgemeinerung des
Wilcoxon-Mann-Whitney-Effekts dar, da sie sich im Zwei-Stichproben-Fall nicht auf
diesen reduzieren. Zudem lag das Gewicht der beiden genannten Arbeiten auf der
Konstruktion von Tests für Punkthypothesen, während sich diese Arbeit aufgrund
der bereits angeführten Kritik ausschließlich mit den relativen Effekten selbst sowie
Punkschätzern und Konfidenzintervallen dafür beschäftigt.
Es bleibt noch zu erwähnen, dass sich die Verwendung jedes der zuletzt genann-
ten Funktionale, also der Funktionale, die in Beziehung zu den Teststatistiken der
Verfahren von Akritas und Arnold (1994), Akritas et al. (1997), Akritas und Brunner
(1997) und Brunner et al. (1999) stehen und der von Kulle (1999) und Siemer (1999)
betrachteten Funktionale sowie der hier behandelten relativen Effekte, in das von
Bross (1958) vorgeschlagene Prinzip der Ridit-Analyse einordnen lässt. Allerdings
hat Bross in seiner Arbeit in erster Linie die hinter dem Konzept der Ridit-Analyse
liegenden Überlegungen geschildert und nur für einen Spezialfall Punktschätzer und
Konfidenzintervalle angegeben.
1.2 Aufbau der Arbeit
Im auf diese Einleitung folgenden, zweiten Kapitel werden die Versuchspläne und
wahrscheinlichkeitstheoretischen Modelle vorgestellt, mit denen sich diese Arbeit
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beschäftigt. Als Beispiele und Beleg für die Verwendbarkeit dieser Pläne und Modelle
in der Biometrie dienen vier medizinische Studien, auf die im Folgenden immer
wieder Bezug genommen wird.
Im dritten Kapitel werden die eigentlichen Gegenstände dieser Arbeit, die relati-
ven Effekte, eingeführt und ausführlich erläutert. Die Kapitel 4 und 5 befassen sich
zunächst mit der Konstruktion von Punkt- und Intervallschätzern für die relativen
Effekte. Darüber hinaus enthalten sie eine eingehende Untersuchung der finiten und
asymptotischen Eigenschaften der konstruierten Schätzer.
Das abschließende Kapitel 6 trägt einen etwas spezielleren Charakter als die an-
deren Kapitel: Für eine im Vergleich zum Rest der Arbeit deutlich eingeschränkte
Klasse von Versuchsplänen wird untersucht, inwiefern zusätzliche Information in
Form von Kovariablen oder Ausgangswerten verwendet werden kann, um die Ge-
nauigkeit der Punkt- und Intervallschätzer zu erhöhen.
Da die vorliegende Dissertation in erster Linie eine biometrische Arbeit ist, tre-
ten die mathematischen Beweise für die Eigenschaften der diskutierten Methoden
in den Hintergrund. Sie befinden sich deshalb in den meisten Fällen im separaten
Anhang A. Um den Lesefluss nicht zu stören, wurden darüber hinaus die Anlei-
tungen zu den SAS-Makros RE_CI und SIMPLE_RE_CI, mit denen die vorgestellten
statistischen Verfahren praktisch umgesetzt werden können, sowie die Tabellen mit
Simulationsergebnissen in den Anhängen B und C platziert.
Im Anschluss an den Anhang findet der Leser noch eine kurze Zusammenstellung
der verwendeten Notation und das Literaturverzeichnis.
Auch wenn die Mathematik in dieser Arbeit nicht um ihrer selbst willen betrieben
wird, so ist sie doch als Sprache zur präzisen Formulierung der entwickelten statis-
tischen Methoden und der dazugehörigen Eigenschaften unentbehrlich. Der Leser
sollte deshalb mit den grundlegenden Begriffen und Resultaten aus der Maß- und
Wahrscheinlichkeitstheorie sowie der mathematischen Statistik vertraut sein, wie
man sie zum Beispiel in den Lehrbüchern von Billingsley (1995) und Shao (1999)
findet. Dies wird insbesondere für das Verständnis von Anhang A hilfreich sein, in
dem grundlegende mathematische Regeln und Sätze zumeist stillschweigend benutzt
werden.
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Kapitel 2
Versuchspläne und Modelle
Im ersten Abschnitt dieses Kapitels beschreiben wir die Klasse von Versuchsplänen,
die sogenannten faktoriellen Versuchspläne, für die in den folgenden Kapiteln Aus-
wertungsverfahren entwickelt werden. Um Verfahren aus der schließenden Statistik
zu ermöglichen, geben wir im zweiten Abschnitt entsprechende wahrscheinlichkeits-
theoretische Modelle an. Sowohl die Klasse von Versuchsplänen als auch die Modelle
sind der Arbeit von Brunner et al. (1999) entnommen.
2.1 Faktorielle Versuchspläne
Wir verwenden in dieser Arbeit Versuchpläne, bei denen die Versuchseinheiten ver-
schiedenen Gruppen angehören. Die Anzahl der Gruppen bezeichnen wir mit a und
die Anzahl der Versuchseinheiten in der i-ten Gruppe mit ni. Die Beobachtungen
an den einzelnen Versuchseinheiten wiederum kommen unter t verschiedenen Bedin-
gungen zustande, wobei es möglich ist, dass bei den verschiedenen Versuchseinheiten
unter den verschiedenen Bedingungen unterschiedlich viele Beobachtungen vorlie-
gen. In der Praxis werden die Bedingungen häufig die Zeitpunkte sein, zu denen
die Beobachtungen gemacht werden. In diesem Fall spricht man von longitudinalen
Daten.
Alle Beobachtungen an einer Versuchseinheit unter einer Bedingung fassen wir
jeweils zu Vektoren
X iks = (Xiks1, . . . , Xiksmiks)
′
zusammen, wobei der Index i ∈ {1, . . . , a} die i-te Gruppe , der Index k ∈ {1, . . . , ni}
die k-te Versuchseinheit in der i-ten Gruppe und der Index s ∈ {1, . . . , t} die s-te
Bedingung bezeichnet. Als Werte für die Dimensionen miks der Vektoren sind alle
natürlichen Zahlen, aber auch die Null möglich, falls Beobachtungen fehlen. Als
weitere Schreibweisen vereinbaren wir
X ik = (X
′
ik1, . . . ,X
′
ikt)







1 : miks > 0,
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Somit fasst der Vektor X ik alle Beobachtungen an der k-ten Versuchseinheit in der
i-ten Gruppe zusammen, mik ist der Vektor der Dimensionen der Teilvektoren X iks
von X ik, und n bezeichnet die Gesamtanzahl der Versuchseinheiten. Die Variable
λiks zeigt an, ob an der k-ten Versuchseinheit in der i-ten Gruppe unter der s-ten
Bedingung überhaupt Beobachtungen vorliegen und λi·s bezeichnet die Anzahl der
Versucheinheiten in der i-ten Gruppe, für die mindestens eine Beobachtung unter
der s-ten Bedingung vorhanden ist.
Bei allen Beobachtungen Xiks` muss es sich um Beobachtungen der gleichen
Größe handeln, und die Werte dieser Größe müssen sich als reelle Zahl darstel-
len lassen. Damit sind auch geordnet kategorielle Daten eingeschlossen, wenn die
verschiedenen Kategorien als reelle Zahlen aufgefasst werden.
Die verschiedenen Gruppen von Versuchseinheiten können als Stufen eines Fak-
tors verstanden werden, dessen Einfluss auf die Beobachtungen untersucht werden
soll. Dasselbe gilt für die verschiedenen Bedingungen, wobei diese allerdings unter
den Versuchseinheiten verschachtelt sind. Tatsächlich umfasst die betrachtete Klasse
von Versuchsplänen sogar faktorielle Versuchspläne mit einer beliebigen Anzahl von
Faktoren in beliebiger Anordnung, wenn den Gruppen und Bedingungen eine ent-
sprechende Struktur unterlegt wird. Um solchen Versuchsplänen gerecht zu werden,
müsste allerdings eine aufwendigere Schreibweise mit weiteren Indizes vereinbart
werden, worauf hier aus Sorge um die Lesbarkeit verzichtet wird.
2.1.1 Beispiele
In diesem Unterabschnitt werden exemplarisch vier Versuche vorgestellt. Dabei geht
es zum einen darum, die Verwendung der oben eingeführten Schreibweise anhand von
konkreten Beispielen vorzuführen. Zum anderen soll aber auch angedeutet werden,
dass die vorgestellte Klasse von Versuchsplänen viele in der Praxis vorkommende
Pläne umfasst. In den folgenden Abschnitten und Kapiteln werden wir immer wieder
auf die hier beschriebenen Versuche zurückkommen.
Panik-Skala-Studie I
Der hier mit Panik-Skala-Studie I bezeichnete Versuch ist Teil einer von Bandelow
et al. (1998) durchgeführten Studie. Im Rahmen dieser Studie wurden 16 Patienten
mit Panikstörung und Agoraphobie über einen Zeitraum von acht Wochen mit dem
Antidepressivum Imipramin behandelt. Zu Beginn der Behandlung und danach im
Abstand von je zwei Wochen wurde die Clinical Global Impression (CGI) auf einer
Skala mit dem Wertebereich {2, 3, . . . , 8} gemessen. Dabei entspricht der Wert 2
einem gesunden und der Wert 8 einem extrem schwer kranken Patienten. Die Daten
des Versuchs sind in Tabelle 2.1 dargestellt.
In der Panik-Skala-Studie I sind die Versuchseinheiten, also die Patienten, nicht
in mehrere Gruppen aufgeteilt (a = 1). Die verschiedenen Bedingungen, unter de-
nen die Beobachtungen gemacht werden, sind die t = 5 Zeitpunkte. An jedem der
n = 16 Patienten wird zu jedem Zeitpunkt genau eine Beobachtung gemacht: Für
alle Paare (k, s) gilt also m1ks = 1 und somit m1k = (1, 1, 1, 1, 1)
′. Die CGI-Scores
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Tabelle 2.1: CGI-Scores der Patienten aus der Panik-Skala-Studie I.
Woche Woche
Patient 0 2 4 6 8 Patient 0 2 4 6 8
1 8 6 5 5 4 9 5 4 3 3 2
2 8 6 5 4 2 10 8 6 5 5 4
3 6 5 5 4 2 11 7 6 5 4 2
4 6 6 6 5 5 12 6 5 5 4 2
5 7 6 6 6 6 13 6 6 6 5 5
6 8 7 3 2 2 14 8 6 6 6 6
7 7 6 7 3 3 15 8 7 4 2 2
8 6 4 5 3 3 16 7 6 7 3 3
eines Patienten entsprechen hier den Vektoren
X1k = (X
′
1k1, . . . ,X
′
1k5)
′ = (X1k11, . . . , X1k51)
′.
Der Index i, der für die Gruppen der Versuchseinheiten steht, hat hier immer den
Wert 1, so dass man ihn weglassen würde, wenn man nur diese eine Studie beschrei-
ben wollte. Er wurde hier lediglich beibehalten, um für alle Beispiele eine einheitliche
Notation zu verwenden.
Panik-Skala-Studie II
Die Daten der Panik-Skala-Studie II entstammen wie die des vorangehenden Unter-
abschnitts der Arbeit von Bandelow et al. (1998). Diese Studie umfasst 37 Patien-
ten mit Panikstörung, davon 24 mit und 13 ohne Agoraphobie. Wie in der Panik-
Skala-Studie I wurden die Patienten acht Wochen lang mit dem Antidepressivum
Imipramin behandelt. Jedoch wurden keine CGI-Scores, sondern die Schwere der
Panikstörung auf der P&A-Skala (Bandelow, 1997) gemessen, die die ganzen Zah-
len von 0 bis 52 umfasst. Dabei bedeuten kleine Werte eine schwach ausgeprägte
und große Werte eine stark ausgeprägte Panikstörung. Ein weiterer Unterschied
zur Panik-Skala-Studie I liegt darin, dass hier bei einigen Patienten Werte fehlen,
zum Teil auf Grund von Therapieabbrüchen. Die Versuchsdaten sind in Tabelle 2.2
zusammengestellt. Die fehlenden Werte sind in dieser Tabelle durch einen Punkt
dargestellt.
Die n = 37 Versuchseinheiten der Panik-Skala-Studie II sind in a = 2 Gruppen
eingeteilt: In die Gruppe von n1 = 24 Patienten mit Agoraphobie und die Gruppe
von n2 = 13 Patienten ohne Agoraphobie. Die Beobachtungen werden unter t = 5
Bedingungen gemacht, die den Zeitpunkten entsprechen. Jedoch liegen nicht für
jeden Patienten zu jedem Zeitpunkt Beobachtungen vor: Für einige Tripel (i, k, s)
gilt miks = 1, für andere aber miks = 0. Für den sechsten Patienten aus der ersten
Gruppe gilt zum Beispiel
m16 = (m161, m162, m163, m164, m165)
′ = (1, 1, 0, 0, 0)′.
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Tabelle 2.2: P&A-Scores der Patienten aus der Panik-Skala-Studie II.
mit Agoraphobie ohne Agoraphobie
Woche Woche
Patient 0 2 4 6 8 Patient 0 2 4 6 8
1 42 35 22 16 9 1 21 14 11 6 0
2 36 29 21 13 1 2 29 29 25 21 19
3 43 38 38 31 33 3 16 10 7 . 6
4 37 16 11 6 5 4 21 14 11 6 0
5 24 27 8 14 6 5 29 29 25 21 19
6 27 30 . . . 6 20 0 2 . .
7 31 5 10 2 0 7 15 10 6 2 15
8 22 17 6 1 1 8 31 20 13 16 16
9 28 29 . . . 9 24 6 6 4 9
10 39 36 22 16 9 10 25 9 11 14 13
11 32 29 21 13 1 11 19 38 30 . .
12 43 38 38 33 33 12 14 8 9 0 0
13 37 16 11 6 5 13 26 14 9 0 .
14 24 27 8 14 6
15 34 26 25 35 24
16 35 30 17 19 .
17 30 48 22 22 26
18 32 18 28 36 37
19 26 5 6 2 2
20 27 37 22 34 19
21 21 23 16 . .
22 37 27 . 11 20
23 26 26 14 31 31













′ = (27, 30, ·, ·, ·)′
ein Vektor mit drei leeren Komponenten.
Schulterschmerz-Studie
Die Daten der Schulterschmerz-Studie sind der Arbeit von Lumley (1996) entnom-
men. Sie umfasst 41 Patienten an denen eine laparoskopische Operation durchgeführt
wurde. Bei 22 zufällig ausgewählten Patienten wurde nach der Operation die Luft
nach einem speziellen Verfahren abgesaugt (Behandlung Y), die restlichen 19 Pati-
enten dienten als Kontrolle (Behandlung N). Zu sechs Zeitpunkten nach der Operati-
on haben die Patienten den als Nebenwirkung dieser Operation häufig auftretenden
Schmerz in der Schulterspitze auf einer Skala von 1 (niedrig) bis 5 (sehr stark) be-
wertet. Die Versuchsdaten sind in Tabelle 2.3 wiedergegeben.
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Tabelle 2.3: Schmerz-Scores der Patienten aus der Schulterschmerz-Studie.
Behandlung Y Behandlung N
Zeitpunkt Zeitpunkt
Patient 1 2 3 4 5 6 Patient 1 2 3 4 5 6
1 1 1 1 1 1 1 1 5 2 3 5 5 4
2 3 2 1 1 1 1 2 1 5 3 4 5 3
3 3 2 2 2 1 1 3 4 4 4 4 1 1
4 1 1 1 1 1 1 4 4 4 4 4 4 3
5 1 1 1 1 1 1 5 2 3 4 3 3 2
6 1 2 1 1 1 1 6 3 4 3 3 3 2
7 1 3 2 1 1 1 7 3 3 4 4 4 3
8 2 2 1 1 1 1 8 1 1 1 1 1 1
9 1 1 1 1 1 1 9 1 1 1 1 1 1
10 3 1 1 1 1 1 10 1 5 5 5 4 3
11 1 1 1 1 1 1 11 1 3 2 2 1 1
12 2 1 1 1 1 2 12 2 2 3 4 2 2
13 1 2 2 2 2 2 13 2 2 1 3 3 2
14 3 1 1 1 3 3 14 1 1 1 1 1 1
15 2 1 1 1 1 1 15 1 1 1 1 1 1
16 1 1 1 1 1 1 16 5 5 5 4 3 3
17 1 1 1 1 1 1 17 3 3 3 3 1 1
18 2 1 1 1 1 1 18 5 4 4 4 2 2
19 4 4 2 4 2 2 19 1 3 3 3 2 1
20 4 4 4 2 1 1
21 1 1 1 2 1 1
22 1 1 1 2 1 2
Die n = 41 Teilnehmer dieser Studie sind in a = 2 Gruppen mit n1 = 22 und
n2 = 19 Patienten eingeteilt. Es liegen pro Person t = 6 Messwerte zu verschiedenen
Zeitpunkten vor, so dass alle miks den Wert 1 haben. Alle Beobachtungen an einer
Versuchseinheit fassen wir in Gestalt von Vektoren zusammen:
X ik = (X
′
ik1, . . . ,X
′
ik6)
′ = (Xik11, . . . , Xik61)
′.
Wasser-Irrgarten-Test
In einem Tierversuch zur Prüfung der Teratogenität eines Stoffes wurden 144 Wistar-
Ratten verwendet, wobei davon jeweils zwei zu einem von insgesamt 72 Muttertieren
gehören. Die Muttertiere erhielten die Substanz während der Tragezeit in drei ver-
schieden hohen Dosen oder ein Placebo. Aus den 72 Muttertieren wurden für die
Placebogruppe und die Gruppe mit der geringsten Dosis jeweils 17 und für die bei-
den Gruppen mit der mittleren und der höchsten Dosierung jeweils 19 Tiere zufällig
ausgewählt. Aus den Kindern der Muttertiere wurden wiederum zufällig je zwei
Jungtiere herausgegriffen. Am ersten Versuchstag sollte jedes der 144 Versuchstiere
sechs Mal im Abstand von jeweils einer Stunde den Ausgang aus einem Wasser-
Irrgarten finden. Den Tieren standen dabei jeweils 150 Sekunden zur Verfügung.
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Tabelle 2.4: Scores für die Jungtiere im Wasser-Irrgarten-Test.
Placebo Dosis 1 Dosis 2 Dosis 3
Tag Tag Tag Tag
Mutter 1 7 Mutter 1 7 Mutter 1 7 Mutter 1 7
1 13 21 1 14 21 1 19 18 1 9 18
11 21 21 21 21 21 20 14
2 14 13 2 20 21 2 12 21 2 15 11
20 21 11 20 21 21 9 5
3 17 21 3 21 21 3 16 20 3 13 21
14 21 13 21 5 14 20 11
4 7 20 4 20 20 4 20 21 4 21 21
0 16 21 20 20 21 8 21
5 15 21 5 1 15 5 19 0 5 21 21
16 17 0 18 20 21 18 21
6 20 21 6 20 17 6 8 18 6 12 19
15 21 20 19 2 21 11 15
7 14 18 7 14 18 7 19 19 7 14 21
18 21 19 21 19 21 0 18
8 21 21 8 21 19 8 10 21 8 19 9
14 20 15 12 17 15 18 21
9 7 19 9 18 15 9 21 17 9 11 3
11 6 15 13 21 20 9 14
10 20 21 10 21 21 10 11 21 10 18 21
21 21 11 18 20 21 8 21
11 20 21 11 20 21 11 18 0 11 11 7
5 20 18 21 6 21 6 21
12 12 19 12 6 21 12 6 18 12 13 21
13 15 11 21 15 21 6 15
13 1 19 13 21 21 13 15 21 13 1 21
17 21 18 21 19 21 5 12
14 18 17 14 21 16 14 13 20 14 12 21
21 15 18 21 4 6 6 0
15 16 21 15 14 21 15 16 21 15 13 19
18 18 21 21 19 19 15 18
16 11 20 16 21 21 16 0 6 16 10 14
21 21 15 20 0 5 14 11
17 20 14 17 8 13 17 3 19 17 12 19
19 21 11 0 17 19 12 16
18 11 21 18 19 13
19 21 14 21
19 19 16 19 18 21
21 19 21 21
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Daraus wurde für jedes Tier durch Addition ein Score errechnet: Das Finden des
Ausgangs wurde beim ersten Mal mit einem Punkt bewertet, beim zweiten Mal mit
zwei Punkten und bei den folgenden Malen mit jeweils einem Punkt mehr, so dass
die Scores einen Wertebereich von 0 bis 21 haben. Die Versuche wurden nach sechs
Tagen wiederholt und auf dieselbe Art und Weise wurde ein zweiter Score berechnet.
Die Scores aller Wistar-Ratten befinden sich in Tabelle 2.4.
In dieser Studie gibt es a = 4 Gruppen von Versuchseinheiten. Dabei ist zu be-
achten, dass unter den Versuchseinheiten hier die Muttertiere und nicht die Jungtiere
zu verstehen sind. Für jedes Muttertier gibt es unter t = 2 Bedingungen (= Tagen)
jeweils zwei Beobachtungen: je eine an jedem der beiden Jungtiere am ersten und
am siebten Versuchstag. Demnach gilt für alle Paare (i, k)
mik = (mik1, mik2)
′ = (2, 2)′.
Für jeden Versuchstag und jedes Muttertier liegt also ein Paar
X iks = (Xiks1, Xiks2)
′
von Werten vor. Diese werden wiederum zu Vektoren





′ = (Xik11, Xik12, Xik21, Xik22)
′
zusammengefasst.
2.1.2 Bedingungen an die Stichprobenumfänge
Einige der noch folgenden mathematischen Ergebnisse aus den Kapiteln über Punkt-
schätzer und Konfidenzintervalle sind asymptotischer Natur. Das heißt, dass sie Aus-
sagen über das Verhalten von Punktschätzern und Konfidenzintervallen für eine Fol-
ge von wachsenden Stichprobenumfängen (n1, . . . , na) treffen. Eine Schreibweise, die
eine korrekte Darstellung einer solchen Folge von Stichprobenumfängen erlauben
würde, käme ohne einen zusätzlichen Index für die Symbole ni und λi·s zur Kenn-
zeichnung der Folgenglieder nicht aus. Angesichts der ohnehin schon großen Anzahl
von Indizes verzichten wir zugunsten der Lesbarkeit auf diesen weiteren Index.
In Bezug auf den Versuchsplan sind asymptotische Resultate für Folgen von
wachsenden Stichprobenumfängen insofern zu berücksichtigen, als die asymptoti-
schen Eigenschaften der statistischen Verfahren nur bei hinreichend großen Stichpro-
benumfängen als in ausreichendem Maß erfüllt angesehen werden dürfen. Darüber
hinaus sind bei den Resultaten noch von Fall zu Fall unterschiedliche Teile der fol-
genden drei Annahmen über die Folgen von Stichprobenumfängen zu treffen.
(A1) λi·s →∞ für alle Paare (i, s)
(A2) n/λi·s ≤ n0 <∞ für alle Paare (i, s)
(A3) miks ≤ m0 <∞ für alle Tripel (i, k, s)
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Diese Annahmen bedeuten für einen Versuchsplan mit endlichen Stichproben-
umfängen, dass zu prüfen ist, ob
(A1) in jeder Gruppe unter jeder Bedingung hinreichend viele Versuchseinheiten
mit mindestens einer Beobachtung vorhanden sind,
(A2) der Versuchsplan in Bezug auf die Zahlen von Beobachtungen an verschiede-
nen Versucheinheiten in den einzelnen Gruppen und unter den verschiedenen
Bedingungen hinreichend balanciert ist,
(A3) die Zahlen von Beobachtungen unter gleichen Bedingungen an den einzelnen
Versucheinheiten nicht zu groß sind.
Die Frage, wann Stichprobenumfänge hinreichend groß sind oder ein Versuch
ausreichend balanciert ist, wird durch asymptotische Aussagen nicht beantwortet.
Sie ist aber für die Praxis von größter Bedeutung. Während es – zumindest bei
experimentellen Studien – meist möglich sein wird, vollständig balancierte Versuchs-
pläne anzustreben, ist die Forderung nach möglichst großen Stichprobenumfängen
in Anbetracht der stets vorhandenen äußeren Zwänge, wie begrenzten Mitteln oder
ethischen Bedenken, wenig hilfreich.
Besonders erstrebenswert ist es, bereits vor der Versuchsdurchführung Infor-
mationen über benötigte Stichprobenumfänge zu erlangen, um diese während der
Versuchsplanung berücksichtigen zu können. Dazu müssen aber auch vor dem Ver-
such wenigstens ungefähre Vorstellungen über das dem Versuch zugrunde liegende
wahrscheinlichkeitstheoretische Modell vorhanden sein. Dann nämlich können einige
Modelle ausgewählt werden, die innerhalb des gesamten in Betracht bezogenen Be-
reichs von Modellen hinreichend dicht liegen. Für diese Modelle kann stellvertretend
geprüft werden, wann die Stichprobenumfänge groß genug sind.
Nichtparametrische Verfahren werden jedoch meist dann verwendet, wenn die
Klasse von möglichen wahrscheinlichkeitstheoretischen Modellen sehr groß ist. Dies
erschwert die Bestimmung hinreichend großer Stichprobenumfänge vor der Versuchs-
durchführung mit der oben beschriebenen Vorgehensweise erheblich. Aus diesem
Grund muss man sich unter Umständen damit zufriedengeben, erst im Anschluss an
den Versuch auf Grundlage der Ergebnisse schätzen zu können, ob die Stichproben-
umfänge hinreichend groß waren.
2.2 Wahrscheinlichkeitstheoretische Modelle
Diese Arbeit handelt von schließender Statistik: Die Entstehung der Beobachtungen
wird durch einen Zufallsmechanismus modelliert und auf Grundlage der Beobach-
tungen werden Rückschlüsse auf diesen Zufallsmechanismus gezogen. Die hier ge-
troffenen Annahmen über den Zufallsmechanismus, die auch als wahrscheinlichkeits-
theoretisches Modell bezeichnet werden, sind – entsprechend den in der Einleitung
beschriebenen Grundgedanken der nichtparametischen Statistik – sehr allgemein
gehalten und einfach zu prüfen. Dennoch sollte auch die Verwendung eines solchen
Modells nicht als selbstverständlich angesehen werden. Im Zweifel sollte man sich
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auf die Verfahren der beschreibenden Statistik beschränken, die ohne wahrschein-
lichkeitstheoretische Modelle auskommen (vgl. Freedman et al., 1998, Kapitel 29,
Abschnitt 4).
Das hier verwendete Modell umfasst drei Annahmen:
• Die den Versuchseinheiten entsprechenden Vektoren von Beobachtungen X ik
sind Zufallsvektoren, deren Verteilungen nur von den Gruppen der Versuchs-
einheiten und den Dimensionsvektoren mik abhängen.
• Die Randverteilungen der Zufallsvariablen Xiks` hängen nur von den Gruppen
und Bedingungen, also nur von den Indizes i und s ab.
• Alle Zufallsvektoren X ik sind unabhängig.
Diese Annahmen lassen sich wie folgt kurz darstellen:
X ik u. i. v. ∼ Fimik , Xiks` ∼ Fis.
Ein solches Modell wird häufig dann verwendet, wenn die Versuchseinheiten in den
verschiedenen Gruppen als zufällige Stichproben aus hinreichend großen Grundge-
samtheiten aufgefasst werden können. Ziel des Versuchs ist dann, Informationen
über die Verteilungen der beobachteten Größe in den Grundgesamtheiten unter den
verschiedenen Bedingungen zu erhalten, die durch die Verteilungsfunktionen Fis dar-
gestellt werden.
Im Hinblick auf Schreibweisen, die später noch eingeführt werden, fassen wir die
lexikographisch nach den Indexpaaren (i, s) geordneten Randverteilungen in Form
eines Vektors




In den meisten praktischen Fällen wird im Rahmen der Versuchsplanung angestrebt,
für alle Gruppen, Versuchseinheiten und Bedingungen gleiche Anzahlen an Messwie-
derholungen miks zu erhalten. Trotzdem ist es sinnvoll, auch den Fall unterschiedlich
vieler Messwiederholungen in Betracht zu ziehen, denn nicht immer gelingt es, al-
le geplanten Beobachtungen auch tatsächlich vorzunehmen. Insbesondere der Fall
fehlender Werte (miks = 0) ist von großer praktischer Bedeutung, was unter an-
derem daran abzulesen ist, dass zu diesem Thema bereits mehrere Monographien
erschienen sind (Dodge, 1985; Little und Rubin, 1987; Rubin, 1987; Schafer, 1997).
Wie viele der angestrebten Messwiederholungen tatsächlich durchgeführt werden
können, wird als zufällig angesehen, weil dies nicht schon im Rahmen der Versuchs-
planung festgelegt wird. Um ein vollständiges wahrscheinlichkeitstheoretisches Mo-
dell für die Versuchsdaten zu erhalten, ist dieser Zufallsmechanismus in Beziehung
zu dem oben beschriebenen Zufallsmechanismus zu setzen, der die Verteilung der
Beobachtungen Xiks` bestimmt. Dies ist implizit bereits geschehen, denn die Vertei-
lungsfunktionen Fimik hängen durch die gewählte Schreibweise von den Zufallsvek-
toren mik ab und können somit nur als bedingte Verteilungsfunktionen aufgefasst
werden.
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Die oben getroffene Annahme, dass die Verteilungsfunktionen Fis der Zufallsva-
riablen Xiks` unabhängig von den Anzahlen an Messwiederholungen miks sind, ist
nur dann gerechtfertigt, wenn der Ausfall einer geplanten Beobachtung unabhängig
davon ist, welcher Wert beobachtet worden wäre. Diese Unabhängigkeit entspricht
in der von Rubin (1976) eingeführten Terminologie für die Klassifikation von zufälli-
gen Mechanismen, die zu fehlenden Werten führen, der Annahme, dass die Werte
vollständig zufällig fehlen. Nur bei vollständig zufällig fehlenden Werten können die
beobachteten Werte als repräsentativ für die Werte in der zu Grunde liegenden Ge-
samtheit angesehen werden.
2.2.2 Erläuterungen anhand der Beispiele
Im Folgenden werden die in diesem Abschnitt formulierten Annahmen anhand der
Beispiele aus Unterabschnitt 2.1.1 diskutiert.
Panik-Skala-Studie I
Wenn wir annehmen, dass die 16 Patienten zufällig aus einer hinreichend großen
Population herausgegriffen wurden, können die Vektoren X1k als unabhängige Zu-
fallsvektoren mit gleicher multivariater Verteilung aufgefasst werden. Daraus ergibt
sich die Gültigkeit des formulierten Modells.
Da alle m1ks den Wert 1 haben, erübrigt sich die Betrachtung zufälliger Stich-
probenumfänge.
Panik-Skala-Studie II
Hier gehen wir zunächst davon aus, dass sowohl die Patienten mit Agoraphobie
als auch die Patienten ohne Agoraphobie zufällig aus hinreichend großen Popula-
tionen ausgewählt wurden. Damit können wir die um die unbekannten fehlenden
Werte ergänzten Vektoren X̃ ik als unabhängige Zufallsvektoren mit den multivaria-
ten Verteilungsfunktionen F1 in der ersten Gruppe und F2 in der zweiten Gruppe
ansehen.
Falls der Zufallsmechanismus, der die fehlenden Werte verursacht, unabhängig
von den Zufallsvektoren X̃ ik ist (was hier durchaus in Frage zu stellen ist), so stim-
men die Verteilungen der tatsächlich beobachteten Werte Xiks mit denen der Kom-
ponenten von X̃ ik überein und hängen deshalb nur von den Indizes i und k ab.
Schulterschmerz-Studie
Auch bei dieser Studie treffen wir die Annahme, dass alle teilnehmenden Patienten
eine zufällige Stichprobe aus einer hinreichend großen Obermenge von Patienten
sind und sehen deshalb die Vektoren X ik als unabhängige Zufallsvektoren mit den
multivariaten Verteilungsfunktionen F1 für die Behandlung Y beziehungsweise F2
für die Behandlung N an. Damit ergibt sich die Gültigkeit des formulierten Modells.
Da alle miks den Wert 1 haben, erübrigt sich die Betrachtung zufälliger Stich-
probenumfänge.
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Wasser-Irrgarten-Test
Wie bei den drei anderen Studien gehen wir davon aus, dass die Versuchseinheiten,
hier also die Muttertiere, zufällig aus einer größeren Population ausgewählt wurden.
Deshalb können wir die Vektoren X ik als unabhängige Zufallsvektoren mit den mul-
tivariaten Verteilungsfunktionen Fi, i = 1, . . . , 4, auffassen. Aber erst dadurch, dass
von jeder Mutter zufällig zwei Jungtiere ausgewählt wurden, kann die Annahme
gerechtfertigt werden, dass die Komponenten der Vektoren
X iks = (Xiks1, Xiks2)
′
für alle Paare (i, s) die gleiche Randverteilungsfunktion Fis haben.
Da alle miks den Wert 2 haben, entfällt die Betrachtung zufälliger Stichprobe-
numfänge.
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Kapitel 3
Relative Effekte
In diesem Kapitel definieren wir die relativen Effekte als statistische Funktionale für
die im vorangehenden Kapitel vorgestellten Versuchspläne und wahrscheinlichkeits-
theoretischen Modelle. Ihre Eigenschaften und die daraus resultierenden Interpreta-
tionen werden ausführlich diskutiert.
Um die Darstellung so einfach wie möglich zu halten, behandeln wir relative
Effekte in den ersten beiden Abschnitten dieses Kapitels zunächst für die einfachen
Versuchspläne mit zwei unverbundenen oder zwei verbundenen Stichproben. Erst
im dritten Abschnitt verallgemeinern wir die Definition relativer Effekte auf die
allgemeine Klasse von Versuchsplänen aus Abschnitt 2.1.
3.1 Zwei unverbundene Stichproben
Für den einfachen Versuchsplan mit zwei unverbundenen Stichproben (a = 2 Grup-
pen, t = 1 Bedingung, alle mik1 = 1) wählen wir zunächst eine gegenüber dem
vorangehenden Kapitel vereinfachte Schreibweise:
Xik ∼ Fi, i = 1, 2, k = 1, . . . , ni.
Als relative Effekte definieren wir für diesen Versuchsplan die Linearkombinatio-
nen von Wahrscheinlichkeiten
p1 = P(X21 < X11) +
1
2
P(X21 = X11), (3.1)
p2 = P(X11 < X21) +
1
2
P(X11 = X21). (3.2)
Wir nennen pi den relativen Effekt der i-ten Gruppe.
In den beiden folgenden Unterabschnitten wird zunächst die geschichtliche Ent-
wicklung geschildert, die zur Definition der relativen Effekte in obiger Form führte.
Danach werden einige wichtige Eigenschaften und die Interpretation der relativen
Effekte diskutiert.
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3.1.1 Geschichtliche Entwicklung
In diesem Unterabschnitt verwenden wir immer die oben eingeführten Schreibweisen
für die Zufallsvariablen und die relativen Effekte, auch wenn wir Teile von Veröffent-
lichungen wiedergeben, in denen andere Notationen benutzt werden.
Ausgangspunkt für die spätere Definition relativer Effekte ist die Arbeit von
Wilcoxon (1945), in der ein statistischer Test für die Hypothese F1 = F2 und den
Spezialfall n1 = n2 angegeben wird. Die Teststatistik des Wilcoxon-Tests ist die





Dabei steht Rik für den Mittelrang (im folgenden kurz mit Rang bezeichnet) der
Beobachtung Xik unter allen n1 + n2 Beobachtungen. Wie Kruskal (1957) berichtet,
war Wilcoxon zwar nicht der erste, der einen solchen Test veröffentlichte, jedoch
scheinen die früheren Arbeiten von Deuchler (1914) und Ottaviani (1939) keine
breite Beachtung gefunden zu haben.
Der Test von Wilcoxon wurde von Mann und Whitney (1947) unter Benutzung
der äquivalenten Teststatistik




auf den Fall n1 6= n2 verallgemeinert. Jedoch beschränkten sich Mann und Whitney
dabei auf stetige Verteilungsfunktionen F1 und F2. In ihrer Arbeit findet sich in einer
Nebenrechnung auf Seite 58 der Ausdruck
P(X11 > X21),
der bei stetigen Verteilungsfunktionen identisch mit dem relativen Effekt p1 ist.
Dieser Ausdruck wird aber von Mann und Whitney nicht weiter diskutiert.
Größere Aufmerksamkeit wurde den relativen Effekten im Zusammenhang mit
dem Wilcoxon-Mann-Whitney-Test von van Dantzig (1951) entgegengebracht: Er
stellte fest, dass der einseitige Wilcoxon-Mann-Whitney-Test genau dann konsis-
tent ist, wenn p1 größer (bzw. kleiner) als 1/2 ist, und dass die zweiseitige Variante
genau im Fall p1 6= 1/2 konsistent ist. Das erste dieser beiden Ergebnisse wurde un-
abhängig von van Dantzig auch von Lehmann (1951) angegeben. Sowohl van Dantzig
als auch Lehmann beschränken sich allerdings bei ihren Betrachtungen auf stetige
Verteilungsfunktionen. Die Verallgemeinerung ihrer Ergebnisse auf nicht stetige Ver-
teilungen wurde von Putter (1955) erarbeitet.
Die erste Arbeit, die die relativen Effekte um ihrer selbst willen und nicht nur we-
gen ihrer Beziehungen zum Wilcoxon-Mann-Whitney-Test behandelt, stammt von
Birnbaum (1956). Das in der Arbeit von Birnbaum betrachtete Anwendungsbeispiel
für die relativen Effekte fällt in das Gebiet der Technometrie: Wenn X11 die Halt-
barkeit eines Produktes ist und X21 die Belastung, der das Produkt ausgesetzt ist,
so ist der relative Effekt p1 die Wahrscheinlichkeit, dass das Produkt der Belastung
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standhält. Da Haltbarkeiten und Belastungen in der Technometrie meist als stetige
Größen aufgefasst werden, beschränkt sich Birnbaum auf den Fall stetiger Vertei-
lungsfunktionen F1 und F2, so dass in seiner Definition der relativen Effekte der
Summand P(X21 = X11)/2 nicht gebraucht wird.
Die von Birnbaum vorgeschlagene Anwendung war für die Technometrie Auslöser
einer Reihe von Veröffentlichungen zu relativen Effekten, zum Teil auch in parame-
trischen Modellen. So existieren Arbeiten zu normalverteilten Beobachtungen (z. B.
Owen et al., 1964), zu exponentialverteilten Beobachtungen (z. B. Tong, 1974; John-
son, 1975; Tong, 1975a) und zu gammaverteilten Beobachtungen (z. B. Woodward
und Gray, 1975). Darüber hinaus wurden im Zusammenhang mit relativen Effek-
ten Bayes-Modelle (Enis und Geisser, 1971), semiparametrische Modelle (Ury und
Wiggins, 1979) und Kontaminationsmodelle (Harris und Soms, 1983) angewandt.
Diese große Anzahl von Modellen, die keinen nichtparametrischen Charakter tra-
gen, unterstreicht die gute Interpretierbarkeit der relativen Effekte. Man erkennt,
dass ihre Bedeutung über die eines künstlichen Parameter-Ersatzes in der nichtpa-
rametrischen Statistik hinausgeht. Allerdings muss angemerkt werden, dass die von
Birnbaum vorgeschlagene technometrische Interpretation der relativen Effekte für
zwei Stichproben bei der in in dieser Arbeit (siehe Abschnitt 3.3) vorgeschlagenen
Verallgemeinerung der relativen Effekte auf mehrere Stichproben oder faktorielle
Versuchspläne verloren geht. Dennoch gibt es auch in der Technometrie Ansätze
zu Verallgemeinerungen (Bhattacharyya und Johnson, 1974; Chandra und Owen,
1975), die sich aber von den in dieser Arbeit betrachteten relativen Effekten für
mehr als zwei Stichproben grundsätzlich unterscheiden.
Die erste Definition relativer Effekte, die durch Addition von P(X21 = X11)/2
auch unstetige Verteilungen sinnvoll berücksichtigt, wurde von Bross (1958) in sei-
ner Arbeit zur Ridit-Analyse angegeben. Diese Arbeit enthält neben einer ausführ-
lichen Diskussion einiger grundlegender Eigenschaften der relativen Effekte weitere
Anwendungsbeispiele. Diese fallen im Gegensatz zu dem von Birnbaum genannten
Beispiel aber nicht in den Bereich der Technometrie, sondern in den Bereich der
Biometrie. Für diese Beispiele ist auch die in der vorliegenden Arbeit vorgeschlage-
ne Verallgemeinerung der relativen Effekte auf mehrere Stichproben oder faktorielle
Versuchspläne sinnvoll.
In der Folgezeit wurde die Verwendung der von Bross eingeführten relativen
Effekte für zwei unverbundene Stichproben weiter diskutiert, aber auch kritisiert.
Unter den Autoren finden sich zum Beispiel Schwartz und Wearden (1959), Mantel
(1963), Wolfe und Hogg (1971), Mantel (1979), Selvin (1979), Bross (1979), Beder
und Heim (1990, 1992), McGraw und Wong (1992), Senn (1997), Chen und Kianifard
(2000), Hauck et al. (2000) und Vargha und Delaney (2000).
3.1.2 Eigenschaften und Interpretation
Um bei der späteren Diskussion der Eigenschaften und möglichen Interpretationen
der relativen Effekte über einen etwas konkreteren Eindruck von diesen Funktionalen
zu verfügen, beginnen wir diesen Unterabschnitt mit der beispielhaften Berechnung
der relativen Effekte für Bernoulli- und Normalverteilungen.
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Relative Effekte bei Bernoulli-Verteilungen
Die Zufallsvariablen Xik seien Bernoulli-verteilt mit den Erfolgswahrscheinlichkeiten
P(Xik = 1) = qi = 1− P(Xik = 0), i = 1, 2.
Als relativer Effekt p1 ergibt sich




= P({X21 = 0} ∩ {X11 = 1}) +
1
2
P({X21 = X11 = 0} ∪ {X21 = X11 = 1})
= (1− q2)q1 +
1
2
((1− q1)(1− q2) + q1q2)




























Für Bernoulli-Verteilungen sind die relativen Effekte also äquivalent zur Differenz
der Erfolgswahrscheinlichkeiten q1 − q2.
Relative Effekte bei Normalverteilungen
Die Zufallsvariablen Xik seien normalverteilt mit Erwartungwert µi und Varianz σ
2
i :
Xik ∼ N(µi, σ2i ).
Wegen der Stetigkeit der Normalverteilung und wegen





gilt für den relativen Effekt p1




= P(X21 ≤ X11)
= P(X21 −X11 ≤ 0)
= P(X21 −X11 + µ1 − µ2 < µ1 − µ2)
= P
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Die relativen Effekte pi sind bei normalverteilten Zufallsvariablen also äquivalent






Integraldarstellung der relativen Effekte
Mit Hilfe des Satzes von Fubini können wir für die relativen Effekte eine Integ-
raldarstellung mit den Verteilungsfunktionen gewinnen. Dabei ist in dieser Arbeit
mit dem Begriff Verteilungsfunktion immer, wenn nicht ausdrücklich etwas anderes
gesagt wird, die auf Lévy (1925) zurückgehende normalisierte Version der Vertei-
lungsfunktion gemeint, also das Mittel aus rechts- und linksstetiger Version der Ver-





[F−i (x) + F
+
i (x)] = P(Xi1 < x) +
1
2
P(Xi1 = x), i = 1, 2.
Durch Anwendung des Satzes von Fubini erhalten wir
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Die eingeführte Integraldarstellung liefert zwar keine anschauliche Interpretation der
relativen Effekte, wird aber unter anderem bei der Verkürzung von Schreibweisen
und der Herleitung der Schätzer in Kapitel 4 hilfreich sein.
Relative Effekte als Wahrscheinlichkeiten
Grundlegend für den leicht verständlichen Umgang mit relativen Effekten sind ihre
Definitionen als Wahrscheinlichkeiten (genauer: als Linearkombinationen von Wahr-
scheinlichkeiten). Der Begriff der Wahrscheinlichkeit ist elementarer und für den ma-
thematischen Laien einfacher verständlich als die in der nichtparametrischen Statis-
tik häufig verwendeten Begriffe des Medians und des Erwartungswerts. Insbesonde-
re die allgemeine Definition des Erwartungswerts ist mathematisch aufwendig und
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dem Laien nur mit Hilfe der Gesetze der großen Zahlen als die Zahl zu erklären,
der sich ein arithmetischer Mittelwert von unabhängigen Beobachtungen annähert.
Die größere Verständlichkeit des Begriffs der Wahrscheinlichkeit im Vergleich mit
den Begriffen des Medians und des Erwartungswerts zeigt sich auch daran, dass
ersterer als einziger von den drei Begriffen Bestandteil der Alltagssprache ist. Die
Bedeutung dieses Aspektes wird in der Literatur insbesondere von Wolfe und Hogg
(1971), McGraw und Wong (1992) und Vargha und Delaney (2000) betont. Jedoch
sollte ebenfalls bedacht werden, dass die relativen Effekte im Gegensatz zum Erwar-
tungswert und Median nicht auf derselben Skala wie die Beobachtungen angegeben
werden. Dies muss aber wegen der hohen Verständlichkeit der Skala der Wahrschein-
lichkeiten kein Nachteil sein.
Das Einheitsintervall als Skala möglicher Wahrscheinlichkeiten bietet für die Wer-
te der relativen Effekte feste Orientierungspunkte: Der Wert 0 für den relativen
Effekt p1 bedeutet, dass Beobachtungen mit der Verteilungsfunktion F1 fast sicher
kleiner sind als Beobachtungen mit der Verteilungsfunktion F2. Umgekehrt bedeu-
tet ein relativer Effekt p1 = 1, dass Beobachtungen mit der Verteilungsfunktion F1
fast sicher größer sind als Beobachtungen mit der Verteilungsfunktion F2. Der Fall
p1 = 1/2 bedeutet, dass keine der beiden Verteilungsfunktionen zu größeren Werten
als die andere tendiert. Aber auch anderen Werten als 0, 1/2 und 1 lassen sich leicht
verständliche Bedeutungen zuordnen: Wenn p1 kleiner als 1/2 ist, neigen Beobach-
tungen mit der Verteilungsfunktion F1 eher zu kleineren Werten als Beobachtungen
mit der Verteilungsfunktion F2, und wenn p1 größer als 1/2 ist, neigen Beobachtun-
gen mit der Verteilungsfunktion F1 eher zu größeren Werten. Falls relative Effekte
in der Nähe der Ränder 0 und 1 liegen, kann man von sehr kleinen oder sehr großen
relativen Effekten sprechen. Relative Effekte um die Mitte 1/2 bedeuten, dass keine
der beiden Verteilungfunktionen in bedeutsamem Maß zu größeren Werten als die
andere tendiert. Wir halten die soeben eingeführten Sprechweisen in einer Definition
fest.
Definition 3.1. Die Verteilungsfunktion F1 heißt tendenziell kleiner als die Ver-
teilungsfunktion F2, falls p1 < 1/2 ist. Die Verteilungsfunktion F1 heißt tendenziell
größer als die Verteilungsfunktion F2, falls p1 > 1/2 ist. Die Verteilungsfunktionen
F1 und F2 heißen tendenziell gleich, falls p1 = 1/2 ist.
Für die Beziehung zwischen Zufallsvariablen X1k ∼ F1 und X2k ∼ F2 verwenden
wir die gleichen Sprechweisen.
Aus Symmetriegründen sollte, wenn F1 und F2 tendenziell gleich sind, nicht nur
p1 = 1/2, sondern auch p2 = 1/2 gelten. Der folgende Satz bestätigt die Gültigkeit
dieser Forderung.
Satz 3.1. Für die relativen Effekte p1 und p2 gilt
p1 + p2 = 1.
Beweis. Die Ereignisse {X21 < X11}, {X21 = X11} und {X11 < X21} bilden eine
Zerlegung des Stichprobenraums. Damit erhalten wir
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p1 + p2 = P(X21 < X11) +
1
2




= P(X21 < X11) + P(X21 = X11) + P(X11 < X21) = 1.
Als Folgerung aus obigem Satz erhalten wir die für das Rechnen mit Integralen
nützliche Rechenregel der partiellen Integration.
Korollar 3.2 (Partielle Integration). Für Verteilungsfunktionen F1 und F2 gilt∫
F2 dF1 = 1−
∫
F1 dF2.
Beweis. Aus den Integraldarstellungen der relativen Effekte und Satz 3.1 folgt∫
F2 dF1 = p1 = 1− p2 = 1−
∫
F1 dF2.
In bestimmten Situationen haben wir eine intuitive Vorstellung davon, ob die
Verteilungsfunktion F1 tendenziell kleiner als F2, gleich F2 oder größer als F2 sein
sollte. So gehen wir davon aus, dass zwei gleiche Verteilungen oder zwei symme-
trische Verteilungen mit dem gleichen Symmetriezentrum auch tendenziell gleich
sind. Wenn F1 und F2 symmetrisch sind und das Symmetriezentrum von F1 kleiner
(größer) als das von F2 ist, scheint F1 tendenziell kleiner (größer) als F2 zu sein. Falls
F1 stochastisch kleiner bzw. größer als F2 ist, erwarten wir, dass F1 auch tendenziell
kleiner bzw. größer als F2 ist. Für die Spezialfälle der Bernoulli- und Normalvertei-
lung können wir unsere intuitiven Vorstellungen anhand der Formeln (3.3) – (3.6)
bestätigen. Der folgende Satz zeigt, dass die Begriffe aus Definition 3.1 den formu-
lierten Erwartungen bis auf eine Ausnahme (siehe Beispiel 3.1) auch im Allgemeinen
gerecht werden.
Satz 3.3. (a) Falls F1 = F2 ist oder X11 und X21 symmetrisch um das gleiche
Symmetriezentrum µ verteilt sind, so sind F1 und F2 tendenziell gleich.
(b) Falls F1 und F2 symmetrisch sind und das Symmetriezentrum µ1 von F1
kleiner (größer) ist als das Symmetriezentrum µ2 von F2, so ist F1 tendenziell kleiner
(größer) als F2 oder tendenziell gleich F2.
(c) Wenn F1 stochastisch kleiner (größer) als F2 ist, dann ist F1 tendenziell
kleiner (größer) als F2.
Beweis. Siehe Anhang A.1, Seite 95.
Wenn wir die erste Aussage von Satz 3.3 (a) auf die Integraldarstellung der
relativen Effekte anwenden, erhalten wir
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Wie folgendes Beispiel zeigt, kann Teil (b) von Satz 3.3 im Allgemeinen nicht
verschärft werden.
Beispiel 3.1. Es gelte P(X11 = 1) = 1 und P(X21 = −2) = P(X21 = 2) = 1/2.
Obwohl F1 und F2 symmetrisch sind und das Symmetriezentrum von F1 größer ist
als das von F2, sind F1 und F2 tendenziell gleich.
Wenden wir die Teile (a) und (c) von Satz 3.3 in einem Verschiebungsmodell an,
so ergibt sich
Korollar 3.5. Für alle x ∈ R gelte
F2(x) = F1(x + µ).
Falls der Verschiebungsparameter µ negativ (positiv) ist, so ist F1 tendenziell kleiner
(größer) als F2. Die Verteilungsfunktionen F1 und F2 sind genau dann tendenziell
gleich, wenn µ = 0 ist.
Relative Effekte für ordinale Daten
In der Definition der relativen Effekte wird für die Beobachtungen lediglich voraus-
gesetzt, dass sie miteinander verglichen werden können und dass somit festgestellt
werden kann, ob zwei Beobachtungen gleich sind oder – falls das nicht der Fall ist –
welche von zwei Beobachtungen größer ist. Es wird nicht vorausgesetzt, dass Sum-
men von Beobachtungen erklärt sind, wie es beispielsweise zur sinnvollen Bildung
von Erwartungswerten notwendig wäre. Relative Effekte können also immer ver-
wendet werden, wenn das Skalenniveau der Beobachtungen mindestens ordinal ist.
Die Beispiele aus Unterabschnitt 2.1.1 belegen die praktische Bedeutsamkeit dieser
Tatsache, denn in allen Beispielen ist das Skalenniveau der Beobachtungen ordinal,
aber nicht metrisch.
Die sehr allgemeine Verwendbarkeit von relativen Effekten für eine große Klasse
von Skalenniveaus kann allerdings nur dadurch erreicht werden, dass die relativen
Effekte ausschließlich Informationen über die Ordnungsstruktur der Beobachtungen
enthalten. Jede darüber hinausgehende Information spiegelt sich in den relativen
Effekten nicht mehr wieder, denn die relativen Effekte sind offensichtlich invariant
unter streng wachsenden Transformationen der Beobachtungen. Wie Mantel (1979)
in seiner Kritik an der Arbeit von Bross (1958) gezeigt hat, können dabei wichtige
Informationen verloren gehen. Das folgende Beispiel stellt eine Abwandlung des von
Mantel und Bross angegebenen Beispiels dar.
Beispiel 3.2. Für zwei verschiedene Fahrzeugtypen A und B werden die Verletzun-
gen des Fahrers bei Crash-Tests mit Dummies in sechs Kategorien eingeteilt: keine,
unwesentlich, leicht, mittel, schwer und tödlich. Den Kategorien werden die Zahlen
von eins bis sechs zugeordnet. Wenn wir die Verletzungs-Kategorie für den Fahrzeug-
typ A als Zufallsvariable X11 und die für den Fahrzeugtyp B als Zufallsvariable X21
ansehen, so sollten die relativen Effekte pi Maße für den Unterschied der Sicherheit
der beiden Fahrzeugtypen sein. Zwei mögliche Verteilungen für die Zufallsvariablen
Xi1 sind in Tabelle 3.1 angegeben.
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Tabelle 3.1: Mögliche Verteilungen der Verletzungskategorien
Kategorie i
1 2 3 4 5 6
P(X11 = i) 0 1/4 1/4 1/4 1/4 0
P(X21 = i) 1/4 0 1/4 1/4 0 1/4
Bei diesen beiden Verteilungen erscheint der Fahrzeugtyp A sicherer als der Fahr-
zeugtyp B zu sein, denn die meisten Personen werden bei der Beurteilung der Sicher-
heit besonderen Wert auf eine geringe Wahrscheinlichkeit einer tödlichen Verletzung
legen. Unterschiedlichen Wahrscheinlichkeiten in den beiden untersten Kategorien
wird dagegen normalerweise eine eher nebensächliche Bedeutung beigemessen. Mit
anderen Worten: Der Unterschied zwischen einer schweren und einer tödlichen Ver-
letzung wird als größer angesehen als der zwischen einer unwesentlichen und keiner
Verletzung. In den relativen Effekten spiegelt sich dieser Unterschied aber nicht
wieder. Wegen der Symmetrie der beiden Verteilungen um 7/2 gilt nach Satz 3.3
p1 = p2 = 1/2. Entsprechend der in diesem Unterabschnitt vorgeschlagenen Interpre-
tation würde das bedeuten, dass keine der beiden Verteilungen zu größeren Werten
neigt als die andere. Obwohl die Verletzungskategorien nicht metrisch, sondern nur
ordinal sind, scheinen die relativen Effekte hier kein sinnvolles Maß zur Beurteilung
des Unterschieds zwischen den Sicherheitseigenschaften der beiden Fahrzeugtypen
zu sein.
Der relative Charakter relativer Effekte
Die Definition der relativen Effekte für zwei unverbundene Stichproben werden wir
in den folgenden Abschnitten auf umfangreichere Versuchspläne verallgemeinern.
Für nur eine Stichprobe geben wir allerdings keine Definition an. Entsprechend dem
Adjektiv ‘relativ’ in der Bezeichnung ‘relativer Effekt’ sind relative Effekte Größen,
die Verhältnisse von Verteilungen zueinander beschreiben. Liegt nur eine Stichpro-
be und somit nur eine Verteilung vor, kann kein solches Verhältnis gebildet werden
und demzufolge macht der Begriff des relativen Effektes keinen Sinn. Da aber der
Vergleich ein zentrales Prinzip der Statistik ist (Freedman et al., 1998, Kapitel 1),
bedeutet dies für die statistische Praxis nur eine geringe Einschränkung. Dennoch
sollte beachtet werden, dass sich die relativen Effekte grundsätzlich von anderen
Funktionalen wie dem Erwartungswert und dem Median unterscheiden, die für ein-
zelne Verteilungen gebildet werden. Während zwei Verteilungen bereits anhand ei-
nes einzelnen relativen Effekts verglichen werden können, müssen bei Vergleichen
anhand von Erwartungswerten oder Medianen diese Größen erst durch Differenz-
oder Quotientenbildung in ein Verhältnis zueinander gesetzt werden.
Die Kritik von Senn (1997)
Wie wir an den Formeln (3.5) und (3.6) erkennen können, hängen relative Effekte
bei normalverteilten Daten nicht nur von der Differenz der Erwartungswerte µ1−µ2,
sondern auch von den Varianzen σ21 und σ
2
2 ab. Diese Eigenschaft schließt nach der
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Auffassung von Senn (1997) eine sinnvolle Verwendung der relativen Effekte als
statistische Funktionale aus: Er ist der Ansicht, dass die Variabilität von Beobach-
tungen beim Vergleich von zwei Verteilungen in keiner Weise berücksichtigt werden
darf. Aus Sicht des Autors der vorliegenden Arbeit ist diese Auffassung in einigen
bestimmten Situationen, aber nicht im Allgemeinen berechtigt. Ob die Variabilität
berücksichtigt werden sollte, hängt nach Meinung des Autors von der Ursache für
die Variabilität ab.
Für die Variabilität von zufälligen Beobachtungen gibt es in der Statistik zwei
klassische Begründungen: den zufälligen Messfehler (Freedman et al., 1998, Kapi-
tel 24) und das zufällige Ziehen von Stichproben aus Grundgesamtheiten (Freedman
et al., 1998, Teil VI).
Bei zufälligen Messfehlern wird nicht die Versuchseinheit als zufällig angesehen,
sondern der Vorgang des Messens an der Versuchseinheit. Die Zufallsvariablen set-
zen sich additiv aus einem wahren Wert µi und einem zufälligen Messfehler εi mit
Erwartungswert 0 zusammen. In dieser Situation ist tatsächlich – solange es nicht
um eine Prüfung der Genauigkeit des Messvorgangs geht – ausschließlich der Wert µi
von Bedeutung. Die Varianz darf deshalb beim Vergleich der Verteilungen der Beob-
achtungen keine Rolle spielen. In der parametrischen Statistik tragen die Varianzen
Var(εi) = σ
2
i deshalb in diesem Zusammenhang auch den Namen Störparameter.
Falls aber die Variabilität der Beobachtungen durch das zufällige Ziehen von
Stichproben aus verschiedenen Grundgesamtheiten zustande kommt, so spiegelt die
Variabilität innerhalb der Stichproben charakteristische Eigenschaften dieser Grund-
gesamtheiten wieder. Deshalb gibt es in dieser Situation auch keinen Grund, die
Berücksichtigung der Variabilität beim Vergleich der Verteilungen der Stichproben
auszuschließen.
3.2 Zwei verbundene Stichproben
Wir betrachten nun den einfachen Versuchsplan mit zwei verbundenen Stichpro-
ben (a = 1 Gruppe, t = 2 Bedingungen, alle m1ks = 1). Zur Vereinfachung der
Schreibweise verwenden wir für diesen Versuchsplan in diesem Abschnitt nicht die
allgemeine Notation aus Kapitel 2 sondern
Xk = (Xk1, Xk2)
′ ∼ F, k = 1, . . . , n.
Die Randverteilungen der beiden Komponenten bezeichnen wir hier mit F1 und F2.
3.2.1 Definition
Als relative Effekte definieren wir für diesen Versuchsplan
p1 = P(X22 < X11) +
1
2
P(X22 = X11), (3.8)
p2 = P(X11 < X22) +
1
2
P(X11 = X22). (3.9)
Besonderes Augenmerk muss bei dieser Definition darauf gelegt werden, dass die
betrachteten Zufallsvariablen X11 und X22 Komponenten von zwei unabhängigen
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Zufallsvektoren sind. Der relative Effekt p1 ist also die Summe aus der Wahrschein-
lichkeit, dass eine Zufallsvariable mit der Verteilungsfunktion F2 kleiner ist als ei-
ne unabhängige Zufallsvariable mit der Verteilungsfunktion F1, und der Hälfte der
Wahrscheinlichkeit, dass zwei solche Zufallsvariablen gleich sind. Eine analoge Aus-
sage gilt für den relativen Effekt p2. Die relativen Effekte hängen dementsprechend
nur von den Randverteilungsfunktionen Fi ab und werden für diesen Versuchsplan
deshalb auch als relative Marginaleffekte bezeichnet. Wie bei den relativen Effekten
für zwei unverbundenen Stichproben können wir auch hier eine Integraldarstellung
mit Hilfe der Randverteilungsfunktionen angeben:
p1 =
∫
F2 dF1 und p2 =
∫
F1 dF2.
3.2.2 Marginal- und Individualeffekte
Der bekannteste und einfachste Test für zwei verbundene Stichproben ist der Vor-
zeichentest (siehe z. B. Lehmann, 1975, Abschnitt 4.1). Dieser beruht aber nicht auf
den relativen Marginaleffekten, sondern auf Funktionalen qi, die man als relative
Individualeffekte bezeichnen könnte:








Der relative Individualeffekt q1 ist also die Summe aus der Wahrscheinlichkeit, dass
die zweite Komponente des Zufallsvektors Xk kleiner ist als die erste, und der Hälfte
der Wahrscheinlichkeit, dass die beiden Komponenten identisch sind. Entsprechendes
gilt für q2.
Wegen der Ähnlichkeit der relativen Marginal- und Individualeffekte müssen die-
se Funktionale sorgfältig voneinander unterschieden werden. Während die relativen
Marginaleffekte ausschließlich von den Randverteilungsfunktionen Fi abhängen, ent-
halten die relativen Individualeffekte auch Informationen über die gemeinsame Ver-
teilungsfunktion F der Komponenten der Zufallsvektoren Xk. Dies lässt sich mit
einem einfachen Beispiel deutlich zeigen.
Beispiel 3.3. Für die Zufallsvektoren Xk gelte




P(X11 = i, X12 = i + 1) =
1
100
für i = 1, . . . , 99.
Die Randverteilungsfunktionen F1 und F2 stimmen hier überein und deshalb gilt
nach Satz 3.3 p1 = p2 = 1/2. Im Gegensatz dazu liegen die relativen Individualeffekte
an den Rändern des Einheitsintervalls: q1 = 1/100 und q2 = 99/100. Obwohl also
keine der beiden Randverteilungen zu größeren Werten als die andere tendiert, ist
die zweite Komponente der Zufallsvektoren mit 99%iger Wahrscheinlichkeit größer
als die erste.
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Ohne die Randverteilungen zu verändern, erhalten wir durch Wahl einer anderen
gemeinsamen Verteilung eine Umkehrung der relativen Individualeffekte. Im Fall




P(X11 = i + 1, X12 = i) =
1
100
für i = 1, . . . , 99
gilt nämlich q1 = 99/100 und q2 = 1/100.
3.2.3 Geschichtlicher Hintergund
So wie die Betrachtungen relativer Effekte für zwei unverbundene Stichproben ihren
Ursprung im Wilcoxon-Mann-Whitney-Test haben, beruht die Idee der Verwendung
von Marginalverteilungen bei zwei verbundenen Stichproben auf den Tests der Hy-
pothese F1 = F2 von Hollander et al. (1974) und Govindarajulu (1975). Diese stellen
Übertragungen des Wilcoxon-Mann-Whitney-Tests auf verbundene Stichproben dar.
Das zu den relativen Marginaleffekten äquivalente Funktional
P(X11 < X22)− P(X22 < X11) = 2p2 − 1 = 1− 2p1
wurde von Agresti (1983) vorgeschlagen und später unabhängig von Munzel (1999)
behandelt.
3.3 Faktorielle Versuchspläne
Das Ziel dieses Abschnittes ist, eine sinnvolle Definition relativer Effekte für die
allgemeine Klasse von Versuchsplänen aus Abschnitt 2.1 anzugeben und diese zu
diskutieren. Die allgemeine Definition soll die Definitionen aus den beiden vorange-
henden Abschnitten als Spezialfälle enthalten und die für die Spezialfälle diskutierten
Eigenschaften und Interpretationen sollen dabei weitestmöglich erhalten bleiben.
3.3.1 Definition der relativen Effekte
Für zwei Stichproben sind die relativen Effekte die Summe aus der Wahrschein-
lichkeit, dass eine Beobachtung mit einer der beiden Verteilungsfunktionen kleiner
ist als eine davon unabhängige Beobachtung mit der anderen Verteilungsfunktion,
und der Hälfte der Wahrscheinlichkeit, dass diese beiden Beobachtungen gleich sind.
Wenn in faktoriellen Versuchsplänen Beobachtungen mit mehr als zwei verschiede-
nen Verteilungen vorliegen und wir beschreiben wollen, wie sich die Beobachtungen
mit einer der Verteilungsfunktionen im Vergleich zu den Beobachtungen mit den
anderen Verteilungsfunktionen verhalten, können wir das arithmetische Mittel aus
allen paarweise gebildeten relativen Effekten verwenden. Wir treffen also die folgende
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Bei dieser Definition ist zu beachten, dass sich alle Wahrscheinlichkeiten in der
Summe auf unabhängige Zufallsvariablen beziehen. Die Zufallsvariablen Xu2v1 und
Xi1s1 sind auch für den Fall u = i unabhängig, weil sie von verschiedenen Versuchs-
einheiten stammen. In der im vorangehenden Abschnitt eingeführten Sprechweise
ausgedrückt handelt es sich bei den relativen Effekten pis also um Mittelwerte von
relativen Marginaleffekten.
Offensichtlich stimmen nach obiger Definition im Fall zweier unverbundener
Stichproben (a = 2, t = 1) die relativen Effekte pi1 mit den in (3.1) und (3.2)
definierten Größen pi überein. Ebenso sind für zwei verbundene Stichproben (a = 1,
t = 2) die relativen Effekte p1s mit den Funktionalen ps aus den Gleichungen (3.8)
und (3.9) identisch.
Als abkürzende Schreibweise fassen wir die lexikographisch nach den Indizes ge-
ordneten relativen Effekte in Form eines Vektors
p = (p11, . . . , p1t, . . . , pa1, . . . , pat)
′
zusammen.
3.3.2 Eigenschaften und Interpretationen
Integral- und Wahrscheinlichkeitsdarstellungen
Wie bei zwei Stichproben können wir mit Hilfe des Satzes von Fubini Integraldar-




































Da His als arithmetisches Mittel von Verteilungsfunktionen wieder eine Verteilungs-
funktion ist, existiert eine Zufallsvariable Yis ∼ His. Wenn wir einen Wahrscheinlich-
keitsraum konstruieren, auf dem Yis und Xi1s1 gemeinsam definiert und unabhängig
sind, erhalten wir durch erneute Anwendung des Satzes von Fubini wieder eine Dar-
stellung des relativen Effektes pis als Linearkombination von Wahrscheinlichkeiten:
pis =
∫
His dFis = P(Yis < Xi1s1) +
1
2
P(Yis = Xi1s1). (3.10)
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Aufgrund dieser Darstellung übertragen sich die in den vorangehenden beiden Ab-
schnitten diskutierten Eigenschaften der relativen Effekte für zwei Stichproben in
wesentlichen Teilen auf die relativen Effekte für faktorielle Versuchspläne.
Wie die relativen Effekte fassen wir auch die lexikographisch nach den Indizes
geordneten Verteilungsfunktionen His in Form eines Vektors
H = (H11, . . . , H1t, . . . , Ha1, . . . , Hat)
′











Relative Effekte als Wahrscheinlichkeiten
Die wichtigste Eigenschaft der relativen Effekte, die sich vom Zwei-Stichproben-Fall
auf faktorielle Versuchspläne überträgt, ist die Interpretierbarkeit auf der Skala der
Wahrscheinlichkeiten. Der Fall pis = 0 bedeutet, dass die Beobachtungen aus der
i-ten Gruppe unter der s-ten Bedingung fast sicher kleiner als alle anderen im Ver-
such vorkommenden Beobachtungen sind. Gilt pis = 1, so sind Beobachtungen mit
der Verteilungsfunktion Fis fast sicher größer als Beobachtungen mit einer der ande-
ren Verteilungsfunktionen Fuv. Für die drei Fälle pis < 1/2, pis = 1/2 und pis > 1/2
können wir die Sprechweisen aus Definition 3.1 übernehmen. Im ersten Fall ist Fis
tendenziell kleiner als das Mittel der anderen Verteilungsfunktionen His, im zweiten
Fall sind Fis und His tendenziell gleich und im letzten Fall ist Fis tendenziell größer
als His. Eine Übersicht darüber, unter welchen Bedingungen welcher der drei Fälle
eintritt, gibt der folgende
Satz 3.6. (a) Falls Fis = His ist oder Xiks` und Yis ∼ His symmetrisch um das
gleiche Symmetriezentrum verteilt sind, so sind Fis und His tendenziell gleich.
Insbesondere sind Fis und His dann tendenziell gleich, wenn alle Verteilungsfunk-
tionen Fuv, (u, v) 6= (i, s), mit Fis übereinstimmen oder wenn alle Xuwvr, (u, v) 6=
(i, s), symmetrisch um das gleiche Symmetriezentrum wie Xiks` verteilt sind.
(b) Falls Fis und His symmetrisch sind und das Symmetriezentrum von Fis klei-
ner (größer) ist als das Symmetriezentrum von His, so ist Fis tendenziell kleiner
(größer) als His oder tendenziell gleich His.
Insbesondere ist Fis dann tendenziell kleiner (größer) als His oder tendenziell
gleich His, wenn das Symmetriezentrum von Fis kleiner (größer) als die Symmetrie-
zentren aller Fuv mit (u, v) 6= (i, s) ist.
(c) Wenn Fis stochastisch kleiner (größer) als His ist, dann ist Fis tendenziell
kleiner (größer) als His.
Insbesondere ist Fis dann tendenziell kleiner (größer) als His, wenn Fis stochas-
tisch kleiner (größer) als alle Verteilungsfunktionen Fuv mit (u, v) 6= (i, s) ist.
Beweis. Alle Aussagen können mit Hilfe der Integraldarstellung (3.10) auf Satz 3.3
zurückgeführt werden.
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Vergleich von Verteilungen anhand von relativen Effekten
Die relativen Effekte pis dienen nach Definition zunächst einmal zum Vergleich der
Verteilungsfunktion Fis mit der gemittelten Verteilungsfunktion His. Es scheint aber
naheliegend, anhand der relativen Effekte pis und puv auch die beiden Verteilungs-
funktionen Fis und Fuv zueinander in Beziehung zu setzen. Die Sinnhaftigkeit eines
solchen Vorgehens beruht auf folgendem































Beweis. Siehe Anhang A.2, Seite 97.
Mit dem obigen Satz haben wir eine Darstellung der relativen Effekte pis ge-
funden, die sich für alle Paare (i, s) nur noch auf Fis und die einheitliche Referenz-
verteilung F ·· an Stelle der verschiedenen His bezieht. Die Ordnungsbeziehungen
zwischen den pis entsprechen genau den Ordnungsbeziehungen zwischen den Inte-
gralen
∫
F ·· dFis. Für letztere führen wir in der folgenden Definition eine allgemeine
Sprechweise ein.
Definition 3.3. G sei eine beliebige Verteilungsfunktion und Y ∼ G sei unabhängig
von Xi1s1 und Xu1v1.
(a) Fis heißt tendenziell kleiner als Fuv mit Bezug auf G, falls∫










(b) Fis und Fuv heißen tendenziell gleich mit Bezug auf G, falls∫










(c) Fis heißt tendenziell größer als Fuv mit Bezug auf G, falls∫
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Mit der speziellen Wahl G = F ·· und Satz 3.7 erhalten wir
Korollar 3.8. (a) Fis ist genau dann tendenziell kleiner als Fuv mit Bezug auf F ··,
wenn
pis < puv ⇔
∫
F ·· dFis <
∫
F ·· dFuv.
(b) Fis und Fuv sind genau dann tendenziell gleich mit Bezug auf F ··, wenn
pis = puv ⇔
∫
F ·· dFis =
∫
F ·· dFuv.
(c) Fis ist genau dann tendenziell größer als Fuv mit Bezug auf F ··, wenn
pis > puv ⇔
∫
F ·· dFis >
∫
F ·· dFuv.
Die Beziehung zwischen den Definitionen 3.1 und 3.3 wird durch folgenden Satz
geklärt.
Satz 3.9. (a) Fis ist genau dann tendenziell kleiner als Fuv, wenn Fis mit Bezug auf
(Fis + Fuv)/2 tendenziell kleiner als Fuv ist.
(b) Fis und Fus sind genau dann tendenziell gleich, wenn Fis und Fuv mit Bezug
auf (Fis + Fuv)/2 tendenziell gleich sind.
(c) Fis ist genau dann tendenziell größer als Fuv, wenn Fis mit Bezug auf
(Fis + Fuv)/2 tendenziell größer als Fuv ist.
Beweis. Siehe Anhang A.3, Seite 97.
Es wäre wünschenswert, wenn die Relationen, die durch die relativen Effekte
beschrieben werden (z. B. pis < puv), und die Relationen, die durch die paarwei-
se gebildeten relativen Effekte beschrieben werden (z. B. Fis tendenziell kleiner als
Fuv) widerspruchsfrei wären. Mit anderen Worten: Die tendenziellen Beziehungen
zwischen je zwei Verteilungsfunktionen Fis und Fuv sollten unabhängig davon sein,
ob sie mit Bezug auf F ·· oder (Fis + Fuv)/2 gebildet werden. Dies trifft aber nicht
immer zu. Wie wir sehen werden, sind schon die Relationen, die ausschließlich auf
den paarweise gebildeten relativen Effekten beruhen, im Allgemeinen nicht wider-
spruchsfrei.
Zur Klärung dieses Problems beschäftigen wir uns allgemeiner mit der Frage







Fis, M ⊂ {1, . . . , a} × {1, . . . , t}, |M | ≥ 2,
auftreten können. Wir führen dazu in Anlehnung an Saari (1989) zunächst die beiden
Begriffe Wort und Wörterbuch ein.
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Definition 3.4. M sei eine endliche Menge und Q(M) sei die Menge aller Teilmen-
gen von M mit mindestens 2 Elementen. Ein Wort auf M ist eine Abbildung, die
jedem Element M von Q(M) eine Rangfolge der Elemente von M zuordnet. Eine
Menge von Worten aufM heißt Wörterbuch aufM.
Beispiel 3.4. SeiM = {1, 2, 3, 4}. Dann ist
Q(M) = {{1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4},
{1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4},
{1, 2, 3, 4}}.
Ein Beispiel für ein Wort aufM ist
{1, 2} 7→ (1 ≺ 2)
{1, 3} 7→ (1 ≺ 3)
{1, 4} 7→ (1 ≺ 4)
{2, 3} 7→ (3 ≺ 2)
{2, 4} 7→ (4 ≺ 2)
{3, 4} 7→ (3 ≺ 4)
{1, 2, 3} 7→ (3 ≺ 2 = 1)
{1, 2, 4} 7→ (1 = 2 = 4)
{1, 3, 4} 7→ (3 = 4 ≺ 1)
{2, 3, 4} 7→ (2 ≺ 3 ≺ 4)
{1, 2, 3, 4} 7→ (1 ≺ 4 = 2 ≺ 3).
Dabei bedeutet zum Beispiel (3 ≺ 2 = 1), dass der Teilmenge {1, 2, 3} durch das
betrachtete Wort die Reihenfolge zugeordnet wird, bei der die 3 vor der 2 und die 2
mit der 1 gleichauf liegt.
Für jedes (at)-Tupel von Verteilungsfunktionen (F11, F12, . . . , Fat) erhalten wir
ein Wort aufM = {1, . . . , a}×{1, . . . , t}, indem wir jeder Teilmenge M vonM mit
mindestens zwei Elementen die Rangfolge zuordnen, die sich aus den tendenziellen
Relationen mit Bezug auf FM ergeben. Die Gesamtheit aller dieser Wörter, die
sich für alle (at)-Tupel von Verteilungsfunktionen (F11, F12, . . . , Fat) ergibt, nennen
wir das Wörterbuch der tendenziellen Relationen auf M. Dieses Wörterbuch gibt
Auskunft über alle Widersprüchlichkeiten, die bei tendenziellen Relationen zwischen
Verteilungsfunktionen mit Bezug auf die FM auftreten können.
Ein anderes Wörterbuch ist das sogenannte Borda-Wörterbuch auf einer Menge
von Kandidaten {C1, . . . , Cd}, das in Saari (1990) charakterisiert ist. Wir können das
Wörterbuch der tendenziellen Relationen auf {1, . . . , a}×{1, . . . , t} mit dem Borda-
Wörterbuch auf {C1, . . . , Cat} vergleichen, wenn wir die beiden Mengen {1, . . . , a}×
{1, . . . , t} und {C1, . . . , Cat} vermöge der Bijektion (i, s) 7→ Cis identifizieren. In
diesem Sinne ist der folgende Satz zu verstehen.
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Satz 3.10. Für alle (a, t) ∈ N 2 enthält das Wörterbuch der tendenziellen Relationen
auf {1, . . . , a} × {1, . . . , t} das Borda-Wörterbuch auf {C1, . . . , Cat}.
Beweis. Siehe Anhang A.4, Seite 98.
Als Anwendung dieses Satzes geben wir die Übertragungen einiger Widersprüch-
lichkeiten aus dem Borda-Wörterbuch, die in Haunsperger (1992) genannt sind, in
das Wörterbuch der tendenziellen Relationen an.
Beispiel 3.5. (a) Es existieren Verteilungsfunktionen F11, . . . , Fat, so dass das zu-
gehörige Wort im Wörterbuch der tendenziellen Relationen eingeschränkt auf die
Menge
P = {{(1, 1), (1, 2)}, {(1, 2), (1, 3)}, . . . , {(a, t− 1), (a, t)}, {(a, t), (1, 1)}}
die folgende Gestalt hat:
{(1, 1), (1, 2)} 7→ ((1, 1) ≺ (1, 2)),
{(1, 2), (1, 3)} 7→ ((1, 2) ≺ (1, 3)),
. . .
{(a, t− 1), (a, t)} 7→ ((a, t− 1) ≺ (a, t)),
{(a, t), (1, 1)} 7→ ((a, t) ≺ (1, 1)).
Die tendenziellen Relationen zwischen den Verteilungsfunktionen Fis bilden bei die-
sem Beispiel einen sogenannten Condorcet-Kreis : F11 ist tendenziell kleiner als F12,
F12 ist tendenziell kleiner als F13 und jede weitere Verteilungsfunktion ist tendenziell
kleiner als ihr Nachfolger. Der Kreis wird dadurch geschlossen, dass Fat tendenziell
kleiner als F11 ist.
(b) Es existieren Verteilungsfunktionen F11, . . . , Fat, so dass das zugehörige Wort
im Wörterbuch der tendenziellen Relationen eingeschränkt auf die Menge N der
verschachtelten Teilmengen
N2 = {(1, 1), (1, 2)},
N3 = {(1, 1), (1, 2), (1, 3)},
. . .
Nt = {(1, 1), . . . , (1, t)}
Nt+1 = {(1, 1), . . . , (1, t), (a, 1)}
. . . ,
Nat = {(1, 1), . . . , (a, t)}
die folgende Form hat:
N2 7→ ((1, 1) ≺ (1, 2))
N3 7→ ((1, 3) ≺ (1, 2) ≺ (1, 1))
N4 7→ ((1, 1) ≺ (1, 2) ≺ (1, 3) ≺ (1, 4))
usw.
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Für die Verteilungsfunktionen Fis heißt das:
• Mit Bezug auf FN2 ist F11 tendenziell kleiner als F12.
• Mit Bezug auf FN3 ist F11 tendenziell größer als F12 und F12 tendenziell größer
als F13.
• Mit Bezug auf FN4 ist F11 tendenziell kleiner als F12, F12 tendenziell kleiner
als F13 und F13 tendenziell kleiner als F14.
Je nachdem ob Nu eine gerade oder ungerade Anzahl von Elementen hat, sind die Fis
mit Bezug auf FNu also tendenziell lexikographisch oder umgekehrt lexikographisch
nach den Indexpaaren (i, s) geordnet.
(c) Es existieren Verteilungsfunktionen F11, . . . , Fat, so dass das zugehörige Wort
im Wörterbuch der tendenziellen Relationen eingeschränkt auf die Menge aller Men-
gen mit zwei Elementen und {1, . . . , a}×{1, . . . , t} die folgende Form hat: Jede Men-
ge mit zwei Elementen {(i, s), (u, v)} wird genau dann auf ((i, s) ≺ (u, v)) abgebildet,
wenn (i, s) lexikographisch kleiner als (u, v) ist. Das Bild von {1, . . . , a}× {1, . . . , t}
dagegen hat die Gestalt:
((1, 1) ≺ (a, t) ≺ (a, t− 1) ≺ (a, t− 2) ≺ · · · ≺ (1, 2)).
Für diese Verteilungsfunktionen ist also Fis genau dann tendenziell kleiner als Fuv,
wenn (i, s) lexikographisch kleiner als (u, v) ist. Mit Bezug auf F ·· ergibt sich jedoch
ein ganz anderes Bild:
p11 < pat < pa(t−1) < pa(t−2) < · · · < p12.
Alle Fis mit Ausnahme von F11 sind also mit Bezug auf F ·· tendenziell in der umge-
kehrten Reihenfolge geordnet, wie es nach Betrachtung der tendenziellen Ordnungen
mit Bezug auf die paarweise gebildeten Mittel F {(i,s),(u,v)} zu erwarten wäre.
Wie wir gesehen haben, besteht zwischen den Aussagen über das tendenziel-
le Verhältnis von Verteilungen zueinander – mit und ohne Bezug auf F ·· – keine
allgemein gültige einfache Beziehung. Aber wenigstens für den Fall, dass die Ver-
teilungsfunktionen stochastisch geordnet sind, dass heißt, wenn für je zwei Vertei-
lungsfunktionen Fis und Fuv entweder Fis ≤ Fuv oder Fis ≥ Fuv gilt, können wir eine
solche Beziehung nachweisen. Dieser Fall umfasst insbesondere Lokationsmodelle.
Satz 3.11. Die Verteilungsfunktionen Fis, i = 1, . . . , a, s = 1, . . . , t, seien stochas-
tisch geordnet. Dann gelten folgende Äquivalenzen:
(a) Fis ist genau dann tendenziell kleiner als Fuv, wenn Fis mit Bezug auf F ··
tendenziell kleiner als Fuv ist.
(b) Fis und Fuv sind genau dann tendenziell gleich, wenn Fis und Fuv mit Bezug
auf F ·· tendenziell gleich sind.
(c) Fis ist genau dann tendenziell größer als Fuv, wenn Fis mit Bezug auf F ··
tendenziell größer als Fuv ist.
Beweis. Siehe Anhang A.5, Seite 98.













Abbildung 3.1: Relative Effekte pis für die Bernoulli-Verteilungen in Beispiel 3.6.
Beispiele und graphische Darstellungen
Da für jede Verteilungsfunktion Fis ein relativer Effekt pis definiert ist, eignen sich
die relativen Effekte in ähnlicher Weise wie Erwartungswerte oder Mediane zur gra-
phischen Darstellung. Anhand einer solchen Darstellung kann man sich – auch wenn
man bei der Interpretation vorsichtig sein muss – schnell einen Überblick über die
Verhältnisse der Verteilungen zueinander verschaffen. Dies soll hier für zwei einfache
Beispiele exemplarisch gezeigt werden.
Beispiel 3.6. Die Beobachtungen Xiks` seien Bernoulli-verteilt mit Erfolgswahr-

























Die relativen Effekte sind also äquivalent zu den mittleren Differenzen zwischen den
Erfolgswahrscheinlichkeiten qis und quv, (u, v) 6= (i, s).
Für einen Versuchsplan mit a = 2 Gruppen und t = 5 Bedingungen sind in








, s = 1, . . . , 5,
ergeben.













Abbildung 3.2: Relative Effekte pis für die Normalverteilungen in Beispiel 3.7.
Beispiel 3.7. Die Beobachtungen Xiks` seien normalverteilt mit Erwartungswert
µis und Varianz σ
2

























Die relativen Effekte sind also nicht äquivalent zu den mittleren standardisierten
Differenzen zwischen den Erwartungswerten µis und µuv, (u, v) 6= (i, s).
Für einen Versuchsplan mit a = 2 Gruppen und t = 5 Bedingungen sind in
Abbildung 3.2 die relativen Effekte dargestellt, die sich aus den Erwartungswerten
µ1s = s und µ2s = s + 2, s = 1, . . . , 5,
und Varianzen σ2is = 1, i = 1, 2, s = 1, . . . , 5, ergeben.
3.3.3 Bisherige Verallgemeinerungsansätze
Die in diesem Abschnitt getroffene Definition der relativen Effekte in faktoriellen
Versuchsplänen ist nicht die einzige Verallgemeinerung der relativen Effekte für Si-
tuationen mit mehr als zwei Stichproben. Wir stellen in diesem Unterabschnitt einige
andere Verallgemeinerungsansätze aus der Literatur vor.
Einer dieser Ansätze beruht auf der Idee, eine der Verteilungen, zum Beispiel
die Verteilung Fis, auszuwählen und als Referenz zu verwenden. Alle anderen Ver-
teilungen können dann jeweils anhand der paarweise gebildeteten relativen Effekte
mit der Referenzverteilung verglichen werden. Beim Vergleich der Referenzverteilung
mit der Verteilung Fuv erhalten wir so die Effekte
P(Xi1s1 < Xu2v1) +
1
2
P(Xi1s1 = Xu2v1), (u, v) 6= (i, s).
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Diese Größen kann man zum Beispiel in einer graphischen Darstellung verwenden,
um sich einen Überblick über das Verhältnis aller Verteilungen zur Referenzvertei-
lung zu verschaffen. Der Vorschlag zur Bildung dieser Funktionale geht auf Bross
(1958) zurück, der aber auch schon bemerkt hat, dass es wichtig ist, eine Referenzver-
teilung auszuwählen, die ein möglichst breites Spektrum an Werten abdeckt (Bross,
1958, Abschnitt 3). Falls das nicht möglich ist, sind die oben definierten Größen
eventuell nur dazu geeignet, die Verhältnisse der Referenzverteilung zu den anderen
Verteilungen zu beschreiben, nicht aber dazu, die Verhältnisse der anderen Vertei-
lungen untereinander darzustellen. Das folgende überspitzte Beispiel verdeutlicht
dieses Problem.
Beispiel 3.8. Es sei a = 10 und t = 1. Die Zufallsvariablen Xik1` seien gleichverteilt
auf den offenen Intervallen (i− 1, i). Unabhängig von der Wahl der Referenzvertei-
lungsfunktion Fi1 gilt für alle u 6= i
P(Xi111 < Xu111) +
1
2
P(Xi111 = Xu111) = 0 für u < i,
P(Xi111 < Xu111) +
1
2
P(Xi111 = Xu111) = 1 für u > i.
Obwohl die Träger aller Verteilungen disjunkt sind, gilt für alle Verteilungsfunktio-
nen Fu1 und Fu′1 mit min{u, u′} > i








Die Verteilungen von Xu111 und Xu′111 können trotz der disjunkten Träger durch
Betrachtung der von Bross definierten Größen nicht auseinandergehalten werden.
Im Gegensatz dazu können wir bei Verwendung der relativen Effekte aus Defini-




(i− 1), i = 1, . . . , 10,
voneinander unterscheiden. Der Grund für die größere Trennschärfe der relativen Ef-
fekte pi1 liegt darin, dass jede der Verteilungsfunktionen Hi1 ein größeres Spektrum
an Werten abdeckt als jede nach Bross in Frage kommende Referenzverteilungsfunk-
tion Fi1.
Ein anderer Verallgemeinerungsvorschlag für faktorielle Versuchspläne stammt
von Marden und Muyot (1995). Statt – wie von Bross vorgeschlagen – alle Vertei-
lungen paarweise mit nur einer Referenzverteilung zu vergleichen, bilden Marden
und Muyot alle möglichen Paare von Verteilungen. Sie betrachten also für alle (i, s)
und alle (u, v) die paarweise gebildeten relativen Effekte




Im Gegensatz zu der von Bross vorgeschlagenen Methode tritt hierbei das Problem
auf, dass schon bei relativ wenigen Gruppen und Bedingungen eine so große Anzahl
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von Paaren gebildet wird, dass diese kaum noch dazu geeignet sind, sich einen Über-
blick über die Verhältnisse der Verteilungen zueinander zu verschaffen. Bei einem
Versuchsplan mit a = 4 Gruppen und t = 5 Bedingungen gibt es 20 Verteilungs-
funktionen Fis und deshalb 400 Paare von Verteilungsfunktionen. Eine solch große
Anzahl von paarweise gebildeten relativen Effekten lässt sich auch mit Hilfe gra-
fischer Darstellungen kaum noch überblicken. Aus diesem Grund widerspricht die
von Marden und Muyot vorgeschlagene Strategie dem statistischen Grundprinzip
der Datenreduktion und wird schon bei wenig umfangreichen Versuchsplänen un-
brauchbar.
Neben den von Bross und Marden und Muyot vorgeschlagenen Verallgemeine-
rungsstrategien, die für die allgemeine Klasse von faktoriellen Versuchsplänen aus
Abschnitt 2.1 durchführbar sind, gibt es auch Vorschläge für die Verwendung paar-
weise gebildeter relativer Effekte in speziellen Versuchsplänen. So beschäftigen sich
Patel und Hoel (1973) anhand der Differenz zweier relativer Effekte mit der Wech-
selwirkung in einem 2× 2-Versuchsplan mit unabhängigen Beobachtungen. Für den
Versuchsplan mit a = 2 Gruppen und t Bedingungen vergleichen Thall und Lachin
(1988) und Lachin (1992, 1996) die beiden Gruppen anhand der für die t Bedingun-
gen paarweise gebildeten relativen Effekte.
3.3.4 Relative Gruppen- und Bedingungseffekte
Nach Definition dient ein relativer Effekt pis zur Beschreibung des Verhältnisses der
Verteilungsfunktion in der i-ten Gruppe unter der s-ten Bedingung zu den ande-
ren Verteilungsfunktionen Fuv mit (u, v) 6= (i, s). In bestimmten Situationen kann
es aber auch von Interesse sein, mit Hilfe von relativen Effekten das Verhältnis der
Verteilungsfunktionen in der i-ten Gruppe zu den Verteilungsfunktionen der anderen
Gruppen oder das Verhältnis der Verteilungsfunktionen unter der s-ten Bedingung
zu den Verteilungsfunktionen unter den anderen Bedingungen zu untersuchen. In der
Panik-Skala-Studie II (siehe Unterabschnitt 2.1.1, Seite 9) könnte man zum Beispiel
daran interessiert sein, die Entwicklung der Panikstörungen unter den unterschied-
lichen Bedingungen (= Zeitpunkten) zu erfassen, ohne zu berücksichtigen, ob die
Patienten aus der Agoraphobie-Gruppe stammen oder nicht.
Zu diesem Zweck definieren wir die sogenannten relativen Gruppen- und Bedin-
gungseffekte.
Definition 3.5. (a) Sei F i· das Mittel der Verteilungsfunktionen aus der i-ten Grup-















Die Zufallsvariablen Xi∗ ∼ F i· und Yi∗ ∼ Hi∗ seien unabhängig. Dann heißt
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relativer Effekt der i-ten Gruppe.
(b) Sei F ·s das Mittel der Verteilungsfunktionen unter der s-ten Bedingung und















Die Zufallsvariablen X∗s ∼ F ·s und Y∗s ∼ H∗s seien unabhängig. Dann heißt




relativer Effekt der s-ten Bedingung.
Wie für die relativen Effekte pis existieren auch für die Gruppen- und Bedin-
gungseffekte Integraldarstellungen. Sie haben die Form
pi∗ =
∫
Hi∗ dF i· und p∗s =
∫
H∗s dF ·s.
Zu beachten ist bei der obigen Definition, dass die relativen Gruppen- und Be-
dingungseffekte nicht mit den entsprechenden arithmetischen Mitteln der relativen
Effekte übereinstimmen:











Der Grund dafür, dass wir in Definition 3.5 von den arithmetischen Mittelwerten
der relativen Effekte abweichen, liegt in den unterschiedlichen Wertebereichen der
pi∗ und p∗s auf der einen und der pi· und p·s auf der anderen Seite. Für die relativen
Gruppen- und Bedingungseffekte sind die Wertebereiche jeweils das gesamte Ein-
heitsintervall. Die Grenzen dieses Intervalls bilden bei der Interpretation der Effekte
hilfreiche Orientierungspunkte: pi∗ = 0 gilt genau dann, wenn jede Beobachtung
aus der i-ten Gruppe fast sicher kleiner ist als jede Beobachtung aus allen anderen
Gruppen. Entsprechend gilt pi∗ = 1 genau dann, wenn jede Beobachtung aus der
i-ten Gruppe fast sicher größer ist als jede Beobachtung aus den anderen Gruppen.
Analoge Aussagen gelten für die Bedingungseffekte.
Die Mittelwerte der relativen Effekte pi· und p·s liegen als Mittelwerte von Wahr-
scheinlichkeiten zwar auch immer im Einheitsintervall. Aber die Grenzen 0 und 1
sind mit Ausnahme der Sonderfälle a = 1 oder t = 1 als Werte ausgeschlossen.
















Beweis. Siehe Anhang A.6, Seite 99.
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Die Wertebereiche der pi· und p·s hängen also im Gegensatz zu denen der relativen
Gruppen- und Bedingungseffekte von der Anzahl der Gruppen a und der Anzahl der
Bedingungen t ab. Um zu beurteilen, ob die gemittelten Effekte auf den Rändern
oder in der Nähe der Ränder liegen, müssen diese erst ermittelt werden. Deshalb ist
es bequemer, mit den relativen Gruppen- und Bedingungseffekten zu arbeiten.
Bei der Konstruktion von Schätzern für die relativen Gruppen- und Bedingungs-
effekte in den nächsten Kapiteln wird die folgende Darstellung mit Hilfe des Vektors
p = (p11, . . . , pat)
′ von Nutzen sein.





at2−t2 : u = i,




a2t−a2 : v = s,













Beweis. Siehe Anhang A.7, Seite 100.
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Kapitel 4
Punktschätzer
Im vorangehenden Kapitel haben wir diskutiert, inwieweit relative Effekte als Funk-
tionale dazu geeignet sind, die Verteilungen in einem faktoriellen Versuchsplan sinn-
voll zusammenfassend zu beschreiben. Dies alleine ist aber noch nicht ausreichend
dafür, dass relative Effekte in der Statistik nützlich sind. Es muss darüber hinaus
auch möglich sein, auf Grundlage der aus dem Versuch vorliegenden Beobachtungen
Rückschlüsse auf die relativen Effekte zu ziehen. Die einfachste Methode dazu ist
die Berechnung von Punktschätzern, die der Gegenstand dieses Kapitels sind.
Bevor wir in diesem Kapitel mit der Konstruktion von Punktschätzern beginnen,
geben wir eine kurze Übersicht über die Literatur, die sich mit Punktschätzern für
relative Effekte im Fall zweier unabhängiger Stichproben beschäftigt. Die Idee zur
Konstruktion allgemeinerer Punktschätzer wird im zweiten Abschnitt dieses Ka-
pitels behandelt und beruht auf der Darstellung (3.10) der relativen Effekte mit
Hilfe der Randverteilungsfunktionen. Aus diesem Grund beschäftigen wir uns im
dritten Abschnitt mit Schätzern für die Randverteilungsfunktionen, bevor wir die
Eigenschaften der sich ergebenden Schätzer für die relativen Effekte diskutieren. Ab-
schließend geben wir noch Hinweise zur praktischen Berechnung der Punktschätzer
und führen diese beispielhaft für die in Unterabschnitt 2.1.1 genannten Versuche
durch.
4.1 Bisherige Arbeiten zu zwei unverbundenen
Stichproben
Da die relativen Effekte für zwei unverbundene Stichproben, wie sie in Abschnitt 3.1
dargestellt sind, in der statistischen Fachliteratur seit der Arbeit von Birnbaum
(1956) immer wieder diskutiert wurden, existiert auch eine beachtliche Anzahl von
Veröffentlichungen, die sich mit Punktschätzern dazu beschäftigen.
Für das hier behandelte nichtparametrische Modell sind der bereits von Birn-
baum verwendete Schätzer sowie dessen Modifikation für unstetige Verteilungsfunk-
tionen von Bross nach Kenntnis des Autors jedoch die einzigen Vorschläge. Wir
gehen hier auf diese Schätzer aber nicht näher ein, da sie Spezialfälle der in den
noch folgenden Teilen dieses Kapitels behandelten Schätzer für die allgemeine Klas-
se von faktoriellen Versuchsplänen aus Kapitel 2 sind. Erwähnt sei aber noch die
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Vorlesung von Lehmann (1950), in der – wenn auch mehr als Beispiel für einen
mathematischen Sachverhalt – Optimalitätseigenschaften des Schätzers für den Fall
stetiger Verteilungsfunktionen nachgewiesen werden.
Für verschiedene parametrische Situationen liegt aber eine Vielzahl von Arbei-
ten mit unterschiedlichen Vorschlägen zur Schätzung der relativen Effekte vor. Der
interessierte Leser sei für normalverteilte Beobachtungen auf die Veröffentlichungen
von Owen et al. (1964), Govindarajulu (1967), Church und Harris (1970), Mazumdar
(1970), Downton (1973), Reiser und Guttman (1986) und Simonoff et al. (1986), für
exponentialverteilte Beobachtungen auf Tong (1974), Johnson (1975), Tong (1975a),
Kelley et al. (1976) und Sathe und Shah (1981) sowie für gammaverteilte Beobach-
tungen auf Tong (1975b) und Woodward und Gray (1975) verwiesen.
4.2 Idee für die Schätzer: Das Einsetzungsprinzip
In der Gleichung (3.10) auf Seite 31 haben wir eine Darstellung der relativen Effekte




Da sich Verteilungsfunktionen in unserer Situation gut schätzen lassen, worauf wir
im folgenden Abschnitt genauer eingehen werden, ist es naheliegend, als Schätzer
den Ausdruck zu verwenden, der sich ergibt, wenn wir in obiger Gleichung die Ver-
teilungsfunktionen durch ihre Schätzer ersetzen. Dieses Vorgehen ist in der Literatur
auch als Einsetzungsprinzip bekannt. Mit den im nächsten Abschnitt hergeleiteten




Als bequeme Schreibweise für die Vektoren der Schätzer benutzen wir analog zu den
Symbolen p, F und H









Ĥ11,n, . . . , Ĥ1t,n, . . . , Ĥa1,n, . . . , Ĥat,n
)′
.
Für den Vektor der Schätzer der relativen Effekte können wir damit auch
p̂n =
∫
Ĥn dF̂ n =
(∫
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In diesem Abschnitt leiten wir die benötigten Schätzer für die Verteilungsfunktionen
her. Diese Schätzer stimmen mit den Schätzern überein, die in Brunner et al. (1999)
für die gleiche Klasse von Versuchsplänen angegeben sind.
Zunächst definieren wir punktweise einen erwartungstreuen Schätzer für Fis, der
ausschließlich auf der Zufallsvariablen Xiksr beruht:
F̂iksr(x) = c(x−Xiksr).
Im nächsten Schritt geben wir einen Schätzer für Fis an, der die Informationen
aus allen Komponenten von X iks ausnutzt. Da die gemeinsame Verteilung dieser
Komponenten durch unser Modell nicht näher bestimmt ist und die naheliegendste
diesbezügliche Annahme die Austauschbarkeit ist, scheint es natürlich, den Schätzer






r=1 F̂iksr : miks > 0,
0 : miks = 0.
Dieser Schätzer ist wieder erwartungstreu, und wir können vermuten, dass er eine
umso kleinere Varianz hat, je größer miks ist. Wenn wir also schließlich Fis(x) durch
ein gewichtetes Mittel der unabhängigen Zufallsvariablen F̂iks(x), k = 1, . . . , ni,
erwartungstreu schätzen würden, so könnten wir die Varianz minimieren, indem wir




wählen. Leider sind diese
Varianzen unbekannt und darüber hinaus im Allgemeinen für unterschiedliche x
verschieden, so dass wir hier trotz eines möglichen Effizienzverlustes aus Gründen







Wie obige Diskussion gezeigt hat, sind unsere Definitionen der Schätzer für die Ver-
teilungsfunktionen mit Ausnahme der einfachen Versuchspläne, in denen miks = 1
für alle Tripel (i, k, s) gilt, sicher nicht die einzigen sinnvollen Definitionen. Dennoch
bezeichnen wir diese Schätzer schlichtweg als die empirischen Verteilungsfunktionen.








Wir fassen nun einige Eigenschaften der empirischen Verteilungsfunktionen zu-
sammen.
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Satz 4.1. Die empirischen Verteilungsfunktionen sind erwartungstreu und für ihre



















Beweis. Siehe Anhang A.8, Seite 100.
Aufgrund des obigen Satzes können wir vermuten, das die erste der drei asympto-
tischen Annahmen (A1) – (A3) an die Folge der Stichprobenumfänge (siehe Seite 13)
bereits hinreichend ist, um die Konsistenz der empirischen Verteilungsfunktionen zu
garantieren. Die Richtigkeit dieser Vermutung entnehmen wir der folgenden Verall-
gemeinerung des Satzes von Glivenko-Cantelli.






Beweis. Siehe Anhang A.9, Seite 101.
Wegen der Darstellungen pis =
∫
His dFis und p̂is,n =
∫
Ĥis,n dF̂is,n können wir
nach diesem Satz erwarten, daß die Bedingung (A1) auch für die Konsistenz von
p̂is,n ausreichend ist. Diese Vermutung wird im folgenden Abschnitt bestätigt.
4.4 Eigenschaften der Punktschätzer
In diesem Abschnitt werden wir zunächst untersuchen, inwiefern sich die im vorigen
Abschnitt gefundenen Eigenschaften der empirischen Verteilungsfunktionen auf die
Schätzer für die relativen Effekte übertragen. Darüber hinaus stellen wir Überlegun-
gen zur Robustheit und Äquivarianz der Schätzer an.
Erwartungstreue
Zunächst befassen wir uns mit der Frage nach der Erwartungstreue. Dazu zerlegen
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wobei wir Fuwv = λuwvFuv und Fiks = λiksFis definieren.
Damit ist p̂is,n erwartungstreu, wenn für alle Tripel (u, w, v) und (i, k, s) mit








gilt. Falls (u, w) 6= (i, k) ist, so ergibt sich dies wegen der Unabhängigkeit von Xuwv




























gelten. Der Schätzer p̂is,n ist also im Allgemeinen nicht erwartungstreu. Wir können
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Die obige Abschätzung zeigt, dass die Verzerrungen bei hinreichend vielen Gruppen
und hinreichend großen λi·s vernachlässigt werden können. Darüber hinaus können
wir ablesen, dass der Schätzer für den Fall t = 1 unverzerrt ist.
Konsistenz
Wenden wir uns nun der Konsistenz von p̂is,n zu. Diese ergibt sich ohne Schwierig-
keiten aus Satz 4.2.
Satz 4.3. Unter der Bedingung (A1) auf Seite 13 ist p̂is,n stark konsistent.
Beweis. Siehe Anhang A.10, Seite 102.
Aus obigem Satz folgt unmittelbar
Korollar 4.4. Unter der Bedingung (A1) sind die Schätzer p̂i∗,n und p̂∗s,n für die
Gruppen- und Bedingungseffekte stark konsistent.
Beweis. Die Behauptung ergibt sich mit dem voranstehenden Satz sofort aus den
Darstellungen in Satz 3.13 (siehe Seite 43) und der Definition der Schätzer.
Robustheit
Mit der Erwartungstreue und der Konsistenz haben wir zwei der wichtigsten ma-
thematisch-statistischen Eigenschaften der Punktschätzer für die relativen Effekte
bereits diskutiert. Eine Vielzahl weiterer Aspekte von Punktschätzern, die dann ei-
ne Rolle spielen, wenn die Beobachtungen eines Versuchs einem formulierten Modell
nicht exakt, sondern nur näherungsweise genügen, sind Gegenstand der robusten
Statistik. In diesem Unterabschnitt befassen wir uns mit einem dieser Aspekte, dem
Grobe-Fehler Bruchpunkt des Schätzers p̂is,n. Weitere Aspekte sind zum Beispiel
in dem Lehrbuch von Hampel et al. (1986) oder im Zusammenhang mit nichtpara-
metrischer Statistik in der Monographie von Hettmansperger und McKean (1998)
dargestellt.
Der Grobe-Fehler Bruchpunkt eines Schätzers (genauer: einer Folge von Schät-
zern) gibt Auskunft darüber, welcher Anteil an Beobachtungen durch Ausreißer er-
setzt werden kann, ohne dass der Schätzer alle in ihm enthaltene Information verliert.
Um den Grobe-Fehler Bruchpunkt exakt definieren zu können, führen wir zunächst
einige Schreibweisen ein. Das Wahrscheinlichkeitsmaß, das zu dem Wahrscheinlich-
keitsraum gehört, auf dem die Zufallsvariablen X ik, i = 1, . . . , a, k = 1, . . . , ni,
definiert sind, bezeichnen wir mit PF . Der Vektor
G = (G11, . . . , G1t, . . . , Ga1, . . . , Gat)
′
sei wie F ein (at)-dimensionaler Vektor von Verteilungsfunktionen. Als Grobe-Fehler
Bruchpunkt des Schätzers p̂is,n an der Stelle F definieren wir (siehe Hampel et al.,
1986, Seite 97)
ε∗is(F ) = sup
{
ε ≤ 1 : ∃Kε kompakt, Kε ( [0, 1] : ∀G : P(1−ε)F+εG(p̂is,n ∈ Kε)→ 1
}
.
Wie der folgende Satz zeigt, ist der Grobe-Fehler Bruchpunkt von p̂is,n für alle
F maximal.
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Satz 4.5. Für alle F und alle Paare (i, s) gilt unter der Bedingung (A1)
ε∗is(F ) = 1.
Beweis. Siehe Anhang A.11, Seite 102.
Der obige Satz ist insbesondere deshalb bemerkenswert, weil sogar als beson-
ders robust geltende Schätzer wie der empirische Median nur einen Grobe-Fehler
Bruchpunkt von 1/2 haben.
Äquivarianz
Wenn wir die Beobachtungen Xiksr mit Hilfe einer streng monoton wachsenden Ab-
bildung φ durch φ(Xiksr) ersetzen und dann die relativen Effekte p
φ
is bilden, so erhal-
ten wir – wie aus Definition 3.2 auf Seite 30 hervorgeht – wieder die ursprünglichen
relativen Effekten, das heißt,
pφis = pis.
Wenn wir die Beobachtungen Xiks` dagegen mit Hilfe einer streng monoton fal-



















































Sowohl für streng monoton wachsende als auch für streng monoton fallende Ab-
bildungen φ erscheint es unmittelbar einleuchtend, dass sich die Schätzer für die
relativen Effekte in gleicher Weise wie die relativen Effekte selbst verhalten sollten.
Im ersten Fall sollte also
p̂φis,n = p̂is,n
und im zweiten Fall
p̂φis,n = 1− p̂is,n
gelten. Falls die Schätzer p̂is,n eine dieser beiden Eigenschaften haben, so heißen sie
äquivariant bezüglich φ. Tatsächlich gilt
Satz 4.6. Die Schätzer p̂is,n sind äquivariant bezüglich jeder streng monotonen Ab-
bildung φ.
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Beweis. Wie wir im folgenden Abschnitt in den Gleichungen (4.1) und (4.2) sehen
werden, lassen sich die Schätzer p̂is,n als Konvexkombinationen von Summanden der
Form
c(Xiksr −Xuwv`)
darstellen. Unter streng monoton wachsenden Abbildungen φ sind diese invariant,
und für streng monoton fallende Abbildungen φ gilt
c(φ(Xiksr)− φ(Xuwv`)) = 1− c(Xiksr −Xuwv`).
Die Bildung von Konvexkombinationen überträgt dieses Verhalten auf p̂is,n.
Analoge Überlegungen für die relativen Gruppen- und Bedingungseffekte und die
zugehörigen Schätzer zeigen, dass auch diese äquivariant unter streng monotonen
Transformationen der Beobachtungen sind.
4.5 Praktische Berechnung der Punktschätzer
Die Schätzer p̂is,n sind exakt und ohne aufwendige Verfahren aus der numerischen
Mathematik berechenbar. Die Umsetzung zum Beispiel mit der Programmierspra-
che IML, die in dem weit verbreiteten Programmpaket SAS enthalten ist, bereitet
keinerlei prinzipielle Schwierigkeiten. Da Programme in dieser Programmierspra-
che jedoch nur interpretiert und nicht von einem Compiler übersetzt werden, ist je
nach Größe und Struktur des Datensatzes die Laufzeit möglicherweise nicht zu ver-
nachlässigen. Dies trifft insbesondere auf Simulationen zu, bei denen tausende von
einem Zufallszahlengenerator erzeugte Datensätze ausgewertet werden. Deshalb wer-
den wir in diesem Abschnitt Vorschläge machen, die bei der effizienten Berechnung
der Punktschätzer hilfreich sein können.
Zunächst stellen wir p̂is,n als Linearkombination von Werten der empirischen
Verteilungsfunktionen F̂uv,n mit (u, v) 6= (i, s) an den Stellen Xiksr, k = 1, . . . , ni,





















































Die Werte F̂uv,n(Xiksr) sind Bausteine sowohl für die Schätzer der relativen Effekte
als auch für den in Abschnitt 5.3 (siehe Seite 63) behandelten Schätzer V̂ n der
4.5. Praktische Berechnung der Punktschätzer 53
Kovarianzmatrix von
√
n (p̂n − p). Wir gehen deshalb hier auf die Berechnung der
F̂uv,n(Xiksr) auch für den Fall (u, v) = (i, s) ein, der zwar nicht an dieser Stelle, aber
später für V̂ n benötigt wird.



























Die Auswertung von c(Xiksr −Xuwv`) kann mit Hilfe einer einfachen Fallunterschei-
dung durchgeführt werden.
Falls für alle Versuchseinheiten aus der u-ten Gruppe unter der s-ten Bedingung
die Anzahlen der Messwiederholungen muwv gleich einer Zahl muv oder 0 sind, das
heisst, falls
muwv ∈ {0, muv} w = 1, . . . , nu, (4.3)

















: (u, v) 6= (i, s).
Hierbei bezeichnet R
(uv)
ukvr den Mittelrang von Xukvr unter allen Beobachtungen aus
der Gruppe u unter der Bedingung v, Riksr den Mittelrang von Xiksr unter allen
Beobachtungen und R
(−uv)
iksr den Mittelrang von Xiksr unter allen Beobachtungen mit
Ausnahme derer aus Gruppe u unter Bedingung v. In IML und vielen anderen sta-
tistisch orientierten Programmiersprachen aus stehen Funktionen zur Berechnung
von Rängen zur Verfügung. Da in interpretierten Programmen die Durchführung
einzelner Programmschritte mit hohen Grundkosten bezüglich der Laufzeit behaf-
tet ist und durch die Verwendung der Rangdarstellungen die Zahl an Operationen
gegenüber der naiven Vorgehensweise jedenfalls für hinreichend große λu·vmuv ver-
ringert werden kann, können wir auch insgesamt bei Verwendung der Rangdarstel-
lungen auf eine geringere Laufzeit hoffen.
Falls die Bedingung (4.3) nicht erfüllt ist, können wir immerhin noch eine allge-
















: (u, w, v) 6= (i, k, s).
Dabei bezeichnet R
(uwv)
uwvr den Mittelrang von Xuwvr unter den Beobachtungen aus
dem Vektor Xuwv und R
(−uwv)
iksr den Mittelrang von Xiksr unter allen Beobachtungen
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mit Ausnahme derer aus dem Vektor Xuwv. Die Darstellung kann wiederum durch
Abzählen überprüft werden. Durch Verwendung dieser Rangdarstellung ist – wenn
überhaupt – kein nennenswerter Gewinn bezüglich der Laufzeit zu erwarten, da die
miks in der Regel relativ klein sein werden. Für die asymptotische Gültigkeit der in
Kapitel 5 hergeleiteten Konfidenzintervalle muss jedenfalls die Bedingung (A3) auf
Seite 13 erfüllt sein, die die gleichmäßige Beschränktheit der miks fordert.
Die in diesem Abschnitt geschilderten Überlegungen wurden in den SAS-Makros
RE_CI und SIMPLE_RE_CI umgesetzt. Diese Makros sind in Anhang B beschrieben
und wurden zur Berechnung der Punktschätzer für die Beispiele im folgenden Ab-
schnitt verwendet.
4.6 Beispiele
Wir berechnen nun für die Beispiele aus Unterabschnitt 2.1.1 die in diesem Kapitel
konstruierten Schätzer für die relativen Effekte. Diese Schätzer stellen wir jeweils in
graphischer Form dar und geben kurze Hinweise zur Interpretation. Zu Bedenken
ist aber bei jedem der Versuche, dass die Auswertung auf der alleinigen Grundlage
von Punktschätzern zunächst insofern unvollständig bleibt, als noch keine Aussagen
über die Genauigkeit der Schätzer gemacht werden. Aussagen über die Genauigkeit
werden anhand von Konfidenzintervallen im anschließenden Kapitel behandelt.
Panik-Skala-Studie I
Das Ziel der Panik-Skala-Studie I war, die Entwicklung der CGI bei den mit Imipra-
min behandelten Patienten mit Panikstörung und Agoraphobie in einem Zeitraum
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Abbildung 4.1: Schätzer p̂1s für die relativen Effekte in der Panik-Skala-Studie I.
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Zweck der Behandlung mit Imipramin war eine Verbesserung der CGI, also eine
Verringerung der CGI-Scores. Die Schätzer für die relativen Effekte deuten darauf
hin, dass die Behandlung ihren Zweck erfüllt, weil sie von Zeitpunkt zu Zeitpunkt
immer kleiner werden. Nach Definition der relativen Effekte haben wir also Grund
zu der Annahme, dass die CGI-Scores der Patienten zu jedem der fünf Zeitpunkte
mit umso größerer Wahrscheinlichkeit kleiner sind als die CGI-Scores zu den anderen
Zeitpunkten, je später dieser Zeitpunkt liegt. Bemerkenswert ist auch der Wert 0,90
für den Schätzer des relativen Effektes zum Beginn der Behandlung. Wir können
vermuten, dass Patienten zu diesem Zeitpunkt mit einer Wahrscheinlichkeit von
ungefähr 90% einen größeren CGI-Score haben als die anderen Patienten im Mittel
über die übrigen Zeitpunkte.
Panik-Skala-Studie II
Das Ziel der Panik Skala-Studie II war die Untersuchung der zeitlichen Entwick-
lung der P&A-Scores von Patienten mit Panikstörung während einer achtwöchigen
Imipramin-Behandlung. Dabei sollten die Patienten mit und ohne Agoraphobie ge-
genübergestellt werden. In Abbildung 4.2 sind die Schätzer für die relativen Effekte
angegeben.
Anhand der Grafik können wir erkennen, dass sowohl für die Patienten mit
Agoraphobie als auch für die Patienten ohne Agoraphobie die geschätzten relati-
ven Effekte im Laufe der Zeit immer kleiner werden. Wir haben also wie bei der
Panik-Skala-Studie I Grund anzunehmen, dass die Panikstörung während der Be-
handlung mit Imipramin zurückgeht, und zwar für beide Gruppen von Patienten.
Der zu Beginn der Behandlung sichtbare Unterschied zwischen den beiden Gruppen
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mit Agoraphobie
ohne Agoraphobie
Abbildung 4.2: Schätzer p̂is für die relativen Effekte in der Panik-Skala-Studie II.
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Abbildung 4.4: Empirische Mediane für die Daten aus der Schulterschmerz-Studie.
Schulterschmerz-Studie
Mit Hilfe der Schulterschmerz-Studie sollte untersucht werden, inwieweit ein speziel-
les Verfahren zur Absaugung der Luft nach einer laparoskopischen Operation in der
Lage ist, die in der Folgezeit typischerweise auftretenden Schmerzen in der Schulter-
spitze zu reduzieren. Zum Vergleich wurden die Daten auch in einer Kontrollgruppe
erhoben, in der keine Luft abgesaugt wurde. Die Werte der Schätzer für die relativen
Effekte sind in Abbildung 4.3 dargestellt.
Die Schätzer für die relativen Effekte liefern einen Hinweis darauf, dass die Be-
handlung ihrem Zweck tatsächlich genügt: Wir können vermuten, dass jede Rand-
verteilung der Schmerz-Scores in der Behandlungsgruppe (Behandlung Y) mit Bezug
auf die mittlere Verteilung tendenziell kleiner ist als jede Randverteilung in der Kon-
trollgruppe (Behandlung N). Darüber hinaus scheinen die Randverteilungen in der
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Kontrollgruppe mit Bezug auf die mittlere Verteilungsfunktion zunächst tendenziell
größer und erst nach dem vierten Zeitpunkt tendenziell kleiner zu werden. In der
Behandlungsgruppe dagegen sieht es so aus, als ob die Randverteilungen bereits
vom ersten Zeitpunkt an mit Bezug auf die mittlere Verteilungsfunktion tendenziell
kleiner würden. Die geschätzten relativen Effekte liefern hier also nicht nur Hin-
weise zur Wirksamkeit der Behandlung, sondern auch zum zeitlichen Verlauf der
Schmerzintensität. Hier liefern die relativen Effekte genauere Informationen als die
sonst in der nichtparametrischen Statistik häufig verwendeten empirischen Mediane
(siehe Abbildung 4.4). Der Grund dafür liegt darin, dass die verwendete Skala der
Schmerz-Scores mit nur fünf möglichen Werten sehr grob ist und deshalb auch für
die Mediane nur diese fünf Werte möglich sind.
Wasser-Irrgarten-Test
Ziel des Wasser-Irrgarten-Tests war herauszufinden, inwiefern die verschiedenen Do-
sierungen der verabreichten Substanz sich auf das Geschick und die Lernfähigkeit
der Ratten im Wasser-Irrgarten auswirkt. Die Schätzer p̂is für die relativen Effekte
sind in Abbildung 4.5 dargestellt.
Die graphische Darstellung lässt vermuten, dass sich die Substanz insbesondere
in der höchsten Dosierung negativ auswirkt. Darüber hinaus scheint sich bei allen













Abbildung 4.5: Schätzer p̂is für die relativen Effekte im Wasser-Irrgarten-Test.
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Kapitel 5
Konfidenzintervalle
In diesem Kapitel leiten wir asymptotische Konfidenzintervalle für die relativen Ef-
fekte her. Diese Konfidenzintervalle beruhen auf der asymptotischen Normalvertei-
lung von
√
n (p̂n − p), sowie konsistenten Schätzern für die Kovarianzmatrix von√
n (p̂n − p). Zusätzlich zu den direkt auf der asymptotischen Normalverteilung be-
ruhenden Konfidenzintervallen schlagen wir drei andere Konfidenzintervalle vor, die
das vorgegebene Niveau insbesondere für kleine Stichprobenumfänge besser einhal-
ten sollen. Durch Simulationen vergleichen wir schließlich die verschiedenen Verfah-
ren und wenden sie auf die vier Beispiele aus Unterabschnitt 2.1.1 an.
5.1 Übersicht über Arbeiten zu zwei
unverbundenen Stichproben
Bevor wir mit der Herleitung von Konfidenzintervallen für die allgemeine Klasse
von Versuchsplänen aus Abschnitt 2.1 beginnen, geben wir noch eine kurze Über-
sicht über die Literatur zu Konfidenzintervallen für den einfachen Spezialfall zweier
unverbundener Stichproben (a = 2, t = 1, alle mik1 = 1).
Konfidenzintervalle für normalverteilte Beobachtungen werden von Owen et al.
(1964), Govindarajulu (1967), Downton (1973) sowie Reiser und Guttman (1986)
behandelt. Für stetige Verteilungen findet man Vorschläge in den Arbeiten von
Birnbaum (1956), Birnbaum und McCarty (1958), Owen et al. (1964), Sen (1967),
Govindarajulu (1968), Ury (1972), Cheng und Chao (1984), Halperin et al. (1987)
und Mee (1990). Ury und Wiggins (1979) befassen sich mit Lokationsmodellen, Si-
monoff et al. (1986) mit kategorisierten Daten und Beder und Heim (1990, 1992) mit
geordnet kategoriellen Daten. Chen und Kianifard (2000) schließlich haben Konfi-
denzintervalle für die hier behandelte allgemeine Klasse von Verteilungen angegeben.
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5.2 Asymptotische Verteilung der Schätzer für
die relativen Effekte
Grundlage für die Konstruktion asymptotischer Konfidenzintervalle für die relativen
Effekte ist die asymptotische Normalverteilung von
√
n (p̂is,n − pis) ,
√
n (p̂i∗,n − pi∗) bzw.
√
n (p̂∗s,n − p∗s) .
Statt diese getrennt nachzuweisen, behandeln wir allgemeiner die asymptotische mul-
tivariate Normalverteilung der Zufallsvektoren
√
n (p̂n − p) .
Die Grundlage dafür und später auch für die konsistente Schätzung der Kovarianz-
matrix bildet der sogenannte asymptotische Äquivalenzsatz.
An dieser Stelle wird zum ersten Mal die Bedingung (A2) an die Stichprobe-
numfänge benötigt, die bereits in Unterabschnitt 2.1.2 auf Seite 13 angegeben wur-
de.















F̂ n − F
)
P−→ 0.
Beweis. Siehe Anhang A.12, Seite 104.
Der asymptotische Äquivalenzsatz erlaubt eine Zerlegung von
√
n (p̂n − p) in
eine asymptotisch äquivalente zentrierte Summe von unabhängigen Zufallsvektoren:
Korollar 5.2. Für die unabhängigen und unter Voraussetzung (A2) gleichmäßig




















Fuv dF̂iks : u 6= i,
definiert sind, gilt unter den Voraussetzungen (A1) und (A2)
√













Beweis. Siehe Anhang A.13, Seite 107.
Mit Hilfe des obigen Korollars können wir nun versuchen, die asymptotische
Normalverteilung von
√
n (p̂n − p) nachzuweisen, indem wir die asymptotische Nor-
malverteilung einer Folge von zentrierten Summen gleichmäßig beschränkter und
unabhängiger Zufallsvektoren beweisen. Wenn die Folge der Kovarianzmatrizen die-
ser Summen
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konvergieren würde, könnten wir dazu den wohlbekannten multivariaten Zentralen
Grenzwertsatz (siehe z. B. Rao, 1973, Kapitel 2, Complements and Problems 4.7,
oder van der Vaart, 1998, Proposition 2.27) verwenden. Da sich diese Konvergenz
aus den Voraussetzungen (A1) – (A3) aber nicht ergibt und als Bedingung für die
Versuchsplanung nur schwierig zu deuten ist, werden wir hier vermeiden, sie als
weitere Annahme zu formulieren. Ohne diese Annahme ist aber zunächst einmal zu
klären, was unter dem Begriff einer asymptotischen Normalverteilung verstanden
werden soll.
Die einfachste Definition der asymptotischen Normalverteilung besagt, dass eine
Folge von Zufallsvektoren Xn asymptotisch normalverteilt ist, wenn eine Kovari-
anzmatrix Σ existiert, so dass Xn
D−→ N(0,Σ) gilt. Dies ist, wenn die Folge von
Kovarianzmatrizen V n nicht konvergiert, aber nicht der Fall. Eine allgemeinere De-
finition von asymptotischer Normalverteilung, die auch für unsere Situation geeignet
ist, können wir mit Hilfe der sogenannten Prokhorov-Metrik ρ (Prokhorov, 1956) an-
geben, die ein Abstandsmaß für Wahrscheinlichkeitsmaße darstellt. Eine Definition
dieser Metrik findet sich zum Beispiel bei Dudley (1989) in Abschnitt 11.3. Für unse-
re Zwecke reichen die folgenden drei Lemmata zur Arbeit mit der Prokhorov-Metrik
aus. Das erste Lemma erklärt, inwiefern Konvergenz bezüglich der Prokhorov-Metrik
die schwache Konvergenz von Wahrscheinlichkeitsmaßen verallgemeinert. Die beiden
anderen Lemmata zeigen, dass zwei der wichtigsten Hilfsmittel zur Arbeit mit der
schwachen Konvergenz von Wahrscheinlichkeitsmaßen natürliche Verallgemeinerun-
gen in Bezug auf die Prokhorov-Metrik besitzen.
Lemma 5.3. Für ein Wahrscheinlichkeitsmaß P und eine Folge von Wahrschein-
lichkeitsmaßen Pn auf dem Rk sind folgende Aussagen äquivalent:
• Pn
w−→ P
• ρ(Pn, P )→ 0
Beweis. Siehe Dudley (1989), Theorem 11.3.3.
Das zweite Lemma ist eine Verallgemeinerung des Darstellungssatzes von Sko-
rokhod und erklärt, was es bedeutet, wenn sich zwei Folgen von Wahrscheinlichkeits-
maßen bezüglich ρ beliebig nahe kommen.
Lemma 5.4. Für zwei Folgen von Wahrscheinlichkeitsmaßen Pn und Qn auf dem
Rk sind folgende Aussagen äquivalent:
• ρ(Pn, Qn)→ 0
• Es existieren Zufallsvektoren Xn ∼ Pn und Y n ∼ Qn, die auf einem gemein-
samen Wahrscheinlichkeitsraum definiert sind und für die Xn−Y n
P−→ 0 gilt.
• Es existieren Zufallsvektoren Xn ∼ Pn und Y n ∼ Qn, die auf einem gemein-
samen Wahrscheinlichkeitsraum definiert sind und für die Xn − Y n
f.s.−→ 0
gilt.
Beweis. Siehe Dudley (1989), Theorem 11.7.1.
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Das dritte Lemma verallgemeinert den Satz von der stetigen Abbildung, der auch
als Satz von Mann-Wald bekannt ist.
Lemma 5.5. Pn und Qn seien zwei Folgen von Wahrscheinlichkeitsmaßen auf dem
Rk mit ρ(Pn, Qn) → 0. Für eine gleichmäßig stetige Abbildung g : Rk → Rd gilt
dann auch ρ(Pn ◦ g−1, Qn ◦ g−1)→ 0.
Beweis. Die Behauptung ergibt sich aus dem vorangehenden Lemma.
Wie man an den drei Lemmata 5.3 – 5.5 sieht, ermöglicht die Prokhorov-Metrik
eine sinnvolle Verallgemeinerung des Begriffes der schwachen Konvergenz. Daher
bietet es sich an, eine Folge von Zufallsvektoren Xn ∼ Pn als asymptotisch nor-
malverteilt anzusehen, wenn eine Folge von Kovarianzmatrizen Σn existiert, so dass
ρ[Pn, N(0,Σn)] → 0 gilt. Zur Vereinfachung der Notation schreiben wir dafür auch
ρ[Xn, N(0,Σn)]→ 0.
Mit dieser Definition und den Annahmen (A1) – (A3) aus Unterabschnitt 2.1.2
können wir nun die asymptotische Normalverteilung von
√
n (p̂n − p) nachweisen.
Satz 5.6. Unter den Voraussetzungen (A1) – (A3) gilt
ρ
[√
n (p̂n − p) , N(0, V n)
]
→ 0.
Beweis. Siehe Anhang A.14, Seite 108.
Korollar 5.7. Unter den Voraussetzungen (A1) – (A3) gilt mit den Bezeichnungen
(σ211,n, . . . , σ
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n(p̂∗s,n − p∗s), N(0, σ2∗s,n)
]
→ 0.
Beweis. Da die durch
x = (x11, . . . , xat)
′ 7→ xis, x 7→ ν ′i∗x und x 7→ ν ′∗sx
definierten Abbildungen mit Definitionsbereich Rat gleichmäßig stetig sind, ergibt
sich die Behauptung durch Anwendung von Lemma 5.5 auf das Ergebnis aus Satz 5.6.
Bemerkung. Satz 5.6 ist bewußt sehr allgemein gehalten. Er kann nicht nur zur





n(p̂is,n − pis) verwendet werden, sondern mit Hilfe von Lemma 5.5 kann für jede
beliebige gleichmäßig stetige, vektorwertige Funktion die asymptotische Verteilung
von g[
√
n(p̂n−p)] ermittelt werden. Außer den in dieser Arbeit konstruierten Konfi-
denzintervallen für die relativen Effekte sind an weiteren Anwendungen zum Beispiel
simultane Konfidenzintervalle für mehrere relative Effekte, Konfidenzintervalle für
Minima oder Maxima von relativen Effekte sowie Tests für Hypothesen der Form
Cp = 0 mit C ∈ Rm×at auf der Basis von quadratischen Formen denkbar.
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5.3 Varianzschätzer
In diesem Abschnitt befassen wir uns mit dem zweiten wichtigen Baustein für die
Konstruktion der Konfidenzintervalle, dem konsistenten Schätzer für die Kovarianz-
matrix V n.
Im vorigen Abschnitt haben wir die Bezeichnungen σ2uv,n für die Diagonalelemen-
te dieser Matrix verwendet. In diesem Abschnitt bezeichnen wir die Komponenten
dieser Matrix einheitlich mit σuvu′v′,n, um nicht zwischen verschiedenen Schreibwei-
sen für die Varianzen und Kovarianzen unterscheiden zu müssen. Weil die Vektoren





























Cov[Ψikuv,n − E(Ψikuv,n), Ψiku′v′,n − E(Ψiku′v′,n)].
Wegen
Cov(Ψikuv,n − E[Ψikuv,n], Ψiku′v′,n − E[Ψiku′v′,n])









(Ψikuv,n − E[Ψikuv,n])(Ψiku′v′,n − E[Ψiku′v′,n]) (5.1)
ein erwartungstreuer und deshalb naheliegender Schätzer1 für σuvu′v′,n. Leider sind






















































: u 6= i,
erwartungstreue Schätzer für diese Erwartungswerte definieren. Ersetzen wir in (5.1)









(Ψikuv,n − µ̌ikuv,n)(Ψiku′v′,n − µ̌iku′v′,n)
1Der Begriff Schätzer ist in diesem Abschnitt nicht im Sinne seiner mathematischen Definition
gemeint. Diese verlangt nämlich von einem Schätzer, dass er nicht von unbekannten Größen wie
Verteilungfunktionen abhängt.
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einen weiteren Schätzer für σuvu′v′,n. Dieser ist zwar im Allgemeinen nicht mehr
erwartungstreu, jedoch in dem Spezialfall, dass für jede Gruppe i alle Dimensions-
vektoren mik, k = 1, . . . , ni, identisch sind.
Aber auch diesen Schätzer können wir noch nicht verwenden, da er die unbekann-
ten Verteilungsfunktionen Fis und His enthält. Ersetzen wir diese durch die entspre-





































































: u 6= i,
definieren.
Zur praktischen Berechnung von Ψ̂ikuv,n und µ̂ikuv,n kann man diese zunächst
durch eine Linearkombination der Zufallsvariablen F̂uv(Xiksr) darstellen, so wie das
in Abschnitt 4.5 schon für p̂n durchgeführt worden ist. Die F̂uv(Xiksr) können wir
dann – wie in Abschnitt 4.5 beschrieben – mittels einer Rangdarstellung berech-
nen. Die hier vorgeschlagene Vorgehensweise wurde bei den beiden in Anhang B
beschriebenen SAS-Makros RE_CI und SIMPLE_RE_CI umgesetzt.
Obwohl zur Herleitung der in (5.2) angegebenen Kovarianz-Schätzer einige
Schritte notwendig waren, sind diese Schätzer konsistent:
Satz 5.8. Unter den Voraussetzungen (A1) und (A2) auf Seite 13 ist die Matrix V̂ n,
deren Komponenten σ̂uvu′v′,n durch (5.2) definiert sind, ein konsistenter Schätzer für
V n in dem Sinne, dass
















Beweis. Siehe Anhang A.15, Seite 111.
Bemerkung. Im Zusammenhang mit fehlenden Werten kann es in anderen Situatio-
nen als der unseren vorkommen, dass Schätzer für Kovarianzmatrizen nicht positiv
semidefinit sind oder die Cauchy-Schwarz-Ungleichung nicht erfüllen (siehe z. B.
Rousseeuw und Molenberghs, 1993). Dieses Problem tritt hier nicht auf.
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Korollar 5.9. Unter den Voraussetzungen (A1) und (A2) sind die Schätzer









konsistent in dem Sinne, dass
σ̂2is,n − σ2is,n
f.s.−→ 0, σ̂2i∗,n − σ2i∗,n






)2]→ 0, E [(σ̂2i∗,n − σ2i∗,n)2]→ 0 und E [(σ̂2∗s,n − σ2∗s,n)2]→ 0.
Beweis. Folgt aus dem voranstehenden Satz.
5.4 Normal-Approximation
Die asymptotische Gültigkeit der Konfidenzintervalle für die relativen Effekte pis in






Dieses ist aber selbst unter allen bisher benutzten Voraussetzungen an die Stich-
probenumfänge im Allgemeinen nicht richtig. Es wird eine weitere Voraussetzung
benötigt, die aber keine Voraussetzung an die Folge der Stichprobenumfänge, son-
dern eine Annahme bezüglich der Varianzen σ2is,n ist. Entsprechende Annahmen sind
auch für die asymptotische Gültigkeit der Konfidenzintervalle für die Gruppen- und
Bedingungseffekte pi∗ und p∗s zu treffen.
(A4) lim infn→∞ σ
2
is,n > 0
(A5) lim infn→∞ σ
2
i∗,n > 0
(A6) lim infn→∞ σ
2
∗s,n > 0
Satz 5.10. Es seien die Voraussetzungen (A1) – (A3) auf Seite 13 erfüllt. Falls




















Beweis. Siehe Anhang A.16, Seite 116.
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Korollar 5.11. Es seien die Voraussetzungen (A1) – (A3) erfüllt. Falls darüber
hinaus eine der Voraussetzungen (A4), (A5) oder (A6) zutrifft, so ist entsprechend













































ein asymptotisches (1− α)-Konfidenzintervall für pis, pi∗ oder p∗s.



















Die anderen beiden Aussagen lassen sich analog nachweisen.
5.5 t-Approximation
Im vorangehenden Abschnitt haben wir auf der Basis von Satz 5.10 eine Approxi-
mation der Verteilungen der Statistiken Tis,n, Ti∗,n und T∗s,n durch eine Standard-
Normalverteilung zur Konstruktion von Konfidenzintervallen für die relativen Ef-
fekte verwendet. Dass diese Konfidenzintervalle unter geeigneten Voraussetzungen
asymptotisch das vorgegebene Niveau einhalten, entnehmen wir Korollar 5.11. Wir
können aber vermuten, dass die Konfidenzintervalle bei kleinen Stichprobenumfän-
gen das vorgegebene Niveau nicht einhalten. Denn selbst bei normalverteilten Daten
X1, . . . , Xn u. i. v. ∼ N(µ, σ2)








das vorgegebene Niveau nicht ein. Bei normalverteilten Daten kann man jedoch
ein exaktes Konfidenzintervall erhalten, indem man an Stelle der Quantile der Nor-
malverteilung z1−α/2 die Quantile tn−1, 1−α/2 einer t-Verteilung mit n − 1 Freiheits-
graden verwendet. Durch diesen Sachverhalt motiviert leiten wir auf heuristischer
Basis Approximationen der Verteilungen der Statistiken Tis,n, Ti∗,n und T∗s,n durch
t-Verteilungen her und ersetzen die Quantile der Standard-Normalverteilung durch
die der entsprechenden t-Verteilung. Da die Quantile tf,1−α/2 jeder tf -Verteilung
größer als z1−α/2 sind, können wir uns so aus einer konservativen Sichtweise nur ver-
bessern. Die genannte t-Approximation scheint – wie sich noch herausstellen wird –
allerdings nur in einem Spezialfall des allgemeinen Versuchsplans aus Abschnitt 2.1
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sinnvoll zu sein: Wir können sie nur dann motivieren, wenn für alle Gruppen i die
Dimensionsvektoren mik für alle k identisch sind.
Die zentrale Idee der t-Approximation ist die Approximation der Verteilung einer
Linearkombination von unabhängigen χ2-verteilten Zufallsvariablen durch eine ge-
streckte χ2-Verteilung. Sie geht auf Arbeiten von Smith (1936), Welch (1936, 1938),
Satterthwaite (1941), Patnaik (1949) und Box (1954) zurück und wurde in der nicht-
parametrischen Statistik zum Beispiel von Brunner et al. (1997) und Brunner und
Munzel (2000) verwendet.
Wir leiten das Approximationsverfahren für Tis,n ausführlich her. Für Ti∗,n und
T∗s,n verläuft die Herleitung analog, so dass wir uns für diese Statistiken auf die
Nennung der Ergebnisse beschränken.








Für den Zähler und den Nenner dieses Bruchs gelten unter den Voraussetzun-








D−→ N(0, 1)⊗ δ1,
wobei wir mit ⊗ das Produkt zweier Maße und mit δ1 das Einpunkt-Maß im Punkt
1 bezeichnen. Zähler und Nenner der Statistik sind also asymptotisch unabhängig,
und der Zähler ist asymptotisch standardnormalverteilt. Um die Verteilung von Tis,n









Verteilung. Um die Situation zu vereinfachen, ersetzen wir im folgenden den Schätzer
σ̂2is,n durch die – wie wir im Beweis von Satz 5.8 gesehen haben – asymptotisch









In dem hier betrachteten Spezialfall, dass für alle Gruppen u die Dimensionsvek-
toren muw für alle w übereinstimmen, sind die Zufallsvariablen Ψu1is,n, . . . , Ψunuis,n
nicht nur unabhängig, sondern auch noch identisch verteilt. Darüber hinaus stimmen
die Zufallsvariablen µ̌uwis,n für w ∈ {1, . . . , nu} mit dem arithmetischen Mittel der
Ψuwis,n überein, das heißt,








χ2fis,n/fis,n für die Verteilung einer Zufallsvariablen
√
Z/fis,n mit Z ∼
χ2fis,n . Im Folgenden werden analoge abkürzende Schreibweisen verwendet.
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ein erwartungstreuer und konsistenter Schätzer für σ2uis,n = Var(Ψuwis,n). Wären die
Zufallsvariablen Ψu1is,n, . . . , Ψunuis,n nicht nur unabhängig identisch verteilt, sondern







gelten. Da hier für die Ψuwis,n lediglich die Voraussetzung der Normalverteilung
nicht erfüllt ist, wollen wir bei der weiteren Approximation die Gültigkeit von (5.3)



















bestimmen wir gis,n und fis,n so, dass Erwartungswert und Varianz der beiden Ver-

























































Nach unseren Überlegungen sollte also näherungsweise σ̂2is,n/σ
2
is,n ∼ χ2fis,n/fis,n und
damit ungefähr Tis,n ∼ tfis,n gelten. Da nach Annahme (A4) fis,n →∞ und deshalb
tfis,n
w−→ N(0, 1) gilt, befindet sich die hergeleitete Approximation im Einklang mit
Satz 5.10.





























definiert sind. Im Beweis von Satz 5.8 haben wir gezeigt, dass der Schätzer σ̂2uis,n
unter den Annahmen (A1) und (A2) konsistent für σ2uis,n ist:
σ̂2uis,n − σ2uis,n
f.s.−→ 0.
Unter der zusätzlichen Voraussetzung (A4) sind auch die geschätzten Freiheitsgrade
konsistent für fis,n in dem Sinne, dass f̂is,n
f.s.−→∞.
Wir fassen unsere Ergebnisse zusammen und ergänzen sie bezüglich pi∗ und p∗s.
Approximationsverfahren 5.12. Falls für alle Gruppen i = 1, . . . , a die Dimen-































































































































Bemerkung. Falls alle Versuchseinheiten einer Gruppe angehören (a = 1), so ergibt
sich erwartungsgemäß f̂is,n = f1s,n = n − 1. Für zwei unverbundene Stichproben
(a = 2, t = 1, alle mik1 = 1) stimmen die hergeleiteten Freiheitsgrade mit denen aus
der Gleichung (5.9) in Brunner und Munzel (2000) überein.
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5.6 Transformationsmethode
Die in den vorangehenden beiden Abschnitten vorgestellten Konfidenzintervalle ha-
ben einen wesentlichen Nachteil: Obwohl die relativen Effekte wie auch die dazu-
gehörigen Punktschätzer Elemente des Einheitsintervalls [0, 1] sind, überdecken die
(1 − α)-Konfidenzintervalle für hinreichend kleines α auch Punkte außerhalb des
Einheitsintervalls. Sie werden also größer, ohne zusätzliche Information zu enthal-
ten. Der gleichen Problematik steht man gegenüber, wenn man die Normalverteilung
zur Approximation der Binomialverteilung verwendet und auf dieser Basis ein Kon-
fidenzintervall für die Erfolgswahrscheinlichkeit p ∈ [0, 1] konstruiert.
In diesem und dem folgenden Abschnitt leiten wir Konfidenzintervalle für relative
Effekte her, die diesen Nachteil nicht aufweisen, die also immer im Einheitsintervall
enthalten sind. Konfidenzintervalle mit dieser Eigenschaft werden von Efron und
Tibshirani (1993, Abschnitt 13.6) als bereichserhaltend bezeichnet.
Die zunächst vorgestellte sogenannte Transformationsmethode beruht auf folgen-
dem einfachen Prinzip: Das offene Einheitsintervall kann durch umkehrbare Funk-
tionen g : (0, 1) → R auf die Menge aller reellen Zahlen abgebildet werden. Die













n [g(p̂is,n)− g (pis,n)]







für die mit g transformierten relativen Effekte p∗is ange-




















ist, sollte die Transformation
streng monoton sein. Die soeben skizzierte Methode lässt sich in gleicher Weise auf
die Effekte pi∗ und p∗s anwenden. Sie ist anschaulich in Abbildung 5.1 dargestellt.
Der folgende Satz bildet die Grundlage zur Konstruktion von Konfidenzinterval-
len für die transformierten Effekte und schränkt unsere Wahl der Funktion g weiter
ein.
(0, 1) 3 pis






] g−1←−− [u∗is,n, o∗is,n] ⊂ R
Abbildung 5.1: Schematische Darstellung der Transformationsmethode.
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Satz 5.13. Es seien die Voraussetzungen (A1) – (A3) auf Seite 13 erfüllt und die
Abbildung g : (0, 1) → R sei stetig differenzierbar mit g′(x) 6= 0 für alle x ∈ (0, 1).









p̂ ∗i∗,n − p∗i∗
σ̂∗i∗,n
D−→ N(0, 1) oder
√
n

















Beweis. Siehe Anhang A.17, Seite 116.
Korollar 5.14. Es seien die Voraussetzungen (A1) – (A3) erfüllt und die Abbildung
g : (0, 1) → R sei streng monoton und stetig differenzierbar mit g′(x) 6= 0 für alle
x ∈ (0, 1). Falls darüber hinaus eine der Annahmen (A4), (A5) oder (A6) zutrifft,














































asymptotische (1− α)-Konfidenzintervalle für pis, pi∗ oder p∗s.































Die anderen beiden Aussagen lassen sich analog nachweisen.
Für die Transformation g kommen alle streng monotonen und stetig differenzier-
baren Bijektionen g : (0, 1)→ R in Frage, deren erste Ableitungen auf dem offenen
Einheitsintervall nullstellenfrei sind. Um daraus eine sinnvolle Auswahl zu treffen,






eine Forderung stellen, die für die
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Punktschätzer der relativen Effekte bereits in Satz 4.6 nachgewiesen wurde: Unter
streng monoton fallenden Transformationen φ der Beobachtungen werden die relati-
ven Effekte pis wie die entsprechenden Schätzer p̂is,n am Wert 1/2 gespiegelt. Damit
dies auch für die Konfidenzintervalle nach der Transformationsmethode der Fall ist,
sollte der Graph von g punktsymmetrisch um (1/2, g(1/2)) sein. Darüber hinaus
können wir uns ohne Verlust an Allgemeinheit auf Funktionen g mit g(1/2) = 0
beschränken.
Zwei in der Statistik bedeutsame Funktionen mit diesen Eigenschaften sind zum
Beispiel die logit-Funktion und die probit-Funktion (siehe z. B. McCullagh und Nel-
der, 1989). Wegen ihrer guten Handhabbarkeit und großen Popularität verwenden
wir in dieser Arbeit die logit-Funktion









und der expit-Funktion als Umkehrfunktion:





Eine zweite Methode zur Konstruktion bereichserhaltender Konfidenzintervalle ist
die sogenannte Perzentilmethode, die auf Efron (1979) zurückgeht. Die Perzentilme-
thode gehört zu den sogenannten Bootstrap-Methoden und wird in den entsprechen-
den Lehrbüchern (z. B. Efron und Tibshirani, 1993; Davison und Hinkley, 1997)
allgemein vorgestellt. Eine mathematisch anspruchsvollere Darstellung findet der
interessierte Leser in van der Vaart (1998).
Grundlage der Perzentilmethode ist die Schätzung der multivariaten Verteilungs-
funktionen Fimik durch empirische Verteilungsfunktionen. Um in der Praxis bei die-
sen Schätzungen keine allzu kleinen Stichprobenumfänge zu haben und um die Di-
mensionen dieser Verteilungen nicht zu groß werden zu lassen, beschränken wir uns
in diesem Abschnitt auf den Fall
mik = 1t, i = 1, . . . , a, k = 1, . . . , ni.
Wir können wegen dieser Einschränkung für die Verteilungsfunktionen Fimik kurz
Fi schreiben und bei allen Symbolen auf den Index für die abhängigen Messwie-
derholungen verzichten. Als Schätzer für die Verteilungsfunktionen bieten sich die











Die Relationszeichen in {X ik < x} und {X ik ≤ x} sind dabei komponentenweise
aufzufassen.
Der nächste Schritt der Perzentilmethode besteht in der Betrachtung einer soge-
nannten Bootstrap-Stichprobe
X∗11,n, . . . ,X
∗
1n1,n
, . . . ,X∗a1,n, . . . ,X
∗
ana,n.
Die Zufallsvektoren X∗ik,n seien dabei bedingt auf die empirischen Verteilungsfunk-
tionen F̂i,n unabhängig, und die bedingten Verteilungsfunktionen der X
∗
ik,n seien für
alle Paare (i, k) gegeben durch
X∗ik,n ∼ F̂i,n.
In der gleichen Weise, wie wir aus der ursprünglichen Stichprobe X ik, i =
1, . . . , a, k = 1, . . . , ni, die Schätzer p̂is,n, p̂i∗,n und p̂∗s,n berechnen, können wir





(1−α)-Konfidenzintervalle für die relativen Effekte nach der Perzentil-Methode sind
durch die auf
(
F̂1,n, . . . , F̂a,n
)











































β-Quantil der bedingten Verteilung von p̂ ∗i∗,n und ξ
β
∗s,n das β-Quantil der bedingten
Verteilung von p̂ ∗∗s,n.
Dass die Konfidenzintervalle nach der Perzentilmethode bereichserhaltend sind,




∗s,n Elemente des Ein-
heitsintervalls sind. Darüber hinaus fällt auf, dass zur Berechnung der Intervalle
im Gegensatz zu den bisher konstruierten Konfidenzintervallen kein Varianzschätzer
benötigt wird.
Anders als bei den in den vorangehenden Abschnitten beschriebenen Konfidenz-
intervallen werden wir an dieser Stelle keinen Versuch unternehmen, die asympto-
tische Korrektheit der Konfidenzintervalle nach der Perzentilmethode zu beweisen.
Eine nach Meinung des Autors gute heuristische Begründung für die asymptotische
Gültigkeit findet man in Abschnitt 23.1 von van der Vaart (1998). Darüber hinaus
findet man in den anschließenden Abschnitten des genannten Buches Konzepte für
Beweise der asymptotischen Gültigkeit. Diese beinhalten jedoch tiefliegende und im
Rahmen dieser Arbeit zu weit führende mathematische Methoden wie die Konver-
genz empirischer Prozesse in der von Hoffmann-Jørgensen (1991) eingeführten Form
und die Hadamard-Differenzierbarkeit statistischer Funktionale. Die Aufwendigkeit
mathematischer Beweise für die Korrektheit von Bootstrap-Methoden kann man
auch daran ablesen, dass sich die Dissertation von Steland (1996), die Statistiken
behandelt, die den Statistiken der vorliegenden Arbeit ähnlich sind, zu großen Teilen
mit solchen Beweisen beschäftigt.
Abschließend gehen wir noch kurz auf die praktische Berechnung der beding-
ten Quantile ein. Es scheint nicht einfach, Formeln zur Berechnung dieser Quantile
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auf Grundlage der empirischen Verteilungsfunktionen anzugeben. Dies ist typisch
für Bootstrap-Verfahren, bereitet aber bei ausreichenden elektronischen Rechenka-
pazitäten keine ernsthaften Probleme. Die übliche Vorgehensweise besteht darin,
durch Simulationen eine Anzahl von B auf
(




X∗111,n, . . . ,X
∗1
1n1,n
, . . . ,X∗1a1,n, . . . ,X
∗1
ana,n,
X∗211,n, . . . ,X
∗2
1n1,n




X∗B11,n, . . . ,X
∗B
1n1,n
, . . . ,X∗Ba1,n, . . . ,X
∗B
ana,n
zu erzeugen und daraus die Zufallsvariablen
p̂ ∗1is,n, p̂
∗2












∗s,n, . . . , p̂
∗B
∗s,n
zu berechnen. Als Approximationen für die bedingten Quantile können die beding-




∗s,n, b = 1, . . . , B, dienen. Praktische
Aspekte dieser Approximationsmethode werden mit ausführlichen Literaturhinwei-
sen von Chernick (1999) diskutiert. Dort wird auch empfohlen, B nicht kleiner als
5000 zu wählen. Dementsprechend wurde dieser Wert bei den Beispielen und Simu-
lationen im folgenden Abschnitt verwendet.
5.8 Beispiele und Simulationen
Bevor wir Konfidenzintervalle für die relativen Effekte in den Beispielen aus Unter-
abschnitt 2.1.1 angeben können, müssen wir uns zwischen den vier verschiedenen
vorgestellten Methoden entscheiden. Hierbei sind im Wesentlichen zwei Kriterien zu
berücksichtigen: Zunächst muss geprüft werden, wie gut die asymptotischen Kon-
fidenzintervalle ihr Niveau bei endlichen Stichprobenumfängen einhalten. Darüber
hinaus sollte auch beachtet werden, wie lang die Konfidenzintervalle sind. Je kürzer
Konfidenzintervalle sind, umso genauere Aussagen können wir mit ihrer Hilfe treffen.
Das zweite genannte Kriterium sollte allerdings nur dann eine Rolle spielen, wenn
verschiedene Konfidenzintervalle in vergleichbarer Weise das Niveau einhalten oder
wenn sie das Niveau sogar überschreiten.
Um die genannten Kriterien zu prüfen, stehen als wesentliches Hilfsmittel Si-
mulationen zur Verfügung. Mit Hilfe von Simulationen, die sich mit der heutigen
elektronischen Datenverarbeitung schnell und in hinreichendem Umfang durchführen
lassen, können wir prüfen, wie sich die Konfidenzintervalle hinsichtlich der genannten
Kriterien für bestimmte Versuchspläne und Wahrscheinlichkeitsverteilungen verhal-
ten. Während die Versuchspläne in der Praxis bekannt sind, haben wir, wenn wir
mit dem nichtparametrischen Modell aus Abschnitt 2.2 arbeiten, nur sehr weni-
ge Informationen über die Wahrscheinlichkeitsverteilungen. Wir stehen hier einem
grundsätzlichen Problem gegenüber, da das tatsächliche Niveau der Konfidenzin-
tervalle und die Verteilung ihrer Längen sicherlich von den Wahrscheinlichkeitsver-
teilungen abhängt. Weil es immer unendlich viele in Frage kommende Verteilungen
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gibt, können wir nicht für alle Verteilungen Simulationen durchführen. Deshalb sind
wir gezwungen, aus den in Frage kommenden Verteilungen eine Auswahl zu treffen
und die Simulationen für diese Auswahl durchzuführen.
Hier haben wir es bei der Simulation des Niveaus von Konfidenzintervallen ein-
facher als bei der Simulation des Niveaus von statistischen Tests: Bei Konfidenzin-
tervallen können wir die beobachteten (Marginal-)Verteilungen zur Grundlage der
Simulationen machen. Dies ist bei statistischen Tests nicht möglich, weil die beob-
achteten Verteilungen entweder nicht der gestellten Hypothese genügen oder, wenn
sie der Hypothese doch genügen, diese nicht verworfen werden kann und Niveausi-
mulationen damit überflüssig werden.
Die Simulationen zu den vier Beispielen sind entsprechend den obigen Überlegun-
gen analog aufgebaut: Die Versuchspläne der Simulationen stimmen (mit Ausnahme
der fehlenden Werte bei der Panik-Skala-Studie II) mit denen der Beispiele über-
ein. Die den X ik entsprechenden Zufallsvektoren wurden in den Simulationen als
unabhängige Zufallsvektoren
Y ik = (Yik11, . . . , Yik1mik1 , . . . , Yikt1, . . . , Yiktmikt)
′
mit den Randverteilungsfunktionen F̂is,n erzeugt. Durch die Festlegung dieser Rand-
verteilungen sind die relativen Effekte der simulierten Zufallsvektoren eindeutig auf
die Werte p̂is,n festgelegt. Zur Erzeugung der Zufallsvektoren Y ik wurden in einem
ersten Schritt multivariat normalverteilte Zufallsvektoren
Ỹ ik =
(
Ỹik11, . . . , Ỹik1mik1 , . . . , Ỹikt1, . . . , Ỹiktmikt
)′
∼ N(0, W )






In einem zweiten Schritt wurden die Komponenten Yiksr ∼ F̂is,n der simulierten
Zufallsvektoren durch eine geeignete Kategorisierung der stetigen Zufallsvariablen
Ỹiksr gebildet. Bei dieser Konstruktion wird die Abhängigkeitsstruktur innerhalb
der Zufallsvektoren Y ik durch die Kovarianzen τsrs′r′ bestimmt.
Die Anzahl an Simulationen wurde einheitlich auf die heute weithin üblichen
10000 festgelegt. Auch bei dem Niveau der Konfidenzintervalle wurde nicht von
den gewöhnlichen 95% abgewichen. Die Ergebnisse befinden sich in Anhang C. Alle
Simulationen wurden auf Grundlage der in Anhang B beschriebenen SAS-Makros
RE_CI und SIMPLE_RE_CI durchgeführt.
Panik-Skala-Studie I







festgelegt. Somit hängen die simulierten Zufallsvariablen Y1ks1 und Y1ks′1 umso stär-
ker voneinander ab, je kleiner der Abstand zwischen den Zeitpunkten s und s′ ist.








1 2 3 4 5
Abbildung 5.2: Schätzer p̂is mit 95%-Konfidenzintervallen auf Grundlage der Trans-
formationsmethode für die relativen Effekte in der Panik-Skala-Studie I.
Durch diese Eigenschaft soll der longitudinalen Struktur der Zufallsvektoren Rech-
nung getragen werden.
Für den Versuchsplan der Panik-Skala-Studie I konnten die Simulationen auf
Basis des SAS-Makros SIMPLE_RE_CI für alle vier verschiedenen Typen von Konfi-
denzintervallen durchgeführt werden. Die Ergebnisse befinden sich in Anhang C.1.
Bei den Niveausimulationen fällt zunächst auf, dass lediglich mit der t-Appro-
ximation zum dritten Zeitpunkt das Niveau eingehalten wird. Im schlechtesten Fall
sinkt das Niveau auf 90,1% (Normal-Approximation und Perzentil-Methode zum
ersten Zeitpunkt). Die beiden geeignetesten Methoden scheinen bei diesem Beispiel
die t-Approximation und die Transformationsmethode zu sein. Die t-Approximation
schneidet im Vergleich mit den anderen Methoden bei den mittleren drei Zeitpunk-
ten am besten ab, die Transformationsmethode dagegen an den Rändern. Für die
Transformationsmethode spricht zudem, dass die durchschnittliche Länge der simu-
lierten Konfidenzintervalle im Vergleich zur t-Approximation geringer ist. Insgesamt
scheint deshalb hier die Transformationsmethode am geeignetesten zu sein. Die ent-







sind in Abbildung 5.2 dargestellt.
Im Vergleich zu dem von den relativen Effekten eingeschlossenen Bereich von
0,16 bis 0,90 sind die Konfidenzintervalle eher kurz. Die schon bei der Betrachtung
der Punktschätzer p̂1s in Abschnitt 4.6 aufgestellte Vermutung, dass die relativen
Effekte mit der Zeit immer kleiner werden, wird durch die Konfidenzintervalle weiter
gestützt. Abgesehen von der inhaltlichen Interpretation fällt bei der Betrachtung der
Konfidenzintervalle als technischer Aspekt die durch die Transformationsmethode
verursachte Asymmetrie an den Rändern auf.
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mit Agoraphobie
ohne Agoraphobie
Abbildung 5.3: Schätzer p̂is mit 95%-Konfidenzintervallen auf Grundlage der Trans-
formationsmethode für die relativen Effekte in der Panik-Skala-Studie II.
Panik-Skala-Studie II
Für die Simulationen zur Panik-Skala-Studie II wurden die Elemente der Kovarianz-






festgelegt. Somit hängen die simulierten Zufallsvariablen Yiks1 und Yiks′1 wiederum
umso stärker voneinander ab, je kleiner der Abstand zwischen den Zeitpunkten s und
s′ ist. Durch diese Eigenschaft soll die auch hier vorliegende longitudinale Struktur
der Zufallsvektoren berücksichtigt werden.
Im Gegensatz zur Panik-Skala-Studie I fehlen bei der Panik-Skala-Studie II ei-
nige Beobachtungen. Wie in Abschnitt 2.2.2 erläutert, gehen wir davon aus, dass
die Beobachtungen rein zufällig fehlen. Deshalb wurden auch bei den Simulationen
Beobachtungen zufällig aus den Datensätzen entfernt. Als Wahrscheinlichkeiten für
das Entfernen der simulierten Beobachtungen wurden die beobachteten relativen
Häufigkeiten aus den Originaldaten verwendet. In der Agoraphobie-Gruppe wur-
den also simulierte Beobachtungen aus den Wochen 4 und 6 mit Wahrscheinlichkeit
3/24 und aus Woche 8 mit Wahrscheinlichkeit 4/24 gelöscht. In der Gruppe ohne
Agoraphobie wurden Werte aus den Wochen 6 und 8 mit Wahrscheinlichkeit 3/13
entfernt. Wegen der fehlenden Werte können für dieses Beispiel Konfidenzintervalle
nur mit der Normal-Approximation und der Transformationmethode berechnet und
simuliert werden. Die Simulationsergebnisse sind in den Tabellen in Anhang C.2
angegeben.
Obwohl die simulierten Konfidenzintervalle auf Basis der Transformationsmetho-
de im Mittel kürzer sind als die auf Basis der Normal-Approximation, halten sie das
Niveau für beide Gruppen zu allen Zeitpunkten besser ein. Bei diesem Beispiel ist die
Entscheidung für die Transformationsmethode also eindeutig. Die entsprechenden
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mit dem SAS-Makro RE_CI berechneten Konfidenzintervalle sind in Abbildung 5.3
dargestellt.
Wie bei der Panik-Skala-Studie I sind die Unterschiede zwischen den geschätzten
relativen Effekten zu den verschiedenen Zeitpunkten im Vergleich zu den Längen der
Konfidenzintervalle für beide Gruppen eher groß. Wir können somit die Vermutung
aus Abschnitt 4.6 festigen, dass die Panikstörungen im Laufe der Zeit sowohl für Pa-
tienten mit als auch ohne Agoraphobie zurückgehen. Darüber hinaus haben wir, weil
sich die Konfidenzintervalle der beiden Gruppen zu den ersten beiden Zeitpunkten
nicht überschneiden, einen starken Hinweis darauf, dass Patienten mit Agoraphobie
zumindest zu Beginn der Imipramin-Therapie zu stärkeren Panik-Störungen neigen
als Patienten ohne Agoraphobie.
Schulterschmerz-Studie








Für den Versuchsplan der Schulterschmerz-Studie wurden die Simulationen wie-
der auf Basis des SAS-Makros SIMPLE_RE_CI und somit für alle vier Methoden
durchgeführt. Die Ergebnisse befinden sich in Anhang C.3.
Von den vier Methoden hält hier die t-Approximation für beide Behandlungen
zu allen Zeitpunkten das Niveau am besten ein. Obwohl diese Konfidenzintervalle
im Durchschnitt nicht die kürzesten waren, scheinen sie am ehesten geeignet zu sein.
Sie sind in Abbildung 5.4 dargestellt.
Die 95%-Konfidenzintervalle [utis, o
t
is] der beiden Gruppen überlappen sich zu
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Behandlung Y
Behandlung N
Abbildung 5.4: Schätzer p̂is mit 95%-Konfidenzintervallen auf Grundlage der t-
Approximation für die relativen Effekte in der Schulterschmerz-Studie.
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der. Damit gewinnen wir zusätzliche Sicherheit in Bezug auf unsere Vermutung aus
Abschnitt 4.6, dass behandelte Patienten nach der Operation deutlich weniger unter
Schulterschmerzen leiden als Patienten aus der Kontrollgruppe.
Wasser-Irrgarten-Test
Bei den Beobachtungen des Wasser-Irrgarten-Tests liegt eine etwas andere Abhängig-
keitsstruktur vor als bei den drei anderen Beispielen: Die Zufallsvektoren
X ik = (Xik11, Xik12, Xik21, Xik22)
′
repräsentieren hier Beobachtungen an zwei jungen Ratten mit dem jeweils gleichen
Muttertier an den Tagen 1 und 7. Die dritten Indizes an den Symbolen Xiksr stehen
hier für die Zeitpunkte und die vierten für die Jungtiere. Es scheint naheliegend,
dass Beobachtungen an demselben Jungtier stärker voneinander abhängen als Beob-






























verwendet. Für den Versuchsplan des Wasser-Irrgarten-Tests wurden auf Grund-
lage des SAS-Makros RE_CI Simulationen mit der Normal-Approximation und der
Transformationsmethode durchgeführt. Die Ergebnisse befinden sich in Anhang C.4.
Wieder zeigt sich, dass mit der Transformationsmethode das Niveau eher einge-
halten wird als bei der Normal-Approximation. Trotzdem sind die Konfidenzinter-
valle nach der Transformationsmethode im Durchschnitt kürzer. Dementsprechend













Abbildung 5.5: Schätzer p̂is mit 95%-Konfidenzintervallen auf Grundlage der Trans-
formationsmethode für die relativen Effekte beim Wasser-Irrgarten-Test.
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Die vielen Überschneidungen zwischen den 95%-Konfidenzintervallen bei die-
sem Beispiel warnen davor, den Unterschieden zwischen den Punktschätzern für
die relativen Effekte bei den verschiedenen Dosierungen eine allzu große Bedeutung
beizumessen. Dabei sollte auch berücksichtigt werden, dass der geschätzte relative
Effekt für die Placebo-Gruppe zwischen den relativen Effekten für die Dosierun-
gen 1 bis 3 liegt, was sich wegen der hohen Plausibilität einer monotonen Dosis-
Wirkungsbeziehung nur schwer erklären lässt. Im Gegensatz zu den drei anderen
Beispielen finden wir hier also kaum eine Bestätigung dafür, dass die beobachte-





In diesem Kapitel geht es darum, wie in bestimmten Situationen zusätzliche Informa-
tion zur Konstruktion von verbesserten Schätzern für die relativen Effekte verwendet
werden kann. Mit bestimmten Situationen sind hier die in der Biometrie häufig be-
handelten randomisierten Studien gemeint. Unter zusätzlicher Information wollen
wir entweder Ausgangswerte oder Kovariablen mit mindestens ordinalem Skalenni-
veau verstehen. Wir werden uns in den folgenden Abschnitten nicht darum bemühen,
das Problem der Varianzreduktion in möglichst allgemeiner Form zu behandeln, wie
wir es bei der Diskussion der relativen Effekte in den vorangehenden Kapiteln ge-
tan haben, sondern uns auf einen besonders einfachen Versuchsplan beschränken.
Insgesamt sollen die folgenden Ausführungen im Wesentlichen als Anregung für die
weitere Forschung dienen, weshalb hier auch auf die ausführliche Diskussion von
Beispielen oder Simulationen verzichtet wird.
Im ersten Abschnitt dieses Kapitels beschreiben wir die betrachteten Versuchs-
pläne und Modelle. Im Anschluss daran erläutern wir kurz die Idee der Varianzreduk-
tion. Bevor diese umgesetzt wird, übertragen wir die Ergebnisse zur asymptotischen
Verteilung der Schätzer und zur Schätzung der Kovarianzmatrix aus Kapitel 5 in
den Kontext dieses Kapitels. Im letzten Abschnitt dieses Kapitels wird diskutiert,
wie sich die Ideen der Varianzreduktion mit der Transformationsmethode aus Ab-
schnitt 5.6 kombinieren lassen.
6.1 Versuchsplan und Modell
Wir befassen uns in diesem Kapitel mit dem folgenden einfachen Versuchsplan: Die
Beobachtungspaare
(Xik, Yik)
′ ∼ Fi, i = 1, . . . , a, k = 1, . . . , ni,
seien unabhängig. Für jede der insgesamt n =
∑a
i=1 ni Versuchseinheiten liegen also
genau zwei Beobachtungen vor.
Die Beobachtungen Xik seien die, für deren Randverteilungen F
X
i wir uns inter-
essieren. Um die Verteilungen zu vergleichen, bilden wir die in Abschnitt 3.3 für eine
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Die Beobachtungen Yik seien Ausgangswerte oder Kovariablen, die vor der Zutei-
lung der Versuchseinheiten zu den Gruppen beobachtet wurden. Da wir uns hier nur
mit randomisierten Studien befassen wollen, können wir annehmen, dass alle Yik die
gleiche Verteilungsfunktion F Yi = F
Y haben. Von den in Abschnitt 2.1.1 genannten
Versuchen können wir hier die Schulterschmerz-Studie als Beispiel heranziehen, in
der die Patienten zufällig den beiden Behandlungen zugeteilt wurden. Als Kova-
riable könnte hier zum Beispiel das Alter der Patienten dienen, dass in der Quelle
für den Datensatz (Lumley, 1996) auch tatsächlich angegeben ist. Andere denkba-
re Kovariablen sind die Dauer der Operation oder die Schmerzempfindlichkeit der
Patienten. Wichtig ist an dieser Stelle, dass es sich bei der Kovariablen um Beob-
achtungen mit mindestens ordinalem Skalenniveau handelt, die mit den eigentlichen
Beobachtungen Xik möglichst stark zusammenhängen.



















F Yi = F
Y







F Y dF Y
und Korollar 3.4 auf Seite 25 gilt aber pYi = 1/2 für alle i ∈ {1, . . . , a}.
Wie bisher müssen wir für die asymptotischen Ergebnisse in diesem Kapitel An-
nahmen an die Folgen der Stichprobenumfänge stellen. Die Annahmen (A1) und
(A2) aus Abschnitt 2.1.2 nehmen für die Klasse von Versuchsplänen aus diesem
Kapitel folgende Gestalt an:
(A1) ni →∞ für alle i ∈ {1, . . . , a},
(A2) n/ni ≤ n0 <∞ für alle i ∈ {1, . . . , a}.
Wenn wir uns in diesem Kapitel auf (A1) und (A2) beziehen, meinen wir immer
diese übertragene Form. Auf die Bedingung (A3) können wir hier verzichten, da sie
für alle in diesem Kapitel betrachteten Versuchspläne immer erfüllt ist.
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6.2 Idee der Varianzreduktion
Wie die Punktschätzer für die relativen Effekte aus Kapitel 4 beruhen auch die




































erwartungstreue und unter Annahme (A1) stark konsistente Schätzer für pXi und
pYi = 1/2 sind. Auf den ersten Blick scheint es sinnlos zu sein, Schätzer für die
bekannten pYi anzugeben. Sinn und Zweck dieser Vorgehensweise deuten sich aber
bereits im folgenden Satz an:












ein erwartungstreuer und unter Bedingung (A1) stark konsistenter Schätzer für pXi .
Beweis. Die Behauptungen ergeben sich aus den wohlbekannten Rechenregeln für
Erwartungswerte und fast sichere Grenzwerte.
Obiger Satz legt es nahe, unter allen Schätzern p̂
γi,n
i,n denjenigen zu suchen, des-
sen asymptotische Varianz minimal ist. Diese Idee werden wir in den folgenden
Abschnitten konkretisieren und umsetzen.
6.3 Asymptotische Verteilung und Schätzung der
Kovarianzmatrix
Bevor wir mit der Umsetzung der Idee aus dem vorangehenden Abschnitt beginnen,
übertragen wir die Ergebnisse zur asymptotischen Verteilung der Punktschätzer und
zur Schätzung der Kovarianzmatrix aus Kapitel 5 auf die hier betrachteten Versuch-
pläne. Bei der Schätzung der Kovarianzmatrix können wir als zusätzliche Informa-
tion die Annahme F Yi = F
Y , i = 1, . . . , a, gewinnbringend verwenden.
Als abkürzende Schreibweise fassen wir die relativen Effekte und die Schätzer
dafür in Form der Vektoren
pX =
(























Grundlage für die Resultate zur asymptotischen Verteilung und zur Konstruktion
von Schätzern der Kovarianzmatrix ist wieder ein asymptotischer Äquivalenzsatz.



































u (Yik) : u 6= i,























Beweis. Der Beweis der Behauptung kann vollständig analog zu dem Beweis von
Korollar 5.2 (siehe Seite 60) geführt werden.
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, N(0, V n)
)
→ 0.
Beweis. Der Beweis kann mit Hilfe von Satz 6.2 genauso geführt werden wie der
Beweis von Satz 5.6 (siehe Seite 62).
Wenn wir die Komponenten von V n nach den gleichen Prinzipien schätzen, wie





















































































Bei einer genaueren Betrachtung der Herleitung von V̂ n in Abschnitt 5.3 fällt auf,
dass wir die hier angegebenen Schätzer noch verbessern können, wenn wir berück-
sichtigen, dass wegen der Randomisierung der Versuchseinheiten für alle
i ∈ {1, . . . , a} die Gleichung HYi = F Yi = F Y gilt.































: u 6= i 6= u′,





























: u 6= u′,
(6.2)
ab. Mit der Definition der empirischen Verteilungsfunktion F̂ Yn durch



























































: u 6= u′.
(6.3)
Die zusätzliche Information über die Verteilung der Yik können wir auch in die






















: u = i,
−1
2(a−1) : u 6= i,























uu′,n. Dieser Schätzer ist wie V̂ n aus Abschnitt 5.3 unter
geeigneten Annahmen konsistent.
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Satz 6.4. Unter den Voraussetzungen (A1) und (A2) ist V̂ n konsistent für V n in
dem Sinne, dass





















Beweis. Bis auf einige Vereinfachungen, die wegen des einfacheren Versuchsplans
und der verwendeten zusätzlichen Information möglich sind, verläuft der Beweis
analog zu dem von Satz 5.9 (siehe Seite 65).
6.4 Punkt- und Intervallschätzer



















































































= σXii,n − 2γi,nσXYii,n + γ2i,nσYii,n.







σXii,n − 2γi,nσXYii,n + γ2i,nσYii,n
}
.
Mit Hilfe der im vorangehenden Abschnitt definierten Schätzer σ̂XYii,n und σ̂
Y
ii,n










































ist, je größer der Betrag der Kovarianz σXYii,n ist. Aus diesem Grund sollten, wie in
Abschnitt 6.1 bereits erwähnt wurde, nach Möglichkeit Kovariablen gewählt werden,
die mit den eigentlichen Beobachtungen möglichst stark zusammenhängen.








asymptotisch so arbeiten können, wie wir es in
den vorangehenden Kapiteln mit p̂is,n und σ̂
2
is,n getan haben.
Satz 6.5. Die Verteilung der Yik sei keine Einpunktverteilung und es seien die An-
nahmen (A1) und (A2) erfüllt. Dann gilt:









in dem Sinne, dass (
σ̂mini,n
)2 − (σmini,n )2 f.s.−→ 0.
(c) Falls zusätzlich zu den am Anfang dieses Satzes gestellten Voraussetzungen
noch lim infn→∞ σ
min





in Verteilung gegen eine Standardnormalverteilung.
Beweis. Siehe Anhang A.18, Seite 117.
Bemerkung. Die in dem obigen Satz formulierte Annahme, die Verteilung der Yik
sei keine Einpunktverteilung, stellt für die Praxis keine relevante Einschränkung
dar. Wenn nämlich alle Yik identisch sind, besteht ohnehin kein Interesse, die Yik
als Kovariablen oder Ausgangswerte zu berücksichtigen. Wenn aber nicht alle Yik
identisch sind, wissen wir bereits, dass keine Einpunktverteilung vorliegt.
Auf Grundlage von Teil (c) des obigen Satzes können wir ohne Schwierigkeiten
Konfidenzintervalle für die relativen Effekte pXi konstruieren:
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für jedes α ∈ (0, 1) ein asymptotisches (1− α)-Konfidenzintervall für pXi .



















Mit dem Ansatz der Varianzreduktion erhalten wir wegen





















Erwähnenswert ist auch, dass wir zur Konstruktion der verbesserten Punkt- und
Intervallschätzer keine neuen Modellannahmen stellen mussten. Aus diesem Grund
erscheint es lohnenswert, die in diesem Kapitel entwickelten Techniken in den Kon-
text der Dissertation von Langer (1998) zu übertragen. Diese befasst sich mit Mo-
dellen und Statistiken, die den in der vorliegenden Arbeit behandelten Modellen
und Statistiken ähnlich sind, kommt aber bei der Varianzreduktion nicht ohne eine
zusätzliche Modellannahme aus (siehe Langer, 1998, Annahme (R2), Seite 31).
Andererseits entsteht durch die Varianzreduktion auch eine neue Schwierigkeit:
Während die Punktschätzer p̂Xi,n bereichserhaltend, also immer im Einheitsintervall









zu. Bei hinreichend großen γ̂mini,n liegt im Fall p̂
Y
i,n 6= 1/2 der Schätzer p̂mini,n außerhalb
von [0, 1]. Deshalb bietet sich hier schon bei der Konstruktion der Punktschätzer
an, die Bereichserhaltung mit Hilfe der Transformationsmethode zu erzwingen. Dies
beschreiben wir im abschließenden Abschnitt dieses Kapitels.
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6.5 Transformationsmethode
Im Folgenden betrachten wir streng monotone, bijektive Transformationen
g : (0, 1)→ R mit den Eigenschaften, die sich in Abschnitt 5.6 als sinnvoll erwiesen
haben. Das heißt, g sei stetig differenzierbar mit nullstellenfreier erster Ableitung
und punktsymmetrisch um (1/2, 0). Mit einer solchen Funktion g transformieren wir
























Entsprechend der Grundidee dieses Kapitels werden wir versuchen, γ∗i so zu wählen,








möglichst klein wird. Mit diesem Ansatz erhalten wir Punktschätzer für die trans-
formierten relativen Effekte, können aber auch Konfidenzintervalle konstruieren.
Durch Anwendung der Umkehrfunktion g−1 auf die Schätzer ergeben sich wie in
Abschnitt 5.6 Schätzer für die (nicht transformierten) relativen Effekte pXi .
Mathematische Grundlage für die Transformationsmethode ist der multivariate
Delta-Satz. Um diesen bequem anwenden zu können, ersetzen wir in diesem Ab-
schnitt die Bedingung (A2) durch die stärkere Annahme
(A2)’ n/ni → ci ∈ R für alle i ∈ {1, . . . , a}.
































































sowie V n → V .
An Stelle von Satz 6.3 und Satz 6.4 erhalten wir die folgenden beiden stärkeren
Resultate.









)′]′ D−→ N(0, V ).
Beweis. Siehe Anhang A.19, Seite 120.
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Satz 6.8. Unter den Voraussetzungen (A1) und (A2)’ ist V̂ n ein stark konsistenter


















Beweis. Der Beweis ergibt sich sofort aus Satz 6.4 und V n → V .
Der multivariate Delta-Satz liefert
Satz 6.9. Unter den Annahmen (A1) und (A2)’ gilt für jede stetig differenzierbare


















































Beweis. Siehe Anhang A.20, Seite 120.
Korollar 6.10. Unter den Annahmen (A1) und (A2)’ konvergiert für jede stetig


































schwach gegen eine Standardnormalverteilung.




































































































































Der folgende Satz zeigt, dass wir mit dem verbesserten Schätzer







asymptotisch so arbeiten können, wie wir es in





Satz 6.11. Die Verteilung der Yik sei keine Einpunktverteilung, g : (0, 1) → R sei
eine streng monotone, stetig differenzierbare Bijektion mit nullstellenfreier erster
Ableitung und, es seien die Annahmen (A1) und (A2)’ erfüllt. Dann gilt für alle
i ∈ {1, . . . , a} mit 0 < pXi < 1:












(c) Falls zusätzlich zu den am Anfang dieses Satzes gestellten Voraussetzungen
noch σ∗mini > 0 gilt, so konvergiert
√
n
p̂ ∗mini,n − p∗i
σ̂∗mini,n
in Verteilung gegen eine Standardnormalverteilung.
Beweis. Siehe Anhang A.21, Seite 121.
Durch Anwendung der inversen Transformation g−1 erhalten wir bereichserhal-
tende Punkt- und Intervallschätzer:
Korollar 6.12. Unter den am Anfang des obigen Satzes formulierten Bedingungen





∈ (0, 1) ist ein stark konsistenter Schätzer für pXi .
(b) Unter der zusätzlichen Bedingung σ∗mini > 0 ist[














für alle α ∈ (0, 1) ein asymptotisches (1− α)-Konfidenzintervall für pXi .
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Beweis. Behauptung (a) ergibt sich aus obigem Satz und der Stetigkeit von g−1.
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Anhang A
Beweise
In diesem Anhang befinden sich die Beweise zu den Ergebnissen des Hauptteils dieser
Arbeit, deren Umfang über wenige Zeilen hinausgeht. Dementsprechend sollte dieses
Kapitel nicht für sich allein gelesen werden, sondern es sollte während der Lektüre
des Hauptteils bei Bedarf zum Nachschlagen verwendet werden. Um das Suchen der
Beweise zu erleichtern, ist für jeden Beweis ein eigener Abschnitt angelegt worden.
Bei allen Beweisen in dieser Arbeit werden die grundlegenden Regeln der Maß-
und Wahrscheinlichkeitstheorie, wie zum Beispiel die Monotonie und die Linearität
des Erwartungswerts, stillschweigend verwendet. Eine kurze und präzise Übersicht
zu den wichtigsten Ausgangspunkten der asymptotischen Statistik findet man in den
Kapiteln 2 und 3 des Lehrbuchs von van der Vaart (1998).
A.1 Beweis von Satz 3.3
Beweis von Satz 3.3. (a) Falls F1 = F2 ist, X11 also die gleiche Verteilung wie X21
hat, so ergibt sich aus Symmetriegründen




= P(X11 < X21) +
1
2
P(X11 = X21) = p2.




Falls X11 und X21 symmetrisch um das gleiche Symmetriezentrum µ verteilt sind,
so gilt
Xi1 − µ ∼ µ−Xi1, i = 1, 2,
und deshalb












= P(X11 < X21) +
1
2
P(X11 = X21) = p2.
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Der zweite Teil der Behauptung aus Teil (a) des Satzes ergibt sich also wieder aus
p1 + p2 = 1.
(b) Sei o. E. d. A. µ1 < µ2. Da die Verteilungsfunktion F2(· + µ2 − µ1) das
Symmetriezentrum µ1 hat, folgt aus Teil (a)∫













(c) Sei o. E. d. A. F1 stochastisch größer als F2, das heißt, es gelte F1(x) ≤ F2(x)
für alle x ∈ R und es existiere ein x0 mit F1(x0) < F2(x0). Aus Teil (a) dieses Satzes





Deshalb genügt es ∫
(F2 − F1) dF1 = p1 −
∫
F1 dF1 > 0
zu zeigen.
Nach Voraussetzung gilt
F2(x0)− F1(x0) = ε > 0.
Wegen F1(x)→ 1 für x→∞ erhalten wir
y0 = sup
{





Wir unterscheiden nun zwei Fälle in Abhängigkeit davon, ob F1 in y0 stetig ist.
Sei zunächst F1 stetig in y0. Daraus folgt F2(x0) − F1(y0) = ε/2 und deshalb
F1(y0) − F1(x0) = ε/2. Für alle x ∈ [x0, y0] gilt F2(x) − F1(x) ≥ ε/2. Insgesamt
erhalten wir∫
(F2 − F1) dF1 ≥
∫ y0
x0














Sei nun F1 nicht stetig in y0, das heißt, F1 habe eine Sprungstelle mit einer Höhe
δ > 0 in y0. Wegen






F+2 (y0)− F+1 (y0) = lim
x↓y0
(F2(x)− F1(x)) ≥ 0





[F−2 (y0)− F−1 (y0)] +
1
2





(F2 − F1) dF1 ≥
∫
{y0}








· δ > 0.
A.2 Beweis von Satz 3.7







































Die zweite Gleichung ergibt sich wie in (3.7) auf Seite 23 aus dem Satz von Fubini.
A.3 Beweis von Satz 3.9
Beweis von Satz 3.9. Sei zunächst Fis mit Bezug auf (Fis+Fuv)/2 tendenziell kleiner


































Damit ist Teil (a) bewiesen. Die anderen beiden Teile können analog bewiesen wer-
den.
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A.4 Beweis von Satz 3.10
Beweis von Satz 3.10. Für eine natürliche Zahl m und reelle Zahlen xiks,
i = 1, . . . , a, k = 1, . . . ,m, s = 1, . . . , t, bezeichne rMiks für jede Teilmenge M ⊂
{1, . . . , a} × {1, . . . , t} den Mittelrang von xiks unter allen Zahlen






definieren für gegebene xiks in natürlicher Weise ein Wort auf {1, . . . , a}×{1, . . . , t}.
Identifizieren wir {C1, . . . , Cat} durch die Bijektion Cis 7→ (i, s) mit {1, . . . , a} ×
{1, . . . , t}, so können wir dieses Wort als ein Wort auf {C1, . . . , Cat} auffassen. Die
Menge aller auf diese Art erzeugter Wörter heißt nach Haunsperger (1992) Kruskal-
Wallis-Wörterbuch auf {C1, . . . , Cat}. In Haunsperger (1992) wird die Übereinstim-
mung des Kruskal-Wallis-Wörterbuches auf {C1, . . . , Cat} mit dem Borda-Wörter-
buch auf {C1, . . . , Cat} gezeigt. Wir müssen also nur noch beweisen, dass das Kruskal-
Wallis-Wörterbuch in dem Wörterbuch der tendenziellen Relationen enthalten ist.
Dazu betrachten wir das Kruskal-Wallis-Wörterbuch wieder als ein Wörterbuch
auf {1, . . . , a}×{1, . . . , t}. Für gegebene xiks, i = 1, . . . , a, k = 1, . . . ,m, s = 1, . . . , t







definierte Verteilungsfunktion. Durch Abzählen erhalten wir für alle Teilmengen
M ⊂ {1, . . . , a} × {1, . . . , t} mit den Bezeichnungen FM =
∑













Also stimmt das zu den xik gehörige Wort im Kruskal-Wallis-Wörterbuch mit dem
zu den Verteilungsfunktionen Fis gehörenden Wort im Wörterbuch der tendenziellen
Relationen überein.
A.5 Beweis von Satz 3.11
Beweis von Satz 3.11. Wir zeigen die folgenden Implikationen:
(a) Wenn Fis tendenziell kleiner als Fuv ist, dann ist Fis mit Bezug auf F ·· ten-
denziell kleiner als Fuv.
(b) Wenn Fis und Fuv tendenziell gleich sind, dann sind Fis und Fuv mit Bezug
auf F ·· tendenziell gleich.
(c) Wenn Fis tendenziell größer als Fuv ist, dann ist Fis mit Bezug auf F ·· tenden-
ziell größer als Fuv.
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Zusammen ergeben diese Implikationen die behaupteten Äquivalenzen.
(a) Fis sei tendenziell kleiner als Fuv, das heißt,∫
Fuv dFis = P(Xu2v1 < Xi1s1) +
1
2




Da die Verteilungsfunktionen stochastisch geordnet sind, muss nach Satz 3.3
(siehe Seite 25) Fis auch stochastisch kleiner als Fuv sein, also Fis ≥ Fuv
gelten. Wir zeigen unter Verwendung der Darstellung aus Satz 3.7 (siehe Sei-
te 33), partieller Integration und Korollar 3.4 (siehe Seite 25) die zur Behaup-
tung, Fis sei mit Bezug auf F ·· tendenziell kleiner als Fuv, äquivalente Aussage
puv − pis > 0.























































(b) Nach Satz 3.3 können die stochastisch geordneten Verteilungsfunktionen Fis
und Fuv nur dann tendenziell gleich sein, wenn sie identisch sind. Mit der
Darstellung aus Satz 3.7 folgt sofort pis = puv.
(c) Ergibt sich bei Vertauschung der Verteilungsfunktionen aus Teil (a).
A.6 Beweis von Satz 3.12
Das folgende Lemma dient als Vorbereitung für die Beweise der Sätze 3.12 und 3.13.
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Die zweite Behauptung ergibt sich analog.
Beweis von Satz 3.12. Die Behauptungen folgen mit Lemma A.1 aus pi∗ ∈ [0, 1] und
p∗s ∈ [0, 1].
A.7 Beweis von Satz 3.13













zu zeigen. Dies ergibt sich nach elementaren Umformungen aus Lemma A.1.
A.8 Beweis von Satz 4.1



















































Beweis von Satz 4.1. Die Erwartungstreue haben wir bereits durch die Konstruktion
sichergestellt.










































Die zweite Abschätzung folgt aus dieser Ungleichung mit Hilfe der üblichen Re-
chenregeln für Varianzen.
A.9 Beweis von Satz 4.2
Beweis von Satz 4.2. Wegen der gleichmäßigen Beschränktheit der Zufallsvariablen
F̂iks(x), k = 1, . . . , ni, gilt nach dem Starken Gesetz der großen Zahl in der Darstel-








Das gleiche Resultat kann man völlig analog für die links- und rechtsstetigen Ver-
sionen der Verteilungsfunktionen und empirischen Verteilungsfunktionen beweisen.
Für jedes ε > 0 existiert nun ein Menge x = {x0, x1, . . . , xm} mit −∞ = x0 <
x1 < · · · < xm =∞, so dass
F−is (xi)− F+is (xi−1) < ε
für alle i ∈ {1, . . . ,m} gilt. Für alle x ∈ R \ x gibt es ein i ∈ {1, . . . ,m} mit
xi−1 < x < xi und deshalb
F̂+is,n(xi−1)− F+is (xi−1)− ε ≤ F̂is,n(x)− Fis(x) ≤ F̂−is,n(xi)− F−is (xi) + ε.
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is sicherlich gleichmäßig auf der







Da dies für jedes ε > 0 zutrifft, folgt die erste Behauptung des Satzes. Die zweite
ergibt sich jetzt aus der Dreiecksungleichung.
A.10 Beweis von Satz 4.3
Beweis von Satz 4.3. Es gilt
|p̂is,n − pis| =
∣∣∣∣∫ Ĥis,n dF̂is,n − ∫ His dFis∣∣∣∣
=
∣∣∣∣∫ (Ĥis,n −His) dF̂is,n + ∫ His d(F̂is,n − Fis)∣∣∣∣
≤
∣∣∣∣∫ (Ĥis,n −His) dF̂is,n∣∣∣∣+ ∣∣∣∣∫ His d(F̂is,n − Fis)∣∣∣∣ .
Auf den ersten Summanden können wir Satz 4.2 (siehe Seite 48) sofort anwenden.∣∣∣∣∫ (Ĥis,n −His) dF̂is,n∣∣∣∣ ≤ ∥∥∥Ĥis,n −His∥∥∥∞ f.s.−→ 0























um dann auch Satz 4.2 anwenden zu können:∣∣∣∣∫ (Fis − F̂is,n) dHis∣∣∣∣ ≤ ∥∥∥F̂is,n − Fis∥∥∥∞ f.s.−→ 0.
A.11 Beweis von Satz 4.5
Beweis von Satz 4.5. Es sei 0 < ε < 1 und die Verteilung der Zufallsvariablen X ik,
i = 1, . . . , a, k = 1, . . . , ni, sei durch P(1−ε)F+εG gegeben. Unter der Bedingung (A1)
auf Seite 13 folgt aus Satz 4.3 (siehe Seite 50)








[(1− ε)Fuv + εGuv] d [(1− ε)Fis + εGis]



















































(1− ε)2pis + (1− ε)ε
∫















(1− ε)2pis, 1− (1− ε)2(1− pis)
]
. (A.2)
















In jedem der beiden Fälle ist Kε kompakt und eine echte Teilmenge des Einheitsin-
tervalls [0, 1]. Wegen (A.1) und (A.2) gilt wie behauptet
P(1−ε)F+εG(p̂is,n ∈ Kε)→ 1.
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A.12 Beweis von Satz 5.1
Die Technik des Beweises von Satz 5.1 ist der des Beweises von Theorem 3.2 aus
Brunner et al. (1999) nachempfunden. Wir bereiten den Beweis durch ein Lemma
vor.
Lemma A.3. Mit der Bezeichnung Fiks = λiksFis gilt:
(a) Falls eins der vier Indexpaare (i, k), (i, k′), (u, w) und (u′, w′) von den drei
















(b) Falls nicht, so ist∣∣∣∣E [∫ (F̂uwv − Fuwv) d(F̂iks − Fiks)∫ (F̂u′w′v′ − Fu′w′v′) d(F̂ik′s − Fik′s)]∣∣∣∣
≤ 4.
Beweis. (a) Einer der vier Zufallsvektoren X iks, X ik′s, Xuwv und Xu′w′v′ ist un-
abhängig von den drei anderen, je nachdem welches Indexpaar von den drei anderen













































In den drei anderen Fällen verläuft der Beweis analog.
(b) Zunächst gelten∣∣∣∣∫ (F̂uwv − Fuwv) d(F̂iks − Fiks)∣∣∣∣
≤
∣∣∣∣∫ (F̂uwv − Fuwv) dF̂iks∣∣∣∣+ ∣∣∣∣∫ (F̂uwv − Fuwv) dFiks∣∣∣∣ ≤ 2
und aus dem gleichen Grund∣∣∣∣∫ (F̂u′w′v′ − Fu′w′v′) d(F̂ik′s − Fik′s)∣∣∣∣ ≤ 2.
Daraus folgt∣∣∣∣[∫ (F̂uwv − Fuwv) d(F̂iks − Fiks)∫ (F̂u′w′v′ − Fu′w′v′) d(F̂ik′s − Fik′s)]∣∣∣∣ ≤ 4
und somit die Behauptung.
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Nun schätzen wir die Summanden Sis und Tis getrennt ab. Dabei benutzen wir Lem-
ma A.3. Die Aussagen dieses Lemmas lauten in der hier eingeführten Schreibweise:
|φuwviksu′w′v′iksk′| ≤

0 : eins der Indexpaare (u, w), (u′, w′), (i, k), (i, k′) ist
von den drei anderen verschieden,
4 : sonst.
Betrachten wir zunächst Sis. Da für k = k
′ auch (i, k) = (i, k′) gilt, folgt aus
(u, w) 6= (u′, w′), dass wenigstens eins der beiden Paare (u, w) und (u′, w′) von
(i, k) und damit von allen drei anderen Paaren verschieden ist, und deshalb also


















































Jetzt schätzen wir |Tis| ab. Falls u 6= u′ ist, gilt u 6= i oder u′ 6= i, und deshalb
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übrig. Wegen u = u′ = i ist nur noch zu prüfen, wann einer der Indizes w,w′, k und k′
von den drei anderen verschieden ist. Dies gilt wegen k 6= k′ sicher für w = w′. Falls
aber w 6= w′ ist, sind sogar alle vier Indizes w, w′, k und k′ paarweise verschieden,



















































Damit ist (A.3) schließlich bewiesen.
A.13 Beweis von Korollar 5.2
Beweis von Korollar 5.2. Aufbauend auf den asymptotischen Äquivalenzsatz neh-













































H dF̂ n +
∫










H dF̂ n + 1at −
∫
F dĤn − 2p
)




H dF̂ n + 1at −
∫

















H dF̂ n + 1at −
∫




H dF + 1at −
∫
F dH − 2p






− 2p = 0
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reicht es, ∫


































































































































































Die gleichmäßige Beschränktheit der Zufallsvektoren Ψik,n ergibt sich wegen
ni ≤ n sofort aus Annahme (A2) auf Seite 13.
A.14 Beweis von Satz 5.6
Wir benötigen zunächst folgendes
Lemma A.4. Für jede Konstante M ∈ R und jede natürliche Zahl d gibt es eine
Nullfolge positiver Zahlen an mit folgender Eigenschaft: Für alle Folgen unabhängig
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identisch verteilter und zentrierter d-dimensionaler Zufallsvektoren Y k mit Kovari-










Beweis. Nach Proposition A.5.2 auf Seite 457 in van der Vaart und Wellner (1996)























‖Y 1‖ ≥ εn1/2
)]1/3
+ Cd1/4ε1/4M1/2 + Cd1/4ε1/4M1/2
∣∣∣∣log εM2d
∣∣∣∣1/2 .




erhalten wir wegen der Beschränktheit der Y k und










≤ an → 0.
Nach dieser Vorbereitung kommen wir zum



















Wir vereinbaren zunächst einige Bezeichnungen. Die Menge M 0 sei das t-fache
kartesische Produkt der Menge {0, 1, . . . ,m0}. Für jedes m ∈M 0 sei nim die Anzahl
der Versuchseinheiten in der i-ten Gruppe mit Dimensionsvektor m, das heißt,












V im,n = Cov(Sim,n).
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Da die Verteilung der Summanden Ψik,n−E(Ψik,n) nur von i und mik abhängt, ist
Sim,n eine Summe unabhängig identisch verteilter Zufallsvektoren.
Wir unterscheiden nun zwei Fälle bezüglich der monoton wachsenden Folgen
(nim): Diese sind entweder beschränkt oder konvergieren gegen ∞.

















[Ψik,n − E(Ψik,n)]→ 0,
da nach den Annahmen (A1) und (A2)
√
n/ni → 0 konvergiert und die Anzahl der
gleichmäßig beschränkten Summanden in der Summe in der letzten Zeile beschränkt
bleibt. Folglich gelten auch die Aussagen V im,n → 0 und
ρ [Sim,n, N(0, V im,n)]→ 0. (A.5)
Im zweiten Fall können wir Lemma A.4 anwenden und erhalten eine Nullfolge
(an) mit
ρ [Sim,n, N(0, V im,n)] ≤ anim .
Wegen nim →∞ gilt anim → 0 und also auch in diesem Fall (A.5).
Wegen Lemma 5.4 und nach (A.5) gibt es für alle (i, m) Wahrscheinlichkeitsräu-
me (Ωim,Aim, Pim) und darauf definierte Zufallsvektoren Y im,n und Zim,n mit
Y im,n ∼ Sim,n, Zim,n ∼ N(0, V im,n) und Y im,n −Zim,n
f.s.−→ 0.
Wir bilden das Produkt dieser Wahrscheinlichkeitsräume







ω = (ωim)i∈{1,...,a}, m∈M0 .
Die darauf definierten Zufallsvektoren Ỹ im,n und Z̃im,n seien durch
Ỹ im,n : ω 7→ Y im,n(ωim) und Z̃im,n : ω 7→ Zim,n(ωim)
erklärt. Daraus ergibt sich





















































Die erneute Anwendung von Lemma 5.4 liefert schließlich wie verlangt (A.4).
A.15 Beweis von Satz 5.8
Lemma A.5. X1n, . . . , Xnn, n ∈ N, seien unabhängige, gleichmäßig beschränkte






fast sicher gegen 0.
Beweis. Der Beweis kann völlig analog zu dem Beweis von Theorem 7.2 in Williams
(1991) geführt werden, wenn wir die dort verwendeten Zufallsvariablen X1, . . . , Xn
jeweils durch X1n, . . . , Xnn ersetzen.
Beweis von Satz 5.8. Wir führen den Beweis komponentenweise und gehen dabei









Aus Lemma A.5 ergibt sich wegen der gleichmäßigen Beschränktheit der Zufalls-






(Ψikuv,n − E[Ψikuv,n])(Ψiku′v′,n − E[Ψiku′v′,n])
− E[(Ψikuv,n − E[Ψikuv,n])(Ψiku′v′,n − E[Ψiku′v′,n])]
] f.s.−→ 0.
Damit folgt (A.6) aus Annahme (A2) auf Seite 13.
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Für den Beweis von (A.7) zerlegen wir σ̃uvu′v′,n − σ̌uvu′v′,n in zwei Summanden






































n2i (ni − 1)
ni∑
k=1








[(Ψikuv,n − E[Ψikuv,n])(Ψiku′v′,n − E[Ψiku′v′,n])





n2i (ni − 1)
ni∑
k=1
(Ψikuv,n − µ̌ikuv,n)(Ψiku′v′,n − µ̌iku′v′,n) (A.10)
Der Subtrahend aus (A.10) konvergiert wegen der Annahmen (A1) und (A2)
sowie wegen der gleichmäßigen Beschränktheit der Zufallsvariablen (Ψikuv,n−µ̌ikuv,n)
(Ψiku′v′,n − µ̌iku′v′,n) gegen 0.





Im Fall u = i erhalten wir durch partielle Integration, die Dreiecksungleichung und






































































































Im Fall u 6= i kann man (A.11) analog beweisen.










(Ψikuv,n − E[Ψikuv,n])(Ψiku′v′,n − E[Ψiku′v′,n])














































Aus der Annahme (A2), der gleichmäßigen Beschränktheit der Zufallsvariablen
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∣∣(µ̌iku′v′,n −Ψiku′v′,n)(E[Ψikuv,n]− µ̌ikuv,n)∣∣) f.s.−→ 0,
so dass (A.7) schließlich bewiesen ist.
Zur Vorbereitung des Beweises von (A.8) zeigen wir
max
k=1,...,ni


















































































Für u 6= i ergibt sich (A.12) analog, so wie sich auch (A.13) analog nachweisen lässt.
Nun formen wir zum Nachweis von (A.8) den Ausdruck |σ̌uvu′v′,n − σ̂uvu′v′,n| so




























































[∣∣∣(Ψikuv,n − µ̌ikuv,n)(Ψiku′v′,n − Ψ̂iku′v′,n)∣∣∣
+
∣∣∣(Ψikuv,n − µ̌ikuv,n)(µ̌iku′v′,n − µ̂iku′v′,n)∣∣∣
+
∣∣∣(Ψ̂iku′v′,n − µ̂iku′v′,n)(Ψikuv,n − Ψ̂ikuv,n)∣∣∣
+








[∣∣∣(Ψikuv,n − µ̌ikuv,n)(Ψiku′v′,n − Ψ̂iku′v′,n)∣∣∣
+
∣∣∣(Ψikuv,n − µ̌ikuv,n)(µ̌iku′v′,n − µ̂iku′v′,n)∣∣∣
+
∣∣∣(Ψ̂iku′v′,n − µ̂iku′v′,n)(Ψikuv,n − Ψ̂ikuv,n)∣∣∣
+









∣∣∣(Ψikuv,n − µ̌ikuv,n)(Ψiku′v′,n − Ψ̂iku′v′,n)∣∣∣
+ max
k=1,...,ni
∣∣∣(Ψikuv,n − µ̌ikuv,n)(µ̌iku′v′,n − µ̂iku′v′,n)∣∣∣
+ max
k=1,...,ni
∣∣∣(Ψ̂iku′v′,n − µ̂iku′v′,n)(Ψikuv,n − Ψ̂ikuv,n)∣∣∣
+ max
k=1,...,ni
∣∣∣(Ψ̂iku′v′,n − µ̂iku′v′,n)(µ̌ikuv,n − µ̂ikuv,n)∣∣∣).
Aus der Annahme (A2), der gleichmäßigen Beschränktheit der Zufallsvariablen









∣∣∣(Ψikuv,n − µ̌ikuv,n)(Ψiku′v′,n − Ψ̂iku′v′,n)∣∣∣
+ max
k=1,...,ni
∣∣∣(Ψikuv,n − µ̌ikuv,n)(µ̌iku′v′,n − µ̂iku′v′,n)∣∣∣
+ max
k=1,...,ni
∣∣∣(Ψ̂iku′v′,n − µ̂iku′v′,n)(Ψikuv,n − Ψ̂ikuv,n)∣∣∣
+ max
k=1,...,ni
∣∣∣(Ψ̂iku′v′,n − µ̂iku′v′,n)(µ̌ikuv,n − µ̂ikuv,n)∣∣∣) f.s.−→ 0.
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Somit ist schließlich auch (A.8) bewiesen.
Die zweite Aussage des Satzes ergibt sich aus der Tatsache, dass aus der fast
sicheren Konvergenz gleichmäßig beschränkter Zufallsvariablen auch die Konvergenz
aller Momente folgt (siehe z. B. van der Vaart, 1998, Abschnitt 2.5).
A.16 Beweis von Satz 5.10








mit Yn − Zn
f.s.−→ 0.
Wegen Annahme (A4) folgt Yn/σis,n−Zn/σis,n









und damit aufgrund von Lemma 5.3
√
n(p̂is,n − pis)/σis,n
D−→ N(0, 1). Weiterhin gilt





















Die anderen beiden Aussagen des Satzes können analog bewiesen werden.
A.17 Beweis von Satz 5.13
Beweis von Satz 5.13. Wir führen den Beweis für pis. Für pi∗ und p∗s sind analoge
Beweise möglich.
Zunächst schließen wir die Fälle pis = 0 und pis = 1 aus. Im Fall pis = 0 gilt
nach Definition 3.2 auf Seite 30 für alle Paare (u, v) 6= (i, s)
P(Xu2v1 < Xi1s1) +
1
2
P(Xu2v1 = Xi1s1) = 0.
Deshalb gilt für alle Indizes (k, `) und (u, w, v, r)
P(Xuwvr < Xiks`) +
1
2
P(Xuwvr = Xiks`) = 0.




































: i 6= u.
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Ebenso lässt sich zeigen, dass pis = 1 im Widerspruch zu Annahme (A4) steht.
Wenden wir nun die Delta-Methode in Form von Theorem 3.1 aus van der Vaart









Wegen der Konsistenz von p̂is, der Stetigkeit von g




Aus dem Beweis von Satz 5.10 (siehe Seite 65) wissen wir bereits σis,n/σ̂is,n
f.s.−→ 1















A.18 Beweis von Satz 6.5























Wenden wir Annahme (A2) auf Seite 13 auf die Gleichungen (6.3) und (6.4) (siehe
Seite 86) an, so erkennen wir, dass die Schätzer σ̂Yii,n und σ̂
XY
ii,n gleichmäßig beschränkt
sind. Da die Yik keine Einpunktverteilung haben, gilt τ
2
Y > 0. Mit der Identität (6.2)




















Durch Anwendung von Satz 6.4 auf σYii,n−σ̂Yii,n und σ̂XYii,n−σXYii,n erhalten wir schließlich
(A.14).
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(a) Um die starke Konsistenz von p̂mini,n nachzuweisen, müssen wir




zeigen. Aus Satz 4.3 auf Seite 50 wissen wir bereits
p̂Xi,n − pXi
f.s.−→ 0 und p̂Yi,n − pYi
f.s.−→ 0.





∣∣γ̂mini,n ∣∣ ≤M) = 1 (A.16)




ii,n ergibt sich dies aus der gleichmäßigen Beschränktheit
der σ̂XYii,n und (A.15).
(b) Es ist(
σ̂mini,n
)2 − (σmini,n )2




















zu zeigen. Dass An fast sicher gegen 0 konvergiert, wissen wir bereits aus Satz 6.4.





































Nun ergeben sich Bn
f.s.−→ 0 und Cn
f.s.−→ 0 aus der gleichmäßigen Beschränktheit der
σXYii,n , der σ
Y
ii,n und der γ
min
i,n , sowie aus (A.14), (A.16) und Satz 6.4.





































Wegen der gleichmäßigen Beschränktheit der γmini,n und wegen der Annahme
lim infn→∞ σ
min
i,n > 0 folgt daraus
ΓXn − γmini,n ΓYn
σmini,n
−
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Unter Beachtung von











∆Xn − γmini,n ∆Yn
σmini,n
∼ N(0, 1)













und nach Lemma 5.3 auf Seite 61
√
n






Zum Beweis der Behauptung fehlt nun nur noch der Nachweis von
√
n































Zum Nachweis von (A.17) bemerken wir zunächst
√
n






















Wegen γ̂mini,n − γmini,n
















gilt, ergibt sich (A.17) und damit
√
n





D−→ N(0, 1) (A.19)
aus Lemma D.15 in Domhof (1999).
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Um (A.18) zu beweisen, schreiben wir
√
n


































so dass wir auf Grund der Annahme lim infn→∞ σ
min





erhalten. Nun ergibt sich (A.18) unter Berücksichtigung von (A.19) aus dem Satz
von Slutsky.
A.19 Beweis von Satz 6.7











, N(0, V n)
]
→ 0.
Da ρ eine Metrik ist und somit der Dreiecksungleichung genügt, müssen wir wegen
Lemma 5.3 (siehe Seite 61) nur noch
ρ[N(0, V n), N(0, V )]→ 0
zeigen. Dies ergibt sich auf Grund der gleichmäßigen Beschränktheit der V n aus den
Sätzen D.12 und D.14 in Domhof (1999).
A.20 Beweis von Satz 6.9
Beweis von Satz 6.9. Die Abbildung













































und Satz 6.7 auf Seite 90 liefert die multivariate Delta-Methode (siehe z. B. van der


















































A.21 Beweis von Satz 6.11
Beweis von Satz 6.11. (a) Aus Satz 4.3 auf Seite 50 wissen wir bereits p̂Xi,n
f.s.−→ pXi
und p̂Yi,n




) f.s.−→ g (pXi ) , g′ (p̂Xi,n) f.s.−→ g′ (pXi ) und g (p̂Yi,n) f.s.−→ g (pYi ) . (A.20)
Wegen Satz 6.8 auf Seite 91 gilt außerdem
σ̂Xii,n
f.s.−→ σXii , σ̂Yii,n
f.s.−→ σYii und σ̂XYii,n
f.s.−→ σXYii . (A.21)
Da die Verteilung der Yik keine Einpunktverteilung ist, gilt σ
Y






Anhand der Gleichungen (A.20), (A.21) und (A.22) ergibt sich aus den wohlbekann-





















































(b) Mit den Gleichungen (A.20), (A.21) und (A.22) und den wohlbekannten
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und damit nach Korollar 6.10
√
n
p̂ ∗mini,n − p∗i
σ∗mini
D−→ N(0, 1).
Aus Teil (b) dieses Satzes und wiederum dem Lemma von Slutsky folgt nun
√
n












p̂ ∗mini,n − p∗i
σ∗mini
P−→ 0.
und deshalb wie behauptet
√
n





Zur praktischen Umsetzung von Teilen der in dieser Arbeit vorgestellten Verfahren
existieren zwei vom Autor der vorliegenden Arbeit erstellte SAS-Makros: RE_CI und
SIMPLE_RE_CI. Die beiden Makros sind über das Internet unter der URL
http://www.ams.med.uni-goettingen.de/Projekte/LD/Makros LD.html
erhältlich. In den folgenden beiden Abschnitten wird kurz die Handhabung der bei-
den Makros beschrieben.
B.1 Das Makro RE CI
Ist das Makro RE_CI in der Datei RE_CI.SAS im Pfad PATH enthalten, so kann es in
SAS mit dem Befehl
%INCLUDE ’PATH/RE_CI.SAS’;
eingebunden werden.
Die SAS-Datensätze müssen, um mit dem Makro ausgewertet werden zu können,
für jede Beobachtung Xiks` eine Zeile enthalten. Jede Zeile muss die Informationen
darüber enthalten, zu welcher Gruppe und welcher Versuchseinheit die Beobach-
tung gehört, sowie unter welcher Bedingung die Beobachtung gemacht wurde. Somit
besteht ein Datensatz für das Makro RE_CI in der Regel aus vier und in den Spezi-
alfällen a = 1 oder t = 1 aus drei Variablen mit der folgenden Bedeutung:
• Gruppenvariable (falls a 6= 1): Bezeichnungen für die Gruppen.
• Versuchseinheitsvariable: Bezeichnungen für die Versuchseinheiten. Alle Ver-
suchseinheiten müssen auch dann, wenn sie zu unterschiedlichen Gruppen
gehören, verschiedene Bezeichnungen tragen.
• Bedingungsvariable (falls t 6= 1): Bezeichnungen für die Bedingungen.
• Beobachtungsvariable: Werte der Beobachtungen. Fehlende Werte können
durch einen Punkt dargestellt werden.
Der Datensatz für den Wasser-Irrgarten-Test kann zum Beispiel auf folgende Weise
erzeugt werden:
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DATA wasser;
INPUT behandlung $ mutter tag score;
CARDS;
Placebo 1 1 13
Placebo 1 2 21
Placebo 1 1 11
Placebo 1 2 21
Placebo 2 1 14
Placebo 2 2 13
Placebo 2 1 20
Placebo 2 2 21
...
Dosis3 19 2 21
RUN;
Das Makro RE_CI verfügt über sechs Schlüsselwort-Parameter:
• DATA: Name des auszuwertenden Datensatzes.
• VAR: Name der Beobachtungsvariablen.
• GROUP (falls a 6= 1): Name der Gruppenvariablen.
• TIME (falls t 6= 1): Name der Bedingungsvariablen.
• SUBJECT: Name der Versuchseinheitsvariablen.
• ALPHA: Legt das Niveau der Konfidenzintervalle auf 1 - ALPHA fest. Die Vor-
einstellung ist 0.05.
Der Aufruf des Makros zur Berechnung von 90%-Konfidenzintervallen für das oben
genannte Beispiel lautet dementsprechend:
%RE_CI(DATA=wasser, VAR=score, GROUP=behandlung, TIME=tag,
SUBJECT=mutter, ALPHA=0.1)
Auf der ersten Seite der Ausgabe des Makros befinden sich allgemeine Informa-
tionen über den Datensatz, wie Namen, Anzahlen und Stichprobenumfänge. Für das
in diesem Abschnitt gewählte Beispiel hat die erste Seite die folgende Gestalt.
RE_CI
Point Estimators and Confidence-Intervals for Relative Effects
SAS-Data-Filename: wasser
Response-Variable: score Observations: 288
Group-Variable: gruppe Groups: 4
Time-Variable: tag Timepoints: 2
Subject-Variable: mutter Subjects: 72
Missing Values: 0
B.2. Das Makro SIMPLE RE CI 125
Group-Nr. Group-Name Time Point-Nr. Time Point-Name
1 Dosis1 1 1
2 Dosis2 2 7
3 Dosis3
4 Placebo
Group Time Subjects Observations Missing Values
1 1 17 34 0
1 2 17 34 0
2 1 19 38 0
2 2 19 38 0
3 1 19 38 0
3 2 19 38 0
4 1 17 34 0
4 2 17 34 0
Die zweite Seite der Ausgabe enthält die Punktschätzer (Überschrift RE), Schät-
zer für die Varianzen (Überschrift Variance) und die Konfidenzintervalle auf Grund-
lage der Normal-Approximation (Überschriften Normal Low und Normal Up) und
der Transformationsmethode (Überschriften Trans Low und Trans Up). Zu beach-
ten ist, dass es sich bei den Varianzschätzern nicht um die σ̂2is,n, sondern um die
Varianzschätzer für die p̂is,n, also um σ̂
2
is,n/n handelt. Für das hier betrachtete Bei-
spiel sieht die zweite Seite der Ausgabe folgendermaßen aus.
Relative Effects, Variances and Confidence-Limits (alpha=0.1)
Group Time RE Variance Normal Low Normal Up Trans Low Trans Up
1 1 .47709 .00257 .39370 .56049 .39509 .56035
1 2 .65563 .00298 .56590 .74535 .56131 .73910
2 1 .39234 .00292 .30344 .48124 .30781 .48385
2 2 .61980 .00246 .53829 .70131 .53564 .69733
3 1 .27720 .00188 .20594 .34846 .21181 .35371
3 2 .52551 .00263 .44121 .60981 .44128 .60831
4 1 .38329 .00241 .30251 .46407 .30633 .46659
4 2 .66914 .00189 .59758 .74070 .59413 .73643
B.2 Das Makro SIMPLE RE CI
Das SAS-Makro SIMPLE_RE_CI unterscheidet sich von dem Makro RE_CI insofern,
als es nur Datensätze aus Versuchen mit einer einfacheren Strukur auswerten kann.
Für alle Tripel (i, k, s) muss bei diesem Makro miks = 1 gelten. Es dürfen also keine
Werte fehlen und keine abhängigen Messwiederholungen vorliegen. Zusätzlich zu
den vom Makro RE_CI berechneten Konfidenzintervallen auf Grundlage der Normal-
Approximation und der Transformationsmethode können mit dieser Einschränkung
mit dem Makro SIMPLE_RE_CI aber auch Konfidenzintervalle auf Grundlage der
t-Approximation und der Perzentilmethode ermittelt werden.
Die beiden in diesem Anhang vorgestellten Makros stimmen in Bezug auf ihre
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Einbindung, die Struktur der zugehörigen SAS-Datensätze und die Syntax im We-
sentlichen überein. Um also zum Beispiel den Datensatz aus der Schulterschmerz-
Studie zu bearbeiten, könnte der SAS-Datensatz zunächst durch folgendes Pro-
gramm erzeugt werden:
DATA schulter;
INPUT patient behand $ tag score;
CARDS;
1 Y 1 1
1 Y 2 1
1 Y 3 1
1 Y 4 1
1 Y 5 1
1 Y 6 1
2 Y 1 3
...
19 N 6 1
RUN;
Beim Aufruf des Makros SIMPLE_RE_CI steht im Vergleich zum Makro RE_CI der
zusätzliche Schlüsselwort-Parameter BOOT zur Verfügung, durch den die Anzahl der
erzeugten Bootstrap-Stichproben festgelegt wird. Die Voreinstellung beträgt 5000.
Um zum Beispiel 95%-Konfidenzintervalle mit 10000 Bootstrap-Stichproben zu be-
rechnen, kann das Makro für obiges Beispiel wie folgt aufgerufen werden:
%SIMPLE_RE_CI(DATA=schulter, VAR=score, GROUP=behand, TIME=tag,
SUBJECT=patient, BOOT=10000)
Die erste Seite der Ausgabe besteht wie bei dem anderen Makro aus allgemeinen
Informationen, also Namen, Anzahlen und Stichprobenumfängen:
SIMPLE_RE_CI
Point Estimators and Confidence-Intervals for Relative Effects
SAS-Data-Filename: schulter
Response-Variable: score Observations: 246
Group-Variable: behand Groups: 2
Time-Variable: tag Timepoints: 6
Subject-Variable: patient Subjects: 41
Group-Nr. Group-Name Subjects Time Point-Nr. Time Point-Name
1 N 19 1 1
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Die zweite Seite informiert über Punktschätzer, Varianzschätzer und Konfidenz-
intervalle. Wir geben zunächst eine Liste der Überschriften in der Ausgabe und den
darunter zu findenden Größen an:
• Group: Gruppennummer.
• Time: Bedingungsnummer.
• RE: Punktschätzer p̂is,n.
• Var: Varianzschätze σ̂2is,n/n.




























Für unser Beispiel sieht die zweite Seite der Ausgabe folgendermaßen aus:
Relative Effects, Variances and Confidence-Limits (alpha=0.05)
Group Time RE Var N Low N Up t Low t Up Tr Low Tr Up Bt Low Bt Up
1 1 .5760 .0036 .4583 .6936 .4508 .7011 .4562 .6874 .4610 .6879
1 2 .7050 .0020 .6162 .7937 .6109 .7991 .6093 .7854 .6164 .7911
1 3 .6895 .0022 .5967 .7822 .5909 .7880 .5901 .7740 .5960 .7787
1 4 .7333 .0019 .6470 .8196 .6416 .8249 .6388 .8104 .6459 .8155
1 5 .5994 .0027 .4970 .7018 .4907 .7081 .4942 .6962 .4962 .6979
1 6 .5125 .0016 .4334 .5915 .4296 .5953 .4338 .5906 .4283 .5845
2 1 .4647 .0031 .3552 .5743 .3512 .5783 .3585 .5743 .3592 .5736
2 2 .4080 .0025 .3099 .5061 .3065 .5095 .3146 .5085 .3157 .5103
2 3 .3355 .0017 .2544 .4165 .2518 .4191 .2597 .4207 .2611 .4209
2 4 .3523 .0018 .2683 .4363 .2656 .4389 .2735 .4400 .2749 .4413
2 5 .2951 .0014 .2229 .3674 .2205 .3698 .2283 .3721 .2300 .3705
2 6 .3288 .0018 .2460 .4116 .2434 .4142 .2519 .4162 .2544 .4149




Tabelle C.1: Simulierte Niveaus für die Konfidenzintervalle zur Panik-Skala-Studie I
bei einem vorgegebenen Niveau von 95%.
Methode
Woche p̂1s,n Normal t Transf. Perzentil
0 0,90 90,1% 91,9% 93,6% 90,1%
2 0,66 92,6% 94,4% 93,1% 92,1%
4 0,51 93,2% 95,0% 93,6% 92,5%
6 0,27 93,3% 94,9% 93,9% 92,6%
8 0,16 91,1% 92,7% 93,2% 91,3%
Tabelle C.2: Simulierte durchschnittliche Längen der Konfidenzintervalle zur Panik-
Skala-Studie I bei einem vorgegebenen Niveau von 95%.
Methode
Woche p̂1s,n Normal t Transf. Perzentil
0 0,90 0,12 0,13 0,13 0,12
2 0,66 0,15 0,17 0,15 0,15
4 0,51 0,17 0,19 0,17 0,17
6 0,27 0,15 0,16 0,14 0,14
8 0,16 0,19 0,20 0,19 0,18
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C.2 Panik-Skala-Studie II
Tabelle C.3: Simulierte Niveaus für die Konfidenzintervalle zur Panik-Skala-Studie II
bei einem vorgegebenen Niveau von 95%.
Methode
Agoraphobie Woche p̂is,n Normal Transformation
mit 0 0,88 93,8% 94,9%
2 0,75 92,5% 93,7%
4 0,53 94,1% 94,6%
6 0,48 94,1% 94,9%
8 0,37 93,2% 94,8%
ohne 0 0,65 93,9% 94,4%
2 0,44 92,3% 93,3%
4 0,37 92,7% 93,6%
6 0,26 91,7% 93,4%
8 0,28 92,9% 94,1%
Tabelle C.4: Simulierte durchschnittliche Längen der Konfidenzintervalle zur Panik-
Skala-Studie II bei einem vorgegebenen Niveau von 95%.
Methode
Agoraphobie Woche p̂is,n Normal Transformation
mit 0 0,88 0,10 0,10
2 0,75 0,18 0,18
4 0,53 0,20 0,19
6 0,48 0,25 0,24
8 0,37 0,29 0,28
ohne 0 0,65 0,16 0,16
2 0,44 0,27 0,26
4 0,37 0,22 0,22
6 0,26 0,25 0,25
8 0,28 0,24 0,24
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C.3 Schulterschmerz-Studie
Tabelle C.5: Simulierte Niveaus für die Konfidenzintervalle zur Schulterschmerz-
Studie bei einem vorgegebenen Niveau von 95%.
Methode
Behandlung Zeitpunkt p̂is,n Normal t Transf. Perzentil
Y 1 0,46 93,6% 94,7% 94,3% 93,6%
2 0,41 93,7% 94,5% 94,3% 93,8%
3 0,34 91,6% 92,4% 92,2% 91,7%
4 0,35 93,2% 93,9% 93,6% 93,3%
5 0,30 92,2% 93,1% 92,8% 91,9%
6 0,33 93,0% 93,8% 93,4% 93,0%
N 1 0,58 93,0% 94,4% 94,0% 93,0%
2 0,70 93,0% 94,3% 94,1% 93,1%
3 0,69 93,0% 94,3% 94,0% 93,2%
4 0,73 92,2% 93,7% 93,7% 92,7%
5 0,60 93,2% 94,4% 93,9% 93,2%
6 0,51 93,8% 95,0% 94,4% 93,7%
Tabelle C.6: Simulierte durchschnittliche Längen der Konfidenzintervalle zur
Schulterschmerz-Studie bei einem vorgegebenen Niveau von 95%.
Methode
Behandlung Zeitpunkt p̂is,n Normal t Transf. Perzentil
Y 1 0,46 0,21 0,22 0,20 0,20
2 0,41 0,19 0,19 0,18 0,18
3 0,34 0,15 0,16 0,15 0,15
4 0,35 0,16 0,16 0,16 0,15
5 0,30 0,13 0,13 0,13 0,12
6 0,33 0,15 0,15 0,15 0,14
N 1 0,58 0,25 0,27 0,25 0,25
2 0,70 0,21 0,22 0,21 0,20
3 0,69 0,22 0,23 0,21 0,21
4 0,73 0,21 0,22 0,21 0,20
5 0,60 0,24 0,25 0,23 0,23
6 0,51 0,20 0,22 0,20 0,20
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C.4 Wasser-Irrgarten-Test
Tabelle C.7: Simulierte Niveaus für die Konfidenzintervalle zum Wasser-Irrgarten-
Test bei einem vorgegebenen Niveau von 95%.
Methode
Dosis Tag p̂is,n Normal Transformation
Placebo 1 0,38 93,6% 94,3%
7 0,67 93,4% 94,1%
1 1 0,48 93,7% 94,4%
7 0,66 93,3% 93,9%
2 1 0,39 93,8% 94,5%
7 0,62 93,3% 94,2%
3 1 0,28 93,6% 94,4%
7 0,53 93,3% 94,0%
Tabelle C.8: Simulierte durchschnittliche Längen der Konfidenzintervalle zum
Wasser-Irrgarten-Test bei einem vorgegebenen Niveau von 95%.
Methode
Dosis Tag p̂is,n Normal Transformation
Placebo 1 0,38 0,19 0,19
7 0,67 0,17 0,17
1 1 0,48 0,21 0,21
7 0,66 0,18 0,18
2 1 0,39 0,19 0,19
7 0,62 0,20 0,19
3 1 0,28 0,16 0,16
7 0,53 0,22 0,21
Notation
Vektoren und Matrizen
Während wir für eindimensionale Größen Schriften normaler Stärke benutzen, ver-
wenden wir für Vektoren und Matrizen Fettschriften. Für den zu einem Vektor x
transponierten Vektor schreiben wir x′, die Transponierte einer Matrix A bezeichnen
wir mit A′. Als Symbol für den aus n Einsen bestehenden Spaltenvektor benutzen
wir 1n.
Konventionen für das Rechnen mit 0 und ∞
Für jede Zahl x ∈ R \ {0} ordnen wir dem Bruch x/0 in Abhängigkeit von dem
Vorzeichen von x den Wert +∞ oder −∞ zu. Für den Fall x = 0 gelte x/0 = 0. Für
die Ausdrücke 0 · ∞ und 0 · (−∞) vereinbaren wir als Wert die Zahl 0.
Summen und Mittelwerte
Um Summen über die möglichen Werte von Indizes abzukürzen, ersetzen wir die
entsprechenden Indizes durch das Symbol ‘·’. Zur Darstellung von Mittelwerten ver-
wenden wir zusätzlich Überstreichungen. Sei zum Beispiel
(x11, . . . , x1n, . . . , xm1, . . . , xmn)
′








xij, i = 1, . . . , n,
schreiben wir dann xi· und xi·.
Spezielle Funktionen
Die Indikatorfunktion einer Menge A bezeichnen wir mit 1A. Die Zählfunktion
c : R→ R definieren wir durch
c(x) =

0 : x < 0
1
2
: x = 0





Wahrscheinlichkeitsmaße bezeichnen wir im Allgemeinen mit dem Buchstaben P.
Wenn wir von einer Verteilungsfunktion sprechen, so meinen wir, wenn wir nicht
ausdrücklich etwas anderes sagen, stets die normalisierte Version dieser Verteilungs-
funktion. Für die linksstetige Version einer Verteilungsfunktion F schreiben wir F−
und für die rechtsstetige Version F+.
Spezielle Wahrscheinlichkeitsverteilungen
Für die univariate Normalverteilung mit Erwartungswert µ und Varianz σ2 schreiben
wir kurz N(µ, σ2). Die Verteilungsfunktion der Standardnormalverteilung bezeichnen
wir mit Φ und das α-Quantil dieser Verteilung bezeichnen wir mit zα. Als Symbol
für die multivariate Normalverteilung mit Erwartungswert µ und Kovarianzmatrix
Σ verwenden wir N(µ,Σ).
Die χ2-Verteilung mit f Freiheitsgraden bezeichnen wir mit χ2f und die t-Ver-
teilung mit der gleichen Anzahl an Freiheitsgraden mit tf . Als Schreibweise für das
α-Quantil dieser t-Verteilung benutzen wir tf,α.
Zufallsvariablen
Als Symbole für Zufallsvariablen wählen wir Großbuchstaben. Hat eine Zufallsva-
riable X die Verteilungsfunktion F oder die Verteilung P , so schreiben wir dafür
kurz
X ∼ F oder X ∼ P .
Haben zwei Zufallsvariablen X und Y die gleiche Verteilung, so verwenden als ana-
loge Schreibweise X ∼ Y .
Den Erwartungswert einer Zufallsvariablen X bezeichnen wir mit E(X), die Vari-
anz mit Var(X). Als Symbol für die Kovarianzmatrix eines Zufallsvektors X schrei-
ben wir Cov(X). Die bedingte Erwartung eines Zufallsvektors X bei gegebenem Y
stellen wir durch das Symbol E(X|Y ) dar.
Zufallsvariablen, die als Schätzer für ein statistisches Funktional dienen, sind
häufig durch den mathematischen Akzent ‘̂’, von Zeit zu Zeit aber auch durch ‘ˇ’
oder ‘˜’ gekennzeichnet.
Konvergenzbegriffe der Wahrscheinlichkeitstheorie
Konvergiert eine Folge von Zufallsvariablen Xn, n ∈ N, in Verteilung gegen eine
Zufallsvariable X ∼ P , so stellen wir dies symbolisch durch
Xn
D−→ X oder Xn
D−→ P
dar. Konvergiert Xn stochastisch oder fast sicher gegen X, so schreiben wir dafür
kurz
Xn
P−→ X oder Xn
f.s.−→ X .
Für eine Folge von Wahrscheinlichkeitsmaßen Pn und ein Wahrscheinlichkeitsmaß
P bedeutet der Ausdruck Pn
w−→ P , dass Pn schwach gegen P konvergiert.
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Zum Wintersemester 1994/95 nahm ich das Studium der Mathematik mit dem
Nebenfach Informatik an der Georg-August-Universität Göttingen auf. Die Diplom-
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tigte ich unter Anleitung von Prof. Dr. Edgar Brunner die Diplomarbeit mit dem
Titel “Rangverfahren mit unbeschränkten Scorefunktionen in faktoriellen Versuchs-
plänen” an.
Seit November 1999 bin ich als wissenschaftlicher Mitarbeiter im Rahmen des
DFG-Forschungsprojekts “Nichtparametrische Modelle und Verfahren für longitudi-
nale Daten” an der Abteilung Medizinische Statistik angestellt. Im Juli 2000 hatte
ich Gelegenheit zu einem Forschungsaufenthalt an der Indiana University, Blooming-
ton. Die vorliegende Dissertation habe ich während dieses Forschungsaufenthalts und
der Zeit als wissenschaftlicher Mitarbeiter in der Abteilung Medizinische Statistik
erstellt.
