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Abstract
A class of reaction–diffusion equations with time delay and nonlocal response is considered. Assuming
that the corresponding reaction equations have heteroclinic orbits connecting an equilibrium point and a pe-
riodic solution, we show the existence of traveling wave solutions of large wave speed joining an equilibrium
point and a periodic solution for reaction–diffusion equations. Our approach is based on a transformation
of the differential equations to integral equations in a Banach space and the rigorous analysis of the prop-
erty for a corresponding linear operator. Our approach eventually reduces a singular perturbation problem
to a regular perturbation problem. The existence of traveling wave solution therefore is obtained by the
application of Liapunov–Schmidt method and the Implicit Function Theorem.
© 2007 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we study the traveling wave solutions for a class of reaction–diffusion equations
where the reaction term depends not only on current and local state but also the past states as well
as the nonlocal interaction. This class of equations has frequently emerged in literature recent
years as models for many biological and physical problems (see [1,3–6,9–12] and references
therein). The general form of the equations can be expressed as
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∂t
(t, x) = Du(t, x)+ F
(
u(t, x),
0∫
−r
dη(θ)
∫
Rm
ξ(y)K
(
u(t + θ, x + y))dy
)
, (1.1)
where D = diag(d1, . . . , dn) is an n × n nonnegative diagonal matrix, x ∈ Rm is the spatial
variable, t  0 is the time, u(t, x) ∈ Rn,  = ∑mj=1 ∂2∂x2j is the Laplace operator, η : [−r,0] →
R
n × Rn is of bounded variation, ξ :Rm → Rn × Rn is integrable, F ∈ C2(Rn ×Rn,Rn),
K ∈ C2(Rn,Rn). For this type of equation, the existence of mono-stable and bistable traveling
waves has recently been studied by several authors [1,4–6,9–12]. On the other hand, many bio-
logical and physical systems present the oscillating phenomenon where the associated reaction
equation does not only have equilibrium points, but supports periodic solutions. In certain cir-
cumstance the equation also has a heteroclinic solution that converges to an equilibrium as time
goes to −∞ and converges to a periodic orbit as time goes to +∞. A simplest example of such
a situation is that the equations undergo a supercritical Hopf bifurcation at a certain bifurcation
value. Many ecological models, such as predator–prey models, have solutions that leave from an
unstable equilibrium point and converge to a stable limit cycle as time goes to +∞. Recently
the existence of periodic traveling waves for Eq. (1.1) has been proved in [3]. This paper is an
extension of [3]. In this paper we are interested in whether the existence of a heteroclinic solution
for a reaction equation that connects an equilibrium and a periodic orbit will give the rise to a
same type of traveling wave solution with the addition of diffusion to the system. We shall give a
positive answer to this question. To be specific, in this paper we will make a connection between
the existence of a heteroclinic solution joining an equilibrium point and a periodic solution for
the reaction equation
u˙(t) = F
(
u(t),
0∫
−r
dη(θ) ξ0K
(
u(t + θ))
)
(1.2)
and the existence of a traveling wave solution of the reaction–diffusion equation (1.1) that con-
verges to an equilibrium point and a periodic solution as ν ·x + ct → −∞ and ν ·x + ct → +∞,
respectively. Here ξ0 in (1.2) is given by ξ0 =
∫
Rm
ξ(y) dy and ν · x + ct is the traveling wave
coordinates with a fixed unit vector ν ∈ Rm. Throughout this paper we further assume that the
kernel ξ satisfies
(H) There are b > 0 and M > 0 such that ‖ξ(y)‖Me−b|y|, y ∈Rm.
We mention that the hypothesis (H) is not a severe condition on ξ . A simple example is that ξ
has a compact support. The function
ξ(y) = 1√
2πσ
e−
y2
2σ
provides another example that occurs in application frequently.
With the hypothesis (H), the main purpose of this paper is to establish the following result.
Theorem 1.1. Suppose that Eq. (1.2) has a global solution u∗(t) such that u∗(t) converges
to an unstable equilibrium point E as t → −∞ and u∗(t) converges to a stable hyperbolic
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fixed unit vector ν ∈Rm there is a sufficiently large c∗ such that for each c c∗, Eq. (1.1) has a
traveling wave solution u(t, x) = Uc(ν ·x+ ct) such that Uc(s) converges to E as s → −∞ and
Uc(s) converges to a periodic traveling wave Uc∞(s) as s → ∞, where s = ν · x + ct . Moreover,
Uc∞(ν · x + ct) has the period approximately equal to ω with respect to time t .
The existence of traveling waves with large wave speed can in general be handled as a singular
perturbation problem. Dunbar [2] studied the periodic traveling waves and point-to-periodic trav-
eling waves for a classical diffusive predator–prey equation in which the corresponding reaction
equation has a Hopf bifurcation. The traveling wave solutions therefore are heteroclinic orbits of
a system of ordinary equations. If the large wave speed is considered, the ordinary equations can
be reduced to a singularly perturbed system with a proper time scaling. The existence of a hete-
roclinic orbit connecting an unstable equilibrium and the bifurcating periodic orbit therefore was
obtained with the application of Fenichel’s geometric theorem on the center manifold for singu-
larly perturbed ordinary equations. What we should point out here is that Dunbar’s approach, or
Fenichel’s geometrical singular perturbation theorem cannot be applied to Eq. (1.1). A simple
reason is that the associated equation for a traveling wave solution of Eq. (1.1) is a general func-
tional differential–integral equation that does not generate a dynamical system (see Eq. (2.1)),
or, the solution to the initial value problem is not well posted and there is no flow generated
by the equation. Hence an alternative approach needs to be introduced. In this paper we use a
different approach that has been proved to be efficient to handle the existence of traveling waves
for systems of form (1.1).
This paper is organized as follows. In Section 2 we first reduce the equation for traveling
wave solutions to a singularly perturbed functional differential equation. We then use a technique
developed in [3,4] to transform the singularly perturbed functional differential equation to an
integral equation which turns out to be a regularly perturbed equation. This is a very crucial
step. Section 3 is devoted to studying an associated linear nonhomogeneous integral equation.
The results obtained in Section 3 will be used to study the null space and range of a linear
operator that plays an essential role in Section 4 to prove our main theorem with the application
of Liapunov–Schmidt method and the Implicit Function Theorem.
2. Transformation of the differential equation to an integral equation
We seek a traveling wave solution of Eq. (1.1), i.e. a solution of the form u(t, x) = U(ν · x +
ct). To simplify the notation, we suppose that the spatial variable x ∈R. (One will be able to see
that our approach works well for x ∈ Rm. For more details we refer the readers to [4].) Letting
u(t, x) = U(x + ct), x + ct = s ∈R, and substituting them into Eq. (1.1), we see that a traveling
wave solution U(s) satisfies the second order functional differential equation
cU˙(s) = DU¨(s)+ F
(
U(s),
0∫
dη(θ)
∫
ξ(y)K
(
U(s + cθ + y))dy
)
. (2.1)−r R
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c2
. Then Eq. (2.1) becomes
V˙ (s) = DV¨ (s)+ F
(
V (s),
0∫
−r
dη(θ)
∫
R
ξ(y)K
(
V (t + θ + √y))dy
)
. (2.2)
If c is sufficiently large, then  is small, and Eq. (2.2) is a singular perturbation of Eq. (1.2). Note
that even though we have assumed that Eq. (1.2) has a heteroclinic orbit connecting an equilib-
rium and a closed orbit, we cannot guarantee that Eq. (2.2) also does because of the singular
perturbation nature of Eq. (2.2). Although singular perturbation theory in dynamical systems has
been well developed in literature, it cannot be applied to Eq. (2.2) because Eq. (2.2) does not
generate a dynamical system. Instead, we approach the problem of existence of a traveling wave
solution to Eq. (1.1) by converting the singularly perturbed differential equation (2.2) to a reg-
ularly perturbed integral equation, a technique developed recently in [3,4]. To this end, we let
v(s) = V ((1 + γ )s) and δ = 1+γ , where  and γ are two parameters with
 > 0, γ ∈ [−γ ∗, γ ∗]
for a fixed positive number γ ∗ < 1. Then, with a straightforward computation, we obtain the
equation for v(s) as
v˙(s) = δDv¨(s)+ (1 + γ )F
(
v(s),
0∫
−r
dη(θ)
∫
R
ξ(y)K
(
v
(
s + θ +
√
y
1 + γ
))
dy
)
. (2.3)
It is clear that a solution V (s) of (2.2) converges to an (1 + γ )ω-periodic solution of (2.2) if and
only if the solution v(s) of (2.3) converges to an ω-periodic solution of (2.3). Let u∗(t) be the
heteroclinic solution of the reaction equation (1.2) defined in Theorem 1.1. We finally consider
v(s) as a small perturbation of u∗(s) and introduce the variable w(s) = v(s) − u∗(s). Then the
equation for w(s) is given by
δDw¨(s) − w˙(s) = −A(s)ws −G(s,w,γ, ), (2.4)
where for s ∈R, A(s) :C = C([−r,0],Rn) →Rn is a linear operator defined by
A(s)φ = A1(s)φ(0) +A2(s)
0∫
−r
dη(θ) ξ0DuK
(
u∗(s + θ))φ(θ) (2.5)
with
A1(s) = DuF
(
u∗(s),
0∫
−r
dη(θ) ξ0K
(
u∗(s + θ))
)
,
A2(s) = DvF
(
u∗(s),
0∫
dη(θ) ξ0K
(
u∗(s + θ))
)
, (2.6)−r
1234 W. Huang / J. Differential Equations 244 (2008) 1230–1254G(s,w,γ, ) = (1 + γ )F
(
[w + u∗](s),
0∫
−r
dη(θ)
∫
R
ξ(y)K
(
[w + u∗]
(
s + θ +
√
y
1 + γ
))
dy
)
− F
(
u∗(s),
0∫
−r
dη(θ) ξ0K
(
u∗(s + θ))
)
+ δDu¨∗(s)−A(s)ws. (2.7)
Here DuF(u, v) and DvF(u, v) stand for the partial derivatives of F(u, v) with respect to the
first and second variables, respectively. Same as for DuK(u). Moreover for w ∈ C(R,Rn) and
s ∈R, ws ∈ C = C([−r,0],Rn) is defined by
ws(θ) = w(s + θ), θ ∈ [−r,0].
From the definition of A(s) we easily see that A(s)ws for s ∈R is the linearization of
F
(
u∗(s)+w(s),
0∫
−r
dη(θ) ξ0K
([u∗ +w](s + θ))
)
− F
(
u∗(s),
0∫
−r
dη(θ) ξ0K
(
u∗(s + θ))
)
around the heteroclinic solution u∗(s). Thus by the definition of G one is able to see that
G(·,w,γ, ) is a small perturbation if w, γ , and  are small. We now convert Eq. (2.4) into
an integral equation. To do so we write it as a formal second order nonhomogeneous equation
δDw¨(s)− w˙(s)−w(s) = −w(s)−A(s)ws −G(s,w,γ, ). (2.8)
We then can use the variation-of-constant formula for second order nonhomogeneous equation
to transform Eq. (2.8) to an equivalent integral equation as
w(s)−
s∫
−∞
e−(s−t)
[
w(t)+A(t)wt
]
dt = H(s,w,γ, ), (2.9)
where
H(s,w,γ, ) =
s∫
−∞
[
P(δ)E−(δ, s − t)− e−(s−t)I ][w(t)+A(t)wt ]dt
+ P(δ)
∞∫
s
E+(δ, s − t)[w(t)+A(t)wt ]dt
+ P(δ)
s∫
−∞
E−(δ, s − t)G(t,w,γ, ) dt
+
∞∫
E+(δ, s − t)G(t,w,γ, ) dt, (2.10)s
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(
1√
1 + 4δd1 , . . . ,
1√
1 + 4δdn
)
,
E−(δ, t) = diag(eα1t , . . . , eαnt),
E+(δ, t) = diag(eβ1t , . . . , eβnt) (2.11)
with δ = 1+γ and
0 > αi = 1 −
√
1 + 4δdi
2δdi
→ −1 as δ → 0, (2.12)
0 < βi = 1 +
√
1 + 4δdi
2δdi
→ ∞ as δ → 0. (2.13)
We omit the detailed computation. For details of the transformation from (2.8) to (2.9) we refer
readers to [3, Section 2].
We want to consider Eq. (2.9) in the space C(R,Rn). Our ultimate goal is to use Liapunov–
Schmidt method and the Implicit Function Theorem to show the existence of a solution of
Eq. (2.9) that converges to 0 as t → −∞ and converges to an ω-periodic solution as t → ∞.
We end this section with the following proposition that can be found in [3, Proposition 2.2].
Proposition 2.1. If we extend the definition H(·,w,γ, ) at  = 0 by
H(s,w,γ,0) =
s∫
−∞
e−(s−t)G(t,w,γ,0) dt, s ∈R,
then both H(·,w,γ, ) and DwH(·,w,γ, ) are continuous functions on (w,γ, ). In particular,
we have
H(·,0,0,0) = 0, DwH(·,0,0,0) = 0.
3. A linear nonhomogeneous equation
In this section we study the linear nonhomogeneous integral equation
w(t)−
t∫
−∞
[
w(s)+A(s)ws
]
ds = g(t). (3.1)
Equation (2.9) can be formally treated as (3.1) with H(t,w,γ, ) = g(t). Hence our main in-
terest of this section is to obtain a necessary and sufficient condition on g(t) that guarantees the
existence of a solution w(t) such that w(t) → 0 as t → −∞ and w(t) converges to an ω-periodic
solution as t → ∞. The results obtained in this section will play an important role in the next
section to prove Theorem 1.1. Let us begin with studies of the associated linear nonhomogeneous
differential equation
u˙(t) = A(t)ut + f (t). (3.2)
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1. For x ∈Rn, |x| = ‖x‖Rn .
2. For φ ∈ C = C([−r,0];Rn), ‖φ‖ = supθ∈[−r,0] |φ(θ)|.
3. For f ∈ C(R;Rn), ‖|f ‖| = ‖f ‖C(R;Rn).
4. For a linear operator A from a Banach space X to a Banach space Y , ‖A‖ = ‖A‖L(X,Y ).
Recall that the linear operator A(t) is the derivative of the nonlinearity F in Eq. (1.2) around
the heteroclinic solution u∗(t) that converges to the periodic solution u∗∞(t) exponentially as
t → ∞ by the hyperbolicity of u∗∞(t). That is, there are positive constants a and m such that∣∣u∗(t)− u∗∞(t)∣∣me−at , t  0.
Hence from the definition of A(t) (see (2.5), (2.6)) and the smoothness of the nonlineari-
ties F(u, v) and K(u) we immediately conclude that A(t) converges as t → ∞ exponentially
to A∞(t), the derivative of F around the periodic solution u∗∞(t). That is, there is a constant
k > 0 such that ∥∥A(t)−A∞(t)∥∥ ke−at , t  0. (3.3)
Let us first consider the linear periodic system, the linearization of (1.2) around the periodic
solution u∗∞(t),
x˙(t) = A∞(t)xt . (3.4)
Let T (t, s), t  s, be the evolution system generated by the linear system (3.4), that is
T (t, s)φ = xt , t  s,
where xt is the solution of Eq. (3.4) with xs = φ ∈ C. Then T (t, s) has the property that
T (t +ω, s +ω) = T (t, s), t  s.
Let Rn∗ be the space of n-dimensional row vectors and let C∗ = C([0, r];Rn∗). The hyperbolic-
ity of the periodic solution u∗∞(t) of Eq. (1.2) implies that the formal adjoint equation associated
with Eq. (3.4) has a unique nontrivial ω-periodic solution ψ∗ ∈ C(R,Rn∗) (up to a scalar multi-
plication). For each s ∈R we define a bilinear form (·,·)s on C∗ ×C by
(ψ,φ)s = ψ(0)φ(0)+
0∫
−r
[ r∫
0
ψ(τ)A2(s + τ) dθη(θ − τ)DuK
(
u∗∞(s + θ − τ)
)
dτ
]
φ(θ).
Let us list the following well-know properties that can be found in Section 8.2 in [7] and Corol-
lary 4.1 in [8].
(P1) For each continuous ω-periodic function f (t), the nonhomogeneous equation
x˙(t) = A∞(t)xt + f (t)
has an ω-periodic solution if and only if
∫ ω
ψ∗(t)f (t) = 0.0
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∫ ω
0 ψ∗(t)φ
∗(t) dt = 0 and
(ψt∗, φ∗t )t ≡ c = 0 for all t ∈R. By multiplying a constant to ψ∗(t) if necessary, throughout
the rest part we suppose
(
ψt∗, φ∗t
)
t
≡ 1.
(P3) T (t, s)[αφ∗s ] = αφ∗t for any constant α and all t  s.
(P4) Since u∗∞(t) is stable with respect to Eq. (1.2), there are constants K > 0 and b > 0 such
that for any φ ∈ C with (ψs∗, φ)s = 0, we have the estimate∥∥T (t, s)φ∥∥Ke−b(t−s)‖φ‖, t  s.
(P5) T (t, s) is uniformly bounded. That is, there is K1 > 0 such that∥∥T (t, s)φ∥∥K1‖φ‖, φ ∈ C, t  s.
We emphasize that the above inequalities in (P4) and (P5) still are valid for φ : [−r,0] → Rn
which is continuous on [−r,0] except for a possible jump discontinuity at 0.
For a > 0 with a  b, we define
X− =
{
f ∈ C(R,Rn): f (−∞) = 0},
Xa+ =
{
f ∈ C(R,Rn): there are an ω-periodic function f∞(t) and
a constant M such that
∥∥f (t)− f∞(t)∥∥Me−at , t  0},
and let
Xa = X− ∩Xa+
equipped with the norm ‖ · ‖Xa defined by
‖f ‖Xa = ‖|f ‖| + sup
t0
{∣∣f (t)− f∞(t)∣∣eat}.
One is able to verify that Xa with the above norm ‖ · ‖Xa is a Banach space.
We look for the condition on f ∈ Xa for which the inhomogeneous equation (3.2) has a
solution u ∈ Xa . We will establish the following
Theorem 3.1. For each f ∈ Xa , the system (3.2) has a solution u ∈ Xa if and only if∫ ω
0 ψ
∗(t)f∞(t) dt = 0.
The proof of theorem will be given later.
Let X0 be a matrix function defined on [−r,0] such that
X0(θ) =
{
I, θ = 0,
0, θ ∈ [−r,0).
1238 W. Huang / J. Differential Equations 244 (2008) 1230–1254For h ∈ C(R,Rn) and t ∈R, let
ah(t) =
(
ψt∗,X0h(t)
)
t
= ψ∗(t)h(t) ∈R,
hˆ(t) = X0h(t)− ah(t)φ∗t .
Then X0h(t) : [−r,0] →Rn can be decomposed as
X0h(t) = ah(t)φ∗t + hˆ(t), (3.5)
where hˆ(t) is a function from [−r,0] to Rn that is continuous on [−r,0] except a possible jump
discontinuity at 0. Moreover,
(
ψt∗, hˆ(t)
)
t
≡ 0, t  0. (3.6)
Notice that both φ∗(t) = u˙∗∞(t) and ψ∗(t) are periodic functions, one easily deduces from the
definition of ah(t) and hˆ(t) that there is a constant M1 > 0 such that
∣∣ah(t)∣∣M1‖|h‖|, ∥∥hˆ(t)∥∥M1‖|h‖| (3.7)
for all h ∈ C(R,Rn). It follows from (P3), (P4), and (3.5)–(3.7) that
T (t, s)X0h(s) = T (t, s)
[
ah(s)φ
∗
s
]+ T (t, s)hˆ(s)
= ah(s)φ∗t + T (t, s)hˆ(s) (3.8)
with
∥∥T (t, s)hˆ(s)∥∥Ke−b(t−s)∥∥hˆ(s)∥∥KM1e−b(t−s)‖|h‖|. (3.9)
Lemma 3.2. Let u(t) be a solution of (3.2) for t  0. If f ∈ Xa and
ω∫
0
ψ∗(t)f∞(t) dt = 0,
then u(t) is bounded for t  0.
Proof. Write (3.2) as
u˙(t) = A∞(t)ut + f∞(t)+ g(t)+B(t)ut , (3.10)
where
B(t) = A(t)−A∞(t), g(t) = f (t)− f∞(t).
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ut = T (t,0)u0 +
t∫
0
T (t, s)X0f∞(s) ds +
t∫
0
T (t, s)X0g(s) ds +
t∫
0
T (t, s)X0B(s)us . (3.11)
By (3.8) and (3.9) we have
∥∥∥∥∥
t∫
0
T (t, s)X0f∞(s) ds
∥∥∥∥∥
∥∥∥∥∥
t∫
0
T (t, s)
[
af∞(s)φ
∗
s
]
ds
∥∥∥∥∥+
∥∥∥∥∥
t∫
0
T (t, s)fˆ∞(s) ds
∥∥∥∥∥

∣∣∣∣∣
t∫
0
af∞(s) ds
∣∣∣∣∣∥∥φ∗t ∥∥+KM1‖|f∞‖|
t∫
0
e−b(t−s) ds

∣∣∣∣∣
t∫
0
af∞(s) ds
∣∣∣∣∣∥∥φ∗t ∥∥+ KM1‖|f∞‖|b .
Since φ∗(s) and af∞(t) are of ω-periodic functions and
∫ ω
0 af∞(s) ds =
∫ ω
0 ψ∗(s)f∞(s) ds = 0,∫ t
0 af∞(s) ds is ω-periodic. The above inequality yields that
∥∥∥∥∥
t∫
0
T (t, s)X0f∞(s) ds
∥∥∥∥∥ c1, t  0, (3.11)
for some constant c1. Next, since f ∈ Xa , there is K2 such that∥∥X0g(s)∥∥= ∥∥X0[f (s)− f∞(s)]∥∥K2e−as, s  0. (3.12)
(P5) yields that
∥∥∥∥∥
t∫
0
T (t, s)X0g(s) ds
∥∥∥∥∥K1K2
t∫
0
e−as ds  K1K2
a
= K3. (3.13)
Again by (P5) we have
∥∥T (t,0)u0∥∥K1‖u0‖. (3.14)
Thus from (3.3), (3.11)–(3.14) and (P5) it follows that
‖ut‖ k1 + k2
t∫
e−as‖us‖ds, t  0,0
1240 W. Huang / J. Differential Equations 244 (2008) 1230–1254with k1 = K1‖u0‖ + c1 + K3 and k2 = kK1. Applying the Granwall inequality to the last in-
equality we obtain that, for all t  0,
‖ut‖ k1 exp
(
k2
t∫
0
e−as ds
)
 k1 exp
(
k2
a
)
.
This completes the proof. 
Lemma 3.3. Let f ∈ Xa with
ω∫
0
ψ∗(t)f∞(t) dt = 0.
Then for each φ ∈ C, (3.2) has a solution u(t) defined for t  0 such that u0 = φ and there are a
positive constant M and an ω-periodic function u∞ such that∣∣u(t)− u∞(t)∣∣Me−at , t  0.
Proof. It is well know that (3.2) has a solution u(t) defined for t  0. By Lemma 3.2 the solution
u(t) is bounded for t  0. We write (3.2) as the nonhomogeneous equation
u˙(t) = A∞(t)ut + f∞(t)+ F(t),
where
F(t) = [A(t)−A∞(t)]ut + f (t)− f∞(t).
It is clear that there is a constant c such that∣∣F(t)∣∣ ce−at , t  0.
We have
X0F(t) = aF (t)φ∗t + Fˆ (t)
with ∣∣aF (t)∣∣= ∣∣ψ∗(t)F (t)∣∣ c‖|ψ∗‖|e−at = c1e−at . (3.15)
(3.15) yields that
∥∥Fˆ (t)∥∥= ∥∥X0F(t)− aF (t)φ∗t ∥∥

∥∥X0F(t)∥∥+ ∣∣aF (t)∣∣∥∥φ∗t ∥∥

(
c + c1‖|φ∗‖|
)
e−at
= m1e−at , t  0, (3.16)
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ut = T (t,0)φ +
t∫
0
T (t, s)X0f∞(s) ds +
t∫
0
T (t, s)X0F(s) ds
= T (t,0)φ +
[ t∫
0
af∞(s) ds
]
φ∗t +
t∫
0
T (t, s)fˆ∞(s) ds
+
[ t∫
0
aF (s) ds
]
φ∗t +
t∫
0
T (t, s)Fˆ (s) ds. (3.17)
Since af∞(s) is of ω period and
∫ ω
0 af∞(s) ds = 0, [
∫ t
0 af∞(s) ds]φ∗t is an ω-periodic function.
Note that (ψt∗, fˆ∞(t))t = 0, one has by (P4) and (3.7) that∥∥T (t, s)fˆ∞(s)∥∥Ke−b(t−s)∥∥fˆ∞(s)∥∥KM1‖|f∞‖|e−b(t−s) (3.18)
for all t  s. So we can write
t∫
0
T (t, s)fˆ∞(s) ds =
t∫
−∞
T (t, s)fˆ∞(s) ds −
0∫
−∞
T (t, s)fˆ∞(s) ds. (3.19)
It is obvious that
∫ t
−∞ T (t, s)fˆ∞(s) ds is an ω-periodic function since fˆ∞(t) is ω-periodic and
T (t +ω, s +ω) = T (t, s). Moreover (3.18) yields that
∥∥∥∥∥
0∫
−∞
T (t, s)fˆ∞(s) ds
∥∥∥∥∥KM1‖|f∞‖|
0∫
−∞
e−b(t−s) ds = K2e−bt (3.20)
with
K2 = KM1‖|f∞‖|/b.
Next by using (3.15) we can write
[ t∫
0
aF (s) ds
]
φ∗t =
[ ∞∫
0
aF (s) ds
]
φ∗t −
[ ∞∫
t
aF (s) ds
]
φ∗t , (3.21)
where [∫∞0 aF (s) ds]φ∗t is ω-periodic and
∣∣∣∣∣
∞∫
aF (s) ds
∣∣∣∣∣ c1
∞∫
e−as ds = c1
a
e−at . (3.22)t t
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∥∥∥∥∥
t∫
0
T (t, s)Fˆ (s) ds
∥∥∥∥∥Km1
t∫
0
e−b(t−s)e−as ds
= Km1e−bt
t∫
0
e(b−a)s ds
= Km1
b − a
[
e−at − e−bt ]
 Km1
b − a e
−at . (3.23)
Finally, by decomposing φ as
φ = αφ∗0 + φˆ
with α = (y0∗, φ∗0 )0 and φˆ = φ − αφ∗0 , we have
T (t,0)φ = αφ∗t + T (t,0)φˆ, (3.24)
where αφ∗t is of ω-periodic and ∥∥T (t,0)φˆ∥∥Ke−bt‖φˆ‖. (3.25)
Note that u(t) = ut (0), by using (3.17) we can decompose u(t) as
u(t) = v(t)+ u∞(t)
with
v(t) = [T (t,0)φˆ](0)−
[ 0∫
−∞
T (t, s)fˆ∞(s) ds
]
(0)
−
[ ∞∫
t
aF (s) ds
]
φ∗(t)+
[ t∫
0
T (t, s)Fˆ (s) ds
]
(0)
and
u∞(t) = αφ∗(t)+
[ t∫
0
af∞(s) ds
]
φ∗(t)
+
[ t∫
T (t, s)fˆ∞(s) ds
]
(0)+
[ ∞∫
aF (s) ds
]
φ∗(t).−∞ 0
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for some constant k. The proof of Lemma 3.3 is completed. 
Lemma 3.4. For any continuous, ω-periodic function x :R→Rn,
ω∫
0
[
ψ˙∗(t)x(t)+ψ∗(t)A∞(t)xt
]
dt = 0.
Proof. It is sufficient to show the above equality holds for any continuously differentiable
ω-periodic function x(t) since any continuous function can be approximated by continuously
differentiable functions. By (P1) for any continuous ω-periodic function g :R→ Rn, the equa-
tion
x˙(t) = A∞(t)xt + g(t)
has an ω-periodic solution x(t) if
∫ ω
0 ψ∗(t)g(t) dt = 0. Now let x(t) be any differentiable
ω-periodic function. Then x(t) is a solution of above equation with g(t) = x˙(t) − A∞(t)xt ,
which is ω-periodic. Hence
0 =
ω∫
0
ψ∗(t)g(t) dt
=
ω∫
0
ψ∗(t)x˙(t) dt −
ω∫
0
ψ∗(t)A∞(t)xt dt
= −
ω∫
0
ψ˙∗(t)x(t) dt −
ω∫
0
ψ∗(t)A∞(t)xt dt
= −
ω∫
0
[
ψ˙∗(t)x(t)+ψ∗(t)A∞(t)xt
]
dt.
This completes the proof. 
Now we are ready to prove Theorem 3.1.
Proof of Theorem 3.1. Suppose f ∈ Xa with ∫ ω0 ψ∗(t)f∞(t) dt = 0. Since the limiting system
of (3.2) at t = −∞
u˙(t) = A(−∞)u(t)
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u(t) defined for t  0 and u(t) → 0 as t → −∞. By Lemma 3.3, this solution can be extend to
t  0 such that u(t) converges to an ω-periodic solution u∞(t) exponentially in the order of e−at
as t → ∞.
Conversely suppose u ∈ Xa is a solution of Eq. (3.2). Then
f∞(t) = u˙(t)−A∞(t)ut − F(t), (3.26)
where F(t) = [A(t) − A∞(t)]ut + f (t) − f∞(t) → 0 as t → ∞. Thus, since ψ∗(t) and f∞(t)
are ω-periodic, by (3.26) we obtain, for any t > 0,
ω∫
0
ψ∗(s)f∞(s) ds =
ω∫
0
ψ∗(t + s)f∞(t + s) ds
=
ω∫
0
ψ∗(t + s)u˙(t + s) ds −
ω∫
0
ψ∗(t + s)A∞(t + s)ut+s ds
−
ω∫
0
ψ∗(t + s)F (t + s) ds
= ψ∗(t +ω)u(t +ω)−ψ∗(t)u(t)
−
ω∫
0
[
ψ˙∗(t + s)u(t + s)+ψ∗(t + s)A∞(t + s)ut+s
]
ds
−
ω∫
0
ψ∗(t + s)F (t + s) ds.
Recall that u(t) converges to an ω-periodic function u∞(t) and F(t) → 0 as t → ∞, letting
t → ∞ in the above equality, together with the application of Lemma 3.4 we immediately obtain
ω∫
0
ψ∗(s)f∞(s) ds = 0. 
We end this section with the following main theorem.
Theorem 3.5. Let g ∈ Xa . Then Eq. (3.1) has a solution in Xa if and only if
ω∫
0
[
ψ∗(t)− ψ˙∗(t)
]
g∞(t) dt = 0.
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z(t) =
t∫
−∞
e−(t−s)
[
z(s) +A(s)zs
]
ds +
t∫
−∞
e−(t−s)
[
g(s)+A(s)gs
]
ds. (3.27)
Differentiating Eq. (3.27) with respect to t we obtain a differential equation for z(t) as
z˙(t) = A(t)zt + g(t)+A(t)gt .
By Theorem 3.1, this nonhomogeneous system has a solution z ∈ Xa if and only if
ω∫
0
ψ∗(t)
[
g∞(t)+A∞(t)g∞,t
]
dt = 0. (3.28)
Lemma 3.4 implies that
ω∫
0
ψ∗(t)A∞(t)g∞,t dt = −
ω∫
0
ψ˙∗(t)g∞(t) dt.
Theorem then follows by substituting the last equality into (3.28). 
Remark. If g(t) ≡ 0 in (3.1), then (3.1) is reduced to (3.2) with f (t) ≡ 0. Let N be the di-
mension of the unstable manifold associated with the unstable equilibrium E of the reaction
equation (1.2). Then from the proof of Theorem 3.1 one concludes that the homogeneous
u˙(t) = A(t)ut
has N solutions in Xa , so does for Eq. (3.1) with g = 0.
4. Proof of Theorem 1.1
In this section we shall prove Theorem 1.1. It is sufficient to show the existence of a solution
w ∈ Xa to the nonlinear integral equation (2.9). Our approach is based on the Liapunov–Schmidt
method with the application of the Implicit Function Theorem. Let L :Xa → Xa (with a < 1) be
the bounded linear operator defined by
(Lw)(s) = w(s)−
s∫
−∞
e−(s−t)
[
w(t)+A(t)wt
]
dt.
Then Eq. (2.9) can be written as
(Lw)(s) = H(s,w,γ, ). (4.1)
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implies that H(·,w,γ, ) ∈ Xa . From the definition of H it is obvious that H(t,w,γ, ) → 0
as t → −∞ whenever w(−∞) = 0. Hence, we need to show that for a fixed w, if w(t) →
w∞(t) in order of e−at as t → ∞, then there is an ω-periodic function H∞ :R → Rn such
that H(t,w,γ, ) → H∞(t) in the order of e−at as t → ∞. For this purpose, we recall the
assumption (H) that is needed to show the above property. That is, we suppose that there are
b > 0 and M > 0 such that
∥∥ξ(y)∥∥Me−b|y|, y ∈R.
Since u∗(t) converges to u∗∞(t) exponential, without loss of generality we can suppose 0 < a < b
such that
∣∣u∗(t)− u∗∞(t)∣∣me−at , t  0,
for some constant m.
Lemma 4.1. Suppose w, w∞ ∈ C(R; Rn), with w∞(t) being ω-periodic, such that
∣∣w(t)−w∞(t)∣∣me−at , t  0.
Let
h(t) =
∫
R
ξ(y)w(t + ky)dy, h∞(t) =
∫
R
ξ(y)w∞(t + ky)dy,
where 0  k < 1 is a constant. Then h∞(t) is ω-periodic and h(t) → h∞(t) as t → ∞ in the
order of e−at .
Proof. If k = 0, then the lemma is trivial. Suppose 1 > k > 0. It is obvious that h∞(t) is ω-peri-
odic. For t > 0 we have
∣∣h(t)− h∞(t)∣∣
∫
R
∥∥ξ(y)∥∥∣∣w(t + ky)−w∞(t + ky)∣∣dy
=
−t∫
−∞
∥∥ξ(y)∥∥∣∣w(t + ky)−w∞(t + ky)∣∣dy
+
∞∫
−t
∥∥ξ(y)∥∥∣∣w(t + ky)−w∞(t + ky)∣∣dy. (4.2)
By assumption (H) and with the change of variable t + ky = τ we have
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∥∥ξ(y)∥∥∣∣w(t + ky)−w∞(t + ky)∣∣dy M
−t∫
−∞
eby
∣∣w(t + ky)−w∞(t + ky)∣∣dy
= 1
k
Me−bt/k
(1−k)t∫
−∞
ebτ/k
∣∣w(τ)−w∞(τ )∣∣dτ
 1
k
Me−bt/k
(‖|w‖| + ‖|w∞‖|)
(1−k)t∫
−∞
ebτ/k dτ
= 1
b
Me−bt
(‖w‖ + ‖w∞‖). (4.3)
For t > 0 and y > −t , we have t + ky = t (1 − k) > 0. Hence
∞∫
−t
∥∥ξ(y)∥∥∣∣w(t + ky)−w∞(t + ky)∣∣dy m
∞∫
−t
∥∥ξ(y)∥∥e−a(t+ky) dy
= me−at
∞∫
−t
∥∥ξ(y)∥∥e−aky dy
me−at
∫
R
∥∥ξ(y)∥∥e−aky dy.
By assumption (H) we have
∥∥ξ(y)∥∥e−aky Me−b(1−k)|y|, y ∈R.
This implies that
∫
R
∥∥ξ(y)∥∥e−aky dy = M1 < ∞.
It follows that
∞∫
−t
∥∥ξ(y)∥∥∣∣w(t + ky)−w∞(t + ky)∣∣dy mM1e−at , t > 0. (4.4)
Lemma 4.1 then immediately follows from (4.2)–(4.4). 
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h(t) =
t∫
−∞
e−β(t−s)w(s) ds, h∞(t) =
t∫
−∞
e−β(t−s)w∞(s) ds,
g(t) =
∞∫
t
eβ(t−s)w(s) ds, g∞(t) =
∞∫
t
eβ(t−s)w∞(s) ds.
Then both h∞(t) and g∞(t) are ω-periodic. Moreover, h(t) → h∞(t) and g(t) → g∞(t) as
t → ∞ in the order of e−at .
Proof. We shall only prove the lemma for h(t) and h∞(t). The proof for g(t) and g∞(t) is the
same. It is clear that h∞(t) is ω-periodic. For t > 0 we have
∣∣h(t)− h∞(t)∣∣ e−βt
0∫
−∞
eβs ds
(‖|w‖| + ‖|w∞‖|)+me−βt
t∫
0
e(β−a)s ds

[
1
β
(‖|w‖| + ‖|w‖|)+ m
β − a
]
e−at . 
Without loss of generality we suppose a > 0 is sufficiently small such that
max
1in
{αi} < −a, min
1in
{βi} > a,
where αi and βi are defined in (2.12), (2.13).
Corollary 4.3. Let G(t,w,γ, ) and H(t,w,γ, ) be defined by (2.7) and (2.10), respectively. If
w(t) → w∞(t) in the order of e−at as t → ∞ and w∞(t) is ω-periodic, then
G(t,w,γ, ) → G∞(t,w∞, γ, ),
H(t,w,γ, ) → H∞(t,w∞, γ, ) (4.5)
as t → ∞ in the order of e−at , where
G∞(s,w∞, γ, )
= (1 + γ )F
([
w∞ + u∗∞
]
(s),
0∫
−r
dη(θ)
∫
R
ξ(y)K
([
w∞ + u∗∞
](
s + θ +
√
y
1 + γ
))
dy
)
− F
(
u∗∞(s),
0∫
dη(θ) ξ0K
(
u∗∞(s + θ)
))−A∞(s)w∞s + δDu¨∗∞(s)
−r
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and G(t,w,γ, ) being replaced by w∞(t), A∞(t), and G∞(t,w∞, γ, ), respectively. That is,
H(·,w,γ, ) ∈ Xa whenever w ∈ Xa .
Proof. First from the definitions of G and H we easily see that both G∞(t,w∞, γ, ) and
H∞(t,w∞, γ, ) are ω-periodic functions on the variable t . To prove (4.5), by Lemmas 4.1
and 4.2 it suffices to show that u¨∗(t) → u¨∗∞(t) in the order of e−at as t → ∞. Noting that
u∗(t) → u∗∞(t) in the order of e−at and both u∗(t) and u∗∞(t) are solutions of (1.2), it follows
from the smoothness of F and the kernel K that u˙∗(t) → u˙∗∞(t) as t → ∞ in the order of e−at .
Differentiating Eq. (1.2) immediately yields that u¨∗(t) → u¨∗∞(t) in the order of e−at . 
For continuous function ψ : [0,ω] →Rn∗ and w ∈ Xa , let
〈ψ,w〉 =
ω∫
0
ψ(t)w(t) dt.
As indicated in Theorem 3.5, a necessary condition that Eq. (4.1) has a solution w ∈ Xa is that
H(·,w,γ, ) ∈R(L), where
R(L) = {f ∈ Xa: 〈ψ∗ − ψ˙∗, f∞〉 = 0}.
In general, for a function w ∈ Xa , there is no guarantee that H(·,w,γ, ) ∈R(L). Hence we are
going to use the Liapunov–Schmidt method to handle Eq. (4.1). That is, we need first to project
H(·,w,γ, ) into R(L). Let ϕ∗ = u˙∗. Then ϕ∗ ∈ Xa with ϕ∗∞ = u˙∗∞ = φ∗. Hence 〈ψ∗, ϕ∗∞〉 = 0
by (P2). Thus, if we let
Ya = {f ∈ Xa: 〈ψ∗, f∞〉 = 0},
then
Xa = span{ϕ∗} ⊕ Ya.
It is clear that Ya is a closed subspace of Xa and N (L|Ya ), the null space of the restriction of L
in Ya , is finite dimensional (see the remark given in the end of Section 3), there is a subspace
Za ⊂ Ya such that
Ya =N (L|Ya )⊕Za.
Note that ϕ∗ ∈N (L). It follows that N (L) = span{ϕ∗} ⊕N (L|Ya ). Thus we have
Xa =N (L)⊕Za.
Lemma 4.4. The operator L :Za →R(L) is a bijection and hence L−1 :R(L) → Za exists and
is a bounded linear operator.
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L(Za) = L(N (L)⊕Za)= L(Xa)=R(L).
We need to show that L is one-to-one, and then the result follows from a well-known Open
Mapping Theorem. To see that L|Za is one-to-one, let w,z ∈ Za be such that Lw = Lz. Then
0 = L(w − z) implies that w − z ∈N (L). Thus w − z ∈N (L)∩Za . This yields that w − z = 0.
So that w = z. 
Now let us consider solution w ∈ Xa of Eq. (4.1) with
w = μϕ∗ + z (4.6)
for some μ ∈R and z ∈ Za . Substituting (4.5) into Eq. (4.1) yields that
(Lz)(s) = H(s,μϕ∗ + z, γ, ). (4.7)
Thus to solve Eq. (4.1) for w is equivalent to solve Eq. (4.7) for z ∈ Za . As mentioned earlier, in
order that Eq. (4.7) has a solution z it is necessary that H(s,μφ∗ + z, γ, ) ∈R(L). To this end
let us first introduce an operator that maps Xa into R(L). Define a function ζ ∗ :R→Rn by
ζ ∗(t) =
{
ψT∗ (t) for t  0,
eatψT∗ (0) for t < 0,
where ψT∗ is the transpose of ψ∗. It is obvious that ζ ∗ ∈ Xa with ζ ∗∞ = ψT∗ . Let J :Xa → Xa be
defined by
[Jf ](t) = α∗〈ψ∗ − ψ˙∗, f∞〉ζ ∗(t), t ∈R,
with α∗ = 1〈ψ∗,ψT∗ 〉 .
Lemma 4.5. For each f ∈ Xa, (I − J )f ∈R(L).
Proof. Let f ∈ Xa . Then it is clear that
[f − Jf ]∞ = f∞ − α∗〈ψ∗ − ψ˙∗, f∞〉ψT∗ .
It follows that
〈
ψ∗ − ψ˙∗, [f − Jf ]∞
〉= 〈ψ∗ − ψ˙∗, f∞ − α∗〈ψ∗ − ψ˙∗, f∞〉ψT∗ 〉
= 〈ψ∗ − ψ˙∗, f∞〉 − α∗
〈
ψ∗ − ψ˙∗, 〈ψ∗ − ψ˙∗, f∞〉ψT∗
〉
= 〈ψ∗ − ψ˙∗, f∞〉 − α∗〈ψ∗ − ψ˙∗, f∞〉
〈
ψ∗ − ψ˙∗,ψT∗
〉
= 〈ψ∗ − ψ˙∗, f∞〉 − α∗〈ψ∗ − ψ˙∗, f∞〉
(〈
ψ∗,ψT∗
〉− 〈ψ˙∗,ψT∗ 〉)
= α∗〈ψ∗ − ψ˙∗, f∞〉
〈
ψ˙∗,ψT∗
〉
.
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〈
ψ˙∗,ψT∗
〉=
ω∫
0
ψ˙∗(s)ψT∗ (s) ds =
1
2
ψ∗(s)ψT∗ (s)
∣∣∣∣
ω
0
= 0
since ψ∗ is ω-periodic. Therefore, 〈ψ∗ − ψ˙∗, [f − Jf ]∞〉 = 0 and hence (I − J )f ∈R(L). 
We now write Eq. (4.7) as an equivalent system:
Lz = (I − J )H(·,μϕ∗ + z, γ, ), z ∈ Za, (4.8)
JH(·,μϕ∗ + z, γ, ) = 0. (4.9)
Lemma 4.6. There are a positive number δ0 > 0 and a continuous function z : [−δ0, δ0] ×
[−δ0, δ0] × [0, δ0] → Za such that for (μ,γ, ) ∈ [−δ0, δ0] × [−δ0, δ0] × [0, δ0],
Lz(μ,γ, ) = (I − J )H (·,μϕ∗ + z(μ,γ, ), γ, ).
In addition, z(0,0,0) = 0.
Proof. By Lemma 4.6, L−1 :R(L) → Za exists and is a bounded linear operator. Hence
Eq. (4.8) is equivalent to
z = L−1(I − J )H(·,μϕ∗ + z, γ, ).
Let λ = (μ,γ, ) ∈ V = R × [−γ ∗, γ ∗] × [0, ∗], where ∗ is a positive number, and define
Φ :Za × V → Za by
Φ(z,λ) = z −L−1(I − J )H(·,μϕ∗ + z, γ, ).
Then Eq. (4.8) becomes
Φ(z,λ) = 0. (4.10)
Proposition 2.1 implies that Φ(0,0) = 0 and
DZΦ(0,0) = I −L−1(I − J )DzH(·,0,0,0) = I.
Thus DzΦ(0,0) :Za → Za is a bounded and invertible operator. Lemma 4.6 therefore immedi-
ately follows from the Implicit Function Theorem. 
Now we substitute the solution z(μ,γ, ) ∈ Za into (4.9) to obtain the equation
JH
(·,μϕ∗ + z(μ,γ, ), γ, )= 0. (4.11)
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solves Eq. (4.11). To do so we need a result obtained earlier in [3]. Let Xω ⊂ C(R,Rn) be the
collection of all ω-periodic solutions. Define a linear operator L∞ :Xω → Xω by
[L∞u](t) = u(t)−
t∫
−∞
e−(t−s)
[
u(s)+A∞(s)us
]
ds.
Moreover, define the linear operator J∞ :Xω → Xω as
[J∞g](t) = α∗〈ψ∗ − ψ˙∗, g〉ψT∗ (t).
We have
Lemma 4.7. (See [3, Proposition 4.6].) Let
Yω =
{
g ∈ Xω: 〈ψ∗ − ψ˙∗, g〉 = 0
}
.
Then there are a positive number δ1 > 0 and a unique continuous differentiable function
zˆ : [−δ1, δ1] × [−δ1, δ1] × [0, δ1] → Yω such that for (μ,γ, ) ∈ [−δ1, δ1] × [−δ1, δ1] × [0, δ1],
L∞zˆ(μ, γ, ) = (I − J∞)H∞
(·,μϕ∗∞ + zˆ(μ, γ, ), γ, ).
In addition, zˆ(0,0,0) = 0 and
∂
∂γ
ω∫
0
[
ψ∗(t)− ψ˙∗(t)
]
H∞
(
t,μϕ∗∞ + zˆ(μ, γ, ), γ, 
)
dt
∣∣∣∣
(μ,γ,)=(0,0,0)
= 0.
Lemma 4.8. There are a small positive number ∗ > 0 and a continuous function γ : [−∗, ∗]×
[0, ∗] →R such that γ (0,0) = 0 and
JH
(·,μϕ∗ + z(μ,γ (μ, ), ))= 0, (μ, ) ∈ [−∗, ∗] × [0, ∗].
Proof. By the definition of J and Corollary 4.3 we easily see that Eq. (4.11) is equivalent to the
equation
ρ∫
0
[
ψ∗(t)− ψ˙∗(t)
]
H∞
(
t,μϕ∗∞ + z∞(μ,γ, ), γ, 
)
dt = 0.
Let U = [−δ0, δ0] × [−δ0, δ0] × [0, δ0] and define Ψ :U →R by
Ψ (μ,γ, ) =
ω∫ [
ψ∗(t)− ψ˙∗(t)
]
H∞
(
t,μϕ∗∞ + z∞(μ,γ, ), γ, 
)
dt.0
W. Huang / J. Differential Equations 244 (2008) 1230–1254 1253Then Eq. (4.11) has a solution if there is a function γ (μ, ) that solves equation
Ψ (μ,γ, ) = 0. (4.12)
It is obvious that
Ψ (0,0,0) = 0. (4.13)
Moreover, z(μ,γ, ) ∈ Za implies that z(μ,γ, )(t) converges to an ω-periodic function
z∞(μ,γ, )(t) as t → ∞ exponentially. Hence for t ∈R and integer k, we have∣∣z(μ,γ, )(t + kω)− z∞(μ,γ, )(t)∣∣ = ∣∣z(μ,γ, )(t + kω)− z∞(μ,γ, )(t + kω)∣∣
→ 0, k → ∞. (4.14)
It follows from (4.14) and the definitions of L, L∞ and Corollary 4.3 that
[
Lz(μ,γ, )
]
(t + kω) → [L∞z∞(μ,γ, )](t), t ∈R,
(I − J )H (t + kω,μϕ∗ + z(μ,γ, ), γ, )→ (I − J )H∞(t,μϕ∗∞ + z(μ,γ, ), γ, )
as k → ∞. Therefore, by replacing s by t + kω and letting k → ∞ in (4.7) we obtain
Lz∞(μ,γ, ) = (I − J )H∞
(·,μϕ∗∞ + z∞(μ,γ, ), γ, ). (4.15)
Note that Za ⊂ Ya . Thus z(μ,γ, ) ∈ Za implies that z∞(μ,γ, ) ∈ Yω . By Lemma 4.7, the
solution z∞(μ,γ, ) of (4.15) in a small neighborhood of the origin is unique. That is, we must
have
z∞(μ,γ, ) = zˆ(μ, γ, )
for small μ, γ , and , where zˆ(μ, γ, ) is the function defined in Lemma 4.7. From Lemma 4.7
we conclude that
∂
∂γ
Ψ (0,0,0) = 0.
Lemma 4.8 therefore follows from the Implicit Function theorem. 
Now we are in the position to prove our main theorem.
Proof of Theorem 1.1. By the Implicit Function Theorem there are a small positive number
∗ > 0 and a continuous function γ : [−∗, ∗] × [0, ∗] such that
γ (0,0) = 0, Ψ (μ,γ (μ, ), )= 0, (μ, ) ∈ [−∗, ∗] × [0, ∗].
Thus, for (μ, ) ∈ [−∗, ∗] × [0, ∗], the function w(t) = μu˙∗(t) + z(μ, , γ (μ, ), )(t) solves
Eq. (2.9). In particular, if we let γ () = γ (0, ), then the function
w() = z(0, γ (), ) ∈ Xa
1254 W. Huang / J. Differential Equations 244 (2008) 1230–1254is a solution of Eq. (2.9) with γ = γ () for  ∈ (0, ∗]. By the definition of Xa , w()(t) → 0
as t → −∞ and w()(t) converges to an ω-periodic function z∞(0, γ (), )(t) exponentially as
t → ∞. By translating back to the original variable we conclude that for each c = 1/√ with
  ∗, the function
u(x, t) = w()
(
x + ct
c[1 + γ ()]
)
+ u∗
(
x + ct
c[1 + γ ()]
)
is a traveling wave solution of Eq. (1.1) that converges to the equilibrium point E as x + ct →
−∞ and converges, as x + ct → ∞, to a period traveling wave solution. The limiting periodic
traveling wave solution has the period[
1 + γ ()]ω = [1 + γ (1/c2)]ω
with respect to the time t . The equality γ (0) = 0 therefore implies that the period of the traveling
wave solution converges to ω as c → ∞. 
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