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1. INTRODUCTION 
In this paper we consider a class of third-order quasi-differential equations 
defined by 
L[y] = [$ (&Y/j’ - %Y]’ - ZY! = 0, (1) 
where the coefficient functions aij: [O, CO) -+ Iw are continuous and such that 
a,,(f) > 0, a,,(t) > 0. 
Equation (1) is equivalent to a linear system 
X’ = A(t) x, (2) 
where A(t) is a 3 x 3 matrix given by 
(3) 
in the sense that if y  is a solution of (1) then X = (y, xa , x8) is a solution of (2) 
and, conversely, if X = (x1 , x2 , x3) is a solution of (3) then y  == x, is a solution 
of (1). The standard uniqueness and existence properties for (1) then follow 
by use of (2). Equation (2) with A(t) given by (3) has Barrett’s third-order 
canonical form. See [l, p. 4341. 
Associated with (1) we consider its formal adjoint 
L*(y)=[$-(-$j’-Zy]‘-$yf=O, (4) 
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with vector representation 
where 
Y’ = B(t) Y, (5) 
0 L a32 a23 0 B(t) = 0 a12  . (6) 
0 a21 0 (0 
In what follows we denote by S, the solution space of (2). A nontrivial 
element X E S, , X = (xi , x, , x ) will be called oscillatory if xi is oscillatory, 3 , 
i.e., if sup{t 3 0 1 xi(t) = 0} = +co. (We note that the zeros of xi are isolated 
for a nontrivial X E S, .) We denote by 0, C S, the set of all oscillatory solu- 
tions of (3). We say the zeros of two linearly independent solutions of (2) 
separate if the zeros of its first components separate. Similar definitions apply 
to Eq. (5). 
Besides the conditions aia > 0, az3 > 0 we will assume that ais/aaa is non- 
increasing, a2i/ua3 is nondecreasing, (a3a/a1a) + (~~~/a~~) 3 0 and sometimes 
that uis > c > 0, c E R, on the ray [0, CO). 
Under these conditions we extend to (1) a result due to Jones [2] and we give 
some new results. Thus we prove that if the space of oscillatory solutions 0, 
of (1) is not empty then 0, + (0) is a plane. We further prove this proposition 
is equivalent to the following: The space of nonoscillatory solutions of (4) is a 
line. 
2 
In this section we establish some preliminary results. 
PROPOSITION 1. Let X = (x1 , x2 , x3) denote a solution of (2) such that 
xl(to) = x,(t,) = 0, t, 3 0, then 
Proof. We only prove (b). Applying L’Hopital’s rule we obtain 
lim xl(t) _ ’ lim x’l(t) ’ x2(t) 
t-t0 (t - to)2 ___ - z t+to (t - to) 
= - a,,(t,) lim ___ , 
2 t-tt, (t - to) 
and then (b) follows from (a). 
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PROPOSITION 2. Let X = (xl , x2 , xs) be a solution of (3) such that xl(&) = 
x2(to) = 0, x3(t0) > 0, to b 0. Then xl(t) > 0, x2(t) > 0, &3(t) = x3(t) + 
(u2Ju2J x,(t) > 0 for t > t, . (In particular d2(t) > 0, t > t, .) Furthermore ;f 
aI2 > c > 0, c E Iw, then lim,,, xl(t) = +co. 
Proof. JVe first derive the following relationship, 
z3(t) - qtO) = ( (2: + $) ~‘1 + It: ~1 d (2) , (7) 
where the last integral is taken in the Riemann-Stieltjes sense. For a solution 
X = (x1 , x2 , x3) of (2) we have 
%(f) - X&o) = jt: (232x2. 
From here 
t 
= 
J( 
a,, 
to 
-+2)x’, +~jd(~j. 
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We next observe that from the continuity of x3(t) and from Proposition 1 
it follows there exists a 8 > 0 such that q(t) > 0, t E (t,, , to + S), i = 1,2, 3. 
Assume now there exists a [r such that xr(l,) = 0 and xl(t) > 0, t E (t,,, .$,). 
From Rolle’s theorem there exists a $r E (to, fr) such that x’&$) = 0, this 
implies x2(<,) = 0. Then there exists a t2 < .$r such that x2(5,) = 0 and 
x2(t) > 0 for t E (to , [s). Applying again Rolle’s theorem it follows there exists a 
5 E (to , f2) such that x’,(f) = 0. Since uas > 0 this implies %s(t) = 0. But then 
from (7) we obtain 0 > %s(t) - $s(ts) > 0, which is a contradiction. Then 
q(t) > 0, V t > t, . Again from (7) and in a similar way it can be proved that 
x2(t) > 0, x3(t) > 0, V t > to . Now since x,(t) > 0, t > 0 then d2(t) > 0, 
t > to and thus x2 is strictly increasing, therefore if T,, > t,, we have x2(t) > 
x~(T,,) > 0 for t > T,, . From dl(t) = a,,(t) x2(t) it then follows that dl(t) > 
cx2(t,,) and so that x,(t) > xl(to) + cx,(t,J (t - to), t > to . This implies 
xl(t) -+ a3 as t + co. 
PROPOSITION 3. Let Y = (yl , y2, yJ b e a solution of (5) such that n(t,,) = 
y&J = 0, y&o) > 0 for to > 0. mm r&> > 0, s,(t) < 0, a~%,(0 = M) - 
(u2r(t)/a23(t)) n(t) > 0 and not increasing, t E [0, t,). 
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Proof, The proof is similar to that of Proposition 2. Corresponding to (7) 
we now have 
Y3(f2) - Y3(fl) =- - i,:‘Yl d (%j 9 
for 0 < t, < t, < t, . Also from the continuity of ya(t), and from Proposition 1 
there exists a 6 > 0 such thaty,(t) > O,ya(t) < 0, andya >0 if t E (to ~ 6, 8). 
The proof follows now as in Proposition 2. 
PROPOSITION 4. There exists a solution Y = (yl , yz , y3) of (5) suck that 
yl(t> > 0, r2(t) < 0, y,(t) = y3(t) - (~21/u23)yl(t) 2 0, ~2nd Y3 is nonifimuing, 
t E [0, XI). Furthermore if aI2 > c > 0 then j&(t) -+ 0 us t + CD. 
Proof. For each positive integer k let Y, = (ylk , yak , yak) be a solution of 
(5) such that Y&) = y2,@) = 0, yBk(k) > 0. Then rlk(t> > 0, ye&) -c 0, 
jigk(t) > 0 t E [0, k). Also y3k(t) is nonincreasing t E [O, a). By a classical argu- 
ment we can assume {Yk) converges to a nontrivial solution Y .= ( yr , ya , y:{) 
of (5) as k-t co. Then y,(t) 2 0, ya(t) < 0 and y,(t) > 0 and nonincreasing, 
t E [0, CQ). Assume now there exists a t, > 0 such thaty,(t,) = 0. From y’, = ~,a 
ya < 0 we obtain yl(t) < 0 for t > t, . But yr > 0 for t > 0 then yl(t) E 0 for 
t 3 t, . It follows ya(t) = ya(t) = 0 for t >, t, and then Y is a trivial solution. 
Contradiction. Thus yl(t) > 0 for t 2 0. Now from Y3(t) > 0 and nonincreasing 
we have that lim tqgly3(t) = I exists and 1 > 0. Let us assume I > 0, then from 
Y’* u32 -=- 
a12 a12 
?'l -r 213 3 -3+K=%>Z 
it follows that y’a 2 la,, 2 Zc. This implies y2(t) - y2(t0) > Ict and then 
y2(t) -+ co as t + cc which is a contradiction since y2 < 0. 
DEFINITION. Let X = (x1 , xa , xa) and Y = (yr , y2 , ya) be solutions of (2) 
and (5), respectively. We define 
1x1 Yl = Y3Xl -YyzXz +y1x3 * (9) 
It is clear that [X, Y] is R-bilinear and that [X, Y) is a constant function. 
From now on Y* = (y* r , y*a , y*.J will denote a solution like that in Proposi- 
tion 4; X* = (x*r , ~*a, x*a) will be a solution of (2) such that x*r(O) = 
x*~(O) = 0 and [X*, Y*] = 1. We then have y*r(t) > 0, y*.Jt) < 0, P*a(t) = 
Y*&) - (Q,&,,) Y*l(t) > 0, “*l(t) > 0, x*2(t) > 0, 3*3(t) = X*&t) -1- 
(u2r[u2a) Gus > 0. Furthermore if ura > c > 0 then Em,,, y*,(t) = 0 and 
lim,, x*l(t) = co. 
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PROPOSITION 5. Let H* denote 
Then H* is a plane of S, such that H* C 0, + (0) or H* n 0, = $, 
Proof. Consider the linear system of order two 
Z’l = QA? 7 
(10) 
Fir2 = (a21 - ~23(r*&*1N Zl + a2dY*2/Y*d x2 * 
IVe have that if 2 = (,a1 , z2 , za) E H* then (zr , z2) is a solution of (IO). Conver- 
sely, if (.zr , z2) is a solution of (10) then 2 = (aI , z2 , za = (Y*~z, - y*azr)/y*J 
belongs to H*. The proof follows now from the fact that either all nontrivial 
solutions of (IO) are oscillatory or all are nonoscillatory. 
COROLLARY. S, = H* @ [X*1, where [X*1 = {X E S, / X = AX*, h E R}. 
LEMMA 1. Let 4, Yz [a, b] ---f R be two continuous functions such that $ > 0, 
Y 3 0; 4 is nonincreasing and YE Cl. Then if$(u) = 0 or Y(a) = 0 we have 
(11) 
Proof. We have 
4(b) Y(b) - +(a) W) = j” + dY + [” Y 6 
a “cl 
But 4(b) Y(b) > 0 and sl Y d$ < 0 then sl$Y’ > 0. 
PROPOSITION 6. If Z = (zl , z2 , .zJ E H* then y*g12 is bounded. 
Proof. Define F = (a12/ap3) y*1z22 + r*az12 for t > 0. Since each term of F 
is 30 then F > 0. We shall prove that F is nonincreasing, then F will be bounded 
and this in turn will imply our result. 
Let 
G(t) = p*3(%2)r + lt 2 (y*&)‘, t >o. 
Then 
G’(t) = f=y:‘z2’ + 2a,,y*,z,2 = 3u,,y*,z,2 < 0. 
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Thus G is nonincreasing. On the other hand 
F(t) - F(0) = G(t) + j-,cy*lz22 d (2, + j” z12 dy*3 . 
0 
But q2/u2a and r*a are nonincreasing and therefore F(t) - I;(t,J is the sum of 
three nonincreasing functions. This finishes the proof. 
PROPOSITION 7. If  aI2 > c > 0 then 0, C H*. 
Proof. Let WE 0, , W = (wi , w2, ws) and let us assume that W $ H*. 
Then W = hX* - 2, where h E R, h # 0 and Z E H*. Dividing by h we can 
assume W = X* - 2 and in particular that [W, Y*J = 1. If  2 = (zr , a2 , z,) 
by Proposition 6 we have that p*azi2 is bounded and since a,, > c > 0 implies 
~*a --f 0 as t + CO it follows that jj*azi --f 0 as t + co. Also from [Xx , Y*] = 1 
we obtain 0 < r*a~*i < 1. Then since wi is oscillatory there exists a maximum 
of w1 at t, >, 0 with wr(t,) > 0 and such that 
1 - tv*,(to) wdto) = 1 - tJ*,@o> (x*&o) - &o)) > 0. 
On the other hand, multiplying the following expression by w’, 
1 -[w,Y*]-y 
V* 
*3w1 - y*2w2 + -1 WI2 , 
u23 
we obtain 
WI1 = +r*3(wl”)’ - 2 (w’$ + + ~y*1(W2yr. 
(12) 
(13) 
Integrating (13) from to to t, t >, to , we obtain 
4) - wdto) = +Y*3(“) W12P) - +.“*3(to) w12(4J 
1 t 
- - 1 WI2 dy*3 - 
2 - to 
By Lemma 1 and since w,(t,) = (l/u,,(to)) w’l(t,) = 0 we have that 
J” @12/a23> Y *dwz2)’ >, 0. to Al so since y*a < 0 we have - s,“, (y*,/u12) (wO’~)~ 2 0. 
Finally since ~*a is nonincreasing we have - 9 J:, wr2 dy*3 > 0. Then from 
(14) we obtain 
4) > w&o) 11 - *r*,(to) w,kdl > 0, vt>t, 
But this is a contradiction since WE 0, . 
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In this section we establish our main results. 
THEOREM 1. Consider (I), equivalently, (2) where a,, > c > 0, c E R, az3 > 0, 
a2Jaz3 is nondecreasing, a12/az3 is nonincreasing, and (~~~/a~~) + (~~~/a~~) 3 0. 
Then rf 0, # 4 we have 0, + (0) is u plane of S, . Furthermore sf XI and X, 
are two linearly independent elements of 0, then their zeros separate. 
Proof. Assume 0, # +. From Proposition 7 we have 0, C H* and thus 
H* n 0, # 4. From Proposition 5 we have H* C 0, + (0). It follows 
0, + (0) = H*. Now if X, = (xri , xpl , xai) and X, = (xi2 , xas , xas) are two 
linearly independent elements of 0, then (xii , xai), (xia , xaa) are two linearly 
independent solutions of (10). Th en the zeros of xii and xi2 separate, i.e., the 
zeros of Xi and X, separate. 
As a corollary we have the following. 
THEOREM 2. Under the hypothesis of Theorem 1 if 0, # 4 then SB - 0, is u 
nonoscillatory line of S, . 
Proof. Let Y = (yr , yz , ya) E Sa - OB be a nontrivial solution of (5). 
Then there exists a t, 3 0 such that yi(t) > 0 for t E [to, CO). By a change of 
variables of the form t ---f t - t, we can assume yI(t) > 0 for t E [0, co). We 
note that such a change does not affect the hypothesis and conclusions of Theo- 
rem 1. 
Define now H, = (2 E S, 1 [Z, Y] = O}. By considering the system 
x’1 = 42% > 
d2 = (a21 - (Y3/Yl) a231 Zl + a2dr2irA 3 7 
(15) 
we can prove, as in Proposition 5, that H, is a plane of S, such that 
H, C 0, + (0) or H, n 0, = 4. Since 0, # 4, from Theorem 1, 0, + {0} 
is a plane of S, , then Ii, n 0, # 4, it follows H, = 0, + (0). From here 
H, = H*, H* as in Theorem 1. Then if L denotes the line generated by Y* 
we get Y EL and Y = hY*, h E R. This finishes the proof. 
THEOREM 3. Under the hypothesis of Theorem 1 if Oa # 4 then 0, # 4. 
Proof. Assume Oa # + and let Y = (yi , y2 , ys) E 0, . Then if Y* = 
(y*i , Yap , y*s) denotes a vector solution like that in Proposition 4, we have that 
the vector X = (x1 , x2 , x3), where xl = YO-YO - Y~Y*~ , x2 = Y *l~3 - Y~Y*~ , 
x3 =Y*ZY3 -YyZY*3 v which is a nontrivial solution of (2) belongs to 0, . 
In order to prove this let t, , i , t and t, be any three consecutive zeros of yi , 
t, < t, < t, . We claim xi(~) = 0 for some 7 E [to , t,]. In the case yi(t) > 0 
(to) for t E (to , tJ u (tl , tJ then yz(tI) = 0. This implies q(t,) = 0. We 
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assume then yr(t) > 0, t E (tat,) and yi(t) < 0, t E (tr , ta). Let 7i be the point 
where yr reaches its absolute maximum in [to , tr] and ~a the point where yi 
reaches its absolute minimum in [t 1 , &I. Then ~~(7~) = -y1(7d Y *dud 3 0 
and ~~(7~) = -~~(-r~)y*~(T~) < 0. It follows that there exists a 7 E [t, , ts] such 
that X1(T) = 0. Thus X E OA . 
Theorems 1, 2, and 3 can be written in the following way. 
THEOREM 4. Under the hypothesis of Theorem 1 the following propositions 
are equivalent 
(4 0, + 9, 
(ii) 0, + (0) is a plane of S, , 
(iii) SB - OB is a nonoscillatory line of S, , 
(iv) 0, # 4. 
Furthermore if either of these propositions is true then the zeros of two linearly 
independent solutions of 0, separate. 
Note 1. The third-order quasi-differential equation 
UYI = [-& ($ yr)’ - 24’1’ - +y’ - a,,y = 0, (16) 
where the coefficient functions aij: [0, co) -+ R are continuous and aI2 > 0, 
az3 > 0, can be written as 
L[YI = [$- c&-Y’)’ - & (azl + a23 lot a3ds) ds) Y]’ 
(17) 
+ (al2 j t a3&) ds - 4 (& 4”) = 09 0 
which has the form of (1). The A(t) matrix for (17) is 
0 al2 0 
t 
A(t) = a21 t 
a 23 s 4s) ds 
0 a23 
0 (18) 
t 
0 a32 - al2 s a3&) ds 0 
0 
with corresponding B(t) matrix. Thus Theorem 4 applies to (17) if aI2 > c > 0, 
c g R az3 > 0, (4as3) + .I+ ,, u3i(s) ds is nondecreasing, a13/az3 is nonincreasing 
and (a32/a12> + (4a23) > 0. 
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Note 2. The vector differential equation X’ = A(t) X, where X = (y, xa , xs) 
and 
0 a12 0 
A(t) = O21 o a23 > [ 1 (19) a31 a32 0 (t) 
and where the a,j are continuous on the ray [0, co), aI2 > 0, u23 > 0, can be 
reduced to (16) for y. Thus Theorem 4 applies to this case if the conditions of 
Note 1 are satisfied. 
Note 3. The vector differential equation Z’ = C(t) Z, where Z = (zr , z, , .z3) 
and 
Cl1 Cl2 0 
'@) = '21 c22 '23 [ 1 (20) c31 c32 %3 (t) 
and where the c, are continuous on the ray [0, co), c12 > 0, cs3 > 0, can be 
reduced to the form of Note 2 by a change of variables of the form 
xi = (exd - J 4) 3 , i = 1, 2, 3. Thus Theorem 4 applies to this case for 
suitable matrices C(t). 
Note 4. Let us consider the third-order differential equation 
Jqy] = y”I + PY” + 4Y’ + YY = 0, (21) 
where p, q, Y are continuous nonpositive real-valued functions on the ray [0, co). 
Equation (21) is equivalent to the linear system 
X’l = z, ) d2 = z, , xl3 = -Yx, - 422 - px3 . (22) 
By a change of variables of the form 
s 
t 
Xl = 21, x2 = z2, x3 = x3 exp P, (23) 
0 
system (22) is reduced to 
X'l = 42x2, x'2 = a23x3, "3 = @31'1 + a3,x2, (24) 
where 
a - 1, 12 - u23 = exp (- ~otp)7 a31 = -y exp (jot?) , 
t 
a32 = -q exp (s 1 p . 0 
But these coefficient functions satisfy the conditions of Note 2; therefore 
Theorem 4 applies to Eq. (21). 
w/Wr-3 
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