In this paper we consider the research challenges of generating a set of recommendations that will satisfy a group of users with potentially competing interests. We review different ways of combining the preferences of different users and propose an approach that takes into account the social behaviour within a group. Our method, named delegation-based prediction method, includes an analysis of the group characteristics, such as size, structure, personality of its members in conflict situations, and trust between group members. A key element in this paper is the use of social information available in the Web to make enhanced recommendations to groups. We propose a generic architecture named ARISE (Architecture for Recommendations Including Social Elements) and describe, as a case study, our Facebook application HappyMovie: a group recommender system that is designed to provide assistance to a group of friends that might be selecting which movie to watch on a cinema outing. We evaluate the performance (compared with the real group decision) of different recommenders that use increasing levels of social behaviour knowledge.
Introduction
It is becoming common to employ recommendation technologies to aid users in the task of finding interesting items in the Web [37] . There is a wide range of products such as books, music, games, trips, etc. that are difficult to discover in the Web due to the overwhelming amount of information available. Recommender systems [24] enable users to find items and provide a richer and more interactive user experience than classical interfaces based on catalogues of products.
Initially, existing recommenders were focused on individual users [16, 31] . Nowadays, however the rise of the collaborative Web (a.k.a. Web 2.0) has encouraged the development of activity-planning through social networks, like watching a movie, going to a restaurant, listening to a radio station or traveling with friends. A clear example are events organized through social networks like Facebook. Here, recommender systems can play a significant role, since agreement on a common item by several users is not a simple task. To address this issue, the number of recommender systems that deal with the challenge of making recommendations for groups of people has increased [34, 38] . Group recommendation, however, is not a mere aggregation of individual preferences. Humans are social individuals and, therefore, social behaviour has a great impact on their group decisionmaking processes. Our proposal takes into account this fact and assumes that the general satisfaction of the group does not always mean aggregating its members' preferences. It is clear that groups have an influence on individuals when coming to a decision. This is commonly referred to as emotional contagion: the effect of individuals' affective state on others in the group [6, 21, 33] . This contagion is usually proportional to the tie strength or trust between individuals as closer friends have a higher influence [19, 39, 50] . However, the influence of the group also depends on the individual's degree of conformity [33] . It has been proved that humans adjust their opinions to conform with those of a group when the majority of the group expresses a different opinion. The degree of conformity is counteracted by the individual's behaviour when facing a conflict situation. Here, personality influences the acceptance of others' proposals [44] .
Previous research on group recommendation considers the preferences of every member in the group with the same degree of importance and try to satisfy the preferences of every individual. However, all these social elements (emotional contagion, trust, personality, . . . ) should be included in the recommendation model to fully represent the group behaviour when choosing a shared item. Although it seems natural to model this social knowledge, a major limitation appears: social factors are very difficult to estimate. Up to now, it was impossible to obtain these factors without annoying users with several questionnaires. But nowadays the collaborative Web provides a tool that can be used to lighten this problem: social networks. Social networks let users interact and develop their social relationships in a computerbased environment. Indeed, several works have pointed out that social elements can be inferred from them [9, 20] . For example, we can estimate a tie between users by measuring the number of messages exchanged or the number of friends in common.
The first contribution of this paper is the compilation of our ideas in an organized generic architecture named ARISE (Architecture for Recommendations Including Social Elements) that can be instantiated into group recommender systems that take into account social behaviour knowledge. In the functional description of our architecture we will detail how social knowledge provided by the modules inside ARISE is combined to obtain a recommendation that integrates the individual preferences and social features of the group.
To do so, individual preferences are modified according to the social environment of the user. This idea is reflected in our novel technique to estimate an individual's preference for a given item based on social factors. A preliminary version of this technique was introduced in [42] . The research presented in this paper shows a more mature work, where we have refined, tested and justified the ideas and decisions made in [42] . We have named this new approach the delegation-based prediction (dbp) method. As the name suggests, the idea behind this method is that users create their preferences based on others' opinions. We consider this new perspective of our past work as the second contribution of the paper.
In the next step, these individual predictions are combined to generate an aggregated preference for the group. Masthoff [32] presents a compilation of the most important preference aggregation techniques pointing out that the selection of a proper aggregation strategy is a key element in the success of the generated recommendation for the group. Therefore, our third contribution is the adaptation of these techniques to our delegation-based method, plus a comparative analysis of their performance. This study indicates which is the best aggregation strategy depending on the characteristics and nature of the group.
To perform this evaluation we have instantiated our generic architecture into a real application called HappyMovie, that conforms the last contribution of this paper. It is a Facebook system for the movie recommendation domain. Although we have chosen this domain as a case study, we discuss how the architecture and group recommendation approaches presented in this paper could be applied to any other domain.
The discussion about this architecture and its instantiation is presented first in Sects. 2 (ARISE) and 4 (HappyMovie). Next, Sect. 3 includes the functional description of ARISE and introduces the delegation-based prediction method. The experimental evaluation and comparative analysis of this method together with the aggregation strategies are presented in Sect. 5. Finally, Sect. 6 introduces related work on group recommender systems, and Sect. 7 concludes the paper.
2 Generic architecture for group recommenders using social elements ARISE 1 is a theoretical organization of the modules required to build social group recommenders. The architecture of ARISE is represented in Fig. 1 . We can see that it is divided into six different modules: cooperation, trust, individual prediction, explicit individual preferences, and product data. This architecture allows us to simulate, in a realistic way, the social behaviour followed by groups of people when arguing on a joint activity. The personality factor lets us model the behaviour of each member in a conflict situation such as the ability to agree on a common group activity. During this decisionmaking process each member must give up some preferences to reach a consensus. This preference variation is directly influenced by the confidence or social trust in other members of the group.
A basic building block of our group recommender is the individual estimation module that predicts the preferences for a given user. It requires an explicit profile of the individual's preferences and a product data set to be recommended. As we will see in Sect. 3.2, our delegation-based prediction method biases these individual estimations according to the personality and trust factors. Finally, the information provided by each module is combined by the ARISE's aggregation techniques to obtain a recommendation for the group. These combination strategies are explained in Sect. 3 whereas the architecture modules are explained in the following sections.
Cooperation module
It is a fact that when we face a situation in which the concerns of people appear to be incompatible, conflict situations arise. Different people have different expectations and behaviour in conflict situations, and therefore they should be taken into account. When we started our research to improve the group recommendation process, we decided to study the different behaviours that people have in conflict situations according to their personality [41, 42, 44] . This module fulfils the task of obtaining a value that represents the personality of each user. This personality value, p u , fits within a range of (0, 1], 0 being the reflection of a very cooperative person and 1 the reflection of a very selfish one. In the ARISE architecture it is described as a high-level module that can be implemented in different ways depending on the resources available and the domain of the recommender application.
Trust module
Current research has pointed out that people tend to rely more on recommendations from people they trust (friends) than on recommendations based on anonymous ratings [47] . This social element is even more important when we are performing a group recommendation where users have to choose an item for the whole group. Note that trust is also related to tie strength; previous works have reported that both are conceptually different but there is a correlation between them [28] . This module fulfils the task of obtaining the trust values, t u,v , between every user u and v that belong to the group that is being recommended. Note that t u,v (0, 1], 0 being the reflection of a person not to be trusted and 1 the reflection of a highly trusted one.
Individual estimation
Our recommendation approach predicts the rating that each user would assign to every item in the catalogue and then these estimated ratings are aggregated to obtain a global prediction for the group. Therefore, a basic building block of the architecture is the module in charge of computing individual predictions. We will denote the individual predicted rating as: pred(u, i), u being a user and i an item from the catalogue. There are several options for obtaining these predictions that have been broadly studied in the recommendation research. In a general way there are two different approaches [45] . Collaborative recommenders use ratings already assigned by other users to several products. Users are selected according to their similarity with the target individual (by comparing the ratings given to the products). Most similar users are used as predictors and their ratings are combined to estimate the rating that the target user would assign to a new product. On the other hand, the Content-based approach compares each item to be proposed with items already rated by the target user. Then the ratings of the most similarly rated items are combined to provide a prediction.
Regardless of the approach chosen to implement this generic module of the ARISE architecture, there are two components (or sub-modules) that are always required by the individual recommender: explicit individual preferences and the product data set. Explicit individual preferences span any kind of information about the user that is required to predict the rating for a new item. Commonly, it just consists of the ratings given to some products in the catalogue. These ratings will be used later by the collaborative or content-based approach to predict new ratings. The product data module provides the information about the items in the catalogue that should be recommended to the group. The next section presents the functional description of our approach.
Functional description of ARISE
In this section we explain the process of combining the social knowledge obtained from each of the ARISE's modules in order to provide a recommendation for the group.
Although we have already explained these modules, we summarize their output values to introduce some notation. These values and its corresponding dataflow are displayed in Fig. 2 . The cooperation module obtains a personality factor p u ; the trust module returns the trust factor t u,v ; the individual prediction module obtains pred(u, i) that is the result of applying a content-based predictor that compares the user's preferences pref u , given by the explicit individual preferences module, to the product data module, that stores every item i in the catalogue.
Our group recommendation method is based on preference aggregation approaches. These approaches [33, 38] aggregate the individual ratings, predicted for every user u given an item i-denoted as pred(u, i)-, to obtain a prediction for the group:
Here G is a group of users, which user u belongs to, and pred(u, i) is the individual prediction for user u and item i returned by the individual estimation module. There are several aggregation functions -represented with the symbol-that can be chosen to obtain the group prediction. These functions provide an aggregated value that predicts the group preference for a given item i. Then, our group recommender proposes the k items with the highest estimated group scoring. As we previously explained, individual predictions are biased by our delegation-based prediction method that takes into account the personality and trust factors. This way, recommendations are computed as shown in (2) .
We will explain next the aggregation functions and later the delegation-based prediction method.
Aggregation functions
A wide set of aggregation functions has been devised to combine individual preferences [32] . Choosing the aggregation function that performs best is a key element in providing good recommendations. Here we explain the functions that we have studied for our social prediction method, dbp, which will be elaborated on in Sect. 3.2. We explain how to calculate group ratings with each of these methods through an example. Table 1 contains an example of predicted individual ratings returned by the dbp method, whereas Tables 2 to 8 show how these individual predictions are modified and/or combined in order to get the final group recommendation.
-Average Satisfaction: Refers to the common arithmetic mean, which is a method to derive the central tendency of a sample space [1] . It computes the average of the predicted ratings of each member of the group. The function that represents this strategy is:
Where dbp(u, i) is the socially modified predicted rating for each user u, and every item i. gpred(G, i) is the final prediction of item i for the group. An example of this strategy is shown in Table 2 . -Borda Count: The Borda count is a single-winner election method in which users rank candidates in order of preference [46] . The Borda count determines the winner of an election by giving each candidate a certain number of points corresponding to the position in which s/he is ranked by each voter. Once all votes have been counted the candidate with more points is the winner. Because it sometimes elects broadly acceptable candidates, rather than those preferred by the majority, the Borda count is often described as a consensus-based electoral system, rather than a majoritarian one. We can see how the Borda count measure works in our example in Table 3 . For instance, u 1 has the lowest rating for C, and hence, C is awarded 0 points. Next rating is for item B and it gets 1 point, and so on with the rest of its rankings. Finally, to obtain the group preference order, the points awarded to the individuals are added up.
Where bs(u, i) is the Borda score assigned to each item rated by user u. It is obtained as the position of the item Table 4 Example of aggregation with Copeland Rule (from ratings in Table 1 ). Predicted group preference:
i in the ordered list OL. This list arranges the items according to the ranking estimated for user u. A problem arises when an individual has multiple alternatives with the same rating. In this case we have decided to distribute the points. So, for example, in u 2 's list B, D and F share the place and get (3 + 4 + 5)/3 = 4 points each. (Note that this modification is not included in the previous formula for the sake of readability.) -Copeland Rule: Alternatives are ordered by the number of pairwise victories, minus the number of pairwise defeats. It is a good procedure to overcome problems resulting from voting cycles [26] . In the example A beats B as both u 1 and u 3 prefer it, so the result in Table 4 shows a +1 for column A vs row B.
-Approval Voting: This is a single-winner voting system used for elections. Each voter may vote for (approve of) as many of the candidates as they wish. The winner is the candidate that receives more votes [17] . In our example, we could assume that u 1 , u 2 and u 3 vote for all alternatives with a rating above a certain threshold δ, meaning that they vote for any alternative provided that it seems a little interesting for them. An example of this strategy is reflected in Table 5 with δ = 2.5.
-Least Misery: This strategy follows the idea that, even if average satisfaction is high, a solution that leaves one Table 5 Example of aggregation with Approval Voting (δ = 2.5) (from ratings in Table 1 ). Predicted group preference:
Group prediction 2 2 1 3 3 3 Table 6 Example of aggregation with Least Misery (from ratings in Table 1 Table 7 Example of aggregation with Most Pleasure (from ratings in Table 1 or more members very dissatisfied is likely to be considered undesirable. This strategy considers that a group is as happy as its least happy member. The final list of ratings is the minimum of each of the individual ratings. A disadvantage can be that even if the majority really likes one item, if one person does not, then it will never be chosen [32] . An example of this is shown in Table 6 where u 1 and u 3 vote very highly for item A but its final rating is the lowest one, because u 2 does not like it.
-Most Pleasure Strategy: It is the opposite of the previous strategy, Least Misery; it chooses the highest rating for each item to form the final list of predicted ratings [32] , as we can see in Table 7 .
-Average Without Misery: Assigns a preference to the average of the weights in the individual ratings. The difference here is that those items that have predicted ratings under a certain threshold will not be considered [32] . Table 8 shows an example of how the group ratings are calculated using a threshold of δ = 2.
Once we have described the aggregation functions that can be used to combine individual predictions, the following section details how these individual estimated ratings are modified with our social factors. We present, as the core of ARISE, our delegation-based method, that improves group recommendations by means of personality and trust factors.
Modifying individual predictions with social elements
The idea adopted in our method is that everyone is influenced by their social context. Social media highly influences our decisions, relationships, and education. Several researchers study the impact of social media in our lives [12] . The social context refers to the immediate physical and social setting in which people live. It includes the culture that the individual was educated or lives in, and the people and institutions with whom they interact. Circumstantial life events, influences, and surroundings can further change our behaviour [7] . Social elements, that in our social recommendation method are the personality and trust factors, define each person (our users involved in the recommendation processes) as a potentially influenced component of a social community or group determined by the environment, in most cases social networks, s/he belongs to. In our social method, we have simulated people's behaviour based on the idea that the relationship between individuals and their networks of people directly influence their lives [12] . This way, we use the trust factor to model the impact of the preferences of the people that belong to the close circle of the user in her/his social environment and that therefore might influence her/him. This proximity between users (users' trust) is obtained by analyzing the information available on the social network. But, the influence of other group members not only depends on their proximity or trust in them, but also on the degree of personality or leadership of these influencers and on the degree in which the user might be influenced according to her/his personality. This degree of compliance or leadership is computed through the personality factor with the assertiveness and cooperativeness dimensions (as we will explain next in Sect. 4.1).
Hence, our recommendation approaches consist of evaluating the different behaviours that people have when participating in a decision-making process. To do so we use the personality and trust factors to modify the predictions made by the individual recommender. In that way not all the predictions are taken into account equally. We use a novel approach, which we have named delegation-based prediction method, to compute the new individual prediction, dbp(i, u), used in (2) .
The idea behind this approach is that users create their opinions based on their friends' opinions. So basically, in each user's turn in ∀u ∈ G, |G| = n. In (2), the user's opinion is not taken into account, but in the other (n − 1) turns, the user influences others. Instead of storing the information contained in a user's opinion just once, the method takes it into account every time another user of the same group states an opinion. We know that this idea is not at all intuitive. However, we performed several experiments with other simpler methods and they all provided worse recommendations than our dbp method. The delegation-based prediction method tries to simulate the following behaviour: when we are deciding which item to choose within a group of users we ask people whom we trust. This method follows a collaborative approach where a user's opinion is generated based on others' preferences. This way we apply the principles of emotional contagion. Moreover, we also take into account their personality in order to give certain importance to their opinions (for example, because we know that a selfish person may get angry if we do not choose her/his preferred item). The tie strength is also reflected in the formula by means of the trust between the users. The delegation-based prediction, dbp(u, i), given a user u and an item i is computed in this way:
In this formula, we take into account the predicted preference pred(v, i) of every friend v for item i. This rating is increased or decreased depending on the differences of personality between both friends, p v − p u . This way if user v has a strong personality s/he will have a higher impact on the prediction for user u. However, it is important to note that a user v with a strong personality and a high preference for item i, pred(v, i), would try to increase the opinion of user u about that item. In the opposite case, a low preference for the item, user v would try to decrease u's opinion. This behaviour is modeled using the θ v,i parameter as follows, lets say that pred(v, i) is in a range of [a, b]:
We have chosen those constant values (5 and −5) because the mean difference in the personality values is 0.2 and therefore the impact of the difference of personality in the formula will be ∼ ±1. Finally, the prediction of user v that has been modified according to the personalities is also weighted by the trust between both users t u,v . Note that this formula is not normalized by the group size and uses the accumulated trust 2 (represented as T ). We have chosen this option following the findings of [20] where a method for group recommendations using trust is proposed.
We will now explain the details of our case study HappyMovie: 3 a Facebook application for recommending movies to groups of users.
Case Study: HappyMovie
HappyMovie is a particular instantiation of our generic ARISE architecture for the movie recommendation domain. It serves as a use case and experimental environment where we can evaluate our architecture with real products. This way we can validate and improve our previous results obtained in simulated environments [41, 42, 44] .
This application has been developed for Facebook. With it we are able to offer group recommendations to people connected through this social network and obtain valuable feedback.
There are several reasons for this choice. Firstly, Facebook is used by users to create events and invite their friends to join activities, so our system can help them in the organization of such events. Secondly, users' activities in the social network can be tracked to obtain information about their trust with other users. And finally, it is a perfect environment to obtain users' social factors required by our model as it is user-friendly, easily accessible, has a lot of daily users and is adapted to run questionnaires, applications and games.
HappyMovie's architecture is depicted in Fig. 3 . It is easy to compare it with the generic design of the ARISE architecture (Fig. 1 ) described in Sect. 2. Next we summarize the way we have implemented the generic modules in our concrete system whereas Sect. 4.2 presents a functional overview of HappyMovie.
HappyMovie modules
HappyMovie instantiates the generic architecture of ARISE through the following modules (Fig. 3) :
Cooperation, TKI metaphor: There are different approaches that can be used in order to obtain the different personalities or roles that people play when interacting in a decision making process. In our previous studies [41, 42, 44] we used the Thomas-Kilmann test [48] . We chose this test because it is the most commonly used in the human-machine interaction area, due to its efficiency and that it is easy to evaluate and use for people not related to the psychology area. It provides a tangible and measurable value, easier to interpret than similar tests. According to this test, we can describe an individual's behaviour along two basic dimensions in conflict situations: (1) assertiveness, the extent to which a person attempts to satisfy her own concerns, and (2) cooperativeness, the extent to which a person attempts to satisfy other people's concerns. These two basic dimensions of behaviour define five different modes of responding to conflict situations: Competing, Accommodating, Avoiding, Collaborating and Compromising.
Our approach combines these 5 modes to obtain a personality value, p u , representing the user's personality. To obtain the score that the user has in each mode, the TKI personality test proposes 30 situations where the user has to think about how s/he will react. Initially we used the original TKI test. However, when we asked our users about it, they described the test as tedious, long and not very clear in some of the questions. To make the application more easy to get through, in [43] we studied and validated the use of an alternative method to obtain data about a certain user's personality. It consists of an interactive metaphor that displays two well known movie characters with opposite personalities for each of five possible categories. One character represents the essential characteristics of one category, while the other one represents all the opposite ones. What the user has to do is to choose, using a moving arrow, with which of each pair of characters s/he feels more identified. We have performed an experiment with real users using both tests, and proven that it is possible to replace the original TKI test with the new one (the metaphor) because the results obtained with the two tests are equitable (see [43] for the details of the experiment). In Fig. 4(a) we can see how the personality test is presented in the application.
Trust, Facebook profile analysis: The Trust Module is the module that receives the largest benefit because the application is embedded in a social network. We are able to calculate the trust between users by extracting specific information from each of their own profiles in the social network. Facebook users usually post a huge amount of personal information that can be analysed to compute the trust in other users: distance in the social network, number of comments shared, likes and interests, personal information, pictures, games, duration of friendships, etc. [18, 19] .
In order to switch from theory to practice it is important to take into account that these elements are not easy to quantify and that obtaining them is limited by the extraction power that Facebook APIs give us. In HappyMovie we analyse the following factors: common friends, pictures in common, common interests (music, movies, series..) and comments on each other's Facebook walls. Afterwards, these factors are combined using a weighted average. We have adjusted the weights of these factors when calculating trust after an experiment with real users where they indicated the real trust that they had in each other. The trust between pairs of users is computed every time a user joins an active group (or in terms of HappyMovie, when a user joins an event related to a cinema outing). This calculation is done between the active user and the rest of the group members. For each pair of users and each event the trust value is only computed once. However, we do compute it again for each new event as Facebook profiles keep changing and so does the trust between two people. A detailed explanation of the trust factors obtained from Facebook and the combination process is provided in [42] .
Individual prediction: Our group recommendation strategies combine individual predictions to find an item (movie) suitable for the group. This individual prediction module is built using the jCOLIBRI framework [15] and follows a content-based approach [40] to estimate the ratings a user would assign to each product in the catalogue. It compares the description of each product in the catalogue and selects those ones that are most similar to the user's preferences, and therefore, have the highest estimated rating. We have chosen a content-based system and not a collaborative one [16] because the movies to be recommended (i, in Fig. 2) are Consequently, this module has two requirements that must be fulfilled: the catalogue of products to be recommended, and the individual preferences of each user. In HappyMovie we obtain them with two sub-modules: a web crawling module that obtains new movie listings directly from the web and a web test module that obtains users' preferences.
To obtain the catalogue of products we have implemented a web crawler that obtains new movie listings from the web. This module is executed off-line and creates a data base of movies being played in cinemas. This data base also contains information about the location of the cinemas, the description of the movies and any other data required by our system.
The web test module is in charge of obtaining users' preferences for movies. It consists of a test where users are provided with a set of heterogeneous movies that they should rate (20 at least) in a Likert scale from 0 to 5, as shown in Fig. 4(b) . This test must be run before using the HappyMovie application although it can also be run on demand to increase the accuracy of the system. These preferences will be later used to evaluate the satisfaction of users regarding the items proposed to the group.
Having described the implementation of the HappyMovie application we will briefly detail its behaviour to let readers understand its functionality.
Using the HappyMovie system
The necessary steps to obtain a movie group recommendation with HappyMovie are:
1. Prerequisites. Before any user can access the movie recommendation functionality we collect the individual information required by our recommendation method. As we have previously explained, this information is the user's personality, trust and individual preferences.
-In order for us to gather the necessary data about the user's personality, he or she will be made to choose among a set of characters the one they feel the most identified with (cooperation module), as shown in Fig. 4 (a). -In order to store information about users' preferences, he or she will be made to rate a set of movies (at least 20 movies), where they enter their personal preferences (this is the web test used by the individual prediction module), as shown in Fig. 4(b) . -In order to understand the user's circles of trust the application reads the information stored in the Facebook personal profile. It calculates the trust that the active user has in all the other users that have joined the event up to now.
2. Activity definition. HappyMovie identifies two different user roles. Organizers create the events as shown in Fig. 5(a) and define the place, date or invited people. Attenders accept the invitation (delivered through the Facebook capabilities) and can see the movies proposed by the system based on the current configuration of the group. As attenders they can invite further users or withdraw from the event: recommendations are proposed dynamically. 3. Final choice. Once the deadline is reached, the system recommends the (estimated) three best movies for the group. At this point they are allowed to rate each movie individually. This process lets them decide which movie they are finally going to watch and, more importantly, it gives the system the feedback required to evaluate the level of satisfaction of the group.
In next section we present an evaluation of our system where we compare the performance of the delegation-based prediction method, all the different aggregation functions and the impact of social factors.
Experimental evaluation
We have evaluated our movie recommendation method making use of HappyMovie. We have firstly performed our experiment with groups of real users and secondly repeated it with synthetic data. The most important goal of our experiment is to measure the performance of our group recommendation method in a real scenario. However we have decided to experiment also with synthetic data in order to explore extreme cases that could appear in conflict situations. We also want to have control of the data distribution, an impossible situation when using real data. This synthetic data lets us explore every group composition and personality distribution within a group. It also lets us reproduce the behaviour of large groups that are very difficult to organize in experiments with real users. In [42] we used this very same method to create synthetically generated data and proved that the results obtained were valid and equivalent to the ones obtained with real data.
The other goals of this experiment are:
-Prove that the delegation-based prediction method has a higher performance than the standard non-social group recommendation approach.
-Study which of the possible aggregation functions reports the highest performance with the dbp method. -Analyse the impact of the personality and trust factors in the dbp method.
Experimental set-up
We developed a configurable group recommender implementing the aggregation strategies described in Sect. 3.1. This recommender can be configured to use the standard individual predictions returned by the individual estimations module, pred(u, i), or our social-based prediction method,
dbp(u, i).
The inputs of the recommender are those defined by the modules in ARISE: personality p u , trust t u , and individual preferences pref u for each user u. The output is a set of items recommended for a given group configuration rec(G). Finally, the validation data is the real group choice: an ordered list with the favourite items that the group would actually have chosen fav(G). The size of both lists was limited to 3 items assuming that it is the maximum number of movies that a user/group would be really interested in watching at a time. The accuracy of the system will be measured by comparing rec (G) and fav(G) . The more the recommended movie list resembles the real one, the better results our application provides. The evaluation metrics applied to compare both sets are explained in Sect. 5.2.
Each configuration of the recommender was evaluated with two different input datasets. The first one was obtained from real users and the second dataset contains information from synthetically generated users. This artificial dataset let us explore the behaviour of the recommender with extreme or unusual group configurations. For example, we analysed the range of personality values for the real dataset and almost every user had a mild personality. Therefore we could not conclude whether or not our method performs accurately with extreme personalities. Additionally, the real-users dataset has a limitation regarding the size of the groups. To study the performance with large groups (over 10 members) we needed a considerable number of participants. The synthetic dataset solved this limitation and reproduced such an amount of users. We must note that the validity of this dataset has been already proven in our previous studies [42] . Next we describe the features of each dataset:
-Real dataset: As we mentioned above, the most important goal of our experiment was to measure the performance of our group recommendation method in a real scenario. To do so we used our Facebook application HappyMovie. We created different events in the social network as explained in Sect. 4 and asked volunteers to use it.
The demographic data about our participants (mean age, gender, etc.) was quite varied because they were selected among colleagues and students. 58 users participated in our experiment. Input values p u and pref u were obtained from the tests presented in Sect. 4 (Figs. 4(a) and 4(b)). The last input t u was obtained by analysing users' Facebook profiles. The validation data fav(G) was obtained by putting together groups of users that simulated going to the cinema together and gave us a 3 item list that contained the group choice. We managed to gather 15 groups of 9, 5 and 3 members (4, 6 and 5 groups respectively). To obtain the output list rec(G), users created events in HappyMovie and joined them with the same configuration as they did in the simulation. -Synthetic dataset: This second dataset lets us explore unusual group configurations. By using this approach we were able to group users in sets of 3, 5, 10, 15, 20 and 40 people. Personality p u is assigned randomly, but following certain restrictions, to ensure that we obtain groups composed of people with all the possible combinations of extreme personalities (very selfish, selfish, tolerant, cooperative and very cooperative).
In the end we had 76 groups (13 different distributions for each size, except for the 40-person group where we only had 11 combinations due to the similarity of personalities in such big groups). The second input variable is the individual preferences pref u . This is a very delicate step that we have resolved by assigning profiles to each user. These profiles are generated from the Movielens data set [10] according to typical preferences about movies stratified according to their age, sex and likes.
The last input, t u , was assigned randomly to each simulated user according to the typical distribution of trust in a population. To obtain the validation data fav(G) we asked our volunteers to estimate which movies each artificial group would have chosen. The recommended output list rec(G) was computed by applying our recommendations algorithms to the input data.
Evaluation metrics
Our experiment requires an evaluation function to measure the accuracy of the group recommendation. To do so, we compared the results of our recommender system rec(G) to the real preferences of the users fav(G). However the choice of a suitable evaluation metric requires the consideration of several factors.
The first one is the length limitation in the fav(G) list. Real users are only interested in a few movies they really want to watch and consequently we limited them to 3 elements. Therefore, we cannot use general measures like recall or precision. Secondly, rec(G) is an unordered set because our recommender proposes three movies without any kind of ranking that are afterwards voted on by the members of the group to make their decision. This feature discards several evaluation metrics that compare the ordering of the output and validation lists like the Mean Absolute Error (MAE) [2, 22] or the Normalized Discounted Cumulative Gain (nDCG) [5] .
However, there are some metrics used in the Information Extraction field [49] that are suitable for our scenario. In our case, we can use precision@3 to evaluate how many of the movies in rec(G) are in the fav(G). This kind of evaluation can be seen from a different point of view: we are usually interested in having at least one of the movies from rec(G) in the fav(G) list. This measure is called success@3 and returns 1 if there is at least one hit in the first 3 positions. Therefore, we could use success@3 (or simply s@3) to evaluate our system by computing the rate of recommendations where we have at least one hit in fav(G). For example, 90 % accuracy using s@3 represents that the recommender suggests at least one correct movie for 90 % of the groups being evaluated. In fact, s@3 is equivalent to having precision@3 > 1/3. We can also define a 2s@3 metric (equivalent to precision@3 > 2/3), which represents how many times fav(G) contains at least two movies from rec(G). Obviously, it is a much more restrictive measure.
Results
In this section we detail the results obtained with different configurations of the recommender. Each configuration is defined by the input dataset (real or synthetic), the aggregation function (from Sect. 3.1) and the estimation method: pred(u, i) or dbp(u, i). As we have have studied 7 aggregation strategies we have ended up with 28 different configurations. To simplify the reporting of the results we group these configurations into two sets according to the estimation method. Those configurations using the basic estimation pred(u, i) without social knowledge conform the Fig. 6 Performance of the base and dbp configurations w.r.t. each average function using the real dataset and the s@3 (left) and 2s@3 (right) evaluation metrics Fig. 7 Performance of the base and dbp configurations w.r.t. each average function using the synthetic dataset and the s@3 (left) and 2s@3 (right) evaluation metrics baseline of the results and will be referred to as "Base configuration". Complementarily, configurations using the delegation-based prediction method will be labeled as "dbp configuration".
First, we analysed the improvement of the dbp configuration with respect to the baseline for each aggregation function. In Figs. 6 and 7 we can see the comparison of the results for the real data and the synthetic dataset. In average the improvement rates for the real dataset are 13.33 % with s@3 and 3.8 % with 2s@3. For the synthetic dataset improvements are 15.22 % and 14.84 % for each evaluation measure respectively.
Next, we explored the correlation of these improvements to the social factors. Our delegation-based method integrates two different social factors: personality and trust. To figure out the impact of this social behaviour knowledge in the recommendation process we repeated the evaluation of the dbp configurations with three different flavours of the dbp method where each social factor was nullified: only personality dbp p , only trust dbp t and no social knowledge at all dbp null . This last variant let us measure the impact of the collaborative approach followed by the dbp method where individual preferences are predicted by averaging other users' preferences. Results are presented in Fig. 8 . As we can observe, these variants can achieve at the most the same results as the full dbr approach for several aggregation functions. However it is not possible to generalize these results because their accuracy varies depending on the aggregation strategy and the dataset being used. Therefore we cannot conclude that, in general, these variants can be used to maximize the performance of a global system that works with different group configurations. Nevertheless, Fig. 8 illustrates a relevant finding: the full dbr method always performs at least as well as the other variants. It is the best way to balance the social factors included in our recommendations model: personality and trust. The statistical significance of these results was confirmed using the Wilcoxon signed-rank test (p < 0.05). Consequently, we can conclude that our delegation-based prediction method significantly Fig. 8 Performance of the dbp variants w.r.t. each average function using both datasets real (left) and synthetic (right) and the s@3 evaluation metric Fig. 9 Performance of the dbp configuration and group sizes w.r.t. each average function using the real dataset and the s@3 evaluation metric improves standard aggregative recommendation approaches and performs at least as well as the other variants.
Finally, we analysed the performance of the delegationbased prediction method according to group size. Figure 9 illustrates the results achieved by dbp applied to the real and synthetic datasets, for different group sizes and every aggregation function. Upon analysing the results from the real dataset ( Fig. 9 (left) ) we can observe that while some aggregation functions such as average satisfaction report better results for small groups (we consider groups of 10 or less as small), others like least misery, most pleasure or average without misery work the other way round and obtain better results for large groups. This is the reason why we needed synthetically generated data: to study the specific aggregation strategy that each possible group size requires. However, we can conclude that, on average, the best aggregation function for such small groups is the average satisfaction strategy. Figure 9 (right) shows the results for the synthetic dataset. Here we can confirm that least misery and average without misery are the optimal aggregation functions for large groups. Both show a rise in their performance when applied to a larger group. We can also observe that the average without misery strategy has decreasing performance although it reported good results for 9-member groups in the experiment with real data. When analysing the behaviour of the average satisfaction strategy we can confirm its unsatisfactory performance with large groups.
A related work section will be introduced next explaining all the different works that have been done in the field of group recommenders and their differences with our system.
Related work
There are a lot of domains where group recommendation techniques can be applied. For example, in the music domain, the work presented in [30] uses an algorithm that personalizes the distance measure between different pieces of music based on user preferences. MusicFX [35] provides recommendations about the background music at a fitness centre based on the preferences provided in different musical genres by the users. We can also find FlyTrap [13] , a group recommender which selects music to be played in a public room. In the movies domain, Polylens [38] is an extension of Movielens to generate recommendations to groups. Regarding recommendations of restaurants for groups, we can find an interesting recommender system, Pocket Restaurant Finder [34] , which bases its strategy on users' locations and the culinary characteristics of the restaurant. To find the best TV program to watch we have YuTV [51] , which uses a vector space model with features of the TV programs (such as genre or actors) to find relevant recommendations for groups. LET'S BROWSE [29] is another example of group recommendation; this one recommends web pages to a group of two or more persons who are browsing the web together.
What all these recommenders have in common is that they take into account personal preferences obtained from their users; however, they consider each user to be equal to the others. The recommendation is not influenced by their personality or the way each one behaves in a group when joining a decision-making process. In our approach we propose to study how people interact depending on their personality or their closeness in order to improve group recommendations.
More than preference aggregations
There are also other works, besides our own, that do take into account not only the preferences of every member but also the interaction among them; Travel Forum Decision [23] is an example of this. The goal of this application is to help groups of users plan their vacations together. The system provides a solution and allows group members to discuss. It acts as a mediator until they reach a solution. In our approach, we propose to simulate this discussion in order to relieve our users of the process of discussing about choosing a solution. This way, our proposal requires less interaction from the users and presents an immediate solution.
When considering more than just individual preferences, there are some systems, such as CATS [36] which is a conversational recommender for planning skiing holidays, that takes into account the attitudes and behaviour of other group members. Other systems that make a more detailed study of the group before making any recommendations are Intrigue [4] , which plans visits for groups of tourists by weighting the preferences of different subgroups with special needs (like children or disabled people). Chen [11] proposes the use of genetic algorithms to learn group preferences by using the known preferences of the subgroups within a group. Although the results seem to be significant, they suppose that groups are fixed and they have previously rated some items together. In the case of CATS, the recommendation is defined as an incremental process where users collaboratively refine the suggested recommendation by critiquing its features or discarding it. They consider that the preferences of the current member partially depends on the preferences and/or the anticipated behaviour of other members. During the process of choosing a recommendation, users can see what other members have voted for, so they are conditioned by other members's opinions. CATS users need to read the information of other users in order to alter their initial opinion. Obviously this is only possible for users who vote later. Our approach simulates this conditioning more thoroughly, because it can simulate these alterations beforehand by taking into account the strength of the relationships between group members.
Other works focus on the integration of group disagreements in the recommendation process. One of the most recent systems is GRec-OC [25] , a book recommender system for online communities. GRec-OC provides recommendations based on the books that other similar groups have purchased and tries to reduce the dissatisfaction of individual members. The work in [3] proposes a recommender that aggregates prior group member preferences to create the recommendation. Then, preference disagreements between pairs of individuals are collected and employed to score and rank the recommended items. Finally, Masthoff and Gatt [33] use individual satisfaction and emotional contagion in order to recommend a sequence of video clips for a group. The authors think that a member changes the selection of her/his best clip according to the clip selected during the previous selection step. This change can be reflected in the recommendation algorithm as an individual satisfaction function that computes the individual affective state. This state influences the affective state of the other members, producing an emotional contagion that should be taken into account during the recommendation process. Additionally, they point out a tendency in the influence of social status on the selection process.
Summing up, we conclude that there is a need to adapt the recommendation process to group composition [24, 32] . This is backed up by some recent works that have focused their studies on analyzing the effectiveness of group recommendations according to different aspects, such as group size and inner group similarity [5] , or on studying different weighting models to combine the preferences of group members according to their activity or role within the group [8] . Additionally, it is also known that a user's preferences can be affected by the rest of the group [11, 32] . However, most of the aggregation strategies employed in previous works combine users' preferences without taking into account either the relationships between group members or the relevance of each member's preferences. The work dealing with these issues is limited. We observed that there was a need to modify those existing strategies that consider each user of the group to be equal to the others. So we focused our line of work on reflecting each user's individual aspects and how they interact with each other.
In [44] we presented an improvement of current group recommendation techniques by introducing a novel factor: the personality of each individual in the group when dealing with conflict situations. We use a personality test to obtain the different roles that people play when interacting in a decision-making process. Once we studied the individual characterization of people in a group, we decided to study other factors regarding the structure of the group itself and how users interact with each other. The inclusion of the individual personality factor wasn't enough to achieve this, due to the increasing importance of social networks and the trust connections that they imply. Therefore we needed to explore more social factors.
Social recommendations in social networks
In the last few years researchers have proved that the inclusion of social aspects in the recommendation processes improves the recommendation accuracy [14] . Social networks such as Facebook or Twitter can provide a rich mine of resources and the possibility of acquiring data about the user's circles of trust. These networks contain implicit information that can be used in a recommendation process [27] . This option, which is completely transparent to users, has as a main advantage that users are not required to provide explicit information about their trust in other users. This information is extracted implicitly from their daily interaction in the social network. However, it has the obvious drawback that every user involved in the group recommendation process must belong to the social network. Nevertheless, the rising popularity of this kind of web applications minimizes this risk. Even more, it is becoming usual to organize events (such as going to the cinema) through social networks, so group recommendation techniques could be integrated into these web sites. In [19] Golbeck proposes a methodology to infer relationships of trust within social networks. The computational problem of trust is to determine how much one person in the network should trust another. Certainly, trust inferences will not be as accurate as a direct rating. But the algorithm presented in this study, named TidalTrust, managed to improve the accuracy by 10 %.
It is a fact that people rely more on recommendations from people they trust (friends) than on recommendations based on anonymous ratings [47] . This is a very important factor in group recommendation strategies, when a decision for the whole group has to be made. This kind of recommendations usually follows an argumentation process, where each user defends her preferences and rebuts others' opinions. Here, the tie strength or trust between users is crucial because they must adjust their opinions in order to reach a common decision.
The generation of trust models has created a huge body of work. The emergence of the current collaborative web (Web 2.0) has boosted the idea of the Web Of Trust (WOT) [20, 39, 50] . The WOT represents the trust between users, modeled using an online network. There are specific approaches that use a custom trust network to recommend items. One example is FilmTrust [20] , which exploits a custom network of trust between users regarding movie preferences. However, these specific trust networks are quite difficult to generate because they require explicit feedback from users, and this can generate rejection.
All these works take into account some of the different factors involved in our proposal: personality or trust. However, we have not found any work that integrates and evaluates these two factors in group recommendation processes. Therefore, we consider that our approach improves these works by making a more exact representation of how group argumentations take place in real life.
Conclusions
In this paper we have reviewed existing techniques in group recommender systems and contribute to the state of the art with a method of making group recommendations that includes social elements. The paper describes the ARISE architecture for the development of group recommenders that takes into account social factors like trust, conformity and fairness. The inclusion of these factors leads to a significant improvement in the performance of the recommendations. ARISE is a theoretical organization of the modules required to build such kind of enhanced recommenders, which has been instantiated in the HappyMovie application. HappyMovie is a real application that serves as a proof of concept and was developed to exploit Facebook in order to obtain social information about users.
The main focus in this paper is the study of how to apply the methods proposed in ARISE -exploiting information about the social relationships and behaviour of the users to provide better recommendations-to a wide range of different aggregation functions that help us combine all the information extracted from users in order to build the final group recommendation. We have tested the behaviour of our recommender with all its possible configurations in the movie recommendation domain using two test datasets. The first case study uses real users and the second one uses synthetically generated data to create simulated groups of people.
In both experiments we have used groups of different sizes and personal preferences, and different aggregation functions, where we have proved that by introducing the trust factor and personality awareness we improve the results of the recommendations. We have also studied several features of group composition to measure their impact on the accuracy of the group recommender. Regarding the influence of group size, the conclusion is that we obtain better results for small groups with average satisfaction and for big groups with least misery or average without misery.
These conclusions lead us to propose as future work an adaptive recommender that applies different aggregation functions depending on the group. This means that depending on the configuration of the group we will choose a different approach to compute the final group recommendation.
We are also working on the possibility of extending the group recommendation application for movies to other domains like music, recipes, trips and/or restaurants. This way we can validate our group recommendation method. To do so we would only have to improve the Web Crawling Module so that it searches the web for specific information on each domain and builds case bases. We will have to modify the Individual Preferences Module as well in order to ask users to rate items in the specific domain.
