Abstract: A risk-return association under normal market conditions can be conventional positive (risk-averse) or "paradoxical" negative (risk seeking). This study has the objective to investigate whether such an association is stable across market trends (i.e., bull and bear) and for overall, industry-classified and partitions sub-samples after controlling for a firm's age, size, leverage and liquidity using operating performance risk-return measures. In total, this study analyses 2666 firms (1199 firms from 15 developed countries and 1467 firms from 12 emerging countries) for the period of 1999-2015. Results show that in the overall and bull sub-periods, firms across countries are showing conventional positive (superior firms) and "paradoxical" negative (poor firms) in most cases. However, in the bear sub-periods all firms from emerging countries are risk seeking in order to maintain their position in the pecking order.
Introduction
Although the relation between performance and firm risk is a well-researched topic in the finance literature, empirical research has not yet provided a conclusive answer to the risk-return puzzle. Brealey et al. (2017) observe it as one of the 10 unsolved problems in finance. In an individual investor's decision-making context, the risk-return relation first comes into reality with the expected utility theory (EUT) of Von Neumann and Morgenstern (1944) . It presumes risk-aversion for an individual investor, and thereby implies a positive risk-return association. However, Kahneman and Tversky (1979) in their prospect theory (PT) developments and later in their cumulative prospect theory (CPT, Tversky and Kahneman 1992) extensions question the EUT results.
Although PT explains individual's decision-making under conditions of risk and/or uncertainty, studies (see e.g. , Fiegenbaum 1990; Fiegenbaum and Thomas 1988; Lee 1997; Lehner 2000; Miller and Bromiley 1991; etc. to name a few) frequently use it in explaining a firm's decision-making also. They document positive association (Fisher and Hall 1969) ; negative coefficients (Armour and Teece 1978; Díez-Estebana et al. 2017; Holder et al. 2016; Fiegenbaum and Thomas 1988, 2004; Miller and Chen 2003; etc.) ; and mixed results conditional to industry membership or firm conduct (Bettis and Hall 1982; Bowman 1980) .
One of the most critical foundations of the firm's risk-return relationship is the notion that managers are generally risk averse. This approach is well accepted in formalist theories of decision making which are based on the notions of individual rationality and maximization of utility. Agency theory, a formalist theory, is also based on the assumptions of rational behavior and economic utilitarianism (Ross 1973) , and thereby assumes a linear positive relationship between risk and return.
Literature Review and Hypotheses

Literature Review
We categorize the possible explanations of the 'risk-return paradox' propagated so far into those based on PT and behavioral theory (Bromiley 1991; Cyert and March 1992; Miller and Leiblein 1996; etc.) , strategic and organizational factors and model misspecifications.
The PT (Kahneman and Tversky 1979) proposes a target (i.e., reference) level of returns above which individuals (or firms) are risk-averse, but are risk-seeking below this point (see Bowman 1982 Bowman , 1984 Fiegenbaum and Thomas 1988; Fiegenbaum 1990; Kliger and Tsur 2011; Lehner 2000; Díez-Estebana et al. 2017; etc.) . DasGupta (2017) in one of the most recent studies, observe that on an overall basis and also after controlling for sector, size, age for risk-return sub-samples, Indian firms show significant presence of the prospect theory implications, and below median firms exhibit presence of Bowman (1980) paradox. Díez-Estebana et al. (2017) also observe that economic contexts and the nature of major shareholders affect firms' risk-return relations. Firms controlled by families or institutional investors react more conservatively (taking or avoiding risks) to changes in corporate results. Concisely, poorly performing firms (i.e., below target levels) to take greater risks to improve their performance, which leads ex post to a negative risk-return relationship. On the other hand, the better the performance of a firm, the better it would exhibit less willingness to take additional risks in order to increase its expected returns. Thus, when a superior performing firm does assume risk, it is a risk that promises high returns. This implies a positive risk-return association for those firms. 3 However, they have done it in a narrow context only for OECD countries. Holder et al. (2016) confirms paradox's existence by stating that association between risk and return is positive in "winner" firms and negative in "loser" firms. Further analysis proves that the earlier negative risk-return relationships are to be entirely due to volatility of the income statement components (i.e., short-term) of the performance terms. That is why here we take both 1-year and 5-year risk-return measures to neutralize this short-term impact. However, their study is weak due to potential endogeneity, selection biases and lack of generalizability of the results.
The second group of explanations implies that superior firms (i.e., quality management (Bettis and Mahajan 1985; Bowman 1980; Jemison 1987) ) can increase returns and reduce risks simultaneously. They would use 'organizational structure and decision processes' (Jemison 1987; Wiemann and Mellewigt 1998) , 'diversification pattern' (Bettis and Hall 1982; Bettis and Mahajan 1985; Wiemann and Mellewigt 1998) , "market power" (Cool et al. 1989 ) and 'firm-size' (Perlitz and Löbler 1985; Wiemann and Mellewigt 1998) most efficiently. Bruinshoofd and De Haan (2005) show that information and communication technology (ICT) firms tend to be smaller, less profitable and riskier. Managers of these so-called listed new-economy firms may not be as risk averse in comparison to old-economy firms. Therefore, along with capturing industry heterogeneity through industry-adjusted return measures, we also investigate the risk-return association and subsequent PT implications of old-economy manufacturing firms, and services firms including ICT firms under overall and sub-periods. 4 Bettis and Hall (1982) first find the evidence that the nature of the trade-off between accounting-determined risk and return varies among related-constrained, related-linked and unrelated firms. Subsequently, Bettis and Mahajan (1985) observe that a favorable risk-return performance is extremely hard to achieve with unrelated diversification. However, for firms with 'unrelated diversification', overall risks would reduce because of low-correlation among units, but lack of synergies also drives down overall returns, and hence we expect a positive risk-return association. 3 This basic proposition helps us to formulate our two main hypotheses as presented in Data and Methodology section. 4 We do this by formulating two additional main hypotheses as presented in the Data and Methodology section. These are major and first-time contributions of this study.
On the other hand, related diversified firms manage to reduce risks and increase returns simultaneously. Bettis and Hall (1982) and Chang and Thomas (1989) posit that for firms with a 'related diversification' strategy, correlations among different business units would be higher resulting in greater overall variability or risk with expected returns also higher, because of potential synergies among correlated business units. However, the possibility of sharing managers' skills and resources among related businesses can also lower the risk for the firm. Thereby, the relationship between risk and return would be less clear for such firms or may be "paradoxical". 5 Earlier studies of Heggestad (1977) and Woo (1987) measure "market power" at the industry level by four-firm and three-firm concentration ratios. They conclude that firms with greater "market power" demonstrate greater risk-aversion 6 and demand greater returns for enduring risk than firms in more competitive industries. Therefore, we here use age and firm size to control for "market power" for sample firms. This is much more reliable than concentration ratio as it implies firm-dominance across time (by their stability) and size of business (by volume). In addition, industries with fewer firms could provide skewed results in earlier studies. We eliminate this asymmetric problem here. In addition, as Dang et al. (2018) suggest we put both theoretical and empirical justification of the choice of size measure here.
Along with 'age' and 'firm-size', we also incorporate 'liquidity' and 'leverage' under both partitions sub-samples (univariate) and multivariate model as instrumental in influencing risk-return relationships for obvious empirical reasons. Acharya et al. (2007) ; Denis (2011); Harford et al. (2003) and Haushalter et al. (2007) , all either directly or indirectly argue that cash holdings act as a hedge for firms against financing and predation risk, especially in downturns. However, we expect a negative relation between firm-size and cash holdings. So, we expect small firms to hold relatively more cash to avoid financial distress/failures (Opler et al. 1999) . Conversely, firms with greater access to capital markets, i.e., large firms (with less asymmetric information problems) hold lower levels of cash (this is true for diversified firms also (see Subramaniam et al. 2011 ). This implies a risk-seeking attitude for larger firms and an opposite mindset by their smaller counterparts. However, pecking order theory contradicts these observations (Myers 1984) . Ferreira and Vilela's (2004) free cash flow hypothesis also implies a positive relationship between cash holdings and firm's size. As pointed out by Dang et al. (2018) , a firm's total assets is one of the most prominent proxies representing firm size. As total assets represent the total resources available which are invested to earn returns, it is obvious that income stream volatility and resulting income generation is directly dependent on it. All these justify our 'firm-size' partitions-study and its role as a control variable in the multivariate model. Also, looking at the importance of cash holdings in relation to a firm's size and subsequently a firm's risk-return association, here we use average cash and cash equivalents (see Opler et al. 1999; Ramirez and Tadesse 2009) to proxy 'liquidity' under partitions-study and as a control variable in the multivariate model. This represents the liquidity impact on risk-return association for all firms, diversified and others, and in overall and sub-periods (bull and bear).
Firms also can use higher debt as a substitute for holding cash, thereby 'leverage' can act as a proxy for the ability of firms to issue debt (John 1993) . This implies higher risk-taking by firms. Baskin (1987) argues that as the ratio of debt financing increases the cost of funds used to invest in liquidity increases, which would imply a reduction in cash holdings with increased debt in capital structure. Thus, in both ways it shows risk-seeking attitude of these firms. Therefore, Opler et al. (1999) and Ozkan and Ozkan (2004) predict that there should be a negative relation between a firm's cash 5 Based on the documented literature, we also formulate two additional sub-hypotheses (under the third main hypothesis for diversified firms) as presented in Data and Methodology section. These are also major and first-time contributions of this study. 6 This is in contradiction with earlier cash holdings/liquidity for large firms (see Subramaniam et al. 2011 ) (representing firm-size here) which this study uses as a symbol of "market power", but in line with the pecking order theory (Myers 1984) and the free cash flow hypothesis (Ferreira and Vilela 2004). holdings and its leverage in line with the pecking order theory (Myers 1984) and the free cash flow hypothesis (Ferreira and Vilela 2004) . Therefore, here we use the debt-equity (D-E) ratio to proxy 'leverage' under partitions-study and as an instrumental/control variable in the multivariate model to incorporate its effect.
The model misspecifications issue is dealt with in Bromiley (1991), Oviatt and Bauerschmidt (1991) , Henkel (2000) and Ruefli et al. (1999) . Most of these issues are addressed here.
Hypotheses
Kahneman and Tversky (1979) PT suggests that most individuals (corporate managers as put by Fiegenbaum and Thomas (1988) and many others (see below)) are risk seeking (i.e., a "paradoxical" risk-return association) when their returns are below the reference point, and are risk-averse (i.e., a conventional positive risk-return relationship) when returns are above it. We classify a firm into the 'above' ('below') group if its average return over a sample period is higher (lower) than the reference point level (cross-sectional median here). Therefore, the most critical issue here is to identify a measure for the reference returns level.
Most empirical studies (Fiegenbaum 1990; Lehner 2000; Miller and Bromiley 1991; Brick et al. 2015; etc.) adopt the industry mean or median as the reference point. They justify this selection by citing studies of Lev (1969) and subsequent use by Frecka and Lee (1983) . However, this industry benchmark as the reference point is criticized by many on the ground of variability of income across time (see Lehner 2000; and Wiseman and Bromiley 1991) and the implicit assumption of unrealized target level on which a firm's future risk-attitude depends (see Kliger and Tsur 2011) . Lee (1997) and others emphasize using a firm's own past performance as the reference point in this regard.
Therefore, in line with our study objectives to examine the nature of association between risk and return, it uses both sample firm's own average past performance (for 1 year (short-term) and preceding 5 years (long-term) on a rolling basis (i.e., a firm's time series mean)) and cross-sectional industry mean for similar period(s) on a rolling basis. We do this to calculate its reference return level (i.e., the cross-sectional median values of the overall group and all sub-groups (partitions and periods)) (detailed discussion in next sub-section) for dividing firms in above-and below-median sub-samples.
In line with the Bowman's (1980) 'paradox' (for below-median firms) and conventional positive (for above-median firms) risk-return association, and therefore PT perspectives, and also after reviewing the results of the previous empirical studies, this study mainly investigates the following two research hypotheses: Hypothesis 1 (H1). A negative association between risk and return exists for firms below reference return levels (i.e., cross-sectional median returns).
Hypothesis 2 (H2).
A positive association between risk and return exists for firms above reference return levels (i.e., cross-sectional median returns).
The above two main hypotheses imply risk-seeking and risk-averse attitudes respectively of the decision-maker in line with PT implications.
Additionally, for the first time, we examine the following main and sub-hypotheses here to find the respective firm-or industry-classified risk-return association and PT implications on a case-by-case basis:
Hypothesis 3 (H3). Normal positive (negative) risk-return association exists for diversified firms. We investigate all these hypotheses here in the presence of control/instrumental variables of size, age, leverage and liquidity under both univariate (partitions-study) and multivariate models that would imply respective PT findings.
Data and Methodology
Data
This study uses BLOOMBERG for obtaining annual (as on 31 December each study year in $ terms) financial data of sample firms. Initially it starts with the sample of all firms listed in the benchmark indices of 29 countries (15 developed and 14 emerging (see Table 1 )) worldwide. However, we exclude firms in Sri Lanka and Vietnam due to inadequate numbers. Finally, it includes only those firms, which have been existing continuously in between 1999-2015 and for which data are available. This translates into a final full sample of 45,322 firm-years (i.e., 2666 firms continuously existing for 17 years).
For each sample firm, this study estimates the ROA, CR and ROE (under robustness tests) accounting return measures (see Table 2 ). Here, ROA and ROE are calculated by dividing net income at time t by average of time t − 1 (i.e., as on 1 January each study year) and time t's total assets and shareholders' equity on a rolling basis. We calculate CR by dividing operating cash flow at time t by average of time t − 1 and time t's total assets. So, ROA f,t , ROE f,t and CR f,t are respective accounting returns of firm f at year t. 
Risk and Return Measurement
Earlier empirical studies (see Lehner 2000; etc.) investigating Bowman's 'paradox' in risk-return association internationally emphasize Fishburn's (1977) measure of risk. Fishburn (1977) re-models the risk-concept by suggesting that risk is not necessarily a measure of deviation about an expected value but a function of distance from a target outcome.
Therefore, this study uses the idea of target return level in developing the model. In this study, we calculate the target return (henceforth TR) level for a firm for each year in two ways (in line with DasGupta 2017):
In the first case, the target return level for firm f (henceforth FTR) in year t, i.e., FTR f,t , is calculated as the firm's return in the preceding year (henceforth FTR 1 year (to investigate short-term impact)), and also firm's mean return for preceding 5 years (henceforth FTR 5 years (to investigate long-term impact)) on a rolling basis (see Table 2 ).
To make this study more robust, another industry-adjusted target return level (henceforth ITR) is also used. This enables each firm to control the exogenous factors' impact on its own whole industry, uncontrollable by such firms individually. We further assume here that all such factors affect all firms in a specific industry in a similar way.
Risk (henceforth σ) is measured as ex post standard deviation of individual firm's actual returns (henceforth AR) for preceding 5 years on a rolling basis (see Table 2 ). This allows distribution of returns change over time, a property that is indispensable for accommodating PT-based actions.
Time, Industry-Classification, and Size, Age, Leverage and Liquidity Partitions' Effects
While investigating the risk-return association and probable PT implications for sample firms, this study for the first time incorporates a sub-periods study in the form of bull and bear sub-periods. We classify the bull and bear sub-periods by comparing country-wise annualized monthly benchmark indices returns with the Morgan Stanley Capital International Inc.'s (MSCI) world index's similar returns for each study year. Accordingly, in all years, some countries are exhibiting bull market cycles and some others are in bear sub-periods.
This study also divides all the 2666 firms representing 101 industry-groups in manufacturing (total firms is 1645) and service (total firms is 1021) based on the old vs. new economy idea (see Bruinshoofd and De Haan 2005) . Regarding the partitions analysis as undertaken in this study, this kind of additional industry-classified investigation is necessary. This is because they differ in terms of size, age, leverage and liquidity. In addition, we investigate 101 diversified firms (related and unrelated) and 278 financial firms (additionally) separately to examine the sub-hypotheses undertaken in this study. This study also conducts all analyses only on 2388 non-financial firms under one of the robustness tests to make it more robust.
As previously discussed in the Literature Review section, size, age, leverage and liquidity also influence the risk-return association of individual firms and thereby PT implications.
This study measures 'firm-size' by their reported book value of assets as on 31 December of the year of analysis (in line with DasGupta 2017). It sorts the sample firms in ascending order of their asset size and then divides the sample into bottom and top 50%. It considers the bottom group of firms as small firms and the top group as large firms and repeat the entire analysis for each of these sub-samples. If "market power" is a potential cause for Bowman's paradox (i.e., negative risk-return association for below-median firms), and if larger firms do have higher market power, which is a logical expectation, then such firms would not exhibit any 'paradox' (see Heggestad 1977; and Woo 1987) . Although this is theoretically proved under pecking order theory (Myers 1984) and Ferreira and Vilela's (2004) free cash flow hypothesis; however, this contradicts with the earlier mentioned liquidity perspective, i.e., large firms hold less cash and are thereby vulnerable to risk (see Opler et al. 1999; and Subramaniam et al. 2011 ).
This study measures firm's 'age' by the number of elapsed years since inception at the point of analysis (in line with DasGupta 2017). It calculates the age of the firms every year as the difference from that year to the year of inception. It then sorts the firms based on their age again in an ascending order based on their age, and divides the sample as in the case of size-partitions into young and old firms. It also repeats the entire analysis for the old and young firms. If "market power" would have an impact on Bowman's 'paradox', and as it is logical to assume older firms which survived for some length of time have higher market power, then the older firms would not exhibit evidence of Bowman's 'paradox'. This study also uses the reported debt-equity-ratio (i.e., D-E ratio) (proxy of 'leverage' (i.e., for 'previously existing risk')), average cash and cash equivalents (proxy of 'liquidity' of the firms each year, follows an exactly similar strategy as above, and divides its sample into low and high leverage and liquidity firms. As mentioned above, a firm with higher leverage or lower liquidity is expected to have the tendency to exhibit Bowman's 'paradox', while low leverage or high liquidity firms will not exhibit the same.
Test Design
We want to investigate "Bowman's paradox" for below-median firms and conventional positive risk-return association for above-median firms after considering Fishburn's (1977) measure of risk. Therefore, we split the overall sample and all partitioned sub-samples and sub-periods sub-samples (both for FTR and ITR, 1 year and 5 years cases) in two divisions for each return variable-above and below. This respectively corresponds firms above and below of the cross-sectional median value (i.e., reference point level) of the whole group for the variable in each case.
The PT and Fishburn's measure of risk suggest that decision makers are more willing to accept variability the further below target they find themselves. So, the standard deviation (σ) of outcome (i.e., returns) is related to distance from target (DT) when decision makers are above-or below-median levels. This study defines DT (for FTR (1 year and 5 years)) as follows:
where DTROA f,t and DTCR f,t = Distance from the target return level of the individual firm (i.e., FTR f,t ) in year t.
ARROA f,t and ARCR f,t = Actual return of ROA and CR respectively, for firm f in year t. ARROA f,t−1 and ARCR f,t−1 = Actual return of ROA and CR respectively, for firm f in year t − 1 (i.e., preceding year).
MeanROA f, t−1...t−5 and MeanCR f, t−1...t−5 = Mean return of ROA and CR respectively, for firm f in year t − 1 . . . . t − 5 (i.e., preceding 5 years) on a rolling basis.
Similarly, DT for ROE and DT (for ITR (1 year and 5 years)) are also calculated (see Appendix B). Then all these time series mean of distances from the target return levels (return measure) and the standard deviations (see Equation (1)) acting as the measure of risk are analyzed by Kendall's correlation results for all accounting return variables as taken here. We also conduct scatter plot tests 7 to justify the model as used, but the results are not shown here for the sake of brevity.
Here, as the data is non-normal or ordinal and as there are outliers, we use Kendall's (1938) test over and above other (including Pearson's) correlation tests. We use Kendall's test to measure the correlations between these accounting variables' risk and return measures within the relevant groups (overall, sub-periods and all sub-samples). Kendall's possible values range from +1 (perfect positive correlation) to −1 (perfect negative correlation), with the absolute value of τ indicating the strength of the monotonic relationship between the two variable (Chen and Popovich 2002; Liebetrau 1976 ). However, if Kendall's value is consistently negative below the median level and positive above the reference point level, such results would tend to support the "Bowman's paradox" (for below-median firms) and conventional positive risk-return association (for above-median firms), and thereby the PT implications for all such firms.
Multivariate Regression Model
Along with the univariate analysis through Kendall's correlation results, this study carries out a multivariate regression model (see DasGupta 2017) as shown below 8 :
where:
σ f,t = Risk measured by the standard deviation of the performance (return) measures for firm f at time t.
7
These results have pointed out the linear nature of datasets with minimum number of outliers. This motivates this study to apply correlation test initially and multivariate regression model for further analysis. In addition, we conduct outlier-trimming robustness check tests here for making these results more authentic.
8
In the first robustness test of all firms excluding financial firms, the financial firm dummy is not incorporated. Similarly, in the investigation of related and unrelated diversified firms' cases, the respective dummy variable is also not incorporated.
RETURN f,t = Performance of the firm measured by ROA, ROE or CR in year t. DTSTFTR f,t = Distance from the short-term (i.e., 1 year) target return level for the individual firm (f ) in year t for ROA, ROE or CR.
DTLTFTR f,t = Distance from the long-term (i.e., 5 years) target return level for the individual firm (f ) in year t for ROA, ROE or CR.
DTSTITR f,i,t = Distance from the short-term (i.e., 1 year) target return level (i.e., cross-sectional industry mean return for preceding year) for the individual firm (f ) in industry i in year t for ROA, ROE or CR.
DTLTITR f,i,t = Distance from the long-term (i.e., 5 years) target return level (i.e., cross-sectional industry mean return for preceding 5 years on a rolling basis) for the individual firm (f ) in industry i in year t for ROA, ROE or CR. α = Constant; β 1 , β 2 , ..., β 13 = Coefficients; and ε f,t = Error term. In addition, in the model, size, age, leverage and liquidity are control variables and dummy variables for related and unrelated diversified firms, financial firms and country (emerging or developed) (0 or 1) are included.
Among these variables, actual return (ROA, ROE or CR) of firm f in time t is the main independent variable of interest. Also, DTSTFTR f,t and DTLTFTR f,t (when this study is using a firm's own past short-and long-term actual or mean return as the TR) and DTSTITR f,i,t and DTLTITR f,i,t (when this study is using cross-sectional industry short-and long-term mean return as the TR) would further strengthen its multivariate findings. If the slope coefficient, i.e., β 1 , β 2 , β 3 , β 4 , or β 5 , in individual cases, ends up being positive and significant, it should convey a conventional positive risk-return association for above-median firms mainly, whereas in case of below-median firms, negative and significant coefficient results would imply evidence of a Bowman's (1980) "paradox". 9 To test the robustness of study results further, this study conducts four additional robustness check tests. Firstly, it incorporates another operating performance measure i.e., ROE to find whether study results are contingent on return measures undertaken in the main study or uniform across variables. Secondly, it excludes 278 financial firms from the initial sample of 2666 firms across countries and conducts all the above tests. This is because financial firms notably have a highly regulated business, as they must comply with strict legal requirements pertaining to their financing decisions, whereas managers of non-financial counterparts have considerable leeway in this regard. Thirdly, we undertake an additional robustness check test by trimming firms whose return measures (and thereby standard deviation of ROA and CR) fall outside the range of 6-95% of the datasets. This implies that this study trims bottom 5% and top 5% in second robustness check test's computations. Here also, we conduct all the above tests for the overall trimmed sample, sub-periods and partitions wise sub-samples respectively (See Chou et al. (2009) for detailed discussion). Finally, we run both fixed and random effects model of regressions with same explanatory variables and controls for both ROA and Cash ratio based risk measures to substantiate further our original findings. Gaud et al. (2005) discuss the limitations of estimating a static model by using a fixed or random effect panel. On the other hand, Arellano and Bover (1995) and Blundell and Bond (1998) suggest that first difference Generalized Method of Moments (GMM) estimator also has limitations. These deficiencies can be overcome by the GMM system estimator (see Wafa and Hédi 2018) . For this reason, Arellano and Bover (1995) and Blundell and Bond (1998) propose system GMM estimator to solve problems than with difference GMM. In addition, in case of unbalanced panel data, as here, Roodman (2009) indicates that it is better to use system GMM and avoid difference GMM estimation. Greene (2008) also observes that system GMM has the advantages of robustness to endogeneity and the short panel bias (see Buvanendra et al. 2017) . So, to make our study more robust we run a system GMM estimation and show the comparative results under robustness tests results. This study is trying to figure out the risk level assumed by the firm to generate that return under a certain given reported return performance. Hence, it uses risk as the dependent and target returns as the independent variables in the model.
Results and Discussions
Descriptive Statistical Results
Results (see Appendix A) show that emerging countries firms are taking higher risks (SD) to earn higher return (ROA/ROE/CR), but fail in the process to imply a negative risk-return association across overall and bull and bear sub-periods. In bear periods, below-median firms from developed countries are also showing similar trends. Above-median (superior) firms show mixed results, only sometimes positive risk-return association across return measures and time-periods. Manufacturing firms, both superior and poor, from emerging countries are also displaying a "paradoxical" (i.e., negative (high-risk-low-return)) risk-return association across time-periods. This is similar to poor service firms from emerging countries. However, superior service firms are taking lower risks to earn above-normal returns, thereby also showing a negative risk-return association. Results also show that manufacturing firms are contributing most to the overall performance, but service firms are more risky. Diversified firms have lower risk with lower returns. These results hold true in the overall period, and in bull and bear sub-periods.
Results also show that large firms, old firms, low leverage firms and high liquidity firms are earning relatively higher returns, but by taking lower risks. So, they are showing a "paradoxical" (i.e., low-risk-high-return) association between a firm's risk and return. Small firms, young firms, high leverage firms (obvious reasons) and low liquidity firms are, however, taking higher risk, but earning modest to lower returns (i.e., high-risk-low-return). Therefore, it is evident that firms' partitions clearly document a risk-seeking attitude for all sample firms. All these results are identical in cases of emerging countries firms. However, in cases of developed countries firms in all partitions, we have a conventional positive risk-return association, i.e., small firms, young firms, low leverage firms and low-liquidity firms all are risk-seeking to earn relatively higher returns than their partition counterparts.
So, overall, a conventional positive risk-return relationship for above-median firms (only in some cases) and Bowman's "paradoxical" risk-return association for their below-median counterparts in all cases are providing ample support to carry our investigation further here by using univariate (Kendall's correlation) and multivariate regression model followed by PT implications. Especially emerging countries firms document interesting findings, which are in line with overall results, whereas developed countries firms are showing deviations from the theoretical arguments.
Kendall's Correlation Results
This section presents the Kendall's correlation results for the overall sample and all sub-samples undertaken here.
Kendall's Correlation Results-Overall Period
Tables 3, 5 and 5 are showing Kendall's correlation results for overall sample, industry-classified and partitions sub-samples for the overall study period. They also depict respective results for developed and emerging countries firms. Overall and developed countries' above-median firms present a conventional positive risk-return association. However, emerging countries firms show mixed results (both risk-seeking and -averse) under different return measures. Therefore, this implies that they are contingent to returns. It is also clearly evident from Table 3 that below-median firms (overall and emerging countries) are significantly showing negative (i.e., "paradoxical") risk-return relationship under all return measures both in short-and long-term's firm-and industry-adjusted target returns (i.e., FTR and ITR for 1 year and 5 years). However, poor performers from developed countries are also mostly risk averse as is documented with a significant conventional positive risk-return association. Therefore, we validate Hypotheses 1 and 2 only partially. Table 5 shows that manufacturing (old economy) firms across overall, developed and emerging countries cases are validating Hypotheses 1 and 2, but rejecting Hypothesis 5. This is because below-median (poor) manufacturing firms are risk seeking as they show a "paradoxical" risk-return association. On the other hand, the service (new economy) firms of emerging countries are only supporting Hypothesis 4. Developed countries service firms are risk averse across poor-to-superior cases. Therefore, we validate Hypothesis 4 only partially.
From Table 5 , we infer that both above-and below-median diversified firms are showing significant negative risk-return association and thereby risk-seeking attitude across countries. This is because both related and unrelated such firms are supporting the overall results in showing a "paradoxical" risk-return association. Accordingly, these results reject Hypothesis 3.1 and accepts Hypothesis 3.2 as suggested by empirical literature and examined under this study. Table 5 presents partitions results for superior and poor firms across countries. It is interesting to note that most large firms (except poor firms of developed countries) are showing significant negative (i.e., "paradoxical") risk-return association which implies that they are risk seeking. On the other hand, results show a risk-averse attitude of small firms with mostly (except poor firms from emerging countries) significant conventional positive risk-return relationship. Both old and young above-median firms are risk-averse. This is true in cases of below-median firms also except poor firms from emerging countries that are risk seeking (i.e., a "paradoxical" relationship). Thus, we partially validate Hypotheses 1 and 2 under both "market power" proxies. Low-leverage firms (for obvious reasons), and both highand low-liquidity firms (except poor firms from emerging countries) also show risk-averse attitude in the overall study period. Thus, we also partially validate Hypotheses 1 and 2. Table 6 shows Kendall's correlation results for overall sample during bull and bear sub-periods. 10 Below-median firms are showing a "paradoxical" risk-return association in bear sub-periods only under all return measures and across developed and emerging countries. However, in bull sub-periods they are risk-averse across countries which contradict the notion that poor firms (or troubled ones (Bowman 1980) ) are always risk seeking. This clearly implies that strong bull market cycles influence poor firms' risk-taking in a conservative way. However, above-median firms are risk averse in both bull and bear sub-periods across developed and emerging countries, and thereby validate Hypothesis 2.
Kendall's Correlation Results-Bull and Bear Sub-Periods
It is interesting to note that in bear sub-periods both above-and below-median related diversified firms show negative risk-return association, which implies their risk-seeking attitude in those periods across countries. Therefore, we accept Hypothesis 3.2 for related firms in such periods. This is in line with earlier overall results for these firms. In bear sub-periods, poor manufacturing firms become extremely risk seeking (as negative correlation coefficient values are high) as the market trend is not favorable. The poor service firms also show similar results. These results reject Hypothesis 5 and accept Hypothesis 4 for manufacturing and service firms, respectively. These results are true in bear sub-periods across developed and emerging countries firms, but in the bull sub-periods superior performers across countries are significantly and overwhelmingly showing a risk-averse attitude always in both industry and firm's own performance-adjusted target returns, both in the short-and long-term. We interpret from the results that irrespective of industry-nature or competition, poor firms are always risk seeking whereas superior ones are risk-averse in both sub-periods especially in bull sub-periods. In addition, in bear sub-periods there can be a market cycles' impact, which can make superior performers also act as risk-seeking, especially emerging countries' firms. Partitions results in bear sub-periods are also not in line with the overall results for all firms, and for emerging market firms specifically. Results show that irrespective of "market power", during market downturns all such firms have to undertake a higher amount of risk to earn regular income. Thereby, in bear sub-periods, these firms significantly show a negative (i.e., "paradoxical") risk-return association, which implies their risk-seeking attitude in line with the standard PT implications. However, in bull sub-periods, partitions results across countries are in line with the overall results.
It is evident from the above discussion that most of the bull and bear sub-periods results do not substantiate overall study period's industry-classified and partitions wise findings across developed and emerging markets. So, it is inferred that the risk-return association and thereby risk attitude implications are impacted by external market trends or market cycles especially in bear sub-periods, and specifically for emerging countries firms.
Multivariate Regression Results
This section presents the multivariate regression results for the overall period and bull and bear sub-periods. Table 7 presents multivariate regression results for overall sample firms and developed and emerging countries firms. The poor firms across countries are showing a "paradoxical" risk-return association and thereby risk-seeking attitude whereas their above-median counterparts are risk averse under all results. In case of manufacturing firms, overall, developed and emerging countries firms, results are in line with earlier univariate results. However, in the case of service firms the results partially differ as both developed and emerging countries below-median firms show a risk-seeking attitude. The diversified firms' return impact on their risk-level are, however, not very conclusive. 11 A firm's own past performance FTR 1 year and FTR 5 years are influencing firm's risk in most of the cases for manufacturing and service firms in the overall period across countries, for both superior and poor performers.
Multivariate Regression Results-Overall Period
Partitions multivariate regression results are also in line with earlier univariate results. The risk-seeking nature of large firms with the exception of poor firms from developed countries and young and old poor ones from emerging countries, positive risk-return association of small firms except below-median firms of emerging countries and low-liquidity firms with exception of emerging countries poor firms, etc. all are evident in these results also. (2)) for overall sample of 2666 firms after dividing them in above-and below-median firms based on cross-sectional median values. Here, ROA (risk) is the dependent variable and firm's return, distance (DT) from firm-adjusted and industry-adjusted target returns are main and other independent variables. Here ROA stands for return on assets, ROE implies return on equity and CR denotes cash ratio. In addition, FTR stands for firm-adjusted target return and ITR implies industry-adjusted target return. We calculate for 1 year and 5 years' time-periods on a rolling basis. In addition, the instrumental/control variables of size, age, leverage and liquidity are incorporated in the model. To make it more robust, dummy variables of related and unrelated diversified firms, financial services firms and country (emerging/developed) are also included. The table also shows the results pertaining to developed and emerging market firms separately. 2-tailed) . ** Correlation is significant at the 0.05 level (2-tailed). * Correlation is significant at the 0.10 level (2-tailed).
Measures
Multivariate Regression Results-Bull and Bear Sub-Periods
Below-median firms are always risk seeking in bear sub-periods whereas in bull periods results are not very conclusive. However, superior firms are showing a risk-averse attitude across countries and across market cycles. Both poor manufacturing and service firms overall and from both developed and emerging countries are showing a "paradoxical" risk-return relationship (i.e., risk seeking) in bear sub-periods. Also, firm's own past performance-based FTR 1 year and FTR 5 years are influencing firm's risk in most of the cases for manufacturing and service firms across countries in bull and bear sub-periods for both superior and poor performers (in line with the overall period results). Bull sub-periods results are in tandem with univariate results. In addition, most of bull and bear sub-periods partitions wise results across countries are in line with above discussed overall period results. 12
Robustness Checks Results
The robustness check results under first i.e., ROE measure (see all tables), second removing 5% outliers respectively from top and bottom firms and final i.e., without financial firms tests provide similar results as under univariate and multivariate cases. 13 Results prove that poor firms across countries in the overall period and both in bull and bear sub-periods, and in overall sample and under all industry-classified and partitions wise sub-samples are risk seeking. Similarly, above-median (i.e., superior) firms are mostly risk-averse. However, like actual results, it is evident from robustness check results that in bear sub-periods, superior firms from emerging countries are also risk-seeking when they strive to achieve their past year(s) performance (i.e., FTR). It is also evident from overall robustness check results that firm's own past-performance-based (both short-and long-term) target returns are most appropriate in examining risk-return association and subsequent PT implications based on them.
Alternatively, we also verify if the multivariate regression results differ when Panel data regression is applied. We run both fixed and random effects model of regressions with same explanatory variables and controls for both ROA and Cash ratio based risk measures. We run the panel data models separately for above median and below median values of these two measures of riskiness. The Hausman's test statistics in all cases recommend the use of fixed effects model as it reveals very high chi-square values with p-values lower than 1% implying the rejection of null hypothesis that random effects model is appropriate. We use firm, year and country fixed effects in the models along with the first lag of dependent variable to address the endogeneity issues, if any, in our dataset. Our regression results are in consistence with earlier estimation in terms of sign and significance, though smaller coefficients in magnitude terms are observed (estimates not reported for brevity but available on request), implying reliability of our reported empirical results. For example, ROA for above and below median regression has a coefficient of 0.024 (t = 6.93) and −0.015 (t = −4.48) and this consistency prevails more or less across the estimates. Table 8 reports the dynamic panel model results using system GMM estimation technique (used in line with Nenu et al. 2018; Wafa and Hédi 2018) . The sign and significance of coefficients suggest that our results do not differ qualitatively from fixed effects, and reported multivariate regressions estimates, largely. These results, therefore, confirm our propositions strongly. Moreover, since GMM technique controls for endogeneity issues, the consistency of our results confirm that the reported relationship is not susceptible to endogeneity concerns in our sample data.
Thus, we confirm that our results are not susceptible to methods and measures employed. 12 We discuss multivariate regression results of all firms and emerging and developed countries firms in bull and bear sub-periods in this sub-section, but we do not show relevant tables here for brevity. 13 Robustness tests (except ROE) results are not shown here for brevity. 
Conclusions
Our results provide evidence of variation in the risk-return association between emerging and developed countries across time-periods and market cycles. It is also evident that the PT implications are contingent on return measures used, in both firm-and industry-adjusted cases for 1-year (short-term) and 5-year (long-term) longitudinal studies. These substantiate earlier individual works of (Bae et al. 2012; Chou et al. 2009; Fiegenbaum and Thomas 1988, 2004; Díez-Estebana et al. 2017; Holder et al. 2016; Kliger and Tsur 2011; Li et al. 2013; etc.) in narrow contexts with a broad international context. Multiple robustness check results further authenticate the resulting generalizations here.
Our study results can motivate international investors to add this time-varying risk-return association in contexts while creating and modifying their portfolios. It is also advisable for them to investigate firm risk arising from operational uncertainties along with traditional systematic risks. These findings would also enable firms in different country contexts to revisit their investment and financial decision-making.
More representation internationally could make our study results more generalised. In addition, sub-period study during different economic cycles or crisis times can further strengthen our findings. In addition, future researchers can aim to find country-specific, time-specific and industry-specific determinants of the risk-return association and risk attitude that we derive here. The impact of corporate governance, accounting and stock markets regulations (strong vs. weak) on risk-return contexts can also be a research issue in the future.
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Appendix A
Appendix B
Calculation of industry-adjusted target return level:
The target return level for firm f in industry i in year t, i.e., ITR f,i,t , is calculated as the cross-sectional industry mean return for preceding 1 year (henceforth ITR f,i,1 year (simply ITR 1 year )), and also cross-sectional industry mean return for the preceding 5 years (henceforth ITR f,i,5 years (simply ITR 5 years )) on a rolling basis, i.e., In case of calculating ITR (1 year and 5 years), the above formulae are reproduced in the following ways:
DTROA f , i,t = ARROA f,i,t − MeanROA i,t−1 (1 year) DTROA f , i,t = ARROA f,i,t − MeanROA i,t−1...t−5 (5 years) (A2.1) DTCR f , i,t = ARCR f,i,t − MeanCR i,t−1 (1 year) DTCR f,i,t = ARCR f,i,t − MeanCR i,t−1...t−5 (5 years) (A2.2) where: DTROA f,i,t and DTCR f,i,t = Distance from the target return level of the cross-sectional industry mean return (i.e., ITR f,i,t ) in year t.
