Abstract: Effects of seasonal affective disorder (SAD) are explored on several selected Central and South East European markets in this study for the period 2010-2018. Both return and risk sensitivities on the SAD effect are examined for 11 markets in total (Bosnia and Herzegovina, Bulgaria, Croatia, Czech Republic, Hungary, Poland, Serbia, Slovakia, Slovenia, Romania and Ukraine). SAD effects are based upon psychiatric and behavioural theories, and are rarely observed on the stock markets today. Thus, this research provides empirical evaluation of the mentioned effects for some of the markets for the first time in the literature. The results indicate that 6 out of 11 markets exhibit SAD effects to some extent, meaning that investors' risk aversion does change over the year, depending upon the season of the year. Such results have consequences in finance theory modelling and practical usage in investment strategies on stock markets as well.
Introduction
In the last decade, the link between investors' psychological state and the weather and nature effects has been observed more closely. Such research is an extension of behavioural and psychiatry research from late 1980s which focused on effects of weather and seasonality changes on peoples' mood and behaviour. Research dates to papers of Rosenthal et al. (1984) , in which clinical studies were made on a sample of 29 people which exhibited a bipolar affective disorder (having different behaviour and mood swings during the fall and winter time); Rosenthal et al. (1987) who found that people had difficulties of concentrating themselves, lack of energy, difficulties of waking up in the morning during the reduced daylight hours days of the year; and Schwarz and Clore (1983) who found that people have tendencies to rate general life satisfaction on a greater level when days are sunny compared to cloudy or rainy days. Other details on the human behaviour in general during the fall and winter time can be found in famous books of Rosenthal (1998 Rosenthal ( , 2012 , where, in essence, conclusions arise that people are more depressed as days get shorter. Based upon research, the term Seasonal Affective Disorder (SAD) has been coined and defined as depressive disorder of people in fall and winter months with normal behaviour in the rest of the year (Rosenthal 2012) . In early 2000s, research on stock markets has started to focus on the SAD effects on investors and their behaviour on the markets. The initial study of Kamstra et al. (2003) was the first to empirically evaluate such effects on different stock markets over the world and authors found prominent and robust SAD effects.
The basic idea is based upon the experimental research in the field of psychology, in which people were asked to rank the risk-taking propensity (or risk aversion) of financial possibilities. These rankings were correlated with the level of depression of a person (Zuckerman 1984; Wong and Carducci 1991) . Thus, empirical work showed that depression which was a result of shorter days during the calendar year is translated to greater risk aversion of individuals. Kamstra et al.'s (2003) research utilized those results into the formation of formal relationship between seasonal patterns of day length and stock market returns. Since investors become more risk averse during the fall and winter months (as daylight shortens), they demand greater returns of riskier financial instruments; thus generating pressures on the stock market on price increase. Research on individual investor level has provided more evidence on the SAD effects when making financial decisions: Dolvin et al. (2009) obtained results that investors make more pessimistic forecasts during the SAD months of the year; with greater SAD effects prominent for geographical locations which are further north. Kliger and Levy (2008) researched investor's probability weighting functions on individuals and found that SAD effects are distorting those functions when making financial decisions. The research on the relationship between SAD effects and stock market returns has started to spread in the last decade. Most of this research is focused on more developed markets (as it will be seen in the following section). Existing literature is scarce on observing mentioned effects on the Central and Eastern European (CEE) and South-Eastern European markets (SEE). If SAD effects are found to be a significant factor which influences the stock returns variation over time, this has consequences in finance model theory and investors' practice and trading strategies. Moreover, there are other impactful consequences if such anomalies in investor behaviour exist, regarding the Efficient Market Hypothesis (EMH). Namely, ever since Fama (1965 Fama ( , 1970 developed this concept, the EMH has been a subject of criticism for decades. The majority of the finance models today assume that EMH holds, with rational behaviour of all of the market participants, especially the asset pricing models which are often used to valuate stocks. However, many empirical and theoretical work today exists which has shown that the assumptions such as the EMH cannot hold, at least in its weak form. The most known critics today are the behavioural economists and in finance the most prominent names are Kahneman and Tversky with prospect theory (see (Shleifer 1999 ) for details).
Thus, the purpose of this research is to examine if SAD effects exist on selected CEE and SEE markets 1 . When writing this research, to the knowledge of the author, there existed only several relevant related papers on this topic. Thus, the purpose is to fill the gap in the literature to observe if investors' risk aversion changes over the year on the selected markets. In that way, initial information could be obtained on the selected markets. Compared to the existing research, this paper observes the SAD effects for the first time in the literature for some markets, and the analysis in this research is extended to the SAD effects on the risk as well. Based upon the results in this study, further recommendations and other research directions could be made; especially regarding the (rational) finance models which usually do not take into account human behaviour and mood and that they change over time, which affects the estimation results and forecasts. The paper is structured as follows. Section 2 gives an overview of the previous related research. The methodology of this study is explained in the Section 3. Afterwards, the results of the empirical research are given in Section 4 with a discussion in Section 5. Section 6 concludes the research.
Previous Research
Previous research on the topic of SAD effects on investors is relatively scarce. This is especially true when this topic is compared to literature which tries to explain return anomalies on stock markets via calendar effects, or similar tests of the Efficient Market Hypothesis. Since literature related to this study belongs to the broad term of testing EMH; here we mention some of the newer previous results of testing the inefficiencies of the markets observed in this study. In that way, the results in this paper can be compared to the general conclusions of (in)efficiencies of those markets. Kršikapa-Rašajski and Ranov (2016) applied the typical methodology of observing autocorrelations and ADF testing of the index and return series of BELEX (Serbian market, period: October 2005-December 2014). The authors concluded that a weak form of market efficiency is not found. This means that in this research, some SAD effects could be found in the Serbian market. Tokić et al. (2018) observed 4 markets which are included in this study: Croatia, Serbia, Slovenia, and Slovakia (from January 2006 until December 2016) and found that all markets except the Serbian were found to be weak form efficient. The methodology used in the study is similar to the previous mentioned paper. Croatian market was found to be inefficient in Šonje et al. (2011) , especially after the last financial crisis of 2008. Milošević Avdalović and Milenković (2017) applied panel data analysis on Serbian, Bosnian, Croatian, Romanian, and Bulgarian markets (with the Macedonian and Montenegrin) in order to evaluate if the weak form of EMH holds in those markets (in the period from 2008 to 2014). All of the markets were found to be inefficient in the observed period, with presence of calendar anomalies. The Polish stock market was found to be inefficient as well, in the period 2000-2014 in Kilon and Jamroz (2014) by using unit root and autocorrelation tests; whilst non-linear unit root tests were performed in Hasanov and Omay (2007) on stock indices of Bulgarian, Czech, Hungarian, and Slovakian markets which were found to be inefficient (in period with ranging initial date from 1991 until end of 2005). Anghel (2015) focused on the Romanian market in 2013 and different technical analysis approaches of trading strategies on this market, with Superior Predictive Ability test of Hansen and several other testing procedures. The author did find weak form of inefficiencies in the spirit of EMH on the Romanian market. The Ukrainian market was found to be inefficient in Mynhardt and Plastun (2014) . Thus, it can be seen that some inefficiencies exist on these markets, which means that SAD effects could be a potential reason for those deviations from the EMH.
Most early work in the spirit of this paper is those papers in which authors observed effects of the weather in general on the investor's mood and behaviour. Saunders (1993) observed and found significant effects of cloudiness in New York on the stock market returns (for the period and author concluded that investors are irrational to some degree. Hirshleifer and Shumway (2003) focused on 26 different countries in their research (period from 1982 until 1997) and established that sunshine has strong significant correlation with stock returns, a result which is contrary to the rational price models. Cao and Wei (2005) focused on developed stock markets (US, Canada, Britain, Germany, Sweden, Australia, Japan, and Taiwan) for a long time period from 1962 to 2001 in order to evaluate if relationship exists between the temperature and stock returns. The results indicated existence of statistically significant negative correlation between the temperature and stock returns, which was robust to different control variables in the study. Thirty-seven different countries over the world were examined in Dowling and Lucey (2008) with GARCH 2 methodology in order to allow for risk variation over time. The authors found significant weather effects (precipitation, wind, temperature) on stock returns, with greater effects on those markets which were more distanced from the equator. The conclusion of the paper was that SAD and lower temperatures affect the equity pricing the most in the analysis. Dolvin et al. (2009) focused on biases of stock analysts and their earnings forecast and how SAD affects those forecasts. On a sample of analysts over different geographical latitudes, the authors find that generally, analysts are optimistic in forecasts. However, this optimism is lowered in SAD months. Those analysts who lived in north were impacted by the SAD effects to a greater extent.
Initial public offerings (IPOs) were in the focus of several analyses as follows. Dolvin and Pyles (2007) collected data for IPOs from 1986 until 2000 and compared the differences between the IPOs in spring and summer with those in fall and winter. With included controls for the firm and offer characteristics in the analysis, the authors found that IPOs are underpriced in the SAD months and suggest that those firms who are more flexible could avoid IPOs during those months in order to reduce the cost of issuance. Kliger et al. (2012) looked into SAD effects on IPO performances for more than 1500 IPOs in the period from 1975 until 1984 on NASDAQ, American, and NYSE exchanges. The results indicated that IPOs during the fall and winter months earn less returns compared to longer daylight days in the year. Lu and Chou (2012) is a study of the Shanghai stock exchange in which the authors observed effects of the SAD and changes in people's mood on the prices, returns, and liquidity.
Although the authors did not find effects on the prices and returns, the SAD effects were found on the market liquidity. Dolvin and Fernbaher (2014) extended the analysis to young firms when doing IPOs during SAD months and found that such types of firms experience even greater underpricing compared to other firms. Keef et al. (2015) also extended the existing literature on IPOs by observing several sub samples of the total observed period in the analysis. The authors found that during the 1981-1989 and 1999-2000 periods, SAD had negative effects on the first trading day returns. These effects were not significant during the 1990-1998 and 2001-2007 periods. Work mostly related to this study includes the following results. Kamstra et al. (2000 Kamstra et al. ( , 2002 focused on the daylight-savings time changes and its influence on the weekend (Monday) and resulting effects on return of several international stock exchanges. The authors found that the magnitudes of the daylight-savings effect are approximately from 200 to 500% greater than regular Monday effects, which is an additional explanation of the weekend calendar anomaly in stock returns. Kamstra et al. (2003) was the first extensive research on the aforementioned SAD effects on stock return. This paper formally introduced the SAD variable in the analysis of return prediction as normalized hours of night. The empirical part of the study observed the Australian, Canadian, New Zealand, US, South African, Swedish, UK, German, and Japanese markets for an extensive period of time (for some markets data was obtained from 1928, until 1991) . The results showed that the SAD variable affected the return series across the observed markets, with the inclusion of control variables of Monday and January effects. Stefanescu and Dumitriu (2011) focused on the Bucharest stock market by observing the period January 2002 to September 2011 and dividing it into two sub periods in order to investigate whether SAD effects on stock returns change over time with respect to the financial crisis of 2008. The first sub period was before the financial crisis (until September 2008) and the second referred to the crisis period (September 2008 -September 2011 . The SAD effects were found to be significant on the Bucharest market, with greater effects being before the financial crisis. However, this research did not include any control variables in the analysis. Murgea (2016) is another study of the Bucharest stock market, in which author observed the period from 2000 to end of 2014 and divided the sample into three sub periods (the first until June 2007; the second from June 2007 until October 2012; and the last from October 2012 until end of 2014). The research is similar to that of Stefanescu and Dumitriu (2011) ; however, Murgea (2016) added January effect as a control variable in the model. Results indicated that SAD effects exist in the Bucharest market in calm periods and in the growth periods as well, but were insignificant in crisis periods. Xu (2016) observed UK financial markets. The author found a significant relationship between the SAD effects and return series (for the period February 1988 to December 2011) for different stock and bond portfolios. Kaplanski and Levy (2017) is a study which focused on the effects of SAD on the volatility on seven different markets. The authors controlled the results for macroeconomic fundaments, periodical release of accounting reports, and other calendar anomalies in the return and risk series and found significant effects of the SAD variable in the analysis. Škrinjarić et al. (2018) examined the Croatian stock market and several specifications of the model developed in Kamstra et al. (2003) , with addition of the SAD variable in the Merton's (1973) conditional CAPM model for the period from January 2010 until May 2018. The authors controlled the results with Monday and tax-selling effects and found that SAD affects Croatian investors, especially during the fall time, meaning that asymmetric effects exist in the mentioned market.
In conclusion, the effects of weather, changes in daylight hours, and environmental factors were found in different stock markets over the world. The majority of the research checks the robustness of the results by adding control variables in the analysis. More evidence is found over the years in different markets, which could be interpreted as being persistent over time. However, research on markets in development is scarce compared to more developed ones. In that way, this research can fill the existing gap by getting initial insights into the relationship between the SAD effects and stock returns on selected CEE and SEE markets, which are still in development.
Methodology
The description of methodology in this section is following Kamstra et al. (2003) . In order to measure the SAD effects on a stock market, the SAD variable is defined as photoperiod as follows:
where H t is defined in spherical trigonometry: is the day of the year; ranging from 1 to 365 or 366 (depending upon the year being lap year or not). It can be seen that in the first step the daily hours of daylight are calculated via Equation (2) and the SAD variable is then calculated by Equation (1), where 12 h are representing the average number of hours of night at a location over the whole year. The SAD variable is only defined for the fall and winter months; it is zero otherwise. Thus, the variable SAD should capture the heightened risk aversion during the fall and winter months in the following equation:
where r t denotes return at time t and the error term is denoted with ε t . The value of β SAD should be positive if SAD effects are present in return series. As Kamstra et al. (2003) explained, the SAD variable represents the length of night in fall and winter months and the depression associated with fall and winter months leads to higher risk aversion during that time; which leads to positive relationship between the SAD variable and return series. In that way, greater returns are demanded by investors to compensate the higher risk aversions during fall and winter months. Moreover, the length of daylight is used, not the changes of daylight, as previous medical studies showed that the length of the daylight affects decision making and mood, not the change itself. However, if some asymmetry exists in the risk aversion behaviour, an additional variable is defined, which captures the changes of risk aversion before the winter solstice, FALL as follows:
In order to allow for a bit smoother transition from the last day of summer to the first day of fall, the FALL variable in (4) will be redefined for those two days as a moving average value 3 . Now, Equation (3) can be extended with the FALL variable as follows:
where d t is a binary variable equal to unit value in fall and zero otherwise.
The value of β FALL should be negative if asymmetric effects exist in investor's risk aversion around the winter solstice (see Palinkas et al. 1996) . Since return series often exhibit autocorrelation, additional terms can be added in Equation (5) in order to capture the correlated effects. Moreover, 3 This additional redefinition is suggested by one reviewer and the results will be provided for the variable defined in (4) with the smoothing out of the two mentioned days. control variables should be added in (5), such as the weekend (or Monday) effects and tax-loss selling effects. Thus, the Equation (5) will be augmented as follows:
where ARMA 4 (p,q) terms could be added if returns exhibit such behaviour, MON is a binary variable equal to unit value if t is on Monday and zero otherwise. TAX is a binary variable equal to unit value if t is equal to the last day of the tax year and the first four of the next year and zero otherwise. Equation (6) can be estimated with the least squares method and White (1980) corrected errors due to the heteroskedastic nature of return series. Thus, an additional model will be observed in the study, by estimating Equation (6) for the return equation and a GARCH(p,q) model for the risk equation and additional terms for SAD and FALL variables in the risk equation, by applying the Maximum Likelihood method of estimation:
Moreover, in the empirical part of the research, additional GARCH models will be observed to see if other specifications describe the data better: the E-GARCH model:
T-ARCH model:
where Γ t−i = 1, if ε t−i < 0 0, otherwise ; P-ARCH model:
where τ > 0, |θ i | ≤ 1 for i ∈ {1, 2, . . . , r} (r refers to order of the asymmetry), θ i = 0 ∀ i > r and r ≤ p; and finally, C-GARCH(1,1) model:
where the time varying long-run volatility is modeled as:
. Details on the family of GARCH model, their estimation and full interpretations can be found in Tsay (2002) or Francq and Zakoian (2010) .
Empirical Analysis
For the purpose of the empirical analysis, daily data on closing values of stock indices of CEE and SEE countries as OECD (2018) classification; BELEX, BETI, BIRS, BUX, CROBEX, SBITOP, PX, SAX, SOFIX, PFTS, and WIG 5 ; were collected from Thompson Reuters, for the period 4 January 2010 until 18 July 2018. Returns for each series were calculated as continuous returns. Descriptive statistics for each return series is shown in Table 1 . It can be seen that on average, BUX and PX had greatest returns, with greatest losses occurring in BIRS. The PFTS had the greatest risk in terms of standard deviation, with the greatest positive skewness in the sample. PX index had the smallest value of kurtosis. The sample size (N) varies for each index, due to trading days in each country. Source: author's calculation.
Next, Equation (6) was estimated for each country via the LS method and White (1980) corrections of standard errors. The results are shown in Table 2 . The FALL variable in Table 2 is used as defined in (4), with the additional smoothing out as stated in the methodology section. Since some of the return series exhibited autoregressive behaviour, AR and/or MA terms were added up to third lags in order to obtain uncorrelated residual series from each model. Gray rows refer to the values of most interest for each country, the SAD and FALL effects, with bolded significant coefficients. Firstly, it can be seen that with the exception of BIRS, all of the SAD betas were positive. This means that on the rest of the markets, changes in investors' risk aversion over year exists and investors become more averse towards risk in the fall and winter time. However, the evidence is significant only for BELEX, BETI, CROBEX, SAX, SOFIX, and PFTS. The greatest changes occur in the Hungarian market (greatest value of the estimated parameter, BETI column). Thus, investors in the Hungarian market demand higher return for bearing the same amount of risk during fall and winter time, when compared to other markets in the sample. The results regarding changing preferences are not surprising, due to previous literature finding that some irrational behaviour exists on the CEE and SEE markets: Filip et al. (2015) found that investors in the Czech, Hungarian, Romanian, and Bulgarian markets exhibit herding behaviour, whilst the Polish investors do not. Such behaviour could contribute to effects of SAD variable as observed in this research. Moreover, Todea and Zoicas-Ienciu (2008) by using window-test procedure of Hinich and Patterson found that Hungarian, Czech, Slovakian, Polish, and Romanian markets exhibited windows of rejecting the random walk hypothesis. Since episodes of such behaviour exist on those markets, it is not unusual to expect that investors' preferences change on such markets. Another explanation of such behaviour is found in the Eurodebt crisis on some of the markets in this study which are part of EU, see Ferreira (2018) . Ferreira (2018) found that Czech and Polish markets to be more efficient compared to other ones in the study by using the detrended fluctuation analysis approach. Moreover, another interesting approach of examining market inefficiencies was provided in Gajdka and Pietraszewski (2017) . In that paper, the authors use Robert Shiller's approach of comparing volatilities of stock prices with volatilities of their fundamental values in the present value of dividend model. Only the Polish market was found to be efficient in those terms, which confirms the results in Table 2 . 5 The indices refer to the following countries: Serbia, Hungary, Bosnia and Herzegovina, Bulgaria, Croatia, Slovenia, Czech Republic, Slovakia, Romania, Ukraine and Poland respectively. The parameter referring to the FALL variable is negative for all of the indices. In that way, it could be said that some asymmetry exists around the winter solstice in the behaviour of investors as well. These effects are significant only for BETI and SAX though. Although some of the parameters are not significant whether we observe the SAD or FALL betas, their values are very close one to another from one country to another. This is due to all of the markets being close (similar geographical width). However, as it can be seen, some differences do exist (some parameters are significant, whilst others are not).
Calendar effects, as most famous anomalies in stock return series, were not found to be significant on majority of the markets, with PX exception for the January effect and several markets for the Monday effects (BELEX, BETI, BIRS, CROBEX, SBITOP, and SOFIX). Since some effects do exist to an extent, it is recommended for future work to include them as control variables. This is also in accordance with previous literature finding majority of these markets being inefficient and calendar anomalies being present even today on those markets (for more details see (Stoica and Diaconasu 2011) or (Andries et al. 2018 ) for a newer discussion). Some possibilities exist for short term exploitation of them in order to beat the market with abnormal returns based upon such strategies. However, this is not the focus of this research. Although, it can be seen that regardless of the calendar effects being significant, the existence of SAD and/or FALL effects do not depend upon the calendar effects.
Next, additional models were estimated by allowing the risks to vary over time by adding the GARCH component in the modelling process, as defined in Equations (7)- (11). The results are shown in Table 3 . Now, not only the SAD and FALL effects are included in the return equation, but they are included in the risk equation as well. However, detailed results on the GARCH modelling is provided in Tables A1-A11 in the Appendix A, with only SAD and FALL effects being included in Table 3 . The selected GARCH model for each index is stated in the last row. Some of the countries exhibited strange behaviour of return and/or volatility series (such as CROBEX, SOFIX and SAX). Previous literature comments such behaviour as non stable due to being emerging markets (see, e.g., Hassan et al. 2006) . That is why those results should be taken with some caution 6 . When comparing the estimated values of the mentioned effects in the return series with the results from previous table, it can be seen that the results are very similar for the majority of the markets. This is true, both for the signs of the estimated values and their intensity. When looking at the effects of SAD and FALL on the risks in the GARCH equations, the SAD effects are only present in BUX, SAX, and SOFIX. However, by looking at the values of the estimated parameters, the effects are very minor on the risks on those markets. Volatilities are in that way affected by the SAD effects in a very small manner. This is consistent with a somewhat similar research of Dumitriu and Stefanescu (2018) for the Hungarian market, in which no SAD effects were found in the period 1996-2006. Future work can focus on examining other possibilities of different functional relationship between the SAD variables and the time varying risks of stock returns. This is especially true for CROBEX, SOFIX, and SAX indices, due to somewhat strange behaviour of some of the parameters in return/risk equations. For example, the AR terms in all three return equations have great magnitudes of their coefficients. This means that great persistency is present in those returns (if positive coefficients) or great oscillating behaviour (if negative) 7 . Moreover, the intensity of the GARCH parameters regarding their respective parameters seems not to affect the SAD and/or FALL effects as well. It can be seen that some markets exhibit higher values of respective parameters, with significant SAD effects, and some markets have very small values of those parameters but have significant SAD effects as well. It seems that regardless of the varying risk of stock returns, the effects of daylight hours on the returns stay the same. Table 3 . Estimation results of model (6) 
Discussion
It can be concluded based upon the analysis carried out in this paper that 6 out of 11 observed markets exhibit SAD effects during the fall and winter period; 3 of those 6 additionally exhibit asymmetric effects (FALL variable). In that way, some additional anomalies do exist in the return series of those markets which are a result of time varying risk aversion of investors on the observed markets. The effects of seasonality on returns are similar across the observed markets, since they are close regarding the geographical latitude. Nevertheless, some other sources of differences of the non-existence of SAD effects on several markets surely exist.
The results for Croatia are similar to those in Škrinjarić et al. (2018) , but here the results are extended to the GARCH specification of the model as well. Next, the results regarding Romania confirm previous findings of Murgea (2016) , in which SAD effects were found in SOFIX returns for the period 2000-2014. However, the previous study did not observe asymmetric effects which were included here and found to be non-significant in return, but significant in risk series. The results for all of the markets were controlled for, as is typical in the related literature, with no significant relationship found between calendar effects and SAD effects, nor between conditional risks and SAD effects. Moreover, as it was seen in the literature review, the majority of markets observed in these study exhibit violations of the weak form of the Efficient Market Hypothesis, with some of them having long term memory of return series. Thus, the results in this study are in accordance with previous conclusions of those markets by using different methodology and answering questions regarding time varying risk aversion. Other markets observed in this study were not yet examined in such a fashion as they are here, to the knowledge of the author. That is why future work should check the validity of the results which are given here. However, since previous literature on EMH has provided evidence of similar behaviour of many CEE and SEE markets used in this study, there is some confidence in the validity of the obtained results.
Results in this research are useful for those investors who aim to obtain extra profits by doing some type of contrarian strategies compared to rest of the market. Such strategies could include selling part of the portfolio in the winter time due to returns being greater (positive SAD effects); and buying in fall time before the winter solstice (negative FALL effects), as well as buying on Mondays prior to the SAD effects on the majority of the examined markets (due to negative returns on Mondays). Since results indicate that SAD effects do not have prominent or significant influence on the volatility of the market, no specific investment strategy could be recommended at this stage. Further research could focus on different specifications of the risk and SAD relationship in order to get more insight into the possibilities of some hedging investment strategies. Moreover, the usage of rational asset pricing models should be taken with caution for those markets in which SAD effects were found; especially those models which assume invariant investors' utility functions and preferences.
Conclusions
Theoretical and practical consequences of SAD effects on stock markets could be of great importance for those who deal with theoretical models in finance and investors in stock markets. The results in this research indicate that stock markets in Serbia, Hungary, Croatia, Slovakia, Romania, and Ukraine exhibit a SAD effect to some extent. This can be interpreted as investors in these markets face changing risk aversion over the year. Investors are affected by seasonal changes and thus their utility functions change over the year, resulting in different demand for higher return while bearing the same amount of risk. These results should be taken into consideration when applying and testing theoretical models on such stock markets, especially rational models which assume one form of human and investor behaviour. The results are in accordance with previous literature on the mentioned markets which has shown that these emerging markets exhibit predictive behaviour, they violate the weak from of the EMH, and long memory is present in return series. Secondly, some profitable trading strategies could be constructed in order to exploit such behaviour if it is found to be persistent in the future as well. Greater trading volume and interest in the examined markets could enable their faster development, especially when, even today, some of them are quite stagnant in terms of low trading volume. However, research should be careful when exploring profitable strategies, due to several existing studies which found that some forms of exploitation of existing anomalies can be profitable.
Shortfalls of the study are as follows. The whole time span was observed as a whole, due to observing the period from the beginning of 2010. An interesting further point to observe could be to include the period before the crisis and the last financial crisis in order to observe if the SAD effects change depending upon the state of the market. Moreover, future work should include theoretical contributions in terms of trying to explain the non-linear relationship of the SAD effects and return series if this type of relationship was found empirically. Future work should include development of trading strategies which could try to exploit predictive behaviour of investors and stock returns on specific markets. Finally, future work should include the analysis of the sources of (non)existence of SAD effects on specific markets as well. Thus, many possibilities exist to deepen the analysis and interest within this field of behavioural finance.
However, initial information was obtained for several markets for the first time in this study, both for return and risk variation over time. In that way, this research could be considered as a starting point for future work.
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Appendix A
- - - π - - 0.085 (0.005) *** - - θ - - - 0.193 (0.012) ** - τ - - - 1.745 (0.000)*** - - - - - 1 × 10 −5 (0.822) ξ - - - - 0.997 (0.000) *** ψ - - - - 2.5 × 10 −7 (0.361) α SAD 4.2 × 10
Estimated
γ - 0.051 (0.095) * - - - π - - −0.030 (0.005) *** - - θ - - - −0.130 (0.000) *** - τ - - - 0.419 (0.001) *** - - - - - 0.018 (0.369) ξ - - - - 0.9999 (0.000) *** ψ - - - - 0
- - - π - - 0.092 (0.000) *** - - θ - - - 0.800 (0.003) *** - τ - - - 1.328 (0.000) *** - - - - - 0.0001 (0.000) *** ξ - - - - 0.983 (0.000) *** ψ - - - -
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One referee pointed out that the values of the ARMA parameters had great magnitude. That is why the following ARMA(p,q) models have been observed for the CROBEX return: AR(2), MA(2), ARMA(1,1), ARMA(2,2), ARMA(3,3), ARMA(2,1), and ARMA(1,2) in order to see if the values of parameters change significantly. The results (details are available upon request) indicated that when the values of parameters were smaller they were not significant at all. ARMA(1,1) model resulted with no problems of autocorrelation and heteroskedasticity of residuals and thus this model was left in the rest of the analysis with GARCH specifications. The following papers confirm that the Croatian stock market is not efficient in terms of the Efficient Market Hypothesis: Heininen and Puttonen (2008) , Barbić (2010) , Šego and Škrinjarić (2012) . However, these inefficiencies were found to be not much exploitable (in (Škrinjarić 2013) and (Radovanov and Marcikić 2017) ). p-values are given in parenthesis. *, **, and *** denote statistical significance on 10%, 5%, and 1%. p-values besides the DoF for the t-distribution refer to the Wald test for the null hypothesis of DoF being equal to 30. EGARCH, T-GARCH and C-GARCH were estimated with assumptions of normal, t-distribution and GED, however, the remaining heteroskedasticity was still present in all three models. Condition in C-GARCH 0 <α 1 +β 1 <ξ < 1 is not met. Bolded values in gray cells denote significant SAD and/or FALL effects. Note: p-values are given in parenthesis. *, **, and *** denote statistical significance on 10%, 5%, and 1%. p-values besides the DoF for the t-distribution refer to the Wald test for the null hypothesis of DoF being equal to 30. Condition in C-GARCH 0 <α 1 +β 1 <ξ < 1 is not met. Since several parameters were not significant in EGARCH, T-GARCH and P-ARCH, the GARCH model was chosen as best one. However, it can be seen that the SAD effects are very similar in all of the observed models 10 . Bolded values in gray cells denote significant SAD and/or FALL effects. 
