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NULL CURVES IN C3 AND CALABI-YAU CONJECTURES
ANTONIO ALARCO´N AND FRANCISCO J. LO´PEZ
ABSTRACT. For any open orientable surface M and convex domain Ω ⊂ C3, there exist a Riemann surface
N homeomorphic to M and a complete proper null curve F : N → Ω. This result follows from a general
existence theorem with many applications. Among them, the followings:
• For any convex domain Ω in C2 there exist a Riemann surface N homeomorphic to M and a complete
proper holomorphic immersion F : N → Ω. Furthermore, if D ⊂ R2 is a convex domain and Ω is the
solid right cylinder {x ∈ C2 |Re(x) ∈ D}, then F can be chosen so that Re(F) : N → D is proper.
• There exist a Riemann surface N homeomorphic to M and a complete bounded holomorphic null im-
mersion F : N → SL(2,C).
• There exists a complete bounded CMC-1 immersion X : M→ H3.
• For any convex domain Ω ⊂ R3 there exists a complete proper minimal immersion (Xj)j=1,2,3 : M→ Ω
with vanishing flux. Furthermore, if D ⊂ R2 is a convex domain and Ω = {(xj)j=1,2,3 ∈ R3 | (x1, x2) ∈
D}, then X can be chosen so that (X1,X2) : M→ D is proper.
Any of the above surfaces can be chosen with hyperbolic conformal structure.
1. INTRODUCTION
Calabi [Ca] asked whether there exist complete minimal surfaces in a bounded domain, or more
generally, with bounded projection into a straight line. This problem is known in the literature as the
Calabi-Yau problem for immersed minimal surfaces in R3. Variations of this problem which have been
considered deal with immersed surfaces which are also proper in a domain of R3. The first answer to
Calabi’s question was given by Jorge and Xavier [JX], who exhibited complete non-flat minimal discs in
a slab of R3. Later, Yau [Ya1, Ya2] revisited these conjectures and opened new lines for research. It was
Nadirashvili [Nad] who developed a powerful technique for constructing complete bounded minimal
surfaces in R3. His examples are minimal discs with never vanishing Gaussian curvature, providing
counterexamples to classical Hadamard’s conjecture for negatively curved surfaces as well. Both Jorge-
Xavier’s and Nadirashvili’s constructions make use of the classical Runge approximation theory for
holomorphic functions on planar labyrinths of compact sets. These ideas have been a fountain of insight
that has strongly influenced the global theory of minimal surfaces along the last decade. Lo´pez, Martı´n
and Morales [LMM] added handles to Nadirashvili’s surfaces, and some years later Alarco´n, Ferrer,
Martı´n and Morales [MM1,MM2, AFM] constructed proper complete minimal surfaces in smooth do-
mains of R3, under some restrictions on the topology of the surfaces and the geometry of the domains.
Recently, Ferrer, Martı´n and Meeks [FMM] have given a complete solution to the proper Calabi-Yau
problem for minimal surfaces of arbitrary topology in both convex and smooth bounded domains of
R
3, even with disjoint limit sets for distinct ends.
The embedded Calabi-Yau problem for minimal surfaces has radically different nature. Colding and
Minicozzi [CM] have proved that any complete embedded minimal surface in R3 with finite topology
is proper in R3, and Meeks, Pe´rez and Ros [MPR] have extended this result to the family of minimal
surfaces with finite genus and countably many ends.
Calabi-Yau and Hadamard’s conjectures are closely related and make sense for a wide range of sur-
faces and ambient manifolds. Given a Riemannian manifold M, the (immersed) Calabi-Yau problem in
M deals with the existence of complete proper submanifolds in domains of M, with a given constrain
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on its geometry (minimal, CMC, non-positively curved,...). This paper is devoted to the corresponding
Calabi-Yau problem for null curves in C3, or being more precise, to the existence of complete proper null
curves in convex domains of C3.
Given an open Riemann surface N, a map F = (Fj)j=1,2,3 : N → C3 is said to be a null curve in
C
3 if F is a holomorphic immersion and ∑3j=1(dFj)
2 = 0. The Riemannian metric on N induced by the
Euclidean metric in C3 is given by ds2F := ∑
3
j=1 |dFj|2.
Calabi-Yau problem for null curves in C3 is interesting by itself, but also because it provides a key for
solving other Calabi-Yau problems, namely, for null curves in SL(2,C), holomorphic immersed curves
in C2, CMC-1 surfaces (or Bryant surfaces) in H3 and minimal surfaces in R3.
Jones [Jo] constructed a complete bounded holomorphic immersion of the unit disc D in C2, a com-
plete bounded holomorphic embedding of D in C3, and a complete proper holomorphic immersion of
D in the unit ball of C4. As a consequence, he produced complete bounded null curves in Cn for any
n ≥ 4. On the other hand, Bourgain [Bo] showed that there are no complete bounded null curves in C2.
However, the Calabi-Yau problem for null curves in C3 has remained open for a long time. The first
approach to this question was made by Martı´n, Umehara and Yamada [MUY1,MUY2].
Our Main Theorem below (see Theorem 3.2) represents a wide generalization of all these results,
and as we will see later, has many interesting consequences. For a rigorous statement, the following
notations are required.
Throughout this paper we adopt column notation for both vectors and matrices of linear transforma-
tions in C3, and identify
C
3 ∋ (z1, z2, z3)T ≡ (Re(z1), Im(z1), Re(z2), Im(z2), Re(z3), Im(z3))T ∈ R6,
where as usual (·)T means ”transpose”.
Definition 1.1. If ρ = {ρi}1≤i≤n ⊆ {1, . . . , 6} is a strictly increasing sequence, n ≥ 1, and ρ∗ = {ρ∗i }1≤i≤6−n
is the (possibly void) complementary one in {1, . . . , 6}, we denote by Rρ = {(xj)j=1,...,6 ∈ R6 | xj = 0 ∀ j ∈ ρ∗},
and Πρ : R
6 → Rρ the corresponding Euclidean orthogonal projection.
The sequence ρ is said to bewide if n ≥ 2 and ρ 6= {2j− 1, 2j}, j = 1, 2, 3.
Given Ω ⊂ Rρ, we denote by Cρ(Ω) the cylinder {x ∈ R6 |Πρ(x) ∈ Ω}. When ρ∗ = ∅ then Rρ = R6,
Πρ = IdR6 and Cρ(Ω) = Ω, and we make the conventions Rρ
∗
= {~0} and Πρ∗ ≡~0.
Our main result asserts:
Main Theorem. Let ρ be a wide sequence in {1, . . . , 6}, and let Ω be a convex domain in Rρ
(possibly all Rρ).
Then for any open orientable surface M there exist a hyperbolic Riemann surface N home-
omorphic to M and a complete null curve F : N → Cρ(Ω) such that Πρ ◦ F : N → Ω is
proper.
It is classically known that any open hyperbolic Riemann surfaceM carries neither proper holomor-
phic functions f : M→ C nor proper harmonic functions h : M → R. Therefore, Main Theorem does
not hold if ρ is not wide and Ω = Rρ, and in this sense is sharp (see Remark 3.4).
Our construction method is different to the ones in [Jo, MUY1]. The main tools in this paper come
from approximation theory by meromorphic functions, but in this case without using labyrinths of com-
pact sets. A key point is to use a Mergelyan’s type approximation result which provides an enormous
capability for modeling null curves in C3 (see Lemma 2.8 and [AL]). Our arguments rely only on the
geometry of C3, and the involved approximation results for null curves are of extrinsic nature. Roughly
speaking, the null curve F in the theorem is obtained by deforming recursively a sequence of compact
null curves in Cρ(Ω). Unlike previous methods, during the deformation we have direct control over the
immersion itself instead of over its Weierstrass data. Furthermore, completeness and properness can be
achieved at the same time in the process and checked extrinsically as well.
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Different choices of sequence ρ and convex domain Ω ⊂ Rρ generate a list of suggestive corollaries.
The most straightforward one is the existence of complete bounded null curves in C3.
Corollary I [Calabi-Yau problem in C3]. For any open orientable surface M and any convex
domain Ω in C3 (possibly Ω = C3), there exist a Riemann surface N homeomorphic to M and a
proper complete null curve F : N → Ω.
In particular, this answers affirmatively the Problem 1 in [MUY1]: “Are there complete null curves properly
immersed in the unit ball of C3?”. A partial result in the line of Corollary I can also be found in [AFL].
Denote by ⌊ , ⌋ the Hermitian inner product in SL(2,C) given by ⌊A, B⌋ = trace(A · B¯T), A, B ∈
SL(2,C). The operator ·¯ means complex conjugation. A map Z : N → SL(2,C) is said to be a null curve
in SL(2,C) if Z is a holomorphic immersion and det(dZ) = 0. The Riemannian metric on N induced
by ⌊ , ⌋ is given by ds2Z = ⌊dZ, dZ⌋. The following correspondence is a biholomorphism preserving null
curves (see [MUY1]):
(1.1) T : C3 − {z3 = 0} → {(aij) ∈ SL(2,C) | a11 6= 0}, T ((zj)j=1,2,3) = 1z3
(
1 z1 + ız2
z1 − ız2 z21 + z22 + z23
)
,
ı =
√−1. The transformation T provides complete bounded null curves in SL(2,C) when applied to
complete bounded null curves in C3 − {|z3| > 1} [MUY1]. Unfortunately, proper examples in SL(2,C)
can not be constructed by this procedure. Taking into account Corollary I, we get that:
Corollary II [Calabi-Yau problem in SL(2,C)]. For any open orientable surface M, there
exist a Riemann surface N homeomorphic to M and a complete bounded null curve F : N →
SL(2,C).
Let H3 = {(x0, x1, x2, x3) ∈ R4 | x21 + x22 + x23 + 1 = x20, x0 > 0} be the hyperboloid model of the 3-
dimensional hyperbolic space. We call 〈, 〉0 as the hyperbolic metric in H3 induced by the 4-dimensional
Lorentz-Minkowski space L4 of signature (−,+,+,+). Up to the canonical identification
(x0, x1, x2, x3) ≡
(
x0 + x3 x1 + ıx2
x1 − ıx2 x0 − x3
)
,
H
3 = {A · A¯T | A ∈ SL(2,C)}. With this language, Bryant’s projection B : SL(2,C) → H3, B(A) =
A · A¯T , maps null curves in SL(2,C) into conformal immersions of mean curvature H = 1 in H3. Fur-
thermore, if Z : N → SL(2,C) is a null curve then the pull back (Z · Z¯T)∗〈, 〉0 coincides with 12ds2Z (see
[Br, UY] for a good setting).
The family of complete CMC-1 surfaces in H3 with finite topology is very vast, see [RUY, PP] for a
good reference. For the arbitrary topology case, there is no general existence result available known to
the authors. Regarding Calabi-Yau questions, and as pointed out in [MUY1], applying Bryant’s projec-
tion B to the complete bounded null curves of Corollary II we get that:
Corollary III [Calabi-Yau problem in H3]. For any open orientable surface M, there exists a
complete bounded CMC-1 immersion X : M → H3.
Martı´n, Umehara and Yamada [MUY3] extended Jones’ existence result [Jo] to complete bounded
complex submanifolds with arbitrary finite genus and finitely many ends in C2. On the other hand,
the existence of proper holomorphic immersions in C2 with arbitrary topological type is well known
[Bi,Nar, Re, AL]. From Main Theorem it follows considerably more:
Corollary IV [Calabi-Yau problem in C2]. For any open orientable surface M and any con-
vex domain Ω in C2 (possibly Ω = C2), there exist a Riemann surface N homeomorphic to M
and a complete proper holomorphic immersion F : N → Ω.
Furthermore, if D ⊂ R2 is a convex domain and Ω is the solid right cylinder {x ∈ C2 |Re(x) ∈
D}, then F can be chosen so that Re(F) : N → D is proper.
4 A. ALARCO´N AND F.J. LO´PEZ
The real part of a null curve in C3 is a minimal immersion in R3 with vanishing flux, that is to say, such
that the integral of the conormal vector to the immersion along any arc-length parameterized closed
curve in the surface vanishes. As a consequence of Main Theorem,
Corollary V [Calabi-Yau problem in R3]. For any open orientable surface M the following
assertions hold:
(i) For any convex domain Ω ⊂ R3 (possibly Ω = R3), there exists a complete proper minimal
immersion X : M→ Ω with vanishing flux.
(ii) For any convex domain D ⊂ R2 (possibly D = R2), there exists a complete minimal im-
mersion X = (Xj)j=1,2,3 : M → R3 with vanishing flux such that (X1,X2)(M) ⊂ D and
(X1,X2) : N → D is proper.
(iii) There exists a bounded complete flux vanishing minimal immersion X : M → R3 such that
all its associate immersions are bounded.
Although certainly Corollary V-(i) is strongly related to Ferrer-Martı´n-Meeks theorem [FMM], these
results do not imply each other. Recently, the authors [AL] have constructed minimal surfaces with ar-
bitrary conformal structure properly projecting into R2, answering a question posed by Schoen and Yau
[SY, p. 18]. Corollary V-(ii) shows that the analogous result for convex domains of R2 holds as well.
Finally, we remark that all the open Riemann surfaces involved in the above corollaries are of hyper-
bolic conformal type.
2. PRELIMINARIES
We denote by ‖ · ‖ and dist(·, ·) the Euclidean norm and distance in Kn, where K = R or C, and for
any compact topological space K and continuous map f : K → Kn we denote by
‖ f‖ = max{‖ f (p)‖ | p ∈ K}
the maximum norm of f on X.
Given an n-dimensional topological manifold M, we denote by ∂M the (n− 1)-dimensional topolog-
ical manifold determined by its boundary points. For any A ⊂ M, A◦ and A will denote the interior
and the closure of A in M, respectively. Open connected subsets of M− ∂M will be called domains, and
those proper topological subspaces of M being n-dimensional manifolds with boundary are said to be
regions. If M is a topological surface, M is said to be open if it is non-compact and ∂M = ∅.
2.1. Riemann surfaces. An open Riemann surface is said to be hyperbolic if it carries non constant neg-
ative subharmonic functions.
Remark 2.1. Throughout this paperN and σ2N will denote a fixed but arbitrary open hyperbolic Riemann surface
and a conformal Riemannian metric on it, respectively.
In the following we introduce the necessary notations for a well understanding of the paper.
A Jordan arc in N is said to be analytical if it is contained in an open analytical Jordan arc in N .
Classically, a compact region A ⊂ N is said to be Runge ifN −A has no bounded (i.e., relatively com-
pact in N ) components, or equivalently, if the inclusion map ιA : A →֒ N induces a group monomor-
phism (ιA)∗ : H1(A,Z) → H1(N ,Z), where H1(·,Z) means first homology group with integer coef-
ficients. For convenience we will extend this notion to a general subset A ⊂ N , and say that a A is
Runge if (ιA)∗ : H1(A,Z) → H1(N ,Z) is injective. In this case we identify the groups H1(A,Z) and
(ιA)∗(H1(A,Z)) ⊂ H1(N ,Z) via (ιA)∗ and consider H1(A,Z) ⊂ H1(N ,Z).
Two Runge subsets A1, A2 ⊂ N are said to be isotopic ifH1(A1,Z) = H1(A2,Z). Two Runge subsets
A1, A2 ⊂ N are said to be homeomorphically isotopic if there exists a homeomorphism σ : A1 → A2 such
that σ∗ = IdH1(A1,Z), where σ∗ is the induced group morphism on homology. In this case σ is said to be
an isotopical homeomorphism. Two Runge domains (or compact regions) with finite topology in N are
isotopic if and only if they are homeomorphically isotopic.
Definition 2.2 (Admissible set). A compact subset S ⊂ N is said to be admissible if and only if:
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• MS := S◦ is a finite collection of pairwise disjoint compact regions in N with C0 boundary,
• CS := S−MS consists of a finite collection of pairwise disjoint analytical Jordan arcs,
• any component α of CS with an endpoint P ∈ MS admits an analytical extension β in N such that the
unique component of β− α with endpoint P lies in MS, and
• S is Runge.
LetW be a Runge domain of finite topology in N , and let S be an admissible subset in N .W is said
to be a tubular neighborhood of S if S ⊂ W, S is isotopic toW and χ(W − S) = 0, where χ(·) means Euler
characteristic. In other words, if S ⊂ W andW− S consists of a finite collection of pairwise disjoint open
annuli.
For any subset A ⊂ N , we denote by
• F0(A) the space of continuous functions f : A → C which are holomorphic on an open neigh-
borhood of A in N ,
• F ∗0 (A) the space of continuous functions f : A→ C being holomorphic on A◦.• Ω0(A) the space of holomorphic 1-forms on an open neighborhood of A in N , and
• Ω∗0(A) the space of complex 1-forms θ of type (1, 0) that are continuous on A and holomorphic
on A◦. As usual, a 1-form θ on A is said to be of type (1, 0) if for any conformal chart (U, z) in
N , θ|U∩A = h(z)dz for some function h : U ∩ S→ C.
Let S be an admissible subset of N .
A function f ∈ F ∗0 (S) is said to be smooth if f |MS admits a smooth extension f0 to a domain W con-
taining MS, and for any component α of CS and any open analytical Jordan arc β in N containing α, f
admits a smooth extension fβ to β satisfying that fβ|W∩β = f0|W∩β.
A 1-form θ ∈ Ω∗0(S) is said to be smooth if, for any closed conformal disk (U, z) on N such that S ∩U
is admissible, the function θ/dz ∈ F ∗0 (S) is smooth.
Given a smooth function f ∈ F ∗0 (S), we set d f ∈ Ω∗0(S) as the smooth 1-form given by d f |MS =
d( f |MS) and d f |α∩U = ( f ◦ α)′(x)dz|α∩U, where (U, z = x + iy) is a conformal chart on N such that
α ∩ U = z−1(R ∩ z(U)). A smooth 1-form θ ∈ Ω∗0(S) is said to be exact if θ = d f for some smooth
f ∈ F ∗0 (S), or equivalently if
∫
γ θ = 0 for all γ ∈ H1(S,Z).
The C1-norm on S of a smooth f ∈ F ∗0 (S) is defined by
‖ f‖1 = max{‖ f (p)‖+ ‖ d fσN (p)‖ | p ∈ S}.
A sequence of smooth functions { fn}n∈N ⊂ F ∗0 (S) is said to converge in the C1-topology to a smooth
function f ∈ F ∗0 (S) if {‖ f − fn‖1}n∈N → 0. If in addition fn is (the restriction to S of) a holomor-
phic function on an open neighborhood W of S in N for all n, we also say that f can be uniformly
C1-approximated on S by functions in F0(W).
Likewise one can define the notions of smoothness, (vectorial) differential, C1-norm and uniform C1-
approximation for maps f : S→ Ck, k ∈ N.
2.2. Null Curves in C3 and complex orthogonal transformations. Let us start this subsection by intro-
ducing some operators which are strongly related to the geometry of C3 and null curves. Let A ⊂ C3.
We denote by
• ≪ ,≫: C3 ×C3 → C,≪u, v≫= u¯T · v, the usual Hermitian inner product in C3,
• ≪A≫⊥= {v ∈ C3 | ≪u, v≫= 0 ∀u ∈ A},
• 〈 , 〉 = Re(≪ ,≫) : C3 × C3 → R the Euclidean scalar product of C3 ≡ R6,
• 〈A〉⊥ = {v ∈ C3 | 〈u, v〉 = 0 ∀u ∈ A},
• ≺ ,≻: C3 × C3 → C the complex symmetric bilinear 1-form given by ≺u, v≻= uT · v, and
• ≺u≻⊥= {v ∈ C3 | ≺u, v≻= 0}.
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Notice that ≺u≻⊥=≪u≫⊥⊂ 〈u〉⊥ for all u ∈ C3, and the equality holds iff u =~0 := (0, 0, 0)T.
A vector u ∈ C3 − {~0} is said to be null if ≺u, u≻= 0. We denote by
Θ = {u ∈ C3 − {~0} | u is null}.
Remark 2.3. Θ = {( 12z(1 − w2), i2 z(1 + w2), zw) |w, z ∈ C, z 6= 0}. As a consequence, Θ is a complex
conical submanifold of C3 not contained in a finite union of real (or complex) hyperplanes of C3.
A basis {u1, u2, u3} of C3 is said to be ≺ , ≻-conjugate if ≺uj, uk≻= δjk, j, k ∈ {1, 2, 3}. Likewise we
define the notion of ≺ ,≻-conjugate basis of a complex subspace U, provided that ≺ ,≻ |U×U is a non
degenerate complex bilinear form.
We denote by O(3,C) the complex orthogonal group {A ∈ M3(C) | ATA = I3}, i.e., the group of
matrices whose column vectors determine a ≺ , ≻-conjugate basis of C3. As usual, we also denote by
A : C3 → C3 the complex linear transformation induced by A ∈ O(3,C). Observe that
(2.1) ≺Au, Av≻=≺u, v≻ and ≪Au, Av≫=≪u, v≫, ∀u, v ∈ C3, A ∈ O(3,C).
Let M be an open Riemann surface. Using the above language, a holomorphic map F : M → C3 is
a null curve iff ≺Φ,Φ≻= 0 and≪Φ,Φ≫ never vanishes on M, where Φ = dF. Conversely, given an
exact holomorphic vectorial 1-form Φ on M satisfying that ≺Φ,Φ≻= 0 and≪Φ,Φ≫ never vanishes
on M, the map F : M → C3, F(P) = ∫ P Φ, defines a null curve in C3. In this case Φ is said to be the
Weierstrass representation of F.
If F : M → C3 is a null curve, then the pull back metric ds2F := F∗〈 , 〉 on M coincides with〈dF, dF〉 =≪dF, dF≫ .
Definition 2.4. Given two subsets V1,V2 ⊂ M, we denote by dist(M,F)(V1,V2) the intrinsic distance between
V1 and V2 in the Riemannian surface (M, ds
2
F).
Remark 2.5. Let F : M → C3 be a null curve and A = (ajk)j,k=1,2,3 ∈ O(3,C). Then A ◦ F : M → C3 is also
a null curve and ds2F ≥ 1‖A‖2 ds2A◦F, where ‖A‖ =
(
∑j,k |ajk|2
)1/2
.
The following definitions deal with the notion for null curve on admissible subsets.
Definition 2.6. Given a proper subset M ⊂ N , we denote by N(M) the space of maps X : M → C3 extending
as a null curve to an open neighborhood of M in N .
Definition 2.7. Let S ⊂ N be an admissible subset. A smooth map F ∈ F ∗0 (S)3 is said to be a generalized null
curve in C3 if it satisfies the following properties:
• F|MS ∈ N(MS) and• ≺dF, dF≻= 0 and≪dF, dF≫ never vanishes on S.
The following Mergelyan’s type result for null curves is a key tool in this paper. It will be required to
approximate generalized null curves by null curves defined on larger domains.
Lemma 2.8. Let W ⊂ N be a Runge domain of finite topology, and let S be a connected admissible compact set
contained in W and isotopic to W. Let F = (Fj)j=1,2,3 : S → C3 be a generalized null curve.
Then F can be uniformly C1-approximated on S by a sequence {Hn = (Hj,n)j=1,2,3}n∈N in N(W). In addition,
we can choose H3,n = F3 for all n ∈ N provided that F3 ∈ F0(W) and dF3 never vanishes on CS.
Proof. Use the Approximation Lemma in [AL] for Φ = dF to get a sequence of exact vectorial 1-forms
{Φn}n∈N ⊂ Ω0(W)3 converging to dF uniformly on S. Since S is isotopic toW, Hn := F(P0) +
∫
P0
Φn is
well defined onW for all n ∈ N, where P0 is any point in MS. {Hn}n∈N solves the lemma. 
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2.3. Convex domains. Throughout this section, D will denote a regular convex domain of Rn, D 6= Rn,
n ≥ 2.
Recall that D ∩ (p+ Tp ∂D) = ∅ for all p ∈ ∂D, where Tp ∂D denotes the real tangent space of ∂D at
p. ThereforeD = ∩p∈∂DHp, where Hp is the closed half space bounded by p+ Tp ∂D and containing D,
p ∈ ∂D.
Let νD : ∂D → Sn−1 be the outward pointing unit normal of ∂D. Given p ∈ ∂D and v ∈ Tp ∂D ∩ Sn−1,
we denote by κD(p, v) the normal curvature at p in the direction of vwith respect to−νD , obviously non-
negative. In particular, the principal curvatures of ∂D at p with respect to −νD are non-negative. We
denote by κ(p) ≥ 0 the maximum of these principal curvatures at p ∈ ∂D, and by
κ(D) := sup{κ(p) | p ∈ ∂D} ∈ [0,+∞].
If p ∈ ∂D, v ∈ Sn−1 ∩ Tp ∂D and κD(p, v) > 0, basic convex geometry gives that limλ→∞ dist(p +
λv,D) = +∞. The domain D is said to be strictly convex if κD(p, v) > 0 for all p ∈ ∂D and v ∈
Sn−1 ∩ Tp ∂D.
Definition 2.9. For any t ∈ (− 1
κ(D) ,+∞) we denote by Dt the convex domain in Rn bounded by ∂Dt = {p+
t · νD(p) | p ∈ ∂D} and such that D ⊂ Dt if t ≥ 0, and Dt ⊂ D if t ≤ 0.
We have made the conventions − 1
κ(D) = −∞ and − 1κ(D) = 0 provided that κ(D) = 0 and κ(D) =
+∞, respectively. We label D−1/κ(D) as the closed subset ∩t>−1/κ(D)Dt. Note that ∂Dt is a regular (con-
vex) hypersurface ∀t ∈ (− 1
κ(D) ,+∞).
Set πD : Rn − D−1/κ(D) → ∂D as the normal projection given by πD(p + tνD(p)) = p, and keep
denoting by νD the extended normal map νD ◦ πD : Rn −D−1/κ(D) → Sn−1.
Definition 2.10. A vector v ∈ Rn − {~0} is said to be a escaping vector in D ifD contains no half lines parallel
to v, or equivalently, if limR∋λ→∞ dist(p+ λv,D) = +∞ for all p ∈ Rn. In this case
lim inf
R∋λ→∞
1
|λ|dist(p+ λv,D) > 0 for all p ∈ R
n.
We denote by ED the set of a escaping vectors in D.
The set ED is empty if and only ifD contains a half space, and otherwise it is the complement in Rn of
a double cone with vertex~0 and convex base. If p ∈ ∂D and v ∈ Tp ∂D− ED then ∂D ∩ Tp ∂D contains a
half line parallel to v andwith initial point p, whereas v ∈ ED ∩ Tp ∂D implies that ∂D∩{p+λv | λ ∈ R}
is a compact segment containing p. If D is strictly convex then Tp ∂D − {~0} ⊂ ED , ∂D ∩ (p+ Tp ∂D) =
{p} and limTp ∂D∋v→∞ dist(p+ v,D) = +∞ for all p ∈ ∂D.
Assume that κ(D) < +∞ and take r ∈ (0, 1/κ(D)) and p ∈ D − D−r. Consider δ ∈ (0, r) and a
neighborhood Up of p so that Up ⊂ D −D−r+δ and diam(Up) < δ. Then it is straightforward to check
that
(2.2) D−r ∩ (q1 + TπD(q2) ∂D) = ∅ for all q1, q2 ∈ Up.
Remark 2.11. Let D and Dˆ be two regular convex domains in Rn with κ(D) < +∞ and D ⊂ Dˆ. Consider
p ∈ ∂D, and take r ∈ [0, 1/κ(D)) and q ∈ ∂D−r with πD(q) = p. By convexity and basic trigonometry, one
has that dist(q, (q+ Tq∂D−r) ∩ ∂Dˆ) ≥
√
d2r + 2
dr
κ(D−r) , where dr = dist(D−r, ∂Dˆ). Since Tq∂D−r = Tp∂D,
dr ≥ d0 + r and κ(D−r) = κ(D)1−rκ(D) , we infer that
dist(q, (q+ Tp∂D) ∩ ∂Dˆ) ≥
√
d20 + 2
d0
κ(D) .
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Given two compact subsets C,D ⊂ Rn, the Hausdorff distance between C and D is defined by
δH(C,D) = max
{
sup
x∈C
inf
y∈D
‖x − y‖ , sup
y∈D
inf
x∈C
‖x− y‖
}
.
A sequence {Kn}n∈N of (possibly unbounded) closed subsets of Rn is said to be convergent in the Haus-
dorff topology to a closed subset K0 of R
n if {Kn ∩ B}n∈N → K0 ∩ B in the Hausdorff distance for any
closed ball B ⊂ Rn. If Kj ⊂ K◦j+1 ⊂ K0 ∀j ∈ N and {Kj}j∈N → K0 in the Hausdorff topology, we simply
write {Kj}j∈N ր K0. Likewise we put {Kj}j∈N ց K0 provided that K0 ⊂ Kj+1 ⊂ K◦j ∀j ∈ N and
{Kj}j∈N → K0 in the Hausdorff topology.
The following theorem follows from classical Minkowski’s Theorem [Mi] (see also [MY]):
Theorem 2.12. Let C be a (possibly neither bounded nor regular) convex domain of Rn.
Then there exists a sequence {Ck}k∈N of bounded strictly convex analytic domains in Rn with {Ck}k∈N ր C.
If in addition C is bounded, then there exists a sequence {Dk}k∈N of bounded strictly convex analytic domains
in Rn with {Dk}k∈N ց C.
Recall that a convex domain D is said to be analytic if ∂D is an analytical hypersurface of Rn.
Definition 2.13. Let C be a (possibly neither bounded nor regular) convex domain in Rn. A sequence {Ck}k∈N
of convex domains in Rn is said to be proper in C if Ck is bounded regular strictly convex for all k, {Ck}k∈N ր
C in the Hausdorff topology and ∑k∈N
√
dist(Ck,∂Ck+1)
κ(Ck)
= +∞.
Lemma 2.14. Any convex domain in Rn admits a proper sequence of convex domains.
Proof. Let C be a convex domain in Rn. By Theorem 2.12, there exists a sequence {Cj}j∈N of bounded
strictly convex analytic domains in Rn with {Cj}j∈N ր C. For the sake of simplicity write dj =
dist(Cj, ∂Cj+1) and κj = κ(Cj) for all j.
Recall that 6
π2 ∑a∈N
1
a2
= 1, and for each j ∈ N fix mj ∈ N large enough so that
√
6
π
√
d j
κj
∑
mj
a=1
1
a ≥ 1.
Call da,j = dj
6
π2 ∑
a
h=1
1
h2
, set Ca,j := (Cj)da,j (see Definition 2.9), a = 1, . . . ,mj, and make the convention
C0,j = Cj. It is clear that da,j < dj, Ca,j is analytical and strictly convex, Ca,j ⊂ Ca+1,j ⊂ Ca+1,j ⊂ Cj+1,
and dist(Ca,j, ∂Ca+1,j) =
6d j
π2(a+1)2
for all a = 0, . . . ,mj − 1. Furthermore, since κ(Ca,j) = κj1+da,jκj ≤ κj for
all a = 0, . . . ,mj − 1,
mj−1
∑
a=0
√
dist(Ca,j, ∂Ca+1,j)
κ(Ca,j)
≥
√
6
π
√
dj
κj
mj
∑
a=1
1
a
≥ 1.
Let {Dk}k∈N denote the enumeration of ∪j∈N{Ca,j | a = 0, . . . ,mj} so that Dk ⊂ Dk+1 for all k. Since
∑
k∈N
√
dist(Dk, ∂Dk+1)
κ(Dk)
≥ ∑
j∈N

mj−1∑
a=0
√
dist(Ca,j, ∂Ca+1,j)
κ(Ca,j)

 = +∞,
{Dk}k∈N is proper in C and we are done. 
2.3.1. ≺ ,≻ and convex domains in C3. Given C ⊂ C3, we denote by span
R
(C) = {∑nj=1 rjvj | rj ∈ R, vj ∈
C, n ∈ N} and span
C
(C) = span
R
(C) + J(span
R
(C)), where J : C3 → C3, J(v) = ıv, is the usual
complex structure. If V ⊂ C3 is a real subspace, the complex subspace VC := V ∩ J(V) is said to be the
complex kernel of V.
A real or complex vectorial hyperplane V ⊂ C3 is said to be ≺ , ≻-degenerate if ≺ , ≻ |VC×VC is a
degenerate complex bilinear 1-form, that is to say, if VC =≺u≻⊥ for some null vector u. If H = 〈ν〉⊥,
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ν ∈ C3 − {~0}, then HC =≺ν≻⊥ and H is ≺ ,≻-degenerate if and only if ν is null. If ν is not null, there
exists a ≺ ,≻-conjugate basis {u1, u2, u3} of C3 so that u3 = ν and spanC({u1, u2}) = HC.
Definition 2.15. A domain Ω ⊂ C3 with non-empty ∂Ω is said to be ≺ , ≻-regular if it is regular (i.e., with
smooth ∂Ω) and the real tangent space Tp ∂Ω is not ≺ ,≻-degenerate for almost every p ∈ ∂Ω.
Given a regular convex domain D ⊂ C3 and a point p ∈ C3 −D−1/κ(D), we denote by
ΘD(p) = ≪νD(p)≫⊥ ∩Θ ⊂ TπD(p) ∂D.
Definition 2.16. A regular convex domain D ⊂ C3 ≡ R6 is said to be null strictly convex if ED ∩ΘD(p) 6=
∅ for all p ∈ ∂D (see Definition 2.10).
This occurs, for instance, if for any p ∈ ∂D there is v ∈ ΘD(p)∩ S5 such that κD(p, v) > 0.
Claim 2.17. The≺ ,≻-regularity of domains and the null strictly convexity of regular convex domains of C3 are
preserved by complex orthogonal transformations.
Proof. From (2.1), A(Θ) = Θ and A(〈ν〉⊥) = 〈Aν〉⊥ for any A ∈ O(3,C) and ν ∈ C3 − {~0}. This
shows that the ≺ ,≻-degeneracy of real (or complex) hyperplanes is preserved by complex orthogonal
transformations and guarantees the assertion on the ≺ ,≻-regularity.
For the null strictly convexity observe that if A ∈ O(3,C), p ∈ ∂D and v ∈ ΘD(p) ∩ ED , then
A(v) ∈ ΘA(D)(A(p)) ∩ EA(D). Indeed, it is clear that A(p) ∈ ∂A(D) and ‖A(νD(p))‖νA(D)(A(p)) =
±A(νD(p)). Therefore,
(2.3) ≪νA(D)(A(p))≫⊥= A(≪νD(p)≫⊥)
and A(v) ∈ ΘA(D)(A(p)). Finally, since dist(p, q) ≤ ‖A−1‖dist(A(p), A(q)) for all p, q ∈ C3, then
A(v) ∈ EA(D) as well and we are done. 
To finish this subsection, let us discuss the relationship between convex domains as those in the Main
Theorem of this paper, and the concepts of ≺ , ≻-regularity and null strictly convexity. See Definition
1.1 for a well understanding of the following.
First notice that a strictly increasing sequence ρ = {ρi}1≤i≤n ⊆ {1, . . . , 6} is wide if and only if
dimC(spanC(R
ρ)) ≥ 2.
Proposition 2.18. Let ρ be a wide sequence in {1, . . . , 6}, and let Ω ⊂ Rρ be a regular strictly convex domain
with κ(Ω) < +∞. Then Cρ(Ω) is ≺ ,≻-regular, null strictly convex and κ(Cρ(Ω)) < +∞.
Proof. Label n as the length of ρ. Take p ∈ ∂Cρ(Ω), and observe that Πρ(νCρ(Ω)(p)) = νΩ(Πρ(p)) and
Πρ∗(νCρ(Ω)(p)) =~0. Call S
n−1
ρ = S
5 ∩Rρ and Θρ = Θ ∩ Sn−1ρ .
Observe that Θρ is an analytical submanifold of S
n−1
ρ of dimension < n − 1, and so has measure
zero in Sn−1ρ . Indeed, reason by contradiction and suppose that Θρ = Sn−1ρ , that is to say, Rρ ⊂ Θ.
Then span
C
(Rρ) ⊂ Θ as well, and so Θ contains a complex hyperplane of C3 (recall that ρ is wide),
a contradiction. The strictly convexity of Ω implies that νΩ : ∂Ω → Sn−1 ≡ Sn−1ρ is an injective local
diffeomorphism, hence νCρ(Ω)(p) is not null for almost every p ∈ Cρ(Ω), proving the ≺ ,≻-regularity.
For the null strictly convexity, let us show first that Πρ(ΘCρ(Ω)(p)) 6= {~0} for all p ∈ ∂Cρ(Ω). In-
deed, if νCρ(Ω)(p) is null then νCρ(Ω)(p) ∈ ΘCρ(Ω)(p) and Πρ(νCρ(Ω)(p)) = νΩ(Πρ(p)) 6= ~0. Assume
now that νCρ(Ω)(p) is not null, and reasoning by contradiction suppose that ΘCρ(Ω)(p) ⊂ Rρ
∗
. Since
≪νCρ(Ω)(p)≫⊥ is not ≺ ,≻-degenerate, then ΘCρ(Ω)(p) contains two C-linearly independent null vec-
tors. This shows that dimC((R
ρ∗)C) ≥ 2, contradicting that ρ is wide. To finish, take any v ∈ ΘCρ(Ω)(p)
such that Πρ(v) 6=~0. By the strictly convexity of Ω we have that Πρ(v) ∈ EΩ, and so v ∈ ECρ(Ω).
Since κ(Cρ(Ω)) = κ(Ω) < +∞, we are done. 
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Remark 2.19. If ρ = {2j− 1, 2j} for some j ∈ {1, 2, 3} and Ω ⊂ Rρ is a regular convex domain, then Cρ(Ω)
is not null strictly convex. Moreover, regular convex domains whose boundary contains a real half hyperplane of
C
3 ≡ R6 are not null strictly convex as well.
3. MAIN THEOREM
The following Lemma, which will be proved later in Section 4, is the kernel of the proof of our main
theorem.
Lemma 3.1. Let D be a ≺ , ≻-regular and null strictly convex domain in C3 with κ(D) < +∞, and consider
r ∈ (0, 1/κ(D)). Let M be a Runge compact region in N , P0 ∈ M◦ and F ∈ N(M) satisfying that:
(3.1) F(∂M) ⊂ D −D−r.
Then, for any regular convex domain Dˆ and ǫ > 0 such that D ⊂ Dˆ−ǫ ⊂ Dˆ ⊂ D1/ǫ, there exist a Runge
compact region Mˆ ⊂ N and Fˆ ∈ N(Mˆ) satisfying that:
(i) M ⊂ Mˆ◦ and M is isotopic to Mˆ.
(ii) ‖Fˆ− F‖1 < ǫ on M,
(iii) Fˆ(∂Mˆ) ⊂ Dˆ − Dˆ−ǫ,
(iv) Fˆ(Mˆ−M◦) ⊂ Dˆ −D−r,
(v) dist(Mˆ,Fˆ)(P0, ∂Mˆ) > dist(M,F)(P0, ∂(M)) +
√
d
κ(D) , where d = dist(∂D, ∂Dˆ).
We are now ready to state and prove our main theorem. See Definition 1.1 for notations.
Theorem 3.2. Let ρ ⊂ {1, . . . , 6} be a wide sequence, and let Ω be a (possibly neither bounded nor regular)
convex domain in Rρ. Let M ⊂ N be a Runge compact region in N , and consider a null curve X ∈ N(M)
satisfying that
(3.2) Πρ(X(∂M)) ⊂ Λ−Λ−r,
where Λ is a bounded regular strictly convex domain in Rρ so that Λ ⊂ Ω and r ∈ (0, 1/κ(Λ)).
Then, for any ξ > 0 there exist an open domain N ⊂ N and a null curve Y : N → C3 satisfying that
(a) M ⊂ N, N is Runge and N is isotopic toN ,
(b) ‖Y − X‖1 ≤ ξ on M,
(c) Y is complete,
(d) Πρ ◦Y : N → Ω is proper and Πρ(Y(N −M◦)) ⊂ Ω−Λ−r.
Proof. Fix an auxiliary exhaustion {Mj}j∈N of N by Runge compact regions so that M◦1 is a tubular
neighborhood of M, and Mj−1 ⊂ M◦j and the Euler characteristic χ(Mj −M◦j−1) ∈ {−1, 0} for all j ≥ 2.
Let {Ωj}j∈N be a proper sequence in Ω of convex domains (see Lemma 2.14), and denote by
dj = dist(Ωj,Ωj+1) and κj = κ(Ωj).
Without loss of generality, we can suppose that Λ ⊂ Ω1. Call
Ω0 = Λ and D j = Cρ(Ωj) = {x ∈ R6 | Πρ(x) ∈ Ωj}
for all j ≥ 0. Since Ωj is a bounded regular strictly convex domain, then κ(Ωj) < +∞ and, by Proposition
2.18, D j is ≺ ,≻-regular, null strictly convex and κ(D j) < +∞, j ≥ 0.
Without loss of generality, we assume that ξ is small enough so that ǫ0 := r− ξ > 0 and
(3.3) Πρ(X(∂M)) ⊂ Λ−Λ−ǫ0 ,
see (3.2).
Fix Q0 ∈ M◦ and denote by N0 = M, σ0 = IdN0 and X0 = X.
Let us show the following
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Claim 3.3. There exists a sequence {(Nj, σj,Xj, ǫj)}j∈N, where Nj ⊂ N is a Runge compact region isotopic to
Mj, σj : Nj → Mj is an isotopic homeomorphism, Xj ∈ N(Nj) and ǫj > 0 for all j, satisfying that:
(Ij) Nj−1 ⊂ N◦j and σj|Nj−1 = σj−1 ∀j ∈ N,
(IIj) ‖Xj − Xj−1‖1 < ǫj on Nj−1, ∀j ∈ N, where ǫj > 0 is chosen small enough so that
(3.4) ǫj < min
{
ǫj−1 ,
ξ
2j+1
,
1
2j+1
min
{
min
Nk
‖dXk/σN ‖ | k = 0, . . . , j− 1
}}
and
(3.5) D j−1 ⊂ (D j)−ǫj ⊂ D j ⊂ (D j−1)1/ǫj , ∀j ∈ N,
(IIIj) Xj(∂Nj) ⊂ D j − (D j)−ǫj , ∀j ∈ N,
(IVj) Xj(Nj − N◦j−1) ⊂ D j − (D j−1)−ǫj−1, ∀j ∈ N, and
(Vj) dist(Nj,Xj)(Q0, ∂Nj) > dist(N1,X1)(Q0, ∂N1) + ∑
j−1
a=1
√
da
κa
, j ≥ 2.
Proof. The sequence will be constructed recursively. For j = 1 choose ǫ1 satisfying (3.4) and (3.5). Ob-
serve that (3.3) allows to apply Lemma 3.1 for the data (D, r,M, F, Dˆ, ǫ, P0) = (D0, ǫ0,N0,X0,D1, ǫ1,Q0).
Denote by (N1,X1) the arising data (Mˆ, Fˆ). Note that N0 ⊂ N◦1 and that N1, M1 and N0 are homeomor-
phic. Choosing σ1 : N1 → M1 any homeomorphism satisfying σ1|N0 = IdN0 , all the above items hold for
j = 1 (item (V1) makes no sense).
Assume that we have already constructed X1, . . . ,Xj−1 satisfying the required properties, and let us
construct Xj. Choose ǫj to satisfy (3.4) and (3.5), and let us distinguish two cases:
• χ(Mj − M◦j−1) = 0. We denote by (Nj,Xj) the couple (Mˆ, Fˆ) arising from Lemma 3.1 for the data
(D, r,M, F, Dˆ, ǫ, P0) = (D j−1, ǫj−1,Nj−1,Xj−1,D j, ǫj,Q0), which can be applied since (IIIj−1) holds. Since
Nj, Nj−1 and Mj are homeomorphic and Nj−1 ⊂ N◦j , then we can choose σj : Nj → Mj any homeomor-
phism so that σj|Nj−1 = σj−1. Properties (Ij), (IIj), (IIIj) and (IVj) are straightforward, whereas (Vj) follows
from Lemma 3.1-(v) and (Vj−1).
• χ(Mj − M◦j−1) = −1. Consider a closed curve αˆ ∈ H1(Mj,Z)−H1(Mj−1,Z) contained in M◦j and
intersecting Mj − M◦j−1 in a Jordan arc α with endpoints in ∂(Mj−1) and otherwise disjoint from Mj−1.
Since Mj is Runge then H1(Mj,Z) = H1(Mj−1 ∪ α,Z) and N − (Mj−1 ∪ α) has no bounded compo-
nents. Take a Jordan arc γ ⊂ N − N◦j−1 and an isotopic homeomorphism ς : Nj−1 ∪ γ → Mj−1 ∪ α so
that ς|Nj−1 = σj−1 and ς(γ) = α. Note that N − (Nj−1 ∪ γ) has no bounded components as well, hence
without loss of generality we can assume that S := Nj−1 ∪ γ is admissible.
Let M′j−1 ⊂ M◦j be any compact region isotopic to Mj and containing Mj−1 ∪ α in its interior. Con-
struct a generalized null curve Z : S → C3 with Z|Nj−1 = Xj−1 and Z(γ) ⊂ D j−1 − (D j−1)−ǫj−1 (this
is possible by (IIIj−1)). Applying Lemma 2.8 to S, Z and any tubular neighborhood W of S, we get a
compact region N′j−1 and a null curve X
′
j−1 ∈ N(N′j−1) such that
• S ⊂ (N′j−1)◦ and N′j−1 is isotopic toW,
• ‖X′j−1 − Xj−1‖1 < ǫj/2 on Nj−1,
• X′j−1(∂N′j−1) ⊂ D j−1 − (D j−1)−ǫj−1, see (IIIj−1),
• X′j−1(N′j−1− N◦j−2) ⊂ D j−1 − (D j−2)−ǫj−2, see (IVj−1), and
• dist(N′j−1,X′j−1)(Q0, ∂N
′
j−1) > dist(N1,X1)(Q0, ∂(N1)) + ∑
j−2
a=1
√
da
κa
, see (Vj−1).
Fix an isotopic homeomorphism σ′j−1 : N
′
j−1 → M′j−1 with σ′j−1|S = ς. To finish, notice that χ(Mj −
(M′j−1)
◦) = 0, set (Nj,Xj) as the couple (Mˆ, Fˆ) arising fromLemma 3.1 for the data (D, r,M, F, Dˆ, ǫ, P0) =
(D j−1, ǫj−1,N′j−1,X′j−1,D j, ǫj/2,Q0), and take σj : Nj → Mj any homeomorphic extension of σ′j−1. 
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Label N = ∪j∈NNj and set σ : N → N , σ|Nj = σj. Since {Mj}j∈N is an exhaustion of N by Runge
compact regions and σj is an isotopic homeomorphism for all j, then σ is an isotopic homeomorphim as
well and item (a) holds.
By items (IIj), j ∈ N, the sequence {Xj}j∈N uniformly converges on compact subsets of N to a holo-
morphic map Y : N → C3 such that ≺dY, dY≻= 0 and ‖Y − X‖1 ≤ ξ on M, which shows (b).
Let us check that Y is an immersion. Indeed, let P ∈ N and take j ∈ N such that P ∈ Nj−1. Then (IIj)
and (3.4) imply that
‖dY/σN ‖(P) ≥ ‖dXj−1/σN ‖(P)− ∑
k≥j−1
‖Xk+1 − Xk‖1
> ‖dXj−1/σN ‖(P)− ∑
k≥j
ǫk
> ‖dXj−1/σN ‖(P)− ∑
k≥j
1
2k+1
‖dXj−1/σN ‖(P)
≥ 1
2
‖dXj−1/σN ‖(P) > 0,
hence Y is an immersion as claimed.
The completeness of Y follows from (Vj), j ∈ N, and the fact that the series ∑a≥1
√
da
κa
is divergent
(recall that {Ωj}j∈N is a proper sequence in Ω).
Finally, let us check (d). Since (IIk), k > j, we get that ‖Y − Xj‖1 ≤ ξ/2j on Nj, and from (IIIj) that
Y(∂Nj) ⊂ (D j)2−jξ − (D j)−ǫj−2−jξ . Thus Πρ(Y(∂Nj)) ⊂ (Ωj)2−jξ − (Ωj)−ǫj−2−jξ , and so by the maxi-
mum principle Πρ(Y(Nj)) ⊂ (Ωj)2−jξ for all j. Therefore, Πρ(Y(N)) ⊂ Ω, hence Πρ(Y(N)) ⊂ Ω again
by the maximum principle. From (IVj) we deduce that Πρ(Y(Nj − N◦j−1)) ⊂ Ω − (Ωj−1)−ǫj−1−2−jξ for
all j ≥ 1, proving that Πρ ◦ Y : N → Ω is proper. Since Λ ⊂ Ωj and ǫj + 2−j−1ξ < ǫ0 + ξ = r then
Λ−r ⊂ (Ωj)−ǫj−2−j−1ξ , and so Πρ(Y(Nj − N◦j−1)) ⊂ Ω − Λ−r for all j ≥ 1, which proves (d) and the
theorem. 
Remark 3.4. The hypothesis that ρ is wide and Proposition 2.18 allow us to use Lemma 3.1 during the proof of
Theorem 3.2 (see Remark 2.19). Hence, they play a crucial role in this setting.
Moreover, recall thatN is hyperbolic, then so is N.
Complete null curves in C3 project on complete holomorphic immersions in C2 and complete mini-
mal immersions in R3. From Theorem 3.2 we infer that:
Corollary 3.5. The following assertions hold:
(a) For any convex domain Ω in C3 there exist a domain N ⊂ N homeomorphic toN and a complete proper null
curve F : N → Ω.
(b) For any convex domain Ω in R3 there exist a domain N ⊂ N homeomorphic toN and a conformal complete
proper minimal immersion F : N → Ω with vanishing flux.
(c) For any convex domain Ω in C2 there exist a domain N ⊂ N homeomorphic to N and a complete proper
holomorphic immersion F : N → Ω.
(d) For any convex domain Ω in R2 there exist a domain N ⊂ N homeomorphic to N and a complete holomor-
phic immersion F : N → C2 such that Re(F)(N) ⊂ Ω and Re(F) : N → Ω is proper.
(e) For any convex domain Ω in R2 there exist a domain N ⊂ N homeomorphic to N and a conformal com-
plete minimal immersion F = (Fj)j=1,2,3 : N → R3 with vanishing flux such that (F1, F2)(N) ⊂ Ω and
(F1, F2) : N → Ω is proper.
Proof. Consider a bounded regular strictly convex domain Λ with Λ ⊂ Ω, and fix r ∈ (0, 1/κ(Λ))
and ξ > 0. Set ρ = {1, 2, 3, 4, 5, 6}, {1, 3, 5} {1, 2, 3, 4}, {1, 3} and {1, 3} in item (a), (b), (c), (d) and (e),
respectively. In each case Ω ⊂ Rρ and we label D = Cρ(Λ).
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Let H : C → C3 be the properly embedded null curve given by H(z) = (iz, z,√2z)T, and note that
M := H−1(D−r/2) is a a closed disc with H(∂M) ⊂ D − (D)−r. Without loss of generality we can
assume that M ⊂ N .
Let Y : N → C3 be the null curve arising from Theorem 3.2 for the data ρ, Ω, Λ, r, M, X = H|M and ξ.
The immersion F = Πρ ◦ Y solves items (a), (b) and (c). For items (d) and (e) choose F = Πρˆ ◦Y, where
ρˆ = {1, 2, 3, 4} and ρˆ = {1, 3, 5}, respectively. 
A null curve Z : M → SL(2,C) is bounded and complete if an only if so is its Bryant’s projection
B(Z) = Z · Z¯T . Furthermore, if F : M → C3 is a complete bounded null curve such that F(M) ∩ {z3 =
0} = ∅, then T ◦ F : M → SL(2,C) is a complete bounded null curve as well (see (1.1) and [MUY1]).
Corollary 3.6. The following assertions hold:
• There exist a domain N ⊂ N homeomorphic toN and a complete bounded null curve Z : N → SL(2,C).
• There exist a domain N ⊂ N homeomorphic toN and a conformal complete bounded CMC-1 immersion
X : N → H3.
Proof. Use Corollary 3.5-(a) for an Euclidean ball Ω in C3 whose closure is disjoint from {z3 = 0}, and
take into account the transformations B and T . 
4. PROOF OF LEMMA 3.1
The first step of the proof consists of constructing a special open coveringW of D −D−r.
Recall that Remark 2.11 gives that dist(p, ∂Dˆ ∩ (p+ 〈νD(p)〉⊥)) ≥
√
d2 + 2 d
κ(D) for all p ∈ D −D−r,
where d = dist(∂D, Dˆ). Take ǫ1 ∈ (0, ǫ) small enough so that dist(p, ∂Dˆ ∩ (p+ 〈νD(p)〉⊥) >
√
d
κ(D) + ǫ1
for all p ∈ D − D−r. Then, by a continuity argument and equation (2.2), there exists an open neighbor-
hood Vp of p in D −D−r such that
(4.1) Vˆp ∩D−r = ∅ and dist(q, ∂Dˆ ∩ Vˆp) >
√
d
κ(D) + ǫ1 for all q ∈ Vp,
where Vˆp = ∪(q1,q2)∈Vp×Vp(q1 + 〈νD(q2)〉⊥).
Label Θ∗ = Θ ∩ S5, and consider the continuous function S5 ×Θ∗ → [−1, 1], (σ, θ) 7→ 〈σ, θ〉. Remark
2.3 implies that µσ := max{〈σ, θ〉 | θ ∈ Θ∗} > 0 for all σ ∈ S5. Label µ = min{µσ | σ ∈ S5} > 0, and for
each p ∈ D −D−r choose θp ∈ Θ∗ and an open neighborhood Up of p in D −D−r so that
(4.2) 〈νD(q), θp〉 > µ/2 for all q ∈ Up.
Finally call
Wp = Vp ∩Up ⊂ D −D−r
for all p ∈ D −D−r, and setW = {Wp | p ∈ D −D−r}.
In the second step of the proof, we are going to describe some subsets ofN −M◦ and≺ ,≻-conjugate
bases in C3 associated to the open coveringW.
Denote by α1, . . . , αk the connected components of ∂M. For each m ∈ N let Zm = {0, 1, . . . ,m− 1}
denote the additive cyclic group of integers modulus m. From (3.1), W is an open covering of F(∂M),
and so there exist m ∈ N, m ≥ 3, and a collection {αi,j | (i, j) ∈ {1, . . . , k} × Zm} such that for any
i ∈ {1, . . . , k} :
• ∪mj=1αi,j = αi,
• αi,j and αi,j+1 have a common endpoint Qi,j and are otherwise disjoint for all j ∈ Zm, and
• there existsWi,j ∈W such that F(αi,j ∪ αi,j+1) ⊂Wi,j, for all j ∈ Zm.
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Since D is ≺ ,≻-regular, then we can find pi,j ∈Wi,j−1 ∩Wi,j such that 〈ei,j〉⊥ is not ≺ ,≻-degenerate,
where
(4.3) ei,j = νD(pi,j), j ∈ Zm
(see Figure 1). Since ei,j is not null (see the discussion preceding Definition 2.15), we can define wi,j =
FIGURE 1. The setsWi,j.
ei,j/ ≺ ei,j, ei,j≻, for all i, j, and notice that ≪ ei,j≫⊥=≺wi,j≻⊥ . Since wi,j is not null, we can take ui,j,
vi,j ∈≺wi,j≻⊥ such that {ui,j, vi,j,wi,j} is ≺ , ≻-conjugate in C3. Denote by Ai,j the complex orthogonal
matrix
(4.4) Ai,j = (ui,j, vi,j,wi,j)
−1, i ∈ {1, . . . , k}, j ∈ Zm.
SinceWi,j ∈W, (4.2) yields θi,j ∈ Θ∗ so that 〈νD(q), θi,j〉 > µ/2 for all q ∈Wi,j. In particular,
(4.5) 〈ei,j, θi,j〉 and 〈ei,j+1, θi,j〉 are both positive, i = 1, . . . , k, j ∈ Zm.
Notice that θi,j points to the exterior of D at πD(q) for all q ∈Wi,j (recall that νD is the outward pointing
normal on ∂D).
Let R be a tubular neighborhood of M in N , and let C1, . . . ,Ck denote the finite collection of open
annuli in R−M, where up to relabeling αi ⊂ ∂Ci, i = 1, . . . , k.
Let {ri,j ⊂ R | i = 1, . . . , k, j ∈ Zm} be a collection of pairwise disjoint analytical Jordan arcs in R
such that ri,j has initial point Qi,j and ri,j − {Qi,j} ⊂ Ci for all i and j. Label Ti,j as the final point of ri,j,
and split ri,j into two subarcs si,j and ti,j, where Qi,j ∈ si,j and Ti,j ∈ ti,j. In addition, choose these arcs so
that S = M ∪ (∪i,jri,j) is admissible. See Figure 2.
The third step of the proof deals with the existence of H ∈ N(R) satisfying the theses of the lemma
just on S. Roughly speaking, properties (a1), (a2), (a3) and (a4) in the following claim can be understood
as the restriction to S of (iv), (v), (iii) and (ii) in Lemma 3.1, respectively.
Claim 4.1. There exists H ∈ N(R) such that for any (i, j) ∈ {1, . . . , k} ×Zm :
(a1) H(si,j−1 ∪ αi,j ∪ si,j ∪ αi,j+1 ∪ si,j+1) ⊂Wi,j,
(a2) if J ⊂ si,j is a Borel measurable subset, then
min{L((Ai,j · H|J)3), L((Ai,j+1 · H|J)3)}+
min{L((Ai,j · H|si,j−J)3), L((Ai,j+1 · H|si,j−J)3)} > max{‖Ai,j‖, ‖Ai,j+1‖}
(√
d
κ(D) + ǫ1
)
,
where ( · )3 means third (complex) coordinate and L Euclidean length in C.
(a3) 〈H(P)− H(Qi,j), ei,j〉, 〈H(P)− H(Qi,j), ei,j+1〉 > 0 for all P ∈ ti,j, and ((H(Ti,j)+ 〈ei,j〉⊥)∪ (H(Ti,j)+
〈ei,j+1〉⊥)) ∩D1/ǫ1 = ∅, and
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(a4) ‖H − F‖1 < ǫ1/(1+ km) on M.
Proof. Let ri,j(u), u ∈ [0, 1], be a smooth parameterization of ri,j so that ri,j([0, 1/2]) = si,j and ri,j([1/2, 1]) =
ti,j. Let λi,j ∈ Θ be a null vector so that (Ai,j(λi,j))3, (Ai,j+1(λi,j))3 6= 0 (see Remark 2.3) and the
segment {Λi,j(s) := F(Qi,j) + sλi,j | s ∈ [0, 1]} lies in the interior of Wi,j−1 ∩Wi,j ∩Wi,j+1, and set
Λ∗i,j(s) = Λi,j(1− s), s ∈ [0, 1]. Take N ∈ N large enough so that
(4.6) 2Nmin{|(Ai,j(λi,j))3|, |(Ai,j+1(λi,j))3|} > max{‖Ai,j‖, ‖Ai,j+1‖}
(√
d
κ(D) + ǫ1
)
and
(4.7) ((F(Qi,j) + Nθi,j + 〈ei,j〉⊥) ∪ (F(Qi,j) + Nθi,j + 〈ei,j+1〉⊥)) ∩D1/ǫ1 = ∅.
For (4.7) take into account (4.5). Set di,j : [0, 1]→ C3,
• di,j(u) = Λi,j(8Nu− b+ 1) if u ∈ [ b−18N , b8N ] and b ∈ {1, . . . , 2N} is odd,
• di,j(u) = Λ∗i,j(8Nu− b+ 1) if u ∈ [ b−18N , b8N ] and b ∈ {1, . . . , 2N} is even,
• di,j(u) = F(Qi,j) + ξi,j(4u − 1)θi,j if u ∈ [1/4, 1/2], where ξi,j > 0 is small enough so that
di,j([1/4, 1/2]) ⊂ Wi,j−1 ∩Wi,j ∩Wi,j+1, and
• di,j(u) = F(Qi,j) + (ξi,j + N(2u− 1))θi,j if u ∈ [1/2, 1].
The curves di,j are continuous, weakly differentiable and satisfy that ≺ d′i,j(u), d′i,j(u)≻= 0. Then, up
to replacing H|ri,j for di,j for all i, j, items (a1), (a2) and (a3) formally hold. To finish, approximate di,j
by a smooth curve ci,j matching smoothly with F at Qi,j, and so that the map H˜ : S → C3 given by
H˜|M = F, H˜|ri,j(u) = ci,j(u) for all u ∈ [0, 1], i and j, is a generalized null curve satisfying all the above
items. Indeed, if ci,j is chosen close enough to di,j, (a1) is obvious, (a2) follows from (4.6), and (a3) is an
elementary consequence of (4.7).
The claim follows by a direct application of Lemma 2.8 to S, H˜ andR. 
To finish the proof of the lemma, we will suitably deform H strongly on R− S and hardly on S. To
do this, the introduction of some subsets in R−M◦ is required. The fourth step of the proof is devoted
to this issue.
Let M0 be a compact region in N such that S− (∪i,j{Ti,j}) ⊂ M◦0 ⊂ M0 ⊂ R, ∪i,j{Ti,j} ⊂ ∂M0 and
M0 − M◦ consists of k pairwise disjoint compact annuli Cˆ1, . . . , Cˆk, where Cˆi ⊂ Ci. Denote by Ωi,j the
closed disc in M0 − M◦ bounded by αi,j, ri,j−1, ri,j and a piece, named βi,j of ∂Cˆi connecting Ti,j−1 and
Ti,j.
Consider compact neighborhoods (with the topology of a closed disc) α˜i,j, s˜i,j and t˜i,j in M0 −M◦ of
αi,j, si,j and ti,j, respectively, i = 1, . . . , k, j ∈ Zm, and satisfying the following properties (see Figure 2):
(b1) α˜i,j ∩ (t˜i,j−1 ∪ t˜i,j) = ∅, α˜i,j ∩ (s˜i,a ∪ t˜i,a) = ∅, a 6= j− 1, j, (s˜i,j−1 ∪ t˜i,j−1) ∩ (s˜i,j ∪ t˜i,j) = ∅,
(b2) Ki,j := Ωi,j − (s˜i,j−1 ∪ t˜i,j−1 ∪ α˜i,j ∪ s˜i,j ∪ t˜i,j) is a compact disc and Ki,j ∩ βi,j is a Jordan arc disjoint
from {Ti,j−1, Ti,j},
(b3) H(s˜i,j−1 ∪ α˜i,j ∪ s˜i,j ∪ α˜i,j+1 ∪ s˜i,j+1) ⊂Wi,j,
(b4) if J ⊂ s˜i,j is an arc connecting α˜i,j ∪ α˜i,j+1 and t˜i,j, J1 = J ∩Ωi,j and J2 = J ∩Ωi,j+1, then
L((Ai,j · H|J1)3) + L((Ai,j+1 · H|J2)3) > max{‖Ai,j‖, ‖Ai,j+1‖}
(√
d
κ(D) + ǫ1
)
,
(b5) 〈H(P)− H(Qi,j−1), ei,j〉 > 0 ∀P ∈ t˜i,j−1, 〈H(P)− H(Qi,j), ei,j〉 > 0 ∀P ∈ t˜i,j, and (H(Q) + 〈ei,j〉⊥) ∩
D1/ǫ1 = ∅ ∀Q ∈ (t˜i,j−1 ∪ t˜i,j) ∩ ∂M0.
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FIGURE 2. M0
These choices are possible due to properties (a1), (a2) and (a3) and a continuity argument.
The last step of the proof consists of pushing H(Ki,j) out of D1/ǫ1 in the direction of≪ei,j≫⊥ for all i
and j, hardly modifying H on M (see Claim 4.3 below). The choice of this direction allows to preserve
the already achieved in properties (b4) and (b5), and taking also (b3) into account, to obtain properties
(iii) and (iv) in the statement of Lemma 3.1.
Let η : {1, . . . , km} → {1, . . . , k} ×Zm be the bijection η(n) = (E( n−1m ) + 1, n− 1), where E(·)means
integer part. The process is enclosed in the following
Claim 4.2. There exists a sequence H0,H1, . . . ,Hkm of null curves in N(R) satisfying the following properties:
(c1n) Hn(sη(j)−(0,1)∪ αη(j) ∪ sη(j) ∪ αη(j)+(0,1)∪ sη(j)+(0,1)) ⊂Wη(j), ∀j ∈ {1, . . . , km},
(c2n) Hn((s˜η(j)−(0,1)∪ α˜η(j) ∪ s˜η(j)) ∩Ωη(j)) ⊂ Wη(j)+ ≪eη(j)≫⊥, ∀j ∈ {1, . . . , n}, n ≥ 1,
(c3n) Hn((s˜η(j)−(0,1)∪ α˜η(j) ∪ s˜η(j)) ∩Ωη(j)) ⊂ Wη(j), ∀j ∈ {n+ 1, . . . , km},
(c4n) if J ⊂ s˜η(j) is an arc connecting α˜η(j) ∪ α˜η(j)+(0,1) and t˜η(j), J1 = J ∩Ωη(j) and J2 = J ∩Ωη(j)+(0,1), then
L((Aη(j) · Hn|J1)3) + L((Aη(j)+(0,1) · Hn|J2)3) > max{‖Aη(j)‖, ‖Aη(j)+(0,1)‖}
(√
d
κ(D) + ǫ1
)
,
∀j ∈ {1, . . . , km},
(c5n) 〈Hn(P)− Hn(Qη(j)), eη(j)〉 > 0 ∀P ∈ t˜η(j) ∩Ωη(j), ∀j ∈ {1, . . . , km},
(c6n) 〈Hn(P)− Hn(Qη(j)−(0,1)), eη(j)〉 > 0 ∀P ∈ t˜η(j)−(0,1)∩Ωη(j), ∀j ∈ {1, . . . , km},
(c7n) (Hn(Q) + 〈eη(j)〉⊥) ∩D1/ǫ1 = ∅ ∀Q ∈ (t˜η(j) ∪ t˜η(j)−(0,1)) ∩ ∂M0 ∩Ωη(j), ∀j ∈ {1, . . . , km},
(c8n) Hn(Kη(j)) ∩D1/ǫ1 = ∅, ∀j ∈ {1, . . . , n}, n ≥ 1, and
(c9n) ‖Hn − Hn−1‖1 < ǫ1/(km+ 1) on M0 −Ωη(n), n ≥ 1.
Roughly speaking, the above properties mean that the null curve Hn satisfies the theses of the lemma
just on M ∪ (∪nj=1Ωη(j)). Items (c9n); (c7n) and (c8n); (c2n), (c5n) and (c6n); and (c4n) correspond to the
restriction to M ∪ (∪nj=1Ωη(j)) of (ii); (iii); (iv); and (v), respectively.
Proof of Claim 4.2. Take H0 := H. Notice that (c10), (c30), (c40), (c50), (c60) and (c70) follow from (b3), (b4)
and (b5), whereas the remaining properties make no sense for n = 0.
Reason by induction and assume we have constructed H0, . . . ,Hn−1 satisfying all the above proper-
ties. The construction of Hn is contained in the following
Claim 4.3. Let ǫ0 > 0. There exists Hn ∈ N(R) such that
(d1) ‖Hn − Hn−1‖1 < ǫ0‖A−1η(n)‖ on M0 −Ωη(n),
(d2) ≪Hn − Hn−1, eη(n)≫≡ 0, and
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(d3) Hn(Kη(n)) ∩ (D1/ǫ1) = ∅.
Proof. Denote by G = Aη(n) · Hn−1 ∈ N(R) and write G = (G1,G2,G3)T.
Let γ denote a Jordan arc in α˜η(n) disjoint from (s˜η(n)−(0,1) ∪ t˜η(n)−(0,1)) ∪ (s˜η(n) ∪ t˜η(n)), with initial
point Γ1 ∈ αη(n) and final point Γ2 ∈ ∂Kη(n) and otherwise disjoint from ∂α˜η(n). Choose γ so that dG3|γ
never vanishes. Denote by Sn the closure of (M0 − Ωη(n)) ∪ γ ∪ Kη(n), and without loss of generality
assume that Sn is admissible.
Recall that Aη(n) ∈ O(3,C) implies that Aη(n)(≪ eη(n)≫⊥) =≪ νA(D)(Aη(n)(πD(pη(n))))≫⊥ (see
(4.3) and (2.3)). From the definition of Aη(n), eη(n) and wη(n) (see (4.4)), one has
Aη(n)(≪eη(n)≫⊥) = Aη(n)(≺wη(n)≻⊥) = {(z1, z2, 0) ∈ C3 | z1, z2 ∈ C}.
Since Aη(n)(D) is null strictly convex (see Claim 2.17) and Aη(n)(D1/ǫ1) ⊂ (Aη(n)(D))‖Aη(n)‖/ǫ1 , there
exists a escaping vector ζ ∈ EAη(n)(D) ∩Θ ∩ Aη(n)(≪eη(n)≫⊥) such that
(4.8) dist(G(Γ1) + ζ, Aη(n)(D1/ǫ1)) > diam(G(γ∪ Kη(n))),
where diam(·)means Euclidean diameter in C3.
Let γ(u), u ∈ [0, 1], be a smooth parameterization of γ with γ(0) = Γ1. Label τj = γ([0, 1/j]) and
consider the parameterization τj(u) = γ(u/j), u ∈ [0, 1].Write G3,j(u) = G3(τj(u)), u ∈ [0, 1], and notice
that
dG3,j
du (0) =
1
j
d(G3◦γ)
du (0) for all j ∈ N.
Since eη(n) is not null and Aη(n) ∈ O(3,C), there is a null vector ζ∗ ∈ Aη(n)(≪ eη(n)≫⊥) so that
{ζ, ζ∗} is a basis of Aη(n)(≪eη(n)≫⊥) and ≺ζ, ζ∗≻6= 0.
Set ζ j = ζ − (dG3,j/du(0))
2
2≺ζ,ζ∗≻ ζ
∗ ∈ Aη(n)(≪ eη(n)≫⊥), j ∈ N, and observe that limj→∞ ζ j = ζ and ≺
ζ j, ζ j≻= −( dG3,jdu (0))2 for all j. Furthermore, by (4.8) we can also assume that dist(G(Γ1)+ ζ j, Aη(n)(D1/ǫ1)) >
diam(G(γ∪ Kη(n))) for all j ∈ N.
Set hj : [0, 1] → C3, hj(u) = G(Γ1) + i G3,j(u)−G3,j(0)≺ζ j,ζ j≻1/2 ζ j + (0, 0,G3,j(u) − G3(Γ1)), and notice that
≺ h′j(u), h′j(u) ≻= 0 and ≪ h′j(u), h′j(u) ≫ never vanishes on [0, 1], j ∈ N. Up to choosing a suit-
able branch of ≺ ζ j, ζ j ≻1/2, the sequence {hj}j∈N converges uniformly on [0, 1] to h∞ : [0, 1] → C3,
h∞(u) = uζ + G(Γ1). Since dist(h∞(1), Aη(n)(D1/ǫ1)) > diam(G(γ ∪ Kη(n))) (see equation (4.8)), then
there exists j0 ∈ N such that
(4.9) dist(hj0(1), Aη(n)(D1/ǫ1)) > diam(G(γ∪ Kη(n))).
Set hˆ : τj0 → C3, hˆ(P) = hj0(u(P)), where u(P) ∈ [0, 1] is the only value for which τj0(u(P)) = P. Let
Gˆ = (Gˆ1, Gˆ2, Gˆ3) : Sn → C3 denote the continuous map given by
Gˆ|M0−Ωη(n) = G|M0−Ωη(n), Gˆ|τj0 = hˆ, Gˆ|(γ−τj0)∪Kη(n) = G|(γ−τj0)∪Kη(n) − G(τj0(1)) + hˆ(τj0(1)).
Notice that Gˆ3 = G3|Sn . The equation ≺dGˆ, dGˆ≻= 0 formally holds except at the points Γ1 and τj0(1)
where smoothness could fail. Up to smooth approximation, Gˆ is a generalized null curve satisfying that
Gˆ|M0−Ωη(n) = G|M0−Ωη(n), Gˆ3 = G3|Sn , Gˆ(Kη(n)) ∩ Aη(n)(D1/ǫ1) = ∅.
Applying Lemma 2.8 to Sn, R and Gˆ, we get a null curve Z = (Z1,Z2,Z3)T ∈ N(R) such that
(4.10) ‖Z− Aη(n) · Hn−1‖1 < ǫ0 on M0 −Ωη(n), Z3 = (Aη(n) · Hn−1)3, Z(Kη(n)) ∩ Aη(n)(D1/ǫ1) = ∅.
Define Hn := A
−1
η(n)
· Z ∈ N(R). From (4.10), Hn trivially satisfies (d1) and (d3). Finally, (d2) follows
from (4.10), (4.4) and the definition of wη(n). 
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Let us check that Hn fulfills properties (c1n) to (c9n) provided that ǫ0 is chosen small enough.
Item (c1n−1) and (d1) imply (c1n) for small enough ǫ0. Item (c2n) follows from (d1) and (c2n−1) for
j < n provided that ǫ0 is small enough, and from (d2) and (c3n−1) for j = n. Item (c3n−1) and (d1) also
give (c3n) for small enough ǫ0.
Observe that (d1) shows that ‖Aη(j) · Hn − Aη(j) · Hn−1‖ < ǫ0‖A−1η(n)‖ ‖Aη(j)‖ and ‖Aη(j)+(0,1) · Hn −
Aη(j)+(0,1) · Hn−1‖ < ǫ0‖A−1η(n)‖ ‖Aη(j)+(0,1)‖ on Ωη(j) ∀j 6= n, whereas (d2) gives that (Aη(n) · Hn)3 =
(Aη(n) ·Hn−1)3 on Ωη(n). Then, taking into account (c4n−1) we get (c4n) provided that ǫ0 is small enough.
To prove (c5n) (respectively, (c6n), (c7n)) we distinguish cases. If j 6= n, use (d1) and (c5n−1) (respec-
tively, (c6n−1), (c7n−1)) for small enough ǫ0, whereas for j = n we use (d2) and (c5n−1) (respectively,
(c6n−1), (c7n−1)). Item (c8n) follows from (c8n−1), (d1) and (d3) for ǫ0 small enough. Finally, (c9n) is an
immediate consequence of (d1) for ǫ0 <
ǫ1
km+1
1
‖A−1
η(n)
‖ .
The proof of Claim 4.2 is done. 
Finally, let us check that, up to a shrinking of its domain of definition, the null curve Hkm satisfies the
conclusion of Lemma 3.1.
Notice that Hkm(∂M∪ (∪kmj=1sη(j))) ⊂ D−D−r and Hkm(∂M0 ∪ (∪kmj=1Kη(j)))∩D1/ǫ1 = ∅. Indeed, use
(c1km) and that ∪kmj=1Wη(j) ⊂ D −D−r for the first assertion, and (c7km) and (c8km) for the second one.
Denote by Mˆ0 the connected component of H
−1
km (Dˆ) containing M, and observe that
(4.11) Hkm(∂Mˆ0) ⊂ ∂Dˆ,
(4.12) M ∪ (∪kmj=1sη(j)) ⊂ Mˆ◦0 ⊂ Mˆ0 ⊂ M◦0 −∪kmj=1Kη(j),
and by the convex hull property Mˆ0 −M◦ consists of k pairwise disjoint closed annuli.
Consider the null curve Fˆ0 := Hkm|Mˆ0 ∈ N(Mˆ0), and observe that Fˆ0 satisfies the following properties:
(P1) ‖Fˆ0 − F‖1 < ǫ1 on M. Use (a4) and (c9n), n = 1, . . . , km.
(P2) Fˆ0(Mˆ0 − M◦) ⊂ Dˆ − D−r. From (4.11), it suffices to check that Fˆ0(Mˆ0 − M◦) ∩ D−r = ∅. Let
P ∈ Mˆ0 −M◦. Taking into account (4.12), there are three possible locations for the point P :
• P ∈ s˜η(n) ∪ α˜η(n) for some n ∈ {1, . . . , km}. Combining (c2km) and (4.1), we get Fˆ0(P) /∈ D−r.
• P ∈ t˜η(n)∩Ωη(n) for some n ∈ {1, . . . , km}. Use that Fˆ0(Qη(n)) ∈Wη(n) (see (c1km)), (Fˆ0(Qη(n))+
〈eη(n)〉⊥) ∩ D−r = ∅ (see (4.1)) and 〈Fˆ0(P)− Fˆ0(Qη(n)), eη(n)〉 > 0 (see (c5km)), and recall that
eη(n) is the outward pointing normal to ∂D at πD(pη(n)).
• P ∈ t˜η(n)−(0,1) ∩Ωη(n). Use that Fˆ0(Qη(n)−(0,1)) ∈ Wη(n), and argue as above but using (c6km)
instead of (c5km).
(P3) dist(Mˆ0,Fˆ0)(P0, ∂Mˆ0) > dist(M,F)(P0, ∂M) +
√
d
κ(D) . Taking into account (P1), it suffices to prove that
dist(Mˆ0,Fˆ0)(∂M, ∂Mˆ0) >
√
d
κ(D) + ǫ1. Let P ∈ ∂Mˆ0 and let γ ⊂ Mˆ0 − M◦ be a connected curve
connecting ∂M and P. There are two possible locations for the point P :
• If P ∈ t˜η(n) (see Figure 3) for some n ∈ {1, . . . , km}, then by (4.12) there exists a sub-arc
γˆ ⊂ γ ⊂ s˜η(n) connecting α˜η(n) ∪ α˜η(n)+(0,1) and t˜η(n). Thus, Remark 2.5 and (c4km) give that√
d/κ(D) + ǫ1 < L(Fˆ0(γˆ)) ≤ L(Fˆ0(γ)).
• Suppose now that P ∈ Ωη(n)∩ (s˜η(n)−(0,1)∪ α˜η(n)∪ s˜η(n)) (see Figure 4) for some n ∈ {1, . . . , km}.
By the preceding case, we can restrict ourselves to the case γ ∩ (∪kmj=1t˜η(j)) = ∅. By (4.12)
again, P /∈ sη(n)−(0,1) ∪ αη(n) ∪ sη(n), and therefore there exists a sub-arc γˆ ⊂ γ contained
in Ωη(n) ∩ (s˜η(n)−(0,1) ∪ α˜η(n) ∪ s˜η(n)) connecting a point Q ∈ sη(n)−(0,1) ∪ αη(n) ∪ sη(n) and P.
Since (c1km), Fˆ0(Q) ∈ Wη(n), and (c2km) and (4.11) give Fˆ0(P) ∈ ∂Dˆ ∩ (Wη(n)+ ≪ eη(n)≫⊥).
Therefore (4.1) implies that
√
d/κ(D) + ǫ1 < dist(Fˆ0(P), Fˆ0(Q)) ≤ L(Fˆ0(γ)).
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FIGURE 3. P ∈ t˜η(n).
FIGURE 4. P ∈ Ωη(n) ∩ (s˜η(n)−(0,1)∪ α˜η(n) ∪ s˜η(n)).
Finally define Fˆ := Fˆ0|Mˆ ∈ N(Mˆ), where Mˆ ⊂ Mˆ0 is close enough to Mˆ0 so that Fˆ(∂Mˆ) ⊂ Dˆ − Dˆ−ǫ1
and Fˆ satisfies (P1), (P2) and (P3). The region Mˆ and the null curve Fˆ solve Lemma 3.1.
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