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Abstract 
Predicting the time-varying auto-spectral density of a spacecraft in high-altitude orbits requires an accurate model for the 
non-stationary random vibration signals with densely spaced modal frequency. The traditional time-varying algorithm limits prediction 
accuracy, thus affecting a number of operational decisions. To solve this problem, a time-varying auto regressive (TVAR) model based 
on the process neural network (PNN) and the empirical mode decomposition (EMD) is proposed. The time-varying system is tracked 
on-line by establishing a time-varying parameter model, and then the relevant parameter spectrum is obtained. Firstly, the EMD method 
is utilized to decompose the signal into several intrinsic mode functions (IMFs). Then for each IMF, the PNN is established and the 
time-varying auto-spectral density is obtained. Finally, the time-frequency distribution of the signals can be reconstructed by linear su-
perposition. The simulation and the analytical results from an example demonstrate that this approach possesses simplicity, effectiveness, 
and feasibility, as well as higher frequency resolution. 
Keywords: non-stationary random vibration; time-frequency distribution; process neural network; empirical mode decomposition 
1 Introduction* 
The traditional analytical method of power 
spectrum of random vibration signal is usually con-
structed on the supposition that the signal is stable. 
However, the vibration of spacecraft in flight is al-
ways non-stationary. To deal with this vibration, 
time-frequency analytical methods such as short- 
time Fourier transform, Wigner-Ville distribution, 
wavelet analysis, etc.[1] are usually used. These pro-
vide an exact description of the time-varying char-
acter of non-stationary signals to some degree and 
overcome the drawbacks inherent in traditional 
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methods; however, some disadvantages like fake 
signals and fake frequencies still remain. The Hil-
bert-Huang transform (HHT) method introduced by 
Huang, et al.[2] has made a breakthrough in tackling 
non-stationary signals. The basic idea of the method 
is its capability to self-adaptively decompose the 
complex data into some intrinsic mode functions 
(IMFs) with definite physical meaning by way of 
empirical mode decomposition (EMD). Compared 
with the wavelet method, this is a self-adaptive 
time-frequency analytical method without any 
stored knowledge. The basic function of the EMD 
only depends on the signal, and the decomposition 
has a definite physical meaning. Although HHT 
method has not been brought forward for long, the 
theory itself and its application have attracted close 
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attention and have been researched widely[3].  
The non-stationary signals collected during 
flights of spacecrafts are characterized by densely- 
spaced frequencies, low signal to noise ratio, and 
complex wave-forms. If the signal is decomposed 
directly by EMD, the standard IMF (at a time point 
corresponding to only one frequency) cannot be 
obtained; however, an IMF signal possessing multi-
ple components can instead be obtained. If the Hil-
bert spectrum is further directly analyzed with the 
non-standard IMF, the time-frequency distribution 
obtained will not be in line with that in practice. In 
Ref.[4], the above-mentioned problem is analyzed 
and some corresponding criteria are proposed, 
which however, may add some limitations to the 
application. To analyze the non-standard IMF of a 
real vibration signal during the flight of a spacecraft 
in a certain period, a time-varying auto regressive 
(TVAR) model is developed using the process neu-
ral network (PNN) to obtain the time-varying pa-
rameters. As a result, this enables acquisition of an 
exact time-varying auto-spectral density and higher 
frequency resolution. 
2 Research Methods 
2.1 EMD 
The EMD is a method to decompose a signal in 
the time domain. The decomposition is based on the 
direct extraction of the signal energy from various 
intrinsic modes in different time scales. The EMD 
method is developed on the simple assumption that 
any signal consists of different simple intrinsic 
modes of oscillation. Each linear or nonlinear mode 
has the same number of extrema and zero-crossings. 
There is only one extremum between two successive 
zero-crossings. Modes should be independent of and 
orthogonal to each other. In this way, each signal 
can be decomposed into a number of IMFs, each 
satisfying the following criteria[5]: ķ the number of 
zero-crossings and that of extrema in the whole col-
lection of data must be equal or differ by one; ĸ at 
any point of the data, the mean value of the enve-
lope defined by the local maxima and that by the 
local minima is zero. An IMF represents a simple 
oscillatory mode as a counter part of the simple 
harmonic function, which allows the modulation of 
amplitude and frequency. Therefore, it has consid-
erably stronger adaptability than other signal proc-
essing methods. 
According to the definition of IMF, any signal 
can be simply decomposed into its local maxima 
and minima. Once the extrema of the signal are 
identified, all the local maxima can be fit by a cubic 
spline to develop an upper envelope. Thus, the de-
veloping of a lower envelope depends on the local 
minima. Let the mean of the upper and the lower 
envelopes be designated by m1(t), and the difference 
between the original data x(t) and m1(t) be h1(t), i.e. 
1 1( ) ( ) ( )x t m t h t            (1) 
Ideally, h1(t) should be an IMF since the con-
struction of h1(t) described above satisfies all the 
requirements of an IMF. If h1(t) does not meet the 
definition of an IMF, the sifting process must con-
tinue until a true IMF is obtained. In the following 
sifting process, h1(t) is treated as the data to be proc-
essed. Then,  
1 11 11( ) ( ) ( )h t m t h t            (2) 
where m11(t) is the mean of the upper and lower cu-
bic splines and fits the maxima and minima of the 
signal h1(t), and h11(t) the subsequent trial IMF. The 
sifting process may repeat k (k = 1,2,3,···) times until 
h1k(t) turns into a true IMF, that is  
1( 1) 1 1( ) ( ) ( )k k kh t m t h t            (3) 
Then, the first IMF component of the signal 
can be designated by  
1 1( ) ( )kc t h t               (4) 
where c1(t) should contain the finest scale or the 
shortest period component of the signal. c1(t) can be 
separated from the remaining data by  
1 1( ) ( ) ( )x t c t r t             (5) 
Since the residue still contains long period 
components, it should be regarded as the new data 
subjected to the same sifting process as described 
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above. This procedure should be repeated for all the 
subsequent rj (t) ( j = 1, 2, ···, n – 1), and the result 
becomes  
1 2 2
2 3 3
1
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )n n n
r t c t r t
r t c t r t
r t c t r t
  ½°  °¾°°  ¿
#           (6) 
The sifting process is stopped either when the 
component cn or the residue rn becomes very small, 
that is, less than the predetermined value of substan-
tial consequence, or when the residue rn becomes a 
monotonic function and IMF can no longer be ex-
tracted from it. By adding Eq.(5) and Eq.(6), the 
original signal can be represented as 
1
( )
n
i n
i
x t c r
 
 ¦             (7) 
which includes two items: n-empirical modes and a 
residue rn, which is either a monotonic function or a 
single cycle.  
In order to avoid deformation of the nonlinear 
signal or the non-stationary signal dealt with using 
frequency filter, a time-space filter can be devised 
for reconstruction of signals using the IMFs. The 
EMD filter can preserve the full nonlinearity and 
non-stationarity in the physical space since a non- 
linear and non-stationary signal generates harmon-
ics of all ranges. For example, the output of a low- 
pass filter used for a signal having n IMF compo-
nents can be simply expressed as  
L ( ) ( ) ( )
n
k j n
j k
x t c t r t
 
 ¦           (8) 
The output of a high-pass filter can be ex-
pressed as  
H
1
( ) ( )
k
k j
j
x t c t
 
 ¦              (9) 
and the output of a band-pass filter can be expressed 
as  
B ( )
k
k j
j b
x c k
 
 ¦              (10) 
where b and k are the number of the selected inter-
mediate modes. A band-cut filter may be designed 
simply by omitting the selected components in the 
reconstruction progress. Thus, the EMD method is 
of a self-adaptive type in dealing with signals, 
which is quite suitable for non-stationary processes. 
However, as the decomposition applies cubic spline 
interpolation, the distortion that appears at the end 
of signal may be extremely large, making the sub-
sequent decomposition unworthy in further research. 
This is called the end effect, which was discussed in 
Ref.[6]. Since it is impossible to decompose ac-
cording to the strict IMF definition in practice, the 
IMFs acquired are not ideal IMFs. Consequently, a 
criterion is needed to judge its rationality. Now, the 
widely applied criterion is the standard difference of 
two successive h(t), i.e. 
2
( 1) ( )
( 1)0
( ) ( )
sd
( )
T
i k i k
i kt
h t h t
h t

 
§ · ¨ ¸¨ ¸© ¹¦       (11) 
where sd usually takes the value from 0.2 to 0.3. In 
Eq.(11), the subscript i denotes the ith order IMF 
component, k the times of repetition, and T the total 
length of time of dispersed signal sequence. 
Having obtained the IMF components, it is 
fairly easy to apply the Hilbert transform to calcu-
late a meaningful instantaneous frequency for each 
component. Hence, the original data can be ex-
pressed as 
j ( )d
1
( , ) Re ( )e i
n t t
i
i
X t a t
 
³ ¦ ZZ       (12) 
where ai(t) is a time-dependent expansion coeffi-
cient, and the argument of the exponential Zi(t) the 
instantaneous frequency of each component as a 
function of time with the residue rn omitted. Com-
paring Eq.(12) with Fourier transform, the IMF 
represents a more general expansion with variable 
amplitudes and instantaneous frequencies. The 
EMD not only improves the efficiency greatly, but 
also accommodates to nonlinear and non-stationary 
signals. 
2.2 TVAR model  
This article uses the TVAR model to deal with 
the IMF components obtained by EMD of non-  
stationary signals, which are also non-stationary.  
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According to the decomposition theorem, any 
predictable and regular stationary random process 
may be represented by a sum of two orthogonal 
components. Of them, the first denoted by xp(t) is 
deterministic or predictable and can be calculated 
from an infinite number of its previous values with-
out any estimated error. 
p
1
( ) ( )i
i
x t a t i
f
 
  ¦            (13) 
The second is nondeterministic, denoted by 
xr(t), and can be estimated to be an output of a 
causal noise-shaping filter with infinite order 
r
1
( ) ( )i
i
x t w t iKf
 
  ¦            (14) 
where Ki is the coefficient of a filter. In practice, 
using the infinite number of previous values and 
filter coefficients is impossible. A finite order has 
been used, irrespective of the structure of the filter 
that is chosen, and depending on whether an auto 
regressive (AR), moving average (MA), or auto re-
gressive moving average (ARMA) filter is used. 
Since the AR process is simple and is able to judge 
either the MA or the ARMA model, it has found 
considerably more applications. In fact, it has been 
modified to an extent that its coefficients are al-
lowed to change with time for modeling non-sta-
tionary signals, so the term of “TVAR” has been 
coined. 
The TVAR process, also known as the time- 
varying linear predictor, is used to estimate the cur-
rent or future value y(t) using a linear combination 
of previous values y(t – i). The process can be de-
scribed as follows 
1
ˆ( ) ( ) ( )
p
i
i
y t a t y t i
 
  ¦          (15) 
1
( ) ( ) ( ) ( )
p
i
i
y t a t y t i e t
 
   ¦       (16) 
where ai(t) is time-varying coefficient, p the model 
order, ˆ( )y t  the estimated y(t), and e(t) the esti-
mated error. Without a generalized theory in con-
nection with the non-stationary process, the TVAR 
has been successfully proved usable for modeling, 
analyzing, and synthesizing non-stationary sig-
nals[7-8]. 
 The time-varying frequency can be extracted 
from the TVAR parameter ai(t). Since the non-sta-
tionary signal is modeled as the output of the TVAR 
process, with a zero-mean white noise input w(t), 
the power spectral density (PSD) ( , )yyS f t  of the 
non-stationary signal is given by 
2
2
j2
1
( , )
1 ( )e
yy
p
ft
i
i
S f t
a t
V
 S
 
 
¦
      (17) 
where 2V  is the variance of the white noise w(t). In 
practice, this variance is unknown, but can be ap-
proximated by 
2 2
1 1
1 [ ( ) ( ) ( )]
pT
i
t p i
y t a t y t i
T p
V
   
|   ¦ ¦  (18) 
In order to use the TVAR as a model for 
non-stationary signal processing, the model order p 
in Eq.(16) must be chosen, and then time-varying 
parameter ai(t) must be determined if they are not 
already known. Since ai(t) is time-dependent, they 
cannot be estimated using the same method as in 
obtaining the solution to the Wiener-Hopf equa-
tions[9]. This article uses PNN to estimate the 
time-varying parameters of this model. 
2.3 PNN  
For some complex signals with extremely 
densely spaced frequencies, there are some errors 
existing between the IMF components obtained by 
decomposition and the true components because the 
choice of sd values depends on experience to a large 
extent, thereby making it difficult to decompose 
them into independent IMF components by EMD. 
Usually, the first order IMF is a signal having a 
wide band frequency and a mono-component. Thus, 
the obtained time-frequency distribution will be 
different from the actual one if the IMF is further 
analyzed by the Hilbert spectrum. The short-time 
Fourier transform method is also not useful in this 
case if the time precision is taken into account. 
Wavelet transform is capable of performing de-
composition by way of appropriate selection of 
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scale, however, with considerably more trashy har-
monics happening. In order to debase the influences 
out of the above-mentioned discrepancies, this arti-
cle uses PNN to conduct time-varying parameter 
analysis on IMF. Centered on the time-varying in-
formation processing and the dynamic system mod-
eling, it builds up a model with time-varying input 
and output functions. In the PNN with time-varying 
input and output functions, a time accumulation 
operator of process neuron is adopted as an integral 
of time or other algebra operations; its space-time 
aggregation mechanism and incitation can synchro-
nously reflect the space aggregation and stage time 
accumulation effect of exterior time-varying input 
signals to the output results so as to complete the 
complex mapping relationship between the inputs 
and outputs of nonlinear system[10]. 
 It is supposed that the structure of PNN is ar-
ranged in layers with n-M1-M2-1, namely, there are 
n neurons in the input-layer used to input n 
time-varying signals. The first hidden layer, which 
is made up of M1 time-varying process neurons 
adopted as the integral to time or other algebra op-
erations, is used to input the projection of discrete 
time series under the primary function b(t). The sec-
ond hidden layer made of M2 non-time-varying 
common neurons is used to improve the mapping 
ability of the network to complex relation between 
inputs and outputs. The output-layer is used to com-
plete the output of the system. Fig.1 shows the 
structure of PNN. 
 
Fig.1  Structure of four layers of PPN. 
In Fig.1, if the input space of PNN is [0 T ],  
the discrete time series { ( 1), ( 2), , (1)}x n x n x  "  
denote the input function, wij(t) is the connection 
weighting value from input-layer node i to hidden 
layer node j, 1jT  the energizing threshold of the first 
hidden layer node j, U the energizing function. The 
output of the first hidden layer node j can be ob-
tained commonly as follows  
1 1
0
1
( ( ) ( )d )
n t
j ij i j
i
y w x tU W W T
 
 ¦³      (19) 
Depending on the output of the first hidden 
layer, the output of the second hidden layer can be 
defined as  
2 1 2
1
( )
m
k jk j k
j
y g v y T
 
 ¦          (20) 
where vjk is the connection weighting value from the 
first hidden layer node j to the second hidden layer 
node k, 2kT  the energizing threshold of the second 
hidden layer node k, and g the energizing function.  
Thus, depending on the output of the second 
hidden layer, the output of the network can be ex-
pressed as 
0
1 1 1
1 2 3
( ) { [ ( ( ) ( )d
) ] }
L m n t
k jk ij i
k j i
j k
y t g v f w x t
   
 
 
¦ ¦ ¦³O P W W
T T T  (21) 
where kP  is the connection weighting value from 
the second hidden layer node k to the output-layer 
node, 3T  the energizing threshold of the output- 
layer node, and O the energizing function.  
If all threshold values equal zero and the ener-
gizing functions are linear, Eq.(21) can be simpli-
fied as  
0
1 1 1
( ) ( ) ( )d
L m n t
k jk ij i
k j i
y t v w x tP W W
   
 ¦ ¦ ¦³   (22) 
If the input space of PNN is [0 T ] and 1( ),b t  
2 ( ), , ( )Rb t b t"  are a group of standard orthogonal 
basis functions, weighting value ( )ijw W , for the 
convenience of calculation the weighting functions 
are expanded into the form of basis functions in the 
same group: 
r
1
( ) ( )
R
ij ij r
r
w w bW W
 
 ¦          (23) 
where rijw  is the connection weighting from input 
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node i to the first hidden layer node j relative to 
( )rb W . Replacing the ( )ijw W  in Eq.(22) using the 
relationship in Eq.(23) yields 
r
0
1 1 1 1
( ) ( ) ( )d
n L m Rt
k jk ij r i
i k j r
y t v w b x tP W W
    
 ¦¦¦ ¦³   (24) 
Supposing that 
r
0
1 1 1
( ) ( )d
L m Rt
i k jk ij r
k j r
a t v w bP W W
   
 ¦¦ ¦³     (25) 
y(t) can be rewritten as  
1
( ) ( ) ( )
n
i i
i
y t a t x t
 
 ¦             (26) 
If the expected output of network is d(t) and 
the error is ( )tH , then 
1
( ) ( ) ( ) ( ) ( ) ( )
n
i i
i
d t y t t a t x t tH H
 
    ¦    (27) 
Eq.(27) can be described as an n order TVAR 
model.  
By mapping the input signal to the time-vary-
ing basis functions followed by training with the 
PNN, it is possible to calculate the time-varying 
parameter of the AR model with the connection 
weighting value obtained after the network reaches 
stabilization. A time-varying power spectrum of the 
signal can be obtained according to the transfer 
function of the AR model and the inputted white 
noise[11], which can be described by 
2
2
1
( )( , )
1 ( )exp( j2 )
P
k
k
t ts f t
a t kf t
V
 
' 
  S '¦
     (28) 
where 2 ( )tV  is the average power of the energizing 
white noise w(t) of the TVAR model. In addition, 
w(t) is the error-output ( )tH of the PNN. It is quite 
easy to estimate 2 ( )tV  with PNN. 
Order identification  When the AR model is 
used to achieve a random signal, the order of the 
model, which is always unknown from the outset, 
should be selected appropriately. With a selected 
order that is very low, the power spectral will be 
very smooth not lowering the frequency resolution, 
and with a chosen order that is very high, fake fre-
quencies will probably occur. The Akaike informa-
tion criterion (AIC), which is now widely used to 
tackle stationary random signals, suggested by 
Akaike, is defined by 
2AIC( ) lg 2kk N k V          (29) 
where N is the number of the data samples, and kV    
the predicted error of the model. For models with 
different orders, the order corresponding to the 
minimum of the AIC is appropriate. For the non- 
stationary random signals, Konzin, et al.[12] ana-
lyzed the sufficient condition and researched the 
application of the AIC to identify the order of the 
non-stationary random signal model. He found that 
these problems and parameter estimations are uni-
form in progressive normal state. Therefore, this 
article is determined to choose the AIC to identify 
the order of the time-varying model. 
3 Simulations 
A signal composed of three nonlinear ampli-
tude modulation-frequency modulation (AM-FM) 
components with signal to noise ratio equal to 5 dB 
is taken as a simulation example, which is expressed 
by  
2 2
2 2
(1 )[sin(80 )
sin(44 ) sin(40 )]
y t t t
t t
   S 
S  S        (30) 
Of the three nonlinear AM-FM components, 
two have very close frequencies. For these, firstly, 
the signals are sampled with the frequency of 1 000 
Hz and the length of 2 048 (See Fig.2). Next, the 
sampled signals are decomposed with the help of 
EMD into IMFs (See Fig.3).  
From Fig.3, it can be seen that the energy of 
the simulated signal mainly concentrates on IMF1 
and IMF2. As a standard IMF, the former contains 
only one component with the frequency ranging 
from 0 Hz to 80 Hz. However, the latter as a repre-
sentative nonstandard IMF is a pat-frequency signal 
made up of two single-frequency signals. Further-
more, the two signals have very close frequencies 
with one lying in the range of 0-40 Hz and the other 
in the range of 0-44 Hz. IMF2 does not satisfy the 
requirement by Hilbert spectrum analysis for the 
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Fig.2  Simulated signal with three AM-FM components. 
 
Fig.3  Simulated signal with every order IMF and residue. 
IMF, which indicates that it has more than one in-
stantaneous frequency at a random time point. Con-
sequently, a wrong Hilbert time-frequency spectrum 
may result if HHT is made directly on every order 
IMF (see Fig.4).  
 
Fig.4  Hilbert time-frequency spectrum. 
Apparently, it is difficult to distinguish the two 
time-varying signals with a frequency of 0-40 Hz 
(see Fig.4). Moreover, the energy amplitude of the 
signal with a frequency of 0-40 Hz exceeds the one 
with 0-80 Hz. This fails to accord with the actual 
composition of the simulated signal. In order to 
overcome this mistake, a PNN self-recursive model 
is used to conduct time-varying parameter analysis 
for every IMF, and the time-varying auto-spectral 
density of every IMF is obtained. Since the IMFs 
are independent of and orthogonal to each other, the 
time-varying auto-spectral density of the simulated 
signal can be acquired through reconstruction by 
linear superposition of every IMF’s spectrum den-
sity (see Fig.5). 
 
Fig.5  PNN time-frequency spectrum. 
It is clear that the time-frequency distribution 
of a simulated signal in Fig.5 accords with the ac-
tual situation, and there exist three kinds of signal 
distribution at 0-40 Hz, 0-44 Hz, and 0-80 Hz. In 
addition, the energy amplitudes of signals with 0-40 
Hz and 0-44 Hz are approximately the same. 
4 Case Studies 
When the low-frequency vibratory parameter 
of a spacecraft is measured or analyzed, the upper 
limit of the frequency range is usually below 200 
Hz. The vibration mainly reflects the whole charac-
ter of the spacecraft with densely spaced modal fre-
quency. Generally, low-frequency vibration can be 
classified into the stationary and the non-stationary. 
The stationary vibration usually caused by auto os-
cillation and pneumatic noise indicates the character 
of the spacecraft in the balanced flight such as slid-
ing. The non-stationary vibration is caused by rapid 
changing external forces arising from the changes of 
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thrust force in engines, transonic shake, the low- 
frequency disturbance of shear wind and gusty wind, 
and the interstage separation, etc. 
Fifteen order IMF components and a residue 
are obtained by EMD for the non-stationary random 
vibration signals of a spacecraft sampled during 
flight. Fig.6 lists the first four order IMF compo-
nents and the residue. 
 
Fig.6  Origin signal, the first four order IMF components 
and residue. 
It is noticeable that each order IMF component 
contains a different time rule, which makes the 
character of the signal show up under different 
resolutions. It is also known that the EMD is a 
method of principal component analysis and the 
decomposed result contains the main information of 
the origin signals. However, the decomposed IMF is 
not a standard one that contains only one compo-
nent but a nonstandard one that contains multiple 
components. This appears especially remarkable in 
the first three order IMF components. A twenty or-
der PNN AR model is used to conduct time-varying 
parameter analysis for the first three order IMF 
components, and the time-varying auto-spectral 
densities obtained are shown in Figs.7-9. The en-
ergy of the vibration signals mainly concentrate in 
the range from 50 Hz to 130 Hz. The time-depend-
ence of the energy and the frequency is clearly dis-
played within this range. From this, it is concluded 
that the vibration signals and the stimulation signals 
have strong pertinence in the range. According to 
the relationship between response and stimulation in 
vibration kinetic system, it is also known that the 
energy of stimulation signals mainly concentrates in 
this range and the dynamic variation is in line with 
the vibration response. The energy of the signal in 
Fig.9 appears relatively weak without time-de-
pendence of dynamic variation. It is believed that 
the signal in Fig.9 may be a noise signal or a load 
signal with little link to stimulation of this system. 
 
Fig.7  PNN time-frequency spectrum of 1st order IMF. 
 
Fig.8  PNN time-frequency spectrum of 2nd order IMF. 
 
Fig.9  PNN time-frequency spectrum of 3rd order IMF. 
Owing to the independence and the orthogo-
nality that the components possess, the time-varying 
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auto-spectral density can be reconstructed by linear 
superposition of the time-varying auto-spectral den-
sity of the first three order IMFs, as indicated in 
Fig.10. It is clear that the vibratory response of 
spacecraft with 50 Hz is caused by the thrust on the 
spacecraft while that with 130 Hz is caused by the 
pneumatic force of the spacecraft during transonic 
flight. 
 
Fig.10  PNN time-frequency spectrum of all IMFs. 
As a good time-frequency analysis method, the 
wavelet transform is characterized by multi-resolu-
tion and time-frequency localization, which makes 
it suitable for non-stationary signals. A method that 
uses complex Morlet wavelets on the base of wave-
let transformation is applied to analyze the non- 
stationary random vibration signals of a spacecraft 
during flight. Fig.11 illustrates the time-frequency 
distribution generated by continuous wavelet trans- 
form of the vibration signals. As seen in Fig.11, the 
energy of the response concentrates clearly in the  
50 Hz and 130 Hz regions. A comparison of the 
time-frequency distribution obtained with the 
method of PNN (see Fig.10) with that of the wavelet 
analysis (see Fig.11) shows that both spectra pro-
vide a real description of the time-frequency char-
acter of signals. Moreover, they have the same laws 
on time-dependence of energy. However, Fig.10 is 
inferior to Fig.11 owing to disturbance of crossing 
signals and less clear frequency resolution, which 
demonstrates the effectiveness and feasibility of 
using PNN to estimate the TVAR model 
auto-spectral density. Characterized by labor-saving 
and high computational accuracy, it avoids the cor-
relation estimation by direct use of the data. Besides, 
it can analyze a signal with a large amount of data 
with less expanded memory specification (EMS) 
memory by modulating the number of hidden layers 
and neural cells according to the actual situation. 
 
Fig.11  Wavelet time-frequency spectrum. 
5 Conclusions 
A method based on EMD and multi-component 
PNN is presented to tackle the non-stationary ran-
dom vibration signals of a spacecraft with densely 
spaced modal frequencies. The method is capable of 
avoiding to a great extent the inconsistency caused 
by the approximation of taking a multi-component 
IMF as a single-component one. The method im-
proves the frequency resolution and reduces random 
errors. The simulation and analytical results prove 
that this simple, effective, and feasible approach 
also has good frequency resolution. 
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