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Cyclic codes generated by polynomials having mult iple sets of do -- 1 roots 
in consecutive powers of a nonzero field element are considered and some 
generalizations of the BCH bound are presented. In  particular, it is shown, 
among other results, that if g(x) ~ GF(q)[x] is the generator polynomial of a 
cyclic code V~ of length n such that g(fiz+h°1+~2~2) = 0 for il = 0, 1,..., do -- 2 
and i2 = 0, 1 ..... s, where fi ~ GF(q ~) is a nonzero element of order n and 
c l ,  c2 are relatively pr ime to n, then the min imum distance of  g,~ is at least 
do+s.  
I .  INTRODUCTION 
I t  is well known that the minimum distance of a cyclic code is lower 
bounded by the BCH bound. Given a generator polynomial g(x) over GF(q) 
such that for some nonzero element/3 of order n in an extension field GF(qm), 
g(fil+ic) =0 for i=O,  1,...,d 0-2  where c= 1 or is relatively prime 
to n, which is also the code length, then the minimum distance of the code 
generated by g(x) is at least d o . For convenience, let us call these d o - -  1 
roots as consecutive roots whether c = 1 or (n, c) = 1.1 Thus, in deriving 
the BCH bound, only one set of d o - -  1 consecutive roots of the generator 
polynomial is considered. However, there exist many cyclic codes whose 
* Th is  work is in part supported by the National Science Foundat ion under  Grant  
GK-5647 to Leh igh University and in part by the Rome Air  Development  Center 
under  contract AF-30602-70-c-0190 to Syracuse University. 
1 (a, b) denotes the greatest common divisor of a and b. 
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generator polynomials possess more than one set of d o --  1 consecutive 
roots. The class of reversible codes studies by Massey (1964) and Tzeng 
and Hartmann (1970) is notably one such case. It has been shown by Tzeng 
and Hartmann (1970) and Hartmann, Tzeng and Chien (1972) that when 
considerations are given to these multiple sets of d o - -  1 consecutive roots, 
much improvement over the BCH bound can often be obtained. In this 
paper, more general classes of codes with multiple sets of consecutive roots 
are considered and some generalizations of the BCH bound are presented. In 
particular, we show, among other results, that ifg(x) E GF(q)[x] is the genera- 
tor polynomial of a cyclic code, Vn,  of length n such that g(fi~+ilcl+i~) = 0 
for i 1 = 0, 1,..., d o --  2 and/2 = 0, 1,..., s where (n, cl) = 1 and (n, c~) = 1, 
then the minimum distance d of V n is at least equal to d o + s. 
I I .  PRELIMINARIES AND A SIMPLE DERIVATION OF THE BCH BOUND 
As it has been introduced by Berlekamp (1968), any codeword is associated 
with a codeword-locator polynomial. The application of codeword-locator 
polynomials to obtain better estimates of the minimum distance of cyclic 
codes was first demonstrated by Tzeng and Hartmann (1970) for certain 
reversible codes. In this paper, this approach is further extended to the 
study of the minimum distance of cyclic codes with multiple sets of con- 
secutive roots. In the following we illustrate this approach by giving a 
simple derivation of the BCH bound. 
THEOREM 1 (BCH bound). Let g(x) ~ GF(q)[x] be the generator polynomial 
of a cyclic code, V,~ , of length n. I f  g(~+ic) = 0 for i ~ O, 1,..., d o - -  2, 
where (n, c) = 1. Then d >~ d o . 
Proof. Let v(x) be a code polynomial of weight w < d o . Since the code 
is cyclic, we let 
w--1 
v(x) = 1 + ~, Yix a', 
i=1 
where Yi  =/: O, Y i  ~ GF(q) and a l are distinct positive integers less than n. 
Let 
w--1 
i=1 
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Then 
Now let 
sj = ~(~) -  i 
= - -  1 for all j such that g(fiJ) = O. 
W--I 
~(x) = I I  (x - x : )  
i= l  
= x w-i + ~i xw-~ + "'" + ~-2x  + ~- l "  
Since a i@O and (n,c) ~ 1, then X i@ 1 and Xi  c =/: 1. Thus a(1) 5a0. 
However, 
= Z g~x?,,(x~o) 
i=1 
----0 
Since S~+i~ = --1 for i = 0, 1 .... , d o - -  2 and w < do, the above equation 
implies a(1) = 0, which is a contradiction. Therefore, there does not exist 
any codeword of weight less than d o . Hence d ) do. Q.E.D. 
I I I .  GENERALIZATIONS OF THE BCH BOUND 
We now apply the approach presented in the previous section to cyclic 
codes generated by polynomials with more than one set of consecutive roots. 
THEOREM 2. Let g(x) ~ GF(q)[x] be the generator polynomial of a cyclic code, 
V,~, of length n. I f  g(fi~+ilc~+i2,~) = 0 for i 1 ~-- O, 1, 2 , . ,  d o --  2 and i 2 = 
O, 1,..., s where (n, q) = 1 and (n, c2) = 1, then d >~ d o + s. 
Proof. By Theorem 1, d ~> d o . Let v(x) be a code polynomial of weight w 
such that d o ~< w < d o + s. Then 
W--1 
v(x) = 1 + Y~ Y,x a~ 
i=1 
Again let 
w--1 
Xi  ~ fia, and S~ ~- ~ Y iX / ,  
i=1 
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then S t = - -  1 for all j such that g(fiO = 0. Now let 
do--2 
~1(x) = I I  (x - x~)  
i1=1 
(i) (i) = x(aO -2) @ a~l)x (a°-a) @ ... _~- aao_ax @ aao-2, 
W--1 
~(x) = I I  (x - x~)  
i2=d0--1 
(2) .o (3) = x (~-e°+l) + @ )x'~-g° + "'" + ~,-go ~ + aw-eo+l, 
~(~) = ~l(x) ~(x). 
Since ai V = O, (n, q )  --- 1, (n, Q) = 1, then Xi  @ 1, Xgt @ 1 and X;~ ~ 1. 
Consequently, a(1) =~ O. However, 
( S~+(ao-~)el+(W-ao+l)c 2 + aili S~+(ao-a)cl+(W-ao+l)c~ 
(1) c~ \ 
@ ... @ ago-~+(w-go+X)c 2) 
+ a~2)(S~+(go_~)~+(w_ao)~ (i) @ el St+(go-a) c~+(w-g0) c~ 
(1) S 
a (2) c S (1) 
Y)--I 
= ~ Y~x?ol(x;o ..(x;9 
i=l  
=0 
S ince  Sl+ilel+i2e 2 = --1 for i x = 0, 1,..., d o - -  2 and i 2 = 0, 1,..., s and 
d o ~< w < do + s, we have a(1) = 0 which is a contradiction. Therefore, 
there does not exist any codeword of weight less than d o -}-s. Hence, 
d >/ do + s. Q.E.D. 
It is seen that Theorem 2 reduces to Theorem 1 when s = 0. Therefore, 
Theorem 2 is a direct generalization of Theorem 1. The proof of Theorem 2 
is also a straightforward extension of that of Theorem 1. Let us imagine 
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the powers of the consecutive roots in Theorem 1, namely, l + ic for 
i = O, 1,..., d o - -  2, as coordinates of equally spaced points on a straight line 
and those in Theorem 2, namely, l + ile 1 + @2 for i 1 = O, 1,..., d o - -  2 
and i 2 = O, 1 .... , s, as coordinates of the points of intersection of equally 
spaced lines on a plane, then it is easily conceivable that there should be a 
generalization of Theorem 2 for codes generated by polynomials uch that 
the powers of their consecutive roots are coordinates of points in an r- 
dimensional space. It should also be clear that the proof of such a generalized 
theorem should just be a generalization of that of Theorem 2 in exactly 
the same manner that the proof of Theorem 2 is generalized from that of 
Theorem 1. We therefore can state the following theorem whose proof we 
omit. 
THEOPmM 3. Let g(x) e GF(q)[x] be the generator polynomial of a cyclic 
code V ,  of length n. I f  g(fi~+~;=~# o~k) = O/or ik = O, 1,..., sk and (n, ck) = 1, 
k = 1 ,2 , . ,  r. Then d >~ d o + ~2=2sk where d o = s 1 + 2. 
It  is noted that the proof of Theorem 2 hinges on the fact that ~(1) 5 a 0. 
This in turn depends on the fact that X~ =/= 1 for i 1 = 0, 1,..., d o --  2 and 
X~ =/: 1 for i~ = d o --  1,..., w - -  1, which are true when (n, ci) = 1 and 
(n, ce) -= 1. However, when only (n, cl) = 1 but (n, c2) =/: 1, we show in 
the following theorem that it is still possible in many cases to obtain 
generalizations of the BCH bound. 
THEOREM 4. Let g(x) e GF(q)[x] be the generator polynomial of a cyclic 
code V,, of length n such that g(fi~+im+i2c~) = 0 for i 1 = O, 1 , . ,  d o --  2 
and iz = O, 1, where (n, q )  = 1 and (n, c2) = t. Then 
(a) d>do i f t  <do .  
(b) I f  t = do and do divides ( l -  cl)(q -- 1) then d = do. Otherwise 
d>do.  
(c) I f  t > do, then d = d o if[ the cyclic code V~ of length t over GF(q) 
generated by the product of the distinct minimum polynomials of fl(n#)(~+hc~) for 
il = O, 1 .... , d o - -  2 has minimum distance equal to d o . Otherwise, d > d o . 
Proof. By Theorem 1, d >~ d o . Let v(x) be a code polynomial of weight 
d o such that 
do-1 
v(x) = 1 + ~ Y,x ~'. 
i=1 
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Let Xi  = t3% Then for i x ~- 0, 1,..., d o - -  2, 
dO--I 
v(fi ~+~1) = 1 + ~ v.~c ~.+h~.  ~..~ = 0, 
i=l  
~0--1 
i=1 
Hence 
dO--1 
V'Y~'+i~e~tYc'*- ,--~ v-~ - -  l) = 0 for i i = 0, 1,..., d o - -  2. 
t=I 
Since the determinant of the coefficient matrix of the above system of equa- 
tions is of the Van der Monde type, we have Xg~ = 1 for i = 1, 2,..., d o - -  1. 
Furthermore, since X i~= 1 and (n, c2)~ t, then X i *= f i~¢= 1 for 
i ~ 1,2,..., do - -  1. 
Let T -~ nit, then ai ~ biT, for 0 < bi < t, 
~0--I 
V(X) = 1 -If- £ YiX b~T and v(~ j) = v(~+t). 
i=l 
Thus, the locations of v(x) are at the t-th roots of unity. 
(a) I f  t < do, then there does not exist d o distinct t-th roots of unity. 
Then the weight of v(x) is less than d o which is a contradiction. Hence 
a>ao. do--1 Now let ~ ----/~r and Vl(X) ---- 1 + ~,=1 ¥~ xb*, then %(~0 = 0 iff v(~)  = O. 
In particular, vl(~ ~+ilcl) -= 0 and vl(x ) is a code polynomial of the cyclic 
code V, generated by gl(x)~ GF(q)[x] such that gl(x) divides x t - -  1 and 
g1(@+~1"0 = 0 for/1 = 0, 1,..., d o - -  2. Also, the minimum distance of Vt 
is at least equal to d o . 
~'a°-I Yi x~. Since V, is (b) I f  t = do, then bl = i and Vl(X ) = 1 + *=1 
then a code of length d o and with minimum distance at least equal to do, 
Vt is then a (d o , 1) code over GF(q). Since gx(X) is a generator polynomial 
and is thus monic, we have gl (x )= vl(x ). Thus vl(x ) divides x ao - -1 .  
As vl(x) is nonzero, hence Vl(a ~+¢ao-1)cl) ~ Vl(a ~-cl) ~ O. I t  can also be 
argued that the (do, 1) code would have distance d o + 1 if a~+(ao-1),~ were 
also a root of Vl(X ). 
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Thus 
v~(x) = (x  ~° - 1 ) (x  - ~-0~) -1  
.~_ xao -1 @ a~-CZX a°-2 @ o~2(~-'Cl) X a°-3 @ "'" @ c~ (a°-l)(~-ez). 
The coefficients of va(x ) are in GF(q) iff 
(~(~-cl)i)q-1 = 1 for 1 ~ i ~< d o - -  1 
which is true iff ( l - -q ) (q -  1)= 0mod d o . Therefore, if d o divides 
(1 -  Q)(q -- 1) then d = d o since v~(x) is a codeword of weight d o in V, 
and then v(x) is codeword of weight d o in gn .  Otherwise, d > d o . 
(c) The  proof of part (c) follows immediately from the fact that there 
is a one-to-one correspondence between codewords of V~ with Xi  ~ = 1 
for i = 1, 2,..., d o - -  1 and codewords of V, . Q.E.D. 
Remarks. In  Theorem 4. I f  c~ = n - -  21 - -  (d o - -  2) c 1 , then 
g([3 (1-~i~)z+[i~-(a°-2)i~]c~) = 0 for i 1 = 0, 1,..., do - -  2 and i 2 = 0, 1 
or, equivalently, g(fi~(z+icl)) = 0 for i • 0, 1,..., d o - -  2. The  code is then 
reversible. Also, (n, Q) - -  (n, n - -  e~) = (n, 2l + (do - -  2) Q). For the re- 
versible codes studied by Tzeng and Har tmann (1970) we have q = 1 
and l = 1, then (n, ca )= (n, do)~< d o . The  theorem presented there is 
therefore a very special case of Theorem 4. 
We now go one more step to generalize Theorem 4 from the consideration 
of two sets of consecutive roots to three sets for the case of (n, c~) = t. 
THEOREM 5. Let g(x) ~ GF(q)[x] be the generator polynomial of a cyclic 
code V,  of length n, such that g(fl~+im+i2c~) = 0 for il = O, 1,..., d o -- 2 and 
i 2 = O, 1, 2 where (n, Cl) ~- 1 and (n, c2) = t. Then 
(a) d > do 2c l i f  t < do, 
(b) I f  t = d o and do does not divide (l - -  q)(q -- 1), then d > d o -t- 1, 
(c) I f  t > do, then d > d o + 1 ifsf the cyclic code V~ of length t over 
GF(q) generated by the product of the distinct minimum polynomials of 
fi(n/o(~+ilcl) has minimum distance greater than d o + 1. 
The proof of Theorem 5 is very similar to preceeding proofs and is 
therefore omitted. 
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IV. EXAMPLES 
EXAMPLE 1. Let  us consider the binary (51, 35) cyclic code generated by 
g(x) ~- ml(x ) mg(x ) where m~(x) denotes the min imum polynomial  of t3 i. 
Then  /3, fi2, /38, /33, /31a, /316 are among the roots of g(x). I f  we let l = 1, 
q= 1, Q =7thend 0 = 3, s = 2. I f  we let Q=7,  c2 = 1 then d o =4,  
s = 1. Since (51, 7) = 1, we have, in either case, d ) 5 by Theorem 2. 
EXAMPLE 2. For  the (63, 47) cyclic code generated by g(x)-~ 
(1 + X) ~V/'/I(X) /ns(x) m9(x), l = 0, c 1 = 1, c2 = 8, do = 4, s = 2. Since 
(63, 8) = 1, then d >~ 6 by Theorem 2. 
Other examples are tabulated in the following two tables wkh Table I 
containing cyclic codes which are not reversible and Table I I  containing 
only reversible cyclic codes. Al though it is not necessary for our purpose 
to do so, we have chosen c 1 and c 2 in such a way that s ~< d 0 -  2 and so 
that d o has the largest possible value. Information on the actual min imum 
distance of some cyclic codes was obtained from tables of computer results 
publ ished by Goldman,  K l imen and Smola (1968) and Chen (1970). 
TABLE I 
SomeCycl icCodeswithd > 
(n, k) q roots l cl c2 s d o d>/ 
(47, 24) 4 1 1 1 5 1 5 6 
(51, 35) 2 1, 9 1 7 1 1 4 5 ~ 
(55, 35) 2 1 7 1 9 1 4 5" 
(63, 54) 2 1, 27 1 27 44 1 3 4 ~ 
(63, 52) 2 5, 9, 11 9 1 8 1 3 4" 
(63, 48) 2 1, 5, 9 8 1 8 1 4 5 ~ 
(63, 47) 2 0, 1, 5, 9 0 1 8 2 4 6 ~ 
The achieved bound is the actual minimum distance. 
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TABLE II 
Some Reversible Cyclic Codes with d > d o 
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(n, k) q roots l cl c~ s d o d > 
(15, 9) 2 3, 5 5 1 4 1 3 4" 
(17, 9) 2 3 5 1 5 1 4 5 ~ 
(21, 13) 2 3, 7, 9 6 1 8 1 3 4 ~ 
(29, 15) 4 1 4 1 18 1 5 6 
(33, 21) 2 3, 11 11 1 10 1 3 4 ~ 
(35, 25) 2 5, 7, 15 14 1 6 1 3 4 ° 
(37, 19) 4 1 9 1 16 1 5 6 
(39, 25) 2 5, 13 12 1 14 1 3 4 ~ 
(45, 35) 2 5, 9 9 1 26 1 3 4 ~ 
(53, 27) 4 2 18 1 12 1 7 8 
(55, 41) 2 5, 11 10 1 34 1 3 4 ~ 
(57, 37) 2 3, 19 18 1 20 1 3 4" 
(63, 39) 2 1, 3, 15, 31 1 1 29 2 5 7 ~ 
(93, 63) 2 1, 3, 23, 45 1 1 44 2 5 7 
(99, 59) 2 1, 3 1 1 47 2 5 7 
(113, 29) 2 3, 5, 9 33 1 32 I 17 18 = 
a The achieved bound is the actual minimum distance. 
V. SUMMARY AND CONCLUSIONS 
With the application of the codeword-locator polynomial, we have given 
a simple derivation of the BCH bound. A direct generalization of the BCH 
bound is then presented in Theorem 2 for cyclic codes generated by 
polynomials possessing mult iple sets of d o - -  1 consecutive roots. I t  should 
be noted that Theorem 2 has greatly improved the results presented in 
Theorem 2.1 of Hartmann,  Tzeng  and Chien (1972). A generalization of 
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Theorem 2 is then given in Theorem 3. In Theorem 4, another generalization 
of Theorem 2 is presented. The reversible codes are noted as a special 
class of the class of codes treated in Theorem 4. Also, Theorem 5 is a direct 
generalization f Theorem 4 from the consideration f two sets of consecutive 
roots to three sets for the case (n, ca) ~ 1. Further generalizations to more 
than three sets for the case (n, ca) ~ 1 are seen as possible. However, the 
conditions and the proofs soon become tedious and uninteresting. 
RECEIVED: August 2, 1971 
REFERENCES 
BERLEKAMP, E. R. (1968), "Algebraic Coding Theory," McGraw-Hill, New York. 
BOSE, R. C. AND RAY-CHAUDHURI, D. K. (1960), On a class of error correcting binary 
group codes, Information and Control 3, 68-79. 
BosE, R. C. AND RAY-CHAUDHURI, D. K. (1960), Further esults on error correcting 
binary group codes, Information and Control 3, 279-290. 
CHEN, C. L. (1970), Computer esults on the minimum distance of some binary 
cyclic codes, IEEE Trans. Information Theory IT 16, 359-360. 
GOLDMAN, H. D., KLIMEN, M., AND SMOLA, H. (1968), The weight structure of some 
Bose-Chaudhuri codes, IEEE Trans. Information Theory IT 14, 167-169. 
HARTMANN, C. R, P., TZENG, K. K., AND CHIEN, R. T. (1972), Some results on the 
minimum distance structure of cyclic codes, IEEE Trans. Information Theory IT 18, 
in press. 
HOCQUENGHEM, A. (1959), Codes Correcteurs d'Erreurs, Chiffres 2, 147-156 
LUM, V. (1969), Comments on The weight structure of some Bose-Chaudhuri codes, 
IEEE Trans. Information Theory IT 15, 618-619. 
MASSEY, J. L. (1964), Reversible codes, Information and Control 7, 369-380. 
MATTSON, H. F. AND SOLOMON, G. (1961), A new treatment ofBose-Chaudhari codes, 
J. Soc. Indus. Appl. Math. 9, 654-669. 
TZENG, K. K. AND HARTMANN, C. R. P. (1970), On the minimum distance of certain 
reversible cyclic codes, IEEE Trans. Information Theory IT 16, 644-646. 
