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ABSTRACT
Batch normalization (BN) has become a de facto standard for training deep con-
volutional networks. However, BN accounts for a significant fraction of training
run-time and is difficult to accelerate, since it is memory-bandwidth bounded.
Such a drawback of BN motivates us to explore recently proposed weight nor-
malization algorithms (WN algorithms), i.e. weight normalization, normalization
propagation, and weight normalization with translated ReLU. These algorithms
don’t slow-down training iterations and were experimentally shown to outperform
BN on relatively small networks and datasets. However, it is not clear if these
algorithms could replace BN in large-scale applications. We answer this question
by providing a detailed comparison of BN and WN algorithms using ResNet-50
network trained on ImageNet. We found that although WN achieves better train-
ing accuracy, the final test accuracy is significantly lower (≈ 6%) than that of BN.
This result demonstrates the surprising strength of the BN regularization effect
which we were unable to compensate using standard regularization techniques
like dropout and weight decay. We also found that training with WN algorithms
is significantly less stable compared to BN, limiting their practical applications.
1 INTRODUCTION
Batch normalization (BN) (Ioffe & Szegedy (2015)) is used in most modern convolutional neural
network architectures including ResNet networks (He et al. (2016a), He et al. (2016b), Xie et al.
(2016), Zagoruyko & Komodakis (2016)) and the latest Inception networks (Ioffe & Szegedy (2015),
Szegedy et al. (2016), Szegedy et al. (2017)). It is generally observed that BN speeds-up training by
improving the conditioning of the problem and easing the back-propagation of the gradients (Ioffe
& Szegedy (2015), Xie et al. (2017)). Thus, the total number of iterations needed for convergence
is decreased. On the other hand, even though BN is not computationally intensive, the per-iteration
time1 could be noticeably increased. This is because BN is memory-bandwidth limited, since it
requires two passes through the input data: first to compute the batch statistics and then to normalize
the output of the layer. For example, BN takes about 1/4 of the total training time of the ResNet-
50 network (He et al. (2016a)) on the ImageNet classification problem (Russakovsky et al. (2015))
using Titan X Pascal GPU (see figure 1). Moving to the new Volta GPUs, BN is going to take an
even bigger proportion of run-time, because convolutions are easier to optimize for.
There are many alternative normalization algorithms that could be used instead of BN for training
deep neural networks. These algorithms can be roughly divided into three groups. The first group is
based on the idea of extending the normalization to different dimensions of the output. This group
includes Layer Normalization (Ba et al. (2016)) which uses channel dimension instead of a batch di-
mension to perform normalization, Instance Normalization (Ulyanov et al. (2016)) which only nor-
malizes over the spatial dimensions of the output and Divisive Normalization (Ren et al. (2016))
which is applied over channel dimension as well as over a local spatial window around each neuron.
∗The work was done during an internship at NVIDIA
1time required to run one back-propagation update
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Figure 1: Distribution of training computation time for ResNet-50 on ImageNet using Titan X Pas-
cal GPU. Batch normalization takes about 1/4 of the total runtime. This graph is a courtesy of
M. Milakov, NVIDIA.
The second group consists of direct modifications to the original batch normalization algorithm. This
group includes such methods as Virtual BN (Salimans et al. (2016)) which proposes to use a sepa-
rate and fixed batch for each example in order to perform the normalization, Ghost BN (Hoffer et al.
(2017)) in which normalization is performed independently across different splits of the batch, and
Batch Renormalization (Ioffe (2017)) or Streaming Normalization (Liao et al. (2016)) which both
modify the original algorithm to use global averaged statistics instead of the current batch statistics.
The final group includes algorithms based on the idea of normalizing weights instead of activations.
This group consists of Weight Normalization (Salimans & Kingma (2016)), Normalization Propa-
gation (Arpit et al. (2016)) and Weight Normalization with Translated ReLU (Xiang & Li (2017)).
These algorithms are all based on the idea of dividing weights by their l2 norm and differ only in
minor details; we commonly refer to them as weight normalization algorithms (WN algorithms).
In this paper we focus our analysis on WN algorithms, since they are not memory-bandwidth limited,
and thus don’t slow-down training iterations. It is known that WN algorithms perform as well as
or better than BN for relatively small networks and datasets like CIFAR-10 (Krizhevsky & Hinton
(2009)). However, there has not been much work on comparing them on the type of large-scale
problems encountered in practice. In this paper we provide such a comparison by training ResNet-
50 on the ImageNet dataset. This comparison demonstrates that it is possible to get better training
curves with WN algorithms than using BN. However, the final test accuracy of WN is 6% less than
that of a BN-based network. This reveals the surprising strength of the BN regularization effect
which we were not able to replicate using traditional regularization techniques such as weight decay
and dropout (Srivastava et al. (2014)). We also observed that when training very deep networks
(i.e. ResNet-50), WN algorithms only partially normalize activations and thus the norm of the
output increases from layer to layer. This instability grows after gradient updates, sometimes causing
networks to diverge in the middle of training. We give an explanation of this instability and argue
that it is an inherent property of WN algorithms which limits their practical applications.
2 RELATED WORK
Salimans & Kingma (2016) show that WN can achieve better accuracy than BN on the problems of
image classification, generative modeling, and reinforcement learning. For the case of image classi-
fication, the algorithms were compared using a 12-layer ConvPool-CNN-C network (Springenberg
et al. (2014)) on the CIFAR-10 dataset. Arpit et al. (2016) provides a more extensive compari-
son of BN with their normalization propagation algorithm. They demonstrate superior results on
CIFAR-10, CIFAR-100 and SVHN (Netzer et al. (2011)) datasets using 12-layer Network in Net-
work (Lin et al. (2013)) architecture. However, in both cases the comparison for image classification
is limited to relatively shallow networks and small datasets. Thus the provided results don’t reveal
how well these algorithms scale to more practical networks and datasets, which is highlighted in our
work.
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Weight normalization with translated ReLU was introduced by Xiang & Li (2017) in the context of
generative adversarial networks (Goodfellow et al. (2014)) where it was shown to achieve superior
results to BN. However no comparison was provided for the case of image classification problem.
Shang et al. (2017) provides a comparison of normalization propagation and weight normalization
with BN for deep residual networks trained both on CIFAR-10, CIFAR-100 datasets as well as on
ImageNet. They also find that WN algorithms can’t replace BN since they have at least 3% gap
in test top-1 accuracy. However, they don’t explore an overfitting issue and don’t experiment with
weight normalization with translated ReLU. Overall, the work of Shang et al is very similar to ours,
but we were not aware of their results at the time of conducting our experiments.
3 NORMALIZATION ALGORITHMS
In this section we give a description of all normalization algorithms explored in the paper in the
context of convolutional neural networks. We highlight the underlying theoretical assumptions as
well as practical issues related to each algorithm.
3.1 BATCH NORMALIZATION
Batch normalization was introduced by Ioffe & Szegedy (2015) as a technique for accelerating
neural network training by standardizing the distribution of the inputs for each layer. The purpose
of the algorithm is two-fold: first it helps to reduce variation of the input distribution to each layer,
which the authors refer to as internal covariate shift. Second, BN partially solves the problem of
vanishing and exploding gradients (Pascanu et al. (2013)) which is especially severe for very deep
neural networks (Xie et al. (2017)). During training, BN layer performs the following operation for
each channel (feature map) j = 1 . . . C:
oj = γj
xj − EB [xj ]√
VarB [xj ] + 
+ βj
Here o is the output and x is the input of the BN layer, EB [xj ] and VarB [xj ] are the mean and
variance of the jth channel with respect to all pixels in the current mini-batch:
EB [xj ] =
1
mHW
m∑
i=1
H∑
p=1
W∑
q=1
xijpq
wherem is the number of samples in a mini-batch,H andW are the height and width of the channel.
VarB [xj ] is defined analogously.  is a small constant used for numerical stability. Scale γj and bias
βj are optional parameters, usually used in the case when the BN layer is applied after convolution
and before non-linearity. If we denote the total layer dimension with D := mHWC then the norm
of the BN output is always equal to
√
D, preventing the signal from vanishing or exploding during
the forward pass. This in turn helps to reduce the problem of vanishing or exploding gradients.
It should be noted that BN only works if m is large enough, since EB [xj ] and VarB [xj ] must
approximate the true population statistics. Thus the algorithm is not well suited for cases when the
mini-batch size is small or when training in an online setting.
3.2 WEIGHT NORMALIZATION ALGORITHMS
Weight Normalization (WN) was introduced by Salimans & Kingma (2016) as an alternative to
batch normalization. The idea of WN is to decouple the direction of the weights from their norm and
thereby improve the conditioning of the optimization problem. For example, for the convolutional
layer, weights have to be normalized and multiplied by a learned scaling parameter:
oj = γj
Wj ∗ x
‖Wj‖F + 
+ βj
Here x, o, γ, β and  are defined as in BN, W are the layer weights, ‖Wj‖F is the Frobenius norm
of weights for output channel j, and ∗ denotes convolution.
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Table 1: High-level differences between batch and weight normalization.
BatchNorm: explicit normalization WeightNorm: implicit normalization
Formula oj = Wx−µBσ2B
oj =
Wx
‖W‖F
Goal ‖o‖2 ≈ const ‖o‖2 ≈ ‖x‖2
Assumptions Batch is big enough W is close to orthogonal matrix
Arpit et al. (2016) showed that when W is close to orthogonal2 and the input is normalized then
EB [o] ≈ EB [x] = 0,VarB [o] ≈ VarB [x] = I ⇒ ‖oj‖2 ≈
√
Dl+1
Dl
‖x‖2
for each layer l. When Dl = Dl+1 ⇒ ‖oj‖2 = ‖x‖2 meaning that WN will propagate the normal-
ization through convolutional layers. Which implies that WN can be considered as an alternative
to BN. However, the above analysis doesn’t take into account the non-linear layers of the network.
For example, consider the case when ReLU (Nair & Hinton (2010)) is applied after convolution.
Assume that the output o of the convolutional layer is normalized: EB [o] ≈ 0, ‖o‖2 ≈
√
D.
Then the output of ReLU would be shifted: EB [ReLU(o)] > 0, and its norm would be decreased:
‖ReLU(o)‖2 ≈
√
D
2 .
Arpit et al. (2016) suggested the Normalization Propagation (NP) algorithm which can be thought
of as a modification of WN to account for the ReLU non-linearity. Assuming the input data follows
a Gaussian distribution, the output of the ReLU follows a Rectified Gaussian distribution, making
it possible to analytically perform re-normalization of the ReLU output. The update rule for the
combined convolutional and ReLU layers becomes the following:
oj =
1√
1
2
(
1− 1pi
)
[
ReLU
(
γj
Wj ∗ x
‖Wj‖F + 
+ βj
)
−
√
1
2pi
]
The above equation was derived under assumption that γj = 1 and βj = 0. Since γ and β change
during training, Xiang & Li (2017) propose to simplify the NP update rule resulting in the Weight
Normalization with Translated ReLU (TReLU WN) algorithm:
oj = TReLUαj
(
Wj ∗ x
‖Wj‖F + 
)
:= ReLU
(
Wj ∗ x
‖Wj‖F + 
− αj
)
+ αj
Bias β and scale γ are applied only to the output of the last layer to restore the representational
power of the network:
olastj = γjx
last
j + βj
3.3 BATCH NORM VS WEIGHT NORM
It is clear that WN algorithms serve the same goal as BN: they normalize the layers activations
throughout the network. However, BN performs explicit normalization by requiring the norm of the
output to be exactly equal to a fixed number. WN, on the other hand, uses implicit normalization
which results in the norm of the output being approximately the same as the norm of the input. In
practice this difference is crucial, since it means that for WN algorithms the normalization errors
might be exponentially increased throughout the network. We confirm this observation experimen-
tally and discuss it’s practical significance in section 5. A high-level comparison between batch and
weight normalization is presented in table 1.
2For fully-connected layer with weights W ∈ Rn×m coherence of the rows: maxi6=j |w
T
i wj |
‖wi‖2‖wj‖2
has to
be small which is satisfied for standard random initializations. Analogous result holds for convolutional layers.
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Figure 2: Batch normalization vs Weight normalization: training of cifar10-nv network for CIFAR-
10 dataset.
4 EXPERIMENTS
4.1 CIFAR-10
Our first experiments use a relatively small CIFAR-10 dataset (Krizhevsky (2009)). We compare
the performance of batch normalization with three weight normalization algorithms (where weight
normalization was applied after each layer) using the cifar10-nv architecture, a simple 12-layer
network that achieves close to state-of-the-art performance in less than 1 hour of training time. The
complete network architecture is presented in table 2. As a baseline we use cifar10-nv without
normalization.
Table 2: cifar10-nv architecture details.
LAYER SHAPE OUTPUT
data layer 3x28x28
conv1-ReLU 3x3x128 128x28x28
conv2-ReLU 3x3x128 128x28x28
conv3-BN-ReLU 3x3x128 128x28x28
MAX-pool3 3x3xs2 128x14x14
conv4-ReLU 3x3x256 256x14x14
conv5-ReLU 3x3x256 256x14x14
conv6-BN-ReLU 3x3x256 256x14x14
MAX-pool6 3x3xs2 256x7x7
conv7-ReLU 3x3x320 320x5x5
conv8-ReLU 1x1x320 320x5x5
conv9-ReLU 1x1x10 10x5x5
AVE-pool9 5x5x10 10x1x1
softmax-loss 10 10
We trained all networks using Stochastic Gradient Descent (SGD) with momentum of 0.9 for 256
epochs with batch size of 128. We chose the best learning rate schedule and weight decay for each
algorithm3. Results are presented in figure 2.
3During training we sampled a random crop of size 28 × 28 and performed random horizontal flips of the
images. During testing only the central 28 × 28 crop was used. Input data was normalized by subtracting
mean and dividing by standard deviation independently for each pixel. Weights were initialized using Xavier
algorithm (Glorot & Bengio (2010)). For all algorithms we used SGD with momentum with initial learning
rate (lr) of 0.01. For NP and TReLU WN learning rate was decreased to 10−5 using a polynomial decay with
power 2. For other methods we used a linear lr decay rule. For WN the final lr was 10−4 and for BN and
network with no normalization final lr was 10−5 .We didn’t use weight decay (wd) for WN and for network
with no normalization. For NP and TReLU WN wd=0.001 and for BN wd=0.002.
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Figure 3: Batch normalization vs Weight normalization: training of ResNet-50 on ImageNet dataset.
Weight norm is able to better stabilize training and helps network to converge faster to higher training
accuracy. However, the test accuracy is significantly lower for WN (≈ 67% vs≈ 73% for BN). This
figure reveals a surprising strength of the regularization effect of batch normalization.
With these results we again confirm that WN algorithms outperform BN for a moderately small net-
works and datasets. We can see that WN algorithms have both better training curves (they converge
faster) as well as higher final test accuracy (with the exception of the original weight normalization).
However, we again emphasize that this result is not of a big practical significance since with this
network size even if training is done with no normalization the final accuracy is comparable to that
of a normalized network. Thus, in order to truly assess the power of different normalization tech-
niques it is important to conduct experiments on large datasets and very deep networks which are
difficult to train without some kind of normalization applied.
4.2 RESNET-50 ON IMAGENET
For the large-scale experiments we trained a ResNet-50 (He et al. (2016a)) network on the ImageNet.
We evaluated ResNet-50 with batch normalization and weight normalization algorithms4.
For the original WN algorithm, the best top-1 accuracy was achieved using the same configuration
as for BN: initial learning rate of 0.1, which was decreased to 0 using polynomial with power 2
decay schedule, and weight decay of 0.0001. The final comparison results are presented in figure 3.
Interestingly, weight norm outperforms batch norm in terms of convergence speed and final train-
ing accuracy (figure 3 (a), (c)). However, final test accuracy of WN is significantly lower:
4For all experiments we used a workstation with 4 Tesla P100 GPUs. Networks were trained for 120 epochs.
Batch size was 256 with 64 samples per GPU. Batch normalization was applied separately for each GPUs local
chunk of a mini-batch. Training images were rescaled to the size of 256 × 256 pixels and then randomly
cropped to 224× 224. We applied random color distortions and horizontal flips and finally normalized images
to [−1, 1] range. During testing images were rescaled to 256× 256 and the central crop of size 224× 224 was
used. Weights were initialized using Xavier initialization.
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Figure 4: Norm of the output for the first and last layers of ResNet-50 with WN training. This figure
demonstrates that weight normalization fails to fix the output norm throughout network layers since
weight matrices start to violate orthogonality assumptions during training.
73%− 67% ≈ 6% accuracy gap5 (figure 3 (b), (d)). Clearly, weight normalization suffers from
overfitting which we were not able to decrease by using dropout or increasing weight decay. This
result reveals the surprising strength of the regularization effect of batch normalization. It is gen-
erally observed that BN helps to prevent overfitting and reduces the need for other regularization
methods, like dropout or weight decay. However, in this situation we want to emphasize the size
of this regularization effect (6% for the final test accuracy) and the fact that it was not possible to
achieve the same performance using dropout or weight decay for WN. Understanding the precise
reason for such strong generalization is a direction for the future research.
We found the training of Resnet-50 with other flavors of WN to be problematic. Training with
normalization propagation required a modification of the original algorithm to work with residual
connections to ensure that output of each layer stays normal under the normal distribution assump-
tion. And even with that modification network either converged to a poor local minimum or diverged
after a few iterations if the initial learning rate was large. Training proceeded further using weight
normalization with translated ReLU but tended to diverge suddenly after training for as much as 50
epochs. We discuss the reason for this instability in section 5.
5 WEIGHT NORMALIZATION ANALYSIS
Theoretically, weight normalization should ensure that the outputs of the network layers are approx-
imately normalized, assuming that the input data is normalized and weight matrices are close to
orthogonal. While this assumption holds for random Gaussian initialization, it might be sufficiently
violated later during the training. In practice we observed that since the weights change together,
each gradient update increases correlations between different neurons, thus violating the orthogo-
nality assumption. Moreover, if each layer increases the norm of its output even by a small fraction,
the error will be exponentially magnified throughout the network. This might explain the sudden
divergence of TReLU WN algorithms in the middle of the training. Figure 4 shows the norm of the
outputs of the first and last layers of ResNet-50 during training of the usual weight normalization
algorithm. As one can see, WN does not ensure complete normalization of the network. It should
be noted that this effect is an inherent property of weight normalization itself and not specific to
residual connections, activation function, bias term or convolutional operation.
To verify this hypothesis we trained a simple linear (with no bias) 50-layer fully-connected network
on ImageNet. Each layer except for the first and last was 64 neurons. With a wide range of learning
rates the network completely diverged in less than a hundred iterations due to the broken orthogo-
nality assumptions. This experiment demonstrates the limitations of weight normalization approach
for training of very deep networks.
5It should be noted that our final test top-1 accuracy of ResNet-50 with BN is lower then that of He et al.
(2016a). This is likely because we used simpler data preprocessing and only one central crop during testing.
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6 CONCLUSION
In this paper we provide the comparison of batch normalization and weight normalization algorithms
for the large-scale image classification problem (i.e. ResNet-50 on ImageNet). We found that while
having better training curves, WN algorithms show about 6% lower test top-1 accuracy which cannot
be restored by using dropout or increasing weight decay. This demonstrates that BN has a much
stronger regularization effect than previously observed. We also demonstrated that WN algorithms
are significantly unstable when applied to deep networks and can’t completely normalize activations.
We therefore conclude that WN algorithms are limited in practical application to relatively shallow
networks and cannot replace batch normalization for large-scale problems.
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