In this paper our propose is to find a common term which is included in the assumptions of theorems proving existence of zeros, implicit functions, fixed points or coincidence points. This new point of view allows us to weaken the assumptions which guarantee the solvability of nonlinear equations and to recommend a possible unified treatment of several classes of operators which appear in the theory of nonlinear equations.
nection with the geometrical properties of Banach spaces or the nearness of a mapping having good properties. By assumptions which are in connection with the geometrical properties of the Banach spaces, we mean monotonicity [2, 18, 36] , accretivity [5, 6, 17, 19, 27, 28, 30] , K-positivity [14, 16] , pseudo-contractivity [12, 22, 26] ). The nearness of two mappings A and B is satisfied, for example, when B is the differential of A at a point and A is a C 1 -mapping or in the nonsmooth case if B strongly approximates A in the sense of Robinson [20, 31, 32] or B is near A in the sense of Campanato [10, 11, 34, 35] . We will show that these assumptions have the same origin, which is a generalized accretivity. In this way the iterative procedures for finding zeros of strongly accretive mappings [13, 15, 24, 25] and fixed points for strong pseudo-contractions [13, 38] can be used to approximate the solutions of a great variety of nonlinear equations.
We start with a well-known nearness property of the differential. Let X and Z be Banach spaces, x 0 ∈ X, X 0 its neighborhood. Let A : X 0 → Z be a mapping which is Fréchet-differentiable on X 0 and suppose that dA : X 0 → L(X, Z) is continuous at x 0 . Then dA(x 0 ) approximates A in a neighborhood of x 0 in the following sense: for all ε > 0 there exists a neighborhood X ε ⊂ X 0 of x 0 such that
This property of the dA(x 0 ) was generalized by Robinson [31] for nonsmooth mappings. Using Robinson's idea, nonsmooth implicit function and inverse function theorems were proved [19, 20, 32] . We recall now the definition of the strong approximation given by Robinson [31] .
Definition I.1 Let X and Z be Banach spaces, x 0 ∈ X and X 0 its neighborhood. Let A, B : X 0 → Z. We say that A strongly approximates B at x 0 if for all ε > 0 there exists a neighborhood X ε ⊂ X 0 of x 0 such that for all x, y ∈ X ε
B(x) − B(y) − (A(x) − A(y)) ≤ ε x − y .
( We notice that for this implication it would be enough to suppose that (1.1) holds for some ε > 0 with ε · l < 1, where l is the Lipschitz constant of the inverse of B| X ε .
In order to prove connections between nearness and accretivity let us introduce the following definitions. These definitions are generalizations of the well-known notions of accretivity, strong or ϕ-accretivity. First we define a class Φ of functions ϕ : R + → R + which will be used to define the ϕ-accretivity. We say that ϕ ∈ Φ if ϕ(0) = 0, ϕ(r) > 0 for r > 0, lim inf r→∞ ϕ(r) > 0 and lim inf r→r 0 ϕ(r) = 0 implies r 0 = 0. In this class belong continuous mappings ϕ : R + → R + with ϕ(0) = 0, ϕ(r) > 0 for r > 0 and lim inf r→∞ ϕ(r) > 0 ( [17, 25, 28] ) and nondecreasing mappings ϕ with ϕ(r) > 0 for r > 0 ( [2, 19, 37] ). We remind that in a Banach space Z the normalized duality mapping J : Z ; Z * is defined by In Section 2 we define the notion of weak-nearness between two operators using the accretivity condition (1.5). We will prove that some properties (injectivity, surjectivity, openess, homeomorphism) carry over to weakly-near operators.
The main results of Section 3 prove the existence of zeros and of implicit functions for Ax = 0 and A(x, λ) = 0 respectively, when A is weakly-near to some "good" mapping B.
In Section 4 we consider the solvability of a Dirichlet problem for certain types of fully nonlinear elliptic equations, including those which cannot be linearized. Our treatment differs from the methods used for finding viscosity solutions for fully nonlinear elliptic equations, by the fact that we use the geometrical properties of Banach spaces to measure the nearness between functions, instead of focusing on the ordering relations which are needed to have viscosity subsolutions and supersolutions (see [9] ).
II. The notion of weak-nearness
A. Tarsia [34] and S. Campanato [11] Proof. Let us suppose that A is near B, which means that there exist α > 0, 0 < c < 1 such that for all x, y ∈ X
Hence, for each j(Bx − By) ∈ J(Bx − By) we have
and
If

1−c
α < 1 then the proof is complete, otherwise we can choose instead of 1−c α an arbitrary positive constant less then 1 . In this way we have proved that A is strongly accretive with respect to B. In order to prove that A is Lipschitzian with respect to B it is enough to notice that
Remark II.1 For the completeness of our treatment, let us prove the reverse implication in the case of a Hilbert space Z. Assuming that A is strongly monotone and Lipschitzian with respect to B, for an α > 0 we obtain
We finish the proof by observing that there exists α > 0 such that
Remark II.2 From the proof of Theorem 2.1 we realize that the following two conditions are equivalent: (i) There exists α > 0 and 0 < c < 1 such that
(ii) A is strongly accretive with respect to B.
In the following definition we give a notion which is weaker than the Lipschitz continuity with respect to B. We will introduce a weaker notion of nearness than those from Definitions 1.1 and 1.2 and we will use it to prove the existence of zeros, the existence of implicit functions and the existence of solutions for fully nonlinear elliptic equations.
Definition II.2 Let A and B be two mappings from a set X into a Banach space Z. We say that A is weakly-near B if A is ϕ-accretive with respect to B and continuous with respect to B.
Let us notice that, if X = Z and A : Z → Z is ϕ-accretive and continuous, then A is weakly-near to I, the identity map of Z. Using Theorem 2.1, we can see that if A is near B then A is weakly near B. In order to have the weak-nearness a strictly weaker condition than the nearness we need either a non Hilbert Banach space Z, or a weaker accretivity than the strong accretivity, or continuity instead Lipschitz continuity.
A. Tarsia mentioned in [35] that if A is near B then Ax = Ay if and only if Bx = By. When A is weakly-near B we have only that Ax = Ay implies Bx = By.
In [35] it is proved that some properties as injectivity, surjectivity, openess are preserved by nearness. In the next proposition we state that they are also preserved by weak-nearness. Proof. Let B be injective. In order to prove that A is injective, let us consider x, y ∈ X with Ax = Ay. Using (1.5) we get that Bx = By, which implies that x = y. 
III. Existence of zeros and of implicit functions by using the weak-nearness
First we will recall a lemma regarding the existence of zeros in Banach spaces for ϕ-accretive mappings. We will use this lemma to prove the existence of zeros for mappings which act between a set and a Banach space. Actually, these two results are equivalent, because if in Theorem 3.1 we take X = B(z 0 , r) and B = I we get Lemma 3. Since A is weakly-near to B, it follows that g is ϕ-accretive (in the same manner as in the proof of Proposition 2.1). Assumption (iii) implies that
for all t > 0 and z ∈ ∂B(z 0 , r). So the mapping g| B(z 0 ,r) satisfies the hypothesis of Lemma 3.1, and hence there exists z ∈ B(z 0 , r) with g(z) = 0. Therefore, 0 ∈ A • B −1 (z), which implies the existence of
We will prove now an implicit function theorem, which can be considered a generalization of the classical implicit function theorem and of the implicit function theorems found in [19, 20, 31, 32, 34] . The main advantage of this theorem is that we do not assume a uniform ϕ-accretivity of the mappings A(·, λ) with respect to B and that the set X does not need to have any linear or topological properties. (see Corollary 3.1 and the connections with other implicit function theorems [19] ).
Theorem III.2 Let X be a set, Λ be a topological space, Z be a Banach space. We consider x 0 ∈ X, λ 0 ∈ Λ, z 0 ∈ Z, a neighborhood Λ 0 of λ 0 , a constant r > 0 and the mappings A : Proof. Let
(ii) B(z 0 , r) ⊂ B(X), (iii) A(·, λ) is weakly-near to B (with respect to a function
and for all t ≥ 0 we have
and hence
||A(x, λ) + t(Bx
− z 0 )|| ≥ ϕ λ (R) − ||A(x 0 , λ)||.
Assumption (iv) implies that for each
The following corollary is a special case of Theorem 3. 
IV. Fully nonlinear elliptic PDE
In this section we consider the solvability of the Dirichlet problem for certain types of fully nonlinear elliptic equations. For these problems we use the method of weakly-near operators. We obtain existence and uniqueness results and, also, W 2,p -estimates for the solutions. The theory of near operators was applied by S. Campanato [11] and A. Tarsia [34, 35] to fully nonlinear elliptic systems. They proved that the ellipticity condition (4.1) implies that the operator A (see Theorem 4.1 below) is near the Laplace operator ∆ in L 2 (Ω). We will use the ellipticity condition (4.7) to prove that a more difficult operator A, given by (4.11), is weakly-near to the linear operator B, given by (4.5), in L p (Ω). The ellipticity condition (4.1) implies that the function a is Lipschitz with respect to M . This fact assures that M → a(x, M ) is almost everywhere differentiable, which allows the linearization of equation (4.2). Our results permit to deal also with equations for which the linearization is not possible, since our function a(x, ·) need not to be differentiable or Lipschitz.
In what follows, Ω will be a C 2 bounded domain of R n .
We denote by R n×n the space of n × n real matrices; | · | m is the Euclidian norm in R m ; trN = n i=1 ξ ii is the trace of the n × n matrix N = (ξ ij ).
In [11, 34, 35] the authors considered a function a : (x, ·) is continuous, (iv) there exists three positive constants α, β, γ, with γ + δ < 1 such that
The main result in [11] is the following.
Theorem IV.1 If all the above conditions hold then
This theorem implies that for every f ∈ L 2 (Ω) the problem
has a unique solution. We remark that a satisfies condition (4.1) if and only if
One could prove that A is weakly-near ∆ (see [8] ) if we replace (4.1) by the weaker condition that there exist some positive constants c i ,
Theorem 4.1 remains valid under (4.4).
In what follows we shall propose a condition, which assures that A is weakly-near to some linear elliptic operator
where
Moreover, we shall work in L p (Ω), with 2 ≤ p < ∞. Before stating our assumptions and results, let us write the operator B and its ellipticity condition as (see [33] ):
where S n denotes the set of n × n symmetrical matrices and N ≥ 0 means that the symmetrical matrix N = (ξ ij ) is semipositive definite (i.e. 6) or n < 2p and there exist α :
for almost all x ∈ Ω, for all r, s
We can see that the ellipticity condition (a5) implies that the following ellipticity condition used in [33] is satisfied:
for all N ∈ S n , N ≥ 0 . Let us consider the following problem:
Our main result is the following theorem. 
For the proof of Theorem 4.2 we need the following lemmas. (4.5) ) is well defined and it is a homeomorphism. Moreover, there existsC > 0 such that
(4.10)
Let us consider now the mapping
Lemma IV.2 A is well defined and continuous.
Proof. Using the condition (a4) we get that
Then, in both cases the right side of this inequality is an L p -function, and we can deduce that A is well-defined and continuous. 2
Lemma IV.3 A is weakly-near to B.
Proof. A is continuous with respect to B because A and B −1 are continuous. We will prove that A is strongly-accretive with respect to B. The normalized duality map of the Banach space 
So,
Using (4.10) we can deduce the estimate (4.9). 2
In [34] the following problem is also considered
The function g : Ω × R → R is measurable in x ∈ Ω and there exists 0 < c < λ 1 (where λ 1 is the smallest eigenvalue of the Laplace operator −∆) such that, for all r, s in R and for almost every
Existence and uniqueness results for problem (4.13) were obtained for sufficiently small constants c. We give a similar result for the problem
We assume that g satisfies either (g1) or (g2) stated below:
, where λ 1 (−B) is the first eigenvalue of (−B). In addition to previous assumptions for the linear elliptic operator B, we consider that it has the divergence form 
Proof. Let us consider the mappingÃ : ThenÃ is weakly-near B, which is bijective. ThusÃ is bijective and the existence and unicity of the solution of (4.14) follows. The estimation can be obtained as in the proof of Theorem 4.2. 2
