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Abstract—In this paper, the building thermal dynamic char-
acteristics are introduced in the community microgrid (MG)
planning model. The proposed planning model is formulated
as a mixed integer linear programming (MILP) which seeks
to determine the optimal deployment strategy for various dis-
tributed energy resources (DER). The objective is to minimize
the annualized cost of community MG, including investment cost
in DER, operation cost for dispatchable fuel-generators (DFG),
energy storage system (ESS) degradation cost, energy purchasing
and peak demand charge at PCC, customer discomfort cost due
to the room temperature deviation and load curtailment cost.
Given the slow thermal dynamic characteristics of buildings, the
heating, ventilation and air-conditioning (HVAC) system in the
proposed model is treated as a demand side management (DSM)
component, whose dispatch commands are provided by the
central MG controller. Numerical results based on a community
MG comprising of 20 residential buildings demonstrate the
effectiveness of the proposed planning model and the benefits
of introducing the building thermal dynamic model.
Index Terms—Community MG planning, thermal dynamic
model, MILP, HVAC.
NOMENCLATURE
Indices and Sets
n Index of DFG.
l Index of energy blocks offered by DFG.
w, v Index of WT and PV.
b Index of ESS.
m, d, t Index of month, day, time interval.
Ωn,Ωl Set of DFGs and their energy blocks.
Ωw,Ωv, Ωb Set of WTs, PVs and ESSs.
Ωm,Ωd,Ωt Set of months, days and time intervals.
Ωmdt Set of days and time intervals belong to
month m.
Variables
δw, δv Binary variable associated with installing an
WT/PV.
δn, δb Binary variable associated with installing a
DFG/ESS.
αndt Binary variable indicating on/off status of DFG
n on day d at time t.
This work is supported by SGCC Science and Technology Program under
project Hybrid Energy Storage Management Platform for Integrated Energy
System.
βndt Binary variable associated with the start-up
status of DFG n on day d at time t.
Pndtl Power generation from the l-th block of energy
offered by DFG n on day d at time t.
Pndt Power output of DFG n on day d at time t.
P cbdt, P
d
bdt Charging/discharging power of ESS b on day
d at time t.
SOCbdt State of charge of ESS b on day d at time t.
Pwdt, Pvdt Power output from WT/PV w/v on day d at
time t.
∆P lshdt Load shedding in house h on day d at time t.
PPCCdt Power exchange at PCC on day d at time t.
P pkm Peak demand at PCC in month m.
Parameters
Aw, Av Annuity factor of WT/PV.
An, Ab Annuity factor of DFG/ESS.
CPw , C
P
v , C
P
n Cost of power capacity of WT/PV/DFG.
CPb , C
e
b Cost of power/energy capacity of ESS.
anl Marginal cost of the l-th block of energy
offered by DFG n.
kn, en No-load and startup cost for DFG n.
λPCCdt Electricity price at PCC on day d at time t.
cb Degradation cost of ESS b.
wh Customer discomfort cost of house h.
dls Penalty for load shedding.
λdcm Peak demand in month m.
Pminn , P
max
n Minimum/maximum output of DFG n.
Pmaxnl The maximum output power of the l-th
energy block for DFG n.
Pmaxb , E
max
b Power/energy capacity of ESS b.
γminb , γ
max
b Minimum/maximum energy level of ESS b.
ηcb , η
d
b Charging/discharging efficiency of ESS b.
Pmaxw , P
max
v Power capacity of WT/PV.
rwdt, rvdt Available capacity factor of WT/PV w/v
on day d at time t.
T dhdt The desired indoor temperature of house h
on day d at time t.
θhdt Allowed temperature deviation of house h
on day d at time t.
P ls,maxhdt Maximum load curtailment of house h on
day d at time t.
Other symbols are defined as required in the text.
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I. INTRODUCTION
Amicrogrid (MG) is a small-scale, low-voltage activedistribution network consisting of different distributed
generators (DG), energy storage system (ESS) and responsive
loads, which is operated either in grid-connected or islanded
mode [1], [2]. In grid-connected mode, a MG can be regarded
as a controllable entity as it can not only export/import power
from the main grid, but also offer various ancillary services
such as voltage and frequency regulation through the point of
common coupling (PCC). In islanded mode, a MG has the
capability of satisfying loads locally, which enhances energy
reliability and resiliency. Thus, there is a great interest in the
implementation and deployment of MG from both industry
and academia [3]–[5].
The objective of MG expansion planning is to determine the
optimal size and type of distributed energy resources (DER),
i.e., DG and ESS. A rationally planned MG should ensure
the economic benefits of MG deployments and further justify
the return on investments (ROI). The models and solution
approaches for the MG planning have been extensively studied
in the technical literature. In [6], the optimal allocation and
economic operation of ESS in MG are addressed by genetic
algorithm (GA). The authors in [7] leverage particle swarm
optimization (PSO) to determine the optimal size of distributed
energy resources (DER) in a community MG. The obtained
results are compared with HOMER software [8]. To improve
the voltage profile and reduce power losses, reference [9]
proposes an approach to optimally place DG in distribution
network based on continuous power flow (CPF).
With the advances in branch-and-bound algorithm, mathe-
matical programming has also been widely employed to solve
the planning problem. Reference [10] proposes a DER sizing
model in a hybrid AC/DC MG configuration. The authors in
[11] propose a method to calculate the optimal ESS size in
a MG considering reliability criterion. The complete model
is formulated as a mixed integer linear programming (MILP)
problem and solved by commercial solvers. The co-planning
of renewable energy resources (RES) and ESS in a residential
MG is presented in [12]. The intermittent characteristics of
renewable generation are captured by stochastic program-
ming. In [13], the MG planning model considering differ-
ent uncertainties such as forecast errors for loads, variable
renewable generation and islanding incidents is proposed. To
relieve the computational burden, the complete optimization
model is decomposed into the investment master problem
and operation subproblems. The authors in [14] propose a
two-stage robust optimization model to identify the optimal
location of DG in MG. The column-and-constraint generation
(CCG) is leveraged to solve the problem. A chance constrained
information-gap decision model for multi-stage MG planning
model is presented in [15]. A customized bilinear Benders
decomposition algorithm is developed to solve the model.
Few of the previously mentioned work have incorporated
the heating, ventilation, and air conditioning (HVAC) systems
and building thermal dynamics into the MG planning model.
According to [16], the HVAC system can be treated as a
promising candidate for the demand side management (DSM)
given the slow thermal dynamic characteristics of buildings.
Specifically, with a user preferred indoor temperature, the
HVAC system can precool/preheat buildings when the elec-
tricity price is low and be switched off when the price is
high without sacrificing the user comfort level. Therefore,
a more useful MG investment plan can be achieved if the
building thermal dynamic model is considered. Reference [17]
integrates the thermal dynamic model of buildings in the ESS
sizing problem. To the best of the authors knowledge, none
of the existing literatures evaluates the impacts of building
thermal dynamics on MG planning model.
This paper proposes a community MG planning model
incorporating building thermal dynamics. Consider a single
target year, the optimization model jointly minimizes the
investment in different types of DERs, as well as the expected
operation cost. The complete model is originally nonlinear and
recasted as an MILP model by a linearization technique. The
contribution of this paper are twofold:
• to develop a MG planning model integrating the building
thermal dynamics;
• to evaluate the benefits brought by the building thermal
dynamics in the MG planning process based on detailed
numerical results.
The remaining sections are organized as follows. In Section
II, the model of community MG and building thermal dy-
namics are described. Section III illustrates details of the MG
planning model. In Section IV, case studies and numerical
results are provided. Finally, conclusions and future work are
given in Section V.
II. SYSTEM MODEL
A. Community MG
In this work, the candidate DER for the considered com-
munity MG includes dispatchable fuel-generators (DFG), RES
and ESS. There also exists a number of residential houses.
We assume that the load for each house is divided into HVAC
load and non-HVAC load. Moreover, each house is equipped
with a house energy management system (HEMS), which
collects the house information, controls the house appliances
and communicates with the central MG controller. With the
information provided by each HEMS, forecasted renewable
generations and electricity market price, the community MG
controller determines the optimal scheduling of DG and ESS,
the amount of power exchange at PCC and the operation states
of HVAC systems.
B. HVAC System and Building Thermal Dynamics
Traditionally, the HVAC system in a house is controlled by
a temperature sensor and a controlled relay circuit. With the
allowable indoor temperature settings provided by customers,
the temperature sensor detects the current indoor temperature
and the controlled relay circuit decides the on/off status of
HVAC. As an example, in the heating mode, the controlled
relay will turn the HVAC on if the indoor temperature is lower
than the floor of the allowed temperature. The HVAC will be
switched off until the indoor temperature reaches the ceiling of
the allowed temperature. The traditional HVAC control method
is referred as ‘simple’ control in this work.
As mentioned in Section II-A, we assume that the central
MG controller implements surrogate control of HVAC systems
and offers the dispatch commands based on the scheduling
model. To achieve that, the building thermal dynamics should
be included in the MG scheduling framework. We leverage
the third order state space model proposed in [18] to describe
the building thermal dynamic characteristics as:
Th,d,t+1 = AhThdt +BhUhdt, ∀d,∀h,∀t (1)
where Tdht = [T inhdt, T
m
hdt, T
e
hdt]
T denotes the state vector and
Uhdt = [T
a
dt,Φdt, (u
H
hdt − uChdt)ξhPHh ]T represents the input
vector. Specifically, T inhdt, T
m
dht and T
e
dht indicate the indoor
temperature, the temperature of thermal accumulating layer
of the inner walls and the temperature of house envelope
respectively, for house h on day d at time interval t. T adt and
Φdt denote the ambient temperature and solar irradiance on
day d at time interval t. Two binary variables uHhdt and u
C
hdt are
introduced to flag the HVAC operation mode, i.e., heating and
cooling. ξh is the coefficient of performance (COP) of HVAC
for house h and PHh denotes the rated power of HVAC system
in house h. Finally, the coefficients matrices Ah and Bh
depend on the thermal capacitance and resistance of the house,
the effective window area and the fraction of solar irradiatation
entering the inner walls and floor. Reference [16], [18] provide
details regarding the derivation of building thermal dynamics,
i.e., equation (1).
III. PROBLEM FORMULATION
In this section, the complete MG planning model is first
illustrated, and then a linearization technique is leveraged to
transform the nonlinear model into an MILP model.
A. Optimization Model
The complete optimization model is given by (2)-(21):
min
ΞOM
CI + CO (2)
s.t. (1) and
CI = A
w
∑
w∈Ωw
CpwP
max
w δw +A
v
∑
v∈Ωv
CpvP
max
v δv
+An
∑
n∈Ωn
CpnP
max
n δn +A
b
∑
b∈Ωb
(CpbP
max
b + C
e
bE
max
b )δb
(3)
CO = pi1{
∑
n∈Ωn
∑
d∈Ωd
∑
t∈Ωt
[
∑
l∈Ωl
anlPndtl + knαndt + enβndt]
+
∑
d∈Ωd
∑
t∈Ωt
λPCCdt P
PCC
dt +
∑
b∈Ωb
∑
d∈Ωd
∑
t∈Ωt
cb(P
c
bdt + P
d
bdt)
+
∑
h∈Ωh
∑
d∈Ωd
∑
t∈Ωt
wh|T inhdt − T dhdt|+ dls∆P lshdt}
+ pi2
∑
m∈Ωm
λdcmP
pk
m (4)
CI ≤ CmaxI (5)
Pndt =
∑
l∈Ωl
Pndtl + αndtP
min
n , ∀n, ∀t,∀d (6)
0 ≤ Pndtl ≤ Pmaxnl , ∀n, ∀d, ∀t, ∀l (7)
0 ≤ Pndt ≤ Pmaxn αndt, ∀n, ∀d,∀t (8)
βndt ≥ αndt − αnd,t−1, ∀n, ∀d, ∀t (9)
αndt ≤ δn, ∀n, ∀d,∀t (10)
0 ≤ P cbdt ≤ δbPmaxb , ∀b,∀d, ∀t (11)
0 ≤ P dbdt ≤ δbPmaxb , ∀b,∀d, ∀t (12)
δbγ
min
b E
max
b ≤ SOCbdt ≤ δbγmaxb Emaxb , ∀b,∀d,∀t (13)
SOCbdt = SOCbd,t−1 + P cbdtη
c
b∆t− P dbdt/ηdb∆t,
∀b,∀d,∀t (14)
0 ≤ Pwdt ≤ δwPmaxw rwdt, ∀w,∀d,∀t (15)
0 ≤ Pvdt ≤ δvPmaxv rvdt, ∀v,∀d,∀t (16)
T dhdt − θhdt ≤ T inhdt ≤ T dhdt + θhdt, ∀h,∀d,∀t (17)
0 ≤ ∆P lshdt ≤ P ls,maxhdt , ∀h,∀d,∀t (18)∑
w∈Ωw
Pwdt +
∑
v∈Ωv
Pvdt +
∑
n∈Ωn
Pndt +
∑
b∈Ωb
(P dbdt − P cbdt)
+ PPCCdt =
∑
h∈Ωh
[(uHhdt + u
C
hdt)P
H
h + (P
O
hdt −∆P lshdt)],
∀d,∀t (19)
− PPCC,maxdt ≤ PPCCdt ≤ PPCC,maxdt ,∀d, ∀t (20)
P pkm ≥ PPCCdt , ∀m,∀d ∈ Ωmdt,∀t ∈ Ωmdt (21)
The optimization variables of the proposed MG planning
model are those in set ΞOM = {δw, δv, δn, δb, Pndtl,
Pndt, αndt, βndt, P
c
bdt, P
d
bdt, SOCbdt, Pwdt, Pvdt, u
H
hdt, u
C
hdt,
∆P lshdt, T
in
hdt, T
m
hdt, T
e
hdt, P
PCC
dt , P
pk
m }. The objective function
seeks to minimize the total annualized cost including
both the investment (CI ) and the operation cost (CO),
whose expressions are described by constraint (3) and (4).
Specifically, the first line in (3) denotes the investment in
wind turbines and PV panels and the second line represents
the investment in DFG and ESS. With respect to the
annualized operation cost, i.e., (4), several representing days
are selected. The first line in (4) indicates the operation cost
for DFG which includes three terms. The first term denotes
the fuel cost which is described by the piecewise linear
function. The no-load and startup cost are represented by the
second and third terms. The second line denotes the energy
purchasing/selling cost/benefits at the PCC of distribution
network and the degradation cost of ESS. The customer
discomfort cost due to the difference between indoor and
desired temperature, and the involuntary load shedding cost
are described by the third line. Note that the aforementioned
operation costs are on daily basis and should be scaled to
annualized cost by the scaling factor pi1. Finally, the last line
in (4) represents the monthly peak demand charge, which is
scaled to the annualized cost by a different scaling factor pi2.
The budget on the annualized investment in DER is imposed
in constraint (5). Constraint (6) and (7) represent the output
for DFG and ensure that they deliver at least minimum power
when committed. Constraint (8) enforces the generation of
dispachable units to be zero if not committed. The relationship
between start up indicator and on/off status of dispatchable
units is illustrated in constraint (9) [19]. Constraint (10)
enforces that the DFG will produce no power when it is not
installed. Constraint (11) and (12) denote the limits of charging
and discharging power of ESS. The limit on the state of charge
(SOC) is enforced by (13). The SOC transition is illustrated
by constraint (14). Constraint (15) and (16) denote that the
output of RES should be bounded by its available capacity.
The indoor temperature is constrained by (17). Constraint (18)
places an upper limit on the load curtailment amount. The
power balance equation is enforced by constraint (19). The
limits on the amount of power exchanging with the power
grid are denoted by constraint (20). Finally, the peak power at
PCC is represented by constraint (21).
B. Linearization
As observed from the optimization model, the only nonlin-
ear term is the absolute term in (4). Fortunately, this term
exists in the objective function. We introduce two positive
slack variables and one additional constraint to linearize the
term as follow [20], [21]:
T inhdt − T dhdt + shdt,1 − shdt,2 = 0 (22)
shdt,1 ≥ 0, shdt,2 ≥ 0 (23)
Then the absolute values term becomes:
wh|T inhdt − T dhdt| → whdt(shdt,1 + shdt,2) (24)
The complete model is transformed into an MILP, which
can be efficiently solved by off-the-shelf solvers.
IV. NUMERICAL RESULTS
We test our proposed planning model on a community
MG consisting of 20 residential buildings with corresponding
HVAC and non-HVAC loads. Following [17], we select three
days, i.e., Jan. 1st, Apr. 15th and Aug. 1st in 2016, which
represent a typical winter, spring and summer day in the
southeast states of US. The time resolution is chosen to be
15 minutes. More days can be easily included but the trade-
off between computational efficiency and accuracy should
be considered. The solar irradiance and temperature on the
selected days are extracted from [22]. The peak value of non-
HVAC load is 213.47 kW. The non-HVAC load profile, energy
price at PCC are the same as [23]. The peak demand charge
is selected to be $2/kW for summer and $1/kW for winter and
spring. The load shedding cost is selected to be $10/kWh and
the upper bound of the load curtailment is 10% of the non-
HVAC load. The rated power (PHh ) and COP (ξh) of HVAC
system are selected to be 5 kW and 4 respectively. The desired
indoor temperature is selected to be 21◦C with the allowed
deviation to be ±2◦C. The customer discomfort cost is set
to be $0.05/◦C. Reference [18] provides the other parameters
for the residential buildings. The standard error of estimate is
used to represent the variety of different houses.
The candidate DER comprises wind turbines (WT), PV
panels (PV), diesel engines (DE), microturbines (MT) and two
types of batteries (ES1, ES2), whose investment parameters
are provided in Table I and II. The other operation parameters
of DE and MT, i.e., startup cost and no-load cost, are taken
from [23]. The operation cost of WT and PV are assumed to
be zero. The available WT and PV capacity factors are based
on [24]. Note that the annuity factors in (3) are calculated by
the interest rate and life time of DER [25]. In this work, the
interest rate is set to be 5% and the life time of DER is 10
years.
The complete problem is implemented in YALMIP [26] and
solved by CPLEX [27]. The “mipgap” is set to be 0.5%. All
the simulations are conducted on a computer with an Inter
Core(TM) i7-6600U CPU @ 2.60 GHz and 16.0 GB RAM.
TABLE I
INVESTMENT PARAMETERS OF CANDIDATE DG
Rated Min Capital Num Fuel
Type Power Output Cost Limit Cost ($/kWh)
(kW) (kW) ($/kW) l = 1 l = 2 l = 3
WT 120 0 2700 2 - - -
PV 80 0 2100 2 - - -
DE 60 10 540 2 0.2822 0.3732 0.4643
MT 80 10 810 2 0.2392 0.3163 0.3936
TABLE II
INVESTMENT PARAMETERS OF CANDIDATE ESS
Rated Rated Power Energy Effi- Num
Type Power Energy Cost Cost ciency Limit
(kW) (kWh) ($/kW) ($/kWh)
ES1 90 150 324 180 0.95 2
ES2 100 200 240 216 0.85 2
We consider four cases in the simulations: 1) The budget
CmaxI is zero for the proposed MG planning model; 2) The
budget CmaxI is $80k for the proposed MG planning model;
3) The budget CmaxI is $100k for the proposed MG planning
model; 4) The budget is the same as 3) but the simple control
for HVAC system is used.
TABLE III
MG PLANNING RESULTS FOR DIFFERENT CASES
C1 C2 C3 C4
# of WT 0 0 1 1
# of PV 0 2 1 1
# of DE 0 1 0 0
# of MT 0 2 2 2
# of ES1 0 1 2 2
# of ES2 0 0 0 0
Annualized 0 77.98 98.15 98.15
Investment Cost ($ 103)
Annualized 565.59 409.90 372.26 394.98
Operation Cost ($ 103)
Annualized 565.59 487.88 470.42 493.14
Total Cost ($ 103)
Computational 233.33 563.64 635.36 3.69Time (s)
Table III provides the planning results for different cases.
When the budget is zero, all the loads in the community will
12AM  3AM  6AM  9AM 12PM  3PM  6PM  9PM 12AM
Time
0
0.5
1
1.5
2
St
at
e 
of
 H
VA
C
0
0.2
0.4
0.6
Pr
ic
e 
at
 P
CC
 ([$
/kW
h])HVAC CoolingPrice at PCC
(a) Simple control
12AM  3AM  6AM  9AM 12PM  3PM  6PM  9PM 12AM
Time
0
0.5
1
1.5
2
St
at
e 
of
 H
VA
C
0
0.2
0.4
0.6
Pr
ic
e 
at
 P
CC
 ([$
/kW
h])HVAC CoolingPrice at PCC
(b) Surrogate control
Fig. 1. Comparison of different control strategy of HVAC for house #1.
be covered by the purchased power from PCC. The annualized
total cost is $565.59k. For Case 2, the planning results suggest
to install 2 PV, 1 DE, 2 MT and 1 ES1. The installation of DER
reduces the total cost to $487.88k despite their investment.
In Case 3, 1 PV, 1 WT, 2 MT and 2 ES1 are selected and
the total cost is further decreased to $470.42k. Case 4 and
Case 3 have the same investment results. Nevertheless, the
operation cost for Case 3 is around $22.72k less than that of
Case 4, which demonstrates the benefits of surrogate control
of HVAC systems in our proposed model. With respect to
the computation issues, Case 4 has the fastest computational
time. The reason lies in that the HVAC on/off states are pre-
determined by solving equation (1) in the simple control so
the number of binary variables in the optimization model is
significantly reduced.
Fig. 1 illustrates the HVAC on/off status versus the electric-
ity price at PCC on the Summer day. As can be observed from
the figure, the simple control of HVAC does not respond to
the electricity price. The HVAC is turned on to cool the house
when the outdoor temperature is high, i.e, 9AM-6PM. On the
other hand, the surrogate control switches on the HVAC to
precool the house during the low price hours (before 9AM),
and turns off the HVAC during some peak price intervals
(12PM-3PM). Thus, the total operation cost is reduced.
The total load of MG by using different control strategies
is depicted in Fig. 2. As expected, a portion of load is shifted
to the off-peak hours, i.e., around 8AM, which is due to the
precooling of the house. In addition, compared to the simple
control, several off states of house HVAC lead to the MG load
reduction during the peak hours (11AM-3PM), by using the
surrogate control.
Fig. 3 provides the output power of the installed ESS on the
Summer day. As can be observed from the figure, the behaviors
of ESS under the two control strategies are similar. The ESS
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Fig. 2. MG load with different control strategy on the Summer day.
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Fig. 3. The output power of ESS under different control strategy.
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Fig. 4. The total and operation cost vs. DER budget.
will be charged and stored energy during the off-peak hours,
and discharge the stored power during the peak hours when
the electricity price is high.
Fig. 4 illustrates the total and operation cost as a function
of the budget on DER. Note that the surrogate control strategy
is applied for this plot. As can be seen from the figure, both
of the operation cost and total cost decrease as the budget
on DER increases. However, most of the cost reductions are
achieved when the budget on DER is $180k. The cost can be
further reduced if the budget is increased but the amount of
the cost reduction is small.
V. CONCLUSIONS AND FUTURE WORK
This paper proposes an MILP-based optimization model for
community MG planning. Different types of DER including
ESS, DFG and RES are considered. In addition, the detailed
building thermal dynamic characteristics are integrated into the
planning model. The optimization model seeks to identify the
investment strategy on DER subject to a series of operational
and investment constraints. Numerical results based on a com-
munity MG consisting of 20 residential buildings demonstrate
the effectiveness of the proposed planning model. Moreover,
the benefits of including building thermal dynamics in the MG
planning model are illustrated.
The islanding capability is an important feature for MG.
Future work will extend the planning model to consider the
MG islanding uncertainties.
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