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In this paper we consider the following equation: 
X” +f(x) x’ + g(x) = e(t) where x’ = dxldt. (1) 
We assume the following conditions. 
(2) f and g are continuous functions for all real x. 
(3) e is a sectionally continuous function for real t, e(t) # 0 almost 
everywhere, e is periodic with smallest positive period T and Jz+F e(t) dt = 0 
for any real c. 
(4) f(x) > 0 for all x. 
(5) xg(x) > 0 for all x # 0. 
We shall determine necessary and sufficient conditions for boundedness 
of solutions, for existence of periodic solutions and for oscillation of solutions. 
In particular, in Proposition 2.9 we obtain global boundedness of solutions 
without requiring that j,“g(s) ds b e unbounded. This answers a question 
posed in [5j p. 31. For the unforced equation, the question was settled 
in [Z6] and [4]. Our main results are embodied in Theorem 2.14 and 
Theorem 3.1. Our results for the forced equation essentially parallel the 
results in [4] for the unforced equation. 
The problem has been considered by a number of authors during the 
last fifty years. A rather complete bibliography is given in [33] up to 1960. 
Other contributions are found in [l-3, S-15, and 17-371. 
We define the functions F, G and EC by F(x) = J,“f(s) ds, G(x) = si g(s) ds 
and EC(t) = sz e(s) u!r respectively. 
Several systems of equations equivalent to (1) will be considered. One 
such system is defined as follows. Let x’ = y -F(x) + E,(t). Then 
X” = y’ -f(x) x’ + e(t) or y’ = -g(x). We thus have the system: 
x’ = y -F(x) + EJt) (c real) 
y’ = -g(x). (6) 
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We note that a solution x(t) of (I) is b ounded if and only if the x-component 
of a corresponding solution (x(t), y(t)) of (6) is bounded. Likewise, a solution 
x(t) of (1) and its derivative x’(t) are bounded if and only if the corresponding 
solution (x(t), y(t)) of (6) . b 1s ounded. A solution (x(t), y(t)) of (6) is periodic 
if and only if x(t) is a periodic solution of (1). 
Conditions (2)-(5) imply that for any real x,, , y,, and t, there exists a 
solution (x(t), y(t)) of (6) such that (x(tJ, y(Q) = (x,, , y,,). Further, the 
solution (x(t), y(t)) is defined for all t > t,, . (See [5]; p. 36) 
2. BOUNDED AND PERIODIC SOLUTIONS 
We first give a lemma which we will have several occasions to use. 
LEMMA 2.1. EC is continuous and has period T for all real c. There exist a 
and b swh that E,(t) > 0 and E,(t) < 0 for all t. 
Proof. EC is continuous since e is sectionally continuous. EC(t + T) 
= SF’ e(s) ds = $ e(s) ds + r’e(s) ds = Ji e(s) ds = E,(t) for all t so E,, 
has period T. 
Now consider the function E, . There exists a in [0, TJ such that 
E,(a) is an absolute maximum. 
= c e(s) ds + Ji e(s) ds = 
E,(t) > 0 for some t implies ji e(s) ds 
-E,( a f E,(t) > 0. That is, E,,(t) > E,(a). ) 
This.contradicts the choice of a and therefore E,(t) < 0 for all t. 
Likewise, one chooses b in [0, T] such that E,(b) is an absolute minimum. 
Then E*(t).> 0 for all t. 
A necessary condition for boundedness of all solutions will next be given. 
THEOREM 2.2. For any c E Re and any f, g and e satisfying (2)-(j), all 
solutions of (6) are bounded only if r f (x) + ( g(x)1 & = fco. 
Proof. We consider the following system of equations. Choose b as in 
Lemma 2.1 and let x’ = y + Eb(t). Then X” = y’ + e(t) or y’ = x” - e(t) 
= -f(x) x’ -g(x) = -f (x)(y + E,(t)) -g(x). Hence, we have: 
x’ = Y + G(t) 
Y’ = -f(x)(y + W)) -g(x). 
(7) 
Now suppose Jr (f(x) + g(x)) dx = A4 < m. For x > 0 and y > 0, 
we hive from (7) that: 
dr - = -f(x) +y sgg& > -(f(x) +&))y+. 
dx (8) 
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We define a second differential equation. 
dy - = -(f(x) f g(x)) y+ 
d.y (7*! 
Solutions of (7*) are of the form: 
y - ln(y + 1) = y. - WY0 + 1) - 1’ (f(s) + g(s)) ds. 
20 
Let 0*(x, , yo) be an orbit of (7*) passing through (x0 , yo). If there exists 
(x, 1) E 0*(x, , yo) for every y. then for every y. > 4 there exists x such that 
1 - In 2 = y. - ln(y, + 1) - fz (f(s) + g(s)) ds > yo/2 - M 
d %I 
That is, every y. < 2(1 - In 2 + M). This contradicts the existence of 
solutions for any given initial condition. 
Thus, there exist ?co > 0 and y. > 0 such that y > 1 if (x, y) is in 
0*(x,, yo) and x > x0. Choose such an (x0, yo) and let (x(t), y(t)) be a 
solution of (7) which satisfies (x(t,), y(t,)) = (x0, yo). Let 0(x, ,yo , to) 
be the orbit of this solution. From (7*) and (8) we see that y > y* > 1 
if (x,y) is in 0(x,, y,, , to), (x, y*) E 0*(x,, yo) and x > x0. By Rolle’s 
theorem it follows that x(t) > I = x0 for t > t, . Therefore y(t) > 1 
for t > to . Hence, for the solution (x(t), y(t)), x’ = y + E,,(t) > 1 for all 
t > t, so x > t - to $x0+ mast+m. 
The converse of Theorem 2.2 does not hold in general. We next give 
a theorem which states when this converse does not hold. 
THEOREM 2.3. Let f satisfy conditions (2) and (4) and let F be bounded for 
all x. Then there exist functions g and e satisfying (2), (3) and (5), with g also 
unbounded for x < 0 and for x > 0, such that (6) has an unbounded solution. 
Proof. Let ’ F(x)’ < ill for all x. Define the functions g and e by g(x) = x 
and e(t) = 4M sin t respectively. Then system (6) becomes: 
x’=y-F(x)-4Mcost, (c = ?r/2) 
y’ = -x. 
By the variation of parameters formula, this system has the matrix solution: 
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If t is in (2~2 : n is a positive integer} then we have: 
Then, 
x(t) = Cl + 
s 
1 (-F(x(s)) cos s - 4M COG s) ds. 
j’ (--F( t x s ( N cos s - 4M cos2 s) ds < -2Mt - M sin 2t + I I FW)I ds 0 0 
< -2Mt - M sin 2t + Mt 
= -Mt - Msin2t+ ---co as t+ co. 
Hence, the above x(t) is unbounded for t > 0. 
We note that such an example is found in [II]. 
If all solutions of system (6) are uniformly eventually bounded and if 
there exists a periodic solution of (6) then we say system (6) satisfies condition 2. 
The next theorem gives a partial converse of Theorem 2.2. 
THEOREM 2.4. For any real c and any f, g and e satisfying (2)-Q), if 
St” (f(s) + I g(s)l) ds = f co and t.. F is unbounded for either x > 0 or for 
x < 0 then system (6) satis$es condition Z. 
The proof of Theorem 2.4 will consist of a sequence of propositions. 
In proving the propositions we use the following lemmas which we give 
without proof. (cf. [7]) 
LEMMA 2.5. Let C be a simple closed curve in the phase plane of system (6) 
where (2)-(5) are satisfied. Iffor every solution (x(t), y(t)) of (6) which intersects C 
at (x(Q, y(Q) for some t, , there exists a t, > t, such that (x(t), y(t)) is inside C 
for all t in (tl , tz), then all solutions in C or inside C for some t, remain inside C 
for t > t2. and (6) has a periodic solution. 
L~rmu 2.6. Let C be a sectionally smooth simple closed curve in the phase 
plane of (6) and let conditions (2)-(5) hold. Let (x(t), y(t)) be a solution of (6) 
such that (x(b), r(h)) is in C (not inside C) and let R be an outward normal 
vector to C at (x(Q, y(Q). If 2 . (x’(Q, y’(Q) < 0 then there exists a t, > t, 
such that (x(t), y(t)) is insides C for t in (tl , t2). 
we are now ready to proceed with the first proposition in the proof of 
Theorem 2.4. 
PROPOSITION 2.7. U&r ihe conditions if Theorem 2.4, tjCF is unbounded 
for x > 0, if G is bounded for x > 0 and. if G is &bounded for x < 0, then 
system (6) satisfies condition Z. 
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We will refer to the following figure in the proof of Proposition 2.7. 
maxfb(t) < K = F(m 
FIG. 1 
Proof of Proposition 2.7. First, define the following constants. 
N : There exists N > 0 such that G(X) < N2/2 for all x > 0. 
K : Choose K > 0 such that max &(t) < K for all t. 
m : Let F(m) = K. 
A : Define A = max g(x) for x in [0, m]. 
Next, define the set D by: 
D =((x,y):~~[O,m]andy <F(x)-iV-K}. 
Let W be the function defined by W(x, y) = y -F(x) + K. For (x, y) 
in D, W(x, y) < y -F(x) + K + N < 0. We thus define the following 
constants. 
B:LetB =maxW(x,y)for(x,y)inD(B (0). 
M : Set M = nwxf(x) for x in [0, m]. 
H:LetH=A/-B+M(H>O). 
GENERALIZED LIENARD EQUATION WITH FORCING FUNCTION 625 
The curves ‘y~--c~s in Fig. 1 may now be defined. 
q={(~,y):y+N=H(x--m)andx~[O,m]}. 
0~s = {(x, y) : V(x, y) = V(0, -N - mH) and x < 0} where V(x, y) = 
ye/2 + G(x). 
0~s = {(x, y) : y = N + mH and x E [0, h]} where F(h) = N + mH + 
N+K 
IX, = {(x, y) : V(‘(x, y) = V(m, -N), y < 0 and x E [m, k]}. 
a4 = ((h, Y) : Y E [k, N + d]> w h ere V(‘(h, K) = V(m, -N) and k < 0. 
Note that if V(x, y) = V(m, -N) then V(x, y) = ys/2 + G(X) = 
N2/2 + G(m). Th us f or every x E [m, h] there is a y < 0 such that (x, y) is 
in 0~s . This, together with G being unbounded for x < 0, shows that o~i-0~~ 
define a simple closed curve C, as indicated in the diagram. 
We next show that the conditions in the hypothesis of Lemma 2.6 hold 
for OL~-(Y~ , excepting the end points of these curves. 
For L~I , let & = (H, --I). S’ mce g is a subset of D, we have: 
I$ - (x’, y’) = (H, -1) . (x’, y’) 
= WY -0) + 40)) + g(x) 
<HB+A<O for (x, y) in D. 
Let $s = (aV/&, aV/ay). Then: 
N, - (x’, y’) = V’ 
= &) x’ + YY’ 
= &)[---Fw + &WI < 0 for x < 0. 
For as, let Gs = (0, 1). Then 3s * (x’, y’) = y’ = -g(x) < 0 for x > 0. 
Let N4 = (1,O). In this case, 
f14 - (x’, y’) = x’ = y -F(k) + E,(t) 
<Y --F(h) +K 
=y-mH-2NcO for y < mH + 2N. 
For fis we again have V’ = g(x)[--F(x) + &(t)] < 0 for x > m. 
We next consider the end points where we first direct our attention to 
the point (0, mH + N). Define a set Q by: 
Q = {(x, Y) : x E [O, ml and rE[K+r,mH+NIl. 
Here, E > 0 is chosen such that K < K + E < mH + N. Let (x(t), y(t)) 
be a solution of system (6) for which (x(&J, y(t,)) = (0, mH + N). Then 
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at the point (0, mH + IV) we have y’ = 0 and X’ = mH + N + l&(t) > 0. 
For all other (x, y) in Q we have: 
dyidx = -g(x)/(y - F(x) + Eb(t)) < 0 (= 0 iff x = 0). 
Thus, there exists t, such that (s(t), y(t)) is in Q for t in (to , tr). Therefore 
(x(t), y(t)) is inside C,v for t in (to , ti). 
For the point (h, mH + N), we extend 0~~ to include all (h, y) such that 
y < mH + 3N/2 and we extend c+ to include all (x, mH + M) such that 
x > 0. Then it is still true that I?, * (x’, y’) < 0 and 3, * (x’, y’) < 0. 
Therefore the conclusion about (0, mH + N) holds for (h, mH + X). 
The end points (h, K) and (m, -N) may be treated like (h, mH + N). 
The point (0, -mH - N) may be treated like (0, mH 7 N). 
We have thus shown that the conditions of Lemma 2.5 are satisfied by 
the curve CN . 
For each N satisfying G(x) < N*/2 for x > 0, the curve C.v will be 
called the N-curoe. Fix such an N and let C be the corresponding N-curve. 
Since the functions concerned are continuous, every point (x, y) not inside C 
is inside some N-curve and each such point is in some X-curve. We will 
show that every solution of system (6) is eventually inside C. Then by 
Lemma 2.5 we have that condition Z holds for system (6). 
Let (x(t), y(t)) be a solution of system (6) satisfying (x(t,), y(t,)) = (x,, , yO). 
Let C, be the X-curve passing through (x0 , y,-,). Then (x(t), y(t)) is inside 
Co for all t > t, . For each positive integer n let (.vn , yn) = (x(t, + n), 
y(t,, + n)). Then ((xn , y,J) is a sequence in a compact set and therefore 
has a convergent subsequence. Denote the subsequence by ((x~ ,yk)) and 
let ((x~ ,yk)) converge to (24, v). If (u, V) is inside C then we are through. 
Hence, assume (u, c) is not inside C and let C, be the X-curve passing 
through (u, v). 
The solution (x(t), y(t)) is outside C, for t > t, . For suppose (x(tJ, y(tr)) 
is in C, for some t, . Then by Lemma2.5 there exists t, > t, such that 
(x(t), y(t)) is inside a second N-curve C, for t > t, where C, is inside Ci . 
Then ((xI; , yJ) can not converge to (u, V) in C, . 
Let E > 0 be given. There exists an integerp such that d[(u, c), (xk , yk)] < E 
whenever K > p. Let C, be the N-curve through (x~ , ylc). Then for 
t > t, + p, the solution (x(t), y(t)) is inside the region R, bounded by 
C, and C, . Note that 1.y 1 > K for all points (0, y) in R, . (See Fig. 1) 
In Section 3 we will show that the solution (x(t), y(t)) oscillates. For 
(x,y)=(O,y)inR,wehave~‘=y-&(t)>y-K>Oify>Kand 
x’ = y - E,(t) < -K - &(t) < 0 if y < -K. Also, for (0, y) in R, we 
have y’ = 0. Hence, the solution (x(t), y(t)) passes through the region S, 
defined by: 
S, =((x,y)~R~:x >0 and y E [(mH + W3,2(mH t W3]1. 
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For (x, y) in S, we have y’ = --g(z) < 0 and: 
x’ = y -F(x) + z&(t) 
<y-mH-22N 
< 2(mH + IV)/3 - mH - 2N 
= -(mH + A;)/3 - N < 0. 
Hence, for (x, y) in S, there exists a constant J > 0 such that: 
0 < dy/dx = -g(x)/(y -F(x) + l&(t)) < J. (*I 
Let 0 < h, < h, where (h, , 0) is in C, and (h, , 0) is in C, . Since 
(x(t), y(t)) passes through S, there exists (x, y) in S, such that: 
dyldx 2 (mH + N)/3(& - 4). 
Then (mH + N)/3(h, - h,) --f cc as E -+ 0 and this contradicts the (*) 
statement above. Hence, (u, V) is inside C so the proof is complete. 
PROPOSITION 2.8. Under the conditions of Theorem 2.4, if F is unbounded 
for x < 0, if G is bounded for x < 0 and if G is unbounded for x > 0, then 
system (6) satisfies condition Z. 
The proof of Proposition 2.8 consists of an argument symmetric to the 
proof of Proposition 2.7. 
PROPOSITION 2.9. Under the conditions of Theorem 2.4, if F is unbounded 
for x > 0 andfor x < 0 and if G is bounded, then system (6) satis$es condition Z. 
The proof of Proposition 2.9 consists of constructing a curve C’ as in 
Proposition 2.7. One uses the curve C of Proposition 2.7 for x 3 0 together 
with the corresponding curve in the proof of Proposition 2.8 for x < 0. 
PROPOSITION 2.10. Under the conditions of Theorem 2.4, if F and G are 
unbounded for x > 0 and for x < 0, then system (6) satisjies condition Z. 
This proposition follows from a result in [31], pp. 49-54. 
PROPOSITION 2.11. Under the conditions of Theorem 2.4, ifF is unbounded 
for x > 0, boundedfor x < 0 and if G is unboundedfor x > 0 andfor x < 0, 
then system (6) satisjies condition Z. 
Here, a curve is constructed by taking the curve 0~~ from Proposition 2.7 
together with the curve from P, to P, = -P,, in [31], p. 51. 
PROPOSITION 2.12. Undsr the conditions of Theorem 2.4, ifF is unbounded 
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for x < 0, boundedfor x > 0 and if G is unboundedfor x > 0 andfor x < 0, 
then system (6) satisfies condition Z. 
Here, the proof consists of an argument symmetric to the proof of 
Proposition 2.11. 
The proof of Theorem 2.4 is now complete. 
We may summarize the results in this section in the following theorem. 
THEOREM 2.14. If F is unbounded for x > 0 or for x < 0, then for any c 
in Re and any f,g and e satisfying (2)-(5), system (6) satisfies condition Z 
ifandonlyifj~(f(x) + jg(x)j)dx = foe. 
Remark. Several partial results are obtainable under relaxed assumptions. 
For example, in Proposition 2.7 we can construct the curve C provided 
that F(x) > mH + 2N + K for some x > 0. We can also construct the 
curve C if G(x) < N2,/2 for x E [m, h]. Under these relaxed conditions we 
would have a set of solutions bounded by C and we would also have a 
periodic solution. 
3. OSCILLATION OF SOLUTIONS 
A solution (x(t), y(t)) of system (6) oscillates if there exists a sequence (t,,) 
such that t, -+ co, t, > t,-, for all k and x(tlc) = 0 for all k. The following 
theorem summarizes the results found in this section. 
THEOREM 3.1. For any c E Re and any f, g and e satisfyin (2)-(5), aiZ 
solutions of system (6) oscillate if and only ;f jz” (f(x) + ( g(x)l) dx = foe. 
Again, the proof will consist of a sequence of propositions. 
PROPOSITION 3.2. Under the conditions of Theorem 3.1, if all solutions 
oscillate then sp (f(x) + 1 g(x)l) dx = fw. 
Proof. We have shown in the proof of Theorem 2.2 that if 
I ; (f(x) + I g(x)l) dx # fm 
then there exists an unbounded solution of system (6). The unbounded 
solution given in the proof did not oscillate. 
PROPOSITION 3.3. Under the conditions of Theorem 3.1, if 
s Irn (f(x) + I &)I) at: = I!sJ 
thm all &ou&ed solutions of system (6) oscillate, 
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Proof. If system (6) has an unbounded solution and if 
I :* (f(x) + I &)I) dx = fm 
then by Theorem 2.14, F is bounded. Then G must be unbounded for x > 0 
and for x < 0. 
We consider the following equations. 
Wx, Y) = (Y + W2/2 + ‘39 
and 
I/‘&, Y) = yV + G(x). 
Now define the curves j?r , y1 and & by: 
& = {(x, Y) : ~W, Y) = K and x 2 01, 
yl = {(x, y) : V(x, y) = W(O, sl) and x ,< O}, 
and 
51 = WY) :Y E r4l 9 -a. 
Here, W(0, sr) = K for s, < -K and W(0, sa) = K for s, > -K. Let 
C, be the simple closed curve defined by a, y1 and [r . Inductively define 
curves C,, by: 
and 
A = {(x, Y) : w? Y> = WJ -%I-1) and x z 0). 
3/n = ((4 Y) : +9 Y) = qt &a) and x < O}. 
La = W,Y) :y E [-%I-1 , -4~. 
Since G is unbounded, every point (x, y) is inside some curve C,, . 
Let (xW,rW b e an unbounded solution of system (6) which satisfies 
(x(tJ, y(Q) = (x0, yJ. Let K be any integer such that (x,, , yO) is inside C, . 
As in the proof of Proposition 2.7, V’ < 0 for x < 0. For x > 0 we have: 
W’ = (Y + K)Y’ + g(x) x’ 
= &9(&M - K) -W&4 < 0. 
The end point (0, sk) may be treated as (0, -mH - N) in Proposition 2.7. 
Hence, the unbounded solution (x(t), y(t)) must pass out of C’, by intersecting 
5k at SOme point (0, rk) = (x(b), y(Q). 
Let /;1 be the smallest integer R such that (x0 , yJ is inside C, . Define 
a sequence (t,J by t1 = rk, and tn = tt,+n . Then the sequence (t,J suflices 
to show that (x(t), y(r)) oscillates, 
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The proof of Proposition 3.3 is thus complete. 
PROPOSITION 3.4. Under the conditions of Theorem 3.1, if 
then all bounded solutions of system (6) oscillate. 
The proof of P roposition 3.4 is quite lengthy and involves arguments 
similar to the ones already given. We therefore omit a proof of this proposi- 
tion. Instead, we offer a slightly weaker proposition which assumes continuity 
of solutions with respect to initial conditions. 
Replace the condition (2) in Section 1 by the following: 
(2’) Let f be continuous and let g satisfy a Lipschitz condition for all 
real X. 
We now have the following proposition which completes the proof of 
Theorem 3.1. 
PROPOSITION 3.5. For any c in Re and any f,g and e satisfying (2’) and 
(3)-(5) if J;” (f(x) + I g(x)!) dx = f co then all bounded solutions of system 
(6) oscillate. 
Proof. Let (x(t), y(t)) b e a bounded solution of system (6) which does 
not oscillate. Then there exists t, such that x(t) > 0 for t >, to or x(t) < 0 
for t >, t, . 
Assume x(t) < 0 for ail t > t, . Let V be defined as in Proposition 2.7. 
Then V(t) = V(x(t), y(t)) is defined for all t > t, and V’(t) < 0 for all 
t > t,. 
Now consider Theorem 4 in [16], p. 306. In our case, 
E = {(t, x, y) : V(t, x, y) = 0, t, x, Y E R4 
= {(t, 0,~) : t, Y E W 
and 
M = U(W), r(t)) : (t, x, Y> E E, t, d t < a}. 
From system (6) and the nature of E, we see that M = 4. 
Let Lf be the positive limiting set of our solution (x(t), y(t)). Since 
(x(t), y(t)) is bounded, L+ f 4. Also, x(t) < 0 for t > t, so we have that 
x < 0 for all (x, y) in L+. 
Since (x(t), y(t)) is bounded we have by Lemma 1 of [16], p. 306 that 
if a solution is in Lf for t = t, then that solution remains in L+ for t > to . 
Bence, for any such solution (n(t), y(t)) we have V(*(t), y(t)) defmed and 
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V’(*(t), y(t)) < 0 for all t 3 t, . Therefore we may apply Theorem 4 in 
[16], p. 306 and conclude that (~(t),r(t)) approaches M as t approaches CO. 
Then LL C :71 f 4 and this is a contradiction. 
We now consider the case where x(t) > 0 for all t > t, . Here, we consider 
the function W from Proposition 3.3 and proceed with the same argument 
as above. 
This completes the proof of the proposition. 
Note added in proof. In order to conclude the existence of periodic solutions, we 
must also require continual dependence of solutions on initial conditions. 
The authors wish to express their appreciation to Professor C. E. Langenhop for 
his many helpful suggestions and constructive criticisms. We are indebted to Prof. 
J. S. Muldowney for a proof of Lemma 2.1. 
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