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Abstract
We prove a second-order approximation formula for the distribution of the largest term among
an in5nite moving average Gaussian sequence. The second-order correction term depends on the
autocovariance function only through the second largest autocovariance. Applications to Gaussian
time series are discussed and a simulation study showed a substantial improvement over other
approximations to the exact distribution of the maximum.
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1. Introduction
One of the earliest models to be analyzed for its asymptotic properties of its ex-
treme values is the i.i.d. Gaussian model. Fisher and Tippett (1928) gave the limiting
distribution, which is the Gumbel, for the maximum term in a normal sample under
linear normalization. Owing to the importance of the Gaussian model, a number of
authors have made contributions in illuminating the nature of this asymptotic result.
For example, Hall (1979) determined the e=ect of the normalization on the speed of
the convergence and showed that under an optimal choice of normalizing constants
a rate of 1=log n can be achieved. It is interesting to note that the usual choice of
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norming constants, which are obtained through an asymptotic approximation to the
standard normal quantile of order 1−1=n, yield a convergence rate of (log log n)2=log n.
It is to be noted that the Fisher and Tippett (1928) paper does more than give a
5rst-order asymptotic result for the maxima, they show that a better approximation to
the distribution is obtained with the so-called penultimate distribution. As the name
implies, by considering a suitable pre-limit distribution the exact distribution and the
penultimate approximation are closer than the exact distribution and the limiting (or
ultimate) distribution. A discussion of this approximation is provided in Embrechts
et al. (1997). Further developments on this theme are contained in the paper by Cohen
(1982). In particular, he shows that with an optimal choice of normalizing constants,
although thought of as a limit result penultimate approximations do not use linear
normalization, the rate of convergence is 1=(log n)2. The author further shows that the
results apply to stationary Gaussian sequences provided a mild mixing condition holds
which is expressed as a certain decay to 0 of the correlation function.
For dependent Gaussian sequences, the entire statistical nature of the process is de-
scribed by two quantities, the mean and covariance function. Thus, Gaussian sequences
provide an especially attractive class of dependent processes to study the e=ect of de-
pendence on the asymptotics of the extreme values, not to mention the practical bene5ts
of such studies. Quite detailed information has been obtained on this problem. In the
case of a stationary dependent Gaussian sequence, a quite complete account can con-
veniently be found in Leadbetter et al. (1983). We mention the key result proved by
Berman (1964) on this topic that, if the correlation function rn is such that rn log n
tends to 0 as n tends to in5nity, then the asymptotic behavior of the maximum of the
stationary sequence is the same as that of the maximum of an i.i.d. sequence. Thus,
since in most applications such a weak condition on dependence will be satis5ed, e.g.
for ARMA models the correlation decays exponentially fast, one has the surety that
ignoring the dependence in the model will not a=ect asymptotics. Of course, for ap-
plications this is a convenient state of a=airs but on the other hand, it is somewhat
disconcerting that, say, for an AR(1) process with autocorrelation parameter  near 1,
this dependence in the model is completely washed out in the limit.
The question of when does dependence change the asymptotics was worked out by
Mittal and Ylvisaker (1975) with the result being that if rn log n tends to a positive
 as n tends to in5nity, then a new limiting distribution arises which depends on the
value of . In particular, this result shows that the condition limn→∞ rn log n = 0 is
rather sharp although it is not a necessary condition. Essentially, then, it is only at the
1=log n rate of dependence that the e=ect of dependence makes an appearance in the
limit.
Despite the asymptotic equivalence between the distributions of the maxima for
i.i.d. data and for dependent stationary data in the normal case when the dependence
is not too strong, simulation studies show that an evident clustering of extremes does
occur for dependent models. In view of this phenomenon, Hsing et al. (1996) based
an approximation method for the distribution of the maxima on a limit result for a
certain class of triangular arrays with strong local dependence, which can be viewed
as an approximation to a given stationary sequence. The intermediate approximating
triangular array is chosen in a quite special way. For example, if rn; j; j¿ 1, provides
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the correlation function of the array in the nth row, then the array is assumed to be
such that limn→∞(1 − rn; j) log n = j for some j. The extremal index, as they refer
to it, for the array is computed based on these ’s and this value is used to modify
the Gumbel limit in the same way as extremal index is used in asymptotics for the
maxima of stationary sequences. By approximating a stationary sequence with an array
of the correct type for their theorem to apply and determining the limiting result for
the distribution of the maxima based on that array, an approximation is thus obtained,
which provides an improvement to the Gumbel limit and achieves the goal of providing
an approximation which takes into account dependence in the model.
As a 5nal example, we mention an approach to incorporate dependence into mod-
elling the sampling distribution for the maxima based on Slepian’s Lemma. Slepian’s
Lemma provides in certain cases a stochastic ordering to the distribution of the maxi-
mum based on dependent Gaussian sequences. In Falk et al. (1994, p. 245), the authors
as part of an investigation of frost data make use of such a stochastic ordering to pro-
vide a bound on the distribution function of the maximum of an AR(1) Gaussian
sequence.
As the paper by Hall (1979) shows, the rate of convergence in the i.i.d. case to the
limiting distribution is quite slow and one would expect the situation to be no better
for dependent sequences like an ARMA model. But for dependent sequences a di=erent
comparison can be made. It can be fruitfully asked to what extent does dependence
shift the distribution of the maxima away from what it would be under an i.i.d. model.
In other words rather than provide a comparison between the exact distribution and
limiting distribution, provide a comparison between two exact distributions—one under
a dependent model and the other under the i.i.d. model. This is the point of view
taken in Rootzen (1983). His work shows that the exact distribution deviates from the
i.i.d. model by an order of magnitude n−(1−
∗)=(1+∗)(log n)−
∗=(1+∗) where ∗ denotes
the maximum correlation in the stationary Gaussian sequence. Further by providing a
second-order expansion for the distribution of the maxima for m-dependent sequences,
he established a class of processes for which the above rate is the exact rate for the
deviation from the distribution of the maxima under the i.i.d. model.
In the current paper, we extend Rootzen’s second-order result to in5nite order mov-
ing average Gaussian sequences. Thus, the rate of convergence obtained in the Rootzen
paper is seen to be exact for more general dependent sequences. This is an important
theoretical contribution. Note that the Hsing et al. (1996) paper does not address this
issue. Also, it should be noted that our method of proof is entirely di=erent from that
given in Rootzen (1983) and, therefore, is of interest as well. The mixing conditions,
which we shall impose, imply that the 5rst-order asymptotics for the distribution of
the maxima is the same as that of an i.i.d. sequence. However, our results capture the
dependence in the sequence. Interestingly, there is only one feature of the correlation
function which appears in the second order result, namely, the highest correlation not
1 and its frequency of occurrence. More speci5cally, let Xn; n¿ 1, be a centered sta-
tionary Gaussian sequence with correlation function rn = EX1Xn+1 with suitable decay
to 0. Let Mn =max16i6n Xi. Then for any suitable sequence of constants un
P{Mn6 un}= e−n L(un)(1 + vn L2;∗(un)(1 + o(1))):
318 P. Barbe, W.P. McCormick / Stochastic Processes and their Applications 110 (2004) 315–342
In the above, the quantity ∗ =maxi¿0 ri and v= #{i : r(i) = ∗}. Further,
L(u) = P{Y1¿u} and L2;∗(u) = P{Y1¿u; Y2¿u};
where (Y1; Y2) is a bivariate standardized Gaussian vector with correlation equal to ∗.
When the un are chosen so that limn→∞ n L(un) = e−x, then the leading term in this
expansion converges to the Gumbel distribution. In this respect our approximation is
in the nature of a penultimate approximation with a second-order correction. When the
sequence is m-dependent, we recover Rootzen’s (1983) result.
A pleasing aspect of our result is that it imposes a fairly weak restriction on the rate
of decrease to 0 of the correlation function. In particular if rn decays at any exponential
rate, our result holds. Thus, for all stationary Gaussian ARMA models these results
apply. Somewhat more generally, if the correlation function of an in5nite order moving
average sequence decays at a polynomial rate, i.e. rn = o(n−) for suNciently large ,
then the result holds. How large  must be depends on the correlation function r(n) but
only on the largest correlation less than 1 and the next largest correlation. This point
can be potentially useful in providing a tractable condition to check for application
of our result. For example, the results are applicable for certain strongly dependent
Gaussian sequences such as fractional Brownian noise.
2. Second-order approximation
In this section, we derive a two-term expansion for the distribution of the maximum
term in a stationary standard normal sequence. Application of our result is made to
in5nite order moving average models of the form
Xn =
∑
i∈Z
ciZn−i ; (2.1)
where {Zi; i=0;±1; : : :} is an i.i.d. N(0; 1) sequence and the ci’s are reals and square
summable. Note in this case the series in (2.1) converges almost surely and in Lp
for every positive p. The 5rst-order asymptotic result for Mn = max16i6n Xi depends
on the ci only through
∑
i∈Z c
2
i ¡∞. Thus, subject to a suitable weak dependence
condition being ful5lled, 5rst-order asymptotics for the distribution of Mn reveal its
limiting behavior to be the same as the i.i.d. model.
As our analysis shows, the next term in the asymptotics for the distribution function
of Mn depends on the correlation function
rn =
∑
i∈Z
cici+n
through one feature, namely, the largest correlation not equal to 1 and the multiplicity
of its occurrence. Explicitly, the correction term in a second-order expansion depends
only on
∗ =max
|i|¿0
ri and v= #{i : ri = ∗}: (2.2)
Finally, we remark that a suNcient condition for the 5rst-order asymptotics is that
rn log n = o(1) as n tends to in5nity. In order to obtain a second-order expansion,
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we shall require a faster rate of decay of the correlation function. In particular, an
exponential decay of the correlation will suNce. Such a rate is already good enough
to include all stationary Gaussian ARMA models—see, Doukhan (1994, p. 99).
We now outline the approach taken to achieve our main result. We 5rst analyze
an array of m-dependent standard normal sequences with the degree of dependence
increasing with the row index. Having established the second-order asymptotics for the
array, it is a simple matter to transfer the result to a stationary sequence. We now
introduce notation needed for the array result.
Let Xn;k ; k = 0; 1; : : : ; n, and n = 1; 2; : : : be an array of standard normal stationary
sequences with correlation function
rn;k = EXn;0Xn;k
satisfying
rn;k = 0 for k ¿mn; (H1)
where mn6 n is a nondecreasing sequence of integers. De5ne the largest correlation
∗n = max
16k6n
rn;k : (2.3)
Then, the second largest correlation is
n =max{rn;k : 16 k6 n; rn;k ¡∗n}: (2.4)
The following assumptions on mn; ∗n and n will be in force
lim
n→∞ log mn −
1− ∗n
6(1 + ∗n)(1 + 2∗n)
log n
− 
∗
n(2− ∗n)
6(1 + ∗n)(1 + 2∗n)
log log n=−∞ (H2)
as well as
lim
n→∞ log mn −
2∗n
1 + ∗n
log n+
∗n
1 + ∗n
log log n=−∞: (H3)
Assumptions H2 and H3 are restrictions on the growth of mn. Note that if lim
supn→∞ 
∗
n ¿ (−13 +
√
265)=48 ≈ 0:068, then H2 implies H3. On the other hand,
H3 implies H2 if lim inf n→∞ ∗n ¡ (−13 +
√
265)=48.
We also put restriction on the rate at which the second largest correlation may
eventually get closer to the largest one, by assuming that
lim
n→∞ log mn −
∗n − n
(1 + n)(1 + ∗n)
(2 log n− log log n) =−∞: (H4)
It is intuitively clear that such a condition like (H4) is needed; if ∗n − n goes to 0
too fast, the processes behave as if there were more indices for which a maximum
correlation is achieved. Observe that ∗n ¡ 1 since, otherwise, lim supk→∞ rn;k = 1
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which is clearly impossible. However, we further need to restrict how close ∗n may
tend towards 1. This is given by
lim
n→∞(1− 
∗
n)
log n
log log n
log log log n=∞: (H5)
Next de5ne the number of times that the largest correlation is achieved,
vn = #{k : rn;k = ∗n ; 16 k6 n}:
Let (·) denote the standard normal distribution function and L= 1− . Throughout
the paper, we consider a sequence (un)n¿1 such that
n L(un) stays bounded away from 0 and in5nity:
For a centered Gaussian random vector (Y1; Y2) with EY 21 = EY
2
2 = 1 and correlation
r = EY1Y2, we further introduce the notation
L2; r(t) = P{Y1 ∧ Y2¿ t};
where as usual ∧ denotes the min operator. The main result for arrays is the
following.
Theorem 2.1. Suppose (H1)–(H5) hold. Then, whenever n L(un) stays bounded away
from the origin and in8nity,
P{Mn6 un}= e−n L(un)(1 + vnn L2;∗n (un)(1 + o(1)))
as n tends to in8nity.
Remark. It will be shown that the error term in Theorem 2.1 is
o(vnn−(1−
∗
n )=(1+
∗
n )(log n)−
∗
n =(1+
∗
n )):
For the convenience of the reader we now present our main result for stationary
sequences. We de5ne  to be the second largest correlation of the process. Moreover,
we set
∗ =
1− ∗
6(1 + ∗)(1 + 2∗)
∧ 2
∗
1 + ∗
∧ 2(
∗ − )
(1 + ∗)2
and
∗ =
1
2
+
3− ∗
∗(1 + ∗)
:
Corollary 2.2. Let Xn; n¿ 1 be a standard normal stationary sequence as given in
(2.1). De8ne v= #{n : rn = ∗}. Suppose that
lim sup
i→∞
log ci
log i
¡− ∗
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and that ∗ is positive. Then, whenever the sequence n L(un) is bounded away from
0 and in8nity,
P{Mn6 un}= e−n L(un)(1 + vn L2;∗(un)(1 + o(1)))
as n tends to in8nity.
Remark. The inequality
|rn|6
∣∣∣∣∣∣
∑
|i|6k
cici+n
∣∣∣∣∣∣+
∣∣∣∣∣∣
∑
|i|¿k
cici+n
∣∣∣∣∣∣
6 |c|2



∑
|i|6k
c2i+n


1=2
+

∑
|i|¿k
c2i


1=2


valid for all integers k, shows that processes of the form in (2.1) necessarily have rn
tending to 0 as n tends to in5nity. Thus, in Corollary 2.2, v is 5nite.
In particular, the conclusion of the corollary holds in the case of a standard normal
ARMA sequence; indeed, since the ci’s decay at least exponentially, log ci behaves
like −i times a positive constant and the assumptions of Corollary 2.2 hold.
In general the calculation of ∗ should be done in part by numerical methods.
However, there are two interesting examples where it can be derived using a theoretical
argument. This observation is based on the representation of rn as a convolution of the
sequence (ci)i∈Z to which we can call on results related to unimodality. To be speci5c,
if the coeNcients ci in representation (2.1) are positive, unimodal and symmetric—that
is ci = c−i for all integers i and, for all positive indices i; ci is less than c0—then
Theorem 4.7 in Dharamadhikari and Joag-dev (1988) shows that rn is a unimodal
sequence. Therefore, ∗ = r1 and = r2.
Next if the sequence ci is nonnegative and strongly unimodal, that is c2n6 cn−1cn+1
for all integer n, then Theorem 4.8 in Dharamadhikari and Joag-dev (1988) yields the
same conclusion, ∗ = r1 and = r2.
Simulation study. We performed a simulation study to compare the results of three
approximations to the distribution of the maximum for a dependent sequence. For the
model we choose a Gaussian AR(3) model. More speci5cally, we generated observa-
tions from the process given by the recurrence
Xk = 0:5Xk−1 − 0:5Xk−2 − 1=
√
6Xk−3 + Zk ;
where the Zk are i.i.d. N(0; 1) random variables. The stationary distribution for this
process is N(0; ) with 2 = 5:3083 and the largest correlation less than 1 is ∗ =
0:76145 which has multiplicity one.
We did 20,000 runs of the model and used a sample size of n = 200. In the 5g-
ure below we show a graph of three approximations—second order refers to the ap-
proximation given by Corollary 2.2 adjusted for general variance; i.i.d. model refers
to P{Mˆn6 x} where Mˆn denotes the maximum of n i.i.d. N(0; ) variables; lim-
iting refers to the Gumbel limiting distribution. As is evident from the graph, the
322 P. Barbe, W.P. McCormick / Stochastic Processes and their Applications 110 (2004) 315–342
second-order approximation is uniformly closer to the exact than the other two with
the limiting distribution performing the worst (Fig. 1).
To examine in greater detail the improvement obtained using the second-order ap-
proximation, we computed relative errors for the approximations. These are de5ned as
follows:
Relative error i:i:d: model =
|i:i:d: model approx − exact|
|second-order approx − exact|
and
Relative error limiting =
|limiting approx − exact|
|second-order approx − exact| :
These relative errors were computed over the values for which we found the exact
value of the true distribution of Mn. The graphs give plots of relative errors against
the true distribution of Mn (Fig. 2).
Fig. 1.
Fig. 2.
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It is worth noting that in both cases, the relative errors spike up in the central
region of the distribution of the maximum. In the range commonly used in statistics,
that is when the tail probability of Mn is between 90% and 99%, our approximation is
at least twice as accurate as that provided by the i.i.d. approximation or the limiting
distribution.
3. Proofs
Before beginning the proofs, it will be convenient to introduce a combinatorial quan-
tity of interest to us. For y1; : : : ; yk reals, let y(1); : : : ; y(k) denote the yi’s in numerical
order. By minimum spacing of the yi’s, we refer to min26i6k y(i)−y(i−1). For positive
integers k; n and nonnegative integer m, we let N(k; m; n) denote the number of ways
that k distinct integers can be selected without regard to order from {1; 2; : : : ; n} and
in such a way that the minimum spacing between the selected integers is strictly larger
than m. Further, we make the conventions that N(0; m; n) = 1 and N(1; m; n) = n. The
following result providing asymptotics on the enumerative quantity N(k; m; n) in the
range k and m small compared with n is useful in our analysis.
Lemma 3.1. Suppose mn and kn are both positive and such that limn→∞ mnk2n =n= 0.
Then,
N(kn; mn; n) =
nkn
kn!
(
1 +
mnk2n
n
O(1)
)
as n tends to in8nity.
Proof. Obviously, N(k; m; n) is less than the number of ways to select a subset of size
k in {1; 2; : : : ; n}, that is ( nk ), Since ( nk ) is less than nk=k!, so is N(k; m; n).
To obtain a lower bound on N(k; m; n), we invoke a probabilistic argument as follows.
Let k numbers in {1; 2; : : : ; n} be drawn with replacement and equally likely. Let k;n
denote their smallest spacing. Since k!N(k; m; n) is the number of ways to select an
ordered tuple of k numbers in {1; 2; : : : ; n} whose smallest spacing is strictly greater
than m,
P{k;n ¿m}= k!N(k; m; n)=nk :
Thus, to bound N(k; m; n) below, it suNces to bound below the tail probability of k;n.
We can realize k;n as follows. Let Fn denote the cumulative distribution function of
the uniform probability on {1; : : : ; n}, namely,
Fn(x) = n−1
∑
16i6n
1{i6 x}:
Let F←n denote its quantile function. Explicitly, denoting x the smallest integer greater
than or equal to x,
F←n (u) = inf{x :Fn(x)¿ u}= nu
for u between 0 and 1. Let U1; : : : ; Uk be k i.i.d. r.v.’s having a uniform distribution over
[0,1]. Denote by U(1)6 · · ·6U(k) their order statistics, and Dk their smallest spacing.
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The random vector (F←n (U(1)); : : : ; F
←
n (U(k))) has the same distribution as the order
statistics of a sample from the uniform distribution over {1; 2; : : : ; n}. Consequently,
k;n has the same distribution as
min
26i6k
F←n (U(i))− F←n (U(i−1)) = min26i6k nU(i) − nU(i−1):
This minimum is larger than
min
26i6k
(nU(i) − 1− nU(i−1)) = nDk − 1:
Therefore, the inequality
P{k;n ¿m}¿P{Dk¿ (m+ 1)=n}
holds. De5ne the event Ai that the interval (Ui; Ui + (m + 1)=n) contains another Uj.
Then,
P{Dk ¡ (m+ 1)=n} = P
{ ⋃
16i6k
Ai
}
6 kP


⋃
26j6k
(U1¡Uj ¡U1 + (m+ 1)=n)


6 k(k − 1)P{U1¡U2¡U1 + (m+ 1)=n}
6 k(k − 1) m+ 1
n
:
Therefore,
P{k;n ¿m}¿ 1− k(k − 1)(m+ 1)n ;
which gives the result.
We will need an estimate on the tail of the minimum component of some speci5c
Gaussian random vectors. This auxilliary result is quite interesting in itself since it
somewhat generalizes the classical asymptotic expansion and bounds on L. To proceed,
we de5ne the k × k matrix
Vk(r) =


1 r : : : r
r 1 : : : r
...
...
. . .
...
r r : : : 1


:
Let Ik denote the k × k identity matrix. The matrix Vk(r) − (1 − r)Ik has rank 1.
Thus, 1− r is an eigenvalue of Vk(r) with multiplicity k − 1. The other eigenvalue is
1+(k−1)r, which then is of multiplicity 1. It follows that Vk(r) is a covariance matrix,
that is symmetric nonnegative de5nite, if and only if −1=(k−1)6 r6 1. Moreover, it
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is invertible if and only if r is neither −1=(k − 1) nor 1. From these remarks, we see
that if −1=(k−1)¡r¡ 1, we can consider a centered Gaussian vector Y =(Y1; : : : ; Yk)
in Rk , with invertible covariance matrix Vk(r).
We further de5ne
Lk;r(t) = P{Y1 ∧ · · · ∧ Yk¿ t}
for k¿ 2. De5ne
&k;r(t) =
(1 + (k − 1)r)k−(1=2)
(2')k=2(1− r)(k−1)=2
e−kt
2=2((k−1)r+1)
tk
:
Observe that &k;r(t) is decreasing in t positive, and is increasing in r in (−1=(k−1); 1).
In particular, if r6 ∗, then &k;r6&k;∗ on the positive half line. The following
lemma implies that Lk;r(t) ∼ &k;r(t) as t tends to in5nity. Note that the monotonicity
behavior of &k;r matches that of Lk;r , for by Slepian’s (1962) lemma Lk;r(t) is an
increasing function in r in (−1=(k − 1); 1).
Lemma 3.2. For any positive t,
− 1
2t2
(2 + (k − 3)r)k(1 + (k − 1)r)
(1− r) 6
Lk;r
&k;r
(t)− 16 0:
Proof. To ease notation, we write V for Vk(r). The following preliminary observations
are helpful. De5ne
c1 = (k − 1)r + 1 and c2 = (k − 2)r + 1:
By assumption c1 is positive. One can check that
V−1 =
1
c1(1− r)


c2 −r : : : −r
−r c2 : : : −r
...
...
. . .
...
−r −r : : : c2


:
Let 1 denote the vector in Rk whose components are all equal to 1. Writing a vector
y in Rk as t1+ c1z=t, we have
yTV−1y = t21TV−11+ 2c11TV−1z + t−2c21z
TV−1z:
Moreover, 1TV−1 = 1T=c1, yielding 1TV−11= k=c1. Consequently,
yTV−1y =
kt2
c1
+ 21Tz +
c21
t2
zTV−1z:
For what follows, if u, v are two vectors in Rk , we agree to write u6 v provided the
inequality holds for each component. In particular, u¿ t1 means that all components
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of u are at least t. We then write
P{Y1 ∧ · · · ∧ Yk¿ t}
=
1
(2')k=2(det V )1=2
∫
y¿t1
exp
(
− 1
2
yTV−1y
)
dy
=
e−kt
2=2c1
(2')k=2(det V )1=2
(c1
t
)k ∫
z¿0
exp
(
− c
2
1
2t2
zTV−1z
)
e−1
Tz dz
=&k;r(t)
∫
z¿0
exp
(
− c
2
1
2t2
zTV−1z
)
e−1
Tz dz: (3.1)
Since V is positive de5nite, so is V−1. Thus, zTV−1z is positive for any nonzero
vector z. Observe that 1− u6 e−u6 1 for any nonnegative u. Moreover, e−1Tz is the
product of exponential densities in z1; : : : ; zk . Therefore, (3.1) implies
P{Y1 ∧ · · · ∧ Yk¿ t}6&k;r(t)
as well as
P{Y1 ∧ · · · ∧ Yk¿ t}¿&k;r(t)
(
1− c
2
1
2t2
∫
z¿0
zTV−1ze−1
Tz dz
)
:
Further, observe that∫
z¿0
zTV−1ze−1
Tz dz =
∑
16i; j6k
∫
z¿0
zizj(V−1)i; je−1
Tz dz
=
∑
16i; j6k
i =j
(V−1)i; j + 2
∑
16i6n
(V−1)i; i
= 1TV−11 + tr(V−1);
which implies the result.
Note that in (3.1), one may use the Taylor-series expansion
exp
(
− c
2
1
2t2
zTV−1z
)
=
∑
j¿0
1
j!
(−c21
2
)j
(zTV−1z)j
1
t2j
to obtain an asymptotic expansion of Lk;r(t) as follows. Plug this series in the integral
in (3.1). Permuting the integral and the summation yields an asymptotic expansion
for Lk;r(t) as t tends to in5nity. Beware that the resulting series would not be a Taylor
series; the series is divergent, a classical fact when k = 0 (see e.g. Murray, 1984,
/S 2.1).
Remark. If r is in a compact subset of (−1=(k−1); 1), the constant (2+(k−3)r)k(1+
(k − 1)r)=(1− r) involved in the statement of Lemma 3.2 stays bounded.
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It follows that the asymptotic equivalence Lk;r(t) ∼ &k;r(t) is uniform over r in a
compact subset of (−1=(k − 1); 1). Moreover, we have good uniform control on the
error when we use this asymptotic equivalence in an approximation.
An easy calculation shows that a sequence un with n L(un) bounded away from 0
and in5nity is of the form
un =
√
2 log n− log(4' log n)
2
√
2 log n
+
xn√
2 log n
;
where xn is a bounded sequence. This implies that
&k;r(un)∼ (1 + (k − 1)r)
k−1=2
(1− r)(k−1)=2 e
−kxn=(1+(k−1)r)n−k=(1+(k−1)r)
×(4' log n)−k(k−1)r=(2(1+(k−1)r))
as n tends to in5nity. In particular, and this is what we really need in the following,
for r in (−1; 1),
&2; r(un)  n−2=(1+r)(log n)−r=(1+r);
while for r in (−1=2; 1),
&3; r(un)  n−3=(1+2r)(log n)−3r=(1+2r)
as n tends to in5nity. Here we used the symbol  to mean ‘is of exact order’, that is
that the ratio of the two sides is bounded away from zero and in5nity—hence, all the
constants are subsumed in the  notation.
Proof of Theorem 2.1. For the sake of simplicity, we will write Xi, rk , ∗, , m and
v instead of Xn; i, rn;k , ∗n , n, mn and vn. Also, set
*∗n = n
−(1−∗)=(1+∗)(log n)−
∗=(1+∗) and *n = n−(1−)=(1+)(log n)−=(1+):
We emphasize that throughout this proof we are dealing with an array structure. Al-
though the index specifying which row of the array is in operation has been dropped,
context will make that clear. However, we continue to write un and this element of
the un sequence is only used when the nth row of the array is operational. Finally, it
is helpful to keep in mind that
n L2;∗(un)  *∗n :
Returning to our m-dependent Gaussian process (Xi)i¿1, de5ne
Sk;n(t) =
∑
16i1¡···¡ik6n
P{Xi1 ∧ · · · ∧ Xik ¿ t}
for k = 1; 2; : : : ; n. Bonferroni’s inequality yields∣∣∣∣∣P{Mn¿ un} −
∑
16k6K−1
(−1)k+1Sk;n(un)
∣∣∣∣∣6 SK;n(un): (3.2)
We now evaluate the Sk;n(un)’s and their order of magnitude.
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By stationarity,
S1; n(un) = n L(un);
which is of order 1. Next, still using the stationarity, and also the m-dependence,
S2; n(t) =
∑
16i¡j6n
P{Xi ∧ Xj¿ t}
=
∑
16k6n−1
(n− k)P{X1 ∧ X1+k¿ t}
=
∑
16k6m
(n− k) L2; rk (t) +
(n− m− 1)(n− m)
2
L(t)2:
Observe that by our derivation, N(2; m; n) = (n− m− 1)(n− m)=2.
From Lemma 3.2, we infer that L2; rk (t)6&2; rk (t). Moreover, positivity of the vari-
ance of X1 + · · ·+ Xn implies that ∗n¿− 1=(n− 1); hence (H2) implies m2 = o(n) as
n tends to in5nity, which leads to
∑
16k6m
rk=
∗
(n− k) = nv−
∑
16k6m
rk=
∗
k = nv

1− 1nv
∑
16k6m
rk=
∗
k


= nv(1 + o(1)):
Therefore,
06 |S2; n(un)− nv L2;∗(un)− N(2; m; n) L(un)2|
6 n(m− v) max
k:rk6
L2; rk (un) + nv L2;∗(un)o(1)
= O(m*n) + o(v*∗n):
Under (H4), m*n=*∗n = o(1) so that
S2; n(un) = N(2; m; n) L(un)2 + nv L2;∗(un)(1 + o(1)):
Using (H3) we see that m=n= o(*∗n). Hence using Lemma 3.1, we obtain
S2; n(un) =
n2
2!
L(un)2 + nv L2;∗(un)(1 + o(1)) + o(*∗n):
The estimation of Sk;n(un) for k larger than 3 is more diNcult than that for k
equal 1 or 2. We will state the result as a lemma whose proof is deferred. If x is a
positive number, recall that x denotes the smallest integer larger than x. Also, we set
log(·) = ln(· ∨ e) so that all our sequences involving logarithm are well de5ned for all
n—a quite irrelevant point in the type of asymptotic matter we are dealing with! Let
us introduce the sequence of integers
Kn =
⌈
1− ∗
1 + ∗
log n
log log n
(
1 + 2
log log log n
log log n
)⌉
:
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Lemma 3.3. Let k be an integer larger or equal to 3. Suppose the assumptions of
Theorem 2.1 hold and that, in addition,
lim sup
n→∞
(1 + 2∗n)
logmn
log log n
¡ 1: (3.3)
Then, as n tends to in8nity
Sk;n(un) =
(n L(un))k
k!
+
(n L(un))k−2
(k − 2)! vn
L2;∗(un) + k;n;
where k;n satis8es∑
16k6Kn
|k;n|= o(*∗n)
as n tends to in8nity.
Assuming this lemma for the time being, we conclude the proof of Theorem 2.1
with the additional assumption (3.3). We will see how to remove this condition after
the proof of Lemma 3.3.
Since n L(un) is bounded away from 0 and in5nity, we infer from Lemma 3.3 that
there exists a positive constant c such that for n large enough,
SKn; n(un) =
(n L(un))Kn
Kn!
(
1 +
Kn(Kn − 1)
(n L(un))2
vn L2;∗(un)
)
+ Kn; n
6
(n L(un))Kn
Kn!
(1 + v*∗nK
2
nO(1)) + Kn; n
6
ecKn
Kn!
(1 + v*∗n) + o(*
∗
n):
For n large enough, Stirling’s formula gives
logKn!¿Kn logKn − Kn + 12 logKn +O(1)
=
1− ∗
1 + ∗
log n+
1− ∗
1 + ∗
log n
log log n
log log log n(1 + o(1)):
Therefore, for any real number c
eKnc
Kn!
6 *∗n exp
(
−1=2 1− 
∗
1 + ∗
log n
log log n
log log log n(1 + o(1))
)
:
Then, using (H2) and (H5), we conclude that
eKnc
Kn!
= o(*∗n): (3.4)
It follows that as n tends to in5nity,
SKn; n(un) = o(v*
∗
n): (3.5)
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From Lemma 3.3 and our estimates on S1; n(un) and S2; n(un), we deduce∑
16k6Kn−1
(−1)kSk;n(un)
=
∑
16k6Kn−1
(−1)k (n
L(un))k
k!
+
∑
26k6Kn−1
(−1)k (n
L(un))k−2
(k − 2)! vn
L2;∗(un)(1 + o(1)) + o(*∗n):
For positive y, the inequality∣∣∣∣∣
Kn−1∑
k=0
(−1)k y
k
k!
− e−y
∣∣∣∣∣6 y
Kn
Kn!
(3.6)
holds. Thus, (3.4) implies∑
26k6Kn−1
(−1)k (n
L(un))k−2
(k − 2)! = e
−n L(un) + o(*∗n):
Also, since n L(un) stays bounded,∣∣∣∣∣
∑
26k6Kn−1
(n L(un))k−2
(k − 2)! o(1)
∣∣∣∣∣6 o(1)en L(un) = o(1):
Combined with (3.2) and (3.5), the above yields
P{Mn6 un}=
Kn−1∑
k=0
(−1)k (n
L(un))k
k!
+ e−n L(un)vn L2;∗(un)(1 + o(1)):
This is almost the statement in Theorem 2.1. To 5nish the proof, we need to show
that ∑
06k6Kn−1
(−1)k (n
L(un))k
k!
= e−n L(un) + o(*∗n):
We extend the sum for k=0; 1; : : : ; Kn−1 to a sum over all the nonnegative integers,
and use bound (3.6) to control the error by the exponential approximation.
Proof of Lemma 3.3. In order to establish Lemma 3.3 let us introduce some notation
to facilitate the presentation. An ordered tuple i=(i1; : : : ; ik) with 16 i1¡ · · ·¡ik6 n
can be partitioned by writing
(i1; : : : ; ik) = (i/1 ; i/1+1; : : : ; i/1+!1−1;
i/2 ; i/2+1; : : : ; i/2+!2−1; : : : ; i/b ; i/b+1; : : : ; i/b+!b−1)
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with the convention that i/j+1 − i/j+!j−1¿m and i/j+‘ − i/j+‘−16m, 16 ‘6!j − 1.
Thus, the set
Ij = {i/j ; i/j+1; : : : ; i/j+!j−1}
contains indices that increase by at most m. By construction the b vectors (Xi)i∈Ij ;
j = 1; : : : ; b are mutually independent since the process Xn; n¿ 0, is m-dependent.
We want to break the set of indices i into some speci5c subsets. For this purpose,
we de5ne the set of all partitions of an integer k in b positive integers,
P(b; k) = {(!1; : : : ; !b) :!1 + · · ·+ !b = k; !j¿ 1}:
To any partition ! of k in b positive integers, we associate the set M(m; n; !) of all
ordered k-tuples i for which |Ij|= !j for j = 1; : : : ; b. Moreover, we set
C‘(!) = ]{j :!j = ‘};
which counts the number of !j’s equal to a given ‘. With these de5nitions, if i belongs
to M(m; n; !), then, setting
pi;n = P


∧
16j6k
Xij¿ un

 ;
we have
pi;n =
∏
16j6b
P


∧
i∈Ij
Xi¿ un

6 LC1(!) LC2(!)2;∗ Lb−C1(!)−C2(!)3;∗ (un):
In the above we made use of Slepian’s lemma in the following manner. If {X1; : : : ; Xk}
have a multivariate normal distribution with standard normal marginals and if ∗ de-
notes the maximal correlation between the Xi variables, then if k¿ 3,
P
{
min
16i6k
Xi ¿ x
}
6P
{
min
16i63
X ∗i ¿ x
}
= L3;∗(x);
where X ∗1 ; X
∗
2 ; X
∗
3 denote standard normal random variables with multivariate normal
distribution having constant correlation equal to ∗. Thus, de5ning
∗n = L3;∗(un)= L2;∗(un)  n−(1−
∗)=(1+∗)(1+2∗)(log n)−
∗(2+∗)=(1+2∗)(1+∗);
we have, using that n L(un) is bounded
Pi;n6 (const:) L(un)b*∗b−C1(!)n 
∗b−C1(!)−C2(!)
n : (3.7)
We will make use of the bound
]M(m; n; !)6
(
n
b
)
mk−b6mk−bnb=b!: (3.8)
We can now evaluate the contributions of the pi;n’s to Sk;n(un).
First, if all the Ij’s are of cardinal 1, then pi;n = L(un)k . There are N(k; m; n) such
indices i. Thus, their overall contribution to Sk;n(un) is N(k; m; n) Lk(un).
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Next, let us evaluate the contributions of the pi;n when i has exactly one set Ij of
cardinal 2 and all the other sets Ij are of cardinal 1. We say that such a tuple i is of
maximal type if there exist / and  in i such that cov(X/; X) = ∗. In this case, the
unique set Ij of cardinal 2 must be {/; }.
We claim that the number of k-tuples i of maximal type is asymptotically equivalent
to vnk−1=(k − 2)!. Indeed, all these tuples can be obtained as follows: we select k − 2
points in {1; 2; : : : ; n}—there are less than nk−2=(k−2)! ways to do it—, then we select
another number in {1; 2; : : : ; n}, say ‘—there are of course n ways to do this selec-
tion—; and 5nally, we select a last point in the v numbers {‘+ k : rk = ∗}. Thus, the
number of desired k-tuples is less than nk−2nv=(k − 2)!. To 5nd a lower bound, we
construct tuples which have the desired form as follows. We choose k − 1 points in
{1; 2; : : : ; n−m} with smallest spacing at least 2m. From Lemma 3.1, this can be done
in at least
(n− m)k−1
(k − 1)! (1 + o(1)) =
nk−1
(k − 1)! (1 + o(1))
ways under H2 and uniformly in 26 k6Kn. Once we have these k − 1 points, we
select one of them—there are k−1 ways to do it —, call it ‘, and then select one point
among the v ones in {‘+k : rk=∗}. This gives the lower bound vnk−1=(k−2)!(1+o(1))
and proves our claim.
It follows that the contribution of the tuples of maximal type is
(n L(un))k−2
(k − 2)! vn
L2;∗(un)(1 + o(1)):
Next the number of tuples which are not of maximal type—but with still one Ij of
cardinal 2 and all the other Ij’s of cardinal 1—is less than
(
n
k−1
)
(k − 1)m—these are
all obtained by selecting k − 1 integers in {1; : : : ; n}, then putting aside one among
those k − 1 to make the set Ij, of cardinal 2, and make this set of cardinal 2 by
adding an integer within the m following the point put aside. Thus, the probabilities
pi;n pertaining to those tuples which are of this kind but not of maximal type contribute
to Sk;n(un) by at most
nk−1
(k − 2)! m
Lk−2 L2;(un) =
(n L(un))k−2
(k − 2)! n
L2;∗(un)m
L2;
L2;∗
(un):
Using (H4) and the fact that ∗ is nonnegative, this last term is
(n L(un))k−2
(k − 2)! n
L2;∗(un)o(1)
uniformly in k between 1 and Kn, as n tends to in5nity.
We now count the contribution to Sk;n(un) by all the probabilities pi;n for all the
other tuples i and show that it can be neglected. Again, we need to distinguish two
cases: either i has at least 2 sets Ij of cardinal 2 and no set Ij of cardinal 3 or
more, or it has at least one set Ij of cardinal at least 3. In the 5rst case, i belongs to
some M(m; n; !) with C2(!)¿ 2, C1(!)+C2(!)= b and C1(!)+ 2C2(!)= k. Thus,
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C1(!) = 2b− k and C2(!) = k − b. Note that we must have 2b¿ k in this case. The
probabilities pi;n pertaining to those indices contribute to Sk;n(un) by at most∑
k=26b6k−2
∑
!∈P(b;k)
C1(!)=2b−k
C2(!)=k−b
∑
i∈M(m;n;!)
pi;n:
Using bounds (3.7) and (3.8), we obtain that the above sum is less than
∑
k=26b6k−2
∑
!∈P(b;k)
C1(!)=2b−k
C2(!)=k−b
mk−b
(n L(un))b
b!
*∗k−bn :
There are
(
b
k−b
)
tuples ! in P(b; k) such that C1(!) = 2b− k and C2(!) = k − b—
among !1; : : : ; !b we choose k − b of them equal to 2 and set the others equal to 1.
Since (
b
k − b
)
6
bk−b
(k − b)!6
kk−b
(k − b)! ;
the above sum is less than
∑
k=26b6k−2
(n L(un))b
b!(k − b)! (km*
∗
n)
k−b:
Under assumption H2, the sequence Knmn*∗n tends to 0 as n tends to in5nity, and the
above sum is less than
1
(k − 2)!
∑
06b6k−2
(n L(un))b
(
k − 2
b
)
(Km*∗n)
k−b−2 (Km*
∗
n)
2
(k − b)(k − b− 1)
6 (Km*∗n)
2 (n L(un) + Km*
∗
n)
k−2
(k − 2)!
= (Km*∗n)
2O(1)
(n L(un))k−2
(k − 2)! :
Finally, we count the contribution to Sk;n(un) of the probabilities pi;n pertaining to
tuples i with at least one set Ij of cardinal at least 3. This count is needed for proving
Lemma 3.3, but we will see that it is not needed to prove Theorem 2.1. But this
explains why we need (3.3) in Lemma 3.3. It also explains why we will introduce
a well chosen conditioning to prove Theorem 2.1 without (3.3). Note that stationary
ARMA processes do not satisfy (3.3) in general. The diNculty that arises in ARMA
models is that in order to have a negligible di=erence between the approximating array
and the ARMA sequence, mn cannot grow too slowly; in fact, the required rate of
growth will violate (3.3).
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The contribution of these tuples i is at most∑
16b6k−2
∑
06u1+u26b−1
∑
!∈P(b;k)
C1(!)=u1
C2(!)=u2
∑
i∈M(m;n;!)
pi;n:
Using bounds (3.7) on pi;n and (3.8) on the cardinality of M(m; n; !), we see that
this sum is less than
∑
16b6k−2
∑
06u1+u26b−1
∑
!∈P(b;k)
C1(!)=u1
C2(!)=u2
(n L(un))b
b!
mk−b*∗b−u1n 
∗b−u1−u2
n : (3.9)
Observe that
#{!∈P(b; k) : C1(!) = u1; C2(!) = u2}
=
(
b
u1 u2 b− u1 − u2
)(
k − 2b+ u1 − 1
b− u1 − u2 − 1
)
:
Since k − 2b + u1 − 16 k, this cardinal is less than
(
b
u1 u2 b−u1−u2
)
kb−u1−u2 . Thus,
sum (3.9) is less than
∑
16b6k−2
∑
06u1+u26b−1
(n L(un))b
b!
mk−b
(
b
u1 u2 b− u1 − u2
)
×*∗u2n (k*∗n∗n)b−u1−u2 :
Note the relation
∑
06u1+u26b−1
(
b
u1 u2 b− u1 − u2
)
/u1u2b−u1−u2
= (/+  + )b −
∑
u1+u2=b
(
b
u1
)
/u1u2
= (/+  + )b − (/+ )b
=(/+ )b
((
1 +

/+ 
)b
− 1
)
:
Thus, (3.9) is less than
∑
16b6k−2
(n L(un))b
b!
mk−b(1 + *∗n)
b
((
1 +
k*∗n
∗
n
1 + *∗n
)b
− 1
)
:
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De5ne
b;k;n =
(n L(un))b
b!
mk−bk∗nb:
Since bKn*∗n
∗
n tends to 0 as n tends to in5nity, uniformly in the range 36 k6Kn and
16 b6 k − 3, sum (3.9) is, for large n, less than
2*∗n
∑
16b6k−2
b;k;n:
Observe that∑
36k6Kn
∑
16b6k−2
b;k;n =
∑
b¿1; k¿1
1{b+ 26 k6K}b;k;n
6K
∑
b¿1
mK−b+1
(n L(un))b
b!
∗nb
6Kn L(un)mK∗n exp
(
n L(un)
m
)
:
Under (3.3) this upper bound is o(1) as n tends to in5nity. Putting all the estimates
together yields Lemma 3.3.
We are not quite done in proving Theorem 2.1 since we needed the extra assumption
(3.3) in Lemma 3.3. To remove it, the trick is to replace the probability P by a
well-chosen conditional probability. For this purpose we introduce additional notation.
Whenever J is a set of integers, we write XJ for minj∈J Xj. For instance, we will write
Xi;j = X{i; j} for Xi ∧ Xj. For an index i = (i1; : : : ; ik), we write |i| for its length k. We
de5ne the index set
N= {‘ = (‘1; ‘2; ‘3) : 16 ‘1¡‘2¡‘36 n; ‘2 − ‘16m; ‘3 − ‘26m}:
There are at most nm2 elements in N. We consider the event
En =
⋃
‘∈N
{X‘¿ un}:
We will work with the conditional probability given Ecn, denoted by
P˜(·) = P(·|Ecn):
Since, using Slepian’s lemma,
P(En)6 #N L3;∗(un) = o(*∗n)
under (3.3), we expect that P and P˜ will behave in a quite similar way. We introduce
S˜k;n(t) =
∑
|i|=k
P˜{Xi¿ un}:
Instead of using the Bonferroni inequality (3.2), we will use the analogue with P˜, that is∣∣∣∣∣P˜{Mn¿ un} −
∑
16k6K−1
(−1)k+1S˜k;n(un)
∣∣∣∣∣6 S˜K;n(un):
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We also introduce the notation
p˜i;n = P˜{Xi¿ un}:
The work done so far will turn out to be most useful in estimating the S˜k;n(un)’s since
there are some general ways to deduce results on P˜ from results on P. Indeed, we
observe that
P˜(·) = P(·)
P(Ecn)
− P(· ∩ En)
P(Ecn)
: (3.10)
In particular, this implies that for n large enough, P˜6 2P; therefore, if the P-probability
of a sequence of events is o(*∗n), so is its P˜-probability. Also, since
P(· ∩ En)6P(En) = o(*∗n);
equality (3.10) implies
P˜(·) = P(·) + o(*∗n): (3.11)
Finally, (3.10) also implies
p˜i;n =
pi;n
P(Ecn)
− P{Xi¿ un;En}
P(Ecn)
:
Consequently, for any set J of tuples i,∑
i∈J
p˜i;n =
1
P(Ecn)
∑
i∈J
pi;n − 1P(Ecn)
∑
i∈J
P{Xi¿ un;En}: (3.12)
Whenever Sk;n(un) is a bounded sequence, taking J the set of all indices i of length
k, we obtain
S˜k;n(un) = Sk;n(un)(1 + o(*∗n)) + O(1)
∑
i:|i|=k
P{Xi¿ un;En}
= Sk;n(un)(1 + o(*∗n)) + O(1)
∑
i:|i|=k
∑
‘∈N
P{Xi ∧ X‘¿ un}: (3.13)
In order to estimate the S˜k;n(un)’s we need to introduce one more de5nition. Whenever
J is a 5nite set of integer we will call
min
j∈J
|j − ‘1| ∧ |j − ‘2| ∧ |j − ‘3|
the distance from J to ‘.
To evaluate S˜1; n(un), we will use (3.13) and observe that if an integer i is at distance
larger than m from ‘, then, using Slepian’s lemma,
P{Xi ∧ X‘¿ un}6 L L3;∗(un):
There are at most n#N such tuples (i; ‘). Next, if i is at distance at most m from ‘,
we have Xi ∧ X‘6X‘; hence,
P{Xi ∧ X‘¿ un}6 L3;∗(un):
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There are at most 4m#N such tuples (i; ‘). Therefore,∑
16i6n
∑
‘∈N
P{Xi ∧ X‘¿ un}6 (n L(un) + 4m)#N L3;∗(un) = o(*∗n);
and (3.13) gives
S˜1; n(un) = S1; n(un) + o(*∗n):
We turn to the evaluation of S˜2; n(un). Observe that if {i; j} is at distance greater
than m from ‘ then
P{Xi;j ∧ X‘¿ un}6P{Xi;j¿ un} L3;∗(un):
If {i; j} is at distance at most m from ‘, then 2 cases can arise.
Case 1: The larger of the distances {i} to {j; ‘} and {j} to {i; ‘} is more than m.
In this case,
P{Xi;j ∧ X‘¿ un}6 L L3;∗(un):
There are at most 4n 4m#N such indices i; j; ‘.
Case 2: Both i and j are at distance at most m from {‘}. Then
P{Xi;j ∧ X‘¿ un}6P{X‘¿ un}6 L3;∗(un):
Consequently,∑
16i¡j6n
∑
‘∈N
P{Xi;j ∧ X‘¿ un}
6
∑
16i¡j6n
P{Xi;j¿ un}#N L3;∗(un) + 4n L(un) 4m#N L3;∗(un)
+ 16m2#N L3;∗(un):
Using H2 and the boundedness of S2; n(un), the above sum is o(*∗n). Then, equality
(3.13) yields
S˜2; n(un) = S2; n(un) + o(*∗n):
The estimation of S˜k;n(un) for k¿ 3 goes slightly di=erently. We use the same
decomposition as in the proof of Lemma 3.3. First, consider i such that all Ij’s are of
cardinal 1, where recall that the sets Ij form the partition of i as given in the proof of
Lemma 3.3. Let us consider
P{Xi ∧ X‘¿ un}: (3.14)
If i is at distance greater than m from ‘, this probability is less than pi;n L3;∗(un).
The sum over all such i’s and ‘ in N of this upper-bound is of order
k;n =N(k; m; n) L(un)k#N L3;∗(un) =
(n L(un))k
k!
o(*∗n);
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which, using H4, is such that∑
16k6K
k;n = o(*∗n):
If i is at distance at most m and ‘, then, because all Ij’s are of cardinal 1 we can
have either p = 1; 2; 3 or 4 ij’s at distance at most m from ‘. If p of the ij’s are at
distance at most m and ‘, we have
P{Xi¿ un;X‘¿ un}6 L(un)k−p L3;∗(un):
For a given p we have at most nk−pmp=(k − p)!O(1) such indices i. Thus, when
summing (3.14) over all i’s at distance at most m from {‘1; ‘2; ‘3} inN and all Ij’s are
of cardinal 1, we obtain an upperbound of order O(1)m4#N L3;∗(un)k4=k!=o(*∗n)=(k−
4)!. This upper bound when summed over k is also o(*∗n) under H2. Consequently,
(3.12) yield∑
i:|i|=k; all Ij’s
of cardinal 1
p˜i;n =
∑
i:|i|=k; all Ij’s
of cardinal 1
pi;n + k;n;
where
∑
16k6K k;n=o(*
∗
n). Given the proof of Lemma 3.3 the above sum of the p˜i;n
equals N(k; m; n) L(un)k + o(*∗n).
Following the proof of Lemma 3.3, let us consider (3.13) when i has exactly one
set Ij of cardinal 2, all the other sets Ij’s of cardinal 1, and i is of maximal type.
The same arguments as used previously show that the sum of (3.14) over all such i’s
yields a series in k which when summed over 36 k6K is o(*∗n). Hence, using (3.12)
again as well as the estimate on the number of such i’s in the proof of Lemma 3.3
(and this estimate does not use (3.3)!)∑
i: one Ij is of cardinal 2
all the others of cardinal 1
i of maximal type
p˜i;n =
(n L(un))k−2
(k − 2)! vn
L2;∗(un) + o(k;n);
where ∑
16k6K
k;n = o(*∗n):
Now, if i is not of maximal type, the inequality P˜6 2P, valid for n large enough, and
the proof of Lemma 3.3 yields (without assuming (3.3)!)∑
i: one Ij is of cardinal 2
all the others of cardinal 1
i not of maximal type
p˜i;n = k;n;
where again∑
16k6K
k;n = o(*∗n):
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Using the same argument, namely P˜6 2P, we also deduce from the proof of
Lemma 3.3 that ∑
i: at least 2 Ij are of cardinal 2
and no Ij is of cardinal
greater than 3
p˜i;n = k;n;
where ∑
16k6K
k;n = o(*∗n):
Now, in the proof of Lemma 3.3, we used (3.3) only to deal with the sum of the
pi;n when i has at least one set Ij of cardinal at least 3. But for such index i, the
conditioning by Ecn forces p˜i;n = 0.
It follows that we can substitute Sk;n(un) by S˜k;n(un) in the statement of Lemma 3.3,
and drop assumption (3.3) once this replacement is made.
Then the proof of Theorem 2.1 following Lemma 3.3 shows that under H1–H4,
P˜{Mn6 un}= e−n L(un)(1 + vnn L3;∗(1 + o(1))): (3.15)
We conclude the proof in showing that we can substitute P to P˜. This follows from
(3.11).
Proof of Corollary 2.2. De5ne mn=n for a  that we will specify later. By assump-
tion, there exists ¿∗ such that ci ¡ i− for any i large enough. The approximating
process
X˜ k;n =
∑
|i|6mn=2
ciZk−i
has variance
˜2n = var X˜ 1; n =
∑
|i|6mn=2
c2i :
Since mn tends to in5nity with n and ci6 i− for i large enough,
1− ˜2n =
∑
|i|¿mn=2
c2i =O(n
−(2−1)):
De5ne n = *∗n =log n, and denote
M˜ n = max
16i6n
X˜ i;n:
Using that the distribution of Xi − X˜ i;n does not depend on i, we have
P{Mn6 un}6 P
{
M˜ n − max
16i6n
|Xi − X˜ i;n|6 un
}
6 P{M˜ n6 un + n}+ nP{|X1 − X˜ 1; n|¿ n}:
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Consequently, as n tends to in5nity,
nP{|X1 − X˜ 1; n|¿ n} ∼ n
√
1− ˜2n√
2'n
exp
(
− 
2
n
2(1− ˜2n)
)
=O
(
n
√
1− ˜2n
n
)
:
We take  such that
(2− 1)¿ 2 3− 
∗
1 + ∗
(3.16)
to make this upper bound o(*∗n). De5ne the largest correlation of the approximating
process
˜∗n =max{cov(X˜ 0; n; X˜ k;n) : 16 k6 n}:
Since ˜∗n tends to 
∗ as n tends to in5nity, the inequality ¡∗ ensures that H2, H3
and H4 are satis5ed by the approximating process. So, we take  less than ∗ and
such that (3.16) holds. Such a choice is possible because we have
∗ = 2
3− ∗
(1 + ∗)(2∗ − 1) ¿ 2
3− ∗
(1 + ∗)(2− 1)
and we can choose  in between these values.
We further note that
|rk − rn;k |6 2

 ∑
|i|¿mn=2
c2i


1=2
;
so that rn;k converges to rk as n tends to in5nity uniformly in k. Therefore, since rk
tends to 0 as k tends to in5nity, we see that (H5) holds for the approximating process.
Applying Theorem 2.1, we see that
P{M˜ n6 un + n}
=exp
(
−n L
(
un + n
˜n
))(
1 + vn L2; ˜∗n
(
un + n
˜n
)
(1 + o(1))
)
:
De5ne
6n =
un(1− ˜n) + n
˜n
:
The mean value theorem asserts the existence of /n between −1 and 1 such that
n L
(
un + n
˜n
)
− n L(un) = n6n′(un + /n6n):
Since we choose  such that (3.16) holds, we have
(2− 1)¿ 1− 
∗
1 + ∗
:
We take  such that 2¿ 1 + (1− ∗)=(1 + ∗). Therefore,
(un + /n6n)2 = u2n +O(6nun) = u
2
n +O
(
*∗n =
√
log n
)
:
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Observe also that 6n is of order un(1− ˜n) + n, that is unn−(2−1) + *∗n =log n. Since
un is of order
√
log n, it follows that
n L
(
un + n
˜n
)
= n L(un) + n6n L(un)unO(1)
= n L(un) + 6nunO(1)
= n L(un) + o(*∗n):
We then have
L2; ˜∗n =˜2n
(
un + n
˜n
)
∼ &2; ˜∗n =˜2n(un)
as n tends to in5nity. One easily checks that for any k,
|cov(X0; Xk)− cov(X˜ 0; X˜ k)|6 2
√
1− ˜2n
and therefore, as n tends to in5nity,
&2; ˜∗n =2n(un) ∼ &2;∗(un) ∼ L2;∗(un):
Combining all the estimates gives an upper bound which matches the asymptotic equiv-
alent given in the statement of the corollary. A lower bound is obtained in very much
the same way.
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