Abstract-Tracing the paths of collections of particles through a flow field is a key step for many flow visualization and analysis methods. When a flow field is interpolated from the nodes of an unstructured mesh, the process of advecting a particle must first find which cell in the unstructured mesh contains the particle. Since the paths of nearby particles often diverge, the parallelization of particle advection quickly leads to incoherent memory accesses of the unstructured mesh. We have developed a new block advection GPU approach that reorganizes particles into spatially coherent bundles as they follow their advection paths, which greatly improves memory coherence and thus shared-memory GPU performance. This approach works best for flows that meet the CFL criterion on unstructured meshes of uniformly sized elements, small enough to fit at least two timesteps in GPU memory.
INTRODUCTION
T HE analysis and visualization of flow datasets often rely on tracing the paths of collections of particles through the flow. This process is key to the production of standard visualization tools for steady and unsteady flow datasets including streamlines, streaklines, pathlines and rakes.
While particle advection has many applications, our primary motivation is due to it being a critical roadblock in the efficient computation of Lagrangian Coherent Structures (LCS) [1] , [2] , [3] . For unsteady flows, analytical topological features of the vector field have proven to be less useful for identifying the important flow features. The computation of LCS identifies topological features from quantities derived from particle paths. This approach analyzes how flow unsteadiness affects the existence and shape flow features, but often requires the tracing of massive numbers of particle paths. Hence the utility of LCS for analyzing and visualizing unsteady flow creates further demand for fast particle advection schemes.
The computation of LCS is typically performed by integrating a dense grid of particles through the velocities of a computational fluid dynamics (CFD) or measured flow dataset, with application to visualization as well as visual effects [4] . Several definitions of LCS exist, as do methods to reduce its computational complexity. However all methods generically require well-resolved particle trajectory data in order to subsequently locate coherent sets that have trajectories with appropriate distinguishing properties. For example, LCS are commonly identified as ridge surfaces of finitetime strain, often by computing the Cauchy-Green (CG) strain tensor at particle path origins. Notably, the finite-time Lyapunov exponent (FTLE) is defined by the largest eigenvalue of this CG tensor, and its spatial distribution has commonly been used to visualize LCS [5] , [6] , [7] , [8] . Moreover, LCS that extremize normal strain [9] or shear strain [10] are similarly identified from the eigenvectors of the CG strain tensor. Further alternative methods define LCS by tracking how particles are mapped over the fluid domain, as eigenfunctions of the resulting transfer-operator [11] , or through appropriate averages along trajectories [12] , [13] . In this study we do not focus on any particular method of LCS computation, but rather their shared bottleneck of dense particle path integration.
For example, a recent LCS analysis of revolving door heat loss [14] discussed the computation of their flow map, a map of start and end points of particle traces. In their case, their simulation data was a 1.65 M cell unstructured grid over 200 time frames. The tracing of 1.34 M particles over 280 adaptive fourth-order Runge-Kutta integration steps (over a linearly interpolated time slice of their data) needed to compute their LCS flow map took 37 hours to compute on a pair of quad-core CPU's. They stated that "the computation of the flow map is by far the most expensive part for any FTLE-based visualization," and later "[a]s future work, looking for ways to speed up the flow map computation is an obvious goal as it is computationally by far the most expensive part." (This has motivated others as well, e.g. to consider an adaptive approach to computing FTLE [15] .)
In this paper, we investigate fast parallel many-core (GPU) algorithms for tracing particles through an unstructured mesh of time-varying flow velocities. We target unstructured velocity data, which is growing in prevalence in CFD for solving increasingly complex applications, and those that consist of roughly uniform-sized tetrahedral elements We propose a new particle asynchronous approach that yields better throughput than a recently published particle synchronous approach, and outperforms previous GPU advection methods when particle advection adheres to the CFL condition. This approach is further improved by a multistage Runge-Kutta integration kernel designed to reduce register utilization. Moreover, a new GPU-tuned block advection system localizes memory access to overcome the cache misses that degrade the performance of other methods as particles disperse across the flow domain, though this approach is currently restricted to flow datasets that can fit at least two time steps worth of velocity data into GPU memory.
Together, these contributions result in a fast memory coherent particle advection engine for tracing particles through time-varying unstructured mesh flow datasets. This new approach can trace 8 M particles over 10 K (fourstage) integration steps 1 in less than four minutes-the same computation time that the revolving door LCS paper [14] reported for tracing 1.34 M particles for one single integration step.
Section 2 reviews recent work on high performance algorithms for integration and particle advection through flow fields, for both steady and unsteady flow, and for regular grids and unstructured meshes. Section 3 summarizes the basic kernel for unstructured mesh particle advection, including a multistage Runge-Kutta algorithm that reduces register utilization for faster GPU computing. Section 4 describes synchronous and asynchronous algorithms for advecting particles, and introduces the block advection method for asynchronous particle tracing. Section 5 analyzes the performance of block advection and provides specific heuristics for setting its constants. For example it finds a performance sweet spot when the block width is about five times the average cell width. Section 6 measures the performance of block advection and shows it outperforms recently published synchronous and asynchronous GPU particle advection methods. Section 7 concludes with a discussion of limitations and directions for further research.
PREVIOUS WORK
Kruger et al. [16] showed the GPU could be used as an effective processing platform for particle advection in a full visualization system. This and related work [16] , [17] focused on advecting particles through regular rectilinear grids. Garth, et al. [18] and Hlawatsch et al. [19] leveraged GPU processing for particle advection in the computation of LCS, though these papers did not discuss details of their implementation or GPU optimization since this was not a focus of either paper. The recent paper by Conti et al. [20] described FTLE computation on the GPU for a specialized application of remeshed vortex methods for bluff body flows that involved mesh-particle interpolations previously tailored for GPU implementation Burger et al. [21] used a vertex shader to trace dense particles through a uniform grid to create streak surfaces, controlling the particle density as the streak surface particles converged and diverged. Ferstl et al. [22] combined these GPU streak surfaces with GPU ridge extractions of the FTLE to compute LCS-like structures over a regular grid.
Data management and scheduling are key to scalable parallel implementation, especially when dealing with the large datasets used for unsteady flow fields. Burger et al. [23] used the CPU to page in new time frames of the entire spatial extent of regular-grid unsteady flow data to support GPU's particle integration. We similarly work with a paged time frame of unsteady data, linearly interpolating velocities from the two velocity samples loaded in memory. We assume massless non-interacting particles. Our approach would not be suitable for interacting GPU particle simulations, e.g. SPH [24] . Our approach also requires two time samples of the entire velocity dataset to fit into GPU memory, which sufficed for our examples but would require additional work to extend to larger out-of-core datasets as shown in Camp et al. [25] .
Irregular mesh, e.g. tetrahedral, data poses an additional challenge, as each particle must locate the mesh cell containing it to properly interpolate its advecting velocity. For particle advection, we rely on the common requirement that the time step should be sufficiently small that particles do not traverse farther than one or two cells between interpolation steps. In such cases, a cell walking strategy [26] is highly efficient for cell location. Our cell location uses this strategy, and we use it for the design and tuning of the block overlap of our GPU memory allocation. Macpherson et al. [27] has even extended this cell walking to handle non-manifold and high genus tet meshes with small overlaps and holes, though such meshes are relatively uncommon.
Often a k-D tree or other global location is used to initially assign cells to particles, followed by successive local neighborhood searches that find the cells into which particles have advected. Schirski et al. [28] combined GPU advection with CPU global cell location, but required costly CPU-GPU communication. Bußler et al. [29] implemented a GPU cell location algorithms for neighborhood search [28] as well as GPU algorithms for exact and fast-approximate traversal of a k-D tree precomputed on the CPU. They showed that an approximate but divergence-free single pass through the k-D tree reduced the neighborhood search enough to justify its use for global location. Martin et al. [30] examined optimizations to cell walking in unusual cases where integration frequently moved particles farther than one cell away, but such cases exceed common stability of accuracy criteria.
In fluid dynamics, the stability and fidelity of a solution rely on the CFL (Courant-Friedrichs-Lewy) condition, which ensures that no information (e.g. wave, fluid particle) is allowed to propagate more than one element of the mesh at a time. The CFL condition improves CFD stability by bounding energy growth. In our case it improves the accuracy of particle advection by ensuring all of the velocity data encountered along a particle trajectory is properly sampled and integrated.
Garth & Joy [31] describe the CellTree, which accelerates global particle location on the GPU using a bounding interval hierarchy. Their results outperformed other global location techniques, by factors ranging from about 1.75Â to over 3.5Â faster. They also outpaced the local particle location search [32] of FAnToM [33] on streamline integration, ranging from no speedup to 1.35Â: Their paper does not report the number of streamlines or integration steps. As our cell 1 . We use the term step to refer to a full multistage integration over Dt; whereas we use the term stage to denote a single stage of a multistage integration step.
walking approach is similar to the one used in FAnToM, we would expect the CellTree to similarly improve our results on initial global point location, but not the local neighborhood location following the one-element CFL condition used for integrating and tracing our particle trajectories.
The GPU can also be applied to the general integration of ordinary differential equations in addition to particle tracing. Murray [34] implements reduced-memory versions of multistage adaptive integration methods including DOPRI5 and RK4(3)5[2R+]C, using an asynchronous approach for better load balancing. Our multi-stage Runge-Kutta integration is similar to this work, though Murray sought to minimize the storage of all constants whereas we focus specifically on reducing register usage.
STREAMING ADVECTION KERNELS
We consider unsteady flow data stored as time-sequences of velocity vectors at the nodes of an unstructured mesh. The mesh data structure is cell-based with connectivity information that permits easy access to neighboring cells. We work in 3-D, and the three-cells (which we simply refer to as "cells") are typically tetrahedra, though our approach can handle any convex polyhedral cell shapes.
We process as input the initial positions (typically organized in a regular rectilinear lattice) of particles to advect through the time-varying velocity field interpolated in space and time from the unstructured mesh nodes.
The advection of particles through an unsteady (timevarying) flow measured at the nodes of an unstructured mesh follows in general a repeating pattern of computation consisting of particle location, velocity interpolation and particle integration shown in Algorithm 1. Note that "Integration" represents one stage of a multi-stage integration step (e.g. fourth-order Runge-Kutta), since each stage requires its own location and interpolation of the unstructured mesh data. The "Location" step determines which cell contains each particle. We use the "walking" method [26] to perform a local, directed search to find the cell containing a particle after it has been advected from its original cell. A (convex) cell is formed by the intersection of planar half-spaces, and a particle lies in this cell if it sits in the "interior" side of all of these planes. If a particle has left the current cell, it will lie on the "exterior" side of one or more of these planes, and we pick one of these planes that the particle has moved farthest away from. We test particle for membership in the cell that shares that plane's face with the current cell, and continue the search from that cell recursively until we find a cell containing the particle.
The "Interpolation" step linearly interpolates the velocity from the surrounding time step values stored at the cell's vertices in the flow dataset. For tetrahedral meshes, a particle lying on a face, edge or vertex shared by multiple neighboring cells can be arbitrarily assigned to any one of these cells since the barycentric interpolation of its vertex values yields the same result regardless of cell choice.
The walking cell location method requires that the cells be organized into an adjacency structure, such as are produced by common mesh generation methods such as TetGen [35] . Meshes with t-intersections, disjoint coincident cell faces and other non-manifold artifacts would require global location method such as the CellTree [31] . Such global approaches might also be appropriate if particle integration step across many cells, but the stability and fidelity of such a flow simulation usually relies on setting the time resolution for integration consistent with the spatial resolution of the mesh, so we expect particles infrequently move more than one cell away.
A global location method is also needed to determine the initial cell location of seed particles. In practice, and specifically for LCS computation, the choice of initial layout organization can be arbitrary, and particles are typically seeded in a regular axis-aligned (AA) grid arrangement. Algorithm 2 uses this regularity, streamed over parallel buckets of particles, to enumerate the particles in each cell's bounding box, outputting only those particle positions in the current cell. This results in a Oð MþP N Þ time complexity if we assume the number of overlapping cell bounding boxes is constant. (In the worst case the overlap can be proportional to M since smaller long-skinny cells can incur more overlap, but this is not a realistic property for a typical unstructured mesh.) We found the performance of this particle-grid initialization algorithm benefits well from orderly distributed access to both the particles and the flow dataset.
Algorithm 2. Initial Cell Location for AA Grid Particles
input: P seed particles, M cells and N threads, where P ) N: foreach cell C j in parallel do Let B be the axis-aligned bounding box of C j ; foreach grid particle position
We also tried a similar parallel initial cell location algorithm that streamed over spatially coherent buckets of particles in any layout. It used global positioning (e.g. a parallel k-D tree [36] , [37] or CellTree [31] ) to locate the first particle in each bucket, and local positioning (cell walking) to locate the bucket's remaining particles. We found that the global positioning structure construction was quite expensive, and that overhead outweighed the benefit of the later faster local positioning steps. We also found that the algorithm critically depended on the property that the first particle in each bucket must lie in the flow mesh domain, otherwise a conditional was needed that impeded GPU data parallelism. This first particle issue was not a problem when the initial particle positions lied inside the dataset, but could not be easily guaranteed for arbitrary cases.
For the "Integration" step, we implemented fourth-order Runge-Kutta as shown in Algorithm 3, designed to reduce register usage. Hence, the RK4 integration of a particle required four iterations through the location-interpolationintegration kernel, such that the intermediate Runge-Kutta points can be located and their velocities interpolated.
Algorithm 3. Streaming Multistage RK4
Data: ðx 0 ; x; t; v; stageÞ where x 0 ; x 1 maintain the original and accumulated particle positions, x; t are the current integration sample position and time, v is the velocity interpolated at position x and time t; and "stage" is the number of the current integration stage. Result: Updated stage and new integration position x and time t:
case 2 :
case 3 :
case 4 :
The previous work on GPU advection of particles through unsteady flow datasets similarly report results using nonadaptive (third-order) Runge-Kutta integration [29] , [31] . This multi-stage approach could be applied to the GPU implementation of adaptive integration methods, e.g. DOPRI5 and RK4 (3)5[2R+]C [34] , though such methods were not included in our experiments. For such adaptive cases, the "stage" parameter would be advanced conditionally, which could lead to increased thread divergence. Adaptive integration may also introduce further irregularities that could degrade the proposed block advection strategy.
STREAMING ADVECTION ALGORITHMS
We target the modern GPU as the computational platform for high-performance unstructured mesh particle advection. In general, the GPU is a many-core processor that distributes parallel threads onto multiple MIMD warps of typically 32 SIMD parallel processors, and multiple warps are collected into SM processing units that share local memory and draw from the same pool of registers. Register contention commonly hinders GPU performance by limiting the number of threads in flight, so we strive to reduce register utilization.
Synchronous Advection
Ameli et al. [38] implemented synchronous advection, which keeps all particles synchronized as they advect through a flow field, as shown in Algorithm 4.
Algorithm 4. Synchronous Advection [38] foreach integration stage of each timestep Dt do foreach particle i in parallel do locate i; foreach particle i in parallel do interpolate i; foreach particle i in parallel do integrate (one stage) i;
Particle synchronous advection has several advantages. The location-interplation-integration kernel are separated into three individual kernels, each run on all particles before moving to the next (e.g. all particles find their containing cell before any interpolate their velocity). This improves performance by reducing register usage since some kernels use less registers that others. Synchronization also reduces code divergence since particles all run the same subkernel, and all particles will share the same integration stage state in the integration subkernel. Furthermore particles can exchange information in a synchronized manner which can support particle coupling.
The main disadvantages of synchronous particle tracing are load balancing and global memory access. Each locate kernel (cell walking) runs for a small but unknown number of iterations, so some instantly located particles may need to wait for others to find the right neighboring cell that contains them. Because synchronous advection uses three individual kernels, when a new kernel is loaded, the previous kernel needs to write its results to global memory, and the new kernel needs to read these results back in for further processing. This global memory overhead can be avoided by the asynchronous advection mentioned next.
Asynchronous Advection
Particle asynchronous advection allows each thread to trace its particles independently, until additional flow data is needed, as shown in Algorithm 5. Particle asynchronous advection avoids repeated per-integration-stage reads and writes to global memory. When particles leave the flow domain, the synchronous approach must either waste computation on them, or perform an expensive compaction to remove these particles, whereas the asynchronous approach can simply kill the thread, leading to improved load balance. Particles traced in the asynchronous approach benefit from better memory coherence when referencing the unstructured mesh, since the particle position will remain in the same cell or move to a nearby cell.
Algorithm 5. Asynchronous Advection
foreach dataset time frame do foreach particle i in parallel do repeat locate-interpolate-integrate particle i; until particle i reaches end of current time frame (or exits flow domain);
Particle asynchronous advection allows thread warps to execute asynchronously, and these threads persistently focus on their current particles, reducing global memory writes of particle state. Our experiments verify that for these reasons, the asynchronous approach generally outperforms the synchronous approach.
Block Advection (BA)
The asynchronous approach assigns a particle to a thread, and lets that thread trace the particle from its initial position until it reaches the space (outflow) or time frame boundary of the flow data, or desired maximum integration time. Such approaches can benefit from spatial coherence if neighboring particles are assigned to processors that share the same cached portion of the velocity data. However, particles that are initially proximate generally diverge in most flows, and any benefits from the cache coherence of their initial positions soon degrade.
We propose to preserve this cache coherence by dynamically re-clustering particles as they advect through the unstructured mesh, such that these clusters can share the same cached chunks of the unstructured mesh flow data. Rather than clustering particles, e.g. by k-means, we organize the flow domain into overlapping rectilinear block, such that particles within a block can utilize the same cached unstructured mesh flow data. (Some blocks may contain too many particles, which require multiple SM thread blocks each with its own copy of the block's mesh data.) These blocks are organized on a uniform structured spatial grid. Blocks that do not intersect the unstructured mesh are ignored.
Particles within a block are traced until they leave the block as shown in Fig. 2 , and their advection performance benefits from the cached flow mesh data. When a particle exits a block's boundary, it must be removed from the current block and added to a neighboring block for processing. In order to avoid alternating block processing for trajectories that straddle box boundaries (Fig. 3) , we allow the blocks to overlap. Hence each block consists of an inner block and an outer block, where the outer block overlaps its neighboring block's outer-block and inner-block regions.
We use the inner blocks to initially allocate particles to each block's processing thread. During advection, we only use the (overlapping) outer blocks, transferring the particle to a new thread only when it leaves it's current block's outer block region. The particle would then be assigned to the unique block whose inner region contains the particle.
The blocks also extend in time, from a flow data sample time t 0 to sample time t 1 : This (global) block time frame 2 is dictated by the amount of velocity data that can be loaded into GPU memory at a time. The blocks do not overlap in time, except that the previous end time t 1 becomes the new start time t 0 when the next set of velocity data is loaded. For our examples, we simply set the block time frame to load two velocity time samples per node. We note that these shorter time frames help avoid the load imbalance that occurs when some particles remain in their spatial blocks while others leave them quickly.
To reduce the global memory access of processing these blocks, each block maintains its own local adjacency structure of the cells that lie within its outer boundary. The cells that intersect the outer boundaries and overlapping regions of blocks will thus be duplicated in a neighboring block's local adjacency structure. As block size decreases and as the 2. We use the term time frame to refer to both the number of time samples in an unsteady flow dataset, the duration between these time samples and the time duration of our blocks. Since we recommend each block uses two time samples, we trust there is no confusion with this use of terminology.
overlap margin increases the memory wasted by this duplication increases.
This block advection algorithm is described in Algorithm 6. It maps a given number (one or more) of particles to each thread in a thread block. The threads in the thread block trace the particles until all have escaped the block's space or time bounds, or after a preset maximum thread computation time has been reached. Particles that escape the block are labeled "inactive" and even though they may continue to be processed by their threads, they remain frozen at the place and time of their escape.
Algorithm 6. Block Advection (BA)
foreach space-time block in shared-memory parallel do load block's cells into shared memory; foreach particle i in a parallel thread do repeat locate-interpolate-integrate particle i; until particle i exits current space-time block transfer exiting particles to neighboring blocks; When a particle crosses the (outer) boundary of its block, it will need to then be processed by a neighboring block using the neighboring block's local cell adjacency structure. To facilitate this re-assignment of a particle's cell location to the index used in the new block's local cell adjacency structure, we maintain a global hash table indexed by each cell's ID in the global adjacency structure that returns the list of blocks whose outer-boundary overlaps the cell, and the ID of the cell in the local adjacency structure of each of those blocks.
This blocked approach introduces additional code divergence beyond that of the asynchronous algorithm it is based on. If a particle leaves its flow block in a middle stage of a multi-stage integration, it will start in that stage in its neighboring flow block even though other particles may be at different stages of integration. To reduce this divergence, we sort particles by integration stage (as used in Algorithm 3) before we begin processing each flow block. Experiments show that RK stage sorting improves tracing performance by about 13 percent even after adding the extra expense of the sort. While we use a fixed stage integration, the threads of an adaptive integration approach could be similarly coalesced.
ANALYSIS AND TUNING
We implemented our algorithms in double precision on an NVIDIA Tesla K20 GPU, with 13 SMX multiprocessors each with 192 cores for a total of 2,496 cores (though for double precision the number of cores per SMX is reduced to 64). The SMX multiprocessors can each execute up to 64 warps sharing 64 K registers, reaching a peak 1.17/3.52 T(dp/sp) FLOPS. The K20 has 5 GB of GDDR5 memory accessed at 208 GB/s, with 64 KB available per SMX multiprocessor, organized as 48 KB shared memory and 16 KB L1 cache, or vice versa.
We tested our algorithm on various data sets, which included three internal flow datasets and two external flow datasets. The internal flow examples were cardiovascular datasets used to analyze the diagnosis of adverse blood flow conditions, and are typical for biological and health simulations [39] , [40] , [41] . These flows reside in complex geometries, are highly unsteady, and exhibit both laminar and transiently turbulent flow regimes. The aortic model (Fig. 1) presents an abdominal aortic aneurysm, with complex flow structures in the aneurysmal region. The total cavopulmonary connection (TCPC) model (Fig. 4) contains multiple inlets and outlets, along with boundary layer meshing. The upper/cerebral vasculature (UV) model (Fig. 5) is useful because it contains a wide variety of flow regimes, and its divergent branching separates flows spatially.
We also analyzed two external flow examples. The first (Fig. 6) is a low aspect ratio wing (AR ¼ 2) from Kunihiko Taira at Florida State University, which demonstrates the kind of external flow example common in both aerospace and swimming/flying applications. Its irregular space mesh is highly anisotropic, with very small boundary layer elements surrounding the airfoil, and increasingly larger elements near Fig. 3 . Blocks overlap spatially but not temporally. A single particle trace is computed in seven segments as it crosses various block domains. Fig. 4 . The total cavo-pulmonary connection (TCPC), consisting of 1,482,023 tetrahedra, 272,574 nodes and 100 time frames. The displayed flow was computed on 40 K particles starting at the bottom entry for one cycle. In our performance experiment, 8,120,601 particles are traced for 50,000 integration steps by 397 executions of the block advection GPU kernel. the surrounding free stream. The second external flow example is a periodically-forced Rayleigh-B enard type convection cell [8] , which represents large scale unsteady vortices similar to those observed in geophysical flows.
We primarily analyze and tune the blocked advection algorithm on the abdominal aorta dataset in Fig. 1 , which consists of 1,004,926 tetrahedra, 193,840 nodes and 25 time frames per cycle. The displayed flow was computed on 40 K particles starting at the top entry for one cycle. In our tuning analysis experiments, 8,120,601 particles are traced for 10,000 integration steps by 344 executions of the block advection GPU kernel.
This analysis focuses on the advection of particles initiated at an inflow location, and the characteristics of the results are influenced by the dispersion of particles across the domain. Most practical applications are open flows whereby flux occurs on boundaries of the computational domain. In such applications, FTLE is likewise computed in an interior sub-volume to sufficiently advect particles before they exit, and thus we may expect similar trends as reported here. For closed flows, particles may be released over the entire domain with particle density remaining mostly constant, which is more indicative of later iterations of the inflow analysis. Nevertheless, results on the use of block advection to compute FTLE for both open and closed flow examples are provided in Figs. 16 and 17 , demonstrating that both applications significantly benefit from the block advection strategy since coherence between particle data and velocity data is rapidly lost in either scenario.
Particle Block Density
Particles are processed in bundles that lie in the same flow block. The characteristics of the distribution of particles in blocks evolves through the tracing procedure. At the beginning of the advection, the particles may lie in a few flow blocks, but continued advection will distribute the particles across many more. Hence the particles in a flow block are processed by one or more thread blocks to better balance computational load as the number of particles in each blocks begins to vary significantly. Recall that this block advection algorithm is repeatedly run until there are no more blocks with particles that have not reached the end of the current time frame of loaded velocity data. Then the blocked flow data from the next time frame is used to block-advect the particles.
The number of particles decreases with each new time frame due to outflow. Each BA execution advects particles until they either exit their current block or reach the end of the current time frame. Each of these iterations takes an amount of time proportional to the number of active particles times the number of integration steps, and this is not indicated along the horizontal axes. In the first few time frames, most of the particles remain in a few initial blocks. The iterations at later time frames reveal that most particles reach the end of the time frame, leaving a short tail of iterations needed for particle trajectories that have visited many different blocks. Fig. 8 plots the number of blocks that contain at least one active particle, again over the multiple BA executions within each of the 25 flow data time frames. The number of active blocks grows with each new time frame as the particles disperse across the flow domain. Within each time frame, the number of active blocks quickly drops to a short tail of a few blocks needed to process particle trajectories that have visited many different blocks.
We can measure the distribution as the average number of particles per block as A ¼ total active particles total active blocks : Fig. 9 plots A over the 344 BA executions within the 25 time frames of the aorta dataset. The particle block density drops as particles disperse across the flow domain. Initially particle block density is high since fewer blocks contain more particles, but later particle block densities fall to below 1,000 particles per block by the 15th time frame.
Thread Assignment
An ideal implementation of the block advection algorithm would store the flow mesh data of a block in the local memory (shared memory or cache) of one streaming multiprocessor (SM) unit, and assign to it all of the particles in that block. However, current GPU architectures (including the K20) do not allow the user to assign a thread block to a specific SM. We compromise by mapping one or more thread block to advect particles in each spatial block, and letting the GPU scheduler assign the SM.
We set a threshold AÃ that we use to distinguish two kinds of blocked advection workloads. When A ! AÃ; we assume we have few flow blocks with many particles. We set the maximum thread block size to AÃ threads, and allow each thread to trace a maximum of P T ¼ minðdA=AÃe; 16Þ:
particles. The upper bound PT on the number of particles per thread is clamped to 16 to prevent uneven thread load, but varying this parameter within its order of magnitude did not significantly affect performance. When A < AÃ; we assume many flow blocks contain a few particles. We set the maximum thread block size to dAe threads, and allow each thread to trace only a single particle, PT ¼ 1: Hence, if A < AÃ then a flow block of N particles is processed by dN=Ae thread blocks of single-particle threads. Otherwise A ! AÃ and the flow block's N particles are processed by P particles per thread organized into dN=ðPAÃÞe thread blocks. Fig. 10 replots Fig. 9 on a logarithmic scale, revealing that low particle density occurs often at the end of each time frame to flush out straggling particles that likely straddle the overlaps between flow blocks. For the aorta dataset, 71 of the 344 AB executions (about 20 percent) run with an average particles per block less than the AÃ ¼ 256 threshold.
Since AÃ is an upper bound of the number of threads per thread block, it should be both a multiple of 32 (the SM warp size) and evenly divide 512 (the maximum number of threads allowed based on our kernel's register usage). Hence AÃ can be 32, 64, 128, 256 or 512, which subdivides the 48 K of SM shared memory into sixteen 3 K, eight 6 K, four 12 K, two 24 K or one 48 K piece. Since the 24 K memory size was sufficient to hold the block velocity data for the lower aorta dataset, we selected AÃ ¼ 256:
Block Size
The size of blocks, especially their overlap widths, are set to localize computation while avoiding thrashing between neighboring blocks. As shown in Fig. 3 , a few particles can still criss-cross the overlap region multiple times, but the minimum thread count setting from the previous discussion reduces the impact of such pathological cases. We have not observed them in practice on our sample datasets, so we focus our block size and overlap tuning on full thread count cases. Fig. 12 shows that the running times for the aorta data are almost completely dependent on the outer block width. Table 1 shows that nearly any combination of inner width and overlap percentage seem to optimize performance on the aorta dataset so long as the outer width is about 0.25 cm on the aorta dataset, and our experiments verify similar dependence on outer width for other datasets. This dependence on outer width suggests performance is dependent on the memory footprint of the block, since the amount of local flow data cells depends on the outer width. Table 2 compares the average cell volume with the optimal outer block volume for three datasets (aorta, TCPC, UV) and finds that the optimal outer block size hold a fairly consistent number of cells, roughly 125. Hence we conclude that the outer block width should be set to roughly the width of five average cells. Fig. 9 . The average number of active particles per active blocks of the abdominal aorta dataset. At early time frames, few blocks contain many particles, whereas at later time frames many blocks contain few particles. Within a time frame, blocks also become less densely populated as block advection drives particles from their current block. The BA execution counts are the same as in Fig. 7 . Fig. 10 . The average number of active particles per active blocks of the abdominal aorta dataset, plotted with markers on a logarithmic scale to reveal details of low particle block densities. The convection cell analysis in Fig. 13 reveals a similar block overlap behavior as did the aorta data, except for its three smallest block sizes 0.03, 0.04 and 0.05. In this case, we simply use the inner block width of 0.03 with no overlap. The performance for inner block widths 0.04 and 0.05 drop rapidly for two reasons. First, the increase in overlap margin leads to a cubic increase in the number of cells in blocks, and second, increasing the overlap margin reduces the number of integration stages a typical particle spends in a given block.
The pitching airfoil block size analysis in Fig. 14 exhibits a very different pattern, with execution time nearly linear with inner block size, outer block size and overlap ratio. Here the flow is mostly laminar with little turbulence, and like the previous convection cell case, larger overlaps tend to just deposit particles further inside their neighboring blocks. But the previous laminar case exhibited optimal runtime valleys that are absent in this airfoil case. Here the global memory limit does not allow block sizes small enough to reach an optimal size for this dataset. Furthermore, the mesh is highly anisotropic with edge lengths varying from 0.025 to 1.2 cm and a single constant block size does not perform uniformly well over these varying cell sizes. In such cases we can simply set the block size to the minimum, 0.15 in this case, with no overlap.
Memory Allocation
The global flow data consists of geometric node data that record a spatial position and a time-varying sequence of flow velocities, and the topological data that connect nodes into a tetrahedral mesh. We order this data in memory clustered by blocks to facilitate cache coherence and coalesced memory access. A redundant copy of the node and cell data shared in the overlap region of neighboring blocks is stored in each of the overlapping blocks, which inflates the memory footprint of this representation.
We use the shared memory to locally store the cells rather than the cache, which might be overwritten if the GPU assigned two different flow block's threads to the same SM. The Kepler architecture provides 64 KB per SM that can be divided between shared memory and L1 cache. We assign each SM 48 KB of shared memory and 16 KB of L1 cache. We explicitly assign the flow data used by any flow block processed by the SM that fits in its shared memory limit. We have experimentally validated that the overhead of cache flow data degrades performance when we assign e.g. 48 KB of L1 cache. Fig. 15 shows that our blocked tracing approach using the shared memory for memory coherence outperforms the GPU's default use of the L1 cache to accelerate access to local flow blocks. Our explicit shared memory use is about 2 1 4 Â faster than letting the GPU use it as L1 cache. We estimate the amount of shared memory that each thread block can use as
where 512 is the upper bound of number of threads per SM. The memory size M can be used to determine if there is enough space to allocate shared memory, and if not, the thread block accesses the copy of its local mesh data held in global memory. This is less efficient but at least benefits from the global memory L1 cache. For reasonable particle block densities (A ! AÃ) we divide the shared memory between 512=AÃ flow blocks. When A ( AÃ; we have low particle densities and the benefits of a local copy of the unstructured mesh cells is not worth the memory copying expense. Equation (3) avoids this memory copy expense by setting its available memory for each of many flow blocks sharing an SM to a value likely lower than needed to contain the block's flow data. In the worst case when particles are badly scattered, block advection effectively reverts to asynchronous advection.
Exiting Particle Transfer
The last step of Block Advection (Algorithm 6) transfers any particles that have exited the current block to a neighboring block. This step requires finding the appropriate neighboring block. While the inner blocks are mutually exclusive, we have found particles can lie very near to block boundaries, and when cell faces also lie near inner block boundaries, numerical issues can interfere with finding the correct cell in the correct block. Hence we check to ensure the particle's enclosing cell is properly included in the block's list of cells.
If not, we examine the neighboring blocks (up to seven in corner cases) and use the first block that includes the block's containing cell. When a particle is transferred from one block to a neighboring block, its enclosing cell will need a new local cell index relevant to the new flow block. We implement a GPU hash table algorithm to quickly return the local block addresses of a global cell.
At this stage (end of BA execution), to improve performance we sort the particles in order of active/nonactive status, then by new block number, then by integration stage. The active status sort key results in a compaction so we can limit computation to active particles. The block assignment key coalesces particle data by block for better cached memory coherence. The integration state reduces thread divergence in the integration kernel for any particles that switched blocks in the intermediate stages of Runge-Kutta integration. We implement this sort using a prefix-sum scan to collect active particles, followed by a radix sort on block ID and integration stage.
RESULTS AND COMPARISONS
We compare GPU implementations of synchronous advection, asynchronous advection and blocked advection. The synchronous advection implementation is CudaVC [38] , a well optimized particle tracer implemented to accelerate the investigation of Lagrangian coherent structures. Our asynchronous algorithm is a simple research prototype, though with the improved Runge-Kutta integration. The block advection implementation is analyzed and tuned as described in the previous section. Our asynchronous and blocked advection implementations are publicly available via github.com/linyufly/CUDATracer.
Our main goal for fast GPU particle advection through unstructured unsteady flows was to accelerate the computation of FTLE and thus the investigation of Lagrangian coherent structures. Figs. 16 and 17 demonstrate the use of blocked advection to accelerate the computation of FTLE and LCS. For Fig. 17 , a portion of the aorta is seeded with 11 M particles for 400 ms at 100 ms intervals across 51 pulsatile time frames that in total represent 952 ms to generate the displayed FTLE sequence. Our code for these FTLE computations is also available online at github.com/linyufly/ FastFTLE. Table 3 compares the register utilization between algorithm implementations. The stack frame used in asynchronous and block advection allows us to perform function calls that when inlined degraded performance. Our multi-stage Runge-Kutta implementation only needs a few registers. When compared to a full Runge-Kutta GPU implementation, the reduced register version sped up our blocked particle tracer by nearly a factor to two. Fig. 18 shows the execution time over each time frame of our three datasets of the synchronous, asynchronous and block advection implementations, and the total runtimes are compared in Table 4 . Fig. 18 shows the execution time for the three advection approaches on the aorta, TCPC and UV datasets. As expected, the synchronous and asynchronous approaches drop in performance from their initial stages as particles disperse through the flow dataset, due to the associated loss in memory coherence. The block advection performance does not show such a decrease because the tuned blocks achieve the goal of maintaining local coherent memory access. All of these algorithms perform better toward the end due to outflow.
Register Allocation

Overall Performance
The performance on smoother exterior air flows is similarly improved by asynchronous blocked advection, but with less interesting characteristics. Performance of all three approaches on both the AR2 pitched wing flow dataset (block size 0.15, no margin) and the convection cell dataset (block size 0.30, no margin) remain constant when measured over the particles that have not yet exited the domain.
We can compare this performance to Garth & Joy [31] on the task of particle advection for tracing pathlines. Garth & Joy report a GPU version of their CellTree global location algorithm used to support real-time streamline advection to visualize their 23.6 M element hexahedral "Fishtank" flow dataset. They advected 250 K particles at about 35 Hz, and 1 M particles at about 10 Hz, yielding advection rates ranging from 8.75 to 10 M particles per second. The block advection rates shown in Table 4 range from 224 M (UV) to 367 M (TCPC) particles per second (ignoring the lower number of time steps used in the AR2 example). Garth & Joy measured CellTree on a 1.5 GHz 240-core NVIDIA 285GTX whereas our K20's 2,496 cores run at 706 MHz, suggesting that the K20 runs five times faster than the 285 GTX (assuming full resource utilization). Hence the 300 M/s blocked advection rate on the K20 represents a 6Â algorithm speedup over the 10 M/s CellTree rate on the 285 GTX. (This does not include the additional factors that we used RK4 and double precision whereas they used RK3 and single precision.) Since CellTree is a global location method and the CFL condition advects particles about one element away, the local cell walking approach used by block advection aids such pathline tracing. We can also compare to the performance of Bußler et al. [29] , which traced particles interactively through time-varying flows (with time-varying meshes). They traced particles interactively and their Fig. 3 reported a runtime v. integration step, so their runtimes measure the time to move the entire particle population one integration step ðDtÞ: Their "Gyro" dataset (unavailable to us) consists of 1.1 M cells and so is comparable to the size of our aorta dataset. They report (visually in Fig. 5 ) a running time of about 23 ms for 1 M particles for one integration step. Block advection traces 8 M particles over 10 k integration steps in 233 s which averages to just less than 3 ms per 1 M particles per integration step. Their GPU (NVIDIA GTX 480) with 480 total cores running at 1.5 GHz whereas our K20's 2,496 cores run at 706 MHz, suggesting that the K20's fivefold processors running at half speed should represent a GPU 2 1 2 Â performance increase. (This does not include our use of RK4 and their use of RK3 integration.) We conclude that block advection on double precision data represents over a 4:2Â performance improvement over Bußler et al. [29] on single precision data.
We can further compare our GPU performance to parallel CPU clusters, such as the Blue Gene/P (BG/P) Intrepid system at the Argonne Leadership Computing Facility used to compute FTLE for rectilinear time-varying flow fields using a similar but mutually exclusive (non-overlapping) domain decomposition [42] . This system consists of 1,024 850 MHz PowerPC-450 cores, which is 41 percent of the cores each clocked 20 percent faster than the K20, leading to a very coarsely approximate performance differential of 2Â that ignores many details including precision and SIMD. Their best reported advection rate (using single-precision RK4 over four rectilinear datasets that did not require particle location ) was 13.5 M particle time steps per second for the 8 M element "plume" dataset (186 M particles over 29 time steps in 400 seconds). Our best blocked advection rates range from 340 to 360 M particle time steps per second, which includes unstructured mesh particle location but is limited to smaller domain sizes. Given these factors, blocked advection runs about 13Â as does the non-overlapping blocking approach. Table 5 measures the performance of block tracing verses ordinary asynchronous over changes in the integration time step dt: While the running times of both BA and asynchronous appear to scale linearly with the number of steps (proportional to 1=dt), the speedup of BA over asynchronous grows from just under 4x to over 5x as the time steps decrease. The number of BA executions grows slightly (10 percent as the time steps decrease to a 10th), the number of integration steps per ba execution grows linearly (at a 90 percent rate) with the number of integration steps. Hence the added costs of the blocked advection approach, including the shared memory loading of cells and the transfer of exiting particles, do not increase drastically as the integration time step decreases, suggesting that block advection can transfer GPU scalability directly to improved simulation precision.
Timestep Robustness
CONCLUSION
We have established a new performance mark for tracing particles through unsteady unstructured flow datasets, in particular those with uniformly sized elements, and maintaining CFL % 1 as commonly employed for particle advection. We have shown that the performance of GPU particle tracing algorithms suffer as particles disperse across the flow domain, but these effects can be countered by block advection. We showed for example that the complex flows of most interest to LCS analysis should set the outer block width to span about five cells in each dimension, and the inner block width to about half the outer width. For more laminar flows, the benefit of the hysteresis provided by inner/outer block boundaries is not necessary and block size can be safely minimized to the smallest value available based on thread utilization. We have also carefully analyzed block advection performance and provide advice on its tuning. For example, we showed that the number of threads to assign in a GPU thread block should not be maximized as is usually recommended, because particles can be spread too thinly across the domain and there may not be enough particles in an advection block to fill the available threads in a thread processing block. We found the best performance on current hardware came from mapping two advection blocks to a single thread block, but this depends on a rather complex analysis of shared memory, register utilization and particle density as shown in Section 5.2.
We rely entirely on cell walking for particle location, which works well in most cases since the CFL % 1 condition prevents particles from traveling more than one or two cells per integration stage. In cases where larger time steps are used, methods such as the CellTree would perform better than our walking approach.
The algorithm works best on unstructured meshes whose elements are roughly uniformly sized. Adaptive meshes with wide variations in cell size, such as our airfoil example, can lead to blocks whose uniform size is too small, dominated by memory constraints needed to hold dense velocity nodes at the corners of small cells. Further research on this approach by varying its overlapping block size would better handle such adaptive meshes, but would require further analysis for its parameter tuning.
The algorithms require at least two velocity time-samples of the entire spatial unstructured mesh to be available in the GPU global memory. A clear direction for further research would add a level to the block memory hierarchy to include larger overlapping GPU-processing blocks that are paged in from the CPU. The overlapping regions would prevent virtual memory thrashing in the same way we already showed they prevent thread block thrashing, but would need to be similarly tuned to determine the best block and overlap size parameters.
