Abstract. In this paper, we consider a class of high-order cellular neural networks (HCNNs) model with time-varying delays in the leakage terms. We give some sufficient conditions which guarantee the exponential stability of pseudo almost periodic solutions for the model. The obtained results complement with some recent ones in the liteature.The technique of proof involves the exponential dichotomy theory and the fixed point theorem. An illustrative example is given with an application.
Introduction
It is well known that retarded functional differential equations describe those systems or processes whose rate of change of state is determined by their past and present states. These equations are frequently encountered as mathematical models of most dynamical process in mechanics, control theory, physics, chemistry, biology, medicine, economics, atomic energy, information theory, etc. For example, it follows from literature that the high-order recurrent neural networks (HCNNs), which include both the CohenGrossberg neural networks and the Hopfield neural networks as special cases, allow high-order interactions between neurons, and therefore have stronger approximation property, faster convergence rate, greater storage capacity, and higher fault tolerance than the traditional first-order neural networks (see Dembo et al. [1] ). Hence, in the past years, high-order neural networks have been successfully applied in many areas, such as biological science, pattern recognition and optimization (see Psaltis et al. [2] , Karayiannis and Venetsanopoulos [3] ). In particular, some attention has been paid to the convergence behavior for HRNNs with delays in the leakage terms (see [4] [5] [6] and the references therein). Recently, Xu [7] and Zhang [8] considered the existence and exponential stability of the anti-periodic solutions for the following HCNNs with time-varying delays in the leakage terms:
x i (t) = −c i (t)x i (t − η i (t)) + n j=1 a ij (t)f j (x j (t − τ ij (t))) + n j=1 n l=1 b ijl (t)g j (x j (t − α ijl (t)))g l (x l (t − β ijl (t))) 1) in which n corresponds to the number of units in a neural network, x i (t) corresponds to the state vector of the ith unit at the time t, c i (t) represents the rate with which the ith unit will reset its potential to the resting state in isolation when disconnected from the network and external inputs, a ij (t), b ijl (t) and d ijl (t) are the first and second order connection weights of the neural network, respectively, η i (t) ≥ 0 corresponds to the time-varying leakage delays, α ijl (t) ≥ 0, β ijl (t) ≥ 0 and τ ij (t) ≥ 0 correspond to the transmission delays, σ ijl (u) and ν ijl (u) correspond to the transmission delay kernels, I i (t) denotes the external inputs at time t, f j , g j and h j are the activation functions of signal transmission. On the other hand, the dynamics of delayed neural networks is mainly affected by the variation of the environment. As mentioned in [9, p87-90] and [10, p77-94] , periodically and almost periodically varying environments are the fundamental basis of the theory of natural selection. In contrast with periodical effects, almost periodic effects can be encountered more often, and pseudo almost periodic effects regulate many phenomena excellently. Hence, complex repetitive phenomena can be considered as almost periodic process and an ergodic component. Therefore, the study of the existence and stability of almost periodic solutions and pseudo almost periodic solutions for the first order cellular neural networks (CNNs) models with leakage delays takes great attention (see [11] [12] [13] [14] and the references therein).
It should be noted that to the best of our knowledge from the literature, there is no result on the existence of pseudo almost periodic solutions of the HCNNs with timevarying delays in the leakage terms. The aim of this work is to prove the existence and global exponential stability of the pseudo almost periodic solutions for HCNNs (1.1). Our approach is based on the exponential dichotomy theory and contraction mapping fixed point theorem developed in [15] .
The initial conditions associated with system (1.1) are of the form
where ϕ i (·) and ϕ i (·) are real-valued bounded and continuous functions defined on (−∞, 0]. For convenience, we denote by R n (R = R 1 ) the set of all n−dimensional real vectors (real numbers). Let J = {1, 2, · · · , n} and {x i } = (x 1 , x 2 , · · · , x n ). For any {x i } ∈ R n , we let |x| denote the absolute-value vector given by |x| = {|x i |}, and define x = max i∈J |x i |. A matrix or vector A ≥ 0 means that all entries of A are greater than or equal to zero. A > 0 can be defined similarly. For matrices or vectors A 1 and
n ) denotes the set of bounded and continues functions from R to R n . Note that (BC(R, R n ), · ∞ ) is a Banach space, where · ∞ denotes the sup norm f ∞ := sup t∈R f (t) . For f ∈ BC(R, R), we set
Definition 1.1 (see [9, 10] ). Let u(t) ∈ BC(R, R n ). u(t) is said to be almost periodic on R if, for any ε > 0, the set T (u, ε) = {δ : u(t+δ)−u(t) < ε for all t ∈ R} is relatively dense, i.e., for any ε > 0, it is possible to find a real number l = l(ε) > 0 with the property that, for any interval with length l(ε), there exists a number δ = δ(ε) in this interval such that u(t + δ) − u(t) < ε, for all t ∈ R.
We denote by AP (R, R n ) the set of the almost periodic functions from R to R n . Precisely, define the class of functions P AP 0 (R, R n ) as follows:
A function f ∈ BC(R, R n ) is called pseudo almost periodic if it can be expressed as
where h ∈ AP (R, R n ) and ϕ ∈ P AP 0 (R, R n ). The collection of such functions will be denoted by P AP (R, R n ). The functions h and ϕ in above definition are respectively called the almost periodic component and the ergodic perturbation of the pseudo almost periodic function f .
T be the pseudo almost periodic solution of system (1.1). If there exist constants α > 0 and M > 1 such that for every solution x(t) = (x 1 (t), x 2 (t), · · · , x n (t))
T of system (1.1) with any initial value ϕ(t) = (ϕ 1 (t), ϕ 2 (t), · · · , ϕ n (t))
T satisfying (1.2),
is said to be globally exponentially stable. 
Preliminary Lemmas
In this section, we shall first recall some basic definitions, lemmas which are used in what follows.
Throughout this paper, it will be assumed that c i : R → (0, +∞) is an almost periodic function, η i , τ ij , α ijl , β ijl : R → [0, +∞) and I i , a ij , b ijl , d ijl : R → R are pseudo almost periodic on R, where i, j, l ∈ J. We also make the following assumptions which will be used later.
( 
and c
Lemma 2.1 (see [11, Lemma 2.3 ] ). Let B = {f |f, f ∈ P AP (R, R n )} equipped with the induced norm defined by
Lemma 2.2 (see [11, Lemma 3.1 ] . Assume that assumptions (H 1 ) and (H 2 ) hold. Then, for ϕ j , ϕ l ∈ P AP (R, R),
(2.1) Definition 2.1 (see [9, 10] ). Let x ∈ R n and Q(t) be an n × n continuous matrix defined on R. The linear system
is said to admit an exponential dichotomy on R if there exist positive constants k, α, projection P and the fundamental solution matrix X(t) of (2.2) satisfying
Lemma 2.3 (see [9] ). Assume that Q(t) is an almost periodic matrix function and g(t) ∈ P AP (R, R n ). If the linear system (2.2) admits an exponential dichotomy, then pseudo almost periodic system
has a unique pseudo almost periodic solution x(t), and
Lemma 2.4 (see [9, 10] ). Let c i (t) be an almost periodic function on R and
Then the linear system
admits an exponential dichotomy on R (It is worthwhile to mention that the exponential dichotomy in that case is with P = I).
Existence and uniqueness of pseudo almost periodic solutions
In this section, we establish sufficient conditions on the existence of pseudo almost periodic solutions of (1.1).
Theorem 3.1.
Let (H 1 ), (H 2 ) and (H 3 ) hold. Then, there exists a unique continuously differentiable pseudo almost periodic solution of system (1.1).
Proof. Setx
then we can transform (1.1) into the following system
Obviously, the boundedness of ϕ implies that ϕ i is a uniformly continuous function on
. By Theorem 5.3 in [9, p. 58] and Definition 5.7 in [9, p. 59], we can obtain that f ∈ P AP (R × Ω) and f is continuous in z ∈ K and uniformly in t ∈ R for all compact subset K of Ω ⊂ R. This, together with η i ∈ P AP (R, R) and Theorem 5.11 in [9, p. 60], implies that
Similarly, we have
From (3.3), (H 1 ) and Corollary 5.4 in [9, p. 58], we have
4) which, together with Lemma 2.2 and the fact that ϕ i (t − η i (t)) ∈ P AP (R, R), implies
and
For ϕ ∈ B, we consider the pseudo almost periodic solution x ϕ (t) of the following nonlinear pseudo almost periodic differential equations:
Then, notice that M [c i ] > 0, i = 1, 2, · · · , n, it follows from Lemma 2.4 that the linear systemx
admits an exponential dichotomy on R. Thus, by (3.5), (3.6) and Lemma 2.3, we obtain that the system (3.7) has exactly one pseudo almost periodic solution:
n ), and (3.9) implies that
From (3.5), (3.6) and (3.10), we get
Thus, x ϕ ∈ B. Now, we define a mapping T : B → B by setting
We next prove that the mapping T is a contraction mapping of the B. In fact, in view of (3.9), (H 1 ) and (H 3 ), for ϕ, ψ ∈ B, we have
which, together with (3.12) and (3.13), yield
which implies that the mapping T : B −→ B is a contraction mapping. Therefore, the mapping T possesses a unique fixed point
By (3.7) and (3.9), x * * satisfies (3.7). So (1.1) has a unique continuously differentiable pseudo almost periodic solution x * = (ξ 1 x * * 1 (t), ξ 2 x * * 2 (t), · · · , ξ n x * * n (t)) T . The proof of Theorem 3.1 is now completed.
Exponential stability of the pseudo almost periodic solution
In this section, we will discuss the global exponential stability of the pseudo almost periodic solution of system (1.1).
Theorem 4.1. Suppose that all conditions in Theorem 3.1 are satisfied. Moreover, assume that
Then system (1.1) has at least one pseudo almost periodic solution x * (t), and x * (t) is globally exponentially stable.
Proof. By Theorem 3.1, (1.1) has a unique continuously differentiable almost periodic solution x
T is an arbitrary solution of (1.1) associated with initial value ϕ(t) = (ϕ 1 (t), ϕ 2 (t), · · · , ϕ n (t)) T satisfying (1.2). Let
Then
where i = 1, 2, · · · , n.
CEMIL TUNÇ
We can choose a constant λ ∈ (0, min{κ, min
where
and M be a constant such that
which, together with (4.3), yields
Consequently, for any ε > 0, it is obvious that
In the following, we will show
Otherwise, there must exist i ∈ {1, 2, · · · , n} and θ > 0 such that
Note that
Multiplying both sides of (4.10) by e s 0 c i (u)du , and integrating it on [0, t], we get
Thus, with the help of (4.7), we have 12) which, together with (4.9), implies that
From (4.4) and (4.7), (4.10) and (4.11) yield
which contradicts (4.13). Hence, (4.8) holds. Letting ε −→ 0 + , we have from (4.8) that
which implies
This completes the proof.
Example and Remark
In this section, some examples and remarks are provided to demonstrate the effectiveness of our results. Example 5.1. Consider the following for HCNNs with time-varying leakage delays:
|sin t|) + 3 1000 (cos t + cos Hence, we can conclude that system (5.1) has a unique continuously differentiable pseudo almost periodic solution x * (t), which is globally exponentially stable with the exponential convergent rate λ ≈ 0.001.
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