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ABSTRACT 
 This study presents the behavior of local node adaptivity for point collocation 
meshfree numerical methods and its application to linear elastic solid mechanics. A 
bisection approach to meshfree adaptivity will be presented with numerical examples 
showing that convergence is achieved. A threshold value is required from the user and 
this value is an acceptable change in gradient for the problem. If the change in gradient 
between 2 nodes exceed this limit, a node is added at the mid-point between the two 
nodes. This process applies to all nodes in the model.  Once the refinement is complete, 
the model is processed again and this procedure is repeated until the program reaches a 
limit of iterations or the acceptable error is achieved.  
. 
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CHAPTER 1 
INTRODUCTION 
Computer simulations are powerful tools for practicing and research engineers due to the 
increasing power in computer technology and ability to simulate full scale engineered 
systems without the need to run expensive and potentially dangerous laboratory 
experiments. Computer simulation software is driven primarily by the numerical methods 
developed to approximate complex equations that do not have an obtainable analytical 
solution. These complex equations are often Partial Differential Equations (PDE) that 
describe the physics of a system, but cannot be easily solved analytically. 
Emergence of numerical methods for PDE’s have been targeted at one of two forms taken 
by PDE’s; the strong form and the weak form. The strong form is a phrase that refers to 
the governing differential equation written at a point in the domain along with its 
associated boundary conditions. The weak form is an integral form of the governing 
equation. Boris Galerkin devised a transformation scheme to convert a continuous PDE 
to an approximate-discrete integral form for the purpose of making it easier to obtain a 
solution to these complex equations. This transformation is an effective approach because 
the integral form has weaker requirements on space of functions satisfying the continuity 
conditions for the governing equation making it easier to numerically approximate the 
solution to a given PDE.  
2 
Meshed Methods and Meshfree Methods. 
Numerical methods used to approximate the solution for PDE’s can be divided into two 
categories: meshed methods and meshfree methods.  
Meshed methods are numerical methods that require a mesh for the purposes of 
approximating the integral form of a PDE. Mesh is a geometric representation of a model 
constructed from an arrangement of elements and nodes where elements are lines (1D 
models), triangles, quadrilaterals (2D models), tetrahedrons, pentahedrons and 
hexahedrons (3D models) and nodes are the vertices of each on an element. Typically, 
elements have assigned interpolation schemes to convert the nodal approximations to a 
functional representation over the domain of that element. This allows the model to have 
a continuous function to determine the solution values at any point in the model based on 
the nodal solutions only. One purpose of having mesh is to use the nodal solutions and 
element interpolants to obtain the functions over that element. When the union of all 
elements form the problem domain, a function can be constructed for the entire model 
allowing access to the solution values at any point in that model.  
Meshfree methods, on the other hand, are numerical methods that use only nodes. They 
do not approach the approximation by local interpolation functions inside an element; 
instead, they use a nodal derivative approximation scheme at a point. A function for a 
model can be obtained with meshfree analysis but not from functional with the local 
support, but by computing the nodal derivatives at a point and expanding the function 
over a decreasing domain of influence. The most common approach to derivative 
approximation is the Least Squares Method (LSM). The LSM is a derivative 
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approximation scheme in which a weighted function is expanded about each node to form 
a derivative approximation based on the relative location of the surrounding nodes. The 
detail of the LSM used in this research will be expanded more in chapter 3. 
Using meshed based numerical methods is sometimes cumbersome due to the complexity 
of the models’ geometry. Mesh generation can be difficult for models with complex 
geometries and ill-conditioned solutions can result from certain mesh constructions, for 
example when the mesh is highly distorted. The interest for meshfree technology is also 
motivated by the absence of mesh and eliminating the need for complex computational 
geometry programs. Computational geometry programs can be very time consuming and 
computationally expensive depending on the fineness of the model and the degree of 
accuracy prescribed. In meshed methods, nodal data and element data is required for the 
operations, where in meshfree methods, only nodal data is needed for the approximation 
schemes. 
Numerical Methods in Solid Mechanics. 
In the field of solid mechanics, numerical methods are typically used for stress analysis, 
meaning, as forces are applied to a non-rigid body, the body deforms and internal energy 
is developed which leads to the development of stress in that body. Some of the most 
common methods are the Finite Difference Method (FDM), Boundary Element Method 
(BEM) and Finite Element Method (FEM).  
The Finite Difference Method (FDM) requires a structured mesh of nodes but is a 
derivative approximation scheme used to compute nodal solutions of the strong form 
based on finite difference equations. These finite difference equations are nodal 
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dependent, in other words, the solution of a node depends on the solution of the 
surrounding nodes. The grid needed for most FDM’s can introduce more difficulties 
compared to general mesh based methods, as the grid is needed to be well structured. The 
FDM can be a less desirable choice for modeling due to the node arrangement restriction 
making it difficult to model problems with curved boundaries or inclusions, also, it is not 
well suited for modeling discontinuities. 
The Boundary Element Method (BEM) is a meshed numerical method that discretizes the 
boundary of a problem into elements and nodes and uses a boundary integral formulation 
to approximate the weak form. The BEM uses polynomial interpolants to approximate 
the solutions in the domain between known solutions on the boundary. The BEM requires 
that a fundamental solution be known for the method to work, however, the fundamental 
solution are known for only a limited number of linear PDE’s. 
The Finite Element Method (FEM) is one of the most common tools used in stress 
analysis due to its robust architecture. The FEM is a meshed method used to approximate 
the weak form by discretizing the model into finite elements and integrating over each 
element to obtain nodal solutions. The integration is often done by numerical integration 
such as Gauss Quadrature. Gauss Quadrature maps the physical element to a simple-
shaped element and uses the sum of the function values multiplied by weight values at 
so-called Gauss points to approximate the integration. Gauss Points are specific points 
that lie in the mapped space the provide optimal solutions to and the recommended 
number of Gauss Points used are dependent on the order of polynomial prescribed in the 
model. Once the integration is complete, the nodal solutions are then used to interpolate a 
polynomial over each element producing a solution over the entire domain. The FEM can 
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be problematic to work with when modeling complex problems due to the computational 
requirements needed to process the data such as complex 3D geometries, multi-physics 
modeling, discontinuities, etc.  
The Element-Free Galerkin Method (EFGM) [1] is a meshfree numerical method that 
uses nodes only and incorporates the Moving Least Squares Method (MLSM) to 
approximate the derivatives of the weight functions for the weak form of a differential 
equation. The EFGM does, however, use a background mesh to generate a nodal 
discretization. Once the nodal solutions are known, Gauss Integration of each cell is used 
to compute the integral form. 
Developments in Meshfree Methods. 
Meshfree numerical methods have become a more popular choice for modeling since 
they do not require the computational power and resources like meshed methods. 
Meshfree methods are very popular in studies regarding fracture mechanics and crack 
propagation because the mesh refinement process is not required for approximations as 
cracks propagate through a body. Several methods have been introduced into modeling 
fracture such as that in [1, 2, 3] where the meshfree method is used with enriched weight 
functions for modeling fatigue crack growth. Another meshfree method was presented for 
modeling elastic cracks in [2] where a point collocation scheme based on diffuse 
derivatives was presented.  
Concept of Adaptivity. 
Adaptivity in numerical methods is the process of changing the grid, mesh or nodes to 
improve the approximate solution. For meshed numerical methods, adaptivity is practiced 
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with two difference approaches: h-adaptivity and p-adaptivity. H-adaptivity is the idea of 
using smaller elements in regions with a high gradient in the solution, where p-adaptivity 
is the process of using a higher order interpolant for smoothing out a solution where the 
current interpolant is not capturing all of the effects of the nodal solution. Another 
approach to adaptivity is L-adaptivity in which the discretizations are moved based on the 
solution. In the FEM, L-adaptivity is moving existing nodes closer to the regions with 
high gradients so that refinement is completed without the need to add elements. In 
meshfree methods, h-adaptivity is the most commonly form of adaption practiced. 
Meshfree adaptivity is a popular practice due to the simplicity of refinement for meshfree 
methods. To adapt a model that only contains points simply means adding more points in 
strategically computed locations.  
Summary of Study. 
In this study, adaptive techniques are developed and applied to meshfree point 
collocation methods. Specifically bisection adaptivity has been studied with other 
meshfree methods containing structured node discretization patterns and its behavior with 
the point collocation method will be addressed. The normalized interpolation method is 
another adaptive approach where an acceptable change in the gradient is defined by the 
user and a calculated number of nodes will be added between two existing nodes with 
excessive gradients   to normalize the change in gradients between the two existing 
nodes. The meshfree numerical method comes from Yoon and Song [2] where their point 
collocation scheme is based on a minimized residual functional and the weight function 
for neighboring nodes are zero under the node of interest. Several numerical examples 
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will be presented to show the behavior of the error and convergence for this meshfree 
numerical method combined with these adaptivity schemes.  
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CHAPTER 2 
LITERATURE REVIEW 
The use of adaptive methods in numerical analysis is quiet extensive. Here, the focus is 
on adaptivity in meshfree methods. Adaptivity for meshfree numerical methods are 
motivated by the reduction in numerical modeling by local refinement strategies rather 
than defining an extremely fine model that could be extremely computationally expensive 
or time consuming. 
Adaptivity in meshed based methods such as the FEM and BEM has been an efficient 
alternative to refining the entire domain into an extremely fine mesh that would have 
extremely high computational costs and require computational resources that may not be 
available. The criteria for self-automated adaptivity programs come from error estimators 
that decide if the error in a particular region is too high and requires refined mesh for the 
reduction of error. In meshed methods, the typical error computation is known as the 
energy norm given in [3]. The energy norm is integrating the product of the elements’ 
stress and strain and summing all the element energy up over the domain. The use of the 
energy norm requires elements or background mesh for the purposes of integration. 
Adaptivity for meshfree numerical methods is becoming a more popular modeling choice 
because the computational efforts of refining mesh is eliminated. H-Adaptivity in 
meshfree methods is the process of adding nodes to a region that meet the criteria for 
local refinement. It is popular because it is computationally efficient to model complex 
non-linear physics problems such as fracture mechanics and crack propagation. 
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Adaptivity has been implemented primarily for problems involving complex physics such 
as fracture mechanics or crack propagation. Belytschko and Rabczuk [4] implemented the 
algorithm they proposed in [5] to model arbitrary evolving cracks and large deformation 
by including enrichment functions to mathematically model the discontinuity in the 
domain. 
A common approach is using a structured grid of nodes and defining cells that connect 
the nodes. Ling [6] proposed an adaptive method in which the model was discretized into 
a structured grid of nodes and square or cubic cells were defined as a background node 
connectivity mesh depending on the dimension of the problem. The algorithm proposed 
refined cells based on a cell principal value and if the cell met the refinement criteria, the 
cell was subdivided by quadrisection which is dividing 1 cell into 4 cells. Belytschko and 
Rabczuk [5] also proposed an adaptivity algorithm based on background cells in which 
each cell was quadrisected into 4 cells based on the energy in that cell. The difference 
between the work developed by Ling and Belytschko is that Ling does not use cell-wise 
integration to determine which regions will be adapted with more nodes where Rabczuk 
and Belytschko use background cells to determine the error based on the energy norm.  
In a slightly different direction, Kee, Liu and Lu [7] use a triangular background mesh to 
compute the residual of the governing equation at the center of the triangular cell to 
determine if refinement is necessary for that cell or not. If refinement was necessary, their 
adaption process was adding a node at the center of the triangular cell that met the 
refinement process. The problem with this method is that long and skinny triangular cells 
could force some adapted nodes to be placed very close to each other which could lead to 
highly irregular node patterns with non-smooth refinement maps over the domain. In 
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other words, meshfree methods are highly sensitive to node distributions and triangulated 
cells with centroidal adaption could add more nodes to one side of a triangular cell and 
result in too many nodes in a localized region. 
In this study, the adaptivity is truly meshfree in the since there are no background cells or 
background elements for integration. The error estimator is the L2 norm of the 
displacement vector because all other quantities such as stress and strain and functions of 
the displacement. The adaptivity is based on the change in the gradient of the 
displacement field which is the second derivative of the displacement field. The 
adaptivity proposed is based on a bisection method in the sense that if the change in 
gradient between two nodes exceed the defined limit, a node is added at the midpoint 
between those two nodes. Traditional adaptivity methods implemented quadrisection of 
background cells but that only applies for structured node patterns with background cells.  
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CHAPTER 3 
FORMULATION OF THE PARTICLE DIFFERENCE METHOD 
In this section, the Particle Derivative Approximation (PDA) is derived as presented in 
[2]. This meshfree numerical method is a point collocation numerical method used to 
directly approximate the strong form where methods such as the EFGM is used to 
approximate the weak form. The PDA was constructed in the framework of the Moving 
Least Squares Method (MLSM) which is a numerical differentiation scheme used to 
compute the nodal derivatives based on weighting functions and spatial discretization of 
the nodes. Once the nodal derivatives and nodal solutions are computed, the Taylor 
Series Expansion is used to convert the discrete nodal solutions to a continuous function.  
For the PDA, the continuous function, 𝑢𝑐𝑜𝑛𝑡, will be expanded with Taylor Series 
Expansion about the reference coordinate, ?̅?, given by 
 𝐮𝑐𝑜𝑛𝑡(𝐱, ?̅?) =  ∑
(𝐱 − ?̅?)𝑟
𝑟!
𝐷𝑟 𝐮(𝐱 − ?̅?)
𝑚
𝑟
 (3.1) 
Where x is the spatial coordinate, ?̅? is the local center, r is the order of the term, 𝐷𝑟 is the 
rth derivative, m is the highest order for the polynomial and 𝐮(𝐱 − ?̅?) is the nodal solution 
at x with respect to ?̅?). This continuous solution is summed up to the highest order term 
which is defined by the user. Terms can be separated out from equation (1) and rewritten 
to give 
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 𝐮𝑐𝑜𝑛𝑡(𝐱, ?̅?) =  ∑
(𝐱 − ?̅?)𝑟
𝑟!
𝐷𝑟 𝐮(𝐱 − ?̅?)
𝑚
𝑟
=  𝐩𝑚
𝑇 (𝐱; ?̅?)𝐚(?̅?) (3.2) 
where 𝐩𝑚
𝑇  is the polynomial vector of length 𝐾 =  
(𝑚+𝑁)!
𝑁!𝑚!
  and N is the number of spatial 
dimensions (N=2 for 2D or N=3 for 3D). The polynomial vector, 𝐩𝑚
𝑇 , is defined to be 
 𝐩𝑚
𝑇 (𝐱; ?̅?) =  (
(𝐱 − ?̅?)0
0!
, … ,
(𝐱 − ?̅?)𝑚
𝑚!
) (3.3) 
and the derivative coefficient vector is defined to be 
 
𝐚(?̅?) =  (
𝐷𝑟1𝑢(?̅?)
⋮
𝐷𝑟𝐾𝑢(?̅?)
) 
(3.4) 
The MLSM will be used to approximate the  𝐚(?̅?) terms since it is a numerical 
differentiation scheme and 𝐚(?̅?)is the derivative coefficient. The residual of the 
approximation is given by 
 𝐽 =  ∑ 𝑤 (
𝐱𝑖 − ?̅?
𝜌𝑖
) (𝐩𝑚
𝑇 (𝐱; ?̅?)𝐚(?̅?) − 𝑢𝑖)
2
𝑛
𝑖=1
 (3.5) 
where w is the weight function of node i, 𝜌𝑖 is the size of the local influence domain 
(radius of a circle for 2D and radius of a sphere for 3D) and ui is the discrete nodal 
approximation at x with respect to ?̅?. J is the residual computed between the nodal 
solution, ui, and the continuous solution. 
The weight function is an interesting feature of the PDA because any weight function 
does not have to be differentiable where in most other meshfree methods the weight 
function is differentiated as part of the numerical scheme used. Figure (3.1) shows how 
the ratio of  
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Figure 3.1: Weight function of the reference node with respect to another node where the 
Distance to Local Center axis is the ratio of the spatial difference over the size of the 
influence parameter. 
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the spatial difference to the influence domain size. This figure implies that all nodes that 
fall within the local influence domain will have a weighting value not equal to zero; 
where all nodes that fall outside the local influence domain will have a weight value of 
zero because the radius between the outside nodes and the target node is larger than the 
influence parameter, therefore making the ratio greater than 1. The weight function used 
in the PDA is given by 
 𝑤 (
𝐱 − ?̅?
𝜌𝑖
) = (1 −
‖𝐱 − ?̅?‖
𝜌𝑖
)
4
 (3.6) 
The size of the local influence domain is also important to discuss. This topic will be 
expanded in chapter 3 but an overview will be addressed in this section. The size of the 
local influence domain, more formally known as the influence parameter, is a value that 
determines the node density with respect to the reference node. 
In traditional MLSM, the residual is minimized by setting the derivative equal to zero 
(
𝜕𝐽
𝜕?̅?
= 0) to yield the following equation 
 𝐌(?̅?)𝐚(?̅?) = 𝐁(?̅?){𝑢} (3.7) 
Where M is the moment matrix and the B matrix is an assembly of p and weight 
functions defined as 
 𝐌(?̅?) =  ∑ (𝐩𝑚(𝐱𝒊; ?̅?) ∙ 𝑤 (
𝐱 − ?̅?
𝜌𝑖
) ∙ 𝐩𝑚
𝑇 (𝐱𝒊; ?̅?))
𝑛
𝑖=1
 (3.8) 
 
 𝐁(?̅?) =  (𝑤 (
𝐱1 − ?̅?
𝜌1
) ∙ 𝐩𝑚(𝐱1; ?̅?); … ;  𝑤 (
𝐱𝒏 − ?̅?
𝜌𝑛
) ∙ 𝐩𝑚(𝐱𝑛; ?̅?)) (3.9) 
The M matrix is size 𝐾 ×  𝐾 and is summed over all nodes with respect to the reference 
node. The B matrix is size 𝐾 ×  𝑛 where each column of the B matrix is the product of 
the weight function and the 𝐩𝑚 vector of the reference node with respect to node i. To 
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obtain the derivative coefficient matrix, the inverse of the moment matrix must be 
computed to yield 
 𝐚(?̅?) =  𝐌−𝟏(?̅?)𝐁(?̅?){𝑢} (3.10) 
The invertibility of the moment matrix must be invertible which is only possibly by 
having a high enough node density around the reference node. The nodal density only 
depends on one parameter and that is the influence parameter. The larger the influence 
domain is, the higher the node density will be. By substitution, equation (10) can be 
rewritten as 
 (
𝐷𝑟0𝑢(?̅?)
⋮
𝐷𝑟𝑚𝑢(?̅?)
) =  𝐌−𝟏(?̅?)𝐁(?̅?) ∙ (
𝑢1
⋮
𝑢𝑛
) (3.11) 
 
 (
𝐷𝑟0
⋮
𝐷𝑟𝑚
) =  𝐌−𝟏(?̅?)𝐁(?̅?) (3.12) 
Equation (12) implies that the inverse of the product of the moment matrix and the B 
matrix are the actual derivative approximation values. The first row is the 0th derivative 
approximation and the second row is the first derivative, so forth and so on. These values 
are substituted directly into the governing differential equation of the reference node to 
be superimposed into the global shape function matrix. The global shape function matrix 
can be re-written as 
 (
𝐷𝑟0𝑢(?̅?)
⋮
𝐷𝑟𝑚𝑢(?̅?)
) =  [
Φ1
𝑟0 ⋯ Φ𝑛
𝑟0
⋮ ⋱ ⋮
Φ1
𝑟𝑚 ⋯ Φ𝑛
𝑟𝑚
] (
𝑢1
⋮
𝑢𝑛
) (3.13) 
Where Φ𝑘
𝑟𝛼defines the rth derivative coefficient of node k. Equation (13) is the form for 
just 1 node, so to obtain a global shape function matrix, this process should be repeated 
for all nodes in the domain and each of these local shape function matrices should be 
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superimposed into a global matrix so that there are an equal number of equations and 
unknowns.  
Application to Solid Mechanics Problems 
In the field of solid mechanics, the idea is to obtain the stress, strain and displacement 
fields of a problem. Extensive research in numerical methods to handle complex 
problems in solid mechanics have been explored such as modeling permanent 
deformation, cracks, contact (friction), impact and interface physics. In any solid 
mechanics problems, each problem is subjected to 3 boundary conditions; the essential 
boundary condition, the natural boundary condition and the inner domain. The essential 
boundary condition is a displacement boundary condition in the sense that the 
displacements are known. The natural boundary condition is the region on the surface of 
a model where tractions are prescribed. When modeling solid mechanics problems with 
meshfree numerical methods, each degree of freedom must be subjected to a boundary 
condition.   
The governing equation in linear elastic solid mechanics is given by 
 𝛁 ∙ 𝛔 + 𝐛 = 𝟎 (3.14a) 
Indicial notation (I.N.) will be used for the remaining equations. Equation (3.14a) written 
in I.N. and given by 
 ∇𝑗𝜎𝑖𝑗 + 𝑏𝑖 = 0 (3.14b) 
 
where 𝜎 is the stress tensor, and b is the body force. For the 1D case, equation (3.14b) is 
expanded to 
 𝜕𝜎𝑥𝑥
𝜕𝑥
+  𝑏𝑥 = 0 
(3.15) 
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For the 2D case, the equation is expanded to 
 𝜕𝜎𝑥𝑥
𝜕𝑥
+
𝜕𝜎𝑥𝑦
𝜕𝑦
+  𝑏𝑥 = 0 
(3.16) 
 𝜕𝜎𝑥𝑦
𝜕𝑥
+
𝜕𝜎𝑦𝑦
𝜕𝑦
+  𝑏𝑦 = 0 
(3.17) 
Stress for linear elastic, homogeneous material is given by 
 𝜎𝑖𝑗 = 𝐶𝑖𝑗𝑘𝑙𝜀𝑘𝑙 (3.18) 
The C tensor is more formally known as the elastic coefficient matrix, which is a 4th order 
tensor given by the following equation 
 𝐶𝑖𝑗𝑘𝑙 = 𝜆𝛿𝑖𝑗𝛿𝑘𝑙 + 𝜇(𝛿𝑖𝑘𝛿𝑗𝑙 + 𝛿𝑖𝑙𝛿𝑗𝑘) (3.19) 
 
And substituting equation (3.19) into equation (3.18) and simplifying yields 
 𝜎𝑖𝑗 = 𝜆𝛿𝑖𝑗𝜀𝑘𝑘 + 2𝜇𝜀𝑖𝑗 (3.20) 
Where λ and μ are material constants known as Lame parameters. The delta is more 
formally known as the Kronecker Delta property. The kronecker delta is given by 
 
𝛿𝑖𝑗 = {
1 𝑖 = 𝑗
0 𝑖 ≠ 𝑗
} 
(3.21) 
Equation (3.14) is used for stress analysis for any point within the domain of a problem. 
The surface tractions are given by the following equation 
 𝑡𝑖 = 𝜎𝑖𝑗𝑛𝑗 (3.22) 
Where t is the tractions at a point and n is the unit normal to a point on the surface. Stress 
is a function of strain and strain is defined as  
 
𝜀𝑖𝑗 =
1
2
(𝑢𝑖,𝑗 + 𝑢𝑗,𝑖) 
(3.23) 
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Where the u denotes displacement at a point. By substituting equation (3.23) into 
equation (3.20) and substituting equation (3.20) into equation (3.14), the resulting 
differential equation, also known as the Navier-Lamé Equation, becomes 
 (𝜆 + 𝜇)𝑢𝑗,𝑖𝑗 + (𝜇)𝑢𝑖,𝑗𝑗 + 𝑏𝑖 = 0 (3.24) 
This is the final form in which the differential equation will be approximate by the PDA 
for all nodes inside the domain. For nodes on the natural boundary subjected to applied 
tractions and traction-free regions, equation (3.23) will be substituted into equation (3.20) 
and then equation (3.20) will be substituted into equation (3.22) to obtain a differential 
form for the traction boundary condition nodes. The final equation will yield 
 𝑡𝑖 = 𝜆𝑢𝑘,𝑘𝑛𝑗 + 𝜇(𝑢𝑖,𝑗 + 𝑢𝑗,𝑖)𝑛𝑗 (3.25) 
 
Equation (3.24) and (3.25) are superimposed into the global shape function matrix that 
will be used to determine the nodal solutions, and in these sets of equations, the nodal 
solutions are the nodal displacements. Once the displacements are known, the first 
derivatives are also known for each node so using equation (3.23) the strains can be 
computed for each node and finally equation (3.20) will yield the stress at each node.  
The PDA scheme is applied to every node in the model. In other words, the first node in 
the model is set to be the reference node. All the remaining equations from the PDA 
derivation will be applied with respect to that reference node. Once the derivative 
coefficients are obtained and placed in the global matrix, the second node in the model 
becomes the reference node and the entire process is repeated until all nodes have been 
the reference node for the method. 
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CHAPTER 4 
COMPUTER IMPLEMENTATION 
In this section, computer implementation will be discussed. In chapter 3, the PDA was 
derived and the corresponding equations was presented, however the equations and 
concepts can be overwhelming and tedious to decipher.  
Implementation Concepts. 
One of the most important concepts in using this meshfree numerical method with 
adaptivity is understanding that each node has N degrees of freedom. To be able to solve 
for these unknown nodal solutions, a system of equations is needed that is n x n where n 
is the total degrees of freedom in the overall system. To obtain such as matrix, the PDA 
will be applied to every node in the system and the matrix will come from the derivative 
approximations of all nodes with respect to each node. 
General Process. 
Below are descriptions of how to construct the PDA for linear elastic problems. Each 
section is listed in order of chronology.  
First, the model with all prescribed boundary conditions must be defined. This model 
should include the dimensions, applied tractions, displacement boundary conditions, 
material parameters and node distribution. Each node should consist of nodal coordinates, 
material parameters, nodal tractions (if on the natural boundary), prescribed 
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displacements (if on the essential boundary), and surface unit normal (if node is on the 
surface). The best practice for implementation is the use of data structures for the nodes.  
Once the nodal data is obtained, the nodal influence parameters should be computed. This 
is not part of the discretization process, but should be part of the pre-processing step 
because these parameters are based on the mathematical modeling data prescribed by the 
user. There are several methods to compute the influence parameters, but at this point 
each node needs an influence parameter. 
At this point, the pre-processing is complete. This step is the assembly of the shape 
function matrix where the PDA starts. The PDA process is repeated for each node in the 
model, in other words, the first node takes the role as the reference point. The reference 
node, for the purposes of explanation will be denoted as node-i. The M and B matrix need 
to be computed first by iterating through all nodes in the model, this will be referred to as 
node-j. To construct the M matrix, the p-vector needs to be assembled. The p-vector 
follows the Taylor Series Expansion coefficients, for example, 2D quadratic is given by 
𝑝𝑇 = [1 𝑑𝑥 𝑑𝑦 𝑑𝑥2 𝑑𝑥𝑑𝑦  𝑑𝑦2]. Where 𝑑𝑥 = 𝑥 − ?̅? and 𝑑𝑦 = 𝑦 − ?̅?. The x and y are 
the coordinates of node-j where 𝑥 ̅and ?̅? are the coordinates of the reference node, node-i. 
The weight value is computed as the radial difference between node-i and node-j and if 
the radial distance is within the influence domain, the weight value will be non-zero. The 
p-vector and product of the weight value will be placed in the jth column of the B matrix.  
Once the M and B matrix is constructed, the M matrix needs to be inverted to obtain the 
derivative coefficients. The derivative coefficients should be multiplied by the Taylor 
Series Expansion factorial. For example, to obtain the 0th derivative coefficient of node-i 
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with respect to all other nodes, the equation is 𝐷𝑖
0 = [1 0 0 0 0 0]𝑀−1𝐵 for a 2D 
quadratic system,  where  𝐷𝑖
𝑥2 = [0 0 0 2 0 0]𝑀−1𝐵would be the second derivative with 
respect to x. Once this coefficient array is obtained, each coefficient should be substituted 
into the governing equation for that node and iterated through the rest of the model nodes 
and superimposed into the global shape function matrix. For example, consider a 1D 
derivative term, 
𝑑2𝑦
𝑑𝑥2
, the coefficient would be 𝐷𝑖
2 = [0 0 2]𝑀−1𝐵 and superimposed into 
the global shape function matrix in the row corresponding to that node. These derivative 
coefficient arrays are the actual values of the derivative terms without the value of the 
unknown function.  
Once this process is over, the displacements can be solved. The differential equation 
coefficients are in the shape function matrix and the RHS of the differential equations 
consist of the body force terms, tractions and prescribed displacements for the nodes.  
At this point the nodal displacements are computed so using the PDA (a derivative 
approximation method), the nodal strains can be computed because the strains are the 
derivative of the displacements. Once the strains are known, the stresses can be computed 
by substituting into the stress equation given back in chapter 3. 
Given that this is a meshfree method, it is typical to use certain plots for visualization 
purposes such as triangular shaded surfaces that appear to be elements, but this does not 
change the fact that the PDA does not use elements or mesh to compute the solutions. 
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CHAPTER 5 
NUMERICAL EXAMPLES 
In this section, several numerical examples will be presented. The first two examples are 
classic examples from solid mechanics will then be presented to show that the PDA is a 
self-converging system in the sense that globally refining the model will converge the 
approximate solution to the analytical solution. Then error results for the same two 
examples will be presented with  
Example – Cantilever Beam with Global Refinement 
In this section, the PDA will be applied to a 2D cantilever beam with global refinement. 
The numerical solution will then be compared to the analytical solution given by Goodier 
and Deeks [8] which is represented by equations (5.4, 5.5). This particular problem was 
chosen because the analytical solution to the displacement, strain and stress fields are 
known. The solution for this problem is interesting in the fact that the solution was 
derived based on a fixed point at the origin of the coordinate system as shown in figure 
(5.1). It is not possible to model this problem with the traction boundary conditions only 
because there is instability in the physics due to an unrestrained rigidbody rotation. To 
model this problem, the tractions will be applied in a parabolic form and two rollers will 
be used to restrain the Rigidbody rotation mode at the fixed end as shown in figure (5.2). 
The parameters for this problem are given by table 5.1 with variable names as shown in 
the program. For his problem, the material model is plane-stress and not plane-strain. 
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Plane-stress is used because plane-strain is used to model structures that are 1-
dimensional in the sense that is has a relatively large dimension in one direction. The 
assumption for plane stress is that the stress normal to the plane of the domain is 0. Since 
the domain of the model is given in x and y coordinates, the assumptions associated with 
plane-stress is that 𝜎𝑧𝑧, 𝜎𝑥𝑧 , 𝜎𝑦𝑧 are all zero. 
 
Figure 5.1 – Cantilever beam problem with applied traction at end. 
 
 
Figure 5.2 – Cantilever model with parabolic applied traction at end. 
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Table 5.1 – Parameters for a 2D cantilever beam 
Physical Parameter Variable Name Variable Quantity 
Length L 64 inches 
Depth D 16 inches 
Applied Traction P 10 ksi 
Modulus of Elasticity E 2000 ksi 
Poisson Ratio v 0.33 
 
The node discretizations are given by figure 5.3 and the associated error is given by 
figure 5.4. The error estimate was based on the L2 norm for the nodal displacements and 
the equation for the L2 norm is given by 
 
𝐿2 =  ‖𝐮‖2 = (∑ 𝑢𝑖
2)
1/2
 
(5.2) 
And the error estimator used to compute the error of the approximate solution with 
respect to the analytical solutions is given by 
 
𝑒𝑟𝑟𝑜𝑟 =
‖𝑢𝑒𝑥𝑎𝑐𝑡 − 𝑢𝑎𝑝𝑝𝑟𝑜𝑥𝑖𝑚𝑎𝑡𝑒‖2
‖𝑢𝑒𝑥𝑎𝑐𝑡‖2
× 100% 
(5.3) 
   
 𝑢𝑥(𝑥, 𝑦) =  −
𝑃𝑦
6𝐸𝐼
[(6𝐿 − 3𝑥)𝑥 + (2 + 𝑣) (𝑦2 −
𝐷2
4
)] (5.4) 
 
 𝑢𝑦 = −
𝑃
6𝐸𝐼
[3𝑣𝑦2(𝐿 − 𝑥) + (4 + 5𝑣)
𝐷2𝑥
4
+ (3𝐿 − 𝑥)𝑥2] (5.5) 
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(a) (b) 
  
  
(c) (d) 
Figure 5.3. Global refinement for 4 models where (a) is 27 nodes, (b) is 85 nodes, (c) is 
297 nodes and (d) is 637 nodes. 
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Figure 5.4. Cantilever beam relative error of approximate solution with respect to the 
analytical solution with L2 norm.  
Example – Plate with Hole with Global Refinement 
In this example, a plate with a hole at the center will be studied as shown in figure 5.5. 
The model will only be a quarter-plate with the assumption that each quadrant of the 
model is equal and opposite as shown in figure 5.6. In the Theory of Elasticity, this class 
of problem is defined as the infinite plate problem and the analytical solution is given by 
Timoshenko’s Theory of Elasticity [9] and is represented by equation (5.6, 5.7). It is not 
possible to model the entire problem due to an unrestrained rigidbody translation. In the 
model, rollers are used to enforce the condition that the y-axis is non-translational in the 
x-direction due to symmetry and the x-axis is non-translational in the y-direction as 
shown in figure 5.7. Table 5.2 gives the parameters of the model and variables as shown 
in the program. Figure 5.8 shows the relative error with respect to the exact solution and 
the convergence rate with global refinement.  
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Table 5.2 – Parameters for a 2D Plate with Hole 
Physical Parameter Variable Name Variable Quantity 
Length L 5 inches 
Applied Traction P 1 ksi 
Modulus of Elasticity E 2000 ksi 
Poisson Ratio v 0.33 
Radius of Hole a 1 inch 
 
 
 
Figure 5.5. A plate with a hole at the center. L is the length of the plate and a is the radius 
of the hole. 
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Figure 5.6. The modeling region from the original problem. 
 
 
Figure 5.7. Model definition with appropriate boundary conditions to satisfy initial 
assumptions of quadrant symmetry. 
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(a) (b) 
 
  
(c) (d) 
Figure 5.8. Global refinement for 4 models where (a) is 26 nodes, (b) is 68 nodes, (c) is 
224 nodes and (d) is 806 nodes. 
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Figure 5.9. Plate with hole relative error of approximate solution with respect to the 
analytical solution with L2 norm. 
The analytic solutions to the plate with the hole is given by 
 𝑢𝑟 = 𝑟 (
𝐾 − 1
2
+ cos (2𝜃)) +
𝑎2
𝑟
(1 + (1 + 𝐾)cos (2𝜃)) −
𝑎4
𝑟34𝐺
cos (2𝜃) (5.6) 
 
 𝑢𝜃 =
1
4𝐺
(
(1 − 𝐾)
𝑟
𝑎2 − 𝑟 −
𝑎4
𝑟3
) sin (2𝜃) (5.7) 
 
Example – 2D Cantilever Beam with Local Adaptivity 
In this section, the 2D cantilever beam problem will be presented with the adaptive 
approach to show solution convergence without the need of global refinement. All the 
same parameters will be used, and the adaptivity will be based on the solution of the 
initial node discretization model containing 27 nodes. 
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(a) (b) 
  
  
(c) (d) 
Figure 5.10 – Node discretization for the adaptivity model where (a) is 27 nodes, (b) is 78 
nodes, (c) is 228 nodes and (d) is 444 nodes. 
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Figure 5.11 – Relative error of cantilever beam problem with local node adaptivity. 
 
Example – 2D Plate with Hole with Local Adaptivity 
In this section, the 2D plate with hole problem will be presented with the adaptive 
approach to show solution convergence without the need of global refinement. All the 
same parameters will be used from before and the adaptivity will be based on the solution 
of the initial node model consisting of 26 nodes. 
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(a) (b) 
  
  
(c) (d) 
Figure 5.12 – Adapted models where (a) is 26 nodes, (b) is 67 nodes, (c) is 188 nodes and 
(d) is 447 nodes. 
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Figure 5.13 – Plate with hole relative error based on adaptive process. 
0 100 200 300 400 500 600 700 800 900
0
5
10
15
20
25
30
35
40
45
50
Number of Nodes
R
e
la
ti
v
e
 E
rr
o
r 
(%
)
 
 
Global Refinement
Local Refinement
35 
CHAPTER 6 
DISCUSSION ON THE LOCAL INFLUENCE PARAMETER 
In this section, the influence parameter will be discussed. As mentioned in chapter 2, 
each node possesses a feature known as the influence parameter. The influence parameter 
is a radius in which is defines a local influence domain. For the 2D case, the influence 
domain is a circle and for the 3D case the influence domain is a sphere. The objective of 
the influence parameter is to be large enough to capture the effects of surrounding nodes 
to ensure the invertibility of the moment matrix but not too large or the effects of 
relatively distant nodes could cause the solution to diverge.  Kim and Kim [9] devised a 
dilation function scheme for point collocation meshfree methods, however, their 
algorithm tends to be unstable for highly irregular node distribution patterns. When 
implementing their method in an adaptive algorithm, the solution becomes highly 
sensitive to the 3 input parameters and produces large oscillating errors in a refinement 
process. In other meshfree methods that implement the MLSM, others have defined the 
influence parameter to be a constant value, but large enough to satisfy the invertibility 
criteria such as that in [1].  
As a part of this study, an algorithm was developed to compute the influence parameter 
for each node to ensure the invertibility of the moment matrix. The algorithm is a node 
counting algorithm in which the influence parameter must satisfy one criteria and that is 
the number of required nodes which is given by the following.  
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𝑅 = 𝐶 ∙
(𝑚 + 𝑁)!
𝑚! 𝑁!
 (1) 
Where R is the number of required nodes, C is a density coefficient, m is the highest 
order polynomial and N is the number of spatial dimensions. The algorithm is an iterated 
process where the initial influence parameter value is the distance to the closets node then 
an iteration process starts to increase the influence value process until the required 
number of nodes within the influence parameter is reached.
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CHAPTER 7 
SUMMARY AND CONCLUSIONS 
Meshfree adaptivity methods for point collocation methods are studied. Also a nodal 
influence parameter algorithm is presented and compared with the dilation parameter 
function by Kim and Kim [9]. The PDA is different than other point collocation methods 
because the MLSM derivative approximation is based on a minimized residual 
functional. Two methods for nodal adaption was presented. The first method was based 
on a bisection approach in which a node was added between two nodes that resulted in a 
high change in the gradients. This method is applicable for structured nodal 
discretizations and rectangular node patterns. The  second method is an interpolation 
approach in which the user defines an acceptable change in gradient and the algorithm 
adds an appropriate amount of nodes between two high gradient nodes so that the change 
in gradients are less than or equal to the defined changed in gradient. Several examples 
were presented ranging from scalar field problems to vector field problems with mixed 
boundary conditions to show that the proposed adaptive methods allow the approximate 
solution converge to the analytical solutions, exponentially.  
Further Studies 
Adaptivity for meshfree methods pose a great potential for modeling large scale problems 
with limited computational resources. Adaptivity for meshfree methods require more 
investigation and development for the local influence parameter. In this study, several 
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comparisons have been performed to show that adaptivity can be sensitive, and in some 
cases, highly unstable based on the influence parameter. Figure 9.1 shows the relative 
error as the number of nodes increase. Recall the proposed influence parameter algorithm 
requires the user define a radial step size for the algorithm to iteratively increase the 
radius until the node density is satisfied. Each error plot in figure 7.1 shows the effects of 
variable radial step sizes. In 7.1 (a), the step size is a constant 2 for each refined model. In 
7.1 (b), the step size is a constant 1 for each refined model. In 7.1 (c), the step size is 
initially 0.5 and decreases linearly by 0.1 until the end of the refinement process. In 
figure 7.1 (d) the radial step size is the square root of 1 to account for nodes along a 
square diagonal. These are just a few examples of how significant the effects of the radial 
step size are in the refinement process.  
Other mathematical approaches can be used for the adaptivity process. In meshed 
methods, the 3 types of adaptivity approaches are H-adaptivity, P-adaptivity and L-
adaptivity. For meshfree methods, H- and P-adaptivity is generally accepted, however the 
L-adaptivity is not. Recall L-adaptivity for meshfree methods is the process of moving 
nodes to have better coverage in regions of high gradients, but this is not acceptable in 
meshfree methods because the initial points are typically defined at locations where 
information is critical such as places where boundary conditions exist or tractions are 
applied. Certain points cannot be moved also due to the node density criteria and having 
irregular influence parameters that could cause instability in the adaptive methods.  
Adaptivity for meshfree numerical methods are promising for largescale computing and 
modeling. Further applications that are being investigated are moving boundary 
problems, phase transition problems and discontinuity problems.  
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(a) (b) 
  
  
(c) (d) 
Figure 7.1 – Relative error as a function of node count based on different influence 
parameters. (a) is the solution based on the proposed dilation function by [9], (b-d) is the 
proposed influence parameter based on variable K values. 
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