ABSTRACT. The bunkbed conjecture was first posed by Kasteleyn. If G = (V, E) is a finite graph and H some subset of V , then the bunkbed of the pair (G, H) is the graph G × {1, 2} plus |H| extra edges to connect for every v ∈ H the vertices (v, 1) and (v, 2). The conjecture asserts that (v, 1) is more likely to connect with (w, 1) than with (w, 2) in the independent bond percolation model for any v, w ∈ V . This is intuitive because (v, 1) is in some sense closer to (w, 1) than it is to (w, 2). The conjecture has however resisted several attempts of proof. This paper settles the conjecture in the case of a constant percolation parameter and G the complete graph.
INTRODUCTION AND MAIN RESULT
The bunkbed conjecture is an intuitive statement in percolation theory. In very rough terms the conjecture asserts that -in a specific setting and in a specific sense -two vertices of a graph are more likely to remain connected after randomly removing some edges if the graph distance between the vertices is smaller. The conjecture is appealing because it is intuitive yet difficult to prove. In this paper we prove the conjecture for the case that the underlying graph is symmetrical. The conjecture was first posed by Kasteleyn (in 1985) , as was remarked by Van den Berg and Kahn [1] . Before stating the conjecture, we introduce the notion of the bunkbed of a graph and we introduce the percolation model.
First, let G = (V, E) be a finite graph, and let H be a subset of V . The bunkbed of the pair (G, H), or BB(G, H), is the graph G × {1, 2} plus |H| extra edges to connect for every v ∈ H the vertices (v, 1) and (v, 2). For any vertex v ∈ V , write v − := (v, 1) and v + := (v, 2). Any vertex of BB(G, H) is of the form v − or v + . Equivalently, if e ∈ E, then write e ± for the two corresponding edges in the bunkbed graph. Now introduce the bond percolation model for the bunkbed graph. Pick a percolation parameter p ∈ [0, 1]. In the percolation model, every edge of the form e ± is declared open with probability p and closed with probability 1 − p, independently of the other edges. The edges of the form {v − , v + } are always declared open. Write P p for the measure corresponding to the states of the edges. For v, w ∈ V , write v ∼ w if {v, w} is an open edge, and write v ↔ w if v and w are joined by an open path. See [5] for a more elaborate introduction into the percolation model.
The general bunkbed conjecture asserts that P p (v − ↔ w − ) is larger than or equal to P p (v − ↔ w + ), for any v, w ∈ V . This is precisely how the conjecture is described in [7] . We prove the conjecture in the case that G is the complete graph. Write K n for the complete graph on the vertex set [n] := {1, 2, ..., n}.
Theorem. Pick n ∈ N and H ⊂ [n]. Consider independent bond percolation on BB(K n , H) with parameter p ∈ [0, 1] for the edges of the form e ± , and with the edges of the form {v − , v + } always open. Then for any pair of vertices v, w ∈ [n] we have * . The proof presented here draws on a different method. The conjecture has been proved for any p for wheel graphs and some small other graphs by Leander [9] and for outerplanar graphs by Linusson [10] . Both [9] and [10] use the method of minimal counterexamples. It has been proved that the connection probability of two vertices of a graph is the same in the percolation model with parameter p = 1 2 as it is in the model in which every edge is assigned a direction uniformly at random [8, 10, 11] . A statement similar to the bunkbed conjecture has been studied on bunkbed graphs. Bollobás and Brightwell considered a continuous time random walk on a bunkbed graph, such that the jump rate to any neighbour of the current state is one [2] . They conjectured that for every t > 0, this random walk started at v − is more likely to have hit w − than w + before time t. Häggström proved this conjecture in [6] .
PROOF OF THE THEOREM
Proof of the theorem. We prove the theorem for n + 1 instead of n for notational convenience (the conjecture is trivial for n = 1). It will be assumed that w = n + 1, without loss of generality. If w ∈ H then w − ∼ w + and the two events in (1) are the same. If v = w then the left side of (1) equals one. Therefore we only need to consider the case that w ∈ H and v = w. If v ∈ H then both sides of (1) are equal (by symmetry of the bunkbed), and if v ∈ H, then both sides of (1) In order to calculate the difference between the two probabilities in (1), we define the events
In each of these two equations the four events within the disjoint union are, conditional on O and for fixed i, mutually independent. This is because the last three events (in each of the two lines) depend on the states of different edges, and because (for the first event) the value of v is chosen independently of the percolation. WriteP for the measure P p conditioned on O. Now
The difference between the two sides of (1) is P p (A) − P p (B), which equals the expectation of the final line of the display over O. The probabilities in (1) are invariant under simultaneously replacing v − by v + and interchanging w − and w + . Taking the average over the original expression * The proof in the current paper was presented at a seminar in the Instituto de Matemática Pura e Aplicada in Rio de Janeiro on 8 February 2018. It seems thus reasonable to assume that the case p > 1 2 was settled simultaneously and independently by de Buyer and by the authors of the current paper. and the permuted one gives
We claim that the two differences in the final sum always have the same sign, so that the product is always nonnegative. Write c 
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