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Abstract
We introduce the boolean hierarchy of k-partitions over NP for k ≥ 3 as a generalization of the boolean hierarchy of
sets (i.e., 2-partitions) over NP. Whereas the structure of the latter hierarchy is rather simple the structure of the boolean
hierarchy of k-partitions overNP for k ≥ 3 turns out to bemuchmore complicated.We formulate the EmbeddingConjecture
which enables us to get a complete idea of this structure. This conjecture is supported by several partial results.
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1. Introduction
To divide the real world into two parts like big and small, black and white, or good and bad usually oversim-
pliﬁes things. In most cases a partition into many parts is more appropriate. For example, take marks in school,
scores for papers submitted to a conference, salary groups, or classes of risk. In mathematics, k-valued logic is
just a language for dealing with k-valent objects, and in the computer science ﬁeld of artiﬁcial intelligence, this
language has become a powerful tool for reasoning about incomplete knowledge. In computational complex-
ity for instance, proper partitions have been considered, as a side aspect, in connection with locally deﬁnable
acceptance types (cf. [10]) and bounded query hierarchies (cf. [1]).
Nevertheless, complexity theoreticiansmainly investigate the complexity of sets, i.e., partitions into two parts,
or, the other extreme, the complexity of functions, i.e., partitions into usually inﬁnitely many parts. But what
about partitions into 3, 4, 5, . . . parts?
This paper studies, as a ﬁrst step in this direction, complexity classes of k-partitions which correspond to
the classes of the boolean hierarchy of sets (i.e., 2-partitions). This investigation is justiﬁed by the fact that in
the cases k  3 there are interesting new phenomena which cannot be treated appropriately when encoding
k-partitions by sets (e.g., as {(x, i)|x is in the ith component}). On the other hand, with the boolean hierarchy of
sets we have a well-studied reference structure.
 A preliminary version of this paper [17] was presented at the 17th Symposium on Theoretical Aspects of Computer Science held in Lille,
France, in February 2000.
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Themost generalway todeﬁne thebooleanhierarchyof sets overNP is as follows (see [21]):Foraboolean func-
tion f : {0, 1}m → {0, 1} and sets B1, . . . ,Bm deﬁne the set f(B1, . . . ,Bm) by cf(B1,...,Bm)(x) =def f(cB1(x), . . . , cBm(x))
where cB denotes the characteristic function of a set B. The class NP(f) consists of all sets f(B1, . . . ,Bm) when
varying the sets Bi over NP. The boolean hierarchy (of sets) over NP consists of the classes NP(f). It was proved
in [21] that every class NP(f) coincides with one of the classes NP(i) or coNP(i), where NP(i) is the class of all
sets which are the symmetric difference of i NP-sets.
This approach is generalized in Section 3 to the case of k-partitions. The characteristic function of a
k-partition A = (A1, . . . ,Ak) is deﬁned by cA(x) = i ⇐⇒ x ∈ Ai . For a function f : {1, 2}m → {1, 2, . . . , k} and
sets B1, . . . ,Bm, taken as the 2-partitions (Bi ,Bi) for every i ∈ {1, . . . ,m}, deﬁne a k-partition A = f(B1, . . . ,Bm)
by cA(x) =def f(cB1(x), . . . , cBm(x)). The boolean hierarchy of k-partitions over NP consists of the classes
NP(f) =def
{
f(B1, . . . ,Bm)
∣∣ B1, . . . ,Bm ∈ NP }. The boolean hierarchy of sets over NP now appears as the
special case k = 2.
Whereas the boolean hierarchy of sets over NP has a very simple structure (note that NP(i) ∪ coNP(i) ⊆
NP(i + 1) ∩ coNP(i + 1) for all i  1), the situation is much more complicated for the boolean hierarchy of
k-partitions in the case k  3. The main question is: Can we get an overview over the structure of this hierarchy?
This question is not answered completely so far, but in the remaining sections we give partial answers, and we
propose a conjecture.
A function f : {1, 2}m → {1, 2, . . . , k} which deﬁnes the class NP(f) of k-partitions corresponds to the ﬁnite
boolean lattice ({1, 2}m,≤)with the labeling function f . Generalizing this idea we deﬁne for every ﬁnite latticeG
with labeling function f : G → {1, 2, . . . , k} (for short: the k-lattice (G, f)) a class NP(G, f) of k-partitions. This
does not result in more classes: In Section 4 we state that for every k-lattice (G, f) there exists a ﬁnite function f ′
such that NP(G, f) = NP(f ′). However, the use of arbitrary lattices instead of only boolean lattices simpliﬁes
many considerations.
Toget an ideaof the structureof thebooleanhierarchyof k-partitionsoverNP it is very important tohavea cri-
terion for NP(G, f) ⊆ NP(G′, f ′) for k-lattices (G, f) and (G′, f ′). In Section 5 we deﬁne a relation ≤ as follows:
(G, f)  (G′, f ′) if and only if there is a monotonic mapping ϕ : G → G′ such that f(x) = f ′(ϕ(x)). We prove
the Embedding Lemma which says that (G, f)  (G′, f ′) implies NP(G, f) ⊆ NP(G′, f ′), and we formulate the
Embedding Conjecture which says that the converse is also true unless the polynomial-time hierarchy collapses.
In Section 6 we collect evidence for our Embedding Conjecture. For k = 2 we conﬁrm this conjecture to be
true. Moreover, we give a theorem which enables us to verify the Embedding Conjecture for k  3 for a large
class of k-lattices including all k-chains. The proof of this theorem uses Kadin’s easy-hard-technique (cf. [11]).
We also show similar results for k-lattices containing certain triangle patterns.
Assume the Embedding Conjecture is true. Then the set inclusion structure of the boolean hierarchy of k-
partitions is isomorphic to the partial order of ≤-equivalence classes of k-lattices with respect to ≤. In Section 7
we present the partial order of all 132 equivalence classes which contain boolean 3-lattices of the form ({1, 2}3, f).
Furthermore, the partial order of equivalence classes of 3-lattices does not have bounded width. This gives an
impression on the complexity of the (conjectured) structure of the boolean hierarchy of 3-partitions over NP.
2. Preliminaries
Let IN = {0, 1, 2, . . .} and IN+ = {1, 2, . . .}. The cardinality of an arbitrary ﬁnite set A is denoted by ‖A‖. For
sets A and B we use A\B to denote the set-difference of A with B, and we use AB to denote the symmetric
difference of A and B. Let P(M) be the power set of a ﬁxed basic setM . For a set A ⊆ M , its complement in the
basic set M is denoted by A, i.e., A = M \A. The characteristic function cA : M → {0, 1} is deﬁned for all x ∈ M
by cA(x) = 1 ⇐⇒def x ∈ A. Let K and K′ be classes of subsets of M , i.e., K,K′ ⊆ P(M). We deﬁne coK =def{
A
∣∣ A ∈ K }, K ∧ K′ =def {A ∩ B ∣∣ A ∈ K,B ∈ K′ }, and K ⊕ K′ =def {AB ∣∣ A ∈ K,B ∈ K′ }. The classes K(i)
and coK(i) deﬁned by K(0) =def {∅} and K(i + 1) = K(i)⊕ K build the boolean hierarchy over K that has many
equivalent deﬁnitions (see [21,3,14,2]).1 SinceK(i) ∪ coK(i) ⊆ K(i + 1) ∩ coK(i + 1) for all i  1 andK such that
1 Usually for K = NP, a level 0 is not considered in the way we do. The zero-level there is P. However for our purposes it is more helpful
to regard P as a non-member of the boolean hierarchy (unless P = NP).
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∅,M ∈ K, the boolean hierarchy has a very clear structure. BC(K) is the boolean closure of K, i.e., the smallest
class which contains K and which is closed under intersection, union, and complements.
We need some notions from lattice theory and order theory (see, e.g. [5]). A pair (G,≤) is a poset if ≤ is a
partial order on the setG. We usually omit the ≤ and simply say the posetG. For a poset (G,≤) the poset (G,≥)
is the dual poset and is denoted by G∂ . A poset G is a chain if for all x, y ∈ G it holds that x  y or y  x (i.e.,
any two elements are comparable with respect to ≤), and a poset G is an antichain if for all x, y ∈ G it holds
that x  y implies x = y (i.e., all elements are pairwise incomparable with respect to ≤). A ﬁnite poset (G,≤) is
a lattice if for all x, y ∈ G there exist (a) exactly one maximal element z ∈ G such that z  x and z  y (which
will be denoted by x ∧ y), and (b) exactly one minimal element z ∈ G such that z  x and z  y (which will be
denoted by x ∨ y). For a ﬁnite lattice G we denote by 1G the unique element greater than or equal to all x ∈ G
and by 0G the unique element less than or equal to all x ∈ G. An element x = 1G is said to be meet-irreducible if
and only if for all a, b ∈ G, it holds that x = a ∧ b implies x = a or x = b.
LetM andM ′ be any sets, and let f : M → M ′ be any function. The domain of f is denoted by Df . For a set
A ⊆ Df , let f(A) = {f(x)|x ∈ A} and let f |A denote the restriction of f to A. The range of f which is denoted by
Rf is f(Df ). Our use of the composition f ◦ f ′ is (f ◦ f ′)(x) =def f(f ′(x)). Let M = {a, b} with a = b. Deﬁne
a = b and b = a. For any function f : Mm → M ′ with m ∈ IN+, let f ∂ denote its dual function, that is, the func-
tion deﬁned for all x = (x1, . . . , xm) ∈ Mm by f ∂(x1, . . . , xm) =def f(x1, . . . , xm). The vector (x1, . . . , xm) is denoted
by x.
We will make no distinction between m-tuples (x1, . . . , xm) over a ﬁnite set (alphabet) M and words x1 . . . xm
of length m over M . Let  be a ﬁnite alphabet. ∗ denotes the set of ﬁnite words over . The empty word is
denoted by ε. For a given word x = x1 . . . xm the reversed word xm . . . x1 is denoted by xR. For x ∈ ∗, |x| denotes
the length of x. For n ∈ IN,n is the set of all words x ∈ ∗ with |x|  n, and=n is the set of all words x ∈ ∗
with |x| = n. If the alphabet  is ordered by ≤, then let ≤lex denote the standard lexicographical order on ∗,
that is, for each x, y ∈ ∗, x ≤lex y if and only if (a) x = y , (b) |x| < |y|, or (c) |x| = |y| and there is an i with
xj = yj for all j ∈ {1, . . . , i − 1} but xi < yi . Usually we consider words x and y of the same length n to be partially
ordered by the vector-ordering, that is, x  y iff xi  yi for all i ∈ {1, . . . , n}.
We assume that the reader is familiar with basic notions from computational complexity theory (see, e.g. [9]),
such as P, NP, and the polynomial hierarchy. FP denotes the class of all functions that are computable by a
deterministic polynomial-time Turing transducer.
We implicitly use the following correspondence val between∗ and IN: For x ∈ ∗, deﬁne val(x) =def ‖{y ∈
∗|y <lex x}‖. Note that val is polynomial-time computable and invertible.
It is often needed to encode tuples of words of ∗ into one word of ∗. Let 〈·, ·〉2 denote a standard
polynomial-time computable and polynomial-time invertible pairing function on ﬁnite words (e.g., based on
self-delimiting words; cf. [18]). This pairing function is used to deﬁne encodings of arbitrary m-tuples by
〈x1, . . . , xm〉 =def 〈m, 〈x1, 〈. . . , 〈xm−1, xm〉2 . . .〉2〉2〉2. Conversely, if a word 〈x1, . . . , xm〉 ∈ ∗ is given then the func-
tionmj denotes the projection to the j-th component of them-tuple, i.e.,
m
j (〈x1, . . . , xm〉) = xj . If h is any function
mapping from∗ to∗, then we deﬁne the function 〈mi1 , . . . ,min 〉 ◦ h : ∗ → ∗ with n  m to be for all x ∈ ∗,
(〈mi1 , . . . ,min 〉 ◦ h)(x) =def 〈mi1 (h(x)), . . . ,min (h(x))〉.
Let poly denote the class of all functions f : IN → ∗ such that there exists a polynomial p with |f(n)|  p(n)
for all n ∈ IN. For a class K ⊆ P(∗), the class K/poly [12] is the class of all sets A for which there exist a set
B ∈ K and a function f ∈ poly (the advice function) such that for all x ∈ ∗, x ∈ A ⇐⇒ 〈x, f(|x|)〉 ∈ B.
Finally, let us make some notational conventions about partitions. For any setM , a k-tuple A = (A1, . . . ,Ak)
such that Ai ⊆ M for each i ∈ {1, . . . , k} is said to be a k-partition ofM if and only if A1 ∪ A2 ∪ · · · ∪ Ak = M and
Ai ∩ Aj = ∅ for all i, j with i = j. The set Ai is said to be the ith component of A. For two k-partitions A and B
to be equal it is sufﬁcient that Ai ⊆ Bi for all i ∈ {1, . . . , k}. Let cA : M → {1, . . . , k} be the characteristic function
of a k-partition A = (A1, . . . ,Ak) of M , i.e., for every x ∈ M and for all 1  i  k , cA(x) = i if and only if x ∈ Ai .
For K1, . . . ,Kk ⊆ P(M) let
(K1, . . . ,Kk) =def
{
A
∣∣ A is a kpartition of M and for all i ∈ {1, . . . , k}, Ai ∈ Ki }
and for i ∈ {1, . . . , k},
(K1, . . . ,Ki−1, ·,Ki+1, . . . ,Kk) =def (K1, . . . ,Ki−1,P(M),Ki+1, . . . ,Kk).
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For a class K of k-partitions, let Ki =def
{
Ai
∣∣ A ∈ K } be the ith projection of K. Obviously, K ⊆ (K1, . . . ,Kk).
In what follows we identify a set A with the 2-partition (A,A). We thus use a characteristic function which on
the complement of A differs to the usual one for sets. However, using 2 on the complement instead of 0 has the
advantage of corresponding well with the vector-ordering as becomes clearer later in the paper. We identify a
class K of sets with the class (K, coK) = (K, ·) = (·, coK) of 2-partitions.
3. Partition classes deﬁned by ﬁnite functions
Throughout this section letK be a class of subsets ofM such that ∅,M ∈ K andK is closed under intersection
and union. In the literature, one way to deﬁne the classes of the boolean hierarchy of sets over K is as fol-
lows (see [21]). Let f : {1, 2}m → {1, 2} be a boolean function. For B1, . . . ,Bm ∈ K the set f(B1, . . . ,Bm) is deﬁned
by cf(B1,...,Bm)(x) = f(cB1(x), . . . , cBm(x)). Then the classes K(f) =def
{
f(B1, . . . ,Bm)
∣∣ B1, . . . ,Bm ∈ K } form the
boolean hierarchy over K. Using ﬁnite functions f : {1, 2}m → {1, 2, . . . , k} we generalize this deﬁnition (remem-
ber in which sense sets are 2-partitions) to obtain the classes of the boolean hierarchy of k-partitions over K as
follows.
Deﬁnition 1. Let k  2.
(1) For any function f : {1, 2}m → {1, 2, . . . , k} with m  1 and for sets B1, . . . ,Bm ∈ K, the k-partition
f(B1, . . . ,Bm) is deﬁned such that for all x ∈ M ,
cf(B1,...,Bm)(x) = f(cB1(x), . . . , cBm(x)).
(2) For any function f : {1, 2}m → {1, 2, . . . , k} with m  1, the class of k-partitions over K deﬁned by f is given
by the class
K(f) =def
{
f(B1, . . . ,Bm)
∣∣ B1, . . . ,Bm ∈ K }.
(3) The boolean hierarchy of k-partitions over K is deﬁned to be the family
BHk(K) =def
{K(f) ∣∣ f : {1, 2}m → {1, 2, . . . , k} and m  1 }.
(4) BCk(K) =def ⋃f :{1,2}m→{1,...,k},m1 K(f).
Obviously if i ∈ {1, 2, . . . , k} is not a value of f : {1, 2}m → {1, 2, . . . , k} then K(f)i = {∅}, that is K(f) does not
really have an ith component. Therefore we assume in what follows that f is surjective.
The following proposition shows that every partition inK(f) consists of sets from the boolean hierarchy over
K. This also justiﬁes the use of the term boolean in the above deﬁnition.
Proposition 2. Let k  2 be a natural number.
(1) For all f : {1, 2}m → {1, 2, . . . , k} such that m  1, it holds that (K, . . . ,K) ⊆ K(f) ⊆ (BC(K), . . . , BC(K)).
(2) If K is closed under complements, then for all f : {1, 2}m → {1, 2, . . . , k} such thatm  1, it holds that K(f) =
(K, . . . ,K).
(3) BCk(K) = (BC(K), . . . , BC(K)).
Proof
(1) We ﬁrst show that K(f) ⊆ (BC(K), . . . , BC(K)). Let B1, . . . ,Bm be sets in K, and consider the k-partition
A = f(B1, . . . ,Bm). For each i ∈ {1, 2, . . . , k}, we obtain
x ∈ Ai ⇐⇒
∨
f(a1...am)=i
m∧
j=1
cBj (x) = aj
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and consequently
Ai =
⋃
f(a1...am)=i
⎡
⎣
⎛
⎝⋂
aj=1
Bj
⎞
⎠∖
⎛
⎝⋃
aj=2
Bj
⎞
⎠
⎤
⎦ . (1)
Clearly, this gives Ai ∈ K(2 · ‖f−1(i)‖).
Now we prove (K, . . . ,K) ⊆ K(f). Let A be a k-partition in (K, . . . ,K). For every i ∈ {1, 2, . . . , k}, ﬁx some
vi ∈ {1, 2}m such that f(vi) = i. Deﬁne for all j ∈ {1, 2, . . . ,m}, sets Bj by
Bj =def
⋃
vi2j−112m−j
Ai.
It is easily observed that for all a1 . . . am ∈ {1, 2}m,⋂
aj=1
Bj =
⋃
vla1...am
Al and
⋃
aj=2
Bj =
⋃
vl<a1...am
Al.
By Eq. (1) we obtain A = f(B1, . . . ,Bm).
(2) This statement is an immediate consequence of the ﬁrst one.
(3) The inclusion BCk(K) ⊆ (BC(K), . . . , BC(K)) follows directly from 1. For the converse inclusion let A ∈
(BC(K), . . . , BC(K)), i.e., there exists an r  1 such that for all i ∈ {1, 2, . . . , k}, Ai ∈ K(r). Hence there exist
sets B1, . . . ,Bk·r ∈ K such that for all i ∈ {1, 2, . . . , k},
Ai = B(i−1)·r+1B(i−1)·r+2 · · ·Bi·r.
Observe that for every a1 . . . ak·r , there exists an i ∈ {1, 2, . . . , k} such that(⋂
aj=1
Bj
)
∩
(⋂
aj=2
Bj
)
⊆ Ai.
Thus, we can deﬁne f : {1, 2}k·r → {1, 2, . . . , k} such that for all a1 . . . ak·r ∈ {1, 2}k·r ,
f(a1 . . . ak·r) = i ⇐⇒def
(⋂
aj=1
Bj
)
∩
(⋂
aj=2
Bj
)
⊆ Ai ,
and we obtain A = f(B1, . . . ,Bk·r). 
For k = 2 the classes K(f) of the boolean hierarchy BH2(K) of sets (2-partitions) have been completely
characterized. For f : {1, 2}m → {1, 2} let (f) be the maximum number of alternations of f -labels which can
occur in a ≤-chain in ({1, 2}m,≤).
Theorem 3. [21] For f : {1, 2}m → {1, 2},
K(f) =
{K((f)) if f(2m) = 2,
coK((f)) if f(2m) = 1.
Consequently, BH2(K) =
{K(m) ∣∣ m ∈ IN+ } ∪ { coK(m) ∣∣ m ∈ IN+ }, and given a function f : {1, 2}m →
{1, 2} it is easy to determine the class K(m) or coK(m) which coincides with K(f). As already mentioned above,
the classes of BH2(K) form a simple structure with respect to set inclusion. There do not exist three classes in
BH2(K) which are incomparable in this sense.
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It is the goal of this chapter to get insights into the structure of the boolean hierarchy BHk(NP) of k-partitions
over NP for k  3.What we can say at this point is, that already for k = 3 the structure of BHk(NP)with respect
to set inclusion is not as simple as for k = 2 (unless NP = coNP). This is shown by the following example.
Example 4. For a, b, c such that {a, b, c} = {1, 2, 3} deﬁne the function fabc : {1, 2}2 → {1, 2, 3} by fabc(11) = a,
fabc(12) = fabc(21) = b, and fabc(22) = c. Obviously, NP(fabc)a = NP, NP(fabc)b = NP(2), and NP(fabc)c =
coNP. Now let abc = a′b′c′. If NP(fabc) = NP(fa′b′c′) then NP = NP(2) or NP = coNP, or NP(2) = coNP. In
each of these cases we obtain NP = coNP. Consequently, if NP = coNP the six classes NP(fabc) are pairwise
incomparable with respect to set inclusion.
Deﬁnition 1 refers to a set class K with ∅,M ∈ K and which is closed under intersection and union. If K is
closed under these operations, so is coK. Thus, all the deﬁnitions can be applied to coK. The following theorem
shows that there is a very close connection between classes from BHk(K) and classes from BHk(coK).
Theorem 5. K(f) = coK(f ∂) for all f : {1, 2}m → {1, 2, . . . , k} with m  1 and k  2.
Proof. By symmetry, it sufﬁces to show K(f) ⊆ coK(f ∂). Therefore, consider a partition A ∈ K(f). Then there
are sets B1, . . . ,Bm ∈ K such that A = f(B1, . . . ,Bm). Since for all a1 . . . am ∈ {1, 2}m, f(a1 . . . am) = f ∂(a1 . . . am),
we obtain that for all x ∈ M ,
f(cB1(x), . . . , cBm(x)) = f ∂(cB1(x), . . . , cBm(x)).
This gives A = f(B1, . . . ,Bm) = f ∂(B1, . . . ,Bm). Hence, A ∈ coK(f ∂). 
In particular, BHk(K) and BHk(coK) coincide even if K is not closed under complements.
Corollary 6. BHk(K) = BHk(coK) for all k  2.
4. Partition classes deﬁned by lattices
It turns out that, for f : {1, 2}m → {1, 2, . . . , k}, a k-partition f(B1, . . . ,Bm) has a very natural equivalent lattice-
theoretical deﬁnition. Consider the boolean lattice {1, 2}m with the partial vector-ordering ≤, and consider the
function S : {1, 2}m → K deﬁned by
S(a1, . . . , am) =def
⋂
ai=1
Bi ,
wherewe deﬁne an intersection over an empty index set to beM . For an example seeFig. 1.Note that S(2, . . . , 2) =
M and S(a ∧ b) = S(a) ∩ S(b) for all a, b ∈ {1, 2}m. Deﬁning
TS(a) =def S(a)
∖ ⋃
b<a
S(b)
we obtain the ith component of f(B1, . . . ,Bm) as
f(B1, . . . ,Bm)i =
⋃
f(a)=i
TS(a),
i.e., f(B1, . . . ,Bm) can also be given by the function S : {1, 2}m → K.
On theother side, ifwehave any functionS : {1, 2}m → K such thatS(2, . . . , 2) = M andS(a ∧ b) = S(a) ∩ S(b)
for all a, b ∈ {1, 2}m we can deﬁne
Bj =def S(2j−112m−j) for j ∈ {1, 2, . . . ,m},
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Fig. 1. Partition deﬁned by a boolean 3-lattice.
and we obtain for i ∈ {1, 2, . . . , k}
f(B1, . . . ,Bm)i =
⋃
f(a)=i
TS(a).
In this manner the class K(f) of k-partitions is completely characterized by the labeled boolean lattice
(({1, 2}m,≤), f).
In this section we will see that classes of k-partitions can also be deﬁned by structures weaker than boolean
algebras. Again we always suppose K to be a class such that ∅,M ∈ K and which is closed under intersection
and union.
Deﬁnition 7. Let G be a lattice.
(1) A mapping S : G → K is said to be a K-homomorphism on G if and only if
(a) S(1G) = M and
(b) S(a ∧ b) = S(a) ∩ S(b) for all a, b ∈ G.
(2) For a K-homomorphism S on G and a ∈ G, let
TS(a) =def S(a)
∖ ⋃
b<a
S(b).
Lemma 8. Let G be a lattice, and let S be a K-homomorphism on G.
(1) TS(a) ∈ K ∧ coK for every a ∈ G.
(2) S(a) =⋃ba TS(b) for every a ∈ G.
(3) The set of all TS(a) for a ∈ G yields a partition of M.
(4) S is completely determined by its values for the meet-irreducible elements. That is, if S and S ′ are two K-ho-
momorphisms on G such that S(a) = S ′(a) for all meet-irreducible a ∈ G then S(a) = S ′(a) for all a ∈ G.
Proof
(1) Observe TS(a) = S(a) ∩⋃b<a S(b) ∈ K ∧ coK since K is closed under union.
(2) The direction “⊇” is obvious since TS(b) ⊆ S(b) ⊆ S(a) for b  a. The converse inclusion can be veriﬁed
by induction on <. Obviously, S(0G) = TS(0G). For a > 0G we obtain
S(a) = TS(a) ∪
⋃
b<a
S(b) = TS(a) ∪
⋃
b<a
⋃
cb
TS(c) = TS(a) ∪
⋃
c<a
TS(c) =
⋃
ca
TS(c).
(3) We have to show that every x ∈ M is contained in exactly one TS(a). Proving the existence of such an
a ∈ G, deﬁne
H =def
{
a
∣∣ x ∈ S(a) }
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Fig. 2. Partition deﬁned by a 3-lattice.
which is non-empty since
⋃
a∈G S(a) = M . Since G is ﬁnite it follows that x ∈ S(
∧
H). Let b <
∧
H . Then
b ∈ H , and hence x ∈ S(b). So, x ∈ S(∧H)\⋃b<∧H S(b) = TS(∧H). To show the uniqueness assume that
there is an a =∧H such that x ∈ TS(a). Then x ∈ S(a) and hence a ∈ H . Consequently, a >∧H and we
obtain x ∈ S(a)\⋃b<a S(b) = TS(a), a contradiction.
(4) This is an immediate consequence of the deﬁnition of meet-irreducible elements and the condition S(a ∧
b) = S(a) ∩ S(b) for K-homomorphisms. 
Any pair (G, f) of an arbitrary ﬁnite posetG and a function f : G → {1, 2, . . . , k} is called a k-poset. A k-poset
which is a lattice (boolean lattice, chain, etc.) is called a k-lattice (boolean k-lattice, k-chain, etc.).
Lemma 8 provides the soundness of the following deﬁnition.
Deﬁnition 9. Let (G, f) be a k-lattice, k  2.
(1) For a K-homomorphism S on G, the k-partition deﬁned by (G, f) and S is given by
(G, f , S) =def
⎛
⎝ ⋃
f(a)=1
TS(a), . . . ,
⋃
f(a)=k
TS(a)
⎞
⎠ .
(2) The class of k-partitions deﬁned by (G, f) is given by
K(G, f) =def
{
(G, f , S)
∣∣ S is a Khomomorphism on G }.
Example 10. Consider the 3-lattice (G, f) in Fig. 2. The meet-irreducible elements of G are a, b, and c. By point
4 of Lemma 8 every K-homomorphism S : G → K is determined by ﬁxing S(a) = A, S(b) = B, and S(c) = C .
By the deﬁnition of K-homomorphisms we get S(1) = M , S(d) = S(a ∧ b) = S(a) ∩ S(b) = A ∩ B, and S(0) =
S(d ∧ c) = S(d) ∩ S(c) = A ∩ B ∩ C . Furthermore, C = S(c) = S(c ∧ b) = S(c) ∩ S(b) = C ∩ B, i.e., C ⊆ B. We
obtain
TS(1) = M \(A ∪ B) = A ∩ B,
TS(a) = A\(A ∩ B) = A ∩ B,
TS(b) = B\((A ∩ B) ∪ C) = A ∩ B ∩ C ,
TS(c) = C\(A ∩ B ∩ C) = A ∩ C ,
TS(d) = (A ∩ B)\(A ∩ B ∩ C) = A ∩ B ∩ C ,
TS(0) = (A ∩ B ∩ C) = A ∩ C.
Hence
(G, f , S) = (TS(a) ∪ TS(0), TS(1) ∪ TS(c), TS(b) ∪ TS(d))
= (A ∩ (B ∪ C),A ∩ (B ∪ C),B ∩ C),
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and
K(G, f) = { (A ∩ (B ∪ C),A ∩ (B ∪ C),B ∩ C) ∣∣ A,B,C ∈ K and C ⊆ B }
⊆ (K(3), coK(3),K(2)).
The discussion at the beginning of the section yields the following proposition.
Proposition 11. K(f) = K(({1, 2}m,≤), f) for all f : {1, 2}m → {1, 2, . . . , k} with m  1 and k  2.
So, if (G, f) is a boolean k-lattice then K(G, f) = K(f). But if (G, f) is an arbitrary k-lattice, is K(G, f) also
of the form K(f ′) for a suitable function f ′? The following theorem says that this is generally true. This turns
out to be very important for the further study of the structure of the boolean hierarchy of k-partitions because
instead of large boolean k-lattices one can deal with usually much smaller equivalent k-lattices.
Theorem 12. For every k-lattice (G, f) there is an f ′ : {1, 2}m → {1, 2, . . . , k} with K(G, f) = K(f ′), where m is the
number of meet-irreducible elements of G.
We postpone the proof of this theorem to Section 5 where we can make use of the Embedding Lemma
(Lemma 15).
Corollary 13. BHk(K) =
{K(G, f) ∣∣ (G, f) is a klattice } for all k  2.
5. Comparing partition classes
To study the structure of the boolean hierarchy of k-partitions over K it would be important to have a cri-
terion to decide whether K(G, f) ⊆ K(G′, f ′) for any two k-lattices (G, f) and (G′, f ′). To this end we establish,
more generally, a relation ≤ between k-posets.
Deﬁnition 14. Let (G, f) and (G′, f ′) be k-posets with k  2.
(1) (G, f)  (G′, f ′) if and only if there is a monotonic mapping ϕ : G → G′ (i.e., for all a, b ∈ G, if a  b in
G, then ϕ(a)  ϕ(b) in G′) such that for every x ∈ G, f(x) = f ′(ϕ(x)).
(2) (G, f) ≡ (G′, f ′) if and only if (G, f)  (G′, f ′) and (G′, f ′)  (G, f).
The following lemma gives a sufﬁcient condition for K(G, f) ⊆ K(G′, f ′).
Lemma 15 (Embedding Lemma). Let (G, f) and (G′, f ′) be k-lattices with k  2. If (G, f)  (G′, f ′), then
K(G, f) ⊆ K(G′, f ′).
Proof. Let (G, f) and (G′, f ′) be k-lattices with (G, f) ≤ (G′, f ′). Let ϕ : G → G′ be a monotonic mapping such
that f(a) = f ′(ϕ(a)) for every a ∈ G. For a K-homomorphism S on G deﬁne the mapping S ′ : G′ → K for all
a ∈ G′ by
S ′(a) =def
⋃
ϕ(b)≤′a
S(b).
It is sufﬁcient to prove that S ′ is a K-homomorphism on G′ with (G, f , S) = (G′, f ′, S ′), i.e., that
(1) S ′(1G′) = M ,
(2) S ′(a ∧′ b) = S ′(a) ∩ S ′(b) for all a, b ∈ G,
(3) TS(a) ⊆ TS ′(ϕ(a)) for all a ∈ G.
This can be shown as follows:
(1) We conclude S ′(1G′) =⋃ϕ(b)≤′1G′ S(b) ⊇ S(1G) = M .
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Fig. 3. A 3-chain equivalent to the boolean 3-lattice in Fig. 1.
(2) The inclusion “⊆” is valid because of the monotonicity of S ′. For the converse inclusion consider x ∈
S ′(a) ∩ S ′(b). There exist c, d ∈ G such that ϕ(c) ≤′ a, ϕ(d) ≤′ b, x ∈ S(c), and x ∈ S(d). We obtain ϕ(c ∧
d) ≤′ ϕ(c) ∧′ ϕ(d) ≤′ a ∧′ b and x ∈ S(c) ∩ S(d) = S(c ∧ d), and consequently x ∈ S ′(a ∧′ b).
(3) For a ∈ G and x ∈ TS(a) we obtain x ∈ S(a) ⊆ S ′(ϕ(a)). Assume that x ∈ TS ′(ϕ(a)). Then there exists a
c <′ ϕ(a) such that x ∈ S ′(c). Consequently, there exists a b ∈ G such that ϕ(b) ≤′ c and x ∈ S(b). Hence
x ∈ S(a) ∩ S(b) = S(a ∧ b). Because of x ∈ TS(a) we get a ∧ b < a and thus a  b. We conclude ϕ(a) ≤′
ϕ(b) ≤′ c, a contradiction. 
Example 16. The 3-lattice (G, f) shown in Fig. 1 and the 3-lattice (G′, f ′) shown in Fig. 3 are equivalent. This
can be seen as follows: Deﬁne the functions ϕ : G → G′ and  : G′ → G by
ϕ(111) = ϕ(121) = ϕ(211) = a,
ϕ(112) = ϕ(221) = b,
ϕ(122) = ϕ(212) = ϕ(222) = c,
and
 (a) = 111, (b) = 112, and  (c) = 222.
It is easy to see that ϕ and  are monotonic, f(x) = f ′(ϕ(x)) for all x ∈ G, and f ′(x) = f( (x)) for all x ∈ G′. By
the Embedding Lemma we obtain K(G, f) = K(G′, f ′) for all K. Obviously,
K(G′, f ′) = { (B,A,B\A) ∣∣ A,B ∈ K and A ⊆ B } = (coK,K, ·) = (coK,K,K(2)).
Now we are able to prove Theorem 12 from Section 4.
Proof. (Theorem 12) Let (G, f) be an arbitrary k-lattice, let I be the set of meet-irreducible elements of G, and
let
Ia =def
{
b
∣∣ b  a and b meet-irreducible }
for every a ∈ G. It is well known (cf. [5]) that ∧ Ia = a for every a ∈ G. We deﬁne the boolean k-lattice
((P(I),⊇), h) by
h(U) =def f
(∧
U
)
for U ⊆ I.
The function ϕ : G → P(I) deﬁned by ϕ(a) =def Ia is monotonic, and we get
h(ϕ(a)) = h(Ia) = f
(∧
Ia
)
= f(a).
By the Embedding Lemma we obtain K(G, f) ⊆ K((P(I),⊇), h). On the other hand, the function  : P(I) → G
deﬁned by  (U) =def ∧U is monotonic, and we get
f( (U)) = f
(∧
U
)
= h(U).
Again by the Embedding Lemma we obtain K((P(I),⊇), h) ⊆ K(G, f). So we get K(G, f) = K((P(I),⊇), h), but
(P(I),⊇) and ({1, 2}|I |,≤) are isomorphic. 
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Combining this proof of Theorem 12 and the Embedding Lemma one can generalize Theorem 5 to the
following theorem.
Theorem 17. K(G, f) = coK(G∂, f) for all k-lattices (G, f) with k  2.
Proof. Let (G, f) be any k-lattice. By Theorem 12 there is a function f ′ : {1, 2}m → {1, 2, . . . , k} with K(G, f) =
K(f ′). In fact, the proof of Theorem 12 shows that (G, f) ≡ ({1, 2}m, f ′). Regarding the dual function f ′∂ we
obtain that (G∂, f) ≡ ({1, 2}m, f ′∂). By Theorem 5 and the Embedding Lemma, K(G, f) = K(f ′) = coK(f ′∂) =
coK(G∂, f). 
6. The Embedding Conjecture
Let us come back to the Embedding Lemma which shows that (G, f)  (G′, f ′) implies K(G, f) ⊆ K(G′, f ′).
Thus we have a sufﬁcient criterion for inclusion of partition classes. It would be, however, very useful if the
criterion would be also necessary. In this section we pose the conjecture that this holds true for NP unless the
polynomial hierarchy is ﬁnite. We support this conjecture with several results.
6.1. On inverting the Embedding Lemma
Weare interested in proving the following theorem for the caseK = NP.Note that for the general formulation
K is assumed to be such that ∅,M ∈ K and K is closed under intersection and union.
Deﬁnition 18. We say that the Embedding Theorem for K holds if for all k-lattices (G, f) and (G′, f ′) it is true
that (G, f)  (G′, f ′) ⇐⇒ K(G, f) ⊆ K(G′, f ′).
The difﬁcult part of such theorems is the inversion of the Embedding Lemma, that is, the direction from right
to left. If once proven for a class K the Embedding Theorem gives the complete information about BHk(K).
The following theorem (a proof can be found in [15]) shows that Embedding Theorems are in principle not out
of reach2 :
Theorem 19. Let (G, f) and (G′, f ′) be k-lattices with k  2. If for every class K such that ∅,M ∈ K and such that
K closed under intersection and union, K(G, f) ⊆ K(G′, f ′), then (G, f)  (G′, f ′).
Because of the second item of Proposition 2, we cannot hope to invert the Embedding Lemma without an
additional assumption for K. A plausible one might be a strict boolean hierarchy of sets over K. And indeed,
for many subclasses of k-lattices, assuming the strictness of BH2(K) is strong enough to show the Embedding
Theorem for K and for these subclasses of labeled lattices.
For instance, we can prove that the Embedding Theorem for 2-lattices holds if we assume inﬁniteness of
BH2(K). To this end we ﬁrst prove an analogue of Theorem 3 for 2-lattices. For a 2-lattice (G, f) let (G, f) be
the maximum number of alternations of f -labels which can occur in a ≤-chain in the lattice G.
Theorem 20. For every 2-lattice (G, f),
K(G, f) =
{K((G, f)) if f(1G) = 2,
coK((G, f)) if f(1G) = 1.
Proof. Let (G, f) be a 2-lattice. In the proof of Theorem 12 we deﬁned a function h : {1, 2}|I | → {1, 2} (recall
that I is the set of meet-irreducible elements of G and that (P(I),⊇) and ({1, 2}|I |,≤) are isomorphic) such that
(G, f) ≡ ({1, 2}|I |, h). Thus, K(G, f) = K({1, 2}|I |, h) = K(h), (G, f) = ({1, 2}|I |, h) = (h), and f(1G) = h(2|I |).
By Theorem 3 we obtain the statement. 
2 Note that a disproof of Theorem 19 would imply that for every reasonable K, there exists a pair of k-lattices that contradicts the
Embedding Theorem for K.
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Corollary 21. Assume that BH2(K) is inﬁnite.
(1) The minimal 2-lattice (G, f) such that K(G, f) = K(i) is a chain with i + 1 elements with alternating labels 1
and 2 such that the maximum of the chain has label 2.
(2) The minimal 2-lattice (G, f) such that K(G, f) = coK(i) is a chain with i + 1 elements with alternating labels
1 and 2 such that the maximum of the chain has label 1.
As a consequence of Theorem 20 we get the validity of the (conditional) Embedding Theorem for 2-lattices.
Theorem 22. Assume that BH2(K) is inﬁnite. For 2-lattices (G, f) and (G′, f ′) the following statements are equiv-
alent:
(1) K(G, f) ⊆ K(G′, f ′).
(2) (G, f) < (G′, f ′) or
(
(G, f) = (G′, f ′) and f(1G) = f ′(1G′)
)
.
(3) (G, f)  (G′, f ′).
Proof
• (1) ⇒ (2) is a consequence of Theorem 20.
• (3) ⇒ (1) follows from the Embedding Lemma.
• For (2) ⇒ (3) take a ≤-chain (c0, c1, . . . , cr) in G′ with maximum number of alternations between f ′-labels,
i.e., r = (G′, f ′) and f ′(ci−1) = f ′(ci) for i ∈ {1, . . . , r}. For a ∈ G deﬁne ϕ(a) as follows:
ϕ(a) =def
{
ci if f(1G) = f ′(1G′),
ci+1 if f(1G) = f ′(1G′).
Here i is the maximum number of alternations between f -labels in a chain from a to 1G . Obviously, ϕ is
monotonic and f ′(ϕ(a)) = f(a). 
Theorem 22 suggests that a strict boolean hierarchy of sets is sufﬁcient to establish Embedding Theorems.
However, there are classes for which the Embedding Theorem does not hold though they have a strict boolean
hierarchy. A very prominent example is the class of recursively enumerable sets. Clearly, the recursively enumer-
able sets are closed under intersection and union and contain ∅ and ∗. The strictness of the boolean hierarchy
of the recursively enumerable sets goes back to Ershov [4].
Theorem 23. The Embedding Theorem for the recursively enumerable sets does not hold.
A proof of Theorem 23 can be found in [15].
Most recently Selivanov [20] gave a complete characterization of the boolean hierarchy of partitions over
recursively enumerable sets which is based on a coarser embedding relation than we consider.
Up to this theorem, all results so far hold for arbitrary classes with some simple closure properties. The
forthcoming now makes use of the very nature of the class NP. As we have seen even an inﬁnite boolean
hierarchy of sets is not sufﬁcient to invert the Embedding Lemma. Since the collapse of the boolean hierarchy
overNP implies the collapse of the polynomial hierarchy (cf. [11]) the following conjecture seems to be reasonable.
Embedding Conjecture. Assume the polynomial hierarchy is inﬁnite. Let (G, f) and (G′, f ′) be k-lattices. Then
NP(G, f) ⊆ NP(G′, f ′) if and only if (G, f)  (G′, f ′).
To provide evidence for the Embedding Conjecture we formulate in Section 6.2 a theorem (Theorem 40)
which shows that the conjecture is true for a large subclass of k-lattices including all 2-lattices (Corollary 39)
and moreover, all k-chains (Theorem 37). In Section 6.3 we prove a similar theorem for k-lattices having certain
triangle patterns.
6.2. Evidence I: the case of k-chains
We establish theorems that show that the Embedding Conjecture is true for a very large subclass of k-lattices
based on differences in the chain structure of the lattices. One idea is to consider differences concerning a more
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Fig. 4. Counterexample to the mind-change technique.
general version of mind changes in k-chains. Let (G, f) be a k-lattice. For I , J ⊆ {1, 2, . . . , k} such that I ∩ J = ∅,
deﬁne I ,J (G, f) to be the maximum number of alternations between f -labels from I and f -labels from J in a
chain of G whose minimum has an f -label from I . A partial generalization of Theorem 22 states that, assum-
ing the inﬁniteness of BH2(NP), if NP(G, f) ⊆ NP(G′, f ′), then for all I , J ⊆ {1, 2, . . . , k} such that I ∩ J = ∅,
I ,J (G, f)  I ,J (G′, f ′) (for a proof see [15]). However, this theorem is not general enough to cover all k-chains.
As an example consider the two 3-chains in Fig. 4. Let (G, f) be the left and (G′, f ′) be the right 3-chain. On the
one hand, it is easy to calculate that I ,J (G, f) = I ,J (G′, f ′) for all I , J ⊆ {1, 2, 3} with I ∩ J = ∅. On the other
hand, obviously (G, f)  (G′, f ′) and (G′, f ′)  (G, f). So in order to support the Embedding Conjecture we
have to prove that NP(G, f) ⊆ NP(G′, f ′) as well as NP(G′, f ′) ⊆ NP(G, f) unless the polynomial hierarchy is
ﬁnite. In this subsection we will see how to do this. To prove such theorems, we detect some normal forms of
(hypothetical) inclusions between partition classes. Using these normal forms we can generalize the easy-hard
arguments developed by Kadin (cf. [11]) in the context of partition classes.
6.2.1. Partition classes deﬁned by chains
We ﬁrst emphasize some simpliﬁcations and peculiarities of partition classes over labeled chains. As long
as no further conditions are needed we consider general classes K such that ∅,M ∈ K that are closed under
intersection and ﬁnite union. Partition classes over labeled chains are characterized by ascending chains of sets
from K.
We identify a k-chain (G, f) in a natural way with a word in {1, 2, . . . , k}|G|, namely with f(a1)f(a2) . . . f(an)
such that a1 < a2 < · · · < an, ai ∈ G, and n = ‖G‖. Words representing k-chains are called k-words.
The relation≤ over k-lattices translates to a subword relation between k-words. For that, we say that a k-word
a is repetition-free if and only if ai = ai+1 for all 1  i < n. For an arbitrary k-word a its repetition-free version
a∗ is the word constructed by repeatedly replacing from a any occurrence of ss by s, where s ∈ {1, 2, . . . , k}. We
say that a  b for k-words a and b if and only if a∗ is a subword of b. We say a ≡ b whenever a  b and b  a.
If a and b are repetition-free k-words then a ≡ b is equivalent to a = b. Obviously, the relation  for k-words
corresponds with the relation ≤ for k-chains. Repetition-free k-words correspond to minimal k-chains. Dual
k-chains correspond to reverse words.
There are some notations to be adapted to k-words. Let a k-word a be given. Then a K-homomorphism
S on a is just a K-homomorphism on ({1, 2, . . . , |a|}, a), the partition (a, S) generated by S is the partition
({1, 2, . . . , |a|}, a, S), and, ﬁnally, K(a) = K({1, 2, . . . , |a|}, a). Here we have identiﬁed the k-word a with the func-
tion a : {1, 2, . . . , |a|} → {1, 2, . . . , k} given by a(i) = ai .
If two k-words are comparable with respect to , there are possibly many monotonic mappings witnessing
the relation. This ambiguity is often disadvantageous. So we consider the canonical embedding, mapping every
letter of a k-word to the least possible letter in the other k-word.
Deﬁnition 24. Let a and a′ be k-words, k  1. The canonical embedding 
[a, a′] of a into a′ is a mapping from
{0, 1, 2, . . . , |a|} to {0, 1, 2, . . . , |a′|} inductively deﬁned as follows: 
[a, a′](0) =def 0 and for each j > 0,

[a, a′](j) =def min
{
r
∣∣ r  
[a, a′](j − 1) ∧ aj = a′r },
where min ∅ is considered to be undeﬁned.
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If there is no reason for misunderstanding, then we omit [a, a′] in the description of the canonical embedding.
Proposition 25. Let a and a′ be k-words. Then, a  a′ if and only if the canonical embedding 
 of a into a′ is total.
Canonical embeddings make it possible to determine normal forms for K-homomorphisms witnessing inclu-
sions between partition classes. Recall that Df denotes the domain of a function f .
Lemma 26. Let a and a′ be repetition-free k-words. Let 
 be the canonical embedding of a into a′. If K(a) ⊆ K(a′),
then for every K-homomorphism S on a there is a K-homomorphism S ′ on a′ such that (a, S) = (a′, S ′) and S(j) ⊆
S ′(
(j)) for all j ∈ D
.
Proof. Since K(a) ⊆ K(a′), there is a K-homomorphism V on a′ with (a, S) = (a′, V). We meet the convention
that S(0) = ∅ and V(0) = ∅. Deﬁne S ′ for all j  |a′| by
S ′(j) =def V(j) ∪ S
(
max

(s)j
s
)
.
Obviously, S ′ is anK-homomorphismon a′ with S(j) ⊆ S ′(
(j)) for j ∈ D
 . It remains to show (a, S) = (a′, S ′).We
consider the partition (a′, S ′) individually for every component i ∈ {1, 2, . . . , k}. Fix a component i, and consider
TS ′(j) for j  |a′| with a′j = i. We have two different cases.
• Case 1. Suppose 
(s) < j < 
(s+ 1) for an appropriate s, or 
(maxD
) < j. Then,
TS ′(j) = S ′(j)\S ′(j − 1)
= (V(j) ∪ S(s))\(V(j − 1) ∪ S(s))
= (V(j)\V(j − 1))\S(s)
⊆ TV (j).
Hence, TS ′(j) ⊆ TV (j) ⊆ (a′, V)i = (a, S)i .
• Case 2. Suppose j = 
(s) for an appropriate s. Then,
TS ′(j) = S ′(j)\S ′(j − 1)
= (V(j) ∪ S(s))\(V(j − 1) ∪ S(s− 1))
= [(V(j)\V(j − 1))\S(s− 1)] ∪ [(S(s)\S(s− 1))\V(j − 1)]
⊆ TV (j) ∪ TS(s).
Since as = a′
(s) = a′j = i, we obtain TS ′(j) ⊆ TV (j) ∪ TS(s) ⊆ (a′, V)i ∪ (a, S)i = (a, S)i.
Overall, we have shown (a′, S ′)i ⊆ (a, S)i for every i. Since (a′, V) and (a, S) are partitions, we get the equalities
(a′, S ′)i = (a, S)i . Thus, (a′, S ′) = (a, S). 
6.2.2. Hardest inclusions
It is our goal to prove the ﬁniteness of the polynomial hierarchy in case of having an inclusion between
partition classes which should not be true if the Embedding Conjecture would hold. For the boolean hierarchy
BH2(NP) it sufﬁces to consider the inclusion NP(m) ⊆ coNP(m) for m ∈ IN+ or, in terms of 2-words,
NP(1212 . . .︸ ︷︷ ︸
m+1
) ⊆ NP(2121 . . .︸ ︷︷ ︸
m+1
).
The very simple structure of BH2(NP), trivially, yields the following: If for any m ∈ IN+ there is an n < m
with NP(m) ⊆ NP(n), or there is an l  m with NP(m) ⊆ coNP(l), then NP(m) ⊆ coNP(m). Again, in terms of
2-words, that means: Let a be a repetition-free 2-word. If for a there is an a′ with a  a′ and NP(a) ⊆ NP(a′),
then NP(a) ⊆ NP(a). Note that for such a′ it holds |a′|  |a|. For k-words with k > 2 this length condition is
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not true. For instance, consider 123 and 1(31)m2 for arbitrary m ∈ IN+. Then, 123  1(31)m2, but |1(31)m2| can
be arbitrarily large. Can we nevertheless identify short k-words with hardest inclusions to be considered?
In the following we give a positive answer to this question. To do that we need two lemmas.
Lemma 27. K(a) = coK(aR) for all k-words a.
Proof. Follows from Theorem 17. 
Lemma 28. Let a and a′ be repetition-free k-words, k  2. Let 
 be the canonical embedding of a into a′. Let r ∈ D

so that ai = ar for all i > r. If K(a) ⊆ K(a′), then K(a) ⊆ K(a′′) where a′′ emerges from a′ when deleting from a′
all the letters a′j with j > 
(r) and a′j = ar.
Proof. Let (a, S) ∈ K(a) forK-homomorphism S on f . By Lemma 26, there is aK-homomorphism S ′ on a′ with
(a, S) = (a′, S ′) and S(j) ⊆ S ′(
(j)) for all j ∈ D
 . It sufﬁces to show TS ′(j) = ∅ for all j > 
(r) with a′j = ar . Let
ar = b. Since a′j = ar = b, it holds TS ′(j) ⊆ (a′, S ′)b = (a, S)b ⊆ S(r). Hence, S ′(j) ⊆ S(r) ∪ S ′(j − 1) ⊆ S ′(
(r)) ∪
S ′(j − 1) ⊆ S ′(j − 1). The latter holds because j > 
(r). Thus, S ′(j) = S ′(j − 1), and consequently, TS ′(j) = ∅.

Now we are able to prove the theorem which identiﬁes short k-words of at most the double of the length of
a given k-word, but with a hard inclusion property.
Theorem 29. Let a be any repetition-free k-word of length n, k  2. If there is a repetition-free k-word a′ with
a  a′ and K(a) ⊆ K(a′) then K(a1a2 . . . an) ⊆ K(a2a1a3a2 . . . anan−1).
Proof. Let a′ be a k-word such that a  a′ andK(a) ⊆ K(a′). First we will transform a′ into a k-word of a certain
structure preserving the inclusion. Note that inserting new letters in a′ preserves K(a) ⊆ K(a′). Since a  a′, it
holds that
a′ = w1a1w2a2w3 . . . wiaiwi+1 with wj ∈
({1, 2, . . . , k}\{aj})∗ and i < n.
Deﬁne the k-word b′ by appending ai+1ai+2 . . . an−1 to a′ and then inserting a2, a3, . . . , an into the new k-word
as follows:
b′ =def w1a2a1w2a3a2w3 . . . wn−1anan−1wn.
Note that wi+2 = · · · = wn = ε and note also that it holds that a  b′. By Lemma 28 we can simplify the words
wj . We can set
b′′ =def v1a2a1v2a3a2v3 . . . vn−1anan−1vn with vi ∈ {ai+1, ai+2, . . . , an}∗ and vn = ε,
i.e., for all i, vi is deﬁned to be wi without the letters from {1, 2, . . . , k}\{ai , ai+1, . . . , an}. Using Lemma 27 and
again Lemma 28, we can also simplify the words vi . Let b′′′ be deﬁned by
b′′′ =def u1a2a1u2a3a2u3 . . . un−1anan−1 with ui ∈
({a1, a2, . . . , ai−1} ∩ {ai+1, ai+2, . . . , an})∗ and u1 = ε.
Making all subwords ai−1uiai+1 repetition-free (note that this implies a1u2a3 ≡ a1a3 and an−2un−1an ≡ an−2an),
we get the repetition-free k-word b deﬁned by
b =def a2a1a3a2z3a4a3z4 . . . zn−2an−1an−2anan−1 with zi ∈
({a1, a2, . . . , ai−1} ∩ {ai+1, ai+2, . . . , an})∗
for i ∈ {3, 4, . . . , n− 2}.
In the remainder we will always consider this k-word b. Note that b satisﬁes the conditions that a  b and
K(a) ⊆ K(b). Let 
 be the canonical embedding of a into b. Let m = |b|. It holds that 
(1) = 2 and 
(n− 1) = m.
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Wedeﬁne 
′ by 
′(j) = 
(j − 1)− 1 for all j ∈ {2, . . . , n}. Let S be anyK-homomorphismon a. SinceK(a) ⊆ K(b),
and due to Lemma 26, there exists a K-homomorphism V on b such that (a, S) = (b, V) and S(j) ⊆ V(
(j)) for
all j ∈ {1, 2, . . . , n− 1}. Deﬁne a mapping S ′ for j ∈ {1, 2, . . . ,m} by
S ′(j) =def
{
V(j) if j ∈ {1, 2,m− 1,m},
(V(j) ∩ S(r)) ∪ V(2) if j > 2 and 
′(r)  j < 
′(r + 1).
It holds that S ′ : {1, 2, . . . ,m} → K and S ′(j) ⊆ S ′(j + 1) for 1  j < m, i.e., S ′ is aK-homomorphism on b. More-
over, S ′ satisﬁes the following conditions:
(1) For all j ∈ {1, . . . ,m}, if j ∈ R
 ∪ R
′ , then TS ′(j) = ∅,
(2) (a, S) = (b, S ′).
Note that proving these two facts is sufﬁcient for the theorem because of the equalities 
′(j) = 
(j − 1)− 1 for
all j ∈ {2, 3, . . . , n}.
(1) Let j ∈ R
 ∪ R
′ . Then, 2 = 
(1) < j < 
′(n), i.e., there is an r such that 
′(r) < j < 
′(r + 1). Consequently,
TS ′(j) = S ′(j)\S ′(j − 1)
= ((V(j) ∩ S(r)) ∪ V(2))\((V(j − 1) ∩ S(r)) ∪ V(2))
= ((V(j)\V(j − 1)) ∩ S(r))\V(2)
⊆ TV (j) ∩ S(r).
Let q be maximal with 
(q) < j and aq = bj . Let s be minimal with j < 
′(s) and as = bj . The existence of
both q and s is assured due to the structure of b. Then, we have TS ′(j) ⊆ TV (j) ∩ S(r) ⊆ TV (j) ∩ S(s− 1).
Moreover, as−1 = bj since a is repetition-free. The statement would be proven if we would know the
following:
(∗) There is no t with q < t < s and bj = aq = at = as.
Using (∗)we can conclude: If x ∈ TS ′(j), i.e., x ∈ S(s− 1) and x ∈ V(j − 1), then x ∈ TS(i) for all q < i  s− 1.
Hence x ∈ S(q) ⊆ V(
(q)) ⊆ V(j − 1). This is a contradiction. Thus, TS ′(j) = ∅.
It remains to prove (∗). Assume the contrary to be true, i.e., there exists a t with q < t < s and bj = aq =
at = as. Then we have three cases yielding contradictions. The case j  
(t) contradicts the maximality of
q and q = t. The case j  
′(t) contradicts the minimality of s and s = t. In the case 
′(t) < j < 
(t) we
conclude 
(t − 1)− 1 < j < 
(t) and, since j /∈ R
, 
(t − 1) < j < 
(t). But now, it holds that bj = b
(t) = at ,
contradicting bj = at . Hence the assumption is false, i.e., such a t does not exist.
(2) It sufﬁces to show TS ′(j) ⊆ (a, S)i for every j with bj = i. So, let j be so that bj = i. There are two cases,
j ∈ R
′ and j ∈ R
′ .
• Case j ∈ R
′ . If j = 
′(2) = 
(1)− 1 = 1, then TS ′(j) = TV (j) ⊆ (b, V)i = (a, S)i . So, let j = 
′(r) for r > 2,
i.e., j > 2 and i = bj = ar . Then,
TS ′(j) = S ′(j)\S ′(j − 1)
= ((V(j) ∩ S(r)) ∪ V(2))\((V(j − 1) ∩ S(r − 1)) ∪ V(2))
= ((V(j) ∩ S(r))\(V(j − 1) ∩ S(r − 1)))\V(2)
⊆ ((V(j)\V(j − 1)) ∩ S(r)) ∪ ((S(r)\S(r − 1)) ∩ V(j − 1))
⊆ TV (j) ∪ TS(r)
⊆ (b, V)i ∪ (a, S)i
= (a, S)i.
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• Case j ∈ R
′ . If additionally j ∈ R
, then by 1., TS ′(j) = ∅ ⊆ (a, S)i . So, let j ∈ R
 . If j = 2 = 
(1) or
j = m = 
(n− 1), then TS ′(j) = TV (j) ⊆ (b, V)i = (a, S)i . It remains to argue for 2 = 
(1) < j < 
(n− 1).
Then we have,
TS ′(j) = S ′(j)\S ′(j − 1)
= ((V(j) ∩ S(r)) ∪ V(2))\((V(j − 1) ∩ S(r)) ∪ V(2))
= ((V(j)\V(j − 1)) ∩ S(r))\V(2)
⊆ TV (j)
⊆ (b, V)i
= (a, S)i. 
Note that a1a2 . . . an  a2a1a3a2 . . . anan−1 for every repetition-free k-word a = a1 . . . an. Theorem 29 gives,
e.g., that for the 3-word 123 it is enough to collapse the polynomial hierarchy from NP(123) ⊆ NP(2132). More-
over, Theorem 29 is in some sense optimal. For repetition-free 2-words a, it holds ai = ai+2. Hence, for a =
a1 . . . an, we have a2a1a3a2 . . . anan−1 ≡ a.
6.2.3. The Embedding Theorem for k-chains
We now prove the Embedding Conjecture true for k-words. First, we determine complete NP-partitions for
partition classes over k-words with a useful inductive structure.
Deﬁnition 30.Let L ⊆ ∗ and n  2. For any k-word a such that |a| = n and an−1 = an, the partition La is deﬁned
as follows
(1) If n = 2, then for all i ∈ {1, 2, . . . , k},
Lai =def
⎧⎨
⎩
L if i = a1,
L if i = a2,
∅ if i ∈ {a1, a2}.
(1) If n > 2, then for all i ∈ {1, 2, . . . , k},
Lai =def
{{ 〈x1, x2, . . . , xn−1〉 ∣∣ x1 ∈ L ∨ 〈x2, x3, . . . , xn−1〉 ∈ La2a3...ani } if i = a1,{ 〈x1, x2, . . . , xn−1〉 ∣∣ x1 ∈ L ∧ 〈x2, x3, . . . , xn−1〉 ∈ La2a3...ani } if i = a1.
Easy inductive arguments show that La is really a partition. We need the deﬁnition of pm-reduction for
partitions: For k-partitions A and B it holds A pm B iff there is a function f ∈ FP such that cA(x) = cB(f(x))
for all x ∈ ∗.
Theorem 31. Let L be a pm-complete problem for NP. For any k-word a with |a| = n  2 and an−1 = an, the
partition La ispm-complete for the partition class NP(a).
Proof. It is obvious that La is in NP(a). The proof of hardness is by induction over the length n of k-words. The
base of induction n = 2 is obvious. So suppose the proposition is true for all k-words of length n and consider
an arbitrary partition A ∈ NP(a) for a k-word a of length n+ 1, i.e., there is an NP-homomorphism S on a such
that
Aa1 = S(1) ∪
⋃
aj=a1
j>2
S(j)\S(j − 1) and for i = a1, Ai =
⋃
aj=i
S(j)\S(j − 1).
Clearly, S is also an NP-homomorphism on a2a3 . . . an+1, and the deﬁned partition A′ belongs to
NP(a2a3 . . . an+1). Thus, since a2a3 . . . an+1 is a k-word of length n, by the assumption of the induction,
A′ pm La2a3...an+1 via ϕ ∈ FP. Further, S(1) pm L via t ∈ FP. Deﬁne  by
 (x) =def 〈t(x), (n−11 ◦ ϕ)(x), (n−12 ◦ ϕ)(x), . . . , (n−1n−1 ◦ ϕ)(x)〉.
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Clearly,  ∈ FP, and taking into account that S(1) ⊆ S(2) ⊆ . . . ⊆ S(n+ 1), it holds that
x ∈ Aa1 ⇐⇒ x ∈ S(1) or x ∈
⋃
aj=a1
j>2
S(j)\S(j − 1)
⇐⇒ t(x) ∈ L ∨ ϕ(x) ∈ La2a3...an+1a1
⇐⇒  (x) ∈ Laa1
and for i = a1,
x ∈ Ai ⇐⇒ x ∈ S(1) and x ∈
⋃
aj=i
S(j)\S(j − 1)
⇐⇒ t(x) ∈ L ∧ ϕ(x) ∈ La2a3...an+1i
⇐⇒  (x) ∈ Lai .
Hence,  shows A pm La. This completes the induction. 
Weapply the easy-hard technique invented byKadin [11] to collapse the polynomial hierarchy from a collapse
of the boolean hierarchy BH2(NP). The proof consists of two parts that can be isolated.
In the ﬁrst part of the proof, an inclusion NP(m) ⊆ coNP(m) for some m ∈ IN+ is translated downwards
to the previous level m− 1 using a special polynomial advice called hard word. Inductively, this can even be
translated to the lowest level NP ⊆ coNP/poly where the polynomial advice is just a tuple of hard words. The
second part of the proof uses this inclusion NP ⊆ coNP/poly to collapse the polynomial hierarchy to its third
level [22]. This part has been improved many times in sophisticated ways to a deeper collapse (cf. [6,19]) by a
direct use of hard words.
Both parts of the proof are differently reﬂected by deﬁnitions. The concept of hard sequences plays the crucial
role for the ﬁrst part.
Deﬁnition 32. [11] Let L ⊆ ∗. Let m ∈ IN, n ∈ IN+, j ∈ IN, and h : ∗ → ∗. A tuple 〈ω1, . . . ,ωj〉 is said to be a
hard sequence for (L,m, n, h) if and only if either j = 0 or the following conditions are all satisﬁed:
(1) 1  j  n− 1,
(2) |ωj|  m,
(3) ωj ∈ L,
(4) (nj+1 ◦ h)(〈ω1, . . . ,ωj , xj+1, . . . , xn〉) ∈ L for all xj+1, . . . , xn ∈ m,
(5) 〈ω1, . . . ,ωj−1〉 is a hard sequence for (L,m, n, h).
We call j the order of a hard sequence 〈ω1, . . . ,ωj〉. A hard sequence 〈ω1, . . . ,ωj〉 for (L,m, n, h) is said to be a
maximal hard sequence for (L,m, n, h) if and only if for all ωj+1 ∈ ∗, the tuple 〈ω1, . . . ,ωj ,ωj+1〉 is not a hard
sequence for (L,m, n, h).
Note that hard sequences do always exist independently of the parameters chosen, namely, at least hard
sequences of order 0. Hence, maximal hard sequences do always exist as well.
A second concept central to collapsing the polynomial hierarchy in the context of the easy-hard technique is
that of a twister. The deﬁnition of a twister builds up on the concept of maximal hard sequences.
Deﬁnition 33. Let L ⊆ ∗ and let n ∈ IN+. Let j ∈ IN and for i ∈ {1, . . . , j}, let ωi ∈ ∗ be an arbitrary word. A
function h : ∗ → ∗ is said to be an (L, n)-twister if and only if h ∈ FP and for all m ∈ IN and for all x ∈ m,
if 〈ω1, . . . ,ωj〉 is a maximal hard sequence for (L,m, n, h), then there are xj+2, . . . , xn ∈ m such that
x ∈ L ⇐⇒ (nj+1 ◦ h)(〈ω1, . . . ,ωj , x, xj+2, . . . , xn〉) ∈ L.
The following result is the deepest collapse of the polynomial hierarchy currently known to follow from the
existence of some twisters. Note that twisters appear only implicitly in the literature [6,19].
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Lemma 34. [6,19] Let L be pm-complete for NP. Let n ∈ IN+. If there exists an (L, n)-twister then PH =

p
2 (n− 1)⊕ NP(n).
The next theorem generalizes the easy-hard technique to the case of partitions. This theorem is the key to the
Embedding Theorem for k-chains.
Theorem 35. Let k  2. Let a and a′ be k-words such that |a| = |a′| = n  2, an−1 = an, a′n−1 = a′n, and for all
i  n, ai = a′i. If NP(a) ⊆ NP(a′), then PH = p2 (n− 2)⊕ NP(n− 1).
Proof. Let L be a pm-complete set for NP. Thus, by assumption NP(a) ⊆ NP(a′), there is a polynomial-time
computable function h which witnesses the reduction La pm La′ . We will show that h is an (L, n− 1)-twister.
For that, we ﬁrst have to prove the following claim.
Claim. Let j ∈ IN and let ωi ∈ ∗ for i ∈ {1, . . . , j}. If 〈ω1, . . . ,ωj〉 is a hard sequence for (L,m, n− 1, h), then for
all xj+1, . . . , xn−1 ∈ m and for all b ∈ {1, 2, . . . , k},
〈xj+1, . . . , xn−1〉 ∈ Laj+1...anb ⇐⇒ (〈n−1j+1 , . . . ,n−1n−1〉 ◦ h)(〈ω1, . . . ,ωj , xj+1, . . . , xn−1〉) ∈ L
a′j+1...a′n
b .
This claim can be proven inductively on the order j of hard sequences. The base of induction j = 0 states
that 〈x1, . . . , xn−1〉 ∈ Lab if and only if h(〈x1, . . . , xn−1〉) ∈ La
′
b which is just our given situation NP(a) ⊆ NP(a′),
and thus does hold. So, for the induction step, suppose j  n− 3 and let 〈ω1, . . . ,ωj ,ωj+1〉 be a hard sequence
for (L,m, n− 1, h). Thus, ωj+1 ∈ L (by item 3 of Deﬁnition 33) and for all xj+2, . . . , xn−1 ∈ m it holds that
(n−1j+1 ◦ h)(〈ω1, . . . ,ωj ,ωj+1, xj+2, . . . , xn−1〉) ∈ L (by item 4 of Deﬁnition 33). Suppose b = aj+1. Then, for all
xj+2, . . . , xn−1 ∈ n, we obtain the following:
〈xj+2, . . . , xn−1〉 ∈ Laj+2...anb ⇐⇒ ωj+1 ∈ L or 〈xj+2, . . . , xn−1〉 ∈ L
aj+2...an
b (note that ωj+1 /∈ L)
⇐⇒ 〈ωj+1, xj+2, . . . , xn−1〉 ∈ Laj+1...anb (since b = aj+1)
⇐⇒ (〈n−1j+1 , . . . ,n−1n−1〉 ◦ h)(〈ω1, . . . ,ωj ,ωj+1, xj+2, . . . , xn−1〉) ∈ L
a′j+1...a′n
b (by induction hypothesis)
⇐⇒ (n−1j+1 ◦ h)(〈ω1, . . . ,ωj ,ωj+1, xj+2, . . . , xn−1〉) ∈ L and(〈n−1j+2, . . . ,n−1n−1〉 ◦ h)
(〈ω1, . . . ,ωj ,ωj+1, xj+2, . . . , xn−1〉) ∈ La
′
j+2...a′n
b (since b = a′j+1)
⇐⇒ (〈n−1j+2, . . . ,n−1n−1〉 ◦ h)(〈ω1, . . . ,ωj ,ωj+1, xj+2, . . . , xn−1〉) ∈ L
a′j+2...a′n
b
(note that (n−1j+1 ◦ h)(〈ω1, . . . ,ωj ,ωj+1, xj+2, . . . , xn−1〉) ∈ L)
Now, consider b = a′j+1. Then we conclude as follows:
〈xj+2, . . . , xn−1〉 ∈ Laj+2...anb ⇐⇒ ωj+1 ∈ L and 〈xj+2, . . . , xn−1〉 ∈ L
aj+2...an
b (note that ωj+1 /∈ L)
⇐⇒ 〈ωj+1, xj+2, . . . , xn−1〉 ∈ Laj+1...anb (since b = aj+1)
⇐⇒ (〈n−1j+1 , . . . ,n−1n−1〉 ◦ h)(〈ω1, . . . ,ωj ,ωj+1, xj+2, . . . , xn−1〉) ∈ L
a′j+1...a′n
b (by induction hypothesis)
⇐⇒ (n−1j+1 ◦ h)(〈ω1, . . . ,ωj ,ωj+1, xj+2, . . . , xn−1〉) ∈ L or(〈n−1j+2, . . . ,n−1n−1〉 ◦ h)
(〈ω1, . . . ,ωj ,ωj+1, xj+2, . . . , xn−1〉) ∈ La
′
j+2...a′n
b (since b = a′j+1)
⇐⇒ (〈n−1j+2, . . . ,n−1n−1〉 ◦ h)(〈ω1, . . . ,ωj ,ωj+1, xj+2, . . . , xn−1〉) ∈ L
a′j+2...a′n
b
(note that (n−1j+1 ◦ h)(〈ω1, . . . ,ωj ,ωj+1, xj+2, . . . , xn−1〉) ∈ L)
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For the remaining case, let b ∈ {aj+1, a′j+1}. Then we have the following:
〈xj+2, . . . , xn−1〉 ∈ Laj+2...anb ⇐⇒ ωj+1 ∈ L and 〈xj+2, . . . , xn−1〉 ∈ L
aj+2...an
b (note that ωj+1 /∈ L)
⇐⇒ 〈ωj+1, xj+2, . . . , xn−1〉 ∈ Laj+1...anb (since b = aj+1)
⇐⇒ (〈n−1j+1 , . . . ,n−1n−1〉 ◦ h)(〈ω1, . . . ,ωj ,ωj+1, xj+2, . . . , xn−1〉) ∈ L
a′j+1...a′n
b (by induction hypothesis)
⇐⇒ (n−1j+1 ◦ h)(〈ω1, . . . ,ωj ,ωj+1, xj+2, . . . , xn−1〉) ∈ L and(〈n−1j+2, . . . ,n−1n−1〉 ◦ h)
(〈ω1, . . . ,ωj ,ωj+1, xj+2, . . . , xn−1〉) ∈ La
′
j+2...a′n
b (since b = a′j+1)
⇐⇒ (〈n−1j+2, . . . ,n−1n−1〉 ◦ h)(〈ω1, . . . ,ωj ,ωj+1, xj+2, . . . , xn−1〉) ∈ L
a′j+2...a′n
b
(note that (n−1j+1 ◦ h)(〈ω1, . . . ,ωj ,ωj+1, xj+2, . . . , xn−1〉) ∈ L)
This completes the induction, and thus, the claim is proved.
Now, we prove that h is an (L, n− 1)-twister, i.e., we have to show: If 〈ω1, . . . ,ωj〉 is a maximal hard sequence
for (L,m, n− 1, h), then for all xj+1 ∈ m there are xj+2, . . . , xn−1 ∈ m such that
xj+1 ∈ L ⇐⇒ (n−1j+1 ◦ h)(〈ω1, . . . ,ωj , xj+1, . . . , xn−1〉) ∈ L.
There are different cases depending on the order j of themaximal hard sequence. If j = n− 2 > 0, then the asser-
tion reduces exactly to the claim above, having in mind that an−1 = a′n−1. If j < n− 2, then for every xj+1 ∈ m,
the sequence 〈ω1, . . . ,ωj , xj+1〉 is not a hard sequence, since 〈ω1, . . . ,ωj〉 is maximal. Consequently, xj+1 ∈ L or
there are xj+2, . . . , xn−1 ∈ m with (n−1j+1 ◦ h)(〈ω1, . . . ,ωj , xj+1, xj+2, . . . , xn−1〉) ∈ L. Hence, xj+1 ∈ L implies the
latter case. This proves the direction from left to right. Conversely, the claim shows for all xj+2, . . . , xn−1 ∈ m
and b = a′j+1 = aj+1
xj+1 ∈ L and 〈xj+2, . . . , xn−1〉 ∈ Laj+2...anb ⇐⇒ (n−1j+1 ◦ h)(〈ω1, . . . ,ωj , xj+1, xj+2, . . . , xn−1〉) ∈
L or
(〈n−1j+2, . . . ,n−1n−1〉 ◦ h)(〈ω1, . . . ,ωj , xj+1, xj+2, . . . , xn−1〉) ∈ L
a′j+2...a′n
b .
Now, if there are xj+2, . . . , xn−1 ∈ m with (n−1j+1 ◦ h)(〈ω1, . . . ,ωj , xj+1, xj+2, . . . , xn−1〉) ∈ L, then xj+1 ∈ L. Thus,
h is an (L, n− 1)-twister, and using Lemma 34 we obtain the statement desired. 
Theorem 36 merges hardest inclusions and the preceding theorem, yielding an upper bound on the strength
of the collapse of the polynomial hierarchy in the case when unlikely inclusions of partition classes over k-words
hold.
Theorem 36. Let a be any repetition-free k-word with k  2. Let a = ‖{i|ai = ai+2}‖. If there is a k-word a′ with
a  a′ and NP(a) ⊆ NP(a′), then PH = p2 (2|a| − a − 4)⊕ NP(2|a| − a − 3).
Proof. For any k-word z = z1 . . . zn, deﬁne the k-word zˆ to be the repetition-free version of the word
z2z1z3z2 . . . znzn−1. Clearly, it holds |zˆ| = 2|z| − z − 2.
Let w be a shortest repetition-free k-subword of a with w  a′. Then, it holds |wˆ|  |aˆ|. This can be seen
as follows: Assume that w emerges from a when only deleting the jth letter in a and making the remainder
repetition-free. Then, w  a − 2 (by considering the worst case aj−2 = aj , aj−1 = aj+1, and aj = aj+2). Thus,
|wˆ|  2(|a| − 1)− w − 2  2|a| − (a − 2)− 4 = 2|a| − a − 2 = |aˆ|.
By induction, we obtain |wˆ| ≤ |aˆ| for arbitrary repetition-free k-subwords of a.
Because of w  a′ and NP(w) ⊆ NP(a) ⊆ NP(a′), it holds NP(w) ⊆ NP(wˆ) by Theorem 29. Let 
 be the
canonical embedding of w into wˆ. Let |w| = n and |wˆ| = m. Then, it holds |D
| = n− 1. Consider the k-word w′
deﬁned for all j  m by
w′j =def
{
wr if 
(r − 1)  j < 
(r),
wn if j  
(n− 1).
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Since |w| ≤ |wˆ|, the k-word w′ is well-deﬁned. Moreover, the following facts are clearly true.
(1) |w′| = |wˆ| = m,
(2) w′ ≡ w,
(3) w′m = w′m−1 (for wˆ this is true due to repetition-freeness).
In order to meet the assumptions of Theorem 35, it remains to provew′j = wˆj for all j  m. Assume the contrary
to be true, i.e., there is a j  m such that w′j = wˆj . Let s be maximal with 
(s− 1)  j. Then, w′j = ws and con-
sequently, 
(s) = j. But this is a contradiction to the repetition-freeness of w, if j = 
(s− 1), or to the deﬁnition
of the canonical embedding 
, if j > 
(s− 1) and s ∈ D
, or to w  wˆ, if j > 
(s− 1) and s = n. Hence, w′j = wˆj
for all j  m. Now we can apply Theorem 35. Consequently, from our assumption NP(w′) = NP(w) ⊆ NP(wˆ),
we obtain PH = p2 (|wˆ| − 2)⊕ NP(|wˆ| − 1) ⊆ p2 (|aˆ| − 2)⊕ NP(|aˆ| − 1). 
Summarizing allwe have done so farwe state theEmbeddingTheorem for k-chains as the formal conﬁrmation
of the Embedding Conjecture for k-chains.
Theorem 37 (Embedding Theorem for NP with respect to k-chains). Assume that the polynomial hierarchy is
inﬁnite.Let (G, f) and (G′, f ′) be k-chainswith k  2.Then, (G, f)  (G′, f ′) if and only if NP(G, f) ⊆ NP(G′, f ′).
Proof. Without loss of generality, let a and a′ be repetition-free k-words representing (G, f) and (G′, f ′). The
direction from left to right is just the Embedding Lemma. For the other direction, let a  a′. Suppose NP(a) ⊆
NP(a′). Then by Theorem 36, the polynomial hierarchy is ﬁnite contradicting our assumption. Hence, NP(a) ⊆
NP(a′). 
We get once more that the Embedding Conjecture is generally true for 2-lattices. This is a consequence of
Theorem 37 and the following simple proposition.
Proposition 38. Every 2-lattice is equivalent to its longest chain with alternating labels 1 and 2.
Corollary 39.Assume the polynomial hierarchy is inﬁnite.For 2-lattices (G, f) and (G′, f ′) it holds thatNP(G, f) ⊆
NP(G′, f ′) if and only if (G, f)  (G′, f ′).
6.2.4. An extension to k-lattices
In the preceding we have proved the Embedding Theorem for k-chains. Now we apply this theorem in order
to get the validity of the Embedding Conjecture for a large subclass of general k-lattices.
Theorem 40. Assume that the polynomial hierarchy is inﬁnite. Let (G, f) and (G′, f ′) be k-lattices. If NP(G, f) ⊆
NP(G′, f ′), then every minimal k-subchain of (G, f) occurs as a k-subchain of (G′, f ′).
Proof. LetG, f ,G′, and f ′ be as in the hypothesis of the theorem, in particular, NP(G, f) ⊆ NP(G′, f ′). Assume
that the polynomial hierarchy is inﬁnite. Assume that there is a k-subchain (C , c), identiﬁed with the k-word
c, such that (C , c)  (G′, f ′). Let d 1, . . . , dm be all k-words representing longest repetition-free k-subchains of
(G′, f ′), and let 
j be the canonical embedding of c into dj . Let r denote the maximum ofD
1 ∪ · · · ∪ D
m . Deﬁne
z to be the following k-word
z =def d 1
1(0)+1 . . . d 1
1(1)−1d2
2(0)+1 . . . d2
2(1)−1 . . . dm
m(0)+1 . . . dm
m(1)−1c1 ·
·d 1
1(1)+1 . . . d 1
1(2)−1d2
2(1)+1 . . . d2
2(2)−1 . . . dm
m(1)+1 . . . dm
m(2)−1c2 ·
· · ·
·d 1
1(r−1)+1 . . . d 1
1(r)−1d2
2(r−1)+1 . . . d2
2(r)−1 . . . dm
m(r−1)+1 . . . dm
m(r)−1cr.
Note that di
i(j)+1 . . . d
i

i(j+1)−1 is a substring of d
i of length 
i(j + 1)− 
i(j)− 1, which is deﬁned to be the empty
word whenever j /∈ D
i . Clearly, c  z and dj  z for all j ∈ {1, 2, . . . ,m}. We prove NP(G′, f ′) ⊆ NP(z). For
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that, it sufﬁces to show (G′, f ′) ≤ ({1, 2, . . . , |z|}, z). We deﬁne a mapping ϕ : G′ → {1, 2, . . . , |z|} for x ∈ G′ as
follows
ϕ(x) =def
∨
e represents a chain through x
∧
j with edj
(
[dj , z] ◦ 
[e, dj])(x).
We have to prove that ϕ is monotonic and f ′(x) = zϕ(x). The latter is obviously true by construction of ϕ. For
the monotonicity, let x, y ∈ G′ with x  y . Consider e representing a chain through x. Since the value ϕ(x) only
depends on chains up to x, without loss of generality we can suppose e to represent a chain additionally going
through y and we can suppose j to be so that (
[dj , z] ◦ 
[e, dj])(y) is minimal for all (
[di , z] ◦ 
[e, di])(y)
with e  di . Hence, ϕ(x)  (
[dj , z] ◦ 
[e, dj])(y)  ϕ(y), and thus, ϕ is monotonic. Now we have a situation
NP(c) ⊆ NP(G, f) ⊆ NP(G′, f ′) ⊆ NP(z) but c  z. Consequently, by Theorem 37, this is contradiction to the
strictness of the polynomial hierarchy. Hence, our assumption was false, and every repetition-free k-subchain
of (G, f) is also a k-subchain of (G′, f ′). 
As an example, Theorem 40 easily gives that the 3-lattices in Fig. 2 and Fig. 3 deﬁne incomparable partition
classes over NP, unless the polynomial hierarchy is ﬁnite.
6.3. Evidence II: beyond chains
Assume that the polynomial hierarchy does not collapse. By Theorem 40, if the k-lattice (G, f) has a mini-
mal k-subchain which is not a k-subchain of the k-lattice (G′, f ′) then NP(G, f) ⊆ NP(G′, f ′). But what about
k-lattices which have the same minimal k-subchains? In the following we will see that we can prove theorems
similar to Theorem 40 for some simple substructures other than subchains.
6.3.1. The upper triangle
The ﬁrst structure we investigate is the upper triangle as presented in Fig. 5. The main result with respect to
upper triangles is Theorem 43. The key to prove this theorem is the following lemma. The proof of this lemma
is inspired by a work of Hemaspaandra et al. [7].
Lemma 41. If for all sets A,B ∈ NP there exist sets C ,D ∈ NP such that C ∪ D = ∗, C ⊆ B\A, and D ⊆ A\B,
then NP = coNP.
Proof. Suppose that the premise of the lemma is true. Consider the sets A and B deﬁned by
A =def
{ 〈F1, F2〉 ∣∣ F1 ∈ Satisfiability }
B =def
{ 〈F1, F2〉 ∣∣ F2 ∈ Satisfiability }
Obviously, A and B belong to NP. The supposition implies that there are NP sets C and D with C ∪ D = ∗,
C ⊆ B\A, andD ⊆ A\B. LetM1 andM2 be nondeterministic polynomial-time Turing machines accepting C and
D, i.e., L(M1) = C and L(M2) = D.
For a propositional formula H = H(x0, x1, . . . , xn) and a bitstring 01 . . . m ∈ {0, 1}∗ such that m  n, let
H01...m denote the formula H(0,1, . . . ,m, xm+1, . . . , xn). Recall that for a formula H , H ∈ Satisfiability if
and only if H0 ∈ Satisfiability or H1 ∈ Satisfiability.
Fig. 5. The upper triangle.
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LetM1 ×M2 be that machine that on an input 〈F1, F2〉 ﬁrst simulatesM1 on F1 (ending with result ) and then
simulates M2 on F2 (ending with result ). Consider M1 ×M2 on an input 〈H0,H1〉 for a propositional formula
H along an arbitrary computation path.
• Case (,) = (1, 1). That is 〈H0,H1〉 ∈ C ∩ D ⊆ B\A ∩ A\B = (A ∩ B) ∪ A ∪ B.
– If 〈H0,H1〉 ∈ A ∩ B, then H ,H0,H1 ∈ Satisfiability.
– If 〈H0,H1〉 ∈ A ∪ B, then H ,H0,H1 ∈ Satisfiability.
All in all,
H ∈ Satisfiability ⇐⇒ H0 ∈ Satisfiability.
• Case (,) = (1, 0). That is, we know 〈H0,H1〉 ∈ C and we assume moreover, 〈H0,H1〉 ∈ C\D = E ∪ F ∪ G,
where E ⊆ A ∪ B, F = A\B (note that A\B ⊆ C\D because of C ∪ D = ∗), and G ⊆ A ∩ B.
– If 〈H0,H1〉 ∈ E ⊆ A ∪ B, then H ,H0,H1 ∈ Satisfiability.
– If 〈H0,H1〉 ∈ G ⊆ A ∩ B, then H ,H0,H1 ∈ Satisfiability.
– If 〈H0,H1〉 ∈ F = A\B, then H ,H0 ∈ Satisfiability.
All in all,
H ∈ Satisfiability ⇐⇒ H0 ∈ Satisfiability.
• Case (,) = (0, 1). Analogous arguments as for (,) = (1, 0) show
H ∈ Satisfiability ⇐⇒ H1 ∈ Satisfiability.
• Case (,) = (0, 0). Since C ∪ D = ∗ there is always an accepting path. Thus this case is irrelevant.
DeﬁneM to be amachine that on inputH works in the followingway:M simulatesM1 ×M2 on 〈H0,H1〉 to answer
the questionH ∈ Satisfiability.M rejects along computation pathswith result (0, 0). Along a computation path
with result (1, 1) or (1, 0), M simulates M1 ×M2 on input 〈H00,H01〉 to answer the question H0 ∈ Satisfiability.
Along paths with (0, 1),M simulatesM1 ×M2 on (H10,H11) to answer the question H1 ∈ Satisfiability. Contin-
uing in this way we obtain after n simulations of M1 ×M2 where n is number of variables in H a question
H01...n ∈ Satisfiability. Answer this question with negation of H01...n . Clearly,M runs in polynomial time
and L(M) = Satisfiability. Hence, Satisfiability ∈ coNP.As Satisfiability is≤pm-complete forNP, we obtain
that NP = coNP. 
Before we prove the main result of this subsection, we state a simple but helpful proposition.
Proposition 42. Let (G, f) and (G′, f ′) be k-lattices, k  2. Let h be a function mapping {1, 2, . . . , k} to {1, 2, . . . ,m}.
If NP(G, f) ⊆ NP(G′, f ′), then NP(G, h ◦ f) ⊆ NP(G, h ◦ f ′). Moreover, if h is injective, then the equivalence
holds.
Theorem 43. Assume that NP = coNP. Let (G, f) and (G′, f ′) be k-lattices with k  3. If NP(G, f) ⊆ NP(G′, f ′)
then all k-subposets in (G, f) having the form as in Fig. 5 with pairwise different labels f(a), f(b), and f(c) do also
occur in (G′, f ′).
Proof. Let (G, f) and (G′, f ′) be k-lattices. Suppose that NP(G, f) ⊆ NP(G′, f ′). Suppose that there exists a k-
subposet of (G, f) as described in Fig. 5. So let {a, b, c} ⊆ G be such that a < b, c < b, a and c are incomparable,
and ‖{f(a), f(b), f(c)}‖ = 3. Because of Proposition 42, without loss of generality we can assume that f(a) = 1,
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f(b) = 2, and f(c) = 3. The proof is by contradiction. That is, we assume to the contrary that there exist no
a′, b′, c′ ∈ G′ with a′ < b′, c′ < b′, f ′(a′) = 1, f ′(b′) = 2, and f ′(c) = 3.
Let A and B be arbitrary sets in NP. Deﬁne a mapping S : G → NP for all z ∈ G by
S(z) =def
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∗ if z  b,
A ∪ B if z  a, z  c, and z  b,
A if z  a and z  c,
B if z  a and z  c,
A ∩ B if z  a and z  c.
It is easily seen that S is an NP-homomorphism on G and that TS(0G) = A ∩ B, TS(a) = A\B, TS(c) = B\A, and
TS(b) = A ∪ B. Depending on the value f(0G) we have several k-partitions deﬁned by (G, f) and S . Without loss
of generality, we can assume that f(0G) ∈ {1, 2, 3, 4}. This gives the following four k-partitions:
(G, f , S) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(
A, A ∪ B, B\A, ∅, ∅, . . . ,∅) if f(0G) = 1(
A\B, (A ∩ B) ∪ A ∪ B, B\A, ∅, ∅, . . . ,∅) if f(0G) = 2(
A\B, A ∪ B, B, ∅, ∅, . . . ,∅) if f(0G) = 3(
A\B, A ∪ B, B\A, A ∩ B, ∅, . . . ,∅) if f(0G) = 4
Since NP(G, f) ⊆ NP(G′, f ′) there is an NP-homomorphism S ′ on G′ with (G, f , S) = (G′, f ′, S ′). We consider
the following sets of elements of G′:
U1 =def
{
z ∈ G′ ∣∣ f ′(z) = 2 ∧ (∀x, x  z)[f ′(x) = 3] },
U3 =def
{
z ∈ G′ ∣∣ f ′(z) = 2 ∧ (∀x, x  z)[f ′(x) = 1] }.
Since there exist no a′, b′, c′ ∈ G′ with a′ < b′, c′ < b′,f ′(a′) = 1,f ′(b′) = 2, andf ′(c) = 3, it holds thatU1 ∪ U3 ={
z ∈ G′ ∣∣ f ′(z) = 2 }. Deﬁne sets C and D by
C =def A ∪
⋃
z∈U1
S ′(z) and D =def B ∪
⋃
z∈U3
S ′(z).
Clearly, C ,D ∈ NP. Moreover the following is true:
(1) C ∪ D = ∗,
(2) C ⊆ B\A,
(3) D ⊆ A\B.
This can be veriﬁed as follows:
(1) Let x /∈ (⋃z∈U1 S ′(z)) ∪ (⋃z∈U3 S ′(z)). Then x /∈ (G′, f ′, S ′)2. We conclude
(G′, f ′, S ′)2 = (G′, f ′, S ′)1 ∪ (G′, f ′, S ′)3 ∪ (G′, f ′, S ′)4
= (G, f , S)1 ∪ (G, f , S)3 ∪ (G, f , S)4 ⊆ A ∪ B.
Thus, x ∈ A ∪ B. Hence, for all x ∈ ∗ we have that x ∈ C ∪ D.
(2) Obviously, A ⊆ B\A. Furthermore,⋃
z∈U1
S ′(z) ⊆ (G′, f ′, S ′)1 ∪ (G′, f ′, S ′)2 ∪ (G′, f ′, S ′)4
= (G, f , S)1 ∪ (G, f , S)2 ∪ (G, f , S)4 = (G, f , S)3 ⊆ B\A.
Consequently, C ⊆ B\A.
(3) Analogous argumentation as for the second statement.
Since A and B were arbitrarily chosen, we can apply Lemma 41. This implies that NP = coNP. Hence, a contra-
diction. 
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Fig. 6. The lower triangle.
6.3.2. The lower triangle
The structure dual to the upper triangle is the lower triangle presented in Fig. 6. Although the proof of The-
orem 45 which is here the main result similar to Theorem 43 uses the duality of the structures, the key lemma
for establishing the theorem works differently to Lemma 41. Interestingly, we are not able to prove the strong
consequence that NP is closed under complementation as in Lemma 5 but only by taking polynomial advice.
The proof involves techniques of Ko [13] and Hemaspaandra et al. [8].
Lemma 44. If for all sets A,B ∈ NP there exist sets C ,D ∈ NP such that A\B ⊆ C ,B\A ⊆ D, and C ∩ D = ∅, then
NP ⊆ coNP/poly.
Proof. Suppose that the premise of the lemma is true. Let L ∈ NP. Deﬁne the sets A and B as follows:
A =def
{ 〈x, y〉 ∣∣ x ≤lex y ∧ x ∈ L }
B =def
{ 〈x, y〉 ∣∣ x ≤lex y ∧ y ∈ L }
The supposition implies that there are NP setsC andDwith A\B ⊆ C , B\A ⊆ D, andC ∩ D = ∅. On an intuitive
level, if x ≤lex y , then “〈x, y〉 ∈ C” means “if y ∈ L then x ∈ L”, and “〈x, y〉 ∈ D” means “if x ∈ L then y ∈ L".
Let n0 ∈ IN be the smallest number such that L ∩n0 is non-empty. Let n  n0 be an arbitrary natural
number. We construct a set Sn that will serve as an advice for strings of length  n. Deﬁne for z ∈ n the set
B(z) by
B(z)=def
{
x ∈ n ∣∣ [x =z ∧ (x <lex z→〈x, z〉 ∈ C) ∧ (z <lex x → 〈z, x〉 ∈ D)] ∨ (x <lex z∧〈x, z〉 /∈C ∪ D) }.
If G ⊆ L ∩n, then for all x, z ∈ G with x = z either x ∈ B(z) or z ∈ B(x). This gives
∑
z∈G
‖B(z) ∩ G‖ =
(‖G‖
2
)
for all G ⊆ L ∩n. (2)
For a set G ⊆ n, let yG be a word in G such that ‖B(yG) ∩ G‖  ‖B(x) ∩ G‖ for all x ∈ G. We consider a
certain sequence of sets {G1,G2, . . .}. In particular, we are interested in the words yGj . Let yj denote yGj . Then
for all j ∈ IN+, the sets Gj are inductively deﬁned as follows:
G1 =def L ∩n if j = 1
Gj =def Gj−1\
({yj−1} ∪ B(yj−1)) if j  2.
The following can be shown by inductive arguments:
‖Gj‖  ‖G1‖2j−1 for all j ∈ IN+. (3)
For j = 1, this obvious. For j  2, using Eq. (2) we easily observe that
‖B(yj−1) ∩ Gj−1‖  ‖Gj−1‖ − 12 .
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Thus we can conclude
‖Gj‖  ‖Gj−1‖ −
(
1 + ‖Gj−1‖ − 1
2
)
 ‖Gj−1‖
2
 ‖G1‖
2j−1
.
From Eq. (3) it immediately follows that there is a smallest r such that for all s  r, Gs = ∅. It holds that
r  2 + log2 ‖G1‖  2 + log2 2n+1  n+ 3. Now let Sn be the set
Sn =def {y1, y2, . . . , yr−1}.
Thus, ‖Sn‖  n+ 2. Moreover, we obtain that Sn ⊆ L and that for all x ∈ n, it holds:
• If x ∈ L then there is a y ∈ Sn such that exactly one of the following statements is true:
– x = y or
– if x <lex y then 〈x, y〉 ∈ C , and if y <lex x then 〈y , x〉 ∈ D, or
– x <lex y and 〈x, y〉 /∈ C ∪ D.
• If x /∈ L then it holds that for all y ∈ Sn, all of the following statements are true:
– x = y and
– if x <lex y then 〈x, y〉 ∈ D and
– if y <lex x then 〈y , x〉 ∈ C .
From this we can conclude that for all x ∈ n,
x ∈ L ⇐⇒ there exists an y ∈ Sn such that x = y or the following is true :
if x <lex y then 〈x, y〉 /∈ D, and if y <lex x then 〈y , x〉 /∈ C.
Deﬁne a set A′ as follows:
A′ =def
{ 〈x, T 〉 ∣∣ |x|  n0 ∧ T ⊆ n ∧ ‖T ‖  n+ 1 ∧ (∃y ∈ T)[
x = y ∨ [(x <lex y → 〈x, y〉 /∈ D) ∧ (y <lex x → 〈y , x〉 /∈ C)]
] }
It is easily seen that A′ is in coNP. Deﬁne the advice function h by
h(n) =def
{
Sn if n  n0,
∅ if n < n0.
Clearly, h has polynomial length in n, i.e., h ∈ poly. Furthermore, we have that for all x ∈ ∗,
x ∈ L ⇐⇒ 〈x, h(|x|)〉 ∈ A′.
Hence, L ∈ coNP/poly. 
Theorem 45. Assume that the polynomial hierarchy is inﬁnite. Let (G, f) and (G′, f ′) be k-lattices with k  3. If
NP(G, f) ⊆ NP(G′, f ′) then all k-subposets in (G, f) having the form as in Fig. 6 with pairwise different labels
f(a), f(b), and f(c) do also occur in (G′, f ′).
Proof. Let (G, f) and (G′, f ′) be k-lattices. Suppose that NP(G, f) ⊆ NP(G′, f ′). Suppose that there exists a
k-subposet of (G, f) as described in Fig. 6. So let {a, b, c} ∈ G be such that a > b, c > b, a and c are incomparable,
and ‖{f(a), f(b), f(c)}‖ = 3. We assume to the contrary that there exist no a′, b′, c′ ∈ G′ with a′ > b′, c′ > b′,
f ′(a′) = f(a), f ′(b′) = f(b), and f ′(c) = f(c).
Theorem 17 implies that coNP(G∂, f) ⊆ coNP(G′∂, f ′). Thus, our situation translates exactly to the situation
in Theorem 43 with respect to coNP. Following the proof of Theorem 43 we obtain that for all sets A,B ∈ coNP,
there exist sets C ,D ∈ coNP with C ∪ D = ∗, C ⊆ B\A, and D ⊆ A\B. This easily implies that for all sets
A,B ∈ NP, there exist sets C ,D ∈ NP such that C ∩ D = ∅, A\B ⊆ C , and B\A ⊆ D. By Lemma 44, it follows
that NP ⊆ coNP/poly, hence the polynomial hierarchy is ﬁnite. Thus we have a contradiction. 
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Fig. 7. A next step towards resolution of the Embedding Conjecture.
Fig. 8. Scheme of all boolean 3-lattices of the form ({1, 2}3, f) with f(1, 1, 1) = 1.
6.4. Next steps towards resolution
All the theorems we proved in the last subsections to support the Embedding Conjecture are of the following
form:
Assume the polynomial hierarchy is inﬁnite. Let (G, f) and (G′, f ′) be k-lattices. If NP(G, f) ⊆
NP(G′, f ′) then all k-subposets of (G, f) having a certain pattern P do also occur in (G′, f ′).
The patterns for which a theorem of such a form holds are chains, lower, and upper triangles. Progress towards
an afﬁrmative resolution of the conjecturemeans to enlarge this class of patterns. Because the previous theorems
all need different proof techniques we have not been able to learn very much from these solutions. It will be
important to prove new patterns step by step. The pattern which is the next candidate to be resolved is pictured
in Fig. 7. The difﬁcult case is f(b) = f(c) and f(b) /∈ {f(a), f(d)}. Examples can be found in the following section.
7. On the structure of BH3(NP)
Assume the Embedding Conjecture is true and the inﬁniteness of the polynomial hierarchy. Then the struc-
ture of the boolean hierarchy of k-partitions with respect to set inclusion is identical to the partial order of
≤-equivalence classes of k-lattices with respect to ≤. To get an idea of the complexity of the latter structure we
will now present the partial order of all equivalence classes of 3-lattices which include a boolean 3-lattice of
the form ({1, 2}3, f) with surjective f (for non-surjective f these k-lattices do not really deﬁne 3-partitions). The
5796 different boolean 3-lattices of the form ({1, 2}3, f) with surjective f are in 132 different equivalence classes.
Fig. 8 shows the partial order of the 44 equivalence classes which contain boolean 3-lattices of the form
({1, 2}3, f) such that f(1, 1, 1) = 1. The cases f(1, 1, 1) = 2 and f(1, 1, 1) = 3 yield isomorphic partial orders.
A line from equivalence class G up to equivalence class G′ means that (G, f) < (G′, f ′) for every (G, f) ∈ G and
(G′, f ′) ∈ G′. We emphasize that such a study would be intractable without the possibility to present boolean
k-lattices by equivalent k-lattices. All 3-lattices in equivalence classes framed by the same dotted line have the
same minimal labeled subchains.
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Fig. 9. Closer look at the middle part of the scheme in Fig. 8.
Fig. 9 shows the middle part and Fig. 10 shows the right part of the partial order in Fig. 8. In both diagrams,
each equivalence class is represented by the minimal 3-lattice. The left part of the partial order in Fig. 8 is
symmetric to the right part where the labels 2 and 3 change their role.
Theorem 46. Assume that the polynomial hierarchy is inﬁnite. If in Fig. 9 and Fig. 10 there is a thick line from class
G up to class G′ then NP(G, f) ⊂ NP(G′, f ′) for every (G, f) ∈ G and (G′, f ′) ∈ G′.
Every “thick line” in this theorem is an application of Theorem 40 besides those marked by ∧ or ∨ which are
just Theorem 43 (for ∧) and Theorem 45 (for ∨).
At the end of this section we mention that the boolean hierarchy of 3-partitions over NP does not have
bounded width with respect to set inclusion unless the polynomial hierarchy collapses.
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Fig. 10. Closer look at the right part of the scheme in Fig. 8.
Proposition 47. Assume that the polynomial hierarchy is inﬁnite. For every m ∈ IN there exist at least m partition
classes in BH3(NP) that are incomparable with respect to set inclusion.
Proof. Let m ∈ IN. We deﬁne m 3-chains that are incomparable with respect to ≤. Let Gm = ({1, 2, . . . ,m},≤) be
the chain with the natural order on {1, 2, . . . ,m}. For every i ∈ {1, 2, . . . ,m} let f im : Gm → {1, 2, 3} be the function
deﬁned by
f im(j) =
⎧⎨
⎩
1 if (j < i and j is odd) or (j > i and j is even),
2 if (j < i and j is even) or (j > i and j is odd),
3 if j = i.
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Fig. 11. The 3-latticeL(m, n) for m, n ∈ IN.
It is easy to see that for all i, j ∈ Gm with i = j the 3-lattices (Gm, f im) and (Gm, f jm) are incomparable with
respect to ≤. Since the polynomial hierarchy is supposed to be strict, by the Embedding Theorem for NP
with respect to k-chains (Theorem 37) we obtain that all generated partition classes are pairwise incomparable
with respect to set inclusion. 
In fact, if the Embedding Conjecture is true and the polynomial hierarchy is strict then the boolean hierarchy
of 3-partitions has an inﬁnite subfamily of partition classes that are pairwise incomparable with respect to set
inclusion. Even worse, under this assumption, BH3(NP) is not well founded with respect to set inclusion as there
exist inﬁnite descending chains of partition classes. For instance, consider the family of all 3-lattices L(m, n) for
m, n ∈ IN as depicted in Fig. 11. One can easily observe the following facts:
(1) If an n ∈ IN is ﬁxed then for allm ∈ IN it holdsL(m, n) > L(m+ 1, n). Hence we have an inﬁnite descending
chain of 3-lattices thus inducing an inﬁnite descending chain of partition classes.
(2) For all m, n ∈ IN with m = n it holds that L(m,m)  L(n, n) and L(n, n)  L(m,m). This gives the inﬁnite
antichain of 3-lattices, hence an inﬁnite antichain of partition classes.
8. Conclusion
In the preceding sections, we have investigated the boolean hierarchy of k-partitions over NP for k  3 as
a generalization of the boolean hierarchy of sets (i.e., 2-partitions) over NP. Whereas the structure of the latter
hierarchy is rather simple the structure of the boolean hierarchy of k-partitions over NP for k  3 turned out to
be much more complicated. We established the Embedding Conjecture which enables us to get an overview on
this structure. This conjecture was supported by several partial results. A complete proof of or a counterexample
to the Embedding Conjecture for NP are left to ﬁnd. However, a counterexample—two k-lattices (G, f) and
(G′, f ′) with (G, f)  (G′, f ′), but NP(G, f) ⊆ NP(G′, f ′)—may be hard to ﬁnd since more recently, it has been
proven in [16] that the relation ≤ induces a sufﬁcient and necessary criterion for relativizable inclusions.
Finally, let usmention that partitions of classesNP(G, f) can be accepted in a naturalway by nondeterministic
polynomial-time machines with a notion of acceptance which depends on the k-lattice (G, f). As a consequence
one can show that all these classes have complete partitions with respect to an appropriate pm-reduction. The
interested reader may wish to consult [15].
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