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ABSTRACT
Fused silica is a great ballistic ceramic glass material with a complex phase diagram. With
its transparent finish, high stiffness, and high hardness, it is widely adopted as transparent impactresistant structures (e.g. windshields, door windows, and viewports) in combat related applications.
Under a shock impact, a significant amount of energy will be effectively absorbed due to the phase
transition of fused silica to stishovite, thereby taking most of the destructive energy away.
Therefore, it is important to understand the mechanism behind the phase transition between fused
silica and stishovite in order to better adopt this material for energy absorption and protection
materials for future combat protection applications.
This research adopts molecular dynamics (MD) simulations and the Multi-Scale Shock
Technique (MSST) to investigate the shock impact of fused silica under three shock velocity
conditions. A systematic parameterization and characterization of the empirical potential is
performed. A 4×4×4 nm3 fused silica sample is prepared by a heating and cooling process to create
a truly amorphous sample. The parameters required for the MSST are systemically benchmarked.
The phase transition of fused silica under shock impact is then investigated. It is concluded that the
size of the sample used in the shock experiments has a large impact on the parameter calibration in
the MSST method and to the nucleation and formation of stishovite polycrystal structures under
shock impact. Future work will be focusing on the development of MSST method to eliminate the
parameter calibration and better predict the material behavior under shock impact.
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CHAPTER 1. BACKGROUND AND MOTIVATION
1.1

Background
Silicon dioxide, also known as silica, is one of the most abundant substances on Earth.

Commonly found as quartz in nature, silica has a variety of applications in structural materials,
microelectronics, food, and pharmaceutical industries in the form of glass, fused quartz, fumed
silica, aerogels and etc. Chemically expressed as SiO2, silica exhibits one of the most complicated
phase diagrams among any material, existing in multiple different crystalline structures (called
polymorphs) at different temperatures and pressure conditions, as shown in Figure 1 (Wenk &
Bulakh, 2003). Quartz is the only crystal structure of silica which is stable at room temperature and
atmospheric conditions. Without long-range ordering present, glass (fused silica), conversely, is an
amorphous structure of silica stable at room temperature and atmospheric conditions. Both forms
of silica have a tetrahedral arrangement of oxygen (O) atoms around the silicon (Si) atoms.
Stishovite, another polymorph, is a comparatively dense form of silica formed under extreme
conditions. It was initially discovered naturally at sights of meteor impacts (Chao, Fahey, & Littler,
1962), but it is also thought to be a large percentage of the SiO2 on Earth, with the majority of it
occurring deeper in the Earth’s mantle (Lakshtanov et al, 2007). Under an extreme condition, such
as a shock generated from a meteor impact, a phase transition from α-quartz/glass to a metastable
polymorph of coesite or stishovite will occur due to the local high pressure and temperature
condition.

Figure 1 Phase diagram of silica
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Each polymorph in the phase diagram of silicon dioxide has a distinguished crystal
structure and corresponding material properties. For example, three polymorphs exist at room
temperature under various pressure conditions, named α-quartz, coesite and stishovite. The crystal
structures, lattice parameters and density of these three polymorphs are listed in Figure 2 and Table

Figure 2 The non-primitive unit cells of: (a) α-quartz; (b) stishovite; and (c) coesite.

1 (Grujicic, Avuthu, Snipes, Ramaswami, & Galgalikar, 2015). In crystallography, the coordination
number of a reference atom is defined as the number of atoms bonded to it. As shown in Figure 2,
the silicon atom in α-quartz and in coesite have coordination numbers of 4, but the silicon atom in
stishovite has a coordination number of 6. The Si-O bond length is 1.61Å in α-quartz, but raises up
to 1.76 Å (4 Si-O bonds) and 1.81Å (2 Si-O bonds) in stishovite. The density of stishovite is also
much higher than that of the α-quartz and coesite, as shown in Table 1.
Table 1 Crystal structure information for selected silica polymorphs

Structure
α-quartz

Type
trigonal

Coesite

monoclinic

Stishovite

tetragonal

Lattice parameters
a=b=4.9137Å , c=5.4047Å
α=β=90.0o, γ=120.0o
a=7.1356Å ,
b=12.3692Å
c=7.1736Å
α=90.0o, β=120.34o, γ=90.0o
a=b=4.179Å , c=2.6649Å
α=β=γ=90.0o

Si-O Bond Length
1.61Å

Density
2.66 g/cm3
2.92 g/cm3

,

1.76-1.81Å

4.29 g/cm3

Fused silica is a great ballistic ceramic glass materials. With its transparent, high stiffness
and hardness, it is wildly adopted as transparent impact-resistant structures (e.g. windshields, door
windows, and viewports) in the combat related applications. For example, the shock impact from
bullet and artillery shells could locally generated a high temperature and pressure conditions, which
can be large enough to induce a phase transition from fused silica to stishovite. A significant
amount of energy will be effectively absorbed from the bullet/shell to catalyze the transformation,
thereby taking most of the destructive energy away from these units. This application depends
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significantly on the pressure and temperature required to induce a shock wave strong enough to
form stishovite. It is important to understand the mechanism behind the phase transition between
fused silica and stishovite in order to better adopt fused silica as an energy absorption and protection
material for future combat applications.
Experimental work has been conducted to characterize stishovite since its first initial
creation in a static, high-pressure experiment (Stishov & Popova, 1961). Stishovite was first
isolated from a shock experiment in 1965 (DeCarli & Milton, 1965), and the studies were soon
conducted to find the shock pressure necessary to induce the phase transformation (Kleeman &
Ahrens, 1973), which was found to be around 9GPa.

Further studies began to use X-ray

photoelectron spectroscopy (Jakubith & Lehmann, 1981) and X-ray absorption and emission
spectroscopy (Finster, 1988), while others attempted to improve the experimental methods of
electron spectroscopy in general to capture smaller timesteps (Knudson & Gupta, 1998). The
properties of shock-produced stishovite have also been evaluated in (Furnish, 1996), (Weidner,
Bass, Ringwood, & Sinclair, 1982), (Akaogi, Oohata, Kojitani, & Kawaji, 2011). Overall, the
physical experiments with the magnitude required to test the formation of stishovite are difficult
and expensive. The small time frame that the formation occurs in drastically narrows the possible
measurement techniques and equipment that can be used.
Due to the increase in computing power, numerical simulations for small time frames have
become more feasible.

Atomistic scale modeling and analysis techniques such as Density

Functional Theory (DFT) calculations (Levy, 1979) and Molecular Dynamics (MD) (Alder &
Wainwright, 1957) simulations have opened up the study of stishovite and other shocked
components without requiring physical testing. There have been a number of works done to
examine the nucleation and growth of shocked stishovite, such as (Davila & etal, 2003), (Luo,
Cagin, Strachan, Goddard, & Ahrens, 2002), and (Chaplot & Sikka, 2000), to name a few. For
example, stishovite crystal nucleation in shocked fused silica and quartz has been studied using
MD simulations and compared to experimental values (Shen, Jester, Qi, & Reed, 2016). Work on
shocked fused silica using MD (Grujicic, Pandurangan, Zhang, & Cheeseman, 2012) and a
combination of MD and DFT (Grujicic, Avuthu, Snipes, Ramaswami, & Galgalikar, 2015) has
been studied as well. A vast array of empirical potentials have been used to characterize the systems
with variable success, such as the Tersoff potential (Wang, Rajendran, & Dongare, 2015), the
COMPASS potential (Grujicic, Avuthu, Snipes, Ramaswami, & Galgalikar, 2015), the Morse-
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stretch charge equilibrium potential (Luo, Mosenfelder, Asimow, & Ahrens, 2002) and the van
Beest, Kramer, and van Santen (BKS) potential (Beest, Kramer, & Santen, 1990). The large
inconsistency in potential and method shows the need for unified best practices when modeling this
phenomenon.

1.2

Motivation and Objectives
Molecular dynamics (MD) simulations have been widely adopted to study and understand

the material properties, chemical reaction, and nanointerface interaction from the atomistic scale
point of view. The typical system size in a MD simulation is up to a micron. The typical time step
size in MD simulation is around 1 fs. When considering the shock impact caused by a hand gun
bullet, the shock velocity is in the level of 2~8km/s, which is equivalent to the order of 0.01 Å /fs,
which falls nicely into the typical length and time scale for a MD simulation. Therefore, MD
simulations are a good fit to study the shock impact to material structure and phase evolution.
However, it requires a significantly large simulation domain and high computational power to study
the shock impact to a material microstructure with non-equilibrium MD simulation. Based on the
MD simulation method, the Multi-Scale Shock Technique (MSST) was recently developed to focus
on understanding the material behavior of a relatively small domain under shock impact while
maximizing the usage of computational power by adopting a multi-scale technique (Reed, Maiti,
& Fried, 2010).
Therefore, the goal of this work is to adopt the MSST and MD simulations to investigate
the phase transition mechanism between fused silica and stishovite under different shock velocity
conditions, with a focus on how to correctly employ the MSST and properly select the required
simulation parameters within the technique. Large-scale Atomic/Molecular Massively Parallel
Simulator (LAMMPS) will be used to conduct all MD simulations (Plimpton, 1995).

1.3

Outline of Research
In Chapter 2, the methodologies of MD and the MSST will be briefly introduced. In

Chapter 3, the preparation of a fused silica structure and empirical potential selection will be
explained. In Chapter 4, we will benchmark the parameter selection of the MSST and analyze the
shock velocity effect on the phase transition of fused silica. Finally, the conclusion and future plans
will be delivered in Chapter 5.
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CHAPTER 2. METHODOLOGY OF ATOMISTIC
MODELING
2.1

Introduction to Molecular Dynamics Simulation
Molecular Dynamics (MD) is an atomistic scale computational methodology by simulating

the movement and trajectories of a set of particles within a simulation domain under the law of
thermal dynamics and classical mechanics. Briefly speaking, MD simulations solve Newton’s
second law with respect to each particle within the simulation domain:

Fi  mi ai ,

(2.1)

where Fi is the force vector acting on particle i in the system, mi is the atomic mass of the particle
i, and ai is the acceleration vector of particle i in the system. Through time integration, the trajectory
of the particles within the simulation domain is calculated. The algorithm in MD simulation is
described below:
1. Give the initial position and velocity of each particle within the simulation box.
2. Calculate the potential energy based on the particle's coordinates with the defined
empirical potential.
3. Calculate the net force on particle i through the first order derivative of the potential
energy with respect to the particle i's coordinates.
4. Calculate the acceleration on particle i based on the Newton's second law.
5. Perform time integration with given time step to calculate the new position and velocity
profile of particle i.
6. Step forward in time.
7. Repeat steps 2-6.

A typical time step size is around 1 femtosecond. After the simulation runs millions of
timesteps, the trajectory and thermal dynamics of the particles within the simulation box will be
established. Based on the history of the particles' position and velocity profiles with respect to time,
other system parameters can be evaluated, such as system dimensions, potential energy, kinetic
energy, temperature, stress, entropy, etc. With a well-designed MD simulation setup and post
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processing procedure, the following material properties can be evaluated: (1) mechanical properties
of the material system, such as Young's modulus, bulk modulus, Poisson's ratio, yield strength,
fracture strength, and the plastic behavior of the material such as twinning, grain boundary
migration, sliding, defect formation and evolution, and crack initiation and growth; (2) thermal
properties of the material system, such as thermal expansion coefficient, thermal conductivity, heat
capability, phonon dispersion relations, relaxation time, glass transition temperature, and etc; (3)
chemical reactions, hydrogen bonding, phase transition, and etc.
MD simulations are straight-forward and simple to conduct. With the proper system setup,
MD simulations are very useful in understanding material behavior in the scale of nanometers to
micrometers. However, MD simulations also have limitations. For example, computational cost
limits the length scale and time scale in the MD simulations. Electromagnetic properties are out of
the scope of classical mechanics and cannot be predicted by classical MD simulations. The main
limitation and challenge of MD simulations, however, is the selection of the empirical potential.
The potential energy of the system is evaluated by an empirical potential as a function of the particle
coordinates. The net force applied on particle i is evaluated as the negative gradient of the potential
energy with respect to position of particle i, shown as

Fi  U  r1 , r2 ,..., rn  ,

(2.2)

where U is the potential energy and ri represent the position of the i-th particle. Each pair of
particles can apply repulsive or attractive forces to each other based on the distance between them
and the bond type.

The empirical potentials are curve-fit equations calculated based on

experimental results and first principles theory calculation results. This limits their usefulness to
the specific conditions that outlined their creation, so caution must be taken when choosing an
empirical potential for a given material system. There are multiple types of potentials with the
focus on describing different interatomic interactions. Simple pair potentials, such as the LennardJones potential (Jones, 1924), only take into account pair interactions with no directionality. Other
potentials, such as the van Beest, Kramer, and van Santen (BKS) potential, take into account longrange and coulomb interactions (Beest, Kramer, & Santen, 1990). Within the choice for the
potential function, a cutoff radius must be defined for the system. As the distance between particles
increases, the attractive interaction becomes weaker and weaker, eventually becoming negligible.
To save computational power and time, a cutoff radius, rc, is chosen to define the largest particle
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distance where the potential will still be calculated. The selection of cutoff radius is important to
determine the accuracy of the simulation.
Within the framework of MD simulations, there are several ensembles that can be adopted.
An ensemble is a collection of possible configurations that share the same macroscopic and thermal
properties after the simulation. They typically manifest as three parameters that are specified
during the simulation. For example, in the canonical ensemble (or NVT ensemble), the number of
particles, the volume of the system, and the temperature of the system are held constant (Gibbs,
1902). In the microcanonical ensemble (NVE ensemble), the number of particles, the volume of
the system and the energy of the system are maintained to be constant. In the isothermal–isobaric
ensemble (NPT ensemble), the number of particles, the volume of the system, and the temperature
of the systems are kept constant.
In the NVT and NPT ensembles, the temperature of the system is constantly remapped to
the desired temperature through an algorithm called thermostat. In LAMMPS, there are several
thermostats available. For example, the Langevin thermostat adjusts the temperature by rescaling
the kinetic energy of the particles based on the Langevin equation of motion. The Nosé-Hoover
thermostat is one of the most efficient and accurate thermostats for constant temperature control by
adding an extra degree of freedom for the heat bath. The Berendsen thermostat is an algorithm to
re-scale the velocities of particles to correct the temperature of the system with the temperature
deviation exponentially decaying with some time constant. The Nosé-Hoover thermostat is the
default thermostat used in LAMMPS. Similarly, the pressure can be controlled to be constant
through a barostat, such as Andersen barostat, Nosé-Hoover barostat, and Berendsen barostat. The
Andersen barostat mimics the action of a frictional piston on a real system to control the pressure
of the system by a user supplied mass. The Berendsen barostat couples by adding an extra term to
the equation of motion to alternate the pressure variation. The Nosé-Hoover barostat is the default
barostat of NPT ensemble in LAMMPS.
In MD simulations, the material system size or the simulation box size needs to be properly
defined. In order to simulate an infinite large material system, periodic boundary conditions are
applied to the finite size simulation box. The particles near the boundary of the simulation box can
interact with the image of other particles on the other side of the simulation box. Therefore, the
simulation box size cannot be too small, or atoms will be able to interact with their own image
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atoms. Conversely, the simulation box size cannot be too large as to exceed the computational
capacity. Usually, a convergence study is needed in order to benchmark the material property's
independency with respect to the simulation box size. The objective is to define an optimized size
for the simulated system that can effectively capture the material behavior without nonphysical
behavior and unnecessary computational cost.

2.2

Introduction to Shock
In general, shock is defined as a dynamic application of pressure to a system, causing a

large acceleration to the system. The path that the excitation flows through the material is known
as the shock wave. There are two general types of compression waves that can be generated: shock
waves and ramp waves. Shock waves (the focus of this study) propagate through the material at a
constant speed, while the speed of the propagation of ramp waves is time dependent. The state of
the material on either side of the shock wave can be characterized using the Rankine-Hugoniot
equations (Rankine, 1870) (Hugoniot, 1889), given by
𝜌1 𝑢1 = 𝜌2 𝑢2 ,

(2.3)

𝜌1 𝑢12 + 𝑝1 = 𝜌2 𝑢22 + 𝑝2 ,

(2.4)

ℎ1 +

𝑢12
2

= ℎ2 +

𝑢22
,
2

(2.5)

where ρ is the mass density, u is the velocity, p is the pressure, and h is the specific enthalpy on
either the shocked side of the wave (denoted by a subscript of 1) or the unshocked side of the wave
(denoted by a subscript of 2). These equations are based on the conservation of mass, momentum,
and energy respectively.

2.3

The Multi-Scale Shock Technique (MSST)
Both in the real life experiments and in the theoretical formulation of the shock problem,

it is difficult to capture the microstructure evolution of the materials during the shock, especially
within such a small time period during the shock impact. MD simulations are a great tool to
understand the microstructure evolution of the material during a shock impact. There are two main
shock analysis methods available within the structure of MD that can be used to observe the shock
phenomenon. Non-equilibrium molecular dynamics (NEMD) simulations are a popular and
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straight-forward method to analyzing shock impact. As shown in Figure 3 (b), the NEMD approach
can create a shock wave on one side of the simulation domain (shown as blue rectangle) and allow
it to propagate to the other side (from left to right). Both the shocked domain (shown in red) and
the un-shocked domain (shown in blue) coexist in the simulation box. This method is simple and
effective in simulating the shock behavior of the material, but it requires a large simulation domain
along the shock direction to capture enough microstructure evolutionary details before and after
shock. This leads to an extremely high computational cost, sometimes becomes impractical.

Figure 3 Schematics Comparison between MSST and NEMD

On the other hand, a method called the Multi-Scale Shock Technique (MSST) (Reed, Fried,
& Joannopoulos, 2003) (Reed, Maiti, & Fried, 2010) can easily resolve the hassle caused by the
high demand of the computational cost. This method requires a small simulation domain, shown as
yellow in the Figure 3 (a). The effects of the shock wave passing through the simulation domain
are simulated by dynamically regulating the applied stress obtained from a continuum theory of the
shock wave, described in Chapter 2.2. As shown in Figure 3 (a), as the shock wave travels from the
left to the right, the MSST method only predicts the microstructure evolution within the simulation
domain shown in yellow. Both the other shocked region (shown in red) and the unshocked region
(shown in blue) are not under consideration. Therefore, the MSST can significantly reduce the
computational cost compared to the NEMD method. Meanwhile, it is much more practical for the
MSST to run more than a few nanoseconds to understand the material behavior under shock impact.
In the MSST method, the one-dimensional Euler equations for compressible flow are
adopted to evaluate the propagation of single shock waves. In the shocks event, the electronic
mechanism of heat conduction is trivial under high temperature. Therefore, it is reasonable to
neglect the thermal transport effect in the simulation. Since the elastic shock fronts can be sharp as
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in the atomic distance scale, the dynamics will be approximated in these regions till the shock wave
reaches to a steady state. If we assume the shock wave moving speed is vs, the Hugoniot relations
can be presented as,

  
u  u0  vs 1  0  ,
 


(2.6)

  
p  p0  vs2  0  1  0  ,
 


(2.7)

2

 1 1  v2   
e  e0  p0     s  1  0  ,
 
 0   2 

(2.8)

where u is the local speed of the material in the laboratory frame (particle velocity), ρ is the density,
e is the energy per unit mass, and p is the negative component of the stress tensor in the direction
of shock propagation. Variables with subscript 0 are the values before the shock. u0=0 means that
the material is initially at rest in the laboratory frame. In the shock theory, Eq. (2.7) is the Rayleigh
line of the pressure and Eq. (2.8) is the Hugoniot for the internal energy at constant shock velocity.
The assumption of these equations is that the shock speed vs is constant in the reference frame;
therefore, the system has a time-independent steady state under such shock impact.
In MD simulations, the Lagrangian is defined as

1
1 v2
2
L  T ri   V ri   Qv 2  s2  v0  v   p0  v0  v  ,
2
2 v0

(2.9)

where T and V are kinetic and potential energies per unit mass, Q is a mass-like parameter for the
simulation cell size, and v=1/ρ is the specific volume. When v  0 , Eq. (2.9) in Hamiltonian form
implies Eq. (2.8) because T+V=e. The equation of motion can be written as

Qv 2 

T V
v2

 p0  s2  v0  v  ,
v v
v0

(2.10)
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which reduces to Eq. (2.7) when v  0 . The pressure in Eq. (2.10) is taken to be the uniaxial
component of the stresses along the shock direction. The computational cell dimensions transverse
to the shock direction are fixed, which is also consistent with NEMD simulations.
The MSST method has been proved to be an effective and accurate method to simulate the
microscopic material evolution under shock (Reed, Fried, & Joannopoulos, 2003) (Reed, Maiti, &
Fried, 2010). For example, researchers have adopted the MSST method to study the shock wave
propagation in the [011] direction of silicon. The empirical potential is defined as the StillingerWeber potential (Stillenger & Weber, 1986). The authors performed both the MSST simulation and
the NEMD simulation. As shown in Figure 4(a), the results match well. The MSST method requires
a simulation box size of 120 atoms (19Å×12Å×11Å), which is accurate and efficient. However, the
NEMD method requires a simulation box size of 5760 atoms (920Å×12Å×11Å), 48 times larger
than the simulation box size in the MSST simulation.

(a)

(b)

Figure 4 Validation of MSST method (Reed, Fried, & Joannopoulos, 2003) (Reed, Maiti, & Fried, 2010)

The same author performed another test about an amorphous state of Argon (Reed, Maiti,
& Fried, 2010). The Lennard Jones potential is adopted to describe the atom interaction. In the
NEMD simulation, more than 1 million atoms have been employed. A piston speed of 400m/s is
adopted to generate the shock propagating with the speed of 2.15km/s. The shock propagates
185nm to reach a steady wave profile. On the other hand, the MSST method only employs 23400
atoms and takes around several picoseconds to reach to a shock steady state, much less than that in
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the NEMD simulation. As shown in Figure 4 (b), both methods match very well in the temperature,
velocity and potential energy profiles. Both examples proved the efficiency and accuracy of the
MSST method.

2.4

Summary
In this chapter, the classical MD simulation and MSST method were briefly introduced.

With much better computational efficiency and accuracy, the MSST method will be adopted in this
work to study the shock impact to fused silica and the nucleation of the stishovite. However, in the
MSST formulation, there are two parameters that need to be determined. One is Q, the cell masslike parameter. The other is tscale, a parameter related with the artificial reduction of the temperature
in the initial temperature. In the following chapter, these two parameters will be benchmarked and
compared with previous studies accordingly.
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CHAPTER 3. MD SETUP AND PARAMETERIZATION
3.1

Potential Selection
Fused silica is a metastable structure of SiO2 with the lowest density at room temperature.

Through experimental characterization and density functional theory calculations, researchers have
characterized the structural properties of fused silica, as shown in the literature review summary of
the density, bond lengths, and bond angles as listed in Table 2. The density of fused silica is
experimentally measured to be 2.20g/cm3. The bond lengths of Si-Si, Si-O, and O-O are around
3.1Å, 1.6Å, and 2.6Å, respectively. The Si-O-Si bond angle has a wide range between 120o-180o.
The O-Si-O bond angle is around 109o.
Table 2 Structural Characterization of Fused Silica

#

Density

Si-Si (Å)

3

(g/cm )

Si-O

O-O

(Å)

(Å)
2.66

Si-O-Si (o)

O-Si-O (o)

3.077

1.61

2.202

3.07

1.62

2.20

3.12

1.62

2.65

1.605~

2.623~

(Vollmavr, Kob, &

1.611

2.632

Binder)

Experiments

2.19~2.31

(Ginhoven)
142
120~180

(Arndt & Stoffler)
109.5

2.36±0.16

3.07±0.04

1.620±

2.655±

0.012

0.015

(Mozzi & Warren)

144~152

109.7

(Coombs)

152

109.4

(Silva, et al)

142±26

DFT

Ref

146.1±2.67

(Pettifer, et al)
109.47±0.1

(Pitman & van Duin)

In classical MD simulations, empirical potentials need to be selected to accurately represent
the material behavior. In regards to SiO2, there are several empirical potentials available, including
the BKS potential (Beest, Kramer, & Santen, 1990) (Shen, Jester, Qi, & Reed, 2016), the ReaxFF
potential (Pitman & van Duin, 2012), the COMPASS potential (Grujicic, Pandurangan, Zhang, &
Cheeseman, 2012), the CHARMM+TIP3P potential (Notman & Walsh, 2009), the EDIP potential
(Henry & Chen, 2008), and the Stillinger-Weber potential (Stillenger & Weber, 1986). The
COMPASS potential library is only available in the commercial software Material Studio and has
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been adopted for silica shock impact simulations (Grujicic, Avuthu, Snipes, Ramaswami, &
Galgalikar, 2015) (Grujicic, Pandurangan, Zhang, & Cheeseman, 2012). The ReaxFF potential is a
recent developed reactive potential set. It over-predicts the density of fused silica and cannot predict
the bond length of Si-Si and bond angle of Si-O-Si angle correctly. The Beest, Kramer, and Santen
(BKS) potential is a well-developed, non-reactive potential and has been adopted to simulate the
property of silica melt, quartz, stishovite and the phase transition process. The BKS potential has
been proved to be the best option to study fused silica. It has the closest prediction of the density
of fused silica, as well as the bond lengths and bond angles. Therefore, we will adopt the BKS
potential in this study. A cutoff radius is required in the BKS potential to evaluate the long-range
interaction. The larger the cutoff radius, the lower the potential energy (shown in Figure 5) and the
higher the computational cost. With the best compromise between the accuracy and computational
cost, we choose the cutoff radius to be 7Å in this study. The BKS potential also includes a Coulomb
interaction term, which requires the charge of each atom. These values were chosen to be 2.4 and
-1.2 eV for Si and O respectively.

Figure 5 Potential eneryg variation with respect to the cutoff radius.

3.2

Fused Silica Generation
The Materials Studio software is employed to generate a cubic shaped unit cell of

amorphous silica, shown in Figure 6 (a). The sample unit cell is a 2.14nm×2.14nm×2.14nm cube
with 432 O atoms and 216 Si atoms. The sample unit cell is exported from Materials Studio as a
crystallographic information file (CIF) and is converted to a DATA file using a Python code
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(Bjorkman, 2011). Then the sample unit cell structure is duplicated in all directions to form a
4.28nm×4.28nm×4.28nm supercell containing 3456 O atoms and 1728 Si atoms, shown in Figure
6 (b). As can be observed, the super cell is not a truly amorphous fused silica structure. The
duplication of the unit cell introduces a periodic pattern within the supercell, as indicated by the
arrows in Figure 6 (b). A heating and cooling processes will be required to remove such periodicity
within the supercell and generate a true amorphous structure of the fused silica.

(a)

(b)

Figure 6 (a) The fused silica unit cell. (b) The supercell with 2×2×2 duplication of the unit cell.

3.3

Heating/Cooling Treatment of the Fused Silica Supercell
To remove the periodicity in the supercell and generate the truly amorphous structure of

fused silica, a heating and cooling treatment is needed. The following three-step thermal treatment
process has been applied to the supercell shown in Figure 6 (b).
Step 1: System equilibrium at 300K
The supercell is firstly equilibrated at 300K under an NPT ensemble for 200 ps. The NoséHoover barostat is adopted to maintain the hydrostatic pressure of the system at zero (atmosphere
pressure). The timestep is 1 fs. As shown in Figure 7, the temperature is well maintained at 300K,
the hydrostatic pressure is maintained around zero, and the simulation box size and shape reach to
the equilibrium as well. The averaged density is 2.316 g/cm3. A snapshot at a time of 200 ps is
taken to plot the radial distribution function (RDF) of the equilibrated material system, as shown
in Figure 8. The locations of the peaks define the average first nearest neighbor atom-atom
distance. The narrower the peak, the more organized atomic structure it presents. As shown in the
figure, the average Si-O, Si-Si and O-O bond lengths are 1.603Å, 3.087Å, and 2.611Å respectively.
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These values are in good agreement with the reported values in Table 2. The Si-O peak is narrow
and high, referring to the consistent Si-O bond length in the amorphous structure of fused silica.
The O-O and Si-Si peaks are wide and low, referring to the amorphous nature and the difference
between fused silica and α-quartz structure.

(a)

(b)

(c)

(d)

Figure 7 Parameter statistics of the fused silica equilibration at 300K
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Figure 8 RDF of fused silica before the heat treatment

Step 2: Heating Process
After equilibration at 300K, the supercell is heated from 300K to 5300K, which is well
above the melting point (2000K) of SiO2 (MolTech GmbH, 2019), under the NPT ensemble with
the heating rate of 0.025 K/fs. The time step is 1fs. During this process, the pressure applied on the
supercell is maintained at zero while the volume of the simulation box can change freely. Once the
temperature reaches 5300K, the system is equilibrated under an NVT ensemble for 200 ps, allowing
the system to fully melt. Such equilibrium time is critical, as it allows the atoms to well mix and
dissolve all the periodicity within the supercell. Figure 9 presents the potential energy, temperature,
hydrostatic pressure, and simulation box size variation with respect to time during the heating
process. As the system heats up, the kinetic energy increases as the atoms vibrate more rapidly.
The potential energy increases as well. The pressure of the system is well maintained around zero
but fluctuates significantly during the heating process. After heating the system to 5300K in 200ps,
the NVT ensemble is adopted for the system to reach to the fully melted state with the benefit of
maintaining the shape of the simulation box.
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(b

(a

(c

(d

Figure 9 Parameter statistics during the heating process of fused silica.

The RDF of the melted system is plotted and compared with that of the untreated system,
shown in Figure 10. The intensity of the first peaks in the RDF plots of Si-O, Si-Si and O-O are
greatly weakened. The corresponding width of the first peaks is also widened. This is a clear sign
of the melting of the fused silica with a huge variation of the atom-atom distance, as normal in a
liquid state of the material.
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(a)

(b)

(c)

Figure 10 RDF Comparison of fused silica at 300K and 5300K.

Step 3: Cooling Process
Once the system is fully melted, a cooling procedure is implemented. With the cooling rate
of 0.001K/fs, we first run the NVT ensemble from 5300K to 1400K (the glass transition
temperature of SiO2) (Richet & Bottinga, 1983). Such a cooling rate has been proven to be
sufficiently slow enough (Vollmavr, Kob, & Binder, 1996). At the glass transition temperature, the
material system is at the transition from its liquid form to its solid form. The system ensemble is
then converted from NVT to NPT at 1400 K. At this point, the system is viscous enough to remove
volume controls so that the pressure average can be controlled back to zero. At 1400K, we let the
system relax and reach equilibrium with an NPT ensemble for 200ps, then we further cool down
the system from 1400K to 300K with the cooling rate of 0.001K/fs. Figure 11 presents the potential
energy, temperature, pressure, and volume variation with respect to time. The temperature variation
shown in Figure 11(b) presents the cooling rate of 0.001K/ps and the 200ps equilibrium at 1400K.
The potential energy variation during cooling process is nonlinear. The pressure is not controlled
at the beginning of the cooling, but it is controlled at 1400K and maintained to be around zero after
this point. It is noted that the volume was held constant until the system reached 1400 K. After
1400K, the volume is reduced gradually as the system temperature is further reduced to 300K. The
final density after the cooling procedure was 2.506 g/cm3, higher than the reported value in Table
2. As reported in (Shen, Jester, Qi, & Reed, 2016), further reducing the cutoff radius to 6Å in the
BKS potential can manage to achieve the density of 2.2 g/cm3. All larger cutoff radii will lead to
an overestimation of the density. However, such a cutoff radius is far from the energy minimization
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of the BKS potential, as shown in Figure 5. Therefore, in this study, the cutoff radius of 7 Å has
been kept in the following simulations.
(a)

(b)

(c)

(d)

Figure 11 Parameter statistics during the cooling process of fused silica.

(a)

(b)

(c)

Figure 12 RDF comparison before and after cooling process.
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Figure 12 shows a comparison of the RDF before and after the heat treatment. The location
of the first peaks of Si-Si, Si-O and O-O are nearly identical, meaning the same average bond length
before and after heat treatment is preserved. The variation after the first peak of the Si-Si and O-O
plots present the modification of the amorphous structure. Figure 13 shows the final system after
the heating and cooling process. The pre-existing periodicity within the simulation domain is
clearly no longer present. This structure is now fully amorphous and ready to be adopted for the
shock test.

(b)

(a)

Figure 13 The fused silica microstructure in 2D (a) and 3D (b) view after the heat treatment.

3.4

Summary
In this chapter, the selection of the potential and the preparation of the fused silica

simulation system has been discussed. In the next chapter, the MSST method will be adopted to
perform the shock tests on the fused silica material system under various shock velocity conditions.
The nucleation of stishovite will be discussed.
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CHAPTER 4. FUSED SILICA UNDER SHOCK IMPACT
4.1

Parameter Characterization of the MSST Method
As discussed in Chapter 2, there are two artificial parameters in the MSST method that

need to be characterized based on the selection of the material system and the simulation size. One
is Q, the cell mass-like parameter controlling the initial compression of the system within the first
few picoseconds. The other is tscale, a unitless parameter controlling the volume reduction rate of
the simulation system. tscale is defined between 0 and 1. To define these two parameters, we used
the criteria that the shock propagation speed vs must exceed the sound speed of the pre-shock
material to initiate the shock compression. As can be found, the sound speed within fused silica is
c0=5.968km/s. We adopt the 4.28nm×4.28nm×4.28nm fused silica supercell shown in Figure 13
for the MSST simulation to characterize these two artificial parameters.
Characterization of tscale
The characterization of tscale is performed first, shown in Figure 14. In these simulations,
Q is defined as 40 g2/m4. The time step is 0.1fs. The shock velocity is defined as vs=6km/s. Since
the sound speed within fused silica is c0=5.968km/s, the shock is expected to happen with the
properly defined tscale. Figure 14 presents the variation of potential energy, temperature, hydrostatic
pressure, and box length along the shock direction with respect to time for the various tscale values.
When tscale is less than or equal to 0.47, the shock does not initiate. The simulation box length along
the shock direction is not compressed, as shown in Figure 14(d). At the same time, the potential
energy, temperature, and hydrostatic pressure remain stable. However, when tscale is great than or
equal to 0.48, the box length remains unchanged in the first 2ps, then is suddenly compressed within
another 2ps by 37.5%. This is a clear indication that the shock has been initiated. Figure 14 (b)-(c)
present that the shock wave of vs=6km/s causes a huge increase of temperature and pressure in the
material system. The temperature of the fused silica raises up to 1500K, higher than the glass
transition temperature of fused silica, which is around 1400K (Richet & Bottinga, 1983), but
smaller than the melting temperature of fused silica, which is around 2000K (MolTech GmbH,
2019). After the shock has initiated, the pressure of the simulation box raises up to 35.6 GPa. Based
on the phase diagram of fused silica shown in Figure 1, the system is in the right conditions for the
stishovite polymorph to form. Therefore, the minimum value of tscale to initiate the shock impact is
0.48.
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(a)

(b)

(c)

(d)

Figure 15 Characterization of tscale at the shock velocity vs of 6km/s

To further confirm the validity of this value, a shock speed less than that sound speed of fused
silica is tested. If the tscale value is proper, shock should not be initiated for a shock speed below the
sound speed of fused silica. The shock impact simulation is run with tscale = 0.48, and vs=5.9km/s.
As shown in Figure 15, a tscale = 0.48 will initiate shock with vs=6.0km/s, but cannot initiate shock

(b)

(a)

Figure 14 Pressure and Box length variation with respect to time under different shock speed with t scale = 0.48.
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with vs=5.9km/s, satisfying the shock criteria. Therefore, tscale = 0.48 will be adopted in the
following simulations.

Characterization of Q
(a)

(b)

(c)

(d)

Figure 16 Parameter statistics plots with respect to various Q values.

The Q factor is related to the initial compression of the simulation domain within the first
few picoseconds. Larger values of Q will cause the system to shock sooner, but this also increases
the chance of system oscillation and instability. With tscale = 0.48, vs=6.0km/s, and ∆t=0.1fs, Figure
16 presents the variation of potential energy, temperature, pressure, and box length along shock
direction with respect to time for various values of Q. When Q=20 g2/m4 or 30 g2/m4, shock impact
is not initiated at all. When Q is larger or equal to 40 g2/m4, the shock impact will be initiated, as
the simulation box size reduces dramatically within 4ps and the temperature and pressure increases
dramatically. However, when Q=80 g2/m4, the pressure presents a severe oscillation at the
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beginning of the shock impact. Therefore, Q=40 g2/m4 was selected as the most stable option as
was adopted in the following simulations.
Discussion of the Material System Size Dependency
Table 3 Comparison of Parameter Selection with respect to System Size in MSST formulation

Material System Size

tscale

Q
(g2/m4)

4.28nm×4.28nm×4.28nm

0.048

40

6.42nm×6.42nm×6.42nm (Zhao, 2018)

0.013

40

16nm×16nm×16nm (Shen, Jester, Qi, &
Reed, 2016)

0.01

40

In the MSST formulation, the two artificial parameters tscale and Q depend on the simulation
system size. Compared with Dr. Zhao's previous study and (Shen, Jester, Qi, & Reed, 2016), we
found that Q is not sensitive to the simulation size, but the tscale selection is very sensitive to the
system size, especially when the simulation box size is small, as shown in Table 3. Therefore, it is
necessary and important to conduct the parameter characterization based on the selected material
system before running the shock simulation with the MSST method.

4.2

Shock Impact to Fused Silica with Respect to Shock Velocity
The above prepared 4.28nm×4.28nm×4.28nm fused silica structure is adopted to run

MSST shock impact test with three different shock velocities for up to 2.5ns. tscale is set to be 0.48.
Q is set to be 40 g2/m4. The time step is defined as ∆t=0.1fs. Figure 17 shows the variation of
temperature, pressure, potential energy and simulation box length along the shock direction with
respect to time with three shock velocities: vs=6.0km/s, 6.4km/s, and 6.8km/s. The left column
presents the first 20ps statistics. The right column presents the entire simulation results. As shown
in Figure 17(a-d), higher shock speeds lead to a larger increase of temperature and pressure, a more
severe compression of the material system along the shock direction, and a more significant
decrease in the potential energy. The larger the shock velocity, the quicker the shock happens. The
perturbations at 5ps and 10ps in the 6.8km/s case were caused by interruptions in the simulation
for writing the data to different files. These outliers had no effect on the overall trend. After the
initial shock impact, the potential energy, pressure, temperature and simulation box length along
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the shock direction remain stable for the rest of the time period under constant shock velocity,
shown on the right column of Figure 17.

(a)

(e)

(b)

(f)

(c)

(g)

(d)

(h)

Figure 17 Parameter statistics plots with respect to time under various shock velocity.
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Figure 18 shows the RDF comparison before and after the shock event (at 5 ps with
vs=6km/s). Even though the RDF after shock appears similar to the RDF of melted fused silica at
5300K shown in Figure 8, the center of the Si-O bond length shifts to the right, as shown in the
inset figure of Figure 18. Before shock impact, the first Si-O peak is narrow, referring to the stable
Si-O bond length of 1.6Å in fused silica at room temperature and atmospheric pressure. After 5ps
shock impact, the first Si-O peak becomes wider. The center of the peak shifts to the right, closer
to 1.7 Å, indicating an average increment in the Si-O bond length. As shown in Table 1, the Si-O
bond length in fused silica and stishovite is 1.61Å and 1.76-1.81Å, respectively. The right shift of
the first peak in the RDF of Si-O after shock proves the possible phase transition due to the shock
impact and the possible formation of the 5-fold coesite and 6-fold stishovite within the shocked
material system. The widened Si-O peak also proves the phase transition stage of fused silica at the
beginning of the shock impact has occurred.

Figure 18 RDF of the initial shock event. Inset figure: close-up of the first peak.

In order to further investigate the impact of shock velocity to the microstructure evolution
of fused silica, we compared the microstructure of fused silica before and after shock impact. Figure
19 (a) presents the initial configuration of the material system along shock direction (z direction).
Figure 19 (b)-(d) presents the configuration of the material system at 5 ps after the shock initiated
along the shock direction with a shock velocity of vs=6.0km/s, 6.4km/s, and 6.8km/s respectively.
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As can be seen, the dimension of the simulation box is compressed from 42.8 Å to 23.9 Å with
vs=6.0km/s, and 23.0 Å with vs=6.8km/s, respectively.

(a)

(b)

(c)

(d)

Figure 19 The side view of the simulated fused silica structure before shock (a) and at 5ps after the shock
impact under the shock speed of 6km/s (b), 6.4 km/s (c), and 6.8km/s (d), respectively.

Figure 20 presents the zoom-in structures of Figure 19. As shown in Figure 20(a), each Si
(yellow atom) is connected with four O (red atom), each O is connected with 2 Si atoms. In unshocked fused silica structure, four to six Si-O pairs form a loop with arbitrary shapes. This
represents the ideal structure of amorphous silica. The coordination numbers of Si and O are 4 and
2, respectively. After shock, the fused silica structure is compressed along the shock direction. The
imparted shock carries enough energy to trigger the phase transition of fused silica, in which bonds
are broken and reformed and 4-fold Si atoms have a chance to become the metastable 3-fold and
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5-fold states, as well as the 6-fold (stishovite). In Figure 20 (b-d), the examples of 3-fold, 4-fold,
5-fold and 6-fold are circled for guidance.
(a)

(b)

(c)

(d)

Figure 20 Zoomed in views of the unshocked system (a) and the shocked cases at 5 ps for a shock speed of 6.0km/s (b),
6.4km/s (c), and 6.8km/s (d). Labeled are an example of the different bond types

In Figure 21, the variation of the Si coordination number with respect to time under
different shock speeds is presented. The left column presents the percentage variation of different
coordination numbers of Si in the first 10ps simulation. Before the shock occurs, there is 100% 4fold Si in the system. When shock impact initiates, and the material system is compressed around
1-3ps depending on the shock velocity, and the percentage of 4-fold Si in the system quickly
reduces from 100% to around 50%. The unstable 3-fold Si and 5-fold Si increase form 0% to 20%
and 25% accordingly. There is around 2% 6-fold Si existing in the material system after the first
few picoseconds of the shock impact. The starting nucleation of 3/5/6-fold Si is greatly related to
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the shock velocity. The higher the shock velocity, the earlier the nucleation of the new form of SiO bond. However, with the adopted material system size (4.28nm×4.28nm×4.28nm), the
(a)

(e)

(b)

(f)

(c)

(g)

(d)

(h)

Figure 21 Coordination number over time during the initial shock event.
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percentage of 3/5/6-fold Si after the shock impact does not greatly depend on the magnitude of the
shock velocity. As can be observed from the right column of Figure 21, such percentages do not
change dramatically up to 2.5ns shock impact.

4.3

Summary
In this Chapter, we characterized the two artificial parameters required in the MSST

simulation based on the adopted fused silica microstructure with size of 4.28nm×4.28nm×4.28nm,
and investigated the shock impact to the microstructure of fused silica under various shock
velocities accordingly. The selection of tscale is sensitive to the size of the simulation system.
However, the Q factor is not sensitive to the simulation system size. 2% of 6-fold Si is observed
at the beginning of the shock impact, regardless of the shock speed. This confirms that shock impact
would nucleate the phase transition between fused silica and stishovite. However, even after 2.5ns
shock impact, we are not able to observe the formation and growth of the stishovite polycrystal
grain, as reported in (Shen, Jester, Qi, & Reed, 2016). In Dr. Zhao's previous work (Zhao, 2018),
the formation and growth of stishovite polycrystal is observed when the simulation system size is
6.4nm×6.4nm×6.4nm. Therefore, the phase transition between fused silica and polycrystal
stishovite under shock impact is not only related with the shock velocity, but also related with the
simulation system size. Further investigation on the simulation system size is needed.
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CHAPTER 5. CONCLUSION AND FUTURE PLAN
5.1

Conclusion
In this work, a multi-scale shock technique (MSST) is adopted to investigate the material

microstructure change and phase transition of fused silica under high speed shock impact. The
fused silica structure is carefully prepared through heat treatment. The two artificial parameters in
the MSST molecular dynamics simulation are characterized systematically. Three different shock
velocities have been systemically investigated. The nucleation of 6-fold Si (stishovite) has been
observed after a few picoseconds of shock impact. However, the formation and growth of stishovite
polycrystalline is not able to be observed due to the limitation of the simulation system size,
regardless of the shock velocity.

5.2

Future Plan
Through this study, it is noticeable that the parameter characterization process of

MSST method is tedious but important. One of the two parameters is very sensitive to the size of
the simulation system. In the future, the relation between tscale in the MSST method and
simulation system size will be characterized and formulated. The MSST method can then be
further developed without the need of the two artificial parameters. Meanwhile, it is observed that
the simulation system size is an important factor to investigate the phase transition of fused silica
under shock impact. In the future, larger simulation system size will be adopted to study the phase
transition of fused silica under shock impact and the formation and growth of stishovite
polycrystals.
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