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Abstract
Wepresent a newmethod for the consistent construction of time-continuous coherent-
state path integrals using the theory of half-form quantization. Through the inversion
of the quantization procedure we construct a de-quantization map taking first order
operators to their corresponding path integrals. We generalize our results using func-
tional techniques, allowing for the consistent path integral study of more general op-
erators, including higher orders and interactions.
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1 Introduction
Since its birth, the most common way to describe quantum mechanics has been in
terms of operators. This is in contrast to classical physics where all physical quantities
are represented by functions. It is an undeniable fact, though, that calculations involv-
ing operators are in general much more complicated than those involving classical
functions. This is because, when one deals with operators, ordering is very important;
a product of operators, in general, acquires a different value upon changing the order
its terms appear on it. This of course does not happen when one deals with a prod-
uct of functions, since they always commute -or anticommute if they are Grassmann-
with each other. These issues have been apparent since the earliest years of quantum
mechanics, making the idea of some classical description of the theory very appealing.
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This was successfully addressed by Feynman via the path integral formalism [1,2],
which became a milestone in modern physics. This formalism indeed manages to
describe quantum systems in terms of classical functions. Feynman’s work nowadays
is a very important mathematical tool in many branches of physics, besides quantum
mechanics, such as quantum field theory, statistical mechanics, quantum information
theory and even polymer physics [3].
But the description of a quantum system in terms of classical objects comes with
a price: an infinite number of integrations has to be performed, in principle. Indeed,
in this formalism, usually the first object that arises is the discrete version of the path
integral -which involves infinite integrations- and from this, its continuum version is
obtained. Now, in the continuum there are some really useful identities which often
allow for calculations to be performed analytically, thus bypassing the cumbersome
-or in many cases impossible- task of calculating the infinitely many integrals pertain-
ing to the discrete level. Thus, in order for the path integral to be practically useful, it
is vital to define its continuum version consistently. As we shall see, this is not a trivial
task [7]- [14].
In this work, we are going to establish a prescription one should follow in order to
rigorously define the path integral in the coherent state basis [15]- [24]. Coherent states
are a very important class of states, with huge physical interest and they can also be
employed to expand the idea of the path integral to a complex phase space, which in
turn paves the road for a plethora of new possible applications. Unfortunately, when
the standard route to define the path integral via these states is followed, inconsisten-
cies have been reported, meaning that somewhere during the procedure there must be
a pitfall. This paper aims to find a possible origin of these inconsistencies, to bypass
this pitfall by proposing an inconsistency-free procedure and to give the limitations
under which it can be followed.
The paper is organized as follows:
In Section 2 we briefly demonstrate the standard construction of the path integral,
we discuss the aforementioned discrepancies and we briefly comment on a previous
attempt to bypass them.
In Section 3 we analyze the method of geometric quantization, which we shall
employ in order to establish our prescription.
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In Section 4 we construct a mapping from quantum operators to the classical func-
tions which are appropriate for use in the continuum version of the path integral,
based on the rigorous formalism that geometric quantization provides. We do that
both for bosonic and spin systems.
In Section 5 we enlarge the set of operators on which the proposed mapping can
act, encompassing specific higher order operators and interaction terms.
The main text is accompanied by two Appendices, where we discuss mathematical
details pertaining to the previous sections.
2 Path integrals and coherent states
First, we shall briefly outline the most common procedure that leads to the well-
known path integral expressions [3]. We set h¯ = 1 for simplicity and we consider
one-dimesional, time-independent models.
The transition amplitude from some state |xa〉 at time ta to some state |xb〉 at time
tb is
G = 〈xb| Uˆ(tb, ta) |xa〉 , ta < tb, (2.1)
where Uˆ(tb, ta) is the time evolution operator from time ta to time tb. Then, the com-
position property of this operator is exploited in order to write it as a product of N + 1
such operators, where each one of them expresses the evolution during a time inter-
val of duration ǫ = tb−taN+1 . This is the so called slicing procedure, in the sense that time
is sliced into smaller intervals. Afterwards -if the Hamiltonian is written in its usual
form, i.e. as the sum of the kinetic energy and the potential- the identity written in
terms of position eigenstates
Iˆ =
∫ ∞
−∞
dxj
∣∣xj〉 〈xj∣∣ , j = 1, ..., N, (2.2)
is inserted between all the slices, where j labels the inserted identities. From this, after
some algebra, including the insertion of another set of identities (one for each slice)
written in terms of momentum eigenstates this time, the discrete version of the path
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integral is recovered
G =
N
∏
j=1
∫ ∞
−∞
dxj
N+1
∏
j=1
∫ ∞
−∞
dpj
2π
e
i ∑N+1j=1 (pj(xj−xj−1)−ǫH(pj,xj)), (2.3)
where x, p denote position and momentum variables, respectively. If the quantum
Hamiltonian of the system is written in terms of position and momentum operators
and the potential depends solely on position, the mathematical procedure leading
to the above relation reveals the classical function H(pj, xj): it is just the quantum
Hamiltonian with the operators xˆ, pˆ replaced by classical functions x, p.
Then, by taking the limit ǫ → 0, the continuum version of the path integral is
acquired:
G =
∫ x(tb)=xb
x(ta)=xa
Dx
∫ Dp
2π
ei
∫ tb
ta
dt(p(t)x˙(t)−H(p(t),x(t))). (2.4)
Here, the symbol Da denotes functional integration with respect to the variable a [3].
From this, one could also find a path integral expression for the partition function
of a system, namely
Z = tr
[
e−i
∫ tb
ta
dtHˆ
]
=
∫
pbc
Dx
∫ Dp
2π
ei
∫ tb
ta
dt(p(t)x˙(t)−H(p(t),x(t))), (2.5)
where pbc denotes periodic boundary conditions.
To check the validity of the path integral formalism, as an example, one could
calculate the partition function of the harmonic oscillator (all units are dropped for
simplicity)
Hˆ =
pˆ2 + xˆ2
2
, (2.6)
which is an archetypal system in both classical and quantum physics. This quantum
Hamiltonian indicates that the classical Hamiltonian symbol to insert in the action is
H =
p2 + x2
2
, (2.7)
leading to
Z =
∫
pbc
Dx
∫ Dp
2π
ei
∫ tb
ta
dt(px˙− p2+x22 ). (2.8)
The partition function can, then, be found via its path integral expression both from its
discrete -albeit the calculation is rather tedious- and from its continuum version. At
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the same time, it can easily be obtained from its trace definition. Indeed, the discrete
version of the path integral, the continuum one and the trace definition, all lead to the
same result, which is the correct value
Z =
∞
∑
n=0
e−iTEn =
∞
∑
n=0
e−iT(n+
1
2 ) =
1
2isin T2
, T = tb − ta. (2.9)
Now, it is not necessary for a quantum Hamiltonian to be expressed in terms of
position and momentum operators specifically, while the partition function does not
depend on the specific way a Hamiltonian is expressed, as can be seen by its trace
definition. Thus, the same must be true for its path integral definition, as well. Trying
to check this, one could write the quantum Hamiltonian (2.6) in terms of creation and
annihilation operators. Then Eq. (2.6) becomes
Hˆ = aˆ† aˆ +
1
2
, (2.10)
where aˆ†, aˆ are the creation and the annihilation operator, respectively. Now, upon
trying to repeat the procedure that leads to the path integral, it becomes clear that
another set of identities needs to be inserted between the slices. Indeed, the position
and the momentum eigenstates are no longer very useful, since the Hamiltonian is not
expressed in terms of position and momentum operators. Fortunately, there is a very
convenient set of states which can be employed, namely the coherent states,
|z〉 = e−|z|2/2ezaˆ† |0〉 = e−|z|2/2
∞
∑
n=0
zn√
n!
|n〉 , (2.11)
which are eigenstates of the annihilation operator with eigenvalue z. Note that they
are not orthogonal to each other and that they can resolve the identity:
Iˆ =
∫
C
dzdz¯
2πi
|z〉 〈z| , (2.12)
i.e. they span an overcomplete basis.
After this, the whole process can proceed the usual way, leading to the discrete
version of the path integral for the transition amplitude from some coherent state |za〉
to another |zb〉
5
G′ = 〈zb| e−iTHˆ |za〉 =
N
∏
j=1
( ∫
C
dz¯jdzj
2πi
)
e
−∑N+1j=1 ( 12 [z¯j(zj−zj−1)−(z¯j−z¯j−1)zj−1]+iǫHj), (2.13)
where
〈zj|Hˆ|zj−1〉
〈zj|zj−1〉 = Hj. Note that now the expression is written in terms of complex
variables. Once again, the limit ǫ → 0 gives the continuum version of the transition
amplitude
G′ =
∫ z¯(T)=z¯b
z(0)=za
D2ze z¯bz(T)+z¯(0)za−|za|
2−|zb|2
2 ei
∫ T
0 dt[i
z¯z˙− ˙¯zz
2 −H(z,z¯)] (2.14)
where the irrelevant factors 2πi have been absorbed into the integration measure.
Then, after enforcing periodic boundary conditions |za〉 = |zb〉 = |z′〉 and integrating
over the boundary variables z′, z¯′ the partition function written in terms of complex
variables is recovered:
Z′ =
∫
pbc
D2zei
∫ T
0 dt[i
z¯z˙− ˙¯zz
2 −H(z,z¯)]. (2.15)
Now, for the harmonic oscillator, the classical function H(z, z¯) can be read from the
expression for Hj after taking the limit ǫ→ 0, which gives
H = |z|2 + 1
2
, (2.16)
meaning
Z′ = e−
iT
2
∫
pbc
D2zei
∫ T
0 dt[i
z¯z˙− ˙¯zz
2 −|z|2]. (2.17)
This result, though, is not the correct one. Indeed, it has already been established that
Eq. (2.8) gives the correct result. Then, by performing the canonical transformation
x = z+z¯√
2
, p = i z¯−z√
2
, Eq. (2.8) gives
Z =
∫
pbc
D2zei
∫ T
0 dt[i
z¯z˙− ˙¯zz
2 −|z|2]. (2.18)
This means that the calculation of the quantity in Eq. (2.17), i.e. the calculation
via the path integral in the coherent states basis, leads to the incorrect result Z′ =
∑
∞
n=0 e
−iT(n+1) = e− iT2 Z.
In fact, such incosistencies do not pertain solely to bosonic systems. Considering
spin s systems and repeating the usual procedure, the most natural resolution of the
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identity would be in terms of spin coherent states [21, 37, 38]
Iˆ =
2s + 1
2πi
∫
C
dz¯dz
(1+ |z|2)2 |z〉s s〈z|, (2.19)
where
|z〉s =
1
(1+ |z|2)s e
zSˆ− |s, s〉 = 1
(1+ |z|2)s
s
∑
j=−s
[ (2s)!
(s− j)!(s + j)!
]1/2
zs−j |s, j〉 (2.20)
are the spin coherent states and |s, j〉 denotes the eigenstate of Sˆz with eigenvalue j.
Then, considering even the simplest possible spin Hamiltonian Hˆ = ωSˆz and follow-
ing the standard procedure, we come to the wrong conclusion that for this Hamilto-
nian [14]
Z(s)
′
= e
iωT
2
s
∑
j=−s
e−iωTj = e
iωT
2 Z(s). (2.21)
To make matters even worse, when calculations are performed in the coherent states
basis, we encounter the unacceptable fact that the continuum result appears to be very
sensitive to the discretization procedure. To see this, consider again the Hamiltonian
in Eq. (2.10). After slicing the time evolution, inserting identities between the slices
is not the only way to proceed. Alternatively, the slices can be manipulated in a sym-
metric way, namely
e−iǫHˆ = 1
2πi
∫ ∣∣zj〉 e−iǫH(zj,z¯j)dz¯jdzj 〈zj∣∣ , (2.22)
where H(zj, z¯j) needs to be found. This leads to
〈zk| e−iǫHˆ |zk〉 = 12πi
∫ 〈
zk|zj
〉
e−iǫH(zj,z¯j)dz¯jdzj
〈
zj|zk
〉
. (2.23)
Exploiting expression (2.11), and using the ansatz H(zj, z¯j) = A|zj|2 + Bzj + Cz¯j +
D, it is easy to find that H(zj, z¯j) = |zj|2 − 12 . Then, substituting Eq. (2.22) in the
expression for the transition amplitude in terms of coherent states and taking the limit
ǫ → 0, once again an expression for the transition amplitude in the continuum is
obtained, which can be used to acquire the partition function. Indeed, Eq. (2.15) is
recovered, only this time H = |z|2 − 12 , which, in the same fashion as above, would
attribute to the partition function an extra factor e
iT
2 .
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This shows that different slicing procedures lead to different results in the contin-
uum. Specifically in the case we studied above, both of them are wrong. Note, though,
that the kinetic term was the same in both procedures -and the correct one, as well.
This is due to the fact that it stems from the inner product between neighboring states.
Thus, the only problematic term was the Hamiltonian symbol. Note, also, that if the
discrete version of the path integral is used for the calculation, the correct result is
always reproduced, no matter how the slices were manipulated.
There have been some attempts to fix these issues [13, 14, 21, 26]. For example,
in [13] the authors present a specific way to acquire the classical Hamiltonian in the
continuum. The validity of the procedure was confirmed, but only in a few specific
cases. Nevertheless, even if such a recipe could be proven to be valid in any instance,
it does not really resolve the issues concerning the coherent state path integral; it by-
passes them in a specific way.
Such incosistencies have been reported onlywhen overcomplete sets of states, such
as the coherent states, are used during the slicing manipulation. On the other hand, if
orthonormal states are used during the construction, the continuum limit appears to
be uniquely defined under the aforementioned assumptions regarding the form of the
Hamiltonian [3]. This indicates that when one tries to define the continuum version
of the path integral, they need to be very careful during the discretization procedure,
since incosistencies might appear at that stage. The inconsistencies were apparent
here, because the harmonic oscillator is a system that has been studied thoroughly,
so the anticipated results are already known. Not all systems share such a property,
though. It must, also, be noted that the results pertaining to the simple systems con-
sidered here are correct up to a phase, while for more complicated systems, if the usual
procedure is used, an extra phase is not enough to fix the discrepancies.
As stated above, the continuum version of the path integral is very important in
order for it to be a practical mathematical tool. At the same time, the above analy-
sis indicates that the usual procedure, from the discrete version to the continuum, is
not always trustworthy. This observation, calls for a recipe that could determine the
classical Hamiltonian symbol in the action on the continuum without reference to the
discrete. The establishment of such a recipe is the goal of the following Sections. Key
role to this has the kinetic term, which stems from the inner product between states
and is always well defined.
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3 Elements of geometric quantization
To put the problem on a firm ground, keeping in mind the above analysis which indi-
cates that we need to bypass the slicing procedure, we are looking for a mapping that
takes a quantumHamiltonian, i.e. an operator, and maps it to a classical Hamiltonian,
i.e. a function. As explained in Section 2, naively considering as classical Hamiltonian
the expectation value of the quantum one with respect to a set of coherent states does
not amount to a consistent map. For example for the harmonic oscillator Hamiltonian
Hˆ = aˆ† aˆ + 12 , this gives H = |z|2 + 12 , which leads to incosistencies.
Actually, the pursuit of a correspondence between classical functions and opera-
tors is not a new idea at all. Dirac was the first one that established the constraints
such a mapping has to obey in order to be consistent, albeit he had in mind an inverse
correspondence than the one we need here, i.e. a mapping from classical functions
to quantum operators. Unfortunately, it was later proven that such a mapping can-
not exist, but only for a limited set of functions [5, 6]. This was the verdict of the
Groenewold-van Hove theorem, which we present along with its proof in Appendix
A.
Moreover, there is a deeper theoretical reason which indicates that such a task is
not trivial at all: there are great conceptual and structural differences between func-
tions and operators. In terms of geometry, functions lie on a phase space which turns
out to be a symplectic manifold, while operators act on a Hilbert space, a structure de-
fined over the aforementioned manifold. Geometric quantization is a procedure that
provides such a correspondence, in the way Dirac intended, i.e. functions are mapped
to operators. Below we give the basic ingredients of this method. The mathematical
concepts it relies on are rather technical and profound, so, in order to understand their
meaning, we shall try to give their significance in our context.
The Hilbert space over curved symplectic manifolds is usually considered to be
spanned by sections of a complex line bundle, where the connection is identified with
the symplectic potential A. A complex line bundle is a structure which is constructed
upon choosing a complex 1D vector space for every point over a topological manifold,
in a smooth manner. Sections are locally identified as functions Φ on a coordinate
chart, while connection is an object used to define parallel transport over a manifold
in a consistent way. Unfortunately, in the context of geometric quantization, which
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remains the only consistent quantization method for curved manifolds, this formal-
ism does not always suffice for the construction of real irreducible representations of
quantum mechanics.
The solution to this was given through the redefinition of the Hilbert space as the
set spanned by tensor products of sections of the previous complex line bundle with
sections of the half-form bundle, where the elements of the latter behave locally as
square roots of differential forms. The symplectic potential was again chosen to be
the connection of the new structure. This formalism turned out to be consistent and
can explicitly construct irreducible representations over any classical, real or complex,
manifold. Thus, in order for the representation of quantum mechanics to be irre-
ducible for both real and complex manifolds, we consider the, so called, half -form
quantization.
In our context, the manifolds we are interested in, are those defined by the phase
space of the path integral. More specifically, we refer to complex manifolds, since
these are the ones where incosistencies were encountered. In literature, the wave
functions over such manifolds are usually defined as the set of holomorphically po-
larized complex line sections. This polarization is defined through the action of the
anti-holomorphic covariant derivative
Dz¯Φ(z, z¯) = 0 =⇒
(
∂
∂z¯
+ iAz¯
)
Φ(z, z¯) = 0, (3.1)
where the connection A is the symplectic potential on the underlying symplectic man-
ifold M. This equation has a solution of the form Φ(z, z¯) = φ(z)exp [−Y(z, z¯)/2],
where Y is a function for which Re [Y(z, z¯)] → +∞ sufficiently fast in the |z| → +∞
limit. Then, a canonical inner product can be defined [34] for the wave functions as
(Φ1,Φ2) = k
∫
M
φ∗1(z¯)φ2(z)e
−Y(z,z¯)µ(z, z¯), (3.2)
where k is a normalization constant and µ(z, z¯) is the measure of integration defined
canonically on the 2D manifold M. In this case, this is simply the symplectic 2-form1
1In the general case of 2n dimensions the canonical measure is given as
µ(xi) =
ωn
n!
=
√
detωdx1 ∧ dx2 ∧ · · · ∧ dx2n,
where the xi ’s with i = 1, 2, · · · , 2n are the coordinates of a local chart.
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ω = −dA, i.e. µ(z, z¯) = ω. In principle, the symplectic 2-form is the fundamental
quantity defining the symplectic structure, but in the context of geometric quantiza-
tion the symplectic potential has a more prominent role.
In order for the method of quantization to have the same structure over both real
and complex symplectic manifolds, one, also, has to promote the set of holomorphi-
cally polarized complex-line sections to a set of holomorphically polarized half-form
corrected ones [4, 30, 34, 35]. In this formalism, the holomorphically polarized wave-
functions are locally of the form
Φ(z, z¯) = φ(z)e−
Y(z,z¯)
2
√
dz, (3.3)
where the polarization of the function part remains the same as before and the condi-
tion of holomorphic polarization for the half-form part is also taken into account. The
canonical inner product is then defined as [34]2
(Φ1,Φ2) = k
∫
M
(
(Φ∗1 ⊗Φ∗1) ∧ (Φ2 ⊗Φ2)
µ(z, z¯)
) 1
2
µ(z, z¯), (3.4)
where k again is a normalization constant.
By substituting Eq. (3.3) in (3.4) this expression simplifies to
(Φ1,Φ2) = k
∫
M
φ∗1(z¯)φ2(z)e
−Y(z,z¯)
(
dz ∧ dz¯
µ(z, z¯)
) 1
2
µ(z, z¯). (3.5)
The above reasoning may seem rather technical. Consider, though, its main points:
we begin with a symplectic manifold. Then, the irreducible representations of wave
functions are defined in a way that depends on the connection. Finally, for them we
define a canonical inner product or, equivalently, a Hilbert space has been constructed.
In other words, from a symplectic manifold -the phase space- emerges a Hilbert space
-where wave functions reside. Now, it remains to find a correspondence between
the objects relevant to each one of them. These are classical functions and operators,
respectively, hence the relevance of this method to our scope.
Regarding the observable, classical functions, geometric quantization proceeds by
2In what follows, the symbol ab with a and b being differential forms of the same degree, is the
function for which
(
a
b
)× b = a
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identifying, for each one of them, the differential (quantum) operator [35], the observ-
able effect of which is represented by the classical function at hand. For a smooth func-
tion f , considered as a classical observable on a manifold, the operator constructed
through the half-form extended geometric quantization procedure [30, 34] is
Qˆ( f ) = −iξz∂z − i
2
(∂z + 4iAz) ξ
z + f , (3.6)
where ξµ = ωµν∂ν f is the Hamiltonian vector field corresponding to the smooth func-
tion f . In Appendix B we present the basic steps needed to arrive at this result. In
this form, operator (3.6) acts only on the holomorphic function φ(z) of the half-form
corrected polarized wave functions (3.3). The contribution of the half-form correction
is included in the ∂zξ
z term and is known as the metaplectic correction [4, 30, 34, 35].
This term will prove to be crucial for the cure of the incosistnecies encountered above,
as we shall see in the next Section.
A very strict constraint this construction must adhere to, refers to the Hamiltonian
vector field ξ, the flow of which induces the action of the respective operator. This
field must preserve the polarization [4, 30, 34, 35], i.e. its Lie Derivative acting on any
polarized vector field P = φ(z) ∂∂z must lie in the space of polarized vector fields
Lξ (P) = [ξ, P] = (ξz∂zφ− φ∂zξz) ∂z ∀z ∈ C, (3.7)
with the coefficient of the antiholomorphic direction−φ∂zξ z¯ being equal to zero. Thus,
it suffices to have
∂zξ
z¯ = 0. (3.8)
If this condition is not met, the operator is not legitimate, since the preservation of the
polarization is a strict condition for the validity of the whole procedure. It must, also,
be noted that the procedure leading to Eq. (3.6) is expected to hold only for operators
which contain derivatives up to the first order, since only these are related linearly to
vector fields. In Section 5 we argue that, in the path integral context, the extension of
this procedure to higher powers of such operators, can be performed with the use of
functional techniques, without the introduction of extra mathematical structure.
The main idea in the current work, advocated in the next section, is to consider
the quantum operator as known and use Eq. (3.6) as a first order differential equa-
tion with respect to the function f . In that case, we demand that the condition (3.8)
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is fulfilled by the Hamiltonian vector field corresponding to the function f , regardless
if the metaplectic correction is taken into account or not. This way we aim to un-
derstand how the action of that operator is represented as a classical observable on a
given symplectic manifold and use this reasoning to identify the correct Hamiltonian
symbol, weighing time-continuous path integrals.
4 Path integral construction in the continuum
In this Section we will showcase how half-form quantization can be used to identify
the correct continuum limit for the Hamiltonian symbol appearing in path integrals.
To connect geometric quantization with the usual Dirac bra/ket notation we express
the set of coherent states |z〉 through their more abstract mathematical definition [34].
These are elements of the Hilbert space, the inner product of which with an arbitrary
state |φ〉 gives the value of the corresponding holomorphic wavefunction at a point z
φ(z) = 〈z|φ〉 . (4.1)
This definition allows Eq. (3.5) to be rewritten as
(Φ1,Φ2) = 〈φ1|
{
k
∫
M
|z〉 〈z| e−Y(z,z¯)
(
dz ∧ dz¯
µ(z, z¯)
) 1
2
µ(z, z¯)
}
|φ2〉 , (4.2)
through which the resolution of the identity can be formally defined
Iˆ = k
∫
M
|z〉 〈z| e−Y(z,z¯)
(
dz ∧ dz¯
µ(z, z¯)
) 1
2
µ(z, z¯). (4.3)
The existence of the resolution of the identity3 allows for the use of coherent states
during the discretization of -real or imaginary- time evolution, through which the path
integral representation of the transition amplitude, the generating functional or the
partition function is constructed [3] [31]- [33]. It is easy to see that both Eqs. (2.12) and
3In the case where the the half-form structure is not included, the same argument used on Eq. (3.2)
gives again a resolution of the identity
Iˆ = k
∫
M
|z〉 〈z| e−Y(z,z¯)µ(z, z¯).
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(2.19) reduce to the form of Eq. (4.3). To proceed, we define the holomorphic coherent
states by dropping the normalization factors from the expressions in Eq. (2.11), (2.20)
which in turn are absorbed into the identities (2.12), (2.19). Thus, for a bosonic system
we consider the holomorphic coherent states
|z〉(0)b = ezaˆ
† |0〉 =
∞
∑
n=0
zn√
n!
|n〉 , (4.4)
with resolution of the identity [20, 21, 23]
IˆE2 =
1
2πi
∫
C
|z〉(0)b (0)b〈z|e−|z|
2
dz ∧ dz¯, (4.5)
(where the upper index (0) denotes the lack of normalization) and for a spin system in
the su(2) representation with highest weight s we consider the holomorphic coherent
states
|z〉(0)s = ezSˆ− |s, s〉 =
s
∑
j=−s
[
(2s)!
(s− j)!(s + j)!
] 1
2
zs−j |s, j〉 , (4.6)
with the resolution of the identity [21, 38]
IˆS2 =
2s + 1
2πi
∫
C
|z〉(0)s (0)s〈z|e−2sln[1+|z|
2] dz ∧ dz¯
(1+ |z|2)2 . (4.7)
From the form of Eqs. (4.5) and (4.7) it is easy to see that the symplectic manifolds
over which the corresponding quantum mechanics are defined are the 2D Euclidean
plane for the bosonic case, and the 2-Sphere for the spin case. In the following, we will
denote the measure as d2z = dz ∧ dz¯, in order to simplify the integral expressions.
The discrete construction of a path integral over the set of the aforementioned co-
herent states is well defined, as long as it is considered as a product of countably
infinite terms. For a general slicing procedure, the discrete version of the path integral
partition function is given by
tr
[
Tˆe−i
∫ T
0 dtHˆ
]
= lim
ǫ→0
lim
N→∞
∫
pbc
N
∏
j=0
µ(zj, z¯j)
N
∏
j=0
〈zj+1|zj〉 e−iǫHj , (4.8)
where |zN+1〉 = |z0〉 is the periodicity condition and Hj is the classical Hamiltonian at
time t = ǫj. In our approach, we demand for the limit of the aforementioned count-
ably infinite product to an uncountably infinite one to be well defined in the context
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of Hamiltonian mechanics, a demand which is vital for the existence of a consistent
time-continuous path integral. Next, we quantify this demand by requiring the con-
tinuum version of the path integral to coincide with the mathematically well-defined
phase space path integral originating from the theory of geometric quantization. The
key ingredient in our proposal is the identification of the classical Hamiltonian weigh-
ing the path integral with a specific function, namely the one which, upon half-form
quantization, is mapped to the quantum Hamiltonian the path integral pertains to. In
the light of the arguments presented in Section 3, this is a natural demand, corrobo-
rated by the mathematically strict correspondence between functions and operators,
presented there. The continuum version of the path integral for the partition function
is then defined to be of the form [30, 39]
tr
[
Tˆe−i
∫ T
0 dtHˆ
]
=
∫
Periodic
N

 ∏
t∈[0,T]
d2z(t)
√
det||ω(z(t), z¯(t))||

 ei ∫ T0 dt{Aµ(z(t),z¯(t))x˙µ(t)−H(z(t),z¯(t))},
(4.9)
where Aµ is the symplectic potential of the manifold, on which the classical action
is defined on, xµ = {z, z¯} is the set of complex coordinates, and
∏
t∈[0,T]
d2z(t)
√
det||ω(z(t), z¯(t))|| = lim
N→∞
N
∏
j=0
d2zj
√
detω(zj, z¯j) (4.10)
is the functional measure. The Hamiltonian function H in this formula represents the
classical observable that controls, through the flow of the corresponding vector field,
the evolution of the wave-functions on the Hilbert space. At this point it is impor-
tant to note that the discrete structure that supports the integral (4.9) is symmetric by
construction.
The ”normalization factor” N stems from the fact that the measure of integration
∏t∈[0,T] µ(z(t), z¯(t)) = lim
N→∞ ∏
N
j=0 µ(zj, z¯j), originating from the discrete version, may
not match perfectly with the symplectic structure appearing in the action4 and can be
4In the sense that µ(z, z¯) 6= ω(z, z¯) = −dA.
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modified as
µ(z(t), z¯(t)) =
µ(z(t), z¯(t))√
det||ω(z(t), z¯(t))||dz(t) ∧ dz¯(t)
√
det||ω(z(t), z¯(t))||dz(t) ∧ dz¯(t) ≡
≡ N
√
det||ω(z(t), z¯(t))||dz(t) ∧ dz¯(t)
in order to bring forth the canonical measure of the symplectic manifold. This match-
ing becomes necessary when one wants to perform semi-classical calculations at the
continuum limit. If this factor is constant, it can just be factored out, as in the case of
bosonic and spin systems [39] where
Nb = lim
N→∞
N
∏
j=0
−1
2π
, NS = lim
N→∞
N
∏
j=0
s + 1/2
s
−1
2π
. (4.11)
Otherwise, it must be implemented to the action as a functional determinant simi-
larly to the Faddeev-Poppov procedure of non-Abelian Gauge theories [40]. Formula
(4.9) will be our definition of a time-continuous path integral in the coherent-state
basis.
The first step in our construction, before changing our point of view to geometric
quantization, is the identification of the manifold over which path integration takes
place. The symplectic potential A, defining the underlying symplectic structure in
the continuum limit (4.9), can be easily found from the limit of the countably infinite
product of inner product terms in the discrete version of the path integral as
lim
ǫ→0
lim
N→∞
N
∏
j=0
〈zj+1|zj〉 ≡ ei
∫ T
0 dtAµ(z(t),z¯(t))x˙
µ(t). (4.12)
This limit can be easily seen to be well defined, since it is independent of the slicing
manipulation. At the same time, the symplectic potential A can be interpreted as an
emergent connection on the curved classical manifold, since it dictates how neighbor-
ing time slices are sewed together at the continuum limit.
Due to the interpretation of the continuum version of the path integral as Eq. (4.9),
the limit of the Hamiltonian term is now expected to represent the classical observable
on the manifold with symplectic potential A. Formally, for operators represented as
first order differential ones and which correspond to polarization preserving Hamil-
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tonian vector fields, this limit should be the smooth function f satisfying Eq. (3.6).
To proceed, we define the classical function appearing in Eq. (3.6) as the inverse of
Qˆ acting on the operator Hˆ, while the operators for which this procedure is valid are
defined as Qˆ−1-de-quantizable. We can then explicitly define the continuum limit of
the Hamiltonian symbol for the set of Qˆ−1-de-quantizable operators (labelled by the
index d.q.) as Qˆ−1(Hˆd.q.)(z(t), z¯(t))
lim
ǫ→0
lim
N→∞
Hj,d.q. ≡ Qˆ−1(Hˆd.q.)(z(t), z¯(t)). (4.13)
It must be noted that if Eq. (3.6) is to be used, the representation of an operator as
a differential one emerges from its action on the purely holomorphic form of the co-
herent states 4.4, 4.6, i.e. when these are not normalized. We stress the fact that this
operator representation is not expected to be a representation in the Lie-algebra sense,
since the coordinate induced forms these operators take are just the result of their spe-
cific action on the corresponding set of coherent states. It is also easy to see that the
Hamiltonian symbol corresponding to the identity operator is trivially Qˆ−1( Iˆ) = 1
over all symplectic manifolds.
This procedure is not expected to be valid if the Hamiltonian vector field corre-
sponding to an operator does not preserve the polarization, i.e. for operators that do
not belong in the set of Qˆ−1-de-quantizable ones.
We now proceed with the study of the bosonic and the spin case.
4.1 Bosonic coherent states
The identification (4.12) in the basis of coherent states (4.4) yields the following result
Aµ x˙
µ =
i
2
(z¯z˙− z ˙¯z). (4.14)
From this, the symplectic potential of the induced classical mechanics, corresponding
to the 2D Euclidean plane, is found to be A = i2(z¯dz− zdz¯). The coordinate induced
forms for the annihilation and creation operators on the flat manifold are
aˆ |z〉(0)b =z |z〉(0)b and aˆ† |z〉(0)b =
∂
∂z
|z〉(0)b (4.15)
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respectively, while for the number operator we find5
aˆ† aˆ |z〉(0)b =z
∂
∂z
|z〉(0)b . (4.16)
Plugging these into Eq. (3.6) we find the respective smooth functions
Qˆ−1(z) = z, Qˆ−1
(
∂
∂z
)
= z¯ (4.17)
and
Qˆ−1
(
z
∂
∂z
)
= |z|2 − 1
2
, (4.18)
which indeed are known to provide correct results [3,13] when used as classical Hamil-
tonians in the respective time-continuous coherent state path integrals. In all consid-
erations a symmetric underlying discrete structure is implied6, that is |z|2 ↔ z¯jzj. In
this example, the metaplectic correction contributed only in the case of the number
operator, appearing as the extra − 12 term in Eq. (4.18) (it can already be seen in the
light of the analysis in Section 2, that this resolves the issues concerning the harmonic
oscillator path integral in the coherent states basis). In the opposite point of view, it
is considered [35] that the correct quantum physics for the observable |z|2 are pro-
vided by the operator z ∂∂z +
1
2 and not by z
∂
∂z . This has been based on arguments
related to the zero point energy of the harmonic oscillator and the commutator alge-
bra appearing after quantization. Nevertheless, no direct or mathematically robust
argument could be given until now, regarding why the correction should be included.
In this example we proved that the de-quantization procedure gives such a reason, as
this correction was vital for the computationally exact mapping between the canonical
and path integral quantization of this system.
Due to the linearity of the mapwe can also deduce the correct Hamiltonian symbol
corresponding to any linear function of the previous three operators and the identity
Fˆ(k, l,m, d) = kaˆ† aˆ + laˆ + maˆ† + d1, (4.19)
5These forms can be found explicitly by acting with the afforementioned operators on the set of
coherent states, and as explained previously do not constitute a representation of the algebra.
6Quantum field theory methods based on the computation of a functional determinant necessarily
imply a symmetric underlying discrete structure.
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where k, l,m, d ∈ C. This is found to be
Qˆ−1
(
Fˆ(k, l,m, d)
)
= k
(
|z|2 − 1
2
)
+ lz + mz¯ + d. (4.20)
As expected, if the metaplectic correction is not taken into account, these results re-
duce to the expectation values of the respective operators in the coherent states basis,
which if used in time-continuous path integration give wrong results [12, 13, 28], as
explained in section 2.
4.2 Spin coherent states
For the spin coherent states (4.6), the corresponding construction defines the kinetic
term [32, 33]
A
(s)
µ x˙
µ = is
(z¯z˙− z ˙¯z)
1+ |z|2 , (4.21)
which yields the connection A(s) = s i
1+|z|2 (z¯dz− zdz¯). The coordinate induced form
of the su(2) generator Sˆz in the highest weight s representation, can be found from its
action on the coherent states as
Sˆz |z〉(0)s =
[
−z ∂
∂z
+ s
]
|z〉(0)s . (4.22)
For this operator, now, we can use Eq. (3.6) to compute the corresponding classical
Hamiltonian.
Plugging Sˆz in Eq. (3.6) one can find
Qˆ−1
(
Sˆz
)
= s
1− |z|2
1+ |z|2 +
1
2
. (4.23)
After this result, the partition function for the simple system Hˆ = ωSˆz assumes the
following form
Z = Tr
[
e−iTωSˆz
]
= NS
∫
pbc

 ∏
t∈[0,T]
2si
d2z(t)
(1+ |z(t)|2)2

 ei
∫ T
0 dt
{
is
z¯(t)z˙(t)−z(t) ˙¯z(t)
1+|z(t)|2 −ω
(
s
1−|z(t)|2
1+|z(t)|2+
1
2
)}
.
(4.24)
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The measure is constructed such that
Ns
∫ 
 ∏
t∈[0,T]
2si
d2z(t)
(1+ |z(t)|2)2

 = limN→∞
N
∏
j=0
2s + 1
2πi
∫ d2zj
(1+ |zj|2)2 (4.25)
and gives the canonical measure of integration coming from the coherent states. Note
that, as in the bosonic case, the discrete form of the integral (4.24) is defined through
the symmetric slicing |z|2 ↔ z¯jzj. The integration in Eq. (4.24) is easily performed [14]
yielding the correct result Z = ∑sj=−s e−iωTj = sin[ωT(s + 1/2)]/sin[ωT/2]. The
metaplectic correction, appearing as the + 12 term in Eq. (4.23), was once again exactly
the term needed for the correct partition function to be recovered.
From Eqs. (4.17), (4.18) and (4.23) we deduce that if the classical observable of a
quantum operator corresponds to a polarization preserving vector field, regardless if
the metaplectic correction is taken into account, then the metaplectically corrected ob-
servable can be used as the Hamiltonian term in the corresponding time-continuous
path integral. In the context of path integral quantization thus, the metaplectic correc-
tion appears to be a consistent and immediate way to arrive at correct results in the
continuum, making its importance unambiguous.
At this point a comment is in order. It is interesting to see that the study of the
resolution of the identity on the 2-Sphere, would give through the use of Eq. (4.3)
IˆS2 = k
′
∫
C
|z〉 〈z| e−YS2(z,z¯) dz ∧ dz¯
1+ |z|2 . (4.26)
If we demand this expression to coincide with the one appearing in Eq. (4.7), the
function in the exponent should be YS2 = 2
(
s + 12
)
ln
(
1+ |z|2). If we proceed with
geometric quantization at this level of structure, i.e. during the construction of the
functional measure, the natural choice is to identify YS2 as above. Taking into account
that YS2 is also defined through the solution of Eq. (3.1), we get, for the underlying
symplectic structure, the 1-form A′ =
(
s + 12
)
i
1+|z|2 (z¯dz− zdz¯)which differs from the
connection A that appears in Eq. (4.21). As can be readily checked, the use of A′ in-
stead of A in Eq. (3.6) yields a Hamiltonian function which leads to a wrong result
for the partition function (4.24). As a consequence, the symplectic structure indicated
by the functional measure is different from the one indicated by the kinetic term of
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the action in this instance. This is not the case with the bosonic path integrals, where
they coincide. Nevertheless, in the procedure proposed in this paper, the symplectic
structure must be necessarily defined through the kinetic term, since it is immediately
related to the classical mechanics defined by the action.
Finally, note that spin systems with s = 1/2 could also be addressed through
fermionic path integrals, for which a method for the identification of the correct con-
tinuum limit has been proposed [41].
5 Higher orders and interactions
5.1 Higher orders
The generalization of the previous results for some higher order operators can pro-
ceed with no need of additional mathematical structure, since the rigorous formal-
ism of functional integrals allows for power reducing manipulations. Through these,
path integration naturally defines a more general de-quantization map, which pro-
vides the proper Hamiltonian symbols for operators that are not necessarily Qˆ−1-de-
quantizable. By definition, this map is expected to share a lot of common traits with
the inverse of a consistent - under Dirac’s constraints - quantization map [4, 5] (see
Appendix A). Before we proceed, to avoid confusion and misconceptions, we stress
that the map presented in the following is consistent in the path integral context, i.e.
to acquire the classical Hamiltonian symbol pertaining to the action in a path integral.
It is not guaranteed, though, to be an appropriate de-quantization scheme in general,
and should not be used in contexts other than the path integral, unless, of course, it is
properly justified.
So far, we have proposed a consistent de-quantization procedure which, through
the action of Qˆ−1, maps first order differential operators to their respective Hamilto-
nian symbols. Nevertheless, in order for path integration to be considered as a useful
technique for actual systems, a generalization of this procedure to include higher or-
der operators and interactions must be performed. We start by defining this procedure
through the action of a more general de-quantization mapQ−1, this time mapping ar-
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bitrary operators to their respective Hamiltonian symbols in the continuum
lim
ǫ→0
lim
N→∞
Hj ≡ Q−1(Hˆ)(z(t), z¯(t)). (5.1)
The action of this map on Qˆ−1-de-quantizable operators is defined as in the previous
Section
Q−1|d.q. = Qˆ−1, (5.2)
where Qˆ−1 is the de-quantization map constructed via half-form quantization. In
other words, the new map is identified with the map we introduced in Section 4,
as far as Qˆ−1-de-quantizable operators are concerned. The action of Q−1 on higher
order operators cannot be understood this way though (at least not without introduc-
ing extra mathematical structure) and for this reason we will study it with the use of
functional techniques. Note, that while in the definition of Q−1 we have used the ex-
ponent −1, in analogy to Qˆ−1, it is not guaranteed that there exists a corresponding
unique quantization map Q such that (Q−1)−1 = Q. Thus, we do not consider the
map Q−1 as invertible; we merely use the −1 exponent to denote that it de-quantizes
operators instead of quantizing functions. In the same context we neither consider
the mapQ−1 to be necessarily linear on the space of operators, since during the usual
slicing procedure the Hamiltonian symbol may acquire non-trivial contributions from
commutator terms, in general. In the rest of this subsection we will study how Q−1
acts on polynomials of Qˆ−1-de-quantizable operators.
In what follows, we consider time independent Hamiltonian operators and thus
for simplicity we drop the time ordering operator Tˆ from the expressions. The func-
tional identity we will use to identify the Hamiltonian symbol in higher orders is
tr
[
e±iTHˆ
2
]
∼ tr
[∫
Dξe
{
∓ i4
∫ T
0 dtξ
2+i
∫ T
0 dtξ Hˆ
}]
=
∫
Dξe∓ i4
∫ T
0 dtξ
2
tr
[
ei
∫ T
0 dtξ Hˆ
]
(5.3)
and its generalization for an arbitrary positive integer power k
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tr
[
e±iTHˆ
k
]
= tr
[
e
±iT
{
1
2(Hˆ+Hˆ
k−1)
2− 12 Hˆ2− 12 Hˆ2k−2
}]
∼
∼ tr
[∫
Dξ1
∫
Dξ2
∫
Dξ3e∓ i4
∫ T
0 dt{ξ21−ξ22−ξ23}e i√2
∫ T
0 dt(ξ1+ξ2)Hˆ+
i√
2
∫ T
0 dt(ξ1+ξ3)Hˆ
k−1
]
,
(5.4)
both of which are valid for all operators Hˆ which have a complete set of eigenstates.
Through recursive use of Eq. (5.4), it is easy to prove the power mapping property
Q−1
(
Hˆk
)
=
(
Qˆ−1
(
Hˆ
))k
, k ∈ N, (5.5)
for all time independent Hermitian Qˆ−1-de-quantizable operators Hˆ. This provides
theHamiltonian symbol corresponding to the operator Hˆk in time-continuous coherent-
state path integration. More explicitly, starting with tr
[
e−iTHˆk
]
and lowering the
power of the operator to its first order, through the recursive use of Eq. (5.4), one
can map the trace involving the first order operator to its path integral representation
according to the results in Section 4. Then, Eq. (5.5) is easily obtained, after integrating
over the auxiliary fields ξi. This result can be generalized to include time dependent
Hamiltonians, if the time dependence factors out as Hˆ(t) = f (t)Hˆ, where Hˆ is a con-
stant Hermitian operator and f (t) is a real smooth function.
For linear combinations of operators, even if all of them can be de-quantized, one
cannot be sure that this can be done simultaneously for all of them, i.e. that Q−1 will
act linearly on these. For a deeper understanding of such instances more sophisticated
methods should be considered. Nevertheless, linearity is true when all operators ap-
pearing in the linear combination commute, since the previous construction can pro-
ceed independently for each operator. This can be confirmed by studying the action
of Q−1 on the quantum operator
Hˆ =
N
∑
n=0
cn(aˆ
† aˆ)n, cn ∈ R, (5.6)
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the de-quantization of which, according to the previous arguments, gives
Hcl = Q−1
(
N
∑
n=0
cn(aˆ
† aˆ)n
)
=
N
∑
n=0
cn
(
|z|2 − 1
2
)n
. (5.7)
In cases like this, the factors cn can be considered time dependent, since the operators
do not mix and continue to commute ∀t ∈ [0, T]. For the sake of simplicity though,
we will continue by considering these as constants. The calculation of the partition
function
Z =
∫
Periodic
D2z(t)ei
∫ T
0 dt(
i
2 (z¯z˙− ˙¯zz)−∑Nn=0 cn(|z|2− 12)
n
), (5.8)
where∫D2z(t) = N ∫ {∏t∈[0,T] id2z(t)} = lim
N→∞ ∏
N
j=0
1
2πi
∫
d2zj, proceeds then by introduc-
ing the identity [42–45]
1 =
∫
Dζδ[ζ − |z|2] =
∫
Dζ
∫
Dσe−i
∫ T
0 dtσ(ζ−|z|2) (5.9)
in Eq. (5.8). As a result, the partition function (5.8) can be recasted into the form
Z =
∫
Dζ
∫
Dσe−i
∫ T
0 dt(σζ+∑
N
n=0 cn(ζ− 12)
n
)F(ζ, σ), (5.10)
where
F(ζ, σ) =
∫
Periodic
D2zei
∫ T
0 dt(
i
2 (z¯z˙− ˙¯zz)+σ|z|2). (5.11)
The last integral can be calculated by standardmeans [3], giving F(ζ, σ) = ∑∞m=0 e
i
∫ T
0 dtσ(m+
1
2)
and consequently
Z =
∞
∑
m=0
∫
Dζ
∫
Dσe−i
∫ T
0 dt(σ(ζ−m− 12)+∑Nn=0 cn(ζ− 12)
n
). (5.12)
The integration over the field σ yields the functional delta δ[ζ −m− 12 ] and thus fixes
the ζ variable to the values m + 12 , leading to
Z =
∞
∑
m=0
e−iT ∑
N
n=0 cnm
n
, (5.13)
which is the correct result, as can be easily seen from the trace definition of Z.
To study general Hamiltonian operators that are products of equal powers of aˆ
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and aˆ† or linear combinations of such terms, the correct mapping can be identified by
exploiting the bosonic commutation relation to rewrite the Hamiltonian in the form
of Eq. (5.6), which in turn can be de-quantized as showcased above. This argument
can be further generalized, to state that whenever a quantum Hamiltonian can be
expressed as a polynomial of some Hermitian Qˆ−1-de-quantizable operator, its map-
ping to the classical Hamiltonian pertaining to the path integral can be performed
linearly using Eq. (5.5). In the case of bosonic systems, this argument can thus be used
to study higher powers of the general Hermitian operator Hˆ = kaˆ† aˆ + caˆ + c¯aˆ† + d,
where k, d ∈ R and c ∈ C, which is indeed a Qˆ−1-de-quantizable operator.
Summarizing the results up to this point, for the bosonic case we have identified
the action of the de-quantization mapQ−1 on operators of the form
Fˆ =
N
∑
n=0
ln
(
kaˆ† aˆ + caˆ + c¯aˆ† + d
)n
, (5.14)
to be
Q−1 (Fˆ) = N∑
n=0
ln
[
k
(
|z|2 − 1
2
)
+ cz + c¯z¯ + d
]n
, (5.15)
providing the corresponding Hamiltonian symbols in the continuum. Here, k, d ∈ R
and c ∈ C are constants, but the ln ∈ R factors can in general be time dependent
∀n = 1, . . . , N. More formally, we have shown that for constant k, d ∈ R and c ∈ C,
the map Q−1 takes elements linearly, from the set
N
(b)
q = spanR
{(
kaˆ† aˆ + caˆ + c¯aˆ† + d
)n |n ≥ 0} (5.16)
to elements of the set
N
(b)
cl = spanR
{[
k
(
|z|2 − 1
2
)
+ cz + c¯z¯ + d
]n ∣∣n ≥ 0} . (5.17)
When acting on the subset of operators (5.16), Q−1 can be seen to be invertible. Fur-
thermore, its inverse shares a lot of similarities with a quantization map subject to
Dirac’s constraints and as long as it only connects (5.16) with (5.17), it does not vio-
late any no-go theorems presented in quantization theory [4, 5]. At first glance, this
might seem to contradict the results presented in Appendix A, but note that the set
(5.17) does not contain elements zk z¯l for any possible combination of integers k, l; it
merely contains a specific subset of them, tailored to avoid obstructions. It must, also,
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be noted, that while operators belonging to (5.16) span a relatively restricted set, they
correspond to a large class of physical systems, many of which are very important.
Indeed, the set (5.16) encompasses, for example, any system whose Hamiltonian is a
polynomial with respect to the number operator, making the path integral formalism
applicable to such systems.
Considering spin systems, the classical Hamiltonian corresponding to the genera-
tor Sˆz in the highest weight s representation of su(2) appears in Eq. (4.23). The de-
quantization of its higher powers can be identified again, through the recursive use
of Eq. (5.4). In the functional integration formalism we can then identify the action of
Q−1, this time taking elements linearly from the set
N
(s)
q = spanR
{
Sˆnz |n ≥ 0
}
(5.18)
to elements of the set
N
(s)
cl = spanR
{(
s
1− |z|2
1+ |z|2 +
1
2
)n ∣∣n ≥ 0
}
, (5.19)
providing the correct Hamiltonian symbols. The validity of these symbols will be
checked through a highly non-trivial example in the next subsection. As expected,
acting on the subset of operators (5.18), Q−1 is invertible and its inverse acting on the
corresponding subset of functions (5.19) obeys Dirac’s constraints [4, 5], since the al-
gebra in both subsets is Abelian.
The aforementioned compatibility of the inverse of Q−1 with Dirac’s constraints
was, actually, anticipated due to the method used for its construction. To clarify this
statement, we emphasize on some important steps in our procedure. At the level of
algebra generators, the identification of the Hamiltonian symbol proceeded through
the inversion of Eq. (3.6), where for the quantum operator Qˆ the following property
holds
[Qˆ( f ), Qˆ(g)] = iQˆ({ f , g}), (5.20)
for all the consistently de-quantizable cases studied, i.e. for the operators Qˆ = aˆ,
aˆ†, aˆ† aˆ and Sˆz. This property is one of Dirac’s constraints for the canonical quanti-
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zation of classical observables. It is known that Eq. (5.20) cannot hold for general
sets of quantizable classical functions { f , g, . . . }, since the inclusion of higher order
classical observables in many occasions leads to inconsistencies [4–6]. If the observ-
ables commute this property is trivially true, since both the Poisson brackets and the
commutation relations of all elements in Eq. (5.20) are zero. In our case, the oper-
ator/function subsets (5.16)/(5.17) and (5.18)/(5.19), connected through the general
de-quantization map Q−1, arose by solving Eq. (3.6) for the classical observable f -
i.e. the correspondence Qˆ( f )/ f was obtained- and the resulting correspondence was
generalized to higher powers through functional methods. This procedure produced
Abelian subsets on which Q−1 is invertible and (Q−1)−1 satisfies Eq. (5.20), making
it compatible with Dirac’s constraints. Nevertheless, even though geometric quanti-
zation provided an invertible map for the above examples,Q−1 may not be invertible
in general and may bear no relation to an inverse theory of quantization.
5.2 Interactions
With the previously proposed methods, it is also possible to study some very general
classes of interactions analytically. These are the cases involving linear combinations
of tensor products of operators which can be simultaneously de-quantized and used
as Hamiltonian symbols, weighing functional integrals. Such systems appear in the
form
Oˆint =
N
∑
l=1
ωlOˆl1⊗ Oˆl2⊗ · · · ⊗ Oˆlk, (5.21)
where Oˆl j represents the operator of the j-th system participating in the l-th interaction
term.
To approach such systems, we first need to understand how the map Q−1 acts
on tensor products of operators. Any consistent path integration map, providing the
Hamiltonian symbols in the continuum limit, should map operators acting on differ-
ent Hilbert spaces independently. This property can be derived naturally from the
discretization procedure. By definition then, Q−1 has this property which quantita-
tively is expressed as
Q−1 (Hˆ1⊗ Hˆ2) = Q−1 (Hˆ1)Q−1 (Hˆ2) . (5.22)
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Then, regarding operators of the form (5.21), the mapQ−1 acts on Eq. (5.21) as
Q−1 (Oˆint) = N∑
l=1
ωlQ−1
(
Oˆl1
)
Q−1
(
Oˆl2
)
· · · Q−1
(
Oˆlk
)
, (5.23)
as long as all N operators corresponding to each subsystem can be simultaneously de-
quantized. Of course, this is trivially true when all N operators commute. In bosonic
systems, the previous arguments allow for the consistent study of interaction terms
between k subsystems such as:
1. Interactions where all subsystems take part through a single first order operator
and its powers:
Oˆ(bos)int1 =
N
∑
l=1
ωl ⊗kj=1
(
kj aˆ
†
j aˆj + cj aˆj + c¯j aˆ
†
j + dj
)nl j
, ωl, kj, dj ∈ R, cj ∈ C.
(5.24)
Here, the index j refers to the subsystems, the index l to the interaction term
and the index nl j ∈ N is the power of the j-th subsystem operator in the l-th
interaction term.
2. Interactions where at least one subsystem takes part through different, but si-
multaneously de-quantizable operators:
Oˆ(bos)int2 = F(1) ⊗ aˆ†j aˆj + F(2) ⊗ aˆj + F(2)∗ ⊗ aˆ†j + F(3) ⊗ Iˆj. (5.25)
Here, the index j refers to the subsystem with the aforementioned property, and
F(1), F(3) ∈ R, F(2) ∈ C are functions of the operators of all the other subsystems,
which also have to be simultaneously de-quantizable.
In the same fashion, in spin systems we can study interactions of the form
Oˆ(spin)int =
N
∑
l=1
ωlSˆ
nl1
z1 ⊗ Sˆnl2z2 ⊗ · · · ⊗ Sˆnlkzk , nl j ∈ N, (5.26)
where the indices have the same meaning as in the aforementioned bosonic case. In
this context, the operator Sˆmzj identifies the m-th power of the spin operator Sˆz of the
j-th subsystem.
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To showcase the validity of this mapping, wewill study themost general N-system
interaction Hamiltonian containing Sˆz operators up to a power k
Hˆk =
k1
∑
a1=1
· · ·
kN
∑
aN=1
ca1 ...aN Sˆ
a1
z1 ⊗ · · · ⊗ SˆaNzN , (5.27)
where aj ∈ N, ∑Nj=1 kj = k and ca1 ...aN ∈ R. For this operator, our mapping gives
H
(s)
cl (|z1|, . . . , |zN|) = Q−1
(
k1
∑
a1=1
· · ·
kN
∑
aN=1
ca1 ...aN Sˆ
a1
z1 ⊗ · · · ⊗ SˆaNzN
)
=
=
k1
∑
a1=1
· · ·
kN
∑
aN=1
ca1 ...aN
(
s
1− |z1|2
1+ |z1|2 +
1
2
)a1
· · ·
(
s
1− |zN |2
1+ |zN |2 +
1
2
)aN
.
(5.28)
The calculation of the partition function
Z =
∫
Periodic
(
N
∏
i=1
D2µ(zi)
)
e
i ∑Ni=1
∫ T
0 dt
{
is
z¯i z˙i−zi ˙¯zi
1+|zi|2
−H(s)cl (|z1|,...,|zN |)
}
, (5.29)
where
∫D2µ(z) = NS∫ {∏t∈[0,T] 2si d2z(t)(1+|z(t)|2)2} = limN→∞ ∏Nj=0 2s+12πi ∫ d
2zj
(1+|zj|2)2 , proceeds
again by introducing the identity [42–45]
1 =
∫ ( N
∏
i=1
Dζi
)
δ
[
ζi −
(
s
1− |zi|2
1+ |zi|2 +
1
2
)]
=
=
∫ ( N
∏
i=1
Dζi
) ∫ ( N
∏
i=1
Dσi
)
e
−i ∫ T0 dtσi
(
ζi−
(
s
1−|zi|2
1+|zi|2
+ 12
)) (5.30)
in Eq. (5.29). As a result, the partition function (5.29) can be recasted into the form
Z =
∫ ( N
∏
i=1
Dζi
) ∫ ( N
∏
i=1
Dσi
)
e
−i ∑Ni=1
∫ T
0 dt
(
σiζi+H
(s)
cl (ζ1,...,ζN)
) N
∏
i=1
F(ζi , σi), (5.31)
where
F(ζi , σi) =
∫
Periodic
D2µ(zi)e
i
∫ T
0 dt
{
is
z¯i z˙i−zi ˙¯zi
1+|zi|2
+σi
(
s
1−|zi|2
1+|zi|2
+ 12
)}
(5.32)
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and
H
(s)
cl (ζ1, . . . , ζN) =
k1
∑
a1=1
· · ·
kN
∑
aN=1
ca1 ...aNζ
a1
1 · · · ζaNN . (5.33)
The last integral can be calculated by standard means [14, 21, 26, 38] and the result
reads F(ζi , σi) = ∑
s
mi=−s e
imi
∫ T
0 dtσi , leading to
Z =
s
∑
m1=−s
· · ·
s
∑
mN=−s
∫ ( N
∏
i=1
Dζi
) ∫ ( N
∏
i=1
Dσi
)
× (5.34)
× exp
[
−i
N
∑
i=1
∫ T
0
dt
(
σi (ζi −mi) + H(s)cl (ζ1, . . . , ζN)
)]
.
Finally, the integrations over the fields σi yield N functional delta distributions δ [ζi −mi],
fixing the ζi variables to the values mi and thus give
Z =
s
∑
m1=−s
· · ·
s
∑
mN=−s
e
−iT ∑k1a1=1···∑
kN
aN=1
ca1...aN m
a1
1 ···m
aN
N , (5.35)
which is the correct result.
Note the physical significance of some of the mappings established in this Subsec-
tion; given a consistent and mathematically robust way to construct the continuum
version of the path integral concerning Hamiltonians with interractions, a new tool
becomes, now, available for the study of involved quantum systems, for which the
conventional description of quantum mechanics in terms of operators is rather incon-
venient. Indeed, our findings can be employed for the analytical study of interactions
between systems (e.g. a qubit and its environment), both in real and imaginary time,
only this time in terms of classical functions, and, thus, one can benefit from the con-
venience such a formalism provides.
6 Conclusions
Through the inversion of the half-form quantization procedure, we proposed amethod
for the consistent identification of Hamiltonian symbols in the continuum version of
path integrals involving coherent states. This procedure was made formal through the
construction of a de-quantization map taking operators to their corresponding Hamil-
30
tonian functions, weighing the aforementioned integrals, and was further generalized
to higher orders through functional methods. The inclusion of the half-form struc-
ture was vital, since the metaplectic correction proved to be the missing ingredient in
repairing the inconsistent results encountered in literature.
Although the use of power reducing functional techniques made it possible to
probe higher order operators, which can be seen not to preserve the polarization, the
set of these operators may not be maximal and could be extended in the future. This
could be done either directly, by introducing extra mathematical structure in the con-
struction of the de-quantization map, or indirectly, through the use of more sophisti-
cated power reducing techniques. If the general form of the de-quantization mapQ−1
is explicitly constructed, the most important mathematical direction would then be
to understand how the de-quantization procedure, providing the correct Hamiltonian
symbols in the continuum, differs from an inverse theory of quantization. An answer
to this questionmay shed some light to the issues arising in the context of quantization
theory.
Even if such a task proves to be infeasible, though, with the aid of the de-quantization
map proposed in the main text, physics have already acquired a new tool to tackle
very important problems. Even the restricted set of operators we studied in the main
text has a great physical significance, since such operators appear in a huge variety of
important physical systems. Our findings, thus, can be used to study -both analyti-
cally and numerically- problems whose path integral could not even be defined con-
sistently, until now, e.g. any polynomial of the number operator, system-environment
interactions etc. Our findings are expected to be a helpful tool in fields where path
integrals could have an important role, such as statistical physics and quantum infor-
mation theory, among others.
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A Obstruction results in quantization theory
Along the lines of quantization theory, a great number of no-go theorems is known,
defining very strict bounds for the subsets of observables which can consistently be
mapped to operators. In this context, consistency is defined as the compatibility of
a mapping under the maximum possible number of Dirac’s quantization constraints.
Let Qˆ : C∞(M) → End[H] be the quantization map, taking functions lying on the
phase space to operators acting on a Hilbert space. Then, Dirac’s quantization con-
straints on Qˆ have the form:
1. C-linearity Qˆ(r f + g) = rQˆ( f ) + Qˆ(g),
r ∈ C, f , g ∈ C∞(M).
2. Qˆ(1) = Iˆ.
3. Hermitianicity with respect to the symplectic structure
∫
d2nq
√
ωΦ∗1 [Qˆ( f )Φ2] =
∫
d2nq
√
ω[Qˆ( f )Φ1]
∗Φ2. (A.1)
4. Qˆ defines a Lie-algebra homomorphism
[Qˆ( f ), Qˆ(g)] = iQˆ({ f , g}). (A.2)
5. If { f1, f2, . . . , fn} is a complete set of observables then {Qˆ( f1), Qˆ( f2), . . . , Qˆ( fn)}
is a complete set of operators.
Unfortunately, it is impossible for a mapping to obey all of these constraints simulta-
neously, with the last two usually being weakened. Groenewold-Van Hove theorem
for the 2D Euclidean plane and its generalization on the 2-Sphere give the two sim-
plest cases of this obstruction.
Theorem 1 (Groenewold-Van Hove theorem) There does not exist a consistent quanti-
zation map Qˆ, which maps the position (x) and momentum (p) observables to their respective
operators and at the same time holds for polynomials of degree equal or higher than three, with
respect to q and p functions.
The proof for this theorem is very simple and can be summed up in only a few lines.
Let Qˆ be a homomorphism between the algebras of classical observables and operators
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- as indicated in (A.2) - acting on the space of smooth functions in the usual way:
Qˆ(1) = Iˆ, Qˆ(x) = xˆ and Qˆ(p) = pˆ. Exploiting (A.2), one can identify the action of this
map on second order operators
Qˆ(x2) = xˆ2, Qˆ(p2) = pˆ2, Qˆ(xp) =
1
2
(xˆ pˆ + pˆxˆ), (A.3)
which is found to be unique. Up to this point the subsets of observables and their
operator images are closed and thus Qˆ is indeed a homomorphism. On the contrary,
the extension of this subset through the inclusion of higher order observables fails to
remain consistent. To show this, firstly one has to extend the previous calculation and
calculate
Qˆ(x3) = xˆ3, Qˆ(p3) = pˆ3,
Qˆ(x2p) =
1
2
(xˆ2 pˆ + pˆxˆ2), Qˆ(xp2) =
1
2
(xˆ pˆ2 + pˆ2 xˆ).
(A.4)
These results do not behave well under the closedness condition, since the calculation
of {x3, p3} and {x2p, xp2} through (A.2) gives rise to a false equality
1
3
[xˆ3, pˆ3] =
1
4
[xˆ2 pˆ + pˆxˆ2, xˆpˆ2 + pˆ2 xˆ]. (A.5)
This result renders the higher order generalization of the map invalid. Thus, the maxi-
mal quantizable subalgebra of the space of observables, containing the subset {1, p, x},
is {1, x, p, x2, p2, xp} with Qˆ defined from the previous mappings.
Through the canonical transformation
z =
1√
2
(x + ip), z¯ =
1√
2
(x− ip), (A.6)
this can be rephrased, such that the maximal quantizable subalgebra of observables
containing {1, z, z¯} is {1, z, z¯, z2, z¯2, z¯z}, mapping 1-1 to the subset of operators
{
1, aˆ, aˆ†, aˆ2, aˆ†2, aˆ† aˆ +
1
2
}
. (A.7)
We also present the generalization of Groenewold’s theorem for S2 without the proof,
since it is highly more involved [6]:
Theorem 2 (Groenewold’s theorem for S2) Let S1, S2, S3 be observable functions on the
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2-Sphere satisfying {Si, Sj} = ∑3k=1 ǫijkSk. Then, the maximal Poisson subalgebra on the
2-Sphere, which contains {1, S1, S2, S3}, and can be consistently quantized, is just that gen-
erated by {1, S1, S2, S3} itself.
We stress the fact, that what both of these Theorems state, is that an obstruction
appears upon trying to quantize the set of all classical observables of a specific order
-in Theorem 1 this happens during the quantization of third order functions, in The-
orem 2 during the quantization of second order ones. This does not forbid, though,
the existence of a consistent mapping between specific subsets of functions (possibly
different than the ones presented above), tailored to avoid the obstructions that arise,
and operators. Such subsets are (5.17)/(5.16) and (5.19)/(5.18) for which we were in-
terested in due to their relevance to important physical problems. As explained in the
main text, these subsets manage to bypass the obstruction and are compatible with
Dirac’s constraints, albeit they are not the ones encountered on the above Theorems.
B Geometric Quantization and quantum operator equa-
tion
In this Appendixwe present the basics of geometric quantization theory, as it was used
in this work and clarify our conventions. Again, we try to describe the significance of
the objects that arise in our context.
We start by defining a symplectic manifold as an even dimensional differentiable
manifold, on which a non-degenerate closed 2-form ω can be defined. Closed means
dω = 0, where d is the exterior derivative -the extension of the usual differentiation
relevant to differential forms; simply put, it raises the degree of a form by 1. Due
to Poincare lemma it is known that such a closed quantity can always be locally ex-
pressed as
ω = −dA, (B.1)
where A defines the symplectic potential. This has to do with the fact that the exterior
derivative is nilpotent, i.e. d2 f = 0. A vector field, which leaves ω invariant under its
flow, is called a Hamiltonian vector field and can be related to a C∞-function f through
the equation
iξω = −d f , (B.2)
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where ξ is the Hamiltonian vector field and iξ is the interior derivative -it lowers the
degree of a differential form by 1. Specifically for 1-forms, such as the symplectic
potential, we have the formula iξA = ξ
µAµ, where the right hand side of this equation
is the dual pairing between the vector field and the 1-form. Canonical transformations
are those transformations that leave the symplectic 2-form invariant.
Then, geometric quantization proceeds by defining for each smooth function f the
prequantum operator, acting on wave functions, as
Pˆ( f ) = −i(ξµDµ + i f ), (B.3)
where Dµ = ∂µ + iAµ is the covariant derivative.
It is trivial to confirm that this operator satisfies the first two of Dirac’s constraints.
It, also, constitutes a Lie algebra homomorphism between the space of smooth func-
tions and the space of operators acting on a Hilbert space, since
[Pˆ( f ), Pˆ(g)] = iPˆ({ f , g}) (B.4)
and it is Hermitian under the canonical inner product of the symplectic manifold
(Φ1,Φ2) =
∫
M
d2nx
√
detω(xµ)Φ∗1(x
µ)Φ2(x
µ), (B.5)
which confirms that it obeys the third and the fourth constraint, as well. This operator
is called prequantum, though, because it defines reducible representations of quantum
mechanics. This means that wave functions depend on all the coordinates of the phase
space, which is not the case in conventional quantum mechanics. This needs to be
fixed. To recover an irreducible representation one restricts the operator to a set of
polarized wave-functions, where through a polarization, the phase space dimension
is reduced by half.
The newmeasure of integration J, on the reduced phase space, though, is not guar-
anteed to share the same properties as the one induced from the symplectic structure
and in the general case the Hermitianicity condition breaks down
∫
JdnxΦ∗1(Pˆ( f )Φ2)−
∫
Jdnx(Pˆ( f )Φ1)
∗Φ2 = i
∫
Jdnx[∂µξ
µ + ξµ∂µlnJ]Φ
∗
1Φ2. (B.6)
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This issue is bypassed by defining the wave functions as half-form elements
Φj(x)
√
J(x). (B.7)
We can then define a quantum operator Qˆ, which acts on these as
Qˆ( f )[Φ(x)
√
J(x)] = [−i(ξµDµ + i f )Φ(x)]
√
J(x)− iΦ(x)Lξ
√
J(x), (B.8)
where
Lξ
√
J(x) =
(
1
2
∂µξ
µ + ξµ∂µ
)√
J(x) (B.9)
is the Lie derivative acting on the half-form
√
J(x) and the index µ labels now the
coordinates of the reduced phase space.
On a 2D manifold, if holomorphic polarization is chosen, the half-form part of a
holomorphically polarized wave-function (3.3) can be chosen to be
√
dz, since any
extra coefficient can be absorbed in the holomorphic function φ(z). This way we get
Lξ
√
dz =
1
2
∂zξ
z
√
dz. (B.10)
The action of the operator on the holomorphically polarized wave-functions can then
be expressed as
Qˆ( f )[Φ(z, z¯)] = −i
(
ξzDz + i f +
1
2
∂zξ
z
)
Φ(z, z¯). (B.11)
Finally, by writing explicitly the form of the holomorphic wave-functions as
Φ(z, z¯)
√
dz = φ(z)e−Y(z,z¯)/2
√
dz (B.12)
we can find the action of the quantum operator on the function φ(z) to be
Qˆ( f )φ(z) =
(
−iξz∂z − i
2
(∂z + 4iAz) ξ
z + f
)
φ(z). (B.13)
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