Abstract-This paper considers linear precoding for constant channel-coefficient -User MIMO Gaussian Interference Channel ( -MIMO GIC) where each transmitter-(Tx-) requires to send independent complex symbols per channel use that take values from fixed finite constellations with uniform distribution to receiver-(Rx-), for . The maximum rate achieved by Tx-as the signal to noise ratio (SNR) tends to infinity, using any linear precoder, when the interference channelcoefficients are zero is termed as Constellation Constrained Saturation Capacity (CCSC) for Tx-. In this paper, we derive a high SNR approximation for the rate achieved by Tx-when interference is treated as noise, which is given by the mutual information between Tx-and Rx-, denoted by where, denotes the symbols generated at Tx-before precoding and denotes the symbols received at the antennas of Rx-. Based on this high SNR approximation, we derive a set of necessary and sufficient conditions on the precoders under which tends to CCSC for Tx-. Interestingly, the precoders that achieve interference alignment (IA) satisfy these necessary and sufficient conditions. However, finding precoders that achieve IA is known to be NP-hard in general whereas, the precoders that satisfy the derived necessary and sufficient conditions are easy to find for any given channel-coefficients. Further, we propose a gradient-ascent based algorithm to optimize the sum-rate achieved by precoding with finite constellation inputs and treating interference as noise. Simulation study for a -MIMO GIC with , for all , equipped with two antennas at each node and QPSK inputs shows an improvement of bits/sec/Hz in the ergodic sum-rate using the precoders obtained from the proposed algorithm over the precoders that achieve IA, at dB.
I. INTRODUCTION
Interference Alignment (IA) has been a focus of intense research on Gaussian interference channels (GICs) in the recent years on the account of the capacity of interference channels being unknown in general and the potential of IA to get close to the sum-capacity for a broad class of interference channels as the signal to noise ratio ( ) tends to infinity. The scaling of the sum-capacity with is known as the sum degrees of freedom (DoF) of the GIC [1] . The sum-DoF is known to be , with probability , for the Kuser GIC [1] when all the nodes are equipped with a single antenna and time-varying channel gains are assumed. The result was proved by using linear precoding at the transmitters over an arbitrarily large number of symbol extensions and zero forcing at the receivers. In a later work [2] , the sumDoF is shown to be with probability even in the case of constant channel-coefficients (that are drawn from a continuous distribution), i.e., the channel gains that do not vary with time, by using a non-linear IA technique. When all the nodes are equipped with antennas, the sum-DoF was shown to be for the -user GIC [1] . This result was proved by linear precoding over the transmit antennas without the use of symbol extensions and holds true even in the case of constant channel coefficients. Later in [3] , with the assumption of constant channel coefficients and using a non-linear IA technique, the sum-DoF when was found to be equal to where, denotes the greatest common divisor of and , with being the number of antennas at each transmitter and being the number of receive antennas at each receiver. All the works cited above assumed full channel state information at all the transmitters (CSIT) and receivers (CSIR). The notion of sumDoF involves scaling of the sum-rate as at high SNR and therefore, Gaussian input alphabets or lattice codes are always used in the study of sum-DoF. However, in all practical scenarios finite constellations like -QAM and -PSK are used at the inputs. With the constraint of finite constellation inputs, it is not known whether IA is optimal in some sense.
Linear precoding for optimizing the mutual information between the input and the output has been studied for the single user MIMO channel with finite constellation inputs in [4] - [6] . Constellation rotation for optimizing the sum-capacity for SISO Multiple Access Channel (MAC) with finite constellation inputs has been examined in [7] and linear precoding for weighted sum-rate maximization in MIMO MAC with finite constellation inputs has been studied in [8] . Note that linear precoding for the SISO MAC corresponds to constellation rotation at the transmitter.
Recently, there has been some progress on the analysis of finite constellation effects in -user SISO GIC [9] , [10] . In [9] , constellation rotation was found to increase the constellation constrained sum-capacity of -user SISO Gaussian strong interference channel [11] , and in [10] , a metric to find the optimum angle of rotation was proposed. In this paper, we examine achievable rate-tuples with linear precoding for the -User MIMO Gaussian Interference Channel ( -MIMO GIC) with finite constellation inputs. Specifically, we treat interference as noise, i.e., each transmitter reveals its codebook only to its intended receiver. The maximum rate achievable under such a circumstance for transmitter-(Tx-) is given by mutual information between the input generated by Tx-and the output at receiver Rx-. The channel conditions and the values of SNR under which the decoding scheme of treating interference as noise with Gaussian input alphabets is sumcapacity optimal was found for the SISO -user GIC in [12] - [14] , for the SISO -user GIC in [15] and for the -user MIMO GIC in [16] , [17] . For given values of channel gains, with Gaussian input alphabets, as the SNR tends to infinity, treating interference as noise is not sum-capacity optimal [18] . However, with the constraint of finite constellation inputs, it is not clear whether treating interference as noise is optimal in some sense. First, we need to define a notion of optimality under the constraint of fixed finite constellation inputs and then analyse decoding and transmit schemes with that notion of optimality.
Consider a scenario where each transmitter-(Tx-) requires to send independent complex symbols per channel use that take values from fixed finite constellations with uniform distribution to receiver-(Rx-), for
. Throughout this paper, we assume that none of the direct channel gains are zero. For a -MIMO GIC, with finite constellation inputs, as a measure of optimality of linear precoding in the high SNR sense, we introduce the notion of Constellation Constrained Saturation Capacity (CCSC) which is defined as follows.
Definition 1: The maximum rate achieved by Tx-as SNR tends to infinity, using any linear precoder, when the interference channel-coefficients are zero is termed as the Constellation Constrained Saturation Capacity (CCSC) for Tx-.
For the ease of exposition, throughout the paper, we assume that the constellations used for the symbols are all the same at all the transmitters, and is of cardinality . Hence, the CCSC for Tx-is given by bits/sec/Hz. In this paper, with the assumption of constant -MIMO GIC with full global knowledge of channels gains, and finite constellation inputs, we derive a set of necessary and sufficient conditions on the precoders under which treating interference as noise at Rx-will achieve a rate for Tx-that tends to CCSC for Tx-, for all , as SNR tends to infinity. Precoders satisfying these necessary and sufficient conditions exist for all direct and cross channel gains, and are termed as CCSC optimal precoders. Hence, in the case of finite constellation inputs with the use of appropriate precoders, the rate tuples obtained by treating interference as noise tend to values that are independent of the channel gains. For a -User SISO GIC, this result is in contrast with the Gaussian input alphabet case where the rate tuples obtained by treating interference as noise tend to values dictated by the channel gains, as the SNR tends to infinity. Interestingly, the precoders that achieve IA, if feasible, are also CCSC optimal precoders. However, finding precoders that align interference is known to be NPhard [19] in general whereas, the precoders that satisfy the derived necessary and sufficient conditions are easy to find for any given channel-coefficients. Since finite SNR is of more practical interest, we propose a gradient-ascent based algorithm to optimize the precoders for the sum-rate achieved by treating interference as noise. The contributions of the paper are summarized below.
For a constant -MIMO GIC using finite constellation inputs with precoding, a high SNR approximation for the rate tuples achieved by treating interference as noise at the receivers is derived. Based on this approximation, we derive a set of necessary and sufficient conditions under which the precoders are CCSC optimal. These conditions are satisfied with probability when the entries of the precoders are chosen from any continuous distribution. It is observed that the precoders that achieve IA, if feasible, are CCSC optimal.
For the finite SNR case, we propose a gradient-ascent based algorithm to improve the sum-rate achieved by treating interference as noise using finite constellation inputs with precoding. Simulation studies indicate considerable improvement in the ergodic sum-rate with precoders obtained using the proposed algorithm for a -MIMO GIC with antennas at all the nodes, , for all , and QPSK inputs, at low and moderate SNRs over that obtained using the IA solution of [1] . The paper is organized as follows. The system model is formally introduced in Section II. In Section III, a set of necessary and sufficient conditions for CCSC optimal precoders is derived. In Section IV, the gradient-ascent based algorithm for optimizing the sum-rate using precoders and treating interference as noise at the receivers is given, and a simulation result comparing its performance with respect to that of precoders satisfying IA is presented. Section V concludes the paper.
Notations: A circularly symmetric complex Gaussian random variable with mean zero and variance one is denoted by . For a random variable which takes value from the set , we assume some ordering of its elements and use to represent the -th element of . Realization of the random variable X is denoted as . The notation denotes a block diagonal matrix formed by the matrices , . The Frobenius norm of a complex vector is denoted by . The notation represents the zero vector whose length will be clear from the context. For a complex matrix , the notation represents the Hermitian of . All the logarithms in the paper are to the base .
Due to space constraints, proofs of all the theorems and other illustrative examples are given in [20] .
II. SYSTEM MODEL
Tx-intends to communicate with Rx-, . Without loss of generality, let denote the power constraint at all the transmitters. The signal received at Rx-is given by where, denotes the constant channel matrix from Txto Rx-, denotes the precoder at Tx-, denotes the complex symbol vector generated at Tx-, denotes the noise random vector whose coordinates are independent and identically distributed as . The sizes of the matrices , , , and are given by , , , and respectively, where and denote the number of receive and transmit antennas at Rx-and Tx-respectively, and denotes the number of independent complex symbols per channel use that Tx-wants to transmit to Rx-. These complex symbols are assumed to take values from finite constellations with uniform distribution over its elements. For simplicity of exposition, we assume that the finite constellations used are all the same at all the transmitters and are of cardinality . The results of this paper apply with simple modifications when this is not the case. The finite constellation used is denoted by and is of unit power. The term SNR and are used interchangeably.
III. CCSC OPTIMAL PRECODERS
In this section, we shall derive a set of necessary and sufficient conditions on the precoders for CCSC optimality which is taken to be a measure of rate optimality for linear precoding in the high SNR regime for the finite constellation input case. Rate achievable for Tx-by treating interference as noise at Rx-, for all , is given by the mutual information
. Our focus will be on the boundary point given by , for all . Let . The effective channel matrix from all the transmitters to Rx-is given by . Define .
Using the chain rule for mutual information [21],
Define the matrix , for . The following theorem gives a high SNR approximation for . Theorem 1: At high , the mutual information can be approximated by (1) Define the set (2) Let . The channel matrix from all the transmitters, with the exclusion of Tx-, to Rxis given by Define the matrices for . Similar to (1), we have the following approximation for at high . (3) Hence, a high SNR approximation for is given by (4) Now, define the set The following theorem gives a set of necessary and sufficient conditions under which the approximation in (4) tends to as tends to infinity and hence, gives a set of necessary and sufficient conditions under which the precoders are CCSC optimal.
Theorem 2: The approximation for given in (4) tends to as tends to infinity iff (5) where, . Remark 1: The result of Theorem 2 means that the rate achieved by treating interference as noise at high tends to CCSC for Tx-iff, in the absence of the Gaussian noise, two different symbol vectors and sent by Tx-should not map to the same symbol vector at Rx-for any data symbol transmitted by the interfering transmitters. Remark 2: For a given set of values of channel gains with none of the direct channel gains being , when the entries of the precoders are chosen from any continuous distribution (say, standard normal distribution) the probability of the event to occur for any and for any is zero. By appropriate scaling of the precoders thus obtained, with probability , we have CCSC optimal precoders.
Remark 3: Interference alignment, if feasible [22] for the given values of , , and , involves finding precoders such that the signal sub-space at Rx-, generated by , is linearly independent of the interference sub-space, generated by , and the matrix must be full-rank [1] . The CCSC optimality condition in (5) can be rewritten as Linear independence between the signal and the interference sub-space implies that the above condition is satisfied for all . Hence, IA precoders are also CCSC optimal precoders. However, in general, finding such precoders is NP-hard [19] whereas CCSC optimal precoders are easy to find as explained in the previous remark. Example 1: Consider a -SISO GIC with , for all , and the finite constellation used being QPSK. The channel matrix is given by where, the matrix element represents the channel gain from Rx-to Tx-. The precoders are given by . The mutual information is plotted for QPSK inputs and Gaussian inputs, for all , in Fig. 1 . The chosen precoders satisfy (5) and hence, saturates to bits/sec/Hz for all , as tends to infinity in the QPSK case. This result is in contrast with the Gaussian alphabet case where the saturation rate is determined by the channel gains. The saturation value of in the Gaussian alphabet case is given by which evaluates to , , and bits/sec/Hz for Tx-, Tx-and Tx-respectively in this example.
In the next section, the focus will be on improving the sumrate achieved by precoding at any finite .
IV. GRADIENT ASCENT BASED ALGORITHM FOR FINITE-SNR
In the previous section, we studied the rate achieved for each transmitter by treating interference as noise at every receiver as tends to infinity. In this section, we focus on the finite SNR case. Specifically, the aim is to maximize the sum-rate achieved by treating interference as noise at every receiver with respect to the precoders, i.e., with This is a non-concave problem in general and difficult to solve. Hence, we propose a gradient-ascent based algorithm to improve the sum-rate starting from some random initialization of precoders. Define the MMSE matrix [4] at Rx-by where, denotes the expectation operator. Define the MMSE matrix at Rx-with the exclusion of Tx-'s signal by
The gradient of the sum-rate with respect to the precoder is given by (6) where, (6) follows from the relation between the gradient of mutual information and the MMSE matrix obtained in [4] . The matrices and select the column numbers from to of and to of respectively, where
The gradient ascent based algorithm for optimizing with respect to the precoders is given in Algorithm (in the next page). During every iteration, whose number is denoted by , all the precoders are updated using the direction of ascent for as given in Line of Algorithm where, represents and denotes the gradient evaluated at . If the power constraint for any transmitter Tx-is violated then, is projected onto the feasible set with (see Line of Algorithm ) [4] . The condition in Line of the algorithm ensures that there is sufficient increase in the objective function. The step size of the algorithm is chosen by back-tracking line search with parameters and whose typical values lie between and respectively [23] . The proposed algorithm stops when either the number of iterations performed is equal to !" # or $ (see Line of Algorithm ), for some fixed $.
Example 2: Consider a -MIMO GIC with , for all , and the finite constellation used being QPSK. The ergodic sum-rate (i.e., sum-rate averaged with the entries of the channel matrices being taken from ) obtained by IA precoders of [1] and precoders obtained from Algorithm with the IA precoders as initialization is shown in Fig. 2 . The parameters used in Algorithm are , , $ , and !" # . The sum-rate increase obtained using the algorithm is bits/sec/Hz at % which then decreases as increases. The negligible sumrate improvement at high values of is expected because IA precoders are CCSC optimal precoders which saturate the sum-rate at bits/sec/Hz for any given channel realization.
V. CONCLUSION
We introduced the notion of CCSC optimality for linear precoding in -user MIMO GIC with finite constellation inputs and treating the interference as noise at every receiver. A set of necessary and sufficient conditions for CCSC optimal precoders were derived. It was observed that IA precoders fall under the class of CCSC optimal precoders. Finally, a gradient ascent based algorithm was proposed to improve the sum-rate achieved, starting from any random initialization of precoders. An example simulation with QPSK input alphabets showed a significant improvement in the ergodic sum-rate achieved by the precoders obtained from the proposed algorithm compared to the ergodic sum-rate obtained from IA precoders, treating interference as noise at the receivers, at low and moderate SNRs.
