The evolution of the spatial degrees of freedom of a photon propagating through atmospheric turbulence is treated as a non-Markovian process. Here, we derive and solve the evolution equation for this process. The turbulent medium is modeled by a sequence of multiple phase screens for general turbulence conditions. The non-Markovian perspective leads to a second-order differential equation with respect to the propagation distance. The solution for this differential equation is obtained with the aid of a perturbative analysis, assuming the turbulence is relatively weak. We also provide another solution for more general turbulence strength, but where we introduced a simplification to the differential equation.
I. INTRODUCTION
The scintillation that a photonic quantum state experience as it propagates through a turbulent atmosphere is a topic of considerable importance for free-space quantum communication. The evolution of the quantum state in this scenario can be considered, using a single phase screen (SPS) model [1] , provided that the scintillation remains weak. Although the SPS model is used in most of the work that has been done in this field [2] [3] [4] [5] [6] [7] [8] , a more accurate multiple phase screen (MPS) approach has been proposed recently [9] [10] [11] [12] . The MPS approach is based on the principle of infinitesimal propagation, which allows one to derive an equation for the evolution of the quantum state, called the infinitesimal propagation equation (IPE). The IPE is a first-order differential equation with respect to the propagation distance, which can be solved [12] to obtain an expression for the density matrix of the quantum state at arbitrary propagation distances and under arbitrary turbulence conditions. However, the derivation of the IPE employs a Markov approximation to obtain the expression for the differential equation. In this approximation it is assumed that the medium is delta-correlated with itself along the propagation direction. For the derivation of the first-order differential equation of the IPE, one effectively assumes that the infinitesimal propagation step size is larger than the intrinsic scale, which in this case is the outer scale of the turbulence. To obtain the differential equation, one takes the limit where the step size goes to zero. On the other hand, the outer scale is assumed to go to infinity, allowing one to use the Kolmogorov turbulence model. This, seems to be a clear contradiction without a suitable justification. To some extent, the fact that the refractive index fluctuations are very small and thus allows light to propagate over long distances with minimal effect, mitigates this contradictory relationship between the step size and the outer scale. Still, our understanding * fsroux@csir.co.za of the evolution of photonic quantum states in turbulence would clearly benefit from a non-Markovian approach.
The Markov approximation is deeply ingrained in the work that has been done in the propagation of classical light through turbulence. Right from the start the assumption is made that the medium is delta-correlated along the propagation direction (see for instance [13] ) and that for this reason the refractive index power spectral density can be treated as a two-dimensional function by setting the coordinate for the third dimension to zero. Thence, the theory is developed for all aspects of optical fields in turbulence, both within weak and strong fluctuation scenarios. Although the resulting theory seems to predict the behavior of classical light in turbulence adequately for the applications and conditions under consideration, one cannot currently say whether such a Markov approximation would be adequate for the evolution of quantum light in turbulence.
It is important to note that, although the system under investigation here deals with the evolution of a quantum state, it should not be confused with a non-Markovian quantum process. The latter concerns a situation where a system interacts with an environment such that the process needs to be described as an interacting quantum theory, formulated in terms of quantum mechanics. Such non-Markovian quantum processes are in general quite complex (see for instance [14] ). In contrast, the nonMarkovianity that one encounters in the evolution of a quantum state through turbulence is of a simpler nature. The process is linear -there is no interaction -and therefore it does not have a quantum bath that acts as the environment and interacts with the system. In the case of light propagating through turbulence, the effect of the medium is simply a continuous modulation process that extends over the propagation distance.
In this paper we consider a non-Markovian approach to study the evolution of photonic quantum states propagating through turbulence. We provide the derivation of a non-Markovian IPE, which takes the form of a secondorder differential equation. The resulting equation has a form that does not in general have a solution. For this reason one needs to apply some simplifications or approximations to solve the differential equation. Here, we'll show two such approaches. In the first approach we assume that the turbulence is weak, which allows one to perform a perturbative expansion of the solution for the differential equation. The weak turbulence conditions can be considered as complimentary to the SPS model, which implies strong turbulence conditions [12] . The second approach is to modify the functional form of the differential equation. The resulting differential equation then does have a solution. Here, we'll only consider the single-photon case for this approach.
The paper is organized as follows. In Sec. II, we provide a brief review of background material, followed by a discussion of the approach that we'll use to obtain a non-Markovian equation in Sec. III. The derivation of the non-Markovian IPE is shown in detail in Sec. IV. We provide the two different approaches to find solutions for the non-Markovian IPE in Secs. V and VI, respectively. In Sec. VII we discuss some pertinent aspects of these solutions, followed by some conclusions in Sec. VIII.
II. BACKGROUND A. Notation
The discussions in this paper include both twodimensional functions (such as the phase functions) and three-dimensional functions (such as the refractive index fluctuations). For this reason we need to define both two-dimensional and three-dimensional vectors to represent coordinate vectors. The two-dimensional coordinate vectors are always defined in the transverse plane, perpendicular to the propagation direction, the latter being the z-direction. For position coordinates, the twodimensional position vector is denoted by a bold small x, while the three-dimensional position vector is denoted by a bold capital X. In the Fourier domain we prefer to work with spatial frequency vectors. The two-dimensional spatial frequency vector is denoted by a bold small a, while the three-dimensional spatial frequency vector is denoted by a bold capital A. Occasionally, we will also use the three-dimensional propagation vector, denoted by a bold capital K = 2πA. The small k is used to represent the wavenumber, which is not equal to |K|.
During the analysis we'll obtain expressions for density matrices in terms of different sets of coordinates. Instead of denoting all these density matrices by the same symbol ρ, we rather avoid possible confusion by using different symbols H, G, etc. to represent the density matrices, depending on their arguments. We only use ρ to represent the density matrix in generic discussions.
B. Scintillation
For a thin enough slab of the turbulent medium, one can represent the scintillation process as a phase modulation. The phase functions that represent the turbulent medium in such a modulation process are random functions taken from an ensemble of such functions. Each one is obtained from an element of the ensemble of refractive index fluctuations δn(X), by an integration along the direction of propagation -the z-direction. The phase functions are therefore defined by
where k is the wavenumber, given as k = 2π/λ in terms of the wavelength λ.
In the calculations of the evolution process, one often finds ensemble averages over phase functions, which give rise to the phase structure function in the following way
where ∆x = x 1 − x 2 . Here
is the phase structure function, which is related to the phase autocorrelation function
The phase autocorrelation function is given by
It is also referred to as a covariance function, because these random functions are assumed to have zero mean. A similar relationship exists between the refractive index structure function and the refractive index autocorrelation function
where ∆X = X 1 − X 2 . The refractive index autocorrelation function is defined as
and the refractive index structure function in the Kolmogorov theory is given by
Using Eqs. (1) and (5), we express the two-dimensional phase autocorrelation function in terms of the threedimensional refractive index autocorrelation function:
Autocorrelation functions are related to power spectral density functions by the Wiener-Kinchine theorem [15] . For the refractive index autocorrelation function we have
where Φ n (K) is the refractive index power spectral density, which, in the Kolmogorov theory, reads [13] Φ
where C 2 n is the refractive index structure constant and the extra (2π) 3 factor is due to a difference in the definition of the Fourier transform [10] . For the phase autocorrelation function we have
where Φ θ (a) is the phase power spectral density. Using Eqs. (9), (10) and (12), one can express the phase autocorrelation function in terms of the refractive index power spectral density, which is given by
The integrals over z indicate that the refractive index fluctuations over the entire propagation path up to z contribute to the behavior at z.
C. Multiple phase screens
The infinitesimal propagation principle, which allows a multiple-phase-screen approach, follows from considering the change in the photonic state due to an infinitesimal propagation through the medium. The operation of such an infinitesimal propagation on the density operator can be expressed bŷ
where dU is a unitary operator representing the infinitesimal propagation through the turbulent medium. When the density operator is expressed as a density matrix in terms of some arbitrary discrete basis |m , the output density matrix elements, after the infinitesimal propagation, are given by
Using the paraxial wave equation in an inhomogeneous medium, given by [13] 
where g(X) is the scalar electric field and δn(X) is the refractive index fluctuations, one can show that [11] 
where
and
(19) Here, G m (a, z) and N (a, z) represent the twodimensional transverse Fourier transforms of g m (X) = x|m and δn(X), respectively.
The infinitesimal propagation of the density operator then leads to the following equation for each element in the ensemble [11] 
The right-hand side of Eq. (20) can be represented by an integral over a small range of z to replace the factor of δz.
If one were to compute the ensemble average of Eq. (20), the dissipative term (sum over p) would vanish, because E{N } = 0. One needs an expression with terms that are second-order in N before computing the ensemble averages to have nonzero dissipative terms. The result of such ensemble averages would then contain autocorrelation functions of N (a, z).
D. Markov approximation
The Markov approximation enters at the point where one computes the autocorrelation function of N (a, z)
One can model N (a, z) as
where ∆ is a correlation length in the frequency domain, c is the 'z-component' of A andχ(A) is a normally distributed, delta-correlated, random complex function, with a zero mean. Hence,
Since δn(X) is a real-valued function, the random complex function also obeysχ * (A) =χ(−A).
With the aid of Eq. (22) we write Eq. (21) as
In the Markov approximation it is assumed that only the values of the field and the medium at z contribute to the behavior at z. This assumption implies that the refractive index fluctuations are delta-correlated along the z-direction. The result is that one can substitute k z = 0 (c = 0) in Φ n (K). Making this substitution and evaluating the integrals in Eq. (13) , one arrives at a simpler relationship given by
The simpler expression for Φ θ (a) can in turn be used to simplify the model for N :
whereχ(a) is now a two-dimensional random function, but other than that has the same properties asχ(A). The Markov approximation is introduced into Eq. (24) by setting k z = 0 in Φ n (K), which gives
where δz = z − z 0 . The factor of δz leads to a first-order differential equation -the Markovian IPE [11] .
III. NON-MARKOVIAN APPROACH
For the non-Markovian approach, we proceed without setting k z = 0 in Φ n (K). As a result, the integrals in Eq. (13) need to be evaluated by using an explicit expression for Φ n (K). On the other hand, one can exploit the fact that δz is small for infinitesimal propagations. This allows one to expand Eq. (24) up to leading order in δz. As a result we have
The factor of δz 2 (instead of just δz) suggests that the non-Markovian equation could be a second-order differential equation.
In the derivation in Sec. IV and Appendix A, we'll find that z 1 = z 2 = z. Thus, the correlation function in Eq. (21) or (24) becomes independent of z, so that
Master equations for non-Markovian systems (for example, the Nakajima-Zwanzig equation [16, 17] ) in general have the form
where K(z, z ′ ) is a super-operator that represents the memory in the system. Taking another derivative with respect to z on both sides,
one finds that the right-hand side still contains an integral over z. It is therefore not in general possible to describe non-Markovian systems in terms of a pure secondorder differential equation, having no integrals over z. If, however, K(z, z ′ ) = K(z ′ ) in Eq. (31), one would obtain
which does not contain an integral over z.
In the particular case under consideration, it is possible to obtain a pure second-order differential equation, having no integrals over z. Consider Eq. (20), expressed as a first-order differential equation
If one differentiates Eq. (34) on both sides with respect to z, replaces the resulting first derivatives ∂ z ρ(z) again by Eq. (34) and computes the ensemble average, by taking into account that E{N } = E{∂ z N } = 0, one obtains a result that reads
Here we used the fact that the L's are anti-hermitian:
We note that Eq. (35) does not contain any integrals over z.
Using Eqs. (19), (26) and (29), we compute the ensemble average over the L pq 's. The result is [11] 
When two of the indices on the L pq 's are contracted, one can use the orthogonality and completeness conditions of the modal basis to show that [11] 
Substituting Eqs. (36) and (38) into Eq. (35), we obtain
The result in Eq. (39) is a general expression for the nonMarkovian IPE in an arbitrary discrete basis for a single photon propagating through turbulence. Below, we'll repeat this derivation in detail, but we'll perform the derivation in the plane wave basis (Fourier domain), which is more beneficial for the purpose of finding solutions for the differential equation [12] .
IV. THE NON-MARKOVIAN IPE
In the transverse Fourier domain, the paraxial wave equation in an inhomogeneous medium is given by
where ⋆ represents convolution. The first term on the right-hand side of Eq. (40) represents free-space propagation and the second term produces distortions due to the effect of the medium. It is convenient to work in a 'rotating' frame in which the free-space term is removed. This is done by using
to convert the paraxial wave equation in Eq. (40) into
To derive a non-Markovian IPE for a single-photon input state from Eq. (42), we assume that the input is a singlephoton pure state in the plane wave basis, given (in the rotating frame) by
The derivation of the non-Markovian IPE for the singlephoton input state in Eq. (43) is shown in Appendix A. The result is
Although it has an integral over the Fourier variables u, the non-Markovian IPE is a second-order differential equation without any integrals over z.
The expression, equivalent to Eq. (44), for the two-photon states is given by
To aid the solution of the non-Markovian IPE we cast it in a form that decouples the z-dependence from the Fourier variables. This is done in a similar way as in [12] , by performing the following steps.
First, we redefine the Fourier variables (spatial frequencies) in terms of sums and differences, defined by
The state is then also refined
The expression in Eq. (44) then becomes
The next step is to perform an inverse Fourier transform with respect to the sum coordinates:
Equation (49) then reads
By combining the integral in Eq. (52) with the definition in Eq. (30), we find that Q(x) is related to the refractive index structure function, with z = 0
Using the expression in Eq. (53), we obtain an expression for the single-photon non-Markovian IPE, given by
where H(z) ≡ H(x, a d , z). The equivalent expression for the two-photon case is
V. PERTURBATIVE SOLUTION
For the first method to solve the differential equation in Eq. (54), we assume that the turbulence is weak enough [C n in Eq. (54) is small enough] to allow a perturbative approach. This approach has the benefit that it can be generalized to the two-photon case, but first we'll consider the single-photon case.
A. Single-photon state
Consider a second-order differential equation given by Eq. (33), but with the coupling constant g, which is proportional to the turbulence strength, made explicit
Expand the solution as an asymptotic series in g
and substitute it back into Eq. (56). Setting g=0, one obtains the zeroth-order perturbation
Its solution must satisfy the initial conditions. The two initial conditions for the second-order differential equation in Eq. (56) can be stated as follows:
1. the initial rate of change of the state is zero
and 2. the state at z = 0 is given by the input state
The solution of Eq. (58) that satisfies these initial conditions is
The first-order perturbation is obtained by taking a derivative with respect to g before setting g = 0. The resulting equation
has a solution satisfying the initial conditions, given by
Here we'll only go to sub-leading order in g. Therefore, our total solution, obtained from Eqs. (61) and (63), is
where we reabsorbed g into K(z).
To obtain an explicit expression for Eq. (64), one needs to evaluate the double z-integration of K(z). The expression for K(z) for the single-photon case, according to Eq. (54), is
The solution in Eq. (64) can thus be expressed as
The evaluation of the integrations over z in Eq. (66) is briefly discussed in Appendix B. The result, in the H-notation of Eq. (54), is given by
where H in (x, a d ) is the input state, 2 F 1 denotes a hypergeometrical function and where we used the identity
The expression in Eq. (68) depends on a mixture of Fourier and position domain coordinates. It is preferable to obtain an expression that only depends on position domain coordinates. The expression in Eq. (68) has the form
where the function T (·) is given by the part in curly brackets in Eq. (68).
The general approach to obtain a position domain expression for the solution of the non-Markovian IPE, is to perform the steps of Sec. IV in reverse, keeping the expressions in terms of sum and difference coordinates all the way through. Starting from Eq. (70), we first convert the expression completely to the Fourier domain by performing Fourier transforms with respect to x. Then we add the free-space phase factor and perform an inverse Fourier transform on all coordinates to obtain the position space expression. Finally, one may simplify the expression by redefining the integration variables, using for instance u s → λza and/or u d → x d −u. The resulting position domain expression reads
in terms of the sums and differences of the position coordinates
In Eq. (71), T (·), which is the same function that appears in Eq. (70), serves as a kernel function for the propagation process. We'll refer to it as the (non-Markovian) turbulence propagation kernel.
Comparing the arguments of the turbulence propagation kernels in Eq. (70) and (71), one finds that the position domain expression requires the replacements x → u and a d → (x d − u)/λz. This leads to the following replacements for the quantities appearing in Eq. (68)
We use these replacements to obtain a position domain expression for the turbulence propagation kernel
is a normalized propagation distance and
is a dimensionless coupling constant. The expression of this coupling constant is obtained by considering the complete expression Eq. (66) in terms of dimensionless quantities. The details of this analysis is provided in Appendix C. Notice that in Eq. (75) the propagation distance only appears together with the coupling constant in front of the dissipative term and not anywhere inside the curly brackets. In fact, there are no dimension parameters inside the curly brackets, only the difference in position coordinates x d = x 1 − x 2 and the integration variables u. However, some z dependence also enters via the arguments of the input state in Eq. (71).
B. Two photon state
The result in Eq. (75), together with Eq. (71), represents a perturbative solution for the single-photon differential equation given in Eq. (54). One can generalize this solution to the two-photon case. The general perturbative solution for the two-photon case, analogous to Eq. (64), is
where K 1 (z) and K 2 (z) are associated with the two photons, respectively. The single-photon turbulence propagation kernel, given in Eq. (75), has the form
where W (·) is given by the part in Eq. (75) that is multiplied by g. For the two-photon case, the form of the expression of the turbulence propagation kernel, simply becomes
where W (·) is the same function as in Eq. (79).
VI. MODIFIED DIFFERENTIAL EQUATION
Here we consider an alternative approach to solve the differential equation in Eq. (54). The idea is that, although the differential equation in Eq. (33) does not have a solution in general, it does have solutions when K(z) has a particular functional form. In what follows, we'll consider one such example.
The differential equation in Eq. (54) can be written as
where P (z) is given in Eq. (67). With the aid of Eq. (69), one can express P (z) as
A special case that does allow a solution for Eq. (54), is when the cross-product term in Eq. (82) is neglected. The differential equation then has the form
The differential equation in Eq. (83) has the solution,
where J ν and Y ν are Bessel functions of the first and second kind, respectively, and C 1 and C 2 are constant to be determined by the initial conditions, given in Eqs. (59) and (60). Applying the first initial condition Eq. (59), one finds that the constants much have the forms
(87)
where C 0 is a constant, common to both C 1 and C 2 . Substituting Eqs. (87) and (88) into Eq. (86), one obtains an interim expression for the solution, given by
Now we apply the second initial condition Eq. (60) to the expression in Eq. (89) to obtain
where we used the Wronskian
to obtain the last expression in Eq. (90). It gives a relationship between C 0 and ρ in , which is then used to replace C 0 in Eq. (89). The resulting solution reads
The expression for the solution of the simplified differential equation that satisfies the initial conditions, is obtained from Eq. (92) by substituting Eqs. (84) and (85), into it. We express the result
in terms of the H-notation of Eq. (54). Here H in (x, a d ) is the input state and
To convert the expression in Eq. (93) to the position domain, we use an approach that is similar to the one followed to obtain Eq. (71) from Eq. (70). However, here we find it more convenient to perform a shift in the integration variables
with the result that Eq. (71) becomes
The resulting replacements in the arguments of the propagation kernel T (·) in this case are x → x d − u and a d → u/λz, leading to the following replacements
Applying these replacements to the expression in Eq. (93), we obtain the following position domain expression for the single-photon turbulence propagation kernel
Unfortunately, the result given in Eq. (98) cannot be directly generalized to a two-photon case, as in the perturbative case above. The reason is that, when the simplification that was applied to Eq. (54) to give Eq. (83), is applied to Eq. (55), the resulting differential equation is not solvable.
VII. DISCUSSION
Here we only consider the MPS approach. Although the SPS model appears to follow from a Markovian approach, the leading contribution in the non-Markovian approach gives the same expression for the SPS model. The conclusions that one can derive from the SPS model are therefore applicable regardless of whether one considers a Markovian or non-Markovian approach.
One of the pertinent aspects the SPS model is that it gives the behavior of the state in terms of a single dimensionless parameter W = w 0 /r 0 , where w 0 is the optical beam waist radius and r 0 is the Fried parameter [18] . The relationship between the Rytov variance [13] , which quantifies scintillation strength, and W indicates that, for a constant W, the scintillation strength increases with propagation distance. The SPS model is only valid under weak scintillation conditions. Therefore, it breaks down when the propagation distance becomes too large. In the context of the evolution of an entangled quantum state propagating through turbulence, one finds that the SPS model can only describe this evolution correctly for the entire duration of a nonzero entanglement, if the turbulence is strong enough to complete this evolution over a relatively short propagation distance.
As a result, one can conclude that the SPS model provides a tool to study quantum state evolution under strong turbulence conditions [12] . What is needed then is another model that can provide a tool to study quantum state evolution under weak turbulence conditions. For the Markovian approach, such a tool was presented in the form of the Markovian IPE [9, 12] . Here we provide such a tool for the non-Markovian approach, where we exploit the weakness of the turbulence to obtain a perturbative solution.
We also provide another solution for the nonMarkovian IPE that does not assume weak turbulence. This is obtained by modifying the differential equation for the non-Markovian IPE. The resulting modified differential equation only works to the single-photon case. Its solution cannot be generalized to the two-photon case, because the simplification that is used does not render a readily solvable differential equation in the two-photon case. Nevertheless, it is not inconceivable that one may be able to find a simplification that can be applied to the two-photon differential equation which would allow solutions. The resulting expressions would in general be even more complex than those that we obtained here.
The modification that is applied assumes that the cross-product between particular coordinate vectors gives a vanishing contribution to final result. This assumption depends on the particular input optical field. For instance, if the input optical field is a Gaussian beam, then the expectation value of this cross-product is zero.
VIII. CONCLUSIONS
The propagation of a photonic quantum state through a turbulent atmosphere is considered in terms of a nonMarkovian approach. This is done in contrast to the existing Markovian methods that have been proposed before. We derive a non-Markovian IPE, which takes the form of a second-order differential equation with respect to the propagation distance. The non-Markovian IPE contains no integrations over the propagation distance. The form of this second-order differential equation does not allow immediate solutions.
To solve the non-Markovian IPE, we follow two different approaches. The first is to assume the turbulence is weak enough to allow a perturbative analysis. This approach gives a solution that contains hyper-geometrical functions. Although we obtain the solution for the singlephoton case, it can be generalized to the two-photon case.
The second approach is to apply a particular simplification to the form of the differential equation. The resulting simplified differential equation can be solved to give a solution in terms of Bessel functions of fractional order. It only applies to the single-photon case.
is a normalized turbulence strength, and
is the Gaussian beam divergence angle. The dimensionless combination of the dimension parameters in front of the dissipative term gives us the expression for the effective coupling constant:
