Abstract. We prove pointwise variational L p bounds for a bilinear Fourier integral operator in a large but not necessarily sharp range of exponents. This result is a joint strengthening of the corresponding bounds for the classical Carleson operator, the bilinear Hilbert transform, the variation norm Carleson operator, and the bi-Carleson operator. Terry Lyon's rough path theory allows for extension of our result to multilinear estimates. We consider our result a proof of concept for a wider array of similar estimates with possible applications to ordinary differential equations.
Introduction
Consider the bilinear iterated Fourier inversion integral (1) Bpf 1 , f 2 qpxq :"
It is a close relative of the bilinear Hilbert transform, and as such satisfies L p bounds as in [11, 12, 13, 14] .
Given any r P p0, 8q, let T r denote the following stronger operator .
Thus T r is a variation sum over truncations of B, in particular it dominates both B and the bi-Carleson operator considered in [21] , which essentially is the limit case r Ñ 8 of T r .
The main result of our paper is the following theorem: Besides strengthening [11, 14, 21] , Theorem 1.1 also implies a range of the L p estimates for the variation norm Carleson theorem in [26] . Namely, the variation norm Carleson estimate can be obtained by a variant of (2) without the constraint ξ 1 ă ξ 2 , which in turn can be estimated by the sum of (2) and a symmetric version of (2) .
The theory of ordinary differential equations with rough driving signals initiated by T. Lyons [17] and developed by many, for example [18] discusses similar expressions as (2) and controls them using additional information on the Fourier transform of f 1 , f 2 , allows to bootstrap our main theorem in a certain range of exponents to multi(sub)linear estimates: Corollary 1.2. Let k ě 3. For any r ą 0 let T k,r denote Then for every p P p 3 2 , 8q and r ą maxp2, The end-point version r " 8 of this corollary was posed as a problem in [24] .
It should be of interest to study variants of Theorem 1.1 where e ixpξ 1`ξ2 q is replaced by e ixpα 1 ξ 1`α2 ξ 2 q for general real parameters α 1 , α 2 and similarly for Corollary 1.2. Such variants of Theorem 1.1 do not hold if α 1 α 2 pα 1`α2 q " 0, the interesting case α 1`α2 " 0 is discussed in [23] . It is possible that α 1 α 2 pα 1`α2 q ‰ 0 is the only constraint towards such variants of Theorem 1.1, this would lead to strong variants of Corollary 1.2 with interesting consequences for rough ordinary differential equations. For our present purpose, we hope that our omission of further parameters α 1 , α 2 simplifies the readability of our proof and we defer the discussion of potentially rich ramifications of the theory of general parameters to the future. We refer to [10] for a discussion of a degenerate trilinear variant of (1).
While [26] establishes a sharp range of exponents for the variation norm Carleson operator, we do not prove that the range of exponents of Theorem 1.1 is sharp, though this range is clearly dictated by our method of proof. Part of our ambition was to obtain a sufficiently large range of exponents to allow for instances of Corollary 1.2, for example a point p 1 " p 2 " 2 and 2 ă r ă 3. By the Hölder inequality, the simpler version of T r where the the bilinear Hilbert symbol 1 ξ 1 ăξ 2 is replaced by 1 is controlled by a product of two variation norm Carleson operators, where the new variation-norm exponents s and t satisfy 2{r " 1{s`1{t. In order to apply the known estimates (from [26] ) to these variation-norm Carleson operators, we need p 1 ą s 1 and p 2 ą t 1 and which clearly leads to the constraint p 3 ą r 1 {2. We also need s, t ą 2 which together with the relation 2{r " 1{t`1{s leads to t 1 , s 1 ą maxp1, 2r{p3r´4qq and from there we then obtain the lower bound constraints for p 1 , p 2 .
It is not hard to see that for r ě 4 the range (3) becomes the classical range for the bilinear Hilbert transform (and in particular independent of r). Since variation-norm operators with larger exponents are smaller, we may assume without loss of generality that 2 ă r ă 4 in the rest of the paper.
Outline of the proof
By dualization and monotone convergence, we cound find measurable functions K : R Ñ Z`, N 0 pxq ď N 1 pxq ď . . . , and d 0 pxq, d 1 pxq, . . . such that (i) ř jě0 |d j | r{pr´2q " 1;
(ii) for every x, if j ą Kpxq then d j pxq " 0 and N j pxq " N j´1 pxq; and (iii) for every x P R we have |T r pf 1 , f 2 qpxq| À B r pf 1 , f 2 qpxq, where B r pf 1 , f 2 qpxq :"
Thus, it suffices to prove the desired estimate B r , provided that the implicit constants depend only on r and p 1 , p 2 , p 3 . We will fix K, pN j q, and pd j q in the rest of the paper. By monotone convergence, we may assume that K, N j are bounded.
For any M ă N we will decompose 1 M ăξ 1 ăξ 2 ăN into three components:
m CC pM, N, ξ 1 , ξ 2 q`m BC pM, N, ξ 1 , ξ 2 q`m LM pM, N, ξ 1 , ξ 2 q ‚ m BC captures the singularity along the line segment from pM, M q to pN, N q, ‚ m CC captures the singularity along the other two edges of the triangle, and ‚ m LM is an error term that has two singularities at pM, M q and pN, N q.
Construction of these symbols are detailed in Section 3 using a hybrid of the arguments in [26] and [21] . Applying this decomposition for pM, N q " pN j´1 , N j q and using the triangle inequality, it follows that B r is controlled by three corresponding bilinear operators. Via standard arguments (detailed in the Appendices), each of these three operators is in turn controlled by a bounded sum of discrete operators, which will be described in Section 4. To prove boundedness of the discrete model operators in the desired L p ranges, we will use the new L p theory for outer measures introduced in [6] . It turns out that analogues (for outer measure spaces) of classical singular integral operators arise naturally in our proof, and they are effective tools to handle nested levels of time-frequency analysis. In order to study these operators, we adapted an argument in [6] to prove a Marcinkiewicz interpolation theorem (see Lemma 5.1) for (quasi)sublinear maps between outer measure spaces, which generalizes a simpler interpolation result in [6] .
Notational conventions. By a (standard) dyadic interval we mean rn2
k , pn1 q2 k q for some n, k P Z. For any a P r0, 1q, by an a-shifted dyadic interval we mean an interval of the form 2 k prn, n`1q`p´1q k aq.
For any interval I we denote its midpoint by cpIq, its left children by I´and its right children by I`. For any positive C, the C-enlargement of I is defined to be the C-dilation of I from its center and will be denoted by CI. Enlargements of cubes are defined similarly. We will define r χ I pxq " p1`| x´cpIq| |I|
q´2.
For any set A Ă R, we define D y A :" t2 y ξ : ξ P Au the dilation of A relative to the origin. For any number α and any interval I, let I`α :" tx`α : x P Iu.
We say that A À B if there is an absolute constant C P p0, 8q such that |A| ď C|B|. If C depends on t 1 , t 2 , . . . we will say that A À t 1 ,t 2 ,... B. (We sometimes suppress some subscripts if the dependence is not important for the relevant discussion.)
If J is an interval we define M J f " sup IĄJ |I|´1 ş I |f pxq|dx for every function f . We will use the following normalizations for inner product and Fourier transforms:
Decomposition of the triangular symbol
In this section, we will construct m CC and m BC (m LM is defined using (6)).
3.1. Construction of m CC .
3.1.1. Decomposition of 1 M ăξăN . Below we adapt a decomposition in [26] . We partition pM, N q into maximal dyadic intervals I such that distpI, tM, N uq ě L 1 |I| .
Let H " HpM, N q denote the set of these dyadic intervals. It is clear that the length of two neighboring elements of H differs by a factor of 2 k where k is integer in r´1, 1s, therefore we may denote the lengths of the left and right neighbors of I P H by upIq|I| and vpIq|I| where upIq, vpIq P t 1 2 , 1, 2u and these two numbers are completely determined from the following details:
‚ the unique m P Z`such that M P I´pm`1q|I|; ‚ the unique n P Z`such that N P I`pn`1q|I|; ‚ whether I is the left or right children of its dyadic parent.
Let A denote the set of eligible pside, m, nq for I P H, where side P tlef t, rightu. For any α P A, let I M,N pαq be the set of corresponding dyadic intervals.
Given any 1{2 ă c ă 5{8 by elementary arguments we could construct smooth functions φ u,v indexed by pu, vq P t 1 2 , 1, 2u
2 , all supported in r´c, cs, such that 1 pM,N q pξq " ÿ IPHpM,N q φ upIq,vpIq p ξ´cpIq |I| q .
We will write φ α,I pξq :" φ u,v p ξ´cpIq |I| q if the details of I match with α, thus
Note that the sum in the right converges absolutely pointwise: every term is nonegative, and at every ξ there are only finitely many nonzero terms in the sum.
3.1.2. Definition of m CC . Intuitively, m CC pM, N, ξ 1 , ξ 2 q is a smooth restriction of 1 M ăξ 1 ăξ 2 ăN to (7)
) , which will be denoted by R 1 pM, N q. For a more precise statement, see Lemma A.4.
To motivate, note that using (6) we obtain for any pξ 1 , ξ 2 q P R 1
and we will construct m CC by removing terms supported far from R 1 in the sum.
Specifically, let
which are subsets of A. As we will see, A 2 is a finite set.
where m CC,j are sub-sums of the right hand side of (8) under some extra constraints. We will always have I P I M,N pαq and J P I M,N pβq and the summands are always φ α,I pξ 1 qφ β,J pξ 2 q, and the following table details the extra contraints:
Symbols Conditions on α Conditions on β Extra conditions on I,J m CC,1
3.2. Construction of m BC . In this section, we construct the m BC symbol, which may be viewed as a smooth restriction of χ M ăξ 1 ăξ 2 ăN to a neighborhood of R 2 pM, N q, which consists of all M ă ξ 1 , ξ 2 ă N such that
For a more precise statement, see Lemma A.5.
To motivate the construction, we first note that if pξ 1 , ξ 2 q P R 2 then
We will construct m BC by writing the product in the right hand side of the last display as a sum of products of wave packets (using a suitable decomposition for each factor), and then removing from this sum essentially those terms that are supported far from R 2 .
3.2.1. Decomposition of χ ξ 1 ăξ 2 . We largely follow [14] (see also [28, 19] ).
Shifted cubes: For any b " pb 1 , . . . , b n q P r0, 1q n we say that S " S 1ˆ¨¨¨ˆSn is a b-shifted dyadic cube if S j is a b j -shifted dyadic interval, and |S 1 | "¨¨¨" |S n |. In this paper, unless otherwise specified, the coordinates of underlying shifts are assumed to be in t0, 1 3 , 2 3 u. Whitney decomposition: For each b P t0,
It is clear that for such square it holds that (10)
Using a partition of unity argument, we may write
where tφ S 1ˆS2 u is a family of nonnegative C 8 bump functions, such that φ S 1ˆS2 is supported inside 4 5 S 1ˆ4 5 S 2 . Note that if pξ 1 , ξ 2 q P S then ξ 1`ξ2 P S 1`S2 . Note that S 1`S2 can be generously covered by 6 intervals of the form p3{4qI j , 1 ď j ď 4, where I j are shifted dyadic intervals having the same length as |S 1 |.
Using partitions of unity, we may find nonnegative smooth functions φ 3,I j with support inside p4{5qI j , such that for every ξ P S 1`S2 it holds that 1 " ř j φ 3,I j pξq. We obtain
where S denote the collection of cubes S 1ˆS2ˆS3 formed using S 1ˆS2 P Ť S b and S 3 are the covering intervals I j 's discussed above. Note that every element of S is a shifted dyadic cube, where the underlying shifts are elements of t0, 1 3 , 2 3 u 3 . Expanding φ S 1ˆS2 pξ 1 , ξ 2 q into bilinear Fourier series, we obtain
here pa k q is a rapidly decaying sequence and φ i,S,k 's are C d -bump functions uniformly adapted to S P S, and φ i,S,k is supported inside 5 6 S i . (In fact φ 3,S,k " φ 3,S 3 is independent of k, but we prefer to use φ 3,S,k for later convenience of notation.) Als, d is a fixed finite constant, but could be chosen arbitrarily large.
3.2.2.
Definition of m BC . For convenience, let pSq " |S 1 | " |S 2 | " |S 3 | denote the side length of S. Using (6) and (11) , it follows that we may write χ ξ 1 ăξ 2 pξ 1 , ξ 2 qχ M ăξ 1`ξ2 ăN as (12) "
Here the summation is over all k P Z 2 , α P A, S P S, and I P I M,N pαq.
The model operators 4.1. Tiles and wave packets. A (standard) tile P " I PˆωP is a rectangle of area 1, where the spatial interval I P is a standard dyadic interval and the frequency interval ω P is a standard dyadic interval. We will also use shifted tiles, where I P is still standard dyadic but ω P is a shifted dyadic interval.
Let P be a tile collection. For 1 ď p ď 8 we say that the collection of functions tφ P , P P Pu is a L p -normalized wave packet collection if p φ P Ă p5{4qω P , and
uniformly over P P P, for all n ě 0. If the estimate holds only for 0 ď n ď n 0 then we say that the collection is of order n 0 .
4.2.
Multi-tiles. We say Q " pQ 1 , . . . , Q m q is an m-tile if the tiles Q 1 , . . . , Q m share the same spatial interval, denoted by I Q . The cube ω Q :" ω Q 1ˆ¨¨¨ˆω Qm is called the frequency cube of Q.
Definition 4.1 (Sparse).
A collection Q of m-tiles is sparse relative to a constant C 0 if the following hold: for any Q, R P Q with |I R |{C 0 ď |I Q | ď |I R | we must have |I Q | " |I P |, and furthermore either ω Q " ω R or C 0 ω Q X C 0 ω R " H.
Definition 4.2 (Rank-1).
A collection Q of m-tiles is of rank 1 relative to C 1 ě 1 if the following holds for any Q, R P Q:
4.3.
Rigid triples of intervals. We say that tpI lower , I, I upper q, I P Iu is a rigid collection of interval triples if there are integers L 1 ă m, n À L 1 such that one of the following situations happens:
(i) For every I P I we have I lower " I´m|I| and I upper " I`n|I|.
(ii) For every I P I we have I lower " I´m|I| and I upper " rcpIq`pn´1{2q|I|, 8q.
(iii) For every I P I we have I lower " p´8, cpIq´pm´1{2q|I|q and I upper " I`n|I|.
We say that two collections have the same structure if the same situation (i.e. (i) or (ii) or (iii)) holds for both, with possibly different pairs pm, nq.
Description of the model operators.
To bound T r , we will show that it suffices to bound the following four types of operators: T CˆC (product of Carleson operators), T CC (paraproduct of Carleson operators), T BC (composition of bilinear Hilbert transform and Carleson operators), T LM (variational bi-linear Carleson operators). We will define these operators shortly. For convenience of notation, in the following we denote r φ 1,P,j pxq " φ 1,P pxq1 N j´1 pxqPω 1,P,lower 1 N j pxqPω 1,P,upper (13) and we define r φ 2,P,j , r φ 3,P,j , r φ 1,Q,j , . . . similarly. As a convention, Ps will denote tile collections and Qs will denote shifted tri-tile collections, and all underlying collection of wave packets are L 1 -normalized. All interval triples will be rigid, and in type CC we demand that the two underlying rigidity types are the same. Without loss of generality we assume that all tile and tritiles collections are finite and sufficiently sparse (all estimates are uniform over these collections), and for Q we assume that the tri-tiles share the same shift.
The contraints in T LM read as follow:
Furthermore, in T LM Q is not shifted and it satisfies the following rigidity constraint: for m 2 , m 3 fixed bounded integers it holds for every Q P Q that ‚ ω Q 2 is the translation of ω Q 1 by m 2 |ω Q 1 |, and ‚ tx{2 : x P ω Q 3 u is the translation of the left children of ω Q 1 by m 3 |ω Q 1 |{2, 4.5. Reduction to model operators. In the Appendix, we will show that B r pf 1 , f 2 q is bounded by a finite average of discrete operators of the above types. By the Hölder inequality (see also the discussion at the end of the introduction), the desired bounds for T CˆC follow from known L p estimates for discrete variationnorm Carleson operators [26] : in Section 6 we will also deduce these estimates (see Theorem 6.9) as a byproduct of several generalized Carleson embedding estimates and the L p theory for outer measure introduced in [6] . The proof of Theorem 6.9 will also serve as a model for the unfortunately more technical treatments for T CC , T BC , and T LM .
Some background on outer measure spaces
We recall several notions from [6] , with some simplifications for the setting of the current paper. An outer measure space pX, S, µq consists of: (i) A countable set X. Often we will assume X is finite, in that case the underlying estimates are independent of the size of X.
(ii) An outer measure µ generated using countable coverings from a pre-measure on a fixed collection E of non-empty subsets of X, which in particular covers X.
(iii) A size S which assigns a number in r0, 8s to each pair pf, Eq where f : X Ñ C Borel measurable and E P E, such that Spf`gqpEq À Spf qpEq`SpgqpEq , Spλf qpEq " |λ|Spf qpEq , and if |f | ď |g| then Spf qpEq ď SpgqpEq for all E P E.
Given an outer measure space, we may define
and L p may be defined as follows:
Many standard properties of classical L p spaces can be proved for outer L p spaces, see [6] for details. We summarize several estimates from [6] .
Proposition 5.1 (Outer Radon-Nikodym). Assume that }f } L 8 pX,S,µq ă 8, and for some Borel measure ν on X it holds for every E P E that ż E |f |dν ď C 1 µpEqSpf qpEq .
Then it holds that (the implicit constant does not depend on }f } L 8 pX,S,µq ) ż
Proposition 5.3 (Convexity). If p 1 ă p ă p 2 and 1{p " α 1 {p 1`α2 {p 2 with α 1 , α 2 P p0, 1q and
The following Lemma generalizes [6, Proposition 3.5] . Below pX, S, µq and pY, S 1 , νq are given outer measure spaces. (i) Scaling invariance: for any λ ě 0, |Kpλf q| " |λKpf q|;
(ii) Quasi sublinear: |Kpf`gq| ď C|Kpf q|`C|Kpgq|;
Let p 0 ă p 1 and q 0 ă q 1 such that 0 ă p j ď q j ď 8. For θ P p0, 1q assume that
Proof. By scaling invariance, we may assume
Case I: q 1 ă 8. It follows that p 1 ă 8 since p j ď q j . Without loss of generality, assume that }f } L p pX,S,µq " 1.
For each λ ą 0, by definition there exists a set U such that Spf 1 U c q ď λ α and
Here s stands for small and l stands for large.
Since f λ,l is supported on U and |f λ,l | ď |f | and monotonicity of size, we have
Using }f } L p " 1, it follows in particular that }f λ,l } L p 0 À λ 1´q{q 0 , and
For }f λ,s } p 1 , using Spf λ,s q ď λ α and monotonicity of size we similarly obtain
Since q 0 ě p 0 and q 1 ě p 1 , using quasi linearity and scaling invariance and the given assumption on bounds for K at the endpoints, it follows that
here we have used the definition of α. It follows that
Case I: q 1 " 8. As before, we decompose f " f λ,l`fλ,s where Spf λ,s q ď cλ α for c ą 0 small (chosen later), and f λ,l is supported in a set U such that µpU q ď 2µpSpf q ą cλ α q. Since M 1 " 1, by choosing c ą 0 sufficiently small we obtain νpS 1 pKf q ą λq ď νpS 1 pKf λ,l q Á λ α q. The rest of the proof is similar. l
The following Lemma is a multilinear extension of Lemma 5.1. Below pX, S, µq and pX j , S j , µ j q are outer measure spaces, j " 1, . . . , n. Let 0 ă s j ă t j ď 8, j " 1, . . . , n. Let A be the n-dimensional rectangle tpx 1 , . . . , x n q : 1{t j ď x j ď 1{s j u.
Lemma 5.2. Let K maps measurable function pf 1 , . . . , f n q on X 1ˆ¨¨¨ˆXn to measurable functions on X. Assume that K has the following properties:
(i) Scaling invariance: for any λ ě 0 and 1 ď j ď n,
. . , p n q such that 1{p " 1{p 1`¨¨¨`1 {p n and p1{p 1 , . . . , 1{p n q is one of the vertices of A it holds that
Then for every pp, p 1 , . . . , p n q such that 1{p " ř 1{p j and p1{p 1 , . . . , 1{p n q is in the interior of A it holds that
Proof. For simplicity we will show the proof for n " 2, the general case is similar. Let p1{p 1 , 1{p 2 q be in the interior of A and f j P L p j for j " 1, 2, and assume 1{p " 1{p 1`1 {p 2 . We normalize }f j } p j " 1 and we will show that }Kpf 1 , f 2 q} p À 1.
For every λ ą 0 consider the decomposition f j " f j,λ,s`fj,λ,l where f j,λ,l is the restriction of f j to a some U j Ă X j chosen such that S j pf j 1 U c j q ď λ and µ j pU j q ď 2µ j pS j pf j q ą λq. From the proof of Lemma 5.1, using p j ă t j we have
Now, given λ ą 0 we will decompose Kpf 1 , f 2 q by decomposing f 1 " f 1,α 1 ,s`f1,α 1 ,l and similarly f 2 " f 2,α 2 ,s`f2,α 2 ,l with α 1 " λ p{p 1 and α 2 " λ p{p 2 (clearly α 1 α 2 " λ). This leads to a decomposition of Kpf 1 , f 2 q into four terms, and we will estimate each of them using the known weaktype estimate at one suitable vertex of A. We show below the treatment for Kpf 1,α 1 ,s , f 2,α 2 ,s q, for which we will use the vertex pt 1 , t 2 q. Letting t denote t 1 t 2 {pt 1`t2 q, it follows that
The other terms (in the decomposition for Kpf 1 , f 2 q could be treated similarly, thus by quasilinearity of size it follows immediately that
Case 2: Exactly one of t 1 , t 2 is 8.
Without loss of generality assume that t 1 ă t 2 " 8. In this case we still carry out the same decompositions as before. The two terms that does not involve f 2,α 2 ,s could betreated as before. For Kpf 1,α 1 ,s , f 2,α 2 ,s q using the assumed weaktype estimate at pt 1 , t 2 " 8q we have
The term Kpf 1,α 1 ,l , f 2,α 2 ,s q could be treated similarly. Case 2: t 1 " t 2 " 8.
In this case we modify the decompositions slightly so that S j pf j,α j ,s q ď cα j for both j " 1, 2, where c ą 0 is sufficiently small. It follows from the assumed weak-type estimate at pt 1 , t 2 q " p8, 8q that
therefore by choosing c sufficiently small we obtain, for some C ą 0 large,
The three terms on the right hand side could be treated as before. l
Generalized Carleson embeddings and outer L p estimates for discrete variation-norm Carlerson operators
Let tφ P , P P Xu be L 1 -normalized Fourier wave packets where P is finite sparse, such that supp p φ P Ă p5{4qω P , and tpω P,lower , ω P , ω P,upper q, P P Pu is rigid. For simplicity we assume that ω P,upper is finite and ω P,lower is a half line (the other settings could be handled similarly). For technical convenience, assume that 1000ω P is strictly between ω P,lower and ω P,upper for every P P P.
Let f be a Schwarz function on R, and α j : R Ñ r0, 8s, and define
where r φ P,j is defined by (13) .
In this section, we consider embedding estimates for T 1 and T 2 from L p pRq to outer measure spaces on P. Following [6] we will refer to these estimates as generalized Carleson embeddings.
6.1. Outer measure spaces. For every P P P, let Ă ω P be the convex hull of 50ω P and 50ω P,upper .
Generating subsets: A nonempty E Ă P is a generating set (i.e. E P E) if there exists a dyadic interval I E and ξ E P R such that for every P P E we have
We say that E is lacunary if furthermore ξ E P 50ω P,upper for every P P E, and E is overlapping if ξ E P r ω P z50ω P,upper for every P P E.
Outer measure: The outer measure µ will be generated from µpEq " inf ř j |I E j |, infimum taken over all countable coverings of E by generating sets.
Size: For any 0 ă t ă 8 and any generating set E Ă P, let S t be the size
If the supremum is taken over only lacunary subsets S, we call S t,lac the corresponding size, and define S t,overlap similarly. When t " 8 the three sizes agree
It is clear that S t and S t,lac and S t,overlap are decreasing functions of t.
Strongly disjointness: Let pE m q be lacunary. We say they are strongly disjoint if for any m ‰ n:
The following estimate follows from a standard argument, see e.g. [26] or [14] .
Proposition 6.1. Let pE m q be strongly disjoint lacunary and
6.2. Embeddings for T 1 . The following is a discrete version of [6, Theorem 5.1] and its L 2,8 endpoint is also reformulation of the well-known size lemma in [14] .
, and the weak-type estimate holds at p " 2.
Proof. Without loss of generality assume }f } L p pRq " 1. The endpoint p " 8 is a consequent of Lemma 6.3, so by interpolation it suffices to consider the weak-type estimate at p " 2.
Fix any λ ą 0. We will show that there exists
ą λ, we select one such E 1 with smallest possible ξ E .
(ii) Let F 1 " tP P P :
We remove F 1 from P and repeat the above argument and select E m , F m , m " 2, 3, . . . . Since P is finite the process will stop, and by geometry and sparseness of P it is clear that pE m q iě1 is strongly disjoint. Let
It follows that λ 2 µpP 1 q ď λ 2 ř m |I Em | À 1, as desired. l For any g consider the following tile maximal average
The following Lemmas are reformulation of standard estimates, see e.g. [20] .
By Calderon-Zygmund theory, for every lacunary generating set E it holds that
Consequently, Lemma 6.3 implies the following standard corollary:
When P is a generating set, we have the following standard estimates, part (i) is a reformulation of [25, Proposition 3.4] . For convenience, we will sketch a proof.
Lemma 6.4. (i) Suppose that E is a generating set. Then for every 1 ă p ď 8
and the weak-type endpoint p " 1 holds.
(ii) If E is lacunary then for every 1 ă p ă 8
Proof. (i) For any F Ă E by Lemma 6.3 and Lemma 6.2 we have:
thus the endpoint p " 8 follows. By interpolation it suffices to consider the weak-type endpoint at p " 1. Fix λ ą 0. We select a sequence of generating subsets S 1 , S 2 , . . . of E as follows. If there exists
qpxq ą λ{C N we choose a maximal J, and let S 1 " tP P E : I P Ă Ju and remove S 1 from E, then repeat the above selection algorithm. Since E is finite the algorithm will stop and we obtain our sequence S 1 , S 2 , . . . , S k . Clearly on E´S 1´¨¨¨´Sk we have S 2,lac pT 1 f q ď λ. Now, I S j 's are pairwise disjoint and S j are generating sets, therefore
(ii) Let g P L p 1 , by outer Radon-Nikodym/Hölder we have
thanks to part (i). The desired estimate follows from duality. l 6.3. Embeddings for T 2 . The following Theorem generalizes the variation-norm density lemma in [26] , which in turn generalizes the density lemma in [14] .
Theorem 6.5. Assume that s ‰ 2, and let q " minp2, s 1 q, s 1 " s{ps´1q.
For any p P ps, 8s it holds that
and the weak-type estimate holds at p " s.
By interpolation, it suffices to consider the L 8 estimate and the weaktype estimate at p " s. (Note that we could fix G " supppf q and invoke interpolation theorems for the linear map T 2 from functions on G to outer measure spaces, the factor M N pP, 1 G q 1{p 1 should be thought of as an estimate for the norm of T 2 .)
The proof strategy will involve three Lemmas: Lemma 6.7 and Lemma 6.8 will be used to handle the L 8 endpoint, and Lemma 6.6 will be used to handle the weak type estimate at p " 2.
For convenience of notation, for each P let P denote the following completion P " tR : DP 1 , P 2 P P with
For convenience of notation, for any measurable sequence pg j q we denote m s,N pP, pg j:" sup
Now, the L 8 endpoint of Theorem 6.5 follows from Using Lemma 6.7 and Lemma 6.8, which gives the estimate
The weaktype estimate at p " s of Theorem 6.5 follows from the following result.
Lemma 6.6. Let p P rs, 8s and assume suppp ř j |g j | s q 1{s q Ă G. For any λ ą 0 there exists P 1 Ă P such that
and m s,N pP, pg jď λ .
Proof. The endpoint p " 8 is trivial, while the endpint p " s follows from
and a variation-norm version of the standard density lemma (see e.g. [26] ). The general case could be obtained by a simple interpolation argument: let A " tx : p ř j |g j pxq| s q 1{s ą λ{Cu for C ą 0 large, we use the p " s and p " 8 endpoints to respectively treat g j 1 A and g j 1 A c . We omit the details. l
Proof. It suffices to show that for every lacunary E and g : E Ñ C it holds that ÿ
Indeed, taking gpP q " T 2 f pP q|T 2 f pP q| q 1´2 and applying the above estimate for all lacunary subsets of P, we obtain an equivalent form of the desired estimate:
Below, for brevity we write }g} 8 for }g} L 8 pE,S q,lac ,µq , and m s for m s,N .
For every P and x, it is clear that at most one j will satisfy N j´1 P ω P,lower and N j P ω P,upper . Let d P pxq " d j pxq1 |I P |ďα j if such j exists, otherwise d P pxq " 0. Let J be the collection of all maximal dyadic J such that 3J does not contain any I P , P P E. Clearly, J is a partition of R, so the left hand side of (17) is bounded by
where A denotes the contribution of pJ, P q such that |I P | ď 2|J| and the rest is in B. Since }r χ
Note that the above estimate remains true when E is overlapping.
We now estimate B i.e. the contribution of pJ, P q with |I P | ě 4|J|.
First, by geometry, such J must be a subset of 3I E . Furthermore, by maximality there is P 1 P E such that I P 1 Ă 3πpJq where πpJq is the dyadic parent of J. Let R be a tile such that pI P 1 Y πpJqq Ă I R and |I R | " 4|J|, and ξ E P ω R . We will show that R P P. To see this, note that for (17) we may assume that I P 2 " I E for some P 2 P E. It follows that I P 1 Ă I R Ă 10J Ă 30I P 2 ; it is also clear that r ω R X r ω P j ‰ H for each j " 1, 2 since they all contain ξ E , thus R P P as claimed. Now, if P P E such that |I P | ě |I R | " 4|J|, by sparseness it follows that ω P,upper Ă r ω R . Now, for x P J by Hölder's inequality we have
Since T is lacunary and P is sparse, we can find a sequence of integers Op1ql og 2 p|J|q ď m 1 pxq ď n 1 pxq ď¨¨¨ď m K pxq ď n K pxq such that
(Note that when m j " n j the set is understood to be empty, one example when this may happen is when α j is too small or 2|J| is too large relative to the range of |I P | imposed by the N j , N j´1 constraints.) Now, let g E pxq " ř P PE |I P |gpP qφ P pxq. For every x P J we havè
where Π n s are Fourier projections onto the relevant frequency scales of E (essentially projecting onto |ξ´ξ E | À 2´n, thus larger values of n means narrower bands). Using m 1 ą log 2 |J|`Op1q and Minkowski's inequality, the last display is bounded by 
If s 1 ă 2 then by the continuous Pisier-Xu inequality (see [5] ) we obtain
Proof. The proof is entirely similar to the proof of Lemma 6.7, it suffices to show for any overlapping E the following estimates
We define J as before and invoke (18) again, and A could be estimated as before. To estimate B we use the following observation: since E is overlapping, for every x there is at most one j and at most one scale of E that contributes to ř |I P |ą2|J| |I P |gpP qφ P pxqd P pxq. Let R P E be as before. It follows that
Outer L p estimates for discrete variation-norm Carleson operators. Let r ‰ 2 and q " minp2, rq, and r φ P,j 's are defined relative to pN j pxqq and Kpxq. We consider the variation-norm operator
Theorem 6.9. Let F be a subset of R.
(i) For any 1 ă p ă r it holds that
(ii) If r ą 2 then for all p ą r 1 it holds that
We may find pα j q and pg j q measurable functions with α j ě 0 and
Via applications of the classical Hölder inequality it follows that S 1 pgT 2 hq À S 2,lac pgqpS 2,lac`S1,overlap qpT 2 hq .
Thus, using outer Radon-Nykodym and outer Hölder inequalities, we obtain ÿ
Now, using Theorem 6.5 and noticing s 1 " r it follows that
provided that p 1 ą s. This completes the proof of part (i).
(ii) Since r ą 2, we obtain q " 2. We say that a subset is major if it has at least half of the total measure. By restricted weak type interpolation [22] (see also Section 7.3.2), it suffices to show that we could find β arbitrarily close to 0 and also arbitrarily close to 1{s such that V r pT 1 f q, h is of restricted weak type pβ, 1´βq. That is, there exists j 0 P t1, 2u depending only on β such that given any F 1 , F 2 Ă R with finite positive Lebesgue measures we could find S 1 Ă F 1 and S 2 Ă F 2 both major subsets and furthemore S j 0 " F j 0 and
To get β near 1{s, we let S 1 " F 1 and S 2 " F 2 zE where E :" tM 1 F 1 ą C|F 1 |{|F 2 |u and C is large enough, and S 2 " F 2 . Without loss of generality assume that 1`d
" 2 k provided that we have enough decay in the estimate. By convexity, for 2 ă p ă s 1 it follows from part (i) that
where β :" 1{p 1 , which is arbitrarily close to 1{s if p is sufficiently close to s 1 .
To get β near 0, we let S 1 " F 1 zE and S 2 " F 2 where E :" tM 1 F 2 ą C|F 2 |{|F 1 |u with C sufficiently large. Similarly we obtain
Estimates for BC model operators
For simplicity, we assume that ω P,upper is finite and ω P,lower is a halfline for each P P P; other situations are either symmetric or could be reduced to this setting.
The outer measure spaces on P are defined as in Section 6.1. Below we discuss the outer measure spaces on Q, which are similar to the settings on P, thus we only discuss the needed changes. By further decomposition if necessary, we may assume that P and Q are very sparse.
For any two tiles R, R 1 we say that R ă R 1 if I R Ĺ I R 1 and 5ω
Clearly, ď and ă are transitive.
Generating subsets of Q:
A nonempty E Ă Q is a generating set if for some tritile Q E (with the same rigidity) the following holds: for every Q P E there is j " jpQq P t1, 2, 3u such that Q j ď Q E,j , where Q j and Q E,j are the j-tiles of Q and Q E . We denote I E " I Q E and ξ E " cpω Q E q.
For any fixed j P t1, 2, 3u, we say that E is j-overlapping if jpQq " j for every Q P E. We say that E is j-lacunary if it is k overlapping for some k P t1, 2, 3uztju.
Outer measure on Q: Let σ be generated from σpEq " inf ř j |I E j |, infimum taken over all countable coverings of E by generating sets.
Size: For every 0 ă t ď 8, we define S t just as in the setting for P. If the defining supremum is taken over all j-lacunary S, we obtain S rjs t . Similarly, for S rj 1 ,j 2 s t the supremum is taken over all S that is both j 1 and j 2 lacunary, or equivalently k overlapping where k ‰ j 1 , j 2 .
Strongly disjointness: For any j P t1, 2, 3u, a collection pE m q of j-lacunary sets of tritiles is strongly disjoint if the following holds for any E m , E n , m ‰ n:
An analogue of Lemma 6.1 also holds in the current setting.
In the rest of this section, for every E Ă Q let P E denote the set of all P P P such that there exists at least one Q P E with |I P | ď |I Q | and 5 4 ω P X 5 6 ω 3,Q ‰ H. The following observation from [20] will be useful in the proof.
Observation 7.1. Let E be 3-lacunary, then the following holds for every P P P E and Q P E: if 5 4 ω P X 5 6
Proof. Assume the contrary, that is for some P P P E and Q, R P E it holds that 5 4 ω P X 5 6 ω 3,Q ‰ H, 5 4 ω P X 5 6 ω R 3 ‰ H, and |I R | ě |I P | ě 2|I Q |. It follows that |I R | ě 2|I Q |, therefore using sparseness of Q it is clear that 5ω R 3 Ă 5ω Q 3 , which contradicts the fact that E is 3-lacunary and Q is sparse. l Now, fix a Schwarz function f 3 on R. Let a j pQq :" f j , φ j,Q for j " 1, 2, and dpP q " f 3 , r φ P where r φ P :" ř j r φ P,j d j . Let K and its adjoint be defined by pKf qpQq :"
Lemma 7.3. Let q P p1, 2s. Then for any 1 ă p ă q we have 
Now, let f pQq " KgpQq for Q P Ť m E m and zero elsewhere, we obtain via applications of the outer Radon-Nikodym/Hölder inequalities
Therefore, by Lemma 7.3 we obtain
,σq }g} L p pP,S q 1 ,lac`S1,overlap ,µq .
Note that f is supported on Q 2 :" Ť E m . It is clear that any 3-overlapping subset of Q 2 is essentially an union of spatially disjoint tritiles. Therefore S r1,2s 1 pf q À S 8 pf q À S Collecting estimates we obtain the desired weak-type estimate
In the rest of the section, we prove Lemma 7.3.
Proof of Lemma 7.3. By interpolation, it suffices to prove weak-type estimates for any fixed p P r1, qq. Without loss of generality, assume }f } L p pQ,S r3s 2`S r1,2s 1
,σq " 1.
Fix any λ ą 0. We will show that there exists P 1 Ă P such that µpP 1 q À λ p and }K˚f } L 8 pPzP 1 ,S q,lac ,µq ď λ. Without loss of generality we may assume that
The construction of P 1 is similar to the proof of Theorem 6.1, and we also obtain a strongly disjoint collection of lacunary sets pE m q mě1 contained inside P 1 with the following property:
Let hpP q :" K˚f pP q|K˚f pP q| q´2 for P P P 1 and zero elsewhere, and let M be the last right hand side, which could be rewritten as
By the classical Hölder inequality we have 
Collecting estimates we obtain M 1{p À λ q{q 1´q {p 1 , therefore
Lemma 7.4. Let q P p1, 2s and pE k q be strongly disjoint lacunary in P. Then for q 1 P pq 1 , 8s and every h : P Ñ C that vanishes outside
and weak type estimates hold at q 1 " q 1 .
Remark: While Lemma 7.4 is weaker than Lemma 7.2, it will be directly proved as part of the proof of Lemma 7.3.
Proof. It suffices to prove the following stronger estimate, which holds for q 1 ą 2:
Clearly, if q 1 ě q 1 then the desired conclusion follows from (22) .
By interpolation, it suffices to prove weak-type estimates at q 1 " 2 and q 1 " 8. Since the right hand side of (22) is not technically an L p norm, we will detail the interpolation argument. Assume that the weak type estimates hold at q
By the assumed L 2 case of (22), the last display is bounded above by
ere in the second term we are able to move the sup inside because for any a ě 0 gpxq :" x1 aăx is increasing for x P r0, 8q. Now, multiplying both side with λ q 1´1
and integrate over λ P p0, 8q we will obtain the desired estimate. This completes the interpolation argument.
Case 1: q 1 " 8. By a standard characterization for S 2 (see e.g. [20, Lemma 6.4] ) it suffices to show that if E Ă Q is 3-lacunary then
Since Q is very sparse, it is clear that for any interval I there is at most one Q P E such that I Q " I. This remark will be used implicitly below.
Let P E be defined as in Observation 7.1 and let P 1 E " P 1 X P E . It follows that KhpQq " φ 3,Q , h E where h E pxq :" ř P PP 1 E |I P |hpP qφ P pxq, for every Q P E. Also, since pE k q is strongly disjoint lacunary, it is clear that the intervals tI P , P P P 
E,2 where P 1 E,1 " tP P P 1 E : I P X 3I ‰ Hu. It suffices to show that for every interval I of the same length as I E it holds for j " 1, 2 that
For A 1 , notice first that for every P P P 1 E,1 we have I P Ă 5I. Since φ P is L 1 -normalized and tI P , P P P 1 E,1 u are disjoint, we obtain
To estimate A 2 , we decompose the summation over P 1 E,2 according to the length of I P . Recall that tI P : P P P 1 E,2 u are disjoint and disjoint from 3I. The desired estimate for A 2 follows from the following pointwise estimate on I:
Case 2: q 1 " 2. Fix λ ą 0. We need to show existence of Q 1 Ă Q such that
and }Kh} L 8 pQzQ 1 q ď λ. Without loss of generality, assume that }Kh} L 8 pQq ď 2λ. Now, we will construct
j is union of a collection S j of strongly disjoint j-lacunary sets, to be selected below. We first collect S 1 using the following algorithm:
(ii) Remove all Q P Q such that for some j " 1, 2, 3 we have Q j ď Q G 1 ,j .
We repeat the above argument and continue selecting G 2 , G 3 , . . . . Since Q is finite the selection argument will stop. By geometry, pG j q is strongly disjoint. Let Q 1 1 be the set of all tritiles removed from Q. We similarly collect S 2 a collection of strongly disjoint 2-lacunary sets, the difference is we maximize cpω Q E q in step (i). Without loss of generality, assume that µpQ 1 q À µpQ 1 1 q, which we will estimate below. Let kpQq " KhpQq for Q P Q 1 1 and zero elsewhere, clearly
We first estimate the analogous double sum M f ree where we don't include the coupling condition |I P | ď |I Q |. By Cauchy-Schwarz and Lemma 6.1 and the assumptions }Kh} L 8 pQ,S r3s 2 ,µq À λ, it follows that
We now consider the diagonal sum M diag where |I P | " |I Q |. We may further assume that |I P |`distpI Q , I P q " 2 n |I Q | provided that there is an extra decaying factor in the estimate. Note that in order for φ P , φ 3,Q to be nonzero the frequency support of φ P and φ 3,Q must overlap. Thus essentially Q is determined from P and vice versa. Using | φ P , φ 3,Q | À 2´n|I P |´1 {2 |I Q |´1 {2 and Cauchy-Schwarz,
Thus, to prove (25) the roles of P 1 and Q 1 1 are fairly symmetric. We will assume below that ř m |I Gm | ď ř k |I E k |, the proof for the other case is entirely similar. Using Cauchy Schwarz, it suffices to show that for every G P tG 1 , G 2 , . . . u we have
Now, similar to Observation 7.1, we may write
and P
1
G contains all P P P 1 such that for some Q P G we have 5 4 ω P X 5 6 ω 3,Q ‰ H and |I P | ď |I Q |. Using strong disjointness, it is clear that the intervals of the elements of P 1 G are essentially pairwise disjoint. We now estimate the contribution of those P P P 1 G such that I P X 4I G ‰ H. Clearly we will have I P Ă 6I G . Let h E,0 be the corresponding subsum of h G . By Cauchy Schwarz and standard Calderon-Zygmund theory, we have
in the last estimate we used disjointness of the intervals of elements of P 1 G . Consider the contribution of other P 's. Let P 1 G,k contains all P P P 1 G such that I P X 2 k`2 I G ‰ H but I P X 2 k`1 I G " H. Let Λ :" sup Q |kpQq| sup P |hpP q|. It suffices to show that for any Q P G we have
Since kpQqhpQq À Λ and since I P 's are essentially pairwise disjoint and contained in 2 k`3 I G z2 k I G , the left hand side of the above display is bounded above by
2. Outer L 8 estimate for Kd. When dpP q " f 3 , r φ P , we have Lemma 7.5. For any ą 0 we gave
Proof. Let E Ă Q be 3-lacunary and define P E as in Observation 7.1. It follows that KdpQq " TP E f 3 , φ 3,Q where TP E is the adjoint of
Therefore, similar to the L 2,8 case of Lemma 7.3, it suffices to show that
for every interval I of the same length as I E . Now, it is clear that P E is an overlapping generating subset of P. It follows that for any x only one j and one scale of P E would contribute to the defining summation of T P E f . Thus, T P E f is controlled by the maximal function of ř P PP E |I P | f, φ P φ P and so by Calderon-Zygmund theory, T P E is bounded on L p pRq for any 1 ă p ă 8. By duality TP E is also bounded on L p pRq. Furthermore, we also have
from there we obtain a pointwise estimate for TP E gpxq which holds for a.e. x.
Decompose f 3 " f 3 1 7I`f3 1 p7Iq c . By boundedness of TP E and Hölder inequality, the contribution of f 3 1 7I could be easily controlled. For the contribution of f 3 1 p7Iq c , let P E,1 " tP P P E : I P Ă 5Iu, and P E,2 " P E zP E,1 . In P E,1 clearly r χ I P À r χ I , thus using the resulting pointwise estimate resulting from (27) we obtain
For P E,2 it is clear that r χ I P pxqr χ I P pyq ď p|x´y|{|I P |q´2 À r χ I pyq for every x P I and y P p7Iq c . It follows that 
provided that ř 1{q j " 1 and q 3 ą q 1 . If q 1 , q 2 ą 2 then via Lemma 7.2 and Carleson embeddings (Theorem 6.1, Theorem 6.5) we obtain Λ P,Q À ś j }f j } q j .
Extending the range.
To extend the range, we will use restricted weak-type interpolation, following [22] . Let α " pα 1 , α 2 , α 3 q be such that ř j α j " 1 and α j ě 0. Then we say that a trilinear form Λpf 1 , f 2 , f 3 q satisfies restricted weaktype estimates with exponents α if the following holds: there exists j 0 P t1, 2, 3u such that for every F 1 , F 2 , F 3 Ă R finite Lebesgue measures we could find B Ă F j 0 with less than half of the measure, so that
whenever |f j | ď 1 F j for every j and furthermore |f j 0 | ď 1 F j 0´B . When exactly one of the index is negative, say α k ă 0, we say that Λpf 1 , f 2 , f 3 q satisfies restricted weak-type estimates with exponents α if the previous claim holds with j 0 " k. From [22] , if T pf 1 , f 2 q is a bilinear operator such that T pf 1 , f 2 q, f 3 satisfies restricted weak-type estimates for a finite collection V of triples then
for any triples of exponents 0 ă p 1 , p 2 , p 3 ď 8 such that p1{p 1 , 1{p 2 , 1{p Thus, to show Theorem 7.1, it suffices to show that Λ P,Q pf 1 , f 2 , f 3 q satisfies Let H Ă tα 1`α2`α3 " 1u with vertices:
Our proof below will be fairly symmetric accross the vertices, so we will show the claim only for H 2 and H 3 . For any ą 0 and q 1 , q 2 ą 2, q 3 ě q 1` , it follows from (28), Carleson embeddings, and convexity that
By Lemma 6.3, for j " 1, 2 we have
For }a 3 } 8 we will use Lemma 7.5 and obtain
We now consider neightborhood of H 1 and H 2 . Near these vertices we have α 1 ă 0, so we may choose G 1 " F 1 zB where B " Ť 3 j"2 tM p1 F j q ą C|F j |{|F 1 |u and C is large enough to ensure |B| ă |F 1 |{2.
Without loss of generality assume that 2 m ď 1`distpI Q , B c q{|I Q | ă 2 m`1 for some m ě 0 integer, provided that we could obtain extra decaying factors.
From (30) 
Thus, letting p , q 1 , q 3 q close to p0, 2, q 1 q, we can make α arbitrarily close to H 3 . Similarly, letting p , q 1 , q 3 q close to p0, 2, 8q we can make α arbitrarily close to H 2 . This completes the proof of Theorem 7.1.
Estimates for CC model operators
Theorem 8.1. Let T be a CC model operator. Then }T } L q 1ˆL q 2 ÑL q 3 ă 8 for every 1{q " 1{q 1`1 {q 2 such that For simplicity, we will assume that ω j,P,upper are finite intervals and ω j,P,lower are halflines for j " 1, 2; the other cases are either symmetric or could be reduced to this situation. We will use the same set up for outer measures space in Section 6.1 for both P 1 and P 2 . For convenience of notation, let µ 1 and µ 2 be the corresponding outer measures.
For every x, P P P 1 , and P 1 P P 2 , there is at most one 1 ď j ď Kpxq such that N j´1 P ω 1,P,lower X ω 2,P 1 ,lower , N j P ω 1,P,upper X ω 2,P 1 ,upper .
Let d P,P 1 pxq " d j pxq if such j exists, and zero otherwise; define d P and d P 1 similarly.
Fix f 3 Schwartz on R and let a 1 pP q " f 1 , φ 1,P and a 2 pP 1 q " f 2 , φ 2,P 1 , and
Kf pP q :"
Clearly, T pf 1 , f 2 q, f 3 " ř P PP 1 |I P |a 1 pP qpKa 2 qpP q. To prove Theorem 8.1 we first establish outer L p estimates for K.
For convenience of notation, assume that f 3 is supported on a fixed set F 3 . Let b P pxq :" f 3 d j T j,|I P |{16 f if there exists (a unique) j such that N j´1 P ω 1,P,lower and N j P ω 1,P,upper , and let b P pxq " 0 otherwise. Also, define
(Recall the definition of M N from (14).)
8.1. Outer L p estimates for K. The following Lemma is the main estimate of the current section, and we will always assume that 1{p 1`1 {p 2`1 {p 3 " 1 and 2 ă p 1 , p 2 ă 2r{p4´rq, and 8 ą p 3 ą r{pr´2q. All implicit constants may depend on these exponents.
Lemma 8.2. It holds that
The proof of Lemma 8.2 consists of two parts. The factor M N pF 3 q should be thought of an estimate for the norm of K : L p 2 pP 2 qˆL p 3 pF 3 q Ñ L p 1 pP 1 q, capturing the interaction of supppf q (i.e. P 2 ), supppKf q (i.e. P 1 ) and supppf 3 q. Thus, by interpolation (Lemma 5.2) it suffices to show the weak-type estimates (note that the constant M N pF 3 q could be naturally absorbed inside the (outer)measures on the right hand side), and we will treat the contribution of S 1,overlap in Section 8.1.1 and the contribution of S 2,lac in Section 8.1.2.
We first fix some notations. For each j and any f : P 2 Ñ C and α ą 0 let
For every E Ă P 1 let P 2 pEq contains all P 1 P P 2 such that for some P P E we have |I P 1 | ď |I P |{16 and 
Using Hölder inequality, it follows from Lemma 8.3 that
Therefore, it follows from Lemma 6.6 that
|d j Tj pf q|
where s ą 0 such that 1{p 1 1 ď 1{s`pr´2q{r. Since 1{p 1 1 " 1{p 2`1 {p 3 ă 1{p 2`p r´2q{r, we could choose s such that s ą p 2 (which is larger than 2). The desired estimate now follows from Theorem 6.9.
Proof. This follows from a simple adaptation of the proof of Lemma 6.8 and the fact that for every j and every P we have |T j,|I P |{16 f | ď Tj f . l 8.1.2. The lacunary setting. In this section we prove that
Fix λ ą 0. Without loss of generality assume that }Kf } L 8 pS 2,lac q ď 2λ.
Apply a variant of the selection argument in the proof of Theorem 6.1 we may find A Ă P 1 such that }Kf } L 8 pP 1 zA,S 2,lac ,µ 1 q ď λ and a strongly disjoint collection of generating subsets pE m q covering A such that
Let gpP q " Kf pP q for P P Q 1 :" Ť E m and gpP q " 0 otherwise. We obtain
Using Lemma 8.4 and the assumption that }Kf } L 8 pQ 1 ,S 2,lac ,µ 1 q ď 2λ we obtain
Using outer Radon-Nikodym/Hölder, it follows that
from this the desired estimates for M (and hence for µ 1 pAq) easily follow.
Lemma 8.4. It holds that (with }g}
Proof. By simple modifications of the argument in Section 8.1.1 together with Theorem 6.9 part (i), we obtain
so it remains to consider the contribution of S 2,lac , and by interpolation it suffices to consider weak-type estimates.
Fix α ą 0. Without loss of generality we may assume that }K˚g} L 8 pS 2,lac q ď 2α. By a standard argument, we may find B Ă P 2 with }K˚g} L 8 pB,S 2,lac ,µ 2 q ď λ and a collection of strongly disjoint lacunary generating sets pG n q covering B such that
Let hpP 1 q " K˚gpP 1 q for P 1 P Q 2 " Ť G n and let hpP 1 q " 0 otherwise. We obtain
thus it suffices to show that
Note that since Q 1 and Q 2 are unions of strongly disjoint lacunary sets, all overlapping sets are essentially a collection of spatially disjoint tiles, therefore S 1,overlap À S 2,lac in each of them. This observation will be used implicitly below.
We first show that the unconstrained double sum N f ree over P, P 1 (where there is no constraint between P and P 1 ) satisfies the desired estimate. Indeed, since 2 ă p 1 , p 2 ă 2r{p3r´4q and 1{p 1`1 {p 2 " 1´1{p 3 ą 2{r we may find s, t ą 2 such that 2{r " 1{s`1{t and t ą p 1 and s ą p 2 . Using Theorem 6.9 we have
We now consider diagonal sums when |I P 1 | " C|I P | for some fixed C P r2´4, 2 4 s. The proof below is symmetric in P , P 1 , so we will assume C ď 1. We say that P is linked to P 1 if the corresponding summand is nonzero, clearly that all linked pairs satisfy ω 1,P,upper X ω 2,P 1 ,upper ‰ H. Since these are dyadic intervals and |ω 1,P,upper | ď |ω 2,P 1 ,uppper |, we obtain ω 1,P,upper Ă ω 2,P 1 ,upper . Without loss of generality, assume that for some k it holds that 2 k |I P | ď |I P |`distpI P , I P 1 q ă 2 k`1 |I P | for all linked pairs, provided that we have sufficient decay in the estimates. It follows that for each P 1 there is at most Op1q linked P and vice versa, and by further dividing if necessary we may assume that exactly one P is linked to exactly one P 1 , and let P 1 " F pP q and P " F´1pP 1 q. It follows that hpP 1 q and cpP, P 1 q :" |I P 1 | φ 1,P φ 2,P 1 d P,P 1 , f 3 are functions on P. Using outer RadonNikodym/Hölder and the triangle inequalities, it follows that the corresponding sum is bounded by
Now, we note that since Q 1 is an union of strongly disjoint lacunary sets, all the overlapping generating subsets of Q 1 has Op1q elements, therefore S 2 À S 2,lac on Q 1 . For any generating set E 2 Ă Q 2 it is clear that F´1pE 2 q could be covered by Op1q generating sets of Q 1 , whose top intervals are contained in some bounded enlargement of 2 k I E 2 . Therefore µ 1 pF´1pE 2À 2 k µ 2 pE 2 q. Conversely, if E 1 is a generating set in Q 1 then F pE 1 q could be generously covered by Op2 k q generating sets in Q 2 , and the length of the top intervals of these covering sets are comparable to |I E 1 |. Therefore S 2,lac ph˝F qpE 1 q À 2 k S 2,lac phqpF pE 1 qq. Therefore by pull-back (essentially the same proof as [6, Proposition 3.2]) we obtain
On the other hand, notice that for any P P Q 1 we have
Therefore using (perhaps a version of) Lemma 6.6, it follows that
here we used p 3 ą r{pr´2q. This leads to the desired estimate for N diag,k . Consequently, for the purpose of proving the desired estimates for N the roles of Q 1 and Q 2 are symmetric, and we may assume that
It follows from Lemma 8.5 that
Recall that on Q 1 and Q 2 we have S 2 À S 2,lac , so using a combination of outer Radon-Nikodym and outer Hölder inequalities, we obtain
To prove Lemma 8.5, we first show the following estimate for }Kf } 8 .
Lemma 8.6. Uniform over P Ă P 1 , it holds for any s ă 2 and N ą 0 that
Below we deduce Lemma 8.5 from Lemma 8.6. By interpolation, it suffices to prove weak-type estimates. We may assume }f } L 8 pQ 2 ,S 2,lac ,µ 2 q " 1 by scaling. Using Lemma 6.6 for s " p 1 , for any λ ą 0 we may find A Ă Q 1 such that m p 1 1 ,N pQ 1 zA, pf 3 d j Tj fď λ , and λµ 1 pAq
Thus, arguing as in Section 8.1.1 we obtain
Since p 3 ą r{pr´2q, it follows from Lemma 6.6 that we could find B Ă Q 1 with m r r´2 pQ 1 zB, pf 3 d jď λ and
. Clearly we have µ 1 pBq ď µ 1 pQ 1 q, therefore
and this completes our proof of Lemma 8.5.
Proof of Lemma 8.6. Let E Ă P be lacunary. Using sparseness of P 2 , it is clear that P 2 pEq is a lacunary subset of P 2 . Let u j :" f 3 d j Tj f for convenience. Similar to the proof of Lemma 6.7, it suffices to show that if }g} L 8 pE,S 2,lac ,µ 1 q " 1 then
,N pP, pf 3 d j qq}f } L 8 pP 2 ,S 2,lac ,µ 2 q`ms,N pP, pu j.
Let J and b P be defined as usual, we also start with ÿ
where A denote the contribution of |I P | ď 2|J| and the rest is in B. Using |b P pxq| ď sup j:N j Pω 1,P,upper |u j |, it is not hard to see that A À |I E |m 8,N pE, pu j.
We now estimate B. For convenience, let G E pxq " ř P PE |I P |gpP qφ 1,P pxq and
|pΠ n j´Π n j´1 qg E pxq| s q 1{s for 0 ă s ă 8, where Π j denotes a suitable Fourier projection on to the relevant frequency scale of E (see also proof of Lemma 6.7).
For each J, let ω J " Ť P PE:|I P |ě4|J| ω 1,P,upper . As in the proof of Lemma 6.7 there exists R P P with |I R | « |J|, distpI R , Jq À |J|, and ω J Ă r ω R . By decomposing T j,|I P |{16 " T j,|J|{4`p T j,|I P |{16´Tj,|J|{4 q we obtain the decomposition b P " P,J`sP,J , and we will estimate the contribution of each term.
Contribution of P,J : We decompose further P,J " P,J,core` P,J,tail by decomposing f " f I E ,core`fI E ,tail where f I E ,core is the restriction of f to the subset of P 2 pEq containing all P 1 with I P 1 Ă 5I E . By the Hölder inequality, we have
the constraints in the sum are |I P 1 | ď |I P |{16, |I P | ě 4|J|, |I P 1 | ě |J|{4. Let F E,core " ř P 1 |I P 1 |f I E ,core pP 1 qφ 2,P 1 and define F E,tail similarly. Clearly,
where as in [5] we define the bilinear variation-norm V r{2 ph 1 , h 2 q to be
and p∆ j q jě0 and p r ∆ j q jě0 are two suitable families of Littlewood-Paley projections relative to ξ E . By variation-norm estimates for paraproducts [5] , it follows that
,S 2,lac ,µ 2 q and a similar estimate for }G E } L p 1 pRq , giving the desired estimate for the contribution of P,J,core .
For contribution of P,J,tail , notice that for every x P J Ă 3I E it holds that
It follows that
which implies the desired estimate for the contribution of P,J,tail via the continuous Lépingle inequality (see e.g. [1, 9] ),.
Contribution of s P,J : Since |I P | ě 4|J| ě 16|I P 1 |, we could remove the constraint |I P 1 | ď |I P |{16 in s P,J . Using the Hölder inequality, it follows that
The desired estimate then follows from the continuous Lépingle inequality. l 8.2. Proof of Theorem 8.1.
The basic range.
We first show the range 2 ă q 1 , q 2 ă 2r{p4´rq and 1 ă q 2 ă r{2 of Theorem 8.1. Note that now 2r{p3r´4q ă q 
where in the above display (and in subsequent displays) the outer norm for a j is over pP j , S 2,lac , µ j q and the outer norm for Ka 2 is over pP 1 , S 1,overlap`S2,lac , µ 1 q. Thus the desired claim follows from generalized Carleson embeddings and duality, and the trivial bound M N pF 3 q À 1.
8.2.2.
Extending the range. Let M Ă tα 1`α2`α3 " 1u have the following vertices
Similar to Section 7.3.2, to show Theorem 8.1 it suffices to prove restricted-weak type estimates for one α " pα 1 , α 2 , α 3 q in any neighborhood of any given vertex of M. Our starting point will be (35), where P 1 and P 2 are symmetric, thus it suffices to consider }f } 1 in the maximal inequality. In the following, let 2 ă p 1 , p 2 ă 2r{p4´rq and p 3 ą r r´2
with ř 1{p j " 1.
We may assume that for some k 1 , k 2 ě 0 it holds that
and similarly 2
for every P 1 P P 2 , provided that we have sufficient decay in the estimate. Let |f 1 | ď 1 F 1 , |f 2 | ď 1 F 2 , and |f 3 | ď 1 F 3´B .
By convexity, it follows from (35) and Carleson embeddings that
thus Λ P 1 ,P 2 satisfies restricted weak-type estimate for α " p1{p
2 ,´1{p 3 q, which could be made arbitrarily close to M 1 .
Near M 3 . Let B " tM p1 F 3 q ą C 0 |F 3 |{|F 1 |u, clearly |B| ă |F 1 |{2. We may assume that (36) holds for some k 1 ě 0, provided that we have sufficient decay in the estimate. Let |f 1 | ď 1 F 1´B and |f 2 | ď 1 F 2 and |f 3 | ď 1 F 3 , we will show that
which implies desired estimates by letting p 2 close to 2r{p4´rq.
To show (37), we first use convexity and (35) and Carleson embeddings to obtain
2 for any 2 ă p 2 ă 2r{p4´rq, which would imply the desired estimate (37) if |F 3 | ď |F 2 |. When |F 3 | ą |F 2 | we will carry out essentially another layer of restricted weak-type interpolation, which we details below. Let r
We will show that
To show (39), we may assume that for some k 2 ě 0 it holds for every P 1 P P 2 that
, provided that we have enough decay in the estimates.
It follows from (38) that
proving (39). Now, if | r B 1 | ą |F 2 | then we continue to let r
(This process has to stop since |F 3 |{|F 2 | is finite.) We obtain (here for convenience of notation let r B 0 " F 3 ):
, as desired.
for any 0 ă ď 1{p 2 . As before, we will assume (36). For any 2 ă p 2 ă 2r{p4´rq we also have (38), which would imply the desired estimate if |F 3 | ě |F 2 |. When |F 3 | ă |F 2 | we will use interpolation. Similar to the analysis near M 3 , it suffices to show that if r
and we will again assume that for some k 2 ě 0 it holds for every
Now it follows from (38) that
This completes the proof of Theorem 8.1. l
Estimates for LM model operators
Theorem 9.1. Let T pf 1 , f 2 q be an LM model operator. Then }T } L q 1ˆL q 2 ÑL q 3 ă 8 for all 1{q 3 " 1{q 1`1 {q 2 with q 1 , q 2 ą 2r{p3r´4q and q 3 ą r 1 {2.
Proof. We sketch the proof of this theorem, which is a simple bilinear extension of the proof of Theorem 6.9. For a tritile Q P Q in the definition of T we let ω Q be the convex hull of ω Q 1 ,ω Q 2 , ω Q 3 . Let D´1x " x{2 the dilation by 1{2 with respect to the origin, and define ω Q,lower " ω 1,Q,lower X ω 2,Q,lower X D´1pω 3,Q,lower q and define ω Q,upper similarly. Without loss of generality we may assume that ω Q,lower is a half-line and ω Q,upper is a finite interval for every Q P Q. We now could define r ω Q to be the convex hull of 20ω Q and 20ω Q,upper , and from here we may define generating subsets of Q, and construct outer measure spaces on Q using the usual outer measure and sizes as in Section 6.1. Let A denote the collection of intervals J such that for some P 1 , P 2 P Q we have I P 1 Ă J Ă 30I P 2 . Let p 1 , p 2 ą 2 and p 3 ą r{pr´2q such that ř 1{p j " 1; note that this implies p 1 , p 2 ă 2r{p4´rq. By routine applications of outer measure techniques and embedding theorems in Section 6, we obtain
Using similar arguments as in previous sections, it follows that restricted weaktype estimates holds for at least one pα 1 , α 2 , α 3 q in any neighborhood of any of the following points, which then implies the theorem (below β r :" p3r´4q{p2rq):
H 1 pβ r ,´β r , 1q , H 2 p´β r , β r , 1q , H 3 p1{2, β r , 1{2´β r q , H 4 pβ r , 1{2, 1{2´β r q . l Appendix A. Reduction to discrete operators
We will show below that the (variation-norm) bilinear Fourier operators with symbols m CC , m CˆC , m BC , m CC are controlled by the respective discrete operators.
Recall that A is the set of all admissible triple pside, m, nq in H. It is clear that
Let D lef t , D right be the sets of left and and right-sided dyadic intervals. By definition, if α " pside, m, nq then I M,N pαq consists of I P D side with M P I lower,α :" I´pm`1q|I| and N P I upper,α :" I`pn`1q|I|.
A.1. Discretization of m CC . We will discuss the discretization for m CC,1 , the discretization for other m CC,j are similar. We first make several observations regarding the decomposition of 1 M ăξăN in Section 3.1.1. Proof. This follows from pm´1{8q|I| ď |ξ´M |, |ξ´N | ď pm`2`1{8q|I|. l Lemma A.2 (Observation 2). Let I P Ipside, m, nq with n ě 4m. Assume that
Similarly, if m ě 4n and J is on the right of I then m 1 {n 1 ą m{n.
Proof. Assume n ě 4m, the other case is symmetric. Without loss of generality we may assume that J is adjacent to I. Since n ą m, it follows that |J| " |I| or |J| " |I|{2. In the first case the desired estimate is trivial, and in the second case we have m 1 ď 2m and n 1 ě 2n`2, which also implies the desired estimate. l
As a corollary of Lemma A.2, it follows that the intervals in A 2 are strictly in between the elements of A 1 and the elements of A 3 .
The next observation concerns cancellation when summing bump functions φ α over the set of α P A such that I P I M,N pαq, where M, N, I are fixed. 
, such that the following holds for every left dyadic interval I and every M ă N :
Furthermore, an analogous statement also holds for right dyadic intervals.
(ii) A similar statement also holds for ř mαďnα{C .
Remark: the key idea here is that the left hand sides in the above equalities involve infinitely many terms, while the right hand sides contain only OpL 1 q terms.
Proof. Let I´and I`be the left and right neighbors of I in H. Below we only consider the ř mαěCnα , the other sum could be handled similarly. Since C ě 4 we have m α ě 4L 1 , while 2L 1 ě n α ě L 1 . Our key observation is the fact that: in the sum, the ratios upIq " |I´|{|I| and vpIq " |I`|{|I| depends only on side α and n α . In other words, knowing the side of I and knowing n α (only a finite number of possible values) we could determine φ α pξq " φ upIq,vpIq pξq completely and thus we have the freedom to sum the indicator constraints on M , 1 M PI´pm`1q|I , over m ě Cn α . The following table details this observation
(note that if I is right-sided then n α ă 2L 1 by definition of A). l A.1.1. Discretization for m CC,1 : Using Lemma A.3, we may decompose m CC,1 into
in the sum I and J belong to fixed collection of dyadic intervals, φ I , ϕ J are given bump functions supported in p5{4qI and p5{4qJ, and
It follows from a standard Fourier sampling argument that we can decompose
into finitely many wavelet sums ÿ P,P 1 tiles: ω P "I, ω P 1 "J
where φ 1,P , φ 2,P 1 are L 1 -normalized wave functions adapted to the tiles P , P 1 . Thus the resulting bilinear operator for m CC,1 is controlled by a finite sum over CC discrete operators.
A.2. Discretization of m BC . For convenience let ξ 3 "´ξ 1´ξ2 below. Thanks to fast decay of a k , it suffices to consider the contribution of one fixed k. In other words, it suffices to consider symbols r m BC " ÿ αPA ÿ pSqď|I| φ 1,S pξ 1 qφ 2,S pξ 2 qφ 3,S p´ξ 3 qφ α,I p´ξ 3 q1 t2M PI lower,α u 1 t2N PIupper,αu in the sum S is in a fixed collection of shifted dyadic cubes with the property (10), and I is in a fixed collection of dyadic intervals, and φ j,S are uniformly C n bump functions supported in 5 6 S i , where n could be chosen arbitrarily large.
For any I, S, α P A, and any Schwarz f 1 , f 2 , f 3 , we have
‚ for each t P r0, 1q, Q t,S is the collection of all tritiles Q " pQ 1 , Q 2 , Q 3 q with
and I Q is a shifted dyadic interval of length pSq´1 (with t-dependent shift); ‚ for any Q P Q t,S and for each j " 1, 2, 3, define φ j,Q pxq :" } φ j,S px´cpI Qwhich are L 1 -normalized wave packets adapted to Q j " I QˆSj (with frequency support in 5 6 S j ).
Recall that for every S P S the distance between S 1 and S 2 is comparable to L 2 | pSq| " L 1 | pSq| (due to the Whitney condition (10)). Clearly, the collection Q t will be of rank 1 (with uniform constants over 0 ď t ď 1) if L 1 is sufficiently large. Now, for any b 3 -shifted dyadic interval I, by a Fourier sampling argument pf 3ẙ ψ α,I qpxq equals a sum over finitely many terms of the form ř P PP I f 3 , φ P φ P pxq, where P I is the collection of all rectangles P " JˆI formed using standard dyadic intervals J of length |I|´1, and tφ P , P P P I u is a collection of Fourier wave packets adapted to P P P I with suppp p φ JˆI q Ă 5 4 I).
It follows that, modulo a multiple by some absolute constant,
can be decomposed into finitely many terms of the following form:
PIupper,αu f 3 , φ P φ P pxq , and Q t :" Ť SPS Q t,S . Let P be the union of P I over I P D. Using Lemma A.3, we can write Cpf 3 qpxq as a sum over finitely many terms of the form ÿ P PP |I P | f 3 , φ P φ P pxq1 t2M Pω P,lower u 1 t2N Pω P,upper u where tpω P,lower , ω P , ω P,upper q, P P Pu is rigid. Thus to bound the resulting bilinear operator for m BC , it suffices to estimate discrete model BC operators.
A.3. Discretization of m LM . In Lemma A.4 and Lemma A.5 we will show that the supports of m CC and m BC are inside tM ď ξ 1 ď ξ 2 ď N u and they do not intersect except at possibly pξ 1 , ξ 2 q " pM, M q and pN, N q. It will follow that
which will be used in subsection A.3.3 to reduce the bilinear multiplier operator with symbol m LM to LM model operators.
A.3.1. Support of m CC . It will follow from Lemma A.4 below that m CC " 1 on R 1 (defined in (7)), and m CC is supported inside the following enlargement of R 1 :
Note that R 1 Ă R Proof. (i) Suppose that for some α, β and I P Ipαq and J P Ipβq and pξ 1 , ξ 2 q P R 1 we have φ α,I pξ 1 qφ β,J pξ 2 q ‰ 0.
Without loss of generality we may assume that pα, βq R A 1ˆA3 , so α R A 1 or β R A 3 . By symmetry, we may assume that β R A 3 .
We first show that α P A 1 . Since β R A 3 , it follows from Lemma A.1 that
Since pξ 1 , ξ 2 q P R 1 , it follows from the definition of R 1 that (43) |ξ 1´M | ď |ξ 1´ξ2 |{200 ď |M´N |{200 .
It follows that |ξ 1´M | ď |ξ 1´N |{199. Using Lemma A.1 again, it follows that
thus α P A 1 as claimed above.
It remains to show that |I| ă |J|{16. As a corollary of the condition α P A 1 and β R A 3 , we have m β ď 4n β ď 8L 1 , while clearly m α ě L 1 . Using ξ 1 P 5 4 I and ξ j P 5 4 J and (43) it follows that
This completes the proof of claim (i).
(ii) Without loss of generality we may assume that α P A 1 .
By the definition of m CC,j 's we have |I| ď |J|{16. It suffices to show that p5{4qIˆp5{4qJ Ă R 1 1 . To see this, take any pξ 1 , ξ 2 q P 5 4 Iˆ5 4 J.
Thus |ξ 1´M | ď |ξ 1´ξ2 |{3, as desired. l
Consider the following enlargement of R 2 (defined in (9)):
Lemma A.5. Let m BC be defined by Definition 3.2. Then:
(ii) Any summand of (12) whose support intersects R 2 must appear in m BC .
Proof. (i) Take any pξ 1 , ξ 2 q in the support of m BC , then for some S P S and I P I 2M,2N pαq, α P A, such that pSq ď |I| we have φ 1,S,k pξ 1 qφ 2,S,k pξ 2 qφ 3,S,k pξ 1`ξ2 qφ α,I pξ 1`ξ2 q ‰ 0 .
It follows that pξ 1 , ξ 2 q P 5 6 S 1ˆ5 6 S 2 , therefore using (10) we obtain
On the other hand, since ξ 1`ξ2 P 5 4 I and m α , n α ě L 1 , we have
Since pSq ď |I| and since L 2 " L 1 {40, it is not hard to check that pξ 1 , ξ 2 q satisfies the defining property of R 1 2 . (ii) Suppose that pξ 1 , ξ 2 q P R 2 such that φ 1,S,k pξ 1 qφ 2,S,k pξ 2 qφ 3,Q,k pξ 1`ξ2 qφ α,I pξ 1`ξ2 q ‰ 0 .
We will show that pSq ď |I|.
First, using pξ 1 , ξ 2 q P R 2 and using ξ 1`ξ2 P p5{4qI, it follows that
Since pξ 1 , ξ 2 q P p4{5qS 1ˆp 4{5qS 2 , it follows that
Collectin estimates and using L 2 " L 1 {40, it is clear that pSq ď |I|, thus the corresponding summand is part of m BC . l A.3.3. Reduction to discrete T LM , part I: decomposition into simpler trilinear symbols. Recall that D t is the dilation D t A :" t2 t x : x P Au.
Lemma A.6. m LM can be decomposed into finitely many symbols of the form 
the constraints on pI, Jq P IpαqˆIpβq read as follows:
‚ If α R A 1 and β R A 3 then there are no constraints. ‚ If α P A 1 and β P A 3 then no I,J are allowed. ‚ If α P A 1 and β R A 3 then one requires |I| ą |J|{16. ‚ If α R A 1 and β P A 3 then one requires |J| ą |I|{16.
Recall that H is the union of Ipαq over α P A. We will show that Lemma A.7. Assume that pI, Jq P IpαqˆIpβq contributes to the right hand side of (44). Then (i) |I| " |J| and (ii) if ξ 1 ă ξ 2 and φ α,I pξ 1 qφ β,J pξ 2 q ‰ 0 then distppξ 1 , ξ 2 q, tpM, M q, pN, N quq " L 1 |I| .
Proof. (i) Without loss of generality we may assume that the ratio of the lengths of I and J is not in t1, 1 2 , 2u. As the lengths of adjacent intervals in I differ by a ratio of 1 or 2 or 1{2, it follows that I ‰ J and they are not adjacent. Now, we show that sup I ď inf J. Assume towards a contradiction that sup J ď inf I. Since there is at least one interval in H between I and J and since the lengths of adjacents intervals in H differ by a factor in t1{2, 1, 2u, it follows that inf 5 4 I ą sup 5 4 J. Consequently, p5{4qIˆp5{4qJ X tpξ 1 , ξ 2 q : ξ 1 ă ξ 2 u " H, contradicting the fact that pI, Jq contributes to (44). Now, if α, β P A 2 then clearly |I| and |J| are comparable to |M´N |{L 1 , so they are comparable. Therefore we may assume that either α R A 2 or β R A 2 .
We will show that either α P A 1 or β P A 3 .
Note that from the constraints we must have pα, βq R A 1ˆA3 (otherwise there won't be any pI, Jq), thus the above two properties can not hold simultaneously. Assume towards a contradiction that α R A 1 and β R A 3 . Since α R A 2 or β R A 2 , it follows that α P A 3 or β P A 1 .
‚ If α P A 3 then using Lemma A.2 and sup I ď inf J it follows that m β {n β ą m α {n α ě 4 , thus β P A 3 , contradict to the above assumption. ‚ If β P A 1 then n α {m α ě n β {m β ě 4 and thus α P A 1 , contradiction again.
Below, without loss of generality assume that α P A 1 . Thus β P A 1 or A 2 . If β P A 1 then since J is on the right of I we easily have |I| ď |J|, while |J| ă |I|16 by the above constraints. Thus |I| " |J|.
If β P A 2 , then since Ť γPA 2
Ipγq has Op1q elements of comparable lengths, |J| is comparable to |I 0 | the length of the right most interval inside Ť γPA 1
Ipγq. Note that either I " I 0 or I is on the left of I 0 , thus |I| ď |J 0 |. Combining with the constraint |J| ă 16|I|, we obtain |J| " |I|.
(ii) Let α, β P A such that I P Ipαq and J P Ipβq. It is clear that distppξ 1 , ξ 2 q, tpM, M q, pN, N quq " minp|ξ 1´M |`|ξ 2´M |, |ξ 1´N |`|ξ 2´N |q .
If pα, βq P pA 1 Y A 2 q 2 then using |I| " |J we obtain
Similarly, if pα, βq P pA 2 Y A 3 q 2 then the desired claim follows. Since pα, βq R A 1ˆA3 (by the constraints), the remaining case is pα, βq P A 3ˆA1 , however this can't happen either since I is on the left of J. l Part II: The second factor. For convenience of notation, let ξ 3 :"´ξ 1´ξ2 . Thanks to Lemma A.5, we may write χ M ăξ 1 ăξ 2 ăN´mBC " χ M ăξ 1 ,ξ 2 ăN pχ ξ 1 ăξ 2 χ 2M ăξ 1`ξ2 ă2N´mBC q " χ M ăξ 1 ,ξ 2 ăN Lemma A.8. Suppose that pS, Lq P pS, I 2M,2N pαqq and contributes to the right hand side of (45). Then (i) pSq " |L| and (ii) if pξ 1 , ξ 2 q P pM, N q 2 is in the support of the corresponding summand then Since φ j,S,k is supported inside p5{6qS j , it folows that p 5 6 S 1ˆ5 6 S 2 q X pM, N q 2 ‰ H. Take any pξ 1 , ξ 2 q in this intersection. Then ξ 1 ă ξ 2 ă N , therefore using pξ 1`ξ2 q P supppφ α,L q Ă 5 4 L it follows that |ξ 1´ξ2 | ď |ξ 1´N |`|ξ 2´N | " |ξ 1`ξ2´2 N | ď 3|L|`2distpL, 2N q À L 1 |L| . Now, let be the line tξ 1 " ξ 2 u. Since pξ 1 , ξ 2 q P S 1ˆS2 , it follows from (10) that pSq ď L´1 2 distppξ 1 , ξ 2 q, q À L´1 2 |ξ 1´ξ2 | À pL 1 {L 2 q|L| .
(Recall that L 1 " OpL 2 q.) This completes the proof of (i).
(ii) Let A be the distance from pξ 1 , ξ 2 q to the set of two corners pM, M q and pN, N q. Then the desired lower bound for A follows from
Using the triangle inequality and the Whitney property (10), we also have
Thanks to (i) we obtain the upper bound A À L 1 pSq, as desired. l Part III (final step). We now examine m LM . Using (44) and Lemma A.7 and Lemma A.8, it follows that m LM pM, N, ξ 1 , ξ 2 q could be written as φ 1,S,k pξ 1 qφ 2,S,k pξ 2 qφ 3,S,k pξ 1`ξ2 qφ γ,L pξ 1`ξ2 q1 constraints on S,Lh ere there are constraints on I, J, S, L relative to α, β, γ. Observe that the summation over pk, γ, S, Lq is zero outside tξ 1 ă ξ 2 u, while the summation over pα, β, I, Jq is zero outside tM ă ξ 1 , ξ 2 ă N u. Therefore we could drop the factor χ ξ 1 ăξ 2 χ M ăξ 1 ,ξ 2 ăN in the right hand side and obtain φ β,J pξ 2 qφ 2,S,k pξ 2 q ıˆr φ γ,L pξ 1`ξ2 qφ 3,S,k pξ 1`ξ2 qs .
Since a k decays rapidly, for the purpose of proving Lemma A.6 we may drop the summation over k and consider only the contribution of one k.
Recall that D y denotes the dilation by 2 y with respect to 0, i.e. D y ξ " 2 y ξ. In particular D´1L " t 1 2 x : x P Lu. We claim that in any non-zero summand in m LM , it holds that (i) |I| " |J| " pSq " |L|.
(ii) The spatial distances between any two of I, J, S 1 , S 2 , D´1pS 3 q, D´1pLq are bounded above by OpL 1 |I|q.
Indeed, (i) follows from Lemma A.7 and Lemma A.8:
pSq " |L| " 1 L 1 distppξ 1 , ξ 2 q, tpM, M q, pN, N quq |I| " |J| " 1 L 1 distppξ 1 , ξ 2 q, tpM, M q, pN, N quq .
For (ii), by the Whitney property (10) distpS 1 , S 2 q " OpL 2 pSqq, thus the distances between D´1pS 3 q and S 1 , S 2 are OpL 1 pSqq. The desired claim now follows from examining the factors in the summation.
It follows that by decomposing m LM into Op1q sums we may assume that J, L, S 1 , S 2 , S 3 are completely determined from I: comparable length and nearby location.
Since a k decays rapidly we can ignore the summation over k, and below we will even drop the dependence on k of the inner sums for brevity of notations. We end up with a symbol of the form I, and ψ 2,J and ψ 3,L satisfy similar properties. The contraints read as follows: for fixed bounded integers m 1 , n 1 , m 2 , n 2 it holds that ‚ |J| " 2 m 1 |I| and cpIq`n 1 |I| P J ‰ H. ‚ |L| " 2 m 2 |I| and cpIq`n 2 |I| P D´1pLq. ‚ M P I lower,α X J lower,β and 2M P L lower,γ ; ‚ N P I upper,α X J upper,β and 2N P L upper,γ .
This completes the proof of Lemma A.6. l A.3.4. Reduction to T LM , part II: completion of the proof. Using Lemma A.6, we may decompose m LM into boundedly many m m 1 ,n 1 ,m 2 ,n 2 , defined by tM PI lower,α ,N PIupper,αu 1 tM PJ lower,β ,N PJ upper,β u 1 t2M PL lower,γ ,2N PLupper,γ u , and the 'constraints' on I, J, L specify the location and the length of J and L relative to I using m 1 , n 1 , m 2 , n 2 as discussed in the last section. Note that the decomposition of m LM is independent of M and N .
For each fixed I, J, L, we will sum the summands over α, β, γ. Using Lemma A.3, we will divide m m 1 ,n 1 ,m 2 ,n 2 into 8 symbols, such that in the summation each of I, J, L are required to be in one of D lef t , D right , and each of these 8 symbols could
