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regard, the classical setting of linear ill-posed inverse problems with a priori informa-
tion on the solution is well suited to this framework. In our computational experiments,
simple piecewise polynomial approximations have proved adequate, although other more
efficient alternatives may be possible. We finally note that the use of regularized regres-
sion based on a sample covariance obtained as a byproduct of the simulation was another
critical element for the success of our methodology with nearly singular problems.
Chebyshev lattices as unifying framework for
point sets used in interpolation and integration
Koen Poppe
Dept. of Computer Science, K.U.Leuven
Joint work with: Ronald Cools
We present a multivariate extension to Clenshaw-Curtis quadrature based on the hyper-
interpolation theory. At the heart of it, a cubature rule for an integral with Chebyshev
weight function is needed. Several point sets have been discussed in this context but we
introduce Chebyshev lattices as generalizing framework. This has several advantages:
(1) it has a very natural extension to higher dimensions, (2) allows for a systematic
search for good point sets and (3) because of the construction, there is a direct link with
the Fourier transform that can be used to reduce the computational cost.
It will be shown that almost all known two- and three-dimensional point sets for this
Chebyshev weighted setting fit into the framework. We give them a uniform descrip-
tion using the Chebyshev lattices and reveil some previously unobserved similarities.
Blending, the not so commonly known extension to higher dimensions, also fits into this
framework.
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We investigate pointwise approximation via Euler algorithms of scalar stochastic dif-
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