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Abstract
We extend the Genocchi polynomials and investigate their Fourier expansions and
integral representations. We obtain their formulas at rational arguments in terms
of Hurwitz zeta function and show an explicit relationship with Gaussian hyper-
geometric functions. Some known results for the classical Genocchi polynomials are
also deduced.
1. Introduction
The Genocchi polynomials Gn(x) are usually defined by means of the following
generating functions (see, for details, [4], [5], [12] and [14]):
(1.1) 2ze
xz
ez C 1
D
1
X
nD0
Gn(x) z
n
n!
(jzj < ).
In particular, Gn WD Gn(0) for n  0 are called Genocchi numbers, with G2nC1 D 0 for
n  1 and, for example,
G0 D 0, G1 D 1, G2 D  1, G4 D 1,
G6 D  3, G8 D 17, G10 D  155, G12 D 2073.
Some interesting analogues of the classical Bernoulli and Euler polynomials were in-
vestigated by Apostol ([2]), Luo and Srivastava ([9], [10], [11] and [15]), and these
analogues are called the Apostol–Bernoulli and Apostol–Euler polynomials. We fur-
ther extend the Genocchi polynomials as follows:
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The Apostol–Genocchi polynomials Gn(x I) in x are defined by means of the gen-
erating functions:
(1.2) 2ze
xz
ez C 1
D
1
X
nD0
Gn(x I ) z
n
n!
(jzj < jlog( )j).
We note that here Gn(x) D Gn(x I 1). We set Gn() WD Gn(0I ), which we call the
Apostol–Genocchi numbers (in fact, it is a function in ).
In [7], we gave the Fourier expansions and integral representations for the classi-
cal Genocchi polynomials by using the Lipschitz summation formula. In the present
paper, we further investigate the Fourier expansions for the Apostol–Genocchi poly-
nomials based on the same method and provide their integral representations by using
the Fourier expansions. We obtain a formula for the Apostol–Genocchi polynomials
at rational arguments and give an explicit relationship between the Apostol–Genocchi
polynomials and Gaussian hypergeometric functions. The corresponding formulas of
[7] are some special cases of the results of this paper.
The paper is organized as follows: In the second section we derive the Fourier ex-
pansions for the Apostol–Genocchi polynomials. In the third section we show their
integral representations. In the fourth section we give the formula at rational argu-
ments in terms of the Hurwitz zeta function. In the fifth section we provide an explicit
relationship between the Apostol–Genocchi polynomials and Gaussian hypergeometric
functions. In the sixth section we deduce the corresponding results for the Genocchi
polynomials. Some remarks are given in the seventh section, in particular, we derive
the Euler formula  (2n) D (( 1)n 1(2)2n=(2(2n)!))B2n in a different way.
2. Fourier expansions for the Apostol–Genocchi polynomials
In this section, we investigate the Fourier expansions for the Apostol–Genocchi
polynomials by applying the Lipschitz summation formula.
First we recall the Lipschitz summation formula ([6]):
(2.1)
X
nC>0
e2 i(nC)
(n C )1  D
0()
( 2 i)
X
k2Z
e 2 ik
( C k) ,
where  2 C, <() > 1 if  2 Z and <() > 0 if  2 R n Z,  2 H , H denotes the
complex upper half plane; 0 denotes the Gamma function.
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Theorem 2.1. For n > 0, 0  x  1;  2 C n f0,  1g, we have
Gn(x I ) D 2  n!

x
X
k2Z
e(2k 1) i x
[(2k   1) i   log ]n(2.2)
D
2  n! in

x
"
1
X
kD0
exp[(n=2   (2k C 1)x)i]
[(2k C 1) i C log ]n
C
1
X
kD0
exp[( n=2C (2k C 1)x)i]
[(2k C 1) i   log ]n
#
.
(2.3)
Proof. By (1.2) and the generalized binomial theorem, we have
(2.4)
1
X
kD0
Gk(x I ) (2 i )
k 1
k!
D
2e2 i x
e2 i C 1
D 2
1
X
kD0
( 1)kke2 i(kCx) (j2 i C log j < ).
Differentiating on the both sides of (2.4) with respect to the variable  and iterating
n   1 times, and noting that G0(x I ) D G0() D 0 (see Section 5 below), we obtain
(2.5)
1
X
kDn
Gk(x I ) (2 i)
k 1

k n
k(k   n)! D 2(2 i)
n 1
1
X
kD0
( 1)kk(k C x)n 1e2 i(kCx) .
On the other hand, letting  D n (n D 1, 2, : : : ),  7! x ,  7!  C (log )=(2 i)C 1=2
in (2.1), we find
(2.6)
( 1)n(n   1)!
X
k2Z
e (2kC1) i x
[(2k C 2 C 1) i C log ]n
D
1
X
kD0
( 1)kkCx (k C x)n 1e2 i(kCx) .
Combining (2.5) and (2.6), we get
(2.7)

x
1
X
kDn
Gk(x I ) (2 i)
k 1

k n
k(k   n)!
D ( 1)n(n   1)! 2(2 i)n 1
X
k2Z
e (2kC1) i x
[(2k C 2 C 1) i C log ]n .
Letting  ! 0 in (2.7), we obtain the assertion (2.2) of Theorem 2.1.
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Noting that i n D e n i=2 and ( 1)n D en i , and via simple calculation, we see
that the assertion (2.3) of Theorem 2.1 is a direct consequence of (2.2). This completes
our proof.
3. Integral representations for the Apostol–Genocchi polynomials
In this section, we give the integral representations for the Apostol–Genocchi poly-
nomials. For convenience, we take  D e2 i ( 2 R, j j < 1) in this section.
Theorem 3.1. For n > 0, 0  x  1; j j < 1=2,  2 R, we have
(3.1)
Gn(x I e2 i ) D 2ne 2 i x
Z
1
0
M(nI x , t) cosh(2 t)C i N (nI x , t) sinh(2 t)
cosh 2 t   cos 2x
tn 1 dt ,
where
M(nI x , t) D

e t cos

x  
n
2

  e  t cos

x C
n
2

,
N (nI x , t) D

e t sin

x  
n
2

C e  t sin

x C
n
2

.
Proof. Setting  D e2 i and letting k 7!  k in (2.2), we have
Gn(x I e2 i ) D 2  n!(  i)n
X
k2Z
e (2kC2C1) i x
(2k C 2 C 1)n .(3.2)
Applying the integral formula
Z
1
0
tne at dt D
n!
anC1
(n D 0, 1, : : : ; <(a) > 0)(3.3)
in (3.2), we get
Gn(x I e2 i ) D 2n(  i)n
(
1
X
kD0
e (2kC2C1) i x
Z
1
0
tn 1e (2kC2C1)t dt
C ( 1)n
1
X
kD0
e(2k 2C1) i x
Z
1
0
tn 1e (2k 2C1)t dt
)
D
2n
(  i)n
(
e (2C1) i x
Z
1
0
e (2C1)t tn 1
1
X
kD0
e 2( i xCt)k dt
C ( 1)ne (2 1) i x
Z
1
0
e(2 1)t tn 1
1
X
kD0
e2( i x t)k dt
)
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D
2n
(  i)n

Z
1
0
e (2C1) i x
e2t   e 2 i x
e(1 2 )t tn 1 dt
C ( 1)n
Z
1
0
e(1 2 ) i x
e2t   e2 i x
e(1C2 )t tn 1 dt

D
ne 2 i x

n
(
Z
1
0
en i=2(e 2 i x   e 2t )e i x
cosh 2t   cos 2x
e (2 1)t tn 1 dt
C
Z
1
0
e n i=2(e2 i x   e 2t )e  i x
cosh 2t   cos 2x
e(2C1)t tn 1 dt
)
.
Here we use ( 1=i)n D en i=2 and ( 1)n D e n i . Making the transformation t D
u, after the simplification, we obtain the desired (3.1) immediately. This completes
the proof.
Below we give another integral representations for the Apostol–Genocchi poly-
nomials.
Theorem 3.2. For n D 1, 2, : : : ; 0  x  1; j j < 1=2,  2 R, we have
(3.4)
Gn(x I e2 i ) D ( 1)n 1 4ne
 2 i x

n

Z 1
0
M 0(nI x , t) cosh(2 log t)   i N 0(nI x , t) sinh(2 log t)
t4   2t2 cos 2x C 1
(log t)n 1 dt ,
where
M 0(nI x , t) D

cos

x  
n
2

  t2 cos

x C
n
2

,
N 0(nI x , t) D

sin

x  
n
2

C t2 sin

x C
n
2

.
Proof. Substituting cosh 2 t D (e2 t C e 2 t )=2 into (3.1), we obtain
(3.5)
Gn(x I e2 i ) D 4ne 2 i x
Z
1
0
M(nI x , t) cosh(2 t)C i N (nI x , t) sinh(2 t)
e2 t C e 2 t   2 cos 2x
tn 1 dt .
Making the transformation u D e  t in (3.5), we obtain formula (3.4) directly. This
proof is complete.
REMARK 1. For any integers l, we see easily that Gn(x I e2 i(lC )) D Gn(x I e2 i ).
Therefore, the Apostol–Genocchi polynomials Gn(x I e2 i ) are periodic functions in 
with period 2 . In view of this reason, we say that the variable  may take any real
numbers in Theorem 3.1 and Theorem 3.2.
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REMARK 2. We may also prove Theorem 2.1 by Theorem 3.1 in an inverse process.
4. Explicit formulas for the Apostol–Genocchi polynomials at rational
arguments
In this section, we obtain the explicit formulas for the Apostol–Genocchi poly-
nomials at rational arguments by applying the Fourier expansion. Here let Z 0 D f0, 1,
 2, : : : g denote the set of nonpositive integers.
The Hurwitz–Lerch zeta function 8(z, s, a) defined by (cf., e.g., [16, p. 121, et seq.])
(4.1)
8(z, s, a) WD
1
X
nD0
zn
(n C a)s
(a 2 C n Z 0 ; s 2 C when jzj < 1; R(s) > 1 when jzj D 1)
contains, as its special cases, not only the Riemann and Hurwitz zeta functions:
(4.2)  (s) WD 8(1, s, 1) D  (s, 1) D 1
2s   1


s,
1
2

D
1
X
nD1
1
ns
and
(4.3)  (s, a) WD 8(1, s, a) D
1
X
nD0
1
(n C a)s (R(s) > 1; a  Z
 
0 )
and Lerch zeta function (or periodic zeta function):
(4.4) ls( ) WD
1
X
nD1
e2n i
ns
D e2 i8(e2 i , s, 1) ( 2 R; R(s) > 1),
but also such other functions as the polylogarithmic function:
(4.5)
Lis(z) WD
1
X
nD1
zn
ns
D z8(z, s, 1)
(s 2 C when jzj < 1; R(s) > 1 when jzj D 1)
and Lipschitz–Lerch zeta function (cf. [16, p. 122, Equation 2.5 (11)]):
(4.6)
( , a, s) WD
1
X
nD0
e2n i
(n C a)s D 8(e
2 i
, s, a) DW L( , s, a)
(a 2 C n Z 0 ; R(s) > 0 when  2 R n Z; R(s) > 1 when  2 Z),
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which was first studied by Rudolf Lipschitz (1832–1903) and Matyáš Lerch (1860–1922)
in connection with Dirichlet’s famous theorem on primes in arithmetic progressions.
Recently, Srivastava made use of the Apostol’s formula [2, p. 164]
(4.7) ( , a, 1   n) D 8(e2 i , 1   n, a) D  Bn(aI e
2 i )
n
(n 2 N),
and Lerch’s functional equation [2, p. 161, (1.4)]
(4.8)
( , a, 1   s) D 0(s)(2)s

exp

1
2
s   2a

 i

( a,  , s)
C exp

 
1
2
s C 2a(1    )

 i

(a, 1    , s)

(s 2 C; 0 <  < 1),
to yield the following formula of Apostol–Bernoulli polynomials at rational argu-
ments [15]:
(4.9)
Bn

p
q
I e2 i

D  
n!
(2q)n
( q
X
jD1


n,
 C j   1
q

exp

n
2
 
2( C j   1)p
q

 i

C
q
X
jD1


n,
j   
q

exp

 
n
2
C
2( j    )p
q

 i

)
,
(n 2 N n f1g; q 2 N; p 2 Z;  2 R).
Below we obtain a similar formula for the Apostol–Genocchi polynomials by using the
Fourier expansions.
Theorem 4.1. For n, q 2 N; p 2 Z;  2 R, j j < 1, the following formula of
Apostol–Genocchi polynomials at rational arguments
(4.10)
Gn

p
q
Ie2 i

D
2 n!
(2q)n
( q
X
jD1


n,
2 jC2  1
2q

exp

n
2
 
(2 jC2  1)p
q

 i

C
q
X
jD1


n,
2 j 2  1
2q

exp

 
n
2
C
(2 j 2  1)p
q

 i

)
,
holds true in terms of the Hurwitz zeta function.
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Proof. Replacing k by k   1 in (2.3), we find
(4.11)
Gn(x I ) D 2  n!i
n

x
"
1
X
kD1
exp[(n=2   (2k   1)x)i]
[(2k   1) i C log ]n
C
1
X
kD1
exp[( n=2C (2k   1)x)i]
[(2k   1) i   log ]n
#
.
We employ the elementary series identity:
(4.12)
1
X
kD1
f (k) D
l
X
jD1
1
X
kD0
f (lk C j) (l 2 N)
and the definition (4.1) to the formula (4.11), we obtain the following formula:
(4.13)
Gn(x I)D 2n!i
n

 x
(2 il)n
" l
X
jD1
8

e 2 ilx , n,
(2 j 1) iClog
2 il

exp

n
2
 (2 j 1)x

i

C
l
X
jD1
8

e2 ilx , n,
(2 j 1) i log
2 il

exp

(2 j 1)x  n
2

i

#
.
If setting D exp(2 i ), x D p=q, l D q in (4.13), we then obtain the desired formula
(4.10). This proof is complete.
Taking  D 0 in (4.10), we get the following corollary.
Corollary 4.1 ([7, Theorem 13]). For n, q 2 N; p 2 Z. The following formula
for the Genocchi polynomials at rational arguments
(4.14) Gn

p
q

D
4  n!
(2q)n
q
X
jD1


n,
2 j   1
2q

cos
 (2 j   1)p
q
 
n
2

holds true.
REMARK 3. The same reason as Remark 1, we say here that the variable  take
any real numbers in Theorem 4.1.
5. An explicit relationship between the Apostol–Genocchi polynomials and
Gaussian hypergeometric function
Below we begin by stating and by proving the main result of this section.
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Theorem 5.1. For n 2 N0 and  2 C n f 1g, the following explicit series repre-
sentation holds true:
(5.1)
Gn(x I ) D 2n
n 1
X
kD0

n   1
k


k
(C 1)kC1
k
X
jD0
( 1) j

k
j

j k(x C j)n k 1
 2 F1

k   n C 1, kI k C 1I
j
x C j

,
where 2 F1(a, bI cI z) denotes the Gaussian hypergeometric function defined by (cf., e.g.,
[1, p. 556, et seq.])
2 F1(a, bI cI z) D 2 F1(b, aI cI z) WD
1
X
nD0
(a)n(b)n
(c)n
zn
n!
(5.2)
(c  Z 0 ; jzj < 1; z D 1 and R(c   a   b) > 0; z D  1 and R(c   a   b) >  1),
where
()n D ( C 1)    ( C n   1) D 0( C n)
0() , Z
 
0 WD f0,  1,  2, : : : g.
Proof. Making use of Taylor’s expansion and Leibniz’s rule from (1.2), we have
(5.3)
Gn(x I ) D Dnz

2zexz
ez C 1





zD0
(Dz D d=dz)
D
2
C 1
n
X
kD1

n
k

kxn k Dk 1z

1C

C 1
(ez   1)

 1



zD0
.
By setting  D 1 and w D (=(C 1))(ez   1) in the binomial expansion:
(5.4) (1C w)  D
1
X
rD0

 C r   1
r

( w)r (jwj < 1),
and noting that (see [16, p. 58, Equation 1.5 (15)])
(5.5) (ez   1)k D k!
1
X
nDk
S(n, k) z
n
n!
,
we obtain
Gn(x I ) D 2
n
X
kD1

n
k

kxn k
k 1
X
rD0
r ! ( )r
(C 1)rC1 S(k   1, r )(5.6)
D 2
n
X
kD0

n
k

kxn k
k
X
rD0
r ! ( )r
(C 1)rC1 S(k   1, r ).(5.7)
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Interchanging the order of summation in (5.7), we have
Gn(x I ) D 2
n
X
rD0
r ! ( )r
(C 1)rC1
n
X
kDr

n
k

kxn k S(k   1, r )(5.8)
D 2
n 1
X
rD0
r ! ( )r
(C 1)rC1
n
X
kDrC1

n
k

kxn k S(k   1, r )(5.9)
D 2
n 1
X
rD0
r ! ( )r
(C 1)rC1
n r 1
X
kD0

n
k C r C 1

(k C r C 1)xn k r 1S(k C r , r ).(5.10)
Here we use the property of S(n, k): when n < k, S(n, k) D 0 in (5.7) and (5.9).
Applying
S(n, k) D 1
k!
k
X
jD0
( 1)k  j

k
j

jn .
Replacing n and k by k C r and r respectively, we get
Gn(x I) D 2
n 1
X
rD0
r ! ( )r
(C1)rC1
n r 1
X
kD0

n
kCrC1

(kCrC1)xn k r 1 1
r !

r
X
jD0
( 1)r  j

r
j

j kCr ,
(5.11)
D 2
n 1
X
rD0

r xn r 1
(C1)rC1
r
X
jD0
( 1) j

r
j

j r
n r 1
X
kD0

n
kCrC1

(kCrC1)
 j
x
k
.(5.12)
Noting that (in view of  nk

D 0 when k > n)
n r 1
X
kD0
D
1
X
kD0
,
and combining the definition of the Gaussian hypergeometric function
2 F1(a, bI cI z) WD
1
X
nD0
(a)n(b)n
(c)n
zn
n!
,(5.13)
after via some transmogrification and simplification, we give the evaluation of the third
sum of (5.12) below.
n r 1
X
kD0

n
k C r C 1

(k C r C 1)
 j
x
k
D n

n   1
r

2 F1

r   n C 1, 1I r C 1I  
j
x

.
(5.14)
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Substituting (5.14) into (5.12), and then letting r 7! k, we obtain
(5.15)
Gn(x I ) D 2n
n 1
X
kD0

n   1
k


k xn k 1
(C 1)kC1

k
X
jD0
( 1) j

k
j

j k 2 F1

k   n C 1, 1I k C 1I  
j
x

.
Finally, by applying the known Pfaff–Kummer hypergeometric transformation [1, p. 559,
Equation (15.3.4)]:
(5.16) 2
F1(a, bI cI z) D (1   z) a 2 F1

a, c   bI cI
z
z   1

(c  Z 0 ; jarg(1   z)j     " (0 < " < ))
to the equation (5.15), we arrive at the desired (5.1). This completes our proof.
Setting  D 1 in (5.1), we get the following corollary.
Corollary 5.1. The following series representation for the Genocchi polynomials
holds true:
(5.17)
Gn(x) D n
n 1
X
kD0

n   1
k

1
2k

k
X
jD0
( 1) j

k
j

j k(x C j)n k 1 2 F1

k   n C 1, kI k C 1I
j
x C j

.
On the other hand, by using (1.2) in conjunction with the definition (1.1), it is
easy to observe that
1
X
nD0
Gn(x I ) z
n
n!
D e x log 
2(z C log )
ezClog  C 1
z
z C log 
ex(zClog )
D e x log 
1
X
kD0
Gk(x) (z C log )
k 1z
k!
D e x log 
1
X
kD0
Gk(x)
k
X
nD1

k   1
n   1

zn(log )k n
k!
D e x log 
1
X
nD0
zn
n!
1
X
kD0

n C k   1
k

n C k
k

 1
GnCk(x) (log )
k
k!
,
which yields the following lemma:
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Lemma 5.1. For n 2 N0 and  2 C, the Apostol–Genocchi polynomials is repre-
sented by
(5.18) Gn(x I ) D e x log 
1
X
kD0

n C k   1
k

n C k
k

 1
GnCk(x) (log )
k
k!
,
in terms of the Genocchi polynomials.
Theorem 5.2. For n 2 N0 and  2 C, the following explicit series representation
(5.19)
Gn(x I ) D ne x log 
1
X
kD0
(log )k
k!
nCk 1
X
rD0
1
2r

n C k   1
r


r
X
jD0
( 1) j

r
j

j r (x C j)nCk r 1 2 F1

r   n   k C 1, r I r C 1I
j
x C j

,
holds true in terms of the Gaussian hypergeometric function.
Proof. By (5.17) and (5.18), we then obtain the assertion (5.19) immediately.
REMARK 4. The proof of Theorem 5.1 can be applied mutatis mutandis in order
to obtain an explicit formula for the Apostol–Genocchi polynomials Gn(x I ) involving
the Stirling numbers of the second kind as follows:
(5.20) Gn(x I) D 2
n
X
kD0

n
k

k
k 1
X
jD0
j!( ) j
(C 1) jC1 S(k   1, j)x
n k (n 2 N0;  2 C n f 1g).
Further, setting  D 1 in (5.20), we deduce the following formula for the Genocchi
polynomials:
Gn(x) D
n
X
kD0

n
k

k
k 1
X
jD0
j! ( 1) j
2 j
S(k   1, j)xn k (n 2 N0).(5.21)
REMARK 5. Applying the Gaussian summation theorem [1, p. 556, Equa-
tion (15.1.20)]:
2 F1(a, bI cI 1) D 0(c)0(c   a   b)
0(c   a)0(c   b) (c  Z
 
0 ; R(c   a   b) > 0)
for
a D k   n C 1, b D k, and c D k C 1,
so that
(5.22) 2 F1(k   n C 1, kI k C 1I 1) D

n   1
k

 1
(k D 0, : : : , n   1; n 2 N0).
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Therefore, by setting x D 0 in (5.1), we obtain the following explicit representation for
the Apostol–Genocchi numbers involving the Stirling numbers of the second kind:
(5.23) Gn() D 2n
n 1
X
kD0
k! ( )k
(C 1)kC1 S(n   1, k) (n 2 N0;  2 C n f 1g).
Taking D 1 in (5.23), then we deduce the following formula for the Genocchi numbers:
Gn D n
n 1
X
kD0
( 1)kk!
2k
S(n   1, k) (n 2 N0).
If n D 0, then the sum is considered to be null.
REMARK 6. Using the formula (5.23), we may calculate the first values of the
Apostol–Genocchi numbers:
G0() D 0, G1() D 2
C 1
, G2() D   4(C 1)2 ,
G3() D 6(   1)(C 1)3 , G4() D  
8(2   4C 1)
(C 1)4 ,
G5() D 10(
3
  112 C 11   1)
(C 1)5 , G6() D  
12(4   263 C 662   26C 1)
(C 1)6 .
REMARK 7. The elementary properties of the Apostol–Genocchi polynomials can
be readily derived from (1.2).
Gn(x C 1I )C Gn(x I ) D 2nxn 1 (n  1), 
x
Gn(x I ) D nGn 1(x I ),
Z b
a
Gn(x I ) dx D GnC1(bI )   GnC1(aI )
n C 1
, Gn(x C yI ) D
n
X
kD0

n
k

Gk(x I )yn k ,
Gn(1   x I ) D ( 1)
nC1

Gn(x I  1).
6. Fourier expansions and integral representations for the Genocchi poly-
nomials
In this section, we deduce the Fourier expansions and integral representations for
the Genocchi polynomials.
Putting  D 1 in Theorem 2.1, we then deduce the Fourier expansions for the
Genocchi polynomials as follows:
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Theorem 6.1 ([7, Theorem 1]). For n > 0, 0  x  1, we have
Gn(x) D 2  n!( i)n
X
k2Z
e(2k 1) i x
(2k   1)n ,(6.1)
D
4  n!

n
1
X
kD0
cos[(2k C 1)x   n=2]
(2k C 1)n .(6.2)
From Theorem 6.1, we have
Corollary 6.1 ([7, Corollary 2]). For n > 0, 0  x  1, we have
G2n(x) D ( 1)n 4  (2n)!

2n
1
X
kD0
cos[(2k C 1)x]
(2k C 1)2n ,(6.3)
G2n 1(x) D ( 1)n 1 4  (2n   1)!

2n 1
1
X
kD0
sin[(2k C 1)x]
(2k C 1)2n 1 .(6.4)
By setting  D 0 in (3.1) and (3.4), we have the following integral representations
for the Genocchi polynomials.
Theorem 6.2 ([7, Theorem 4 and Corollary 9]). For n D 1, 2, : : : ; 0  x  1,
we have
Gn(x) D 2n
Z
1
0
e t cos(x   n=2)   e  t cos(x C n=2)
cosh 2 t   cos 2x
tn 1 dt ,(6.5)
Gn(x) D ( 1)n 1 4n

n
Z 1
0
cos(x   n=2)   t2 cos(x C n=2)
t4   2t2 cos 2x C 1
(log t)n 1 dt .(6.6)
Obviously, Theorem 6.2 implies the following corollary.
Corollary 6.2 ([7, Corollary 5 and 10]). For n D 1, 2, : : : ; 0  x  1, we have
G2n 1(x) D 4(2n   1)( 1)n 1
Z
1
0
sin x cosh  t
cosh 2 t   cos 2x
t2n 2 dt ,(6.7)
G2n(x) D 8n( 1)n
Z
1
0
cos x sinh  t
cosh 2 t   cos 2x
t2n 1 dt ,(6.8)
G2n 1(x) D ( 1)n 1 4(2n   1)

2n 1
Z 1
0
(1C t2) sin x
t4   2t2 cos 2x C 1
(log t)2n 2 dt ,(6.9)
G2n(x) D ( 1)n 1 8n

2n
Z 1
0
(1   t2) cos x
t4   2t2 cos 2x C 1
(log t)2n 1 dt .(6.10)
Below we derive other integral representations for the Genocchi polynomials. We
first need the following lemma.
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Lemma 6.1 (see [13]).
Z 2t(1   t2) cos x
t4   2t2 cos 2x C 1
dx D arctan

2t sin x
1   t2

C C ,(6.11)
Z 4t(1C t2) sin x
t4   2t2 cos 2x C 1
dx D log

t2   2t cos x C 1
t2 C 2t cos x C 1

C C ,(6.12)
Z 1
0
log(1C t)(log t)n 1
t
dt D ( 1)n(n   1)! (n C 1)(2 n   1),(6.13)
Z 1
0
log(1   t)(log t)n 1
t
dt D ( 1)n(n   1)! (n C 1).(6.14)
It follows that we give the following theorem.
Theorem 6.3 ([7, Corollary 11]). For n D 1, 2, : : : ; 0  x  1, we have
G2nC1(x) D ( 1)n 1 4n(2n C 1)

2nC1
Z 1
0
arctan

2t sin x
1   t2
 (log t)2n 1
t
dt ,(6.15)
G2n(x) D ( 1)n 1 2n(2n   1)

2n
Z 1
0
log

t2   2t cos x C 1
t2 C 2t cos x C 1
 (log t)2n 2
t
dt .(6.16)
Proof. Recalling the basic property of the Genocchi polynomials:
(6.17)
Z x
a
Gn(u) du D GnC1(x)   GnC1(a)
n C 1
.
From (6.17), we have
(6.18) G2n(x) D 2n
Z x
0
G2n 1(u) du C G2n .
Letting x 7! u in (6.9), and then substituting this into (6.18), we obtain
(6.19)
G2n(x) D 2n
Z x
0
( 1)n 1 4(2n   1)

2n 1
Z 1
0
(1C t2) sin u
t4   2t2 cos 2u C 1
(log t)2n 2 dt du C G2n
D ( 1)n 1 2n(2n   1)

2n 1
Z 1
0
(log t)2n 2
t
dt
Z x
0
4t(1C t2) sin u
t4   2t2 cos 2u C 1
du C G2n .
Making the transformation x D u in (6.12), we have
(6.20)

Z x
0
4t(1C t2) sin u
t4   2t2 cos 2u C 1
du D log

t2   2t cos x C 1
t2 C 2t cos x C 1

  log

t2   2t C 1
t2 C 2t C 1

D log

t2   2t cos x C 1
t2 C 2t cos x C 1

  2 log

1   t
1C t

.
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Substituting (6.20) into (6.19), we get
(6.21)
G2n(x) D ( 1)n 1 2n(2n   1)

2n
Z 1
0
log

t2   2t cos x C 1
t2 C 2t cos x C 1
 (log t)2n 2
t
dt
C ( 1)n 4n(2n   1)

2n
Z 1
0
log

1   t
1C t
 (log t)2n 2
t
dt C G2n .
Subtracting (6.13) from (6.14), we have
(6.22)
Z 1
0
log

1   t
1C t
 (log t)n 1
t
dt D ( 1)n(n   1)!  (n C 1)(2   2 n).
From (6.22), it is easy to show that
(6.23)
Z 1
0
log

1   t
1C t
 (log t)2n 2
t
dt D  (2n   2)!  (2n)(2   21 2n).
On the other hand, we recall the well-known formula (see [5, p. 35, (21)]):
 (2n) D ( 1)
n 1(2)2n
2(2n)! B2n .
Using the known relation
Gn D 2(1   2n)Bn ,
we have
G2n D
( 1)n 122(1   22n)(2n)!
(2)2n  (2n).(6.24)
Substituting (6.23) and (6.24) into (6.21), after a simplification, we obtain the formula
(6.16) immediately.
Similarly, the formula (6.15) can also be proved. This proof is complete.
By (6.8), (6.10) and (6.16), we have the integral representations for the Genocchi
numbers.
Corollary 6.3 ([7, Corollary 12]). For n D 0, 1, : : : , we have
G2n D 4n( 1)n
Z
1
0
t2n 1
sinh( t) dt(6.25)
D  
8n( 1)n

2n
Z 1
0
(log t)2n 1
1   t2
dt(6.26)
D ( 1)n 1 4n(2n   1)

2n
Z 1
0
log

1   t
1C t
 (log t)2n 2
t
dt .(6.27)
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REMARK 8. The integral representations for Genocchi polynomials and numbers
do not appear in the classical literatures, for example [1], [5] and [12]. Hence, the
formulas of this section are presumably new.
7. Further observations and consequences
We define zeta functions as follows ( 2 R)
(7.1)
(nI  ) D
1
X
kD0
1
(2k C 2 C 1)n D 2
 n


n,
2 C 1
2

,
(n) D
1
X
kD0
1
(2k C 1)n D 2
 n


n,
1
2

.
Setting  D e2 i in (2.3) of Theorem 2.1, then we have
(7.2)
Gn(x I e2 i ) D 2  n!

ne2 i x
"
1
X
kD0
exp[(n=2   (2k C 1)x)i]
(2k C 2 C 1)n
C
1
X
kD0
exp[( n=2C (2k C 1)x)i]
(2k   2 C 1)n
#
.
Taking x D 0 in (7.2) and, noting that Gn() D Gn(0I ) and the definition (7.1), we
obtain the relationship between the Apostol–Genocchi numbers Gn(e2 i ) and the zeta
function (nI  ):
Gn(e2 i ) D 2  n!

n

exp

n
2
i

(nI  )C exp

 
n
2
i

(nI   )

.(7.3)
Replacing n by 2n in (7.3), we have
G2n(e2 i ) D ( 1)n 2  (2n)!

2n [(2nI  )C (2nI   )].(7.4)
If putting  D 0 in (7.4), we arrive directly at the following formula:
(2n) D
1
X
kD0
1
(2k C 1)2n D
( 1)n2n
4(2n)! G2n ,(7.5)
and noting that the formula (n) D (1 2 n) (n) and Gn D 2(1 2n)Bn (see [1, p. 807,
23.2.20]), we derive the Euler formula:
 (2n) D ( 1)
n 1(2)2n
2(2n)! B2n .
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REMARK 9. We can also obtain the formulas (7.5) by (4.10).
REMARK 10. By taking x D 0 in Theorem 3.1 and Theorem 3.2 respectively,
we deduce the integral representations for the Apostol–Genocchi polynomials numbers
as follows:
Gn(e2 i )D 2n
Z
1
0
cos(n=2) cosh(2 t)  i sin(n=2) sinh(2 t)
sinh( t) t
n 1 dt(7.6)
D ( 1)n 1 4n

n
Z 1
0
cos(n=2) cosh(2 log t)C i sin(n=2) sinh(2 log t)
1  t2
 (log t)n 1 dt .
(7.7)
Further setting  D 0 in (7.6) and (7.7) respectively, we deduce the integral represen-
tations for the Genocchi numbers in Corollary 6.3 once again.
REMARK 11. By (1.2) and the binomial theorem, yields that
(7.8)
1
X
nD0
Gn(aI ) z
n
n!
D
2zeaz
ez C 1
D 2z
1
X
kD0
( )ke(kCa)z
D
1
X
nD0
"
2n
1
X
kD0
( )k(k C a)n 1
#
zn
n!
D
1
X
nD0
"
2n
1
X
kD0
( )k
(k C a)1 n
#
zn
n!
.
Therefore, we show an interesting relationship between the Apostol–Genocchi poly-
nomials and Hurwitz–Lerch zeta function:
(7.9) Gn(aI ) D 2n8( , 1   n, a) (n 2 N;  2 C; jj 5 1; a 2 C n Z 0 ).
Therefore, we can also prove Theorem 2.1 by applying the relationship (7.9) in con-
junction with Lerch’s functional equation (4.8). Theorem 4.1 can also be proved with
Lerch’s functional equation (4.8), elementary series (4.12) and (7.9).
REMARK 12. Our methods in the present paper can be used to investigate the
corresponding Apostol–Bernoulli and Apostol–Euler polynomials together with their
classical cases, which have appeared in [8].
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