In this paper is stablished a characterization of the solutions of the equation: ζ(z) = 0. Then such a characterization is used to give a proof for Riemann's Conjecture.
The Riemann Zeta Function
Let t ∈ R + and log t be its real value, then: ∀ n ∈ Z ∧ n ≥ 1 : 1 n z = 1 n Rez = 1 e Rez·log n is a well defined function for every z ∈ C. Let δ > 0 be an arbitrary real number. For Rez ≥ 1 + δ, we have:
The p-series ∞ n=1 1 n 1+δ is convergent and Weirstrass criterion says that the series ∞ n=1 1 n z is also absolutely convergent for Rez > 1.The Riemann Zeta Function is defined as follow:
ζ is analytic in the half-plane Rez > 1 and uniformly convergent in every compact set contained in that half-plane Rez > 1. Definition 1. Let E and F be sets. Suppose P ⊂ E and g : P → F be an application. The application f : E → F is said to be an extension of g over E relative to F if f | P = g.
In general such an application is not unique see [9] . However, any Analytic continuations (extension) if they exist are unique, see [19] and [33] . Proof. See [21] From Theorem 1, we get that:
(i) The analytic Continuation of ζ up to the boundary Rez = 0 is given by
(ii) The analytic Continuation of ζ up to Rez = −1 is given by
(iii) The analytic Continuation of ζ up to Rez = −2 is given by
and so forth by induction.
The most important issue here is that by definition 1, it is enough to proof the Riemann Conjeture for
see also [33] prop. 16.10. Remember that: ζ(z) = 0 for z = −2, −4, −6, . . . which can be deduced from Riemann's functional equation:
We also know that ζ(0) = 0 and ζ(1) = 0, similar reasoning gives that ζ has no other zeros outside the Critical strip B than the trivials: {−2, −4, . . .}. Let us define the following sets:
See more about this in [13] .
The Riemann Hypothesis is equivalent to say that ζ has no zeros in B.
Proof.
we have that:
Proof. Let's suppose that ∃α 1 = 0 ∧ ∃(x 1 + iy) such that 0 < x 1 < 1 2 ⊻ 1 2 < x 1 < 1 and 1 = α 1 [(x 1 + iy) 2 − (x 1 + iy)] then, derivating with respect to y we find that:
This is Absurd! Therefore, ∀α = 0 ∧ ∀x : 0 < x < Proof. Let's suppose that: ∃z 0 ∈ B : ζ(z 0 ) = 0
Let's suppose:
Then the proposition "∃z 0 ∈ B : ζ(z 0 ) = 0" is false. Therefore:
2 Conclusion of the Saga.
It is known that ζ(z) = 0 for some z ∈ F . See for example: [11] , [25] , [35] or [38] .
Not every z ∈ F is solution for ζ(z) = 0, for example 1 2 = z 0 ∈ F and it is not difficult to prove that ζ(z 0 ) = 0. We can say now that:
Now we know that the non-trivial zeros of ζ(z) = 0 are on the critical line. Therefore: To find non-trivial solutions for ζ(z) = 0;z ∈ F , we can try the system:
2 + iy for n big enough could be useful to try the system 
Proof.
That "RH" is true follows from Theorem 3. Then:
See [5] pags. 13-16.
3 Applications.
where A(n) is the n × n matrix of 0's and 1's defined by
This is an important result for linear analysis for example. See [12] 2) Lagarias (2002)
Let σ(n) denotes the sum of the positive divisors of n. Then
n . This is an important result for number theory for example. See [12] .
3) Nyman-Beurling
where N α (t) = α t − α 1 t and {x} = x − [x] is the fractional part of x this is an important result for Real and Functional Analysis for example. See [12] Others results like these can be seen in [12] . I believe that one of the must important result to be studied after this one is the paper of Andre Weil. See [12] . Hint.-See [28] and [29] .
