Abstract-The ν-support vector classification has the advantage of using a regularization parameter ν to control the number of support vectors and margin errors. Recently, a regularization path algorithm for ν-support vector classification (ν-SvcPath) suffers exceptions and singularities in some special cases. In this brief, we first present a new equivalent dual formulation for ν-SVC and, then, propose a robust ν-SvcPath, based on lower upper decomposition with partial pivoting. Theoretical analysis and experimental results verify that our proposed robust regularization path algorithm can avoid the exceptions completely, handle the singularities in the key matrix, and fit the entire solution path in a finite number of steps. Experimental results also show that our proposed algorithm fits the entire solution path with fewer steps and less running time than original one does.
(i).
φ Transformation function from an input space to a high-dimensional reproducing kernel Hilbert space [2] .
I. INTRODUCTION
Given a training sample set S = {(x 1 , y 1 ), . . . , (x l , y l )} with x i ∈ R d and y i ∈ {+1, −1}, the standard ν-support vector classification (ν-SVC) [1] considers a primal problem as follows:
where ·, · denotes inner product in a reproducing kernel Hilbert space (RKHS), and ν is an introduced proportion parameter with 0 ≤ ν ≤ 1, which controls the number of support vectors and errors [2] . Thus, selecting the value of ν plays an essential role in ν-SVC.
Gu et al. [3] proposed a regularization path algorithm for ν-SVC (ν-SvcPath). As mentioned in [3] , ν-SvcPath can fit entire solutions based on a finite number of representative solutions, where one solution acts on an interval of ν, in which the solutions share the same linearity property. They proved the finite convergence of ν-SvcPath based on two assumptions (i.e., Assumptions 1 and 2). Assumption 1 assumes that samples are linearly independent in RKHS, and Assumption 2 assumes that there does not exist the case of | i∈S S y i | = |S S | and S
−y S S E
= ∅ during the iterations of ν-SvcPath. However, most solution algorithms [4] - [7] , [9] mainly depend on Assumption 1. As mentioned in [8] and [10] , solution path algorithms frequently encounter singularities in a key matrix, because a data set is characterized by the presence of linearly dependent samples (in the RKHS), duplicate samples, or nearly duplicate samples. It means that Assumption 1 is a strong assumption for a solution path algorithm. To overcome the limit of Assumption 1, Ong et al. [8] proposed an improved solution path algorithm, which solves an additional linear programming problem to track the optimality condition path in a multidimensional feasible space. Dai et al. [10] introduced a random ridge term to give an approximate search direction. Both of the improved algorithms do not rely on Assumption 1. As mentioned in [3] , although Assumption 2 occurs with a low probability, ν-SvcPath is still not robust as we expect. Therefore, it is desirable to design a robust ν-SvcPath (ν-SvcRPath) without Assumptions 1 and 2.
In this brief, we first present a new equivalent dual formulation for ν-SVC and, then, propose a ν-SvcRPath, based on lower upper (LU) decomposition with partial pivoting [11, p. 90] . Theoretical analysis and experimental results verify that our proposed ν-SvcRPath can avoid the exception completely, handle singularities in the key matrix, and fit the entire solution path in a finite number of steps, without Assumptions 1 and 2. Experimental results also show that our ν-SvcRPath fits the entire solution path with fewer steps and less running time than ν-SvcPath does.
The practical advantages of ν-SvcRPath compared with ν-SvcPath are as follows.
1) ν-SvcPath suffers exceptions and singularities in some special cases. However, our ν-SvcRPath can avoid exceptions completely, and handle singularities in the key matrix. 2) Our ν-SvcRPath is more efficient than ν-SvcPath. This is because ν-SvcPath needs to rebuild the initial solution when facing exceptions, and has more iterations due to the numerical instability when facing the singularities in the key matrix.
The rest of this brief is organized as follows. In order to make this contribution self-contained, we give a brief review of ν-SvcPath in Section II. Section III presents our proposed ν-SvcRPath, its finite convergence, and computational complexity analysis. In Section IV, we present our experimental results. Finally, the conclusion is drawn in Section V.
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II. REVIEW OF ν-SvcPATH
We first give the dual formulation of ν-SVC with inequality constraints and its Karush-Kuhn-Tucker (KKT) conditions. Then, we introduce ν-SvcPath briefly.
A. ν-SVC
As mentioned in [1] , the dual problem of (1) is
where Q is a positive semidefinite matrix with
In comparison with standard support vector machine [12] , the formulation (2) has one more inequality constraint. Gu et al. [3] presented a simpler formulation by transforming the inequality constraint to l i=1 α i = ν, and proved that for any given ν in (2), there is at least an optimal solution, which satisfies l i=1 α i = ν. According to convex optimization theory [13, p. 229] , the solution of the dual problem with two equality constraints can be obtained by minimizing the following convex function:
where both b and ρ are Lagrangian multipliers. Then, by the KKT theorem [13, p. 244 ], the first-order derivative of W ν leads to the following KKT conditions:
According to the value of α i , the training sample set S is partitioned into three independent sets as follows. 1) S S = {i : g i = 0, 0 < α i < (1/l)}, and the set S S includes margin support vectors strictly on the margins. 2) S E = {i : g i ≤ 0, α i = (1/l)}, and the set S E includes error support vectors exceeding the margins. 3) S R = {i : g i ≥ 0, α i = 0}, and the set S R includes the remaining vectors ignored by the margins. According to KKT conditions (4)-(6), ν-SvcPath includes two parts: the first part is the initialization, and the second part is to explore the solution path for all values of 0 ≤ ν ≤ 1. In the following, we give a brief review of the principle of exploring the regularization path. 
B. Regularization Path
For each adjustment of ν (i.e., i∈S α i ), in order to keep all the samples satisfying the KKT conditions, the weights of the samples in S S , and the Lagrange multipliers (b and ρ ) should also be adjusted accordingly. Then, the following linear system can be obtained:
where the notation stands for the amount of the change of each variable. ζ is an introduced new variable for adjusting ν (i.e., i∈S α i ), ε is any negative number, and ε ρ is incorporated in (9) as an extra term. Gu et al. [3] used this extra term to prevent the occurrence of conflicts, as described in Table I .
If we define e S S = [1, . . . , 1] T as the |S S |-dimensional column vector with all ones, and let y S S = [y 1 , . . . , y |S S | ] T , then the linear system (7)-(9) can be further rewritten as follows:
Let R be the inverse matrix of Q. The linear relationship between b , ρ , α S S , and ζ can be obtained as follows:
Finally, substituting (11) into (7), the linear relationship between g i (∀i ∈ S) and ζ can be obtained as follows:
Thus, the linear relationship between α i , g i , b , ρ , and ζ is established in (11) and (12), which can be used to fit the solutions for ν in an interval sharing the same S S .
III. ROBUST REGULARIZATION PATH FOR ν-SVC
As mentioned in [3] , ν-SvcPath can fit the entire solutions in a finite number of iterations, based on Assumptions 1 and 2, where Assumption 1 assumes that samples are linearly independent in RKHS, and Assumption 2 assumes that there does not exist the case of | i∈S S y i | = |S S | and S −y S S E = ∅. In this section, we propose a ν-SvcRPath without Assumptions 1 and 2.
As mentioned in Section II-A, we have transformed the constraint
Adding and subtracting the two equalities lead to i∈S + α i = (ν/2) and i∈S − α i = (ν/2), respectively, where S + = {(x i , y i ) ∈ S : y i = +1} and S − = {(x i , y i ) ∈ S : y i = −1}. Thus, to conquer the limit of Assumption 2, we present a new equivalent dual formulation (13) for (2) min
According to the convex optimization theory [13] , the solution of (13) can also be obtained by minimizing the following convex function:
where both d 1 and d 2 are Lagrangian multipliers. According to the KKT theorem [13] , the following KKT conditions can be obtained:
Similar to (4)-(6), the training sample set S can also be partitioned into three independent sets S S , S E , and S R , according to the value of α i . Similar to ν-SvcPath, ν-SvcRPath also includes two parts, i.e., initialization (the same in [3, Sec. III-A]), and the robust regularization path. In Section III-A, we mainly present the method of computing the robust regularization path for (13) .
A. Robust Regularization Path
In order to propose the ν-SvcRPath, i.e., Algorithm 1, we first give the linear relationship between α, g, and ν (see line 4 in Algorithm 1 and Section III-A1), then compute the maximal adjustment quantity ν max (see line 5 in Algorithm 1 and Section III-A2), and finally update α, g, d 1 , d 2 , S S , S R , and S E (see line 6 in Algorithm 1 and Section III-A3). Thus, repeating this procedure on finding all such intervals by computing the maximum adjustment ν max derives a solution path algorithm for the quadratic programming problem (13) . ν-SvcRPath can fit the solution path of (13) for all valid values of ν. 
Algorithm 1 ν-SvcRPath
The linear system (18)-(20) can be further rewritten as
] and ν, and substitute it into the linear system (21), we have the following linear system:
As mentioned in [8] and [10] , the samples may be linearly dependent in the RKHS, duplicate, or nearly duplicate. Thus, the key matrix Q will encounter singularities. In this section, we present a robust way to compute β d 1 , β d 2 , and β S S without computing the inverse of Q. According to the LU decomposition with partial pivoting [11, p. 90] , the matrix Q can be decomposed as P Q = LU, where L is a lower triangular matrix, U is an upper triangular matrix, and P is a permutation matrix which, when left-multiplied to Q, reorders the rows of Q. Thus, we can have the following linear system according to (22), and solve it for z:
Note that, we do not need to solve it for z by computing the inverse of L. Actually, the linear system (23) for z is very easy to solve by an iterative process called by forward substitution [11, p. 69 
Finally, substituting β d 1 , β d 2 , and β S S into (20), the linear relationship between g i (∀i ∈ S) and ν can be obtained as follows:
2) Compute the Maximal Adjustment Quantity ν max : After obtaining the linear relationships β d 1 , β d 2 , β S S , and γ , we can compute the maximum adjustment ν max as follows. 1) A certain α i in S S reaches a bound (an upper or a lower bound). Thus, there exists the maximal possible ν S S before a certain sample in S S moves to S R or S E . 2) A certain g i in S R or S E reaches zero. Thus, we have the maximal possible ν S R ,S E before a certain sample in S R or S E moves to S S . 3) i∈S + α i or i∈S − α i reaches zero, i.e., the termination condition is met. Then, the maximal adjustment quantity before the regularization path algorithm meets the termination condition is ν. Finally, the smallest of the three values
will constitute the maximal adjustment quantity of ν. After obtaining the linear relationships and the maximal adjustment quantity of ν, we can easily fit α, d 1 
After the maximal adjustment quantity of ν is calculated, if ν max = ν, the index of the sample yielding the minimum in (26) can be obtained, which is denoted by t. Then, the sets S S , S E , and S R can be updated as follows.
1) If t ∈ S S and β t > 0, t should be moved from S S to S E .
If t ∈ S S and β t < 0, t should be moved from S S to S R . 2) If t ∈ S R , t should be moved from S R to S S . 3) If t ∈ S E , t should be moved from S E to S S .
B. Finite Convergence
Essentially, ν-SvcRPath is an iterative procedure. Finite convergence is the cornerstone of ν-SvcRPath. In this section, we will prove the finite convergence of ν-SvcRPath.
Similar to the analysis of the finite convergence of ν-SvcPath, we first define the energy function E as follows:
We then prove that the energy function E is strictly monotonic increasing during the iterations of ν-SvcRPath (Theorem 2). Subsequently, we show the energy function E will converge to the optimal solution of min 0≤α i ≤1/ l E in finite steps, which means that our ν-SvcRPath can fit the entire solution path in a finite number of steps. Assume that there is only one sample (x t , +1) in S + S , and the matrix Q S S S S is positive definite. 1 According to the analysis in [3, Th. 2], we have det( Q) > 0. Let R be the inverse matrix of Q, we have
According to the definition of an inverse matrix, it is easy to verify that R td 2 = 0. In addition, we have 
where the single sample leaving S + E is indexed by j . This problem can be quickly solved by a simplex pivoting method [14] . This completes the proof.
Theorem 1: During the iterations of ν-SvcRPath, we have
Proof: To prove this theorem, we first assume that the matrix Q S S S S is positive definite. According to the analysis in [3, Th. 2], we have det( Q) > 0. Let R be the inverse matrix of Q. We have
According to the definition of an inverse matrix, we have
From the determinantal factorization [15, p. 17] , we have
where
If the matrix Q S S S S is not positive definite, we can define a redundant sample set M with a minimum size of |M|, such that Q S S S S is positive definite, where S S = S S − M. Thus, we can obtain that det( Q \M M ) = 0, similar to the analysis in [3, Th. 2] . It is easy to verify that the LU decomposition with partial pivoting actually Proof: During the iterations of ν-SvcRPath, let β S R = 0, β S E = 0, and the superscript [k] denotes the kth adjustment. Then, we have
In other words,
max ). Similar to [3, Corollary 4], we can prove that ν [k] max < 0 for each iteration of ν-SvcRPath. Furthermore, it is easy to verify that ν
Theorem 3: During the iterations of ν-SvcRPath, the energy function E will converge to the optimal solution to min 0≤α i ≤1/ l E in a finite number of steps.
Let (E [1] , E [2] , E [3] , . . .) be the sequence generated during the iterations of ν-SvcRPath. Based on Theorem 2, we can know that (E [1] , E [2] , E [3] , . . .) is a monotonically increasing sequence. Similar to the analysis in [3, Th. 5], we can further prove that the sequence is finite and converges to the optimal solution to min 0≤α i ≤1/ l E .
C. Computational Complexity
The above analysis shows that ν-SvcRPath fits the entire solution path in a finite number of steps. Similar to [3] , [4] , and [6] , our experience shows that the number of steps in ν-SvcRPath is some small multiple of l. For each step, we need to solve the system of equations (22) is O(sl 2 + ls 2.37 ), which is almost similar to that of training a single ν-SVC.
IV. EXPERIMENTS
In this section, we first present the experimental setup and, then, provide the experimental results and discussion. In particular, by comparing the numbers of exceptions and singularities, we wish to demonstrate that ν-SvcRPath can effectively handle the exceptions and singularities, which are beyond the ability of ν-SvcPath. By comparing the numbers of iterations of ν-SvcRPath and ν-SvcPath, we wish to demonstrate the advantage of ν-SvcRPath on the finite convergence, due to handling the singularities.
2) Implementation: We implement our proposed ν-SvcRPath in MATLAB, 2 based on the MATLAB code of ν-SvcPath. All experiments were performed on a 4-GHz Intel Core i7-4790k machine with 8-GB RAM and MATLAB 8.3 platform.
For kernels, the linear kernel
, and Gaussian kernel 2 Our MATLAB code for ν-SvcRPath is available at https://sites. google.com/site/jsgubin/our-software-codes.
2 ) with κ = 0.01, 0.1, and 1 are used in all the experiments. The parameter, ε, of ν-SvcPath is fixed at −1 throughout all the experiments. In the realization of ν-SvcPath, we reestablish the initial solution for a smaller value of ν ← ν − 0.005 if an exception occurs.
3) Data Sets: Table II shows eight benchmark data sets [16] used in our experiments. These data sets are divided into two parts: the first four are small data sets that were also used in [3] , and the last four are larger data sets in the sample size or the feature size.
The first four in Table II are Ionosphere, Diabetes, Breast Cancer, and German data sets, which are UCI benchmark data sets [16] . Their sample sizes vary from 354 to 1000, and the feature sizes vary from 8 to 34. We select them because the key matrices Q and Q are often singular on these data sets.
To verify the effectiveness of ν-SvcRPath in larger data sets, we also conduct experiments on the Arcene, Gisette, Mushrooms, and Madelon data sets, where Arcene is from UCI repository [16] , and Gisette, Mushrooms, and Madelon are from https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary. html. In particular, the feature sizes of Arcene, MicroMass, and Madelon data sets are 10 000, 5000, and 500 respectively, and the sample sizes of Gisette, Madelon, and Mushrooms data sets are 6000, 2000, and 8124, respectively. The Arcene, Gisette, and Madelon data sets are with large numbers of features, which lead the data sets to be linearly independent in both the linear space and RKHS. To make Q and Q to be singular during the iterations of ν-SvcRPath and ν-SvcPath, respectively, we randomly duplicate 10% samples, and add them into the original data set.
B. Experimental Results and Discussion
The column exceptions in Table III presents the average numbers of occurrences of exceptions in ν-SvcPath over 30 trials with different kernels on each data set. From this column, we verify the existence of exceptions in ν-SvcPath, even though it is with a low probability. Meanwhile, the experimental results and the theoretical analysis show that our proposed ν-SvcRPath can avoid exceptions completely.
Table III also presents the average numbers of iterations (with the standard deviation) and singularities for ν-SvcPath and ν-SvcRPath over 30 trials with different kernels on different data sets. The results show that ν-SvcRPath has the advantage of the finite convergence compared with ν-SvcPath, due to handle the singularities. Because ν-SvcPath needs to compute the inverse of Q, ν-SvcPath often appears numerical instability (having large values near infinity in β S S and γ i when Q is singular, which results in very small value of ν max ). However, ν-SvcRPath can effectively handle the singularities of the key matrix Q based on the LU decomposition with partial pivoting (see Section III-A1). No matter how many singular matrices ν-SvcRPath faces, there is no impact to ν-SvcRPath. The numbers of singularities of ν-SvcRPath shows that ν-SvcRPath can handle singular matrices, which is beyond the ability of ν-SvcPath. Thus, even though ν-SvcRPath has more singular matrices, ν-SvcRPath has fewer iterations than ν-SvcPath does. Fig. 1 shows the runtime of ν-SvcPath and ν-SvcRPath on the German, Gisette, Madelon, and Mushrooms data sets with different kernels. The results demonstrate that our ν-SvcRPath is generally much faster than ν-SvcPath, based on the following two reasons. First, ν-SvcPath needs to rebuild the initial solution of ν-SVC due to exceptions, while ν-SvcRPath completely avoids exceptions. Second, ν-SvcRPath has the advantage of the finite convergence compared with ν-SvcPath, due to handle the singularities.
To sum up, our proposed ν-SvcRPath can avoid the exceptions completely, handle the singularity in the key matrix, and fit the entire solution path in fewer steps and less running time.
V. CONCLUSION
To address the exceptions and singularities in the standard ν-SvcPath, this brief proposes a ν-SvcRPath, based on the LU decomposition with partial pivoting [11, p, 90] and an equivalent dual formulation of ν-SVC. Theoretical analysis and experimental results verify that our proposed ν-SvcRPath can avoid the exceptions completely, handle the singularities in the key matrix, and fit the entire solution path in a finite number of steps. Experimental results also show that our ν-SvcRPath fits the entire solution path with fewer steps and less running time than ν-SvcPath does. In the future, we plan to use the method to analyze the images of synthetic aperture radar [18] and vehicle [19] .
