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Abstract
An optical orthogonal code (OOC) is a family of binary sequences with good auto- and cross-correlation properties. In the literature,
various mathematical tools have been used to construct OOCs with specific parameters. But, to find a complete solution for
constructing OOCs with an arbitrary setting of parameters is still difficult at the moment. In this paper, a clique-based online
algorithm is proposed to construct OOCs of relatively large sizes. In the proposed algorithm, the construction of OOCs is reduced
to the maximum clique problem based on specially generated graphs, where vertices represent the codewords of an OOC and edges
represent the cross-correlation relationships between codeword pairs. In order to overcome the limitation of computer memory
for storing large graphs, part of the graph vertices are supposed to arrive sequentially to be fed into the proposed algorithm, and a
specially designed evolutionary algorithm is used to find the maximum clique of the current graph when new vertices arrive. The
proposed algorithm does not use parameter-specific techniques and hence can be used for different code weight and correlation
constraints. Experiments show that the proposed algorithm outperforms an offline evolutionary algorithm with guided mutation on
constructing OOCs.
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1. Introduction
Code division multiple access (CDMA) is one of the most
attractive multiple-access schemes for optical communication
networks because it allows simultaneous users to access the
same optical channel asynchronously with no delay or schedul-
ing. In optical CDMA systems, each user is assigned a unique
binary signature sequence (or codeword) as its own address. A
user’s receiver must be able to extract its signature sequence
in the presence of other users’ signature sequences. There-
fore, a set of signature sequences that are distinguishable from
time-shifted versions of themselves and for which any two such
signature sequences are easily distinguishable from (a possible
time-shifted version of) each other are needed. Researchers in
the CDMA domain have proposed several coding systems, such
as the prime code [28] and optical orthogonal code (OOC) [31].
The mathematical model fo the OOC can be briefly de-
scribed as follows. Let v, k, λa and λc be positive integers. A
(v, k, λa, λc)-OOC C is a family of (0, 1) sequences with length
(or order) v and weight k (i.e., the given number of one bits in
the sequences) which satisfies the following two properties:




xt xt⊕τ ≤ λa (1)
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for any x ∈ C and any integer τ (0 < τ < v), where “⊕”
represents the modulo v addition.




xtyt⊕τ ≤ λc (2)
for any x , y (x, y ∈ C) and any integer τ (0 < τ < v).
The numbers λa and λc are called the auto- and cross-
correlation constraints, respectively. A (v, k, λa, λc)-OOC with
λa = λc = λ is called “symmetric” and can be briefly de-
noted by (v, k, λ)-OOC. The high weight of codewords facil-
itates the detection of desired signals, and the low auto- and
cross-correlations reduce the interference from unwanted sig-
nals of synchronization in a network. An example of an (11, 4,
2)-OOC is given later in Section 2.1.
Experiments have shown that the setting of OOC’s auto-
correlation and cross-correlation constraints guarantees a large
number of asynchronous users to transmit information effi-
ciently and reliably in a communication network. In short,
the auto-correlation of each sequence in the OOC exhibits the
thumbtack shape, and the cross-correlation between any two
sequences remains low throughout. The lack of a network
synchronization requirement enhances the flexibility of OOC-
based systems [31, 23]. In addition to the applications in optical
multiple-access channels, OOCs also find applications in areas
such as mobile radio and radar and sonar signal design. For
more details, readers are referred to the survey paper by Col-
bourn et al. [16].
One of the central problems in the OOC research is to deter-
mine an OOC’s maximum code size, which is the number of
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codewords in the OOC. The code size of an OOC implies the
possible number of users in a communication network. In the
literature, various mathematical tools have been used to con-
struct OOCs with specific parameters (usually of small sizes)
[1, 2, 9, 11]. But, it is still a long way to go to find a com-
plete solution for constructing OOCs with an arbitrary setting
of parameters (i.e., k, λa, and λc).
In this paper, a clique-based online algorithm is proposed
to construct OOCs with relatively large sizes. The proposed
algorithm is based on specially generated graphs, where ver-
tices represent the codewords of an OOC that satisfy the auto-
correlation constraint and edges represent the cross-correlation
relationships between codeword pairs. Based on such specially
generated graphs, the construction of OOCs is reduced to the
maximum clique problem (MCP). In order to overcome the lim-
itation of computer memory for storing large graphs, part of the
graph vertices are supposed to arrive sequentially to be fed into
the proposed algorithm, and a specially designed evolutionary
algorithm (EA) is used to find the maximum clique of the cur-
rent graph when new vertices arrive. The proposed algorithm is
tested to design (v, 4, 2)-OOCs. Experimental results show that
the cardinalities of constructed OOCs are close to the Johnson
bound (to be described in Section 2.2) when v is small. We also
use the proposed algorithm to construct (v, 4, 2, 1)-OOCs and
(v, 5, 2)-OOCs, indicating that the proposed algorithm can be
used under different settings of parameters.
The rest of this paper is organized as follows. Section 2
describes the background and related work on OOCs, includ-
ing an example of an OOC, the fundamentals of constructing
OOCs and a brief review of search algorithms for constructing
OOCs. Our proposed clique-based online algorithm for con-
structing OOCs is presented in Section 3. Experimental results
are reported in Section 4. Finally, Section 5 concludes this pa-
per with some discussions on relevant future work.
2. Background and Related Work
2.1. Example of an OOC
In order to better understand the concept of OOCs, we give
an example here. Let C be a code of length v = 11 and weight
k = 4 with three codewords C1,C2,C3 as follows:
C= {C1,C2,C3}= {11000010010, 11000101000, 11101000000}.
(3)
In order to calculate the auto-correlation constraint of C, we
take C1 = 11000010010 for instance. Its 11 cyclic shifts C1i
(i = 0, 1, · · · , 10) are given as follows:
C1,0 = 11000010010, C1,1 = 01100001001,
C1,2 = 10110000100, C1,3 = 01011000010,
C1,4 = 00101100001, C1,5 = 10010110000,
C1,6 = 01001011000, C1,7 = 00100101100,
C1,8 = 00010010110, C1,9 = 00001001011,
C1,10 = 10000100101.
(4)
The inner product of any pair from these shifts is no more than
2, which indicates the auto-correlation constraint of C1 is 2.
Similarly, we can check that the auto-correlation constraint of
C2 and C3 is also 2. Hence, C has an auto-correlation constraint
of 2, i.e., λa = 2.
In order to work out the cross-correlation constraint of C, we
first obtain all the cyclic shifts of all codewords in C, i.e., Cil
(i ∈ {1, 2, 3} and l ∈ {0, 1, · · · , 10}), as shown in Eqs. (4), (5)
and (6), respectively.
C2,0 = 11000101000, C2,1 = 01100010100,
C2,2 = 00110001010, C2,3 = 00011000101,
C2,4 = 10001100010, C2,5 = 01000110001,
C2,6 = 10100011000, C2,7 = 01010001100,
C2,8 = 00101000110, C2,9 = 00010100011,
C2,10 = 10001010001.
(5)
C3,0 = 11101000000, C3,1 = 01110100000,
C3,2 = 00111010000, C3,3 = 00011101000,
C3,4 = 00001110100, C3,5 = 00000111010,
C3,6 = 00000011101, C3,7 = 10000001110,
C3,8 = 01000000111, C3,9 = 10100000011,
C3,10 = 11010000001.
(6)
Then, we calculate the inner product of any pair of shifts from
different Cis, i.e., any pair (Cil,C jm) (i, j ∈ {1, 2, 3} and i , j,
and l,m ∈ {0, 1, · · · , 10}). It is not hard to check that the max-
imal inner product is 2. Hence, the cross-correlation constraint
of C is 2, i.e., λc = 2.
In summary, C is a (11, 4, 2)-OOC with 3 codewords.
2.2. Constructing OOCs: Fundamentals
As aforementioned, one of the central problems in the OOC
research is to determine the code size of an OOC, i.e., the num-
ber of codewords in an OOC. An OOC is called maximal if
there is no other OOC of a larger size with the same set of pa-
rameters. This maximal code size is denoted by Φ(v, k, λa, λc),
which can be abbreviated by Φ(v, k, λ) when the OOC is sym-
metric. It is well-known that the size of a (v, k, λ)-OOC cannot
exceed the so-called Johnson bound [15], which is given as fol-
lows:






· · · ⌊
v − λ
k − λ
⌋ · · · ⌋⌋. (7)
where ⌊X⌋ is the floor function, which returns the maximum
integer that is less than or equal to X.
Usually, a (v, k, λa, λc)-OOC is said to be optimal when its
size reaches an upper bound deducible from very general con-
siderations which are valid for all possible pairs (v, k) (with λa
and λc fixed). Thus, an optimal OOC is maximal, but the re-
verse is not true generally.
In the past years, different researchers have devoted effort
to the search for maximal or optimal OOCs, and many good
results have been obtained by an extensive use of various math-
ematical tools, such as the design theory [9], difference family
[1], relative difference family [11], and projective geometry [2],
etc. For example, the existence problem for an optimal (v, k, 1)-
OOC has been completely solved for k = 3 [9, 15]. But, it is
still difficult to find a complete solution for larger values of k,
λa, and λc for the moment. For example, only some partial an-
swers have been achieved for the cases of k = 4 or 5, λa ≤ 2
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and λc ≤ 2 [2, 3, 12, 13, 14, 18]. Further details can be found
in the references and therein.
Since it is still a long way to find a complete solution for
constructing OOCs with an arbitrary setting of parameters k, λa
and λc, in this paper we investigate the construction of OOCs
by using search algorithms. Note that we are not aiming to find
maximal OOCs, but to present a general scheme to find OOCs
with relatively large sizes.
2.3. Search Algorithms for Constructing OOCs
The algorithm proposed in this paper is based on graph
cliques: all the codewords that satisfy the auto-correlation con-
straint are viewed as vertices of a graph, and edges are added to
the codeword pairs if the cross-correlation constraints are satis-
fied. For a simple undirected graph G = (V, E) with the vertex
set V and edge set E, a subset S of V is a clique of G if every
two distinct vertices of S are joined by an edge. Naturally, the
maximal OOC construction problem can be transformed to the
MCP.
The MCP is one of the well-known problems in graph the-
ory, and is related to many real-world problems, such as in
social networks, computer vision, computational biochemistry
and bio-informatics. In past decades, different exact algo-
rithms have been proposed to achieve maximum cliques, such
as branch-and-bound [26] and branch-and-cut [30]. On the
other hand, it has been proved that there is no polynomial-time
algorithm for approximating the maximal clique within a fac-
tor of n1−ε for any positive ε unless P = NP [21], where n is
the number of vertices in the graph. As a result, it seems to
be impossible to have an exact polynomial-time algorithm for
solving the MCP. Hence, there has been a lot of researches on
using heuristic algorithms for solving the MCP, including local
search [8, 22], greedy algorithms [20, 27], constraint program-
ming [29], simulated annealing [19], and EAs [7, 10, 33]. For
more details, readers are referred to a recent survey by Wu and
Hao [32].
Although there are many good algorithms for solving the
MCP, clique-based algorithms have not been frequently used
to design OOCs. To the best of our knowledge, it seems that
the only existing clique-based algorithm is the one proposed
by Chu and Colbourn [14]. In [14], a clique-based algorithm
was presented to construct (v, 4, 2)-OOCs when v is small, and
the clique solvers were a reactive local search algorithm from
Battiti and Protasi [8] and an exact branch-and-bound algo-
rithm developed by Niskanen and Ostergard [26]. Although the
OOCs obtained in [14] are optimal, some parameter-specific
techniques were used to accelerate graph generation. As a re-
sult, the method can not be generalized to construct OOCs with
an arbitrary setting of parameters. More importantly, with the
growth of the OOC order, the number of codewords satisfying
the auto-correlation condition would become huge.
For example, we have used a heuristic algorithm to test the
lower bounds of the graph cardinality for (v, 4, 2)-, (v, 5, 2)- and
(v, 6, 2)-OOCs (the details will be given in Section 4.2 later).
The results show that the cardinality for (300, 4, 2)-OOC is al-
ready over one million. In this case, even storing the graph
structure in the computer memory is difficult. This may be the
reason why authors in [14] chose to construct optimal (v, 4, 2)-
OOCs for v less than 45.
Apart from clique-based algorithms, researchers have also
used backtracking to search difference sets which would lead
to OOCs. Recently, Baicheva and Topalova [4, 5] developed
a parallel backtrack search algorithm to find (v, 4, 2, 1)- and
(v, 5, 2, 1)-OOCs when v is small. Such a parallel algorithm
was run over IBM Blue Gene supercomputers, and returned op-
timal OOCs. However, it is not hard to derive from their papers
that the reported backtracking is equivalent to clique search.
When v is large, the corresponding graph structure still can not
be stored in supercomputers. Moreover, the backtracking uses
parameter-specific techniques to speedup vertex selection. So,
it can not be generalized to construct OOCs with λc , 1.
In this paper, we propose a clique-based online algorithm to
construct OOCs with relatively large sizes. In our setting, the
vertices are supposed to arrive sequentially, instead of being
available all at once. This way, we can build a pool to store part
of the vertices, which is to overcome the limitation of computer
memories. A prespecified substitution technique is used to up-
date candidate solutions. Note that the vertices of OOC graphs
are generated without using any parameter-specific techniques,
which means our algorithm can be used for an arbitrary setting
of code weight and correlation constraints.
3. Proposed Clique-Based Online Algorithm
In this section, we present the clique-based online algorithm
to find large (v, k, λa, λc)-OOCs for general setting of k, λa and
λc. Since the construction of maximal OOCs can be reduced to
the MCP, we first need a method to generate the needed graph.
Then, we will run an online algorithm to find cliques, where
the so-called Repair and Evolution operations will be used fre-
quently. After the target clique is obtained, a required OOC will
follow accordingly.
3.1. Representation of OOC Codewords
As mentioned before, a (v, k, λa, λc)-OOC is a family of bi-
nary strings with length v and weight k. For practical reasons,
v is often much bigger than k, and this would bring many zeros
in each of the codeword string. In this case, a set-theoretic way
can be considered to represent codewords.
A (v, k, λa, λc)-OOC C can be considered as a family of k-sets
of integers modulo v in which each k-set corresponds to a code-
word and the integers within each k-set specify the non-zero
bits. The correlation properties in this set-theoretic framework
are shown as follows:
1. The auto-correlation property:
|Ci ∩ (Ci ⊕ τ)| ≤ λa (8)
for any Ci ∈ C and any integer τ (0 < τ < v), where “⊕”
represents the modulo v addition.
2. The cross-correlation property:
|Ci ∩ (C j ⊕ τ)| ≤ λc (9)
for any Ci, C j ∈ C (i , j) and any integer τ (0 < τ < v).
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Table 1: Equivalent codewords of codeword {0, 1, 6, 9}
Codeword {0,1,6,9} {1,2,7,10} {2,3,8,0} {3,4,9,1}
Sorted {0,1,6,9} {1,2,7,10} {0,2,3,8} {1,3,4,9}
Key 196 1660 283 1747
Codeword {2,4,5,10} {0,3,5,6} {6,7,1,4} {7,8,2,5}
Sorted {4,5,10,2} {5,6,0,3} {1,4,6,7} {2,5,7,8}
Key 3211 424 1888 3352
Codeword {8,9,3,6} {9,10,4,7} {10,0,5,8}
Sorted {3,6,8,9} {4,7,9,10} {0,5,8,10}
Key 4816 6280 703
Throughout this paper, we will use the set vector form
(c1, c2, · · · , ck) to denote a codeword. Let us use the (11, 4, 2)-
OOC in Eq. (3) as an example. In the set notation, it can be
represented as follows:
C = {{0, 1, 6, 9}, {0, 1, 5, 7}, {0, 1, 2, 4}}. (10)
For the sake of convenience, a codeword can also be repre-







where c1 < c2 < · · · < ck. This way, we can easily get a new
codeword out of a block vector C ∈ C with a shift C + t, and
we call C and its shift C + t equivalent. Note that equivalent
codewords can not be included in one OOC, in order to distin-
guish inequivalent codewords. We define the characteristic of a
codeword C by the minimum Key of the codewords equivalent
to C.
Taking the codeword {0, 1, 6, 9} mentioned above for in-
stance, its equivalent codewords are shown in Table 1. Obvi-
ously, the Key value 196 of codeword {0, 1, 6, 9} is the smallest
among the equivalent codewords. So, we can say the charac-
teristic of codeword {0, 5, 8, 10} is 196 since it is equivalent to
codeword {0, 1, 6, 9}.
3.2. Generation of OOC Graphs
A graph is an ordered pair G = (V, E) comprising a set V of
vertices together with a set E of edges. For the case of an OOC,
all the codewords meeting the auto-correlation condition make
the vertex set, and edges are added to the codeword pairs if the
cross-correlation constraints are satisfied.
In order to accelerate the search of OOC vertices, we can
use the following isomorphism technique. If we have got one
OOC C, then we can get some isomorphism OOCs by map-
ping C to t · C, where v and t are relative prime numbers,
and t · C = {tC (mod v)|C ∈ C}. We call C and t · C mul-
tiplier equivalents. For example, let C be the (11, 4, 2)-OOC
{{0, 1, 6, 9}, {0, 1, 5, 7}, {0, 1, 2, 4}}, after mapping C to 2 · C,
we can obtain a new (11, 4, 2)-OOC {{0, 1, 2, 7}, {0, 2, 3, 10},
{0, 2, 4, 8}}. Since the technique is not parameter-specific, it can
be applied for any setting of parameters.
In our algorithm, this multiplier trick is used to get code-
words that satisfy the auto-correlation constraint efficiently. If
Algorithm 1 Repair(U, α)
Require: U ⊂ V : a set of vertices,
α ∈ (0, 1): probability to leave.
Ensure: S : a clique in G.
1: W := U, S := U;
2: while W is not empty do
3: randomly pick x ∈ W;
4: remove x from W;
5: if rand()< α then
6: remove x from S ;
7: else




11: W := V \ S ;
12: while W is not empty do
13: randomly pick x ∈ W;
14: remove x from W;
15: if x is connected to all vertices in S then




we get a (v, k, λa,−) codeword C, we can generate a family of
(v, k, λa,−) codewords as follows:
{t ·C| gcd(t, v) = 1}. (12)
where gcd(t, v) returns the greatest common divisor of t and v.
Note that there might be some equivalent codewords generated.
Although there might be some equivalent codewords generated,
we can easily distinguish them from the representatives.
3.3. Clique Repair Operation
Throughout the running of our online algorithm, we will re-
peatedly update the current graph and current cliques, and we
also need to derive a clique from any subset of vertices. Here,
Marchiori’s repair technique [24, 25] is used. The main idea
is that we first cut some vertices from the graph to get a small
clique, and then expand it in a greedy manner until a maximal
clique is achieved.
The pseudo-code of the repair operation is shown in Algo-
rithm 1, where rand() in line 5 returns a uniform random num-
ber in the range [0, 1]. The probability parameterα ∈ (0, 1) used
in the first phase must be small; otherwise, the clique returned
would be very small.
3.4. Evolution Operation for the Population of Cliques
Our proposed algorithm is a clique-based EA. As usual, the
EA maintains a population of candidate cliques (solutions). The
current candidate population pop(t) is supposed to have N bi-
nary strings Xi = (xi
1
, · · · , xin), i = 1, 2, · · · ,N, where n is the
number of graph vertices and each string represents a clique.
Thus, pop(t) is an N × n matrix with elements in {0, 1}. In-
spired by the estimation of distribution algorithm (EDA), the
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Algorithm 2 Mutate(X, P, β)
Require: P = (p1, · · · , pn) ∈ [0, 1]
n,
X = (x1, · · · , xn) ∈ {0, 1}
n, β ∈ [0, 1].
Ensure: Y = (y1, · · · , yn) ∈ {0, 1}
n.
1: for j := 1 to n do
2: if rand()< β then
3: if rand()< p j then
4: y j := 1;
5: else
6: y j := 0;
7: end if
8: else













At each step, we calculate the fitness1 of each binary string in
the population, sort the binary strings in the descending order
of their fitness, and pick up the fittest M individuals, denoted
as X1, X2, · · · , XM. Then, the probability vector P is updated in
the same way as in the population-based incremental learning
(PBIL) algorithm [6] as follows:







Then, we apply the guided mutation operator, as shown in Al-
gorithm 2, with the updated probability vector P to string X1
for N −M times, repair the resultant strings and use them to re-
place strings XM+1, XM+2, · · · , XN . The strings X2, · · · , XM do
not generate offspring, but are only used to update the probabil-
ity vector P.
The so-called guided mutation operator is a technique used to
combine the global statistical information and local information
to overcome the shortcoming of genetic algorithms and EDAs.
For the MCP, the guided mutation operator uses the probability
vector P = (p1, p2, · · · , pn) to mutate an individual X ∈ {0, 1}
n.
In detail, for each bit of a binary string that represents an indi-
vidual, a coin is flipped with a head probability β. If the head
turns up, the specific bit is set to 1 with the probability pi; oth-
erwise, it is set to 0. According to the experiments in [33], such
a guided mutation operator leads to a better performance than a
number of peer algorithms compared in [33].
For the probability vector P, we denote the number of posi-
tions satisfying p j > 0.0001 as t1, and the number of positions
satisfying p j > 0.8 as t2. If t2/t1 ≥ 0.8, then all the strings
1The fitness of a solution is defined as the cardinality of the clique repre-
sented by the solution.
Algorithm 3 Evolution(pop, λ, α, β)
Require: pop : a set of N vectors Xi (i = 1, · · · ,N) in {0, 1}n,
λ, α, β ∈ [0, 1].
Ensure: X: a vector in {0, 1}n.





2: while true do
3: calculate the fitness of Xi ∈ pop (i = 1, · · · ,N);
4: SortPop(Xi, i = 1, · · · ,N);





6: for i := M + 1 to N do
7: X := Mutate(X1, P, β);
8: Xi := Repair(X, α);
9: end for




14: X := BestVector(pop);
15: return X;
in pop(t) are thought to be identical, and we return the cur-
rent best candidate and terminate the evolution operation. The
pseudo-code of the whole evolution operation is as shown in
Algorithm 3.
3.5. Online Algorithms for the MCP
In this subsection, we present algorithms for the MCP, which
are motivated by the EA with guided mutation (EA/G) for the
MCP [33]. The experimental results reported in [33] show
that EA/G performs better than two other EAs, i.e., HGA and
MIMIC, which were introduced in [17] and [25] respectively,
for solving the MCP.
Since the OOC graphs are often too big, our clique-based al-
gorithms are given under an online setting: the vertices of the
graph are supposed to be added one by one sequentially to be
fed into the algorithm, instead of having all the vertices avail-
able from the start of running the algorithm. Hence, the algo-
rithm is called an online algorithm. Since the whole input is
unknown in advance, the online algorithm needs to make deci-
sions that may later turn out not to be optimal. However, it does
show efficient performance in real world.
A natural thinking is to re-calculate the clique every time a
new vertex arrives, which would take a lot of time. Here, we
use a different strategy which stores a pool of candidates that
are potential maximum cliques, and then uses the coming ver-
tex to update them. In the following, we develop two algo-
rithms based on such a strategy: one is called EA with Sub-
stitution (EAS) for large graphs and another is called EA with
Addition (EAA) for medium-sized graphs. For both algorithms,
the number of maximal allowed candidates in the pool is set to
MaxCache. We use a matrix to store such a pool, each row of
which is denoted by clqi (i = 1, · · · ,MaxCache).
For very large graphs, it is difficult to store the whole graph
in the memory at a time. Let MaxPoint be the maximum cardi-
nality of a graph we can deal with, and denote these MaxPoint
points as the static part S of the graph, and the rest as the online
part T of the graph. In EAS, we first find a clique of S with a
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Algorithm 4 EAS (S , T )
Require: S : static part of graph vertices,
T : online part of graph vertices.
Ensure: x: a clique of the graph.
1: use EA/G to find a clique clq1 of the graph induced by S ;
2: num := 1;
3: x := clq1;
4: while num < MaxCache do
5: find the vertex u ∈ S which appears in the least number of
current candidate cliques;
6: S := S − {u};
7: randomly choose a vertex v ∈ T ;
8: S := S ∪ {v};
9: for i := 1 to num do
10: mutate clqi N times to generate a population pop;
11: repair the binary strings of pop;
12: clqi := Evolution(pop, λ, α, β);
13: end for
14: if v is not in any clqi and num < MaxCache then
15: num := num + 1;
16: clqnum := {v};
17: end if
18: replace v in T with u;
19: denote local clq as the best of current num cliques;
20: if local clq is better than x then
21: x := local clq;
22: end if





standard EA, such as EA/G. Then, we choose a vertex u from S ,
replace it with a randomly chosen vertex v from T , and update
the candidate cliques in the pool. In case that v might not be
in any of the candidate cliques, we manually create a candidate
clique out of v. Since the maximum allowed candidates is quite
limited (no more than 100), no hash technique is adopted. The
algorithm terminates after a given number of substitutions are
performed. The pseudo-code of EAS is shown in Algorithm 4.
EAA applies for graphs with a medium size, which can be
viewed as a semi-online algorithm. This means that part of the
vertices arrive at the same time (the static part S ) and the others
arrive one by one (the online part T ). Since the graph cardi-
nality is medium, we can store the whole graph in the memory.
Compared with the algorithm EAS, instead of substitution, we
can choose a random vertex from T and add it to S , and then
update the current candidates in the pool.
3.6. Clique-Based Online Algorithm for Constructing OOCs
The problem of constructing optimal OOCs can be reduced
to the MCP as follows. We first establish a graph in which
vertices are codewords that satisfy the auto-correlation prop-
erty, and edges are added to the pairs of vertices (codewords)
that satisfy the cross-correlation property. Then, the maximum
OOC can be represented as the maximum clique in the graph.
For the problem of constructing an optimal (v, k, λa, λc)-
OOC, the number of vertices in the corresponding graph is usu-
ally quite large. In this case, it is difficult for us even to store
the graph in memory. Hence, classical MCP algorithms, e.g.,
EA/G, may fail to give a meaningful result. In this section, we
model the OOC problem as an online version of the MCP with
limited memory.
The vertices of the graph are supposed to arrive in a random
order, which can be viewed as sampling from the codewords
that satisfy the auto-correlation property. Since the computer
memory is limited, we restrict the maximum graph cardinality
to MaxPoint, and maintain a set of local maximal cliques with
the maximum size of the set being MaxCache. If the current
graph cardinality is exactly MaxPoint and a new vertex arrives,
we must replace one existing vertex with the coming vertex,
and then update the set of local optima cliques, like what we do
in the EAS algorithm described in Section 3.5.
The whole procedure of the proposed online algorithm for
constructing OOCs can be summarized as follows:
Phase 1: Generating a set of non-equivalent codewords
1. Set up an empty codeword set C with size MaxPoint;
2. Generate a binary sequence c with length v and weight k
randomly;
3. Convert c into the set-theoretic form and compute its auto-
correlation value;
4. If c satisfies the auto-correlation constraint, compute all its
multiplier equivalents; otherwise, return to Step 2;
5. Compute the characteristics of the new codewords. If a
new codeword is not equivalent to the codewords in C, add
it to C; otherwise, discard it;
6. If the size of C reaches MaxPoint (i.e., the set is full), go
to Phase 2; otherwise, return to Step 2.
Phase 2: Building the graph
7. Denote each codeword in the above set C as a vertex of the
graph G;
8. For each pair of codewords, add an edge to G if the cross-
correlation constraint is satisfied;
9. Generate the MaxPoint × MaxPoint adjacency matrix of
G accordingly.
Phase 3: Finding the maximal clique
10. Denote S as the set of all the MaxPoint vertices of the
OOC graph, and T as the set of all other vertices that sat-
isfy the auto-correlation constraint;
11. Find the maximal clique by using the EAS algorithm;
Phase 4: Rewriting the obtained clique as an OOC
12. Expand the characteristics of clique vertices to get the
OOC codewords.
In Phase 1, we aim to find all the codewords that satisfy
the auto-correlation constraint and put them together to make
a codeword set C. Then, we convert C into a graph (Phase 2).
In Phase 3, we use the EAS algorithm to get a clique: we con-
tinue to sample from unchosen graph vertices, replace an exist-
ing vertex and update local maximal cliques, until the stopping
condition is satisfied (e.g., the maximal number of vertex sub-
stitutions is reached). Finally, we rewrite the obtained clique as
codewords (Phase 4).
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Table 2: Comparison between EA/G and online algorithms EAA and EAS for the MCP
Graph
EA/G EAA EAS
Avg Best Avg1 Avg2 Best p-value Time Avg1 Avg2 Best p-value Time
brock200 2 12.0 12 10.2 10.7 12 0.0361 0.5 10.1 11.4 12 <0.0001 0.9
brock200 4 16.5 17 15.0 15.2 16 0.0165 0.5 14.9 15.7 17 <0.0001 1.0
brock400 2 24.7 25 23.7 23.7 24 1.0000 1.1 23.8 23.9 24 0.2201 4.9
brock400 4 25.1 33 23.0 23.6 33 0.0957 1.1 23.0 24.1 33 0.0014 4.9
brock800 2 20.1 21 19.1 19.2 21 0.4469 3.3 19.4 19.7 20 0.0284 26.5
brock800 4 19.9 21 19.0 19.1 21 0.5359 3.3 19.0 19.7 21 <0.0001 26.5
C125.9 34.0 34 30.0 31.9 33 <0.0001 0.4 30.0 33.8 34 <0.0001 0.6
C250.9 44.0 44 41.0 41.9 44 <0.0001 0.8 41.0 43.1 44 <0.0001 1.8
C500.9 55.2 56 51.8 52.4 54 0.0039 1.8 51.6 53.0 55 <0.0001 8.7
C1000.9 64.4 67 61.8 62.1 64 0.3045 5.8 61.9 62.6 64 0.0110 51.8
C2000.5 14.9 16 14.6 15.0 16 0.0019 24.4 14.4 15.0 16 <0.0001 146.2
C2000.9 70.9 72 68.2 69.6 73 0.0004 31.0 68.1 69.4 71 0.0001 318.0
C4000.5 16.1 17 15.3 16.0 17 <0.0001 137.0 15.5 16.1 17 <0.0001 389.3
DSJC500.5 13.0 13 11.8 12.1 13 0.0098 1.3 12.0 12.6 13 <0.0001 7.1
DSJC1000.5 14.5 15 13.5 13.7 14 0.2264 4.6 13.2 14.0 15 <0.0001 33.4
gen200 p0.9 44 44.0 44 38.0 40.1 42 <0.0001 0.6 38.0 41.3 44 <0.0001 1.2
gen200 p0.9 55 55.0 55 45.0 54.0 55 <0.0001 0.7 45.0 55.0 55 <0.0001 1.2
gen400 p0.9 55 51.8 55 46.8 48.0 50 <0.0001 1.3 46.8 50.0 52 <0.0001 5.4
gen400 p0.9 65 65.0 65 48.9 49.8 53 <0.0001 1.3 48.9 53.9 64 <0.0001 5.3
gen400 p0.9 75 75.0 75 51.2 58.8 75 0.0013 1.3 50.8 72.2 75 <0.0001 5.4
hamming8-4 16.0 16 13.9 16.0 16 <0.0001 0.6 13.9 16.0 16 <0.0001 1.5
hamming10-4 39.8 40 34.3 38.5 40 <0.0001 5.9 34.4 39.4 40 <0.0001 61.8
keller4 11.0 11 11.0 11.0 11 - 0.4 11.0 11.0 11 - 0.7
keller5 26.9 27 26.7 26.8 27 0.5925 3.2 26.4 27.0 27 0.0036 29.2
keller6 53.4 56 52.9 53.3 55 0.2154 129.5 53.4 53.6 57 0.5183 558.5
MANN a27 126.0 126 102.7 125.0 126 <0.0001 2.3 102.8 124.9 125 <0.0001 5.1
MANN a45 343.7 345 275.2 337.7 342 <0.0001 16.9 275.6 338.6 340 <0.0001 79.4
MANN a81 1097.2 1098 870.9 929.8 938 <0.0001 341.9 870.7 1087.3 1089 <0.0001 2368.0
p hat300-1 8.0 8 7.4 7.7 8 0.0086 0.6 7.4 8.0 8 <0.0001 1.4
p hat300-2 25.0 25 22.0 24.3 25 <0.0001 0.8 22.0 25.0 25 <0.0001 2.6
p hat300-3 36.0 36 30.8 33.0 34 <0.0001 0.8 30.8 35.6 36 <0.0001 2.8
p hat700-1 11.0 11 9.5 9.8 11 0.0621 1.9 9.5 10.8 11 <0.0001 8.6
p hat700-2 44.0 44 37.0 43.2 44 <0.0001 2.7 37.0 43.9 44 <0.0001 19.9
p hat700-3 62.0 62 55.0 61.1 62 <0.0001 3.0 55.0 61.9 62 <0.0001 26.9
p hat1500-1 11.1 12 10.3 10.8 12 0.0001 9.1 10.6 11.1 12 0.0001 44.7
p hat1500-2 65.0 65 59.0 64.5 65 <0.0001 16.3 59.0 64.9 65 <0.0001 103.9
p hat1500-3 93.7 94 84.6 91.3 93 <0.0001 16.5 84.9 93.2 94 <0.0001 160.2
4. Experimental Study
In this section, we carry out experiments to verify the perfor-
mance of proposed algorithms. Two groups of experiments are
conducted. The first group of experiments investigates the per-
formance of the proposed EAS and EAA algorithms for solving
the MCP, and the second group investigates the performance of
the proposed online algorithm for constructing OOCs. All al-
gorithms were implemented in C and run on an Intel (3.1GHz)
PC with 4GB RAM and Windows 7 operating system.
4.1. Experimental Results on Solving the MCP
Since the kernel part of online algorithm for constructing
OOCs proposed in this paper is based on EAA and EAS for
solving the MCP, this first group of experiments investigates the
performance of EAA and EAS, in comparison with EA/G [33],
for solving the MCP based on the famous set of 37 DIMACS
graphs. The reason we choose EA/G is that our algorithms are
built upon EA/G, just with an extra operator of Addition or Sub-
stitution under online settings. In this case, we test whether this
operator could produce a significant improvement over EA/G
for standard benchmarks. Some related parameters of our algo-
rithms were set as follows: α = 0.001 in the Repair operation,
β = 0.9 and λ = 0.7 in the Evolution operation, which are the
same as used in [33].
Both EAA and EAS can be divided into two phases: the first
phase is to compute a maximal clique using EA/G over 80%
of all the vertices (i.e., the static set S ), and the second phase
include the rest 20% of vertices (i.e., the online set T ). The
difference in the second phase between EAS and EAA is that
EAA uses an addition operator, while EAS uses a substitution
operator, to include the rest 20% of vertices. In both phases, M
was set to be N/2, while N = 10 for EA/G in the first phase and
N = 2 for the Evolution operation in the second phase.
For each graph, EAA and EAS were run independently for
30 times. The experimental results are shown in Table 2. In Ta-
ble 2, the second and third columns are the average clique size
and the best clique size found by EA/G cited from [33]. The
fourth, fifth, sixth and eighth columns are the average maximum
clique size found for the 80% of the vertices by EA/G, the aver-
age maximum clique size found by EAA, the overall maximum
clique size, and the average execution time in seconds, respec-
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tively. We applied t-test to see whether there is any statistical
difference between the results achieved before the Addition op-
eration and the results achieved after the Addition operation.
The p-values are placed in the seventh column.
In Table 2, the 9th to 11th and 13th columns are the aver-
age maximum clique size found for the 80% of the vertices by
EA/G, the average maximum clique size found by EAS, the
overall maximum clique size and the average execution time
in seconds, respectively. We also apply t-test to see statistical
differences between the results achieved before the Substitution
operation and the results achieved after the Substitution opera-
tion. For each run of EAS, the substitution operator was called
n times, where n is the number of vertices in the graph. The
p-values are placed in the 12th column.
The results show that the average size of the cliques obtained
by both EAA and EAS is similar to that of the cliques obtained
by EA/G. Both EAA and EAS returned one better clique than
EA/G. EAA returns the same best clique size as EA/G does for
22 out of the 37 graphs, while EAS returns the same best clique
size as EA/G does for 26 out of the 37 graphs. Both EAA and
EAS achieve a clique with the best size only one smaller than
that achieved by EA/G on 6 graphs, respectively.
It can be seen that we did not obtain better results than EA/G
over most of the DIMACS graphs, especially for dense graphs.
The main reason is that EA/G requires full information of the
input graph and performs a more thorough search (the Repair
operator was called 2000 times), while EAA and EAS only per-
form a limited search (two individuals would converge soon)
over each updated graph. Even so, the difference among the re-
sults from EA/G, EAA and EAS is quite small. It should also
be pointed out that the t-test shows a promising result that both
of Addition and Substitution operators improve local optimal
cliques significantly.
In the following subsections, we will first show the difficulty
of searching OOCs by computer algorithms in Section 4.2 and
then investigate the performance of our online algorithm to con-
struct OOCs in Section 4.3. Compared with DIMACS graphs
(where the graph size is less than 5000), OOC graphs have
much bigger sizes (often bigger than 10,000) and sparser struc-
tures. Hence, we just test EAS to search for OOCs.
4.2. Experimental Results on Generating OOC Graphs
To show the difficulty of searching OOCs by computer algo-
rithms, we present the graph cardinalities for (v, 4, 2)-, (v, 5, 2)-
and (v, 6, 2)-OOCs. Since no mathematical formula can be
found, we use computer algorithm to get a lower bound. As in-
troduced in the previous section, an isomorphism technique can
be used to accelerate this procedure. Firstly, we iteratively gen-
erate a codeword that satisfies the code length and code weight
conditions at random until we get a codeword that satisfies the
OOC auto-correlation constraint. Then, we use the isomor-
phism mapping to get more OOC codewords. The procedure
continues until we have performed 100,000 random searches.
The results are presented in Fig. 1 and Table 3.
It can be seen that the graph size increases quickly with the
growth of the OOC code length. Taking the (300, 4, 2)-OOC for

































Figure 1: Fast increasing of the graph cardinality.
instance, the corresponding graph size is already over one mil-
lion, and just storing such a graph in memory is difficult. In this
case, traditional off-line algorithm may fail to obtain good re-
sults. In order to overcome the limitation of computer memory
for storing large graphs, part of the graph vertices are supposed
to arrive sequentially to be fed into the algorithm, and an update
operation is performed to improve current candidate cliques.
4.3. Experimental Results on Constructing OOCs
In this group of experiments, we investigate our proposed
online algorithm based on EAS to get (v, k, λa, λc)-OOCs with
some specific parameters. Parameters α, β and λ were set to
be the same as used in the first group of experiments. In the
first phase of EAS, the population size N was set to be 10 for
EA/G, M = N/2 = 5, and the Repair operation within EA/G
was run 20,000 times, as we did for DIMACS graphs. In the
second phase of EAS, the population size N was set to 2 for
the Evolution operation, M = N/2 = 1, and the algorithm was
terminated after 2,000 vertex substitutions. The number of can-
didate cliques, MaxCache, was set to be 100, and the parameter
MaxPoint was set to 10,000.
Here, we give an explanation for above settings. Since our
computers just have 4GB RAM, and the graph is stored as adja-
cency matrices, then the graph size should be less than 100,000.
But, if the graph size is too small, e.g., 5000, the optimal OOC
size will be small, and we can not observe significant differ-
ences. Therefore, we set MaxPoint to be 10,000.
During the Substitution phase of EAS, the population size N
was set to 2, and the number of candidate cliques was set to
100. These parameters were set to be small for the reason of
running times. Taking the (300, 4, 2)-OOC for example, even
under this setting of small parameters, it still takes about three
hours to perform a single run.
For decades, different researchers have devoted effort to the
research of OOCs, many good results have been obtained by
an extensive use of various mathematical tools. Most of these
results work for code weight k = 4 or k = 5, and correlation
constraint no more than 2. For bigger code weight or correlation
constraint, hardly any theoretical result is known. Therefore
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Table 3: Lower bound of (v, k, 2)-OOC Graphs
(v, k) Cardinality (v, k) Cardinality (v, k) Cardinality (v, k) Cardinality (v, k) Cardinality
(10, 4) 17 (100, 4) 39151 (190, 4) 276686 (280, 4) 894813 (90, 5) 474370
(20, 4) 233 (110, 4) 52411 (200, 4) 323251 (290, 4) >1000000 (100, 5) 735269
(30, 4) 889 (120, 4) 68328 (210, 4) 374705 (20, 5) 538 (110, 5) >1000000
(40, 4) 2263 (130, 4) 87297 (220, 4) 431418 (30, 5) 3984 (20, 6) 255
(50, 4) 4577 (140, 4) 109404 (230, 4) 493627 (40, 5) 15118 (30, 6) 9342
(60, 4) 8075 (150, 4) 134917 (240, 4) 561385 (50, 5) 40120 (40, 6) 65564
(70, 4) 13057 (160, 4) 164121 (250, 4) 635290 (60, 5) 87258 (50, 6) 248510
(80, 4) 19723 (170, 4) 197447 (260, 4) 715174 (70, 5) 168177 (60, 6) 586090
(90, 4) 28303 (180, 4) 234773 (270, 4) 801532 (80, 5) 293850 (70, 6) >1000000
the proposed algorithm is tested to design (v, 4, 2)-, (v, 5, 2)-
and (v, 4, 2, 1)-OOCs, where the existence results are rich, and
also indicating that the proposed algorithm can be used under
different settings of code weights and correlation constraints.
4.3.1. Constructing (v, 4, 2)-OOCs
Since the construction on (v, 4, 2)-OOCs with small orders
was thoroughly discussed in [14, 18], we first test our algorithm
EAS for (v, 4, 2)-OOCs with 10 ≤ v ≤ 64 (with the graph size
less than 10,000), each with 30 runs. As pointed in Section
2, Chu’s branch-and-bound algorithm [14] searches for optimal
solutions and can not be generalized to an arbitrary setting of
parameters, we compare EAS with its source algorithm EA/G.
The results are shown in Table 4, where the first four
columns are the code length (v), correspondent graph cardinal-
ity (Cardinality), Johnson bound (Bound), and existing result
cited from Feng [18] (Existing) (where “??” means that there
is no existing result for the corresponding case), respectively.
The following six columns are the average code size (Avg), best
code size (Best), and average running time (Time) returned by
EA/G and EAS, respectively. The last column shows the p-
value of applying the t-test to compare EAS over EA/G. In the
table, for each setting of v, if EAS significantly outperforms
EA/G, its best code size is bold-faced.
From Table 4, it is not hard to see that EAS has a better result
than EA/G for all the cases when v ≤ 64. Especially, when
v ≥ 32, the difference is significant (p < 0.0001). For the case
of v > 64, the corresponding OOC graph has more than 10,000
vertices, and hence traditional off-line algorithm, such as EA/G,
may fail to give a result due to the computer memory limitation
in our settings.
Here, we also test EA/G for randomly generated OOC graphs
when v > 64 (with the graph size 10,000), while EAS would do
another 2000 vertex substitutions. Both EA/G and EAS were
run 30 times for each code length. The results are listed in
Table 5, where for each setting of v if EAS significantly out-
performs EA/G, its best code size is bold-faced. It can been
seen that the substitution operation improves current solutions
significantly, indicating that EAS outperforms EA/G when con-
structing (v, 4, 2)-OOCs.
4.3.2. Constructing (v, 5, 2)-OOCs
For the case of OOCs with a bigger weight, there is hardly
any result on the existence of maximum codes [3]. However, we
can still obtain some computing results in Table 6 for v ≤ 100.
From Table 6, it can be seen that EAS performs better for
(v, 4, 2) than for (v, 5, 2). This is because, with the growth of
the values of v and k, the corresponding graph may become
huge and sparse, and hence, the searching for a feasible clique
is more difficult in nature.
It should be pointed out that the obtained best code sizes for
(300, 4, 2)-OOC and (100, 5, 2)-OOC both reach 63% of their
Johnson bounds, respectively. Figs. 2 (a) and (b) show the
percentage of the obtained best code size to the correspond-
ing Johnson bound and the percentage of the number of stored
nodes to the number of nodes in the OOC graph (i.e., the car-
dinality of the OOC graph) against the code length on (v, 4, 2)-
OOC and (v, 5, 2)-OOC, respectively. Note that in Fig. 2(a), the
values of y for v = 290 and v = 300 are not plotted because
their corresponding graph cardinalities are over one million, in
which cases we just know that the percentages are less than 1%,
but they can not be calculated precisely.
From Fig. 2, it can be seen that both the percentages drop
with the growing of the code length. Actually, we just stored
less than 1% of the OOC graph nodes, but obtained 63% of the
Johnson bound regarding the OOC code size. Moreover, the
Johnson bound is a theoretical upper bound, whether it can be
achieved or not is still unknown for many parameters. If we are
admitted more computer memory and more running time, the
result would be surely improved.
4.3.3. Constructing (v, 4, 2, 1)-OOCs
For the case that auto- and cross-correlation constraints are
unequal, we choose to construct (v, 4, 2, 1)-OOCs for 10 ≤ v ≤











The experimental results are shown in Table 7, where the
bound information is calculated from Eq. (15) directly. Com-
pared with our result, Baicheva and Topalova [4] ran a parallel
backtrack search algorithm on IBM supercomputers to find the
optimal (v, 4, 2, 1)-OOCs for v ≤ 181. However, their algo-
rithm is equivalent to clique search: with the growth of code
length, the corresponding graph structure can not be stored in
even supercomputers, thus their off-line backtracking can not
be applied for general bigger v. Note that we are aiming to get
OOCs of relatively large sizes for general parameters. In this
sense, EAS ourperforms backtracking clearly.
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Table 4: Results on constructing (v, 4, 2)-OOCs for 10 ≤ v ≤ 64
v Cardinality Bound Existing
EA/G EAS
Avg Best Time Avg Best Time p-value
10 17 3 Yes 3.0 3 0.2 2.6 3 0.2 0.0001
11 25 3 Yes 3.0 3 0.2 3.0 3 0.2 -
12 34 4 No 3.0 3 0.2 3.0 3 0.2 -
13 49 5 No 4.0 4 0.3 4.0 4 0.3 -
14 64 6 Yes 5.9 6 0.3 5.5 6 0.3 0.0033
15 82 7 Yes 6.8 7 0.4 6.2 7 0.3 <0.0001
16 106 8 Yes 8.0 8 0.5 7.7 8 0.4 0.0213
17 132 9 Yes 9.0 9 0.6 9.0 9 0.5 -
18 156 11 Yes 10.2 11 0.6 10.3 11 0.5 0.7558
19 195 12 Yes 11.7 12 0.8 11.2 12 0.8 0.0002
20 233 14 Yes 13.2 14 0.9 13.0 14 0.8 0.0815
21 270 15 Yes 14.1 15 1.0 14.1 15 0.9 0.6921
22 320 17 Yes 16.2 17 1.1 16.1 17 1.1 0.7212
23 374 18 Yes 17.7 18 1.5 17.5 18 1.4 0.1001
24 424 21 No 19.2 20 1.5 19.1 20 1.5 0.2320
25 495 22 Yes 21.0 21 1.9 21.0 21 2.1 0.3219
26 560 25 Yes 22.9 23 2.0 23.1 24 2.3 0.0250
27 630 26 Yes 24.5 25 2.4 24.5 25 2.9 1.0000
28 716 29 Yes 26.4 27 2.6 26.4 27 3.4 1.0000
29 805 30 Yes 28.4 29 3.3 28.8 30 4.2 0.0037
30 889 33 Yes 30.4 31 3.2 30.9 32 4.5 0.0001
31 1000 35 Yes 32.5 33 4.1 33.0 34 6.1 0.0002
32 1106 38 Yes 34.7 36 4.5 35.4 36 6.8 <0.0001
33 1215 40 Yes 37.0 38 4.9 37.6 38 8.0 <0.0001
34 1344 44 Yes 39.2 40 5.5 40.1 41 9.6 <0.0001
35 1480 45 Yes 41.7 43 6.7 42.7 44 11.5 <0.0001
36 1606 49 Yes 44.1 45 7.0 45.1 46 12.8 <0.0001
37 1767 51 Yes 46.3 47 8.5 48.0 49 15.6 <0.0001
38 1920 55 Yes 49.2 50 9.0 50.6 51 18.2 <0.0001
39 2079 57 Yes 51.9 53 11.2 53.3 55 21.3 <0.0001
40 2263 61 Yes 54.5 55 13.6 56.4 58 24.4 <0.0001
41 2450 63 Yes 57.4 59 15.7 59.5 60 28.5 <0.0001
42 2628 68 Yes 60.3 62 17.0 62.7 63 31.8 <0.0001
43 2849 70 Yes 63.4 64 20.9 65.8 67 41.3 <0.0001
44 3060 75 Yes 66.4 67 22.8 69.0 70 47.6 <0.0001
45 3277 77 ?? 69.2 70 26.4 71.9 73 54.9 <0.0001
46 3520 82 Yes 72.7 74 29.1 75.5 77 62.8 <0.0001
47 3772 84 ?? 75.9 77 34.1 79.1 80 71.2 <0.0001
48 4012 90 No 79.3 81 36.8 82.4 84 79.7 <0.0001
49 4300 92 Yes 82.4 84 42.6 86.0 87 91.3 <0.0001
50 4577 98 Yes 86.2 88 45.6 89.7 92 98.3 <0.0001
51 4860 100 Yes 89.9 91 51.2 93.6 95 111.3 <0.0001
52 5176 106 Yes 93.3 95 56.4 97.3 98 126.1 <0.0001
53 5499 108 ?? 97.1 98 64.2 101.1 102 138.0 <0.0001
54 5808 114 Yes 100.6 102 67.7 105.0 106 151.9 <0.0001
55 6175 117 ?? 104.5 105 76.9 109.1 111 168.6 <0.0001
56 6526 123 Yes 108.7 110 84.5 113.2 114 181.9 <0.0001
57 6885 126 Yes 112.7 114 92.7 117.8 119 197.2 <0.0001
58 7280 133 Yes 116.6 118 100.9 122.1 124 213.2 <0.0001
59 7685 135 ?? 121.0 122 113.7 126.3 128 238.1 <0.0001
60 8075 142 ?? 124.9 126 121.7 130.7 133 254.8 <0.0001
61 8525 145 Yes 129.5 130 137.2 135.2 137 274.7 <0.0001
62 8960 152 Yes 133.8 136 146.3 139.7 141 295.9 <0.0001
63 9405 155 Yes 138.2 139 163.4 144.5 147 331.1 <0.0001
64 9882 162 Yes 142.8 144 182.0 149.0 150 320.2 <0.0001
5. Conclusions and Future Work
Due to its great importance in the field of communications,
the problem of designing OOCs has attracted increasing atten-
tions in recent years. Many good results have been obtained by
an extensive use of various mathematical tools. But, it seems
that we can not expect the problem to be completely solved
for arbitrary parameters in the near future. Meanwhile, the de-
sign of OOCs can be reduced to the maximum clique problem
(MCP) in graph theory, for which there are many successful
heuristics. As a result, we propose clique-based heuristics to
design OOCs with relatively large sizes.
In this paper, we present an online algorithm for construct-
ing OOCs based on an EA with guided mutation (EA/G) [33].
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Table 5: Results on constructing (v, 4, 2)-OOCs for bigger v
v Cardinality Bound Existing
EA/G EAS
Avg Best Time Avg Best Time p-value
70 13057 195 Yes 169.0 170 189.0 179.3 181 689.0 <0.0001
80 19723 256 Yes 216.3 220 223.8 233.3 236 2722.5 <0.0001
90 28303 326 Yes 269.8 274 258.1 293.1 294 4631.9 <0.0001
100 39151 404 Yes 327.3 330 286.6 357.4 359 6295.3 <0.0001
110 52411 490 Yes 392.4 394 328.1 428.2 429 7673.7 <0.0001
120 68328 585 No 472.8 480 358.8 502.8 504 7967.5 <0.0001
130 87297 688 Yes 569.3 577 391.3 588.5 594 8976.4 <0.0001
140 109404 799 Yes 663.5 666 419.4 679.0 680 9389.4 <0.0001
150 134917 918 Yes 757.3 759 452.3 775.5 782 9654.4 <0.0001
160 164121 1046 Yes 840.8 862 479.1 865.3 883 9934.2 <0.0001
170 197447 1183 Yes 961.3 973 521.9 981.0 989 9989.8 <0.0001
180 234773 1327 Yes 1009.0 1033 546.5 1041.0 1062 10204.1 <0.0001
190 276686 1480 Yes 1177.5 1188 593.5 1204.5 1218 10143.6 <0.0001
200 323251 1641 Yes 1237.8 1250 616.3 1270.3 1277 9876.0 <0.0001
210 374705 1811 Yes 1351.0 1361 662.1 1390.5 1396 10069.0 <0.0001
220 431418 1989 Yes 1421.3 1458 694.6 1472.8 1506 9846.9 <0.0001
230 493627 2175 Yes 1630.3 1684 761.7 1673.0 1720 9667.3 <0.0001
240 561385 2370 No 1538.3 1556 743.8 1622.3 1647 8717.4 <0.0001
250 635290 2573 Yes 1825.3 1860 832.3 1882.3 1904 9776.8 <0.0001
260 715174 2784 Yes 1845.5 1930 853.9 1929.3 2006 9187.4 <0.0001
270 801532 3003 Yes 1962.8 1990 903.4 2044.0 2061 9303.7 <0.0001
280 894813 3231 Yes 1925.5 2005 905.8 2042.8 2110 9392.4 <0.0001
290 >1000000 3468 Yes 2293.5 2319 1025.2 2382.0 2404 8656.9 <0.0001
300 >1000000 3712 ?? 2108.7 2211 1041.9 2255.7 2347 7937.8 <0.0001
Table 6: Results on constructing (v, 5, 2)-OOCs for 10 ≤ v ≤ 100
v Bound EAS v Bound EAS v Bound EAS v Bound EAS v Bound EAS
10 0 0 29 12 9 48 35 26 67 69 49 86 119 76
11 1 0 30 13 10 49 36 27 68 73 49 87 120 78
12 1 1 31 13 11 50 39 28 69 74 51 88 121 81
13 1 1 32 15 12 51 40 29 70 75 52 89 127 81
14 2 1 33 16 12 52 40 30 71 80 54 90 129 83
15 2 2 34 16 13 53 44 31 72 81 55 91 130 84
16 3 2 35 18 14 54 45 32 73 82 56 92 136 88
17 4 4 36 19 15 55 45 34 74 87 58 93 138 88
18 4 3 37 19 15 56 49 35 75 88 60 94 139 90
19 4 4 38 22 17 57 50 36 76 90 61 95 145 92
20 5 4 39 22 18 58 51 37 77 95 64 96 147 93
21 6 5 40 23 18 59 55 38 78 96 63 97 148 94
22 6 5 41 26 19 60 56 39 79 97 65 98 155 97
23 7 6 42 26 20 61 57 40 80 102 67 99 156 100
24 8 6 43 27 21 62 61 43 81 104 69 100 158 100
25 8 7 44 30 22 63 62 43 82 105 71
26 10 7 45 30 23 64 63 44 83 110 72
27 10 8 46 31 24 65 67 46 84 112 73
28 10 9 47 34 25 66 68 47 85 113 75
Note that the cardinality of the OOC graph is usually huge and
the corresponding clique size is quite limited. Hence, the usual
clique-based strategy may fail in this case. So, we suppose
all the graph vertices arrive in an online manner, and present a
substitution technique which leads to our EA with substitution
(EAS). Experiments show that EAS has a similarly good perfor-
mance to EA/G for the MCP on DIMACS benchmarks. Then,
we use EAS to construct OOCs with different code weights and
different correlation constraints. The experimental study shows
that EAS returns OOCs of sizes close to the current best upper
bound when the code length is small. Taking (v, 4, 2) for in-
stance, the ratio of the obtained code size to the Johnson bound
is over 90% when v < 100. If more running time is admitted,
the result could be improved.
It should be pointed out that our algorithm is based on EA/G.
The main reason for such a choice is its balance between sim-
plicity and efficiency. In fact, there are some existing clique
algorithms which have better performance [8, 10]. This would
be a subject for the future work.
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Figure 2: The percentage of the obtained best code size to the Johnson bound and percentage of the number of stored nodes to the number of nodes in the OOC
graph against the code length: (a) (v, 4, 2)-OOC and (b) (v, 5, 2)-OOC.
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