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GLOSARIO

SISTEMA: Está conformado por un grupo de subsistemas conectados de una manera
adecuada para ejecutar la función principal.
COMPONENTE: Es una pieza de un equipo mecánico o electrónico, visto como un ente no
dividido adicionalmente para propósitos de análisis de confiabilidad. Los componentes son
elementos constitutivos de un equipo (Ramírez, 2014).
SISTEMA RADIAL: Un sistema radial es el más empleado por ser fácil de diseñar y de
operar. La mayoría de los sistemas secundarios para servicio residencial urbano y rural y para
iluminación comercial son diseñados en forma radial. Es el sistema que tiene el costo inicial
más bajo. Requieren de conductores de gran calibre, su cobertura es limitada y una falla
puede afectar todo el circuito (Ramírez, 2004).
SISTEMA DE DISTRIBUCIÓN: Un sistema eléctrico de potencia incluye las etapas de
generación, transmisión, distribución y utilización de la energía eléctrica, y su función
primordial es la de llevar esta energía desde los centros de generación hasta los centros de
consumo y por último entregarla al usuario en forma segura y con niveles de calidad exigidos
(Ramírez, 2004). Dentro de la etapa de distribución se encuentran diversos componentes que
permiten transportar la energía eléctrica al usuario final (industrial, residencial o comercial).
Entre los principales componentes encontramos:
SUBESTACIONES REDUCTORAS DE TRANSFORMACIÓN (SET): Disminuyen el
nivel de tensión por medio del transformador de potencia. El nivel de tensión se transforma
de alta a media tensión, normalmente se transforma el nivel de tensión de 33 kV a 13,2 kV.
Red primaria: Transporta la energía eléctrica en media tensión, desde la salida de la
subestación de transformación hasta las subestaciones de distribución o a usuarios
industriales o comerciales.
SUBESTACIONES REDUCTORAS DE DISTRIBUCIÓN (SED): Reducen el nivel de
tensión mediante el transformador de distribución. Se pasa de media a baja tensión.
Red secundaria: Transporta la energía eléctrica en baja tensión, desde la salida de la
subestación de distribución hasta los usuarios residenciales, comerciales o industriales (Jara,
2016).
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TOPOLOGÍAS BÁSICAS DE LOS SISTEMAS DE DISTRIBUCIÓN
Radial: Es el más simple y de más bajo costo y, por lo tanto, el más común. La confiabilidad
del servicio es baja. La ocurrencia de una falla en algún punto causa el corte del servicio de
muchos usuarios, está expuesto a muchas posibilidades de interrupción por fallas en
conductores aéreos o cables subterráneos o por fallas en los transformadores. Los tiempos de
interrupción son grandes (hasta 10 horas) (Ramírez, 2004).
Anillo primario: Usualmente el tamaño del conductor es el mismo en todo el anillo y debe
transportar la carga de las 2 mitades del anillo. El arreglo provee 2 trayectorias paralelas
desde la subestación distribuidora a la carga cuando el anillo es operado con suiches o
interruptores de enlace. En esta forma, alguna sección del alimentador primario puede
aislarse sin interrumpir el servicio y las fallas son reducidas en su duración a solo el tiempo
necesario para localizar la falla y hacer la conmutación necesaria para restaurar el servicio.
Este sistema aumenta la confiabilidad del servicio (Ramírez, 2004).
CONFIABILIDAD: Es la probabilidad de que un componente o sistema pueda cumplir la
función requerida sin falla bajo condiciones establecidas y durante un período de tiempo
especificado. Más generalmente, la confiabilidad es la capacidad de los componentes o
sistemas para ejecutar su función requerida por períodos de tiempo deseados sin falla, en
ambientes especificados y a una confianza deseada (Ramírez, 2014).
DISPONIBILIDAD: Es la probabilidad de que un componente o sistema sea capaz de
funcionar cuando se le requiere que lo haga.
CONTINUIDAD: La continuidad hace referencia al hecho de que el sistema eléctrico de
potencia debe garantizar que la energía producida en los centros de generación sea
suministrada de forma ininterrumpida a los centros de consumo. Esta característica adquiere
especial importancia si se tiene en cuenta que la energía eléctrica, a diferencia de otros tipos
de energía, no puede ser almacenada en forma significativa, por lo que una interrupción en
el suministro tiene repercusiones directas sobre los consumidores (Alanis, 2005).
FALLA: Una falla se define como la presencia de una condición indeseada o insatisfactoria,
significa que un componente o un sistema no satisfacen o no funciona de acuerdo con las
especificaciones dadas o preestablecidas (Ramírez, 2014).
TIPOS DE FALLAS
Fallas tipo derivación o paralelas: el 72% de las fallas son monofásicas, el 22% de las fallas
involucran dos fases, y el 6% de las fallas son trifásicas.
Falla tipo serie: Fase abierta (Polo abierto de interruptor, rotura del conductor de fase)
(Ramírez, 2003).
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CLASES DE FALLA
Permanentes: Los que continúan indefinidamente en el tiempo si no se toma alguna acción
correctiva.
Intermitentes: Aparecen, desaparecen, reaparecen de forma repetida y aleatoria.
Transitorias: Aparecen únicamente durante instantes breves coinciden do con alguna
circunstancia como el encendido o alguna perturbación externa.
TASA DE FALLAS: Es una función que describe el número de fallas que puede esperarse
que ocurra en la unidad de tiempo de exposición. Se expresa en fallas/hora, fallas/año. Es
sinónimo de tasa de salida forzada.
ANÁLISIS DE CRITICIDAD: Es un método para priorizar los estudios que tienen en
cuenta la probabilidad de falla para un sistema y a la porción de la probabilidad de falla que
puede atribuirse a un modo de falla particular. La priorización resultante se usa para
determinar la secuencia y el calendario de acciones correctivas que se realizarán.
SISTEMAS DE PROTECCIÓN: Se define al sistema de protección como una
combinación de equipos de protección destinados a la obtención, bajo condiciones
predeterminadas, por lo general anormales, de la desconexión de un elemento de un sistema
de energía, o para dar una señal de alarma, o ambos (IEEE, 2014). La función principal de
un sistema de protección es fundamentalmente la de causar la pronta remoción del servicio
cuando algún elemento del sistema de potencia sufre un cortocircuito, o cuando opera de
manera anormal. Existe además una función secundaria la cual consiste en proveer indicación
de la localización y tipo de falla (Alanis, 2005).
RELÉ DE PROTECCIÓN: Es el encargado de recibir la información, procesarla y tomar
la decisión de enviar la señal de disparo al interruptor. Independientemente de la tecnología
empleada para su construcción, un relé de protección desarrolla internamente tres etapas
fundamentales, las cuales se describen a continuación: el acondicionamiento de las señales
proporcionadas por los transformadores de medición es la primera etapa, en la cual se adecua
la señal de entrada al formato que el relé necesita. Luego que el relé dispone de datos, procede
a aplicar los criterios de decisión que le hayan sido implementados, los cuales se constituyen
mediante las funciones de protección. Finalmente, los resultados proporcionados por las
distintas funciones que integran la protección se analizaran conjuntamente mediante la lógica
de disparo, que es responsable de tomar la decisión de cómo debe actuar la protección (Jara,
2016).
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RESUMEN

El análisis de fallas en redes de distribución eléctrica es un problema que desde 1954 ha sido
abordado por diferentes investigadores desde diferentes enfoques, en este trabajo se propone
una metodología para establecer el desarrollo del localizador fundamentado en el método de
aprendizaje basado en instancias K-NN, que pueda incluirse en un relé de protección usado
en sistemas de distribución, para esto se plantean una serie de objetivos que inician desde la
construcción de un esquema eléctrico IEEE de 34 nodos implementado en ATPdraw donde
se realizaron las simulaciones y obtención de los datos de entrenamiento y prueba, luego de
esto se realizó el diseño y parametrización del modelo basado en KNN, en esta etapa se hizo
uso de la técnica de validación cruzada, dividiendo el 80% de los datos para entrenamiento
y el 20% restante para prueba y el uso de curvas de error para definir el valor de K, con esto
se logra una exactitud en entrenamiento del 86% y en validación del 99%, lo que valida un
buen funcionamiento del modelo evitando que caiga en problemas comunes como overfitting
o underfitting, por último se establece al arquitectura del hardware del relé y el diagrama de
flujo donde se establece el modo en el que el algoritmo será implementado en el relé de
protección, como novedad tendrá la capacidad de realimentarse en tiempo real y la
generación una base de datos real que permita mejorar las condiciones para localizar eventos
falla adaptándose a problemas reales de la red.

Palabras clave: Localización de fallas, k-vecinos más cercanos (k-NN), Confiabilidad,
Aprendizaje de máquina, Sistemas de distribución.
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ABSTRACT

The analysis of faults in electrical distribution networks is a problem that since 1954 has been
approached by different researchers from different approaches, in this work a methodology
is proposed to establish the development of the fundamental locator in the learning method
based on K-NN instances. , which can be included in a protection relay used in distribution
systems, for this a series of objectives are proposed that start from the construction of an
IEEE electrical diagram of 34 nodes implemented in ATPdraw where the simulations and
obtaining the data of training and testing, after this the design and parameterization of the
model based on KNN was carried out, at this stage the cross-validation technique was used,
dividing 80% of the data for training and the remaining 20% for testing and the use of error
curves to define the value of K, with this an accuracy of 86% is achieved in training and 99%
in validation, which v A good functioning of the model is established, avoiding that it falls
into common problems such as overfitting or underfitting, finally the hardware architecture
of the relay and the flow chart are established where the way in which the algorithm will be
implemented in the protection relay is established. , as the ability to feed back in real time
and the generation of a real database that allows improving the conditions to locate failed
events by adapting to real network problems will be new.

Keywords: Fault location, k-nearest neighbors (k-NN), Reliability, Machine learning,
Distribution systems.
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1. INTRODUCCIÓN

Un tema de común importancia en el sector eléctrico mundial es la calidad de la energía, ya
que los esquemas nacionales e internacionales de regulación demandan que las empresas
presten un mejor servicio con parámetros establecidos de estricto cumplimiento. Así mismo,
una de las principales causas de la pérdida de continuidad en los sistemas eléctricos son las
fallas paralelas, que, según diferentes estudios, cerca al 80% ocurren en el sistema de
distribución (Zapata, 2014).
El restablecimiento depende del tiempo de la localización de la falla, que, en la mayoría de
las empresas distribuidoras, debido a problemas de infraestructura, está asociado a una
posible llamada telefónica de usuarios afectados o al tiempo que demora la cuadrilla en
localizar la falla mediante una inspección visual de la sección de red que se presume afectada.
Los métodos basados en el modelo eléctrico de la red, proporcionan información sobre la
distancia asociada a la impedancia de falla, desde la subestación hasta el lugar donde ha
ocurrido la falla. Debido al gran número de derivaciones, la distancia estimada se cumple
para varios sitios del sistema, convirtiendo éste en un problema de múltiple estimación, que
complica la ubicación del lateral bajo la condición de falla. Existen adicionalmente modelos
basados en la extracción de información de datos de fallas, los cuales han sido probados con
éxito en la localización de fallas (Ramírez, 2004).
En este trabajo y como alternativa novedosa de solución al problema de localización de fallas
en sistemas de distribución, se propone una metodología fundamentada en una técnica no
paramétrica de clasificación basada en la estrategia de KNN (K-Nearest Neighbors). A partir
de esta técnica basada en instancias se plantea realizar el diseño de un diagrama de flujo para
su posterior incorporación en un relé de protección. Se pretende que esta técnica utilice
descriptores extraídos de las señales de tensión y de corriente medidas en la subestación del
sistema de distribución, a partir de esta información se pretende entrenar el algoritmo
localizador de fallas con el fin de evaluar la eficiencia del sistema y de esta manera dejar
planteada su posterior implementación.

Descripción del problema
La continuidad y, por tanto, la calidad del servicio de energía eléctrica en los sistemas de
distribución se ve afectada por diversos factores, y las fallas se encuentran dentro de los más
críticos. Esto indica que, ante una falla, las medidas que se toman para establecer la
identificación y localización son fundamentales, pues posibilita un rápido restablecimiento
17

del servicio de energía (Mora, Morales & Vargas, 2008). Por consiguiente, se tiene que, en
sistemas de distribución, la identificación y localización de fallas es un problema complejo
y esto se debe principalmente a la incertidumbre en los parámetros de línea, cargas
intermedias, derivaciones laterales, desbalances en el sistema y la carga, entre otros (IEEE,
2014). Por otra parte, las empresas a cargo del suministro de energía eléctrica están
interesadas en mantener en niveles adecuados los índices de continuidad, especialmente
motivadas por conservar la confianza de sus usuarios, así como para cumplir las
reglamentaciones impuestas por el ente regulador, que para el caso colombiano, es la
Comisión de Regulación de Energía y Gas (CREG).

Formulación del problema
Con este trabajo se propone una respuesta al interrogante ¿cómo incorporar el conocimiento
adquirido de datos previos en los dispositivos actuales de protección para mejorar el
desempeño referente a la localización de fallas en las redes de distribución?, y toma
fundamentación si se tiene en cuenta que las fallas presentes en la red afectan principalmente
la continuidad del suministro de energía eléctrica. Es así como, si se pueden localizar
eficiente y oportunamente, su rápido despeje y localización contribuirá a que las empresas
distribuidoras de energía eléctrica mejoren sus índices de continuidad, el primero la duración
de las interrupciones (SAIDI) y segundo, la continua monitorización y localización de fallas
permanentes y transitorias, permite determinar las debilidades del sistema, de esa forma
fortalecer el sistema para que la frecuencia de fallas sea cada vez menor (SAIFI).

Algunos antecedentes
Los estudios referentes a la identificación y localización de fallas tienen sus inicios desde la
publicación realizada por el AIEE Committee Report (1954) llamada “Coordinación de
protección y construcción de circuitos de distribución”. En este trabajo se muestra el efecto
de diferentes factores en el rendimiento de los circuitos de distribución y su principal aporte
fue que se logró determinar que existen factores de construcción del sistema que, para el
mismo tipo de falla, variaron la ubicación de la falla como el tamaño del conductor, tipo de
construcción, el tipo de sistema y área de servicio.
Más adelante, en la publicación de Warrington (1968), este describe un método para
determinar la distancia de falla entre dos nodos a partir de la reactancia de falla y la reactancia
total de la línea. Para hallar la reactancia de falla, Warrington utiliza la medida de tensión y
corriente en el nodo de generación en estado de falla. Luego, con el conocimiento de la
18

impedancia total de la línea, ignorando la carga y suponiendo que la resistencia de falla es
completamente resistiva, propone una comparación entre la impedancia de falla y la
impedancia de la línea, para así obtener la distancia a la falla.
Aproximadamente 30 años después, se hace oficial la patente de Novosel et al. (1998), con
aportes muy relevantes al tema de localización de fallas y propone una técnica que emplea
un circuito de componentes superimpuestas (aunque estas ya habían sido presentada en los
trabajos de Aggarwal, Aslan & Johns (1997)) donde se refleja el cambio que sufre una
sección de línea de un circuito de distribución entre sus diferentes nodos, en estado de prefalla
a falla. La impedancia de la fuente se halla empleando las mediciones con la red en secuencia
positiva de tensión en prefalla y en condición de falla, al igual que las corrientes en prefalla
y en condición de falla, en el nodo de generación. Con la componente superimpuesta de
corriente y la corriente de falla se define un factor de distribución, luego teniendo en cuenta
la impedancia de secuencia positiva de la línea y la carga, se puede obtener la distancia a la
falla a partir de la resistencia de falla.
En la tesis doctoral de Mora (2006), el autor propone la formulación de un modelo híbrido
para la localización de fallas en sistemas de distribución, este se caracteriza por utilizar la
combinación de los Métodos Basados en el Modelo (MBM) y los Métodos Basados en el
Conocimiento (MBC), estos últimos en mención, a partir de diferentes descriptores,
proponen diferentes conjuntos de entrenamiento y validación y mediante una metodología se
muestra la posibilidad de hallar relaciones entre estos conjuntos y las zonas en las cuales se
presenta la falla, con esto el MBC determina la zona de falla, mientras que el MBM encuentra
la distancia desde el punto de medida hasta la falla, se comprueba que esta integración toma
las mejores características de cada método mejorando los resultados y reduciendo el
problema de la múltiple estimación de la zona en falla.
Luego en Zapata, Pérez y Mora (2014), los autores proponen una estrategia de
parametrización de un localizador de fallas basado en una técnica de aprendizaje supervisado,
conocida como k-vecinos más cercanos (k-NN). Esta técnica se complementa con un método
basado en el modelo plenamente probado de localización fundamentado en la estimación de
la impedancia de falla, así se propone una metodología híbrida, la cual implementa el método
de clasificación para encontrar la zona en falla, y después, se selecciona un ramal equivalente
donde se estima la distancia a la cual ocurrió la falla. Con la distancia y la zona, se obtiene
la localización de la falla en el sistema de distribución mediante un análisis de las respuestas
del MBM y el MBC, eliminando el problema de la múltiple estimación del nodo bajo falla,
la propuesta presentada en este artículo es una alternativa de fácil implementación y baja
exigencia computacional.
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Aportes del proyecto
Esta investigación se ha centrado en la consecución de tres objetivos para la creación de una
propuesta de clasificación que plantea una estrategia para involucrar un algoritmo de
aprendizaje no paramétrico llamado KNN, este será incluido en el firmware de un relé de
protección utilizado en sistemas de distribución, en el firmware del relé, espacio también
conocido como soporte lógico inalterable se pretende cargar un conjunto de datos conocidos
de diferentes tipos de falla donde a partir de un modelo basado en el conocimiento el relé
será capaz de estimar una posible ubicación de la falla, adicional a esto esté relé será capaz
de ser re-entrenado si los parámetros de la línea cambian, generando una opción con una
precisión aceptable que pueda ayudar a los operadores de la red a mejorar sus índices de
calidad y confiabilidad.

Estructura del documento
Este documento está dividido en cinco capítulos, en los cuales se hace inicialmente una
introducción, en esta se pretende dar a conocer una posible solución a un problema que se
viene presentando en la actualidad en el análisis de fallas en redes de distribución de media
tensión. Luego en este orden, se determina la descripción y formulación del problema,
antecedentes y aportes que tendrá este trabajo.
El capítulo dos hace referencia a la etapa de adquisición de datos, entrenamiento y puesta en
funcionamiento del algoritmo, en primera instancia se aborda todo lo referente al diseño y
puesta en marcha del esquema eléctrico en el cual se pretenden realizar las simulaciones,
posteriormente se presentan los parámetros de entrada del algoritmo computacional y como
a partir de este genera los archivos de falla, luego se realiza una presentación del seudocódigo
utilizado para establecer una comunicación entre las aplicaciones Matlab® y ATP, con el
objetivo de realizar un proceso automático de adquisición de datos de falla en el circuito de
pruebas, por último se presentan los fasores de tensión y de corriente, salidas esperadas luego
de finalizar la etapa de adquisición.
En el tercer capítulo a partir del desarrollo anterior, se busca diseñar la metodología para
desarrollo del clasificador basado en el método de análisis de datos supervisado KNN, en
primera instancia la etapa de filtrado donde se realizará la clasificación y procesamiento de
los datos, una vez se tiene esto se ejecuta el algoritmo diseñado en Python.
En el capítulo 4 se presenta de manera detallada la etapa de validación del algoritmo KNN
donde se evalúa su precisión, se realiza el análisis de los resultados y a partir de esto se
20

presenta el diagrama de flujo y la metodología propuesta para incorporar en el relé de
protección y su análisis. Finalmente, en el capítulo 5 se exponen las conclusiones,
recomendaciones y trabajo futuro a partir del proyecto.
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2. ADQUISICIÓN DE DATOS DE ENTRENAMIENTO Y PUESTA EN
FUNCIONAMIENTO DEL ALGORITMO

En este capítulo se presenta de manera detallada la metodología que se usara para obtener los
fasores de tensiones y corrientes prefalla y durante la falla utilizados para el entrenamiento y
puesta en funcionamiento del algoritmo de aprendizaje KNN detallada en la Figura 1, para
obtener esta información será necesaria la comunicación entre Matlab® y ATPdraw,
comunicación que se basara en entradas y salidas como se explica en la Figura 1, de esta
manera se realizara el proceso y obtención de los archivos de salida necesarios para la
ejecución de este proyecto.
Entradas
•Archivo *.atp

Algoritmo
Computacional
•Algoritmo de
comunicación
entre Matlab®
y ATPdraw

Salidas
•Fasores de
tensión y
corriente

Figura 1. Metodología de ejecución para la comunicación entre Matlab® y ATPdraw.
Fuente: Elaboración propia.

Entradas
En primera instancia se presenta la adaptación del sistema IEEE 34 nodos en el software
ATPdraw, se realiza el cálculo de cada uno de los parámetros solicitados por la aplicación de
simulación y especificados en su hoja de datos, para de esta manera modelar cada uno de los
elementos que componen el sistema de prueba (líneas, cargas, transformadores y
reguladores), esto con el objetivo de obtener la información en bruto para su respectivo
procesamiento que se muestra en la segunda parte del capítulo, donde con ayuda de Matlab®
se realizara de manera automática la adquisición de datos.
2.1.1 Esquema eléctrico
El sistema de distribución seleccionado para este proyecto es el sistema IEEE 34 tomado de
los sistemas de prueba del IEEE Power Engineeers Society. En la Figura 2 se muestra su
diagrama unifilar.
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Figura 2. Diagrama unifilar circuito de prueba.
Fuente: IEEE (2004).
Este sistema de distribución se encuentra ubicado en el estado de Arizona de los Estados
Unidos de América, y posee una tensión nominal de 24,9 kV, con un ramal a una tensión de
4,16 kV.
2.1.1.1 Modelamiento en ATP
En esta subsección se presenta información relevante del sistema de prueba (transformadores,
líneas, cargas, reguladores) y la respectiva configuración en ATP.
2.1.1.2 Transformadores
En la Tabla 1 se muestran las características de los transformadores del sistema
proporcionadas por el reporte de la IEEE. Esa información es compuesta por la potencia de
los transformadores, las tensiones de los devanados, la conexión del transformador y las
impedancias en p.u. de los devanados.
Tabla 1. Información de transformadores.
kVA

kV-high

kV-low

R [%]

X [%]

Substation

2500

69 - D

24.9 -Gr. W

1

8

XFM -1

500

24.9 - Gr.W

4.16 - Gr. W

1.9

4.08

Fuente: IEEE (2004).
A partir de la disponibilidad de información que suministra el reporte de la IEEE y de las
características del modelo equivalente, se seleccionó el modelo de transformador saturable.
Se realiza el cálculo de la impedancia en ohmios con los valores en p.u., este valor se dividió

23

en dos, y finalmente, fueron referidos a cada uno de los devanados del transformador, esta
información es insertada en los parámetros como se muestra en la Figura 3.

Figura 3. Ejemplo parámetros transformador de la subestación.
Fuente: Elaboración propia.
2.1.1.3 Líneas de distribución
Para simular las líneas de distribución se usa el modelo ATP/EMTP de parámetros
concentrados para líneas de transmisión o modelo π (lumped), para esto se hace necesario el
uso de los datos de la matriz de impedancias mutuas de las líneas.
La Tabla 2 muestra un ejemplo de la información que suministra el reporte IEEE sobre la
configuración de una línea tipo 300 IEEE (2004). Se especifican los datos de una matriz de
impedancias mutuas, se implementa modelo de parámetros concentrados o modelo π
(LINEPI_3).
Tabla 2. Información de línea de distribución, configuración 300.
Z (Ω)/milla
Configuración

300

R

X

R

X

R

X

1.3368

1.3343

0.2101

0.5779

0.213

0.5015

1.3238

1.3569

0.2066

0.4591

1.3294

1.3471
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B (µS)/milla
5.335

-1.5313

-0.9943

5.0979

-0.6212
4.888

Fuente: IEEE (2004).
Como se observa en la Figura 4, a pesar de que los valores solicitados por la aplicación de
simulación son en Ω/metro, se ingresan como los entrega el informe IEEE en Ω/milla y se
realiza la configuración en términos de la distancia para buscar un equivalente proporcional
de los datos de la simulación.

Figura 4. Ejemplo parámetros de línea de distribución ATPdraw.
Fuente: Elaboración propia.
2.1.1.4 Cargas
Teniendo en cuenta que cargas del sistema IEEE-34 poseen componentes inductivas, se
utilizó el elemento RLC trifásico con una capacitancia igual a cero, dando como resultado un
equivalente RL en el software de simulación ATP/EMTP. Teniendo en cuenta lo anterior, se
emplearon elementos RLCY3 y RLC3D para simular cargas trifásicas en estrella y en
triángulo, respectivamente (Orjuela y Gutiérrez, 2015).
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Haciendo uso de la teoría de circuitos eléctricos y la información suministrada en el reporte
IEEE, se realizó el cálculo de la impedancia en ohmios como se muestra a continuación,
como ejemplo se toma la carga puntual ubicada en el nodo 860.
Tabla 3. Información carga ubicada en el nodo 860.
Nodo

Carga

Fase-1

Fase-1

Fase-2

Fase-2

Fase-3

Fase-3

860

Modelo
Y-PQ

kW
20

kVAr
16

kW
20

kVAr
16

kW
20

kVAr
16

Fuente: IEEE (2004).
Con los datos de la Tabla 3 se proceden a hacer los cálculos respectivos para hallar la
impedancia de la carga y así poder ingresar los parámetros de la carga en ATP (véase la
Figura 5), los cuales se presentan en las expresiones (1)-(7).
𝑆 = √200002 + 160002 = 25612.49 𝑉𝐴
𝐼𝑐𝑐 =

25612.49 𝑉𝐴
24.9 𝑘𝑉/√3

𝑍𝑓 =

= 1.7816 𝐴

(1)

(2)

𝑉/√3
= 8069.1 Ω
𝐼𝑐𝑐

(3)

20
) = 0.78
25.612

(4)

𝑓𝑝 = (

𝜃 = 𝑡𝑎𝑛−1 (𝑓𝑝) = 38.66°

(5)

A continuación, se calcula la impedancia 𝑍𝑓 (Full Load).
𝑅 = 𝑍𝑓 ∗ c𝑜𝑠(𝜃) = 4623.19 Ω
𝑋 = 𝑗 ∗ 𝑍𝑓 ∗ 𝑠𝑒𝑛(𝜃) = 𝑗6313.36 Ω
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(6)
(7)

Figura 5. Ejemplo de parámetros de carga ubicada en el nodo 860.
Fuente: Elaboración propia.
Se tiene en cuenta que las cagas puntuales se ubican al final de las líneas de distribución y
para las cargas distribuidas se divide la potencia activa y reactiva en dos, se halla el valor de
R y X, y se montan dos cargas con estos valores en cada extremo de la línea de distribución.
2.1.1.5 Reguladores de tensión
Los reguladores de tensión cumplen la función de mantener en un rango adecuado los perfiles
de tensión de este, teniendo en cuenta que ATPDraw no cuenta con un modelo de regulador,
se decidió usar un modelo de transformador elevador, así se logra compensar las caídas de
tensión y mantener adecuadamente los perfiles de tensión en rangos adecuados (Orjuela y
Gutiérrez, 2015).
En el primario del transformador se usa el valor nominal de tensión y en el secundario un
incremento del 3% del valor nominal. En la Figura 6 se presenta el diagrama unifilar
modelado en ATP.
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2.1.2 Archivo ATP
Una vez implementado el circuito de prueba en el software ATPdraw, se seleccionan los
nodos 806, 808, 850, 820, 824, 854, 888, 844, 836 para ubicar los medidores de tensión y el
medidor de corriente en la cabecera del circuito, a partir de esto se verifica el comportamiento
de las corrientes y tensiones que pasan por los medidores sometidos a diferentes tipos de falla
y diferentes valores de resistencia de falla explicados en el capítulo 4, automáticamente el
software lo guarda en el archivo *.atp generado una vez se corre la simulación, el archivo
*.atp tendrá la estructura mostrada en la Figura 6 con la información detallada del circuito.

Figura 6. Estructura general del archivo *.atp.
Fuente: Elaboración propia.
Es importante mencionar que adicional al archivo *.atp, ATPdraw genera varios archivos
que permiten la simulación del circuito en el software, como el RunATP que se usara más
adelante para ejecutar la simulación del circuito desde Matlab®, *.lis con el detalle de los
resultados de la simulación, *.pl4 usado para las gráficas de simulación, entre otros.

Algoritmo computacional
El algoritmo computacional es una de las partes elementales en este trabajo de investigación,
en esta sección se genera el procedimiento en donde se describen el conjunto de parámetros
a continuación relacionados para comprender el comportamiento del sistema implementado.
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2.2.1 Ingreso parámetros de entrada
Los parámetros de entrada son los que contienen la información necesaria para que el
programa se ejecute de forma eficaz, por esta razón se seleccionaron los siguientes
parámetros de entrada:




Tipo de falla.
Selección de los nodos de falla.
Valor de la resistencia de falla.

2.2.2 Generación de archivos de falla
Este proceso se realiza a través de una función en el software especializado Matlab®, la cual
tiene los parámetros de entrada necesarios para ejecutar la falla con el fin de crear los casos
de estudio con los que se trabajarán a lo largo del proyecto. Al obtener estos valores el archivo
realiza el siguiente proceso:






Lectura del archivo *.atp original (entiéndase por original, al archivo que no tiene
ninguna alteración en sus conexiones, elementos y características eléctricas, excepto
por la inclusión de medidores de corriente), con lo cual carga los datos de las líneas,
transformadores, medidores y cargas (Cétares y Ruíz, 2018).
Búsqueda de palabras clave dentro del archivo *.atp, donde se incluyen líneas de texto
en puntos específicos del mismo; de esta forma se debe ingresar la información
necesaria de la falla con las características y parámetros que permitan ejecutarla en
un punto específico del sistema de potencia seleccionado (Cétares y Ruíz, 2018).
Cerrar el archivo nuevo generado, con el nombre y la ubicación de la falla.

2.2.3 Archivos o funciones comandos simular y conversión
En estas funciones se realiza el proceso de adquisición de datos de un software a otro, en este
caso de ATPdraw a Matlab®. La función Comandos genera un archivo de texto que incluye
la ruta o ubicación de los archivos ATP; la función Simular genera un archivo .bat que da la
orden de ejecutar los archivos ATP ubicados previamente y genera un archivo PL4 con la
información del sistema. Al tener dicha información guardada en el PL4 se debe convertir
por medio del archivo GTPPL32, el cual codifica la información a un archivo *.mat, que
puede ser leído desde Matlab® y con ello tener acceso a la información.
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2.2.4 Adquisición de datos
A continuación, se presenta un seudocódigo con la explicación de la metodología utilizada
para la adquisición de los datos de falla a partir de simulaciones en ATP controladas
automáticamente desde Matlab®.
INICIO
Cargar ARCHIVO.atp
Leer ARCHIVO.atp
Entrada Tipos de falla
Entrada Nodos de falla
Entrada Resistencia de falla
Leer Ubicación antiguo valor de Resistencia falla
Leer Ubicación antiguo valor de Resistencia falla
for Tipos de falla
switch
case
Evaluar cada caso para cada tipo de falla
end
for Nodos de falla
for Resistencia de falla
Switch
case
Evaluar cada caso para cada resistencia de falla
end
Crear espacios para ingresar datos en las ubicaciones a
modificar
Generar archivo temporal
for
Sustituir valores de resistencia punto a punto
end
Generar archivo temporal
for
Sustituir valores nodo en falla
end
Imprimir nuevo archivo
Ejecutar nuevo archivo
end
end
end
FIN
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2.2.5 Adquisición de fasores de tensión corriente
Para realizar la adquisición de la componente fundamental de los tensiones y corrientes de
los datos de falla, se hace uso del archivo *.mat generado con anterioridad, se realiza la
extracción de los datos con la ventana de prefalla y posfalla (Figura 7), obteniendo una señal
en el dominio del tiempo. Se emplea la función FFT (del inglés Fast Fourier Transform) en
el algoritmo de Matlab® para obtener la representación fasorial de las tensiones y corrientes
a la frecuencia fundamental mostrada en la ecuación (8), esto con el fin obtener las señales
de estudio en cada caso de falla. (Cétares y Ruíz 2018).
𝑛

Y(k) = ∑ 𝑋(𝑗)𝑊𝑛(𝑗−1)(k−1)

(8)

𝑗=1

Donde, 𝑊𝑛 = 𝑒 (−2𝜋𝑖)/𝑛 es una de las 𝑛 raíces de la unidad (Baraniuk, 2006).

Figura 7. Señales de tensión y corriente en estado de prefalla y falla.
Fuente: Elaboración propia.
Con el uso de la ecuación (9) se realiza la reconstrucción de la señal de la componente
fundamental, a frecuencia de 60 Hz, información necesaria para obtener las magnitudes y
ángulos de las señales de tensión y corriente en estado de falla y prefalla.
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2
𝑅𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑐𝑖ó𝑛 𝑑𝑒 𝑙𝑎 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑒 𝑓𝑢𝑛𝑑𝑎𝑚𝑒𝑛𝑡𝑎𝑙 = | | FFT
𝑛

(9)

Donde FFT|2| pertenece al armónico fundamental de la transformada rápida de Fourier.

Salidas
Las salidas que se generan después de realizar todo el proceso en el algoritmo son los fasores
de tensiones y corrientes prefalla y durante la falla como se observa en la Tabla 4 y en la
Tabla 5, y de esta forma se puede analizar los datos y obtener la información necesaria para
realizar el método de aprendizaje basado en los datos.
Tabla 4. Información fasores de tensión y corriente en prefalla.
Tipo
de
falla

Nodo
Falla

R de
falla

Vsa mod

1

806

0.05

14130.1

59.5

1

806

0.5

14130.1

1

806

1

14130.1

1

806

5

1

806

1

806

Vsa
ang

Vsb
mod

Vsb ang

Vsc mod

Vsc
ang

Isa
mod

Isa
ang

Isb
mod

Isb
ang

Isc
mod

Isc
ang

13831.5

-176.0

14474.5

304.4

6.9

74.9

6.5

-138.3

5.9

349.3

59.5

13831.5

-176.0

14474.5

304.4

6.9

74.9

6.5

-138.3

5.9

349.3

59.5

13831.5

-176.0

14474.5

304.4

6.9

74.9

6.5

-138.3

5.9

349.3

14130.1

59.5

13831.5

-176.0

14474.5

304.4

6.9

74.9

6.5

-138.3

5.9

349.3

10

14130.1

59.5

13831.5

-176.0

14474.5

304.4

6.9

74.9

6.5

-138.3

5.9

349.3

20

14130.1

59.5

13831.5

-176.0

14474.5

304.4

6.9

74.9

6.5

-138.3

5.9

349.3

Fuente: Elaboración propia.
Tabla 5. Información fasores de tensión y corriente en falla.
Tipo
de
falla

Nodo
Falla

R de
falla

1

806

0.1

1

806

0.5

1

806

1

Vsa
ang

Vsb
mod

Vsb
ang

Vsc mod

Vsc
ang

Isa
mod

Isa
ang

682.0

107.4

13686.1

-262.2

14275.2

222.9

383.4

-187.3

6.3

-212.3

4.8

263.3

768.0

-117.6

13685.9

-262.2

14274.8

222.9

382.7

-185.8

6.3

-212.3

4.8

263.0

1

684.4

107.5

13686.1

-262.2

14275.2

222.9

383.5

-187.4

6.3

-212.3

4.8

263.3

806

5

682.0

107.4

13686.1

-262.2

14275.2

222.9

383.4

-187.3

6.3

-212.3

4.8

263.3

1

806

10

679.0

107.3

13686.0

-262.2

14275.2

222.9

383.3

-187.1

6.3

-212.3

4.8

263.3

1

806

20

676.9

-107.6

13686.0

-262.2

14275.1

222.9

383.1

-186.8

6.3

-212.3

4.8

263.2

1

806

40

736.9

-114.6

13686.0

-262.2

14274.9

222.9

382.8

-186.1

6.3

-212.3

4.8

263.1

Vsa mod

Fuente: Elaboración propia.
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Isb
mod

Isb
ang

Isc
mod

Isc
ang

3. METODOLOGÍA PARA EL DESARROLLO DEL LOCALIZADOR
BASADO EN KNN

Métodos basados en los datos
Cuando se trabaja con volúmenes admisibles de información con el fin de obtener y extraer
una respuesta beneficiosa del sistema, se deben tener cuenta consideraciones importantes que
permiten el mejor aprovechamiento de los datos, para lograr esto en el artículo “The AIPowered Workplace: How Artificial Intelligence, Data, And Messaging Platforms Are
Defining The Future Of Work”, escrito por Ronald Ashri (2020), donde el autor muestra
cómo se deben construir de manera general aplicaciones basadas en el análisis de datos, se
tiene que el primer paso es determinar el conjunto de reglas que aplica y puede explicar
exactamente cómo se toma cada decisión, este conjunto de parámetros serán las restricciones
que se tendrán en cuenta al realizar el diseño del sistema, lo segundo es tener claras las
entradas de dicho sistema, estas tendrán descriptores encargados de llevar toda la información
que representa cada una de las entradas, para estos dos primeros pasos es importante contar
con el asesoramiento de expertos, ya que estos conocen los procesos de manera específica,
de esta forma las entradas y las reglas de funcionamiento del sistema serán realmente
eficientes.
Posterior a esto y una vez que se tiene una buena organización de la información, que
comprende las dimensiones de entrada y los descriptores de cada una de ellas, se debe
establecer el tipo de enfoque que tendrá el sistema, dentro de los más usados está el enfoque
basado en modelos y el enfoque basado en los datos, el primero teniendo claro las reglas y
regulaciones explícitas que gobiernan el sistema, se recopila todos los puntos de entrada de
datos, se pasan a través del conjunto de reglas y se toma una determinación. El segundo
enfoque basado en datos es de tipo supervisado, y llega a algún tipo de determinación basado
grandes volúmenes de información que comprende eventos pasados, de donde se conoce qué
datos ingresaron y qué datos salieron del sistema, a través de esto reconstruirá y replicará esa
relación de entrada y salida ya existente (Ashri, 2020).

KNN
Una forma práctica y de fácil aplicación para predecir o clasificar un nuevo dato basado en
observaciones conocidas o pasadas, es la técnica del k-vecino más cercano. Esta técnica se
basa en el recuerdo de todos los ejemplos que se vieron en la etapa de entrenamiento, y
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cuando un nuevo dato se presenta al sistema de aprendizaje, este se clasifica según el
comportamiento del dato que tenga mayor similitud a los descriptores que lo representan
(Moreno, 2004). Si se tienen los datos previamente recolectados pertenecientes al conjunto
de entrenamiento, y se quiere conocer la etiqueta de un nuevo dato mostrado como x, tal
como se muestra en la Figura 8.

Figura 8. Datos de grupos de entrenamientos conocidos y nuevo dato utilizando el k-NN.
Fuente: Elaboración propia.
Se debe seleccionar un valor apropiado para k. Este valor representa el número de vecinos
más cercanos con el que se pretende establecer la respuesta del sistema. Si como se muestra
en la Figura 9, se toma un valor de k=1, se obtendría ruido en la respuesta, debido a que los
datos presentan una alta dispersión y como en muchos casos, no son linealmente separables.

Figura 9. Ejemplo para k=1 en el método k-NN.
Fuente: Elaboración propia.
Para disminuir el error y dar solución a este inconveniente, se presentan varias soluciones,
como variar el valor de k con números impares hasta obtener el menor porcentaje de error en
la respuesta. Se puede apreciar en la Figura 10 y en la Figura 11, que utilizando
respectivamente los valores de k igual a 3 y 5, se puede obtener dos respuestas iguales que
acercarían la muestra a un posible grupo de entrenamiento, en estos ejemplos, los círculos.
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Figura 10. Ejemplo para k=3 en el método k-NN.
Fuente: Elaboración propia.

Figura 11. Ejemplo para k=5 en el método k-NN.
Fuente: Elaboración propia.
Para desarrollar la técnica, se puede recurrir a numerosas funciones que aportan un valor
aproximado de acuerdo con el caso requerido, una de las más empleadas es la distancia
euclídea, que sirve para definir la distancia métrica de un segmento definido entre dos puntos
dentro de los espacios de una o varias dimensiones en un plano especifico; basada en el
teorema de Pitágoras de los triángulos rectángulos mide la hipotenusa del triángulo recto
trazado por 3 puntos conocidos en un muestreo graficado de datos, los catetos seleccionados
del triángulo recto funcionan como proyecciones en los ejes coordenados para detectar la
distancia de la forma más simple matemáticamente conocida (Bronshtein & Semendiaev,
1973).
La ecuación euclidiana para obtener la distancia de acuerdo con Bronshtein & Semendiaev
(1973), se define mediante la expresión en (10).
Z = √(𝑋𝑏 − 𝑋𝑎 )2 + (𝑌𝑏 − 𝑌𝑎 )2
Z : Distancia euclidiana entre dos puntos del plano graficado.
(𝑋𝑏 − 𝑋𝑎 ) ∶ Proyección del cateto con las coordenadas de la hipotenusa en el plano X.
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(10)

(𝑌𝑏 − 𝑌𝑎 ): Proyección del cateto con las coordenadas de la hipotenusa en el plano Y.
Otro método para disminuir el error y garantizar el éxito de la técnica, es aplicar la
normalización de las muestras, para que las variables que expresen el rango más extendido
no tengan más peso que las demás variables de menor relevancia como se muestra en la
Figura 12.

Figura 12. Muestras que pueden generar ruido y peso en los grupos de entrenamiento.
Fuente: Elaboración propia.
Localización de fallas
Existen fallas de tipo permanente y transitorio, estas últimas generalmente causan un menor
daño y no se pueden localizar con una simple inspección. Un localizador de fallas
proporciona información para ambos tipos de falla y permite detectar puntos débiles del
sistema de potencia para tomar acciones correctivas con el propósito de evitar mayores daños
debido a reincidencias de la falla. Cuando ocurre una falla permanente, existe un sistema de
protección con relés que típicamente hace una correcta y rápida desconexión de la falla
basado en medidas tomadas en tiempo real (Morales, Mora & Vargas, 2007).
A continuación, se realiza una breve descripción de los factores que afectan la localización
de fallas en sistemas de distribución según el estándar IEEE C37.114 de 2014, muchos de los
métodos de localización incluyen en sus algoritmos estas restricciones, otros simplemente
realizan suposiciones donde no se tienen cuenta, esto con el fin de validar su método e
intentar tener un porcentaje de error tolerable (IEEE, 2014).
3.3.1 Monitorización de tensión y corriente sólo en la cabecera del circuito
Los dispositivos de protección digital generalmente están equipados con funciones de
almacenamiento de datos que se activan automáticamente cuando detectan una falla.
Adicionalmente tienen la capacidad de registrar y almacenar la forma de onda de las señales
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de tensión y corriente en la subestación. A partir de estas señales se pueden obtener los
fasores del fundamental de tensión y corriente de prefalla, e inmediatamente después del
transitorio ocasionado por la falla. Los métodos más populares que se puede utilizar en
sistemas de distribución son los que emplean las componentes fundamentales de tensión y
corriente en un terminal de la línea, por economía, fácil implementación y las limitaciones
propias del sistema de distribución (Morales, Mora & Vargas, 2007).
3.3.2 Desbalance del sistema
Dada la naturaleza de los sistemas distribución la mayoría de las fallas que ocurren de son de
carácter desbalanceado, esto debido principalmente a impedancia de línea desbalanceadas,
cargas desbalanceadas, laterales monofásicos y bifásicos (Morales, Mora & Vargas, 2007),
mediante el teorema de las componentes simétricas desarrollado por Charles Fortescue en
1918, se puede descomponer cualquier sistema desbalanceado en un conjunto de n fasores
totalmente balanceados, facilitando el análisis del sistema bajo falla (Panesso, 2013), el
efecto mutuo de secuencia cero en las componentes del sistema se presenta debido a que en
el panorama real, la naturaleza de la carga es desequilibrada, por ende al intentar dar solución
a la matriz nxn con las componentes de fase del sistema por medio del teorema de Fortescue,
no obtendremos una matriz diagonal con las componentes completamente balaceadas como
idealmente se esperaría, sino una matriz nxn con las componentes de error ubicadas en la
parte superior e inferior de la matriz, a pesar de esto autores utilizan el teorema haciendo a
un lado las componentes desbalanceadas y asumiendo que se está incurriendo en grandes
errores.
3.3.3 Incertidumbre en los parámetros de línea
El efecto de la incertidumbre en los parámetros de línea se hace presente cuando la empresa
encargada de la red de distribución no conoce de manera acertada los parámetros que
conforman sus líneas de distribución, los conductores generalmente no son homogéneos, ya
que presentan diferentes calibres de conductor en un circuito, este problema puede verse al
momento de determinar la distancia de falla al punto de generación, si no se conocen las
distancias y los calibres preciso de las líneas, no se podrá determinar la impedancia de línea
y no se podrá hacer una correcta estimación de la distancia m de la falla.
3.3.4 Efecto de la resistencia de falla
Asumiendo que la resistencia de falla es lo suficientemente baja, se podrían observar
fácilmente las alteraciones en las corrientes de la línea debido a la falla, con esto podríamos
determinar el número de fases involucradas y el tipo de falla, pero en el caso contrario cuando
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la resistencia de la falla es muy alta, no se generan fluctuaciones lo suficientemente
significativas, se tendría la incertidumbre si en realidad existe una falla, o podría ser
fácilmente considerado como un aumento en la carga generada por el usuario, a esta
incertidumbre se le debe el efecto de fases en falla y se debe al desconocimiento de la
impedancia del elemento que genera la falla y el número de fases que involucra.
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4. ANÁLISIS DE DESEMPEÑO DEL ALGORITMO

Clasificación KNN
Como se mencionó capítulo 3, la clasificación basada en KNN es un tipo de aprendizaje
basado en instancias, no intenta construir un modelo general, sino que almacena instancias
de los datos de entrenamiento. Scikit-learn es una biblioteca de aplicaciones de aprendizaje
automático para el lenguaje de programación Python que se utilizara en esta investigación,
implementa el clasificador de tipo KNN, KNeighborsClassifier que efectúa el aprendizaje
basado en los vecinos más cercanos de cada punto de consulta, donde K es un valor entero
especificado por el usuario.
Conjunto de datos
El primer paso visto en la Figura 13 es cargar las librerías necesarias para el modelo de
Machine Learning, Numpy da soporte para realizar operaciones con vectores y matrices
grandes multidimensionales, Pandas se usará para cargar los archivos .CVS de datos y
Matplotlib se utiliza para realizar gráficas necesarias en algunas secciones del modelo.

Figura 13. Bibliotecas necesarias para el modelo de Machine Learning.
Fuente: Elaboración propia.
Posterior a esto se carga el archivo de datos que contiene 435 datos de falla, se realizaron
simulaciones en los nodos más relevantes del “IEEE 34 Node test feeder”, nodos 806, 808,
850, 820, 824, 854, 888, 844, 836 para los tipos de fallas monofásicas FA-G, FB-G, FC-G,
bifásicas FA-FB, FB-FC, FA-FC y trifásicas FA-FB-FC teniendo en cuenta los siguientes
valores de resistencia de falla 0.05, 0.5, 1, 5, 10, 20, 40 Ω, toda esta información se almacena
en la variable dataset (Figura 14).

Figura 14. Lectura base de datos con información de fallas.
Fuente: Elaboración propia.
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Una vez cargada se utiliza la instrucción Keys para revisar la información contenida dataset
como se observa en la Figura 15.

Figura 15. Información contenida en el dataset.
Fuente: Elaboración propia.

Modelo
Como se observa en la Figura 16 la variable independiente 𝑋 está compuesta por datos de
tensiones y corrientes con sus respectivos ángulos de fase para cada uno de los nodos en
estado de falla y prefalla, se tienen un total de 24 descriptores y la variable dependiente 𝑌
conocida como ‘Nodo de Falla’ que será clase que contiene la ubicación de la falla que se
pretende clasificar para un nuevo evento.
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Figura 16. Dataset con 435 datos de falla.
Fuente: Elaboración propia.
Ahora se realiza la división de los datos en dos grupos, uno para entrenamiento y otro para
la validación del modelo (Figura 17), para ello importamos la respectiva biblioteca y
procedemos a utilizar train_test_split.

Figura 17. División grupos de entrenamiento y validación.
Fuente: Elaboración propia.
Hay varias medidas de distancia, cada una con sus propiedades, sus ventajas y desventajas,
en este trabajo se hará uso de la distancia euclidiana, en ese orden la distancia entre dos
puntos 𝑋 y 𝑌 en un plano se obtiene con la ecuación (10). Debido a que los atributos tienen
una dimensionalidad mayor a dos y teniendo en cuenta que el álgebra funciona bien en dos
dimensiones, en tres o las que se requiera, de modo que se puede generalizar la ecuación (10)
para cualquier cantidad de atributos, tal como se presentan en la ecuación (11).
𝑛

𝑍(𝑋, 𝑌) = √∑(𝑋𝑖 − 𝑌𝑖 )2

(11)

𝑖=0

Con esto, ya se tiene todo listo para realizar el modelo. Por tal motivo se importa el algoritmo
que se encuentra dentro de “skelarn.neighbors”, KNeighborsClassifier (Figura 18).

Figura 18. Configuración de distancia Euclidiana KNeighborsClassifier.
Fuente: Elaboración propia.
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Realizado esto, se define el algoritmo y se configura indicando el valor de “k” o el número
de vecinos que para este trabajo será igual a 5, la métrica será “minkowski” y “p” será igual
a 2. La combinación de estos dos elementos le indica al algoritmo que utilizará la distancia
euclidiana para verificar la distancia entre los vecinos.
Validación cruzada y entrenamiento
La técnica de validación Cruzada ayudará a evaluar el comportamiento del modelo propuesto
mediante el entrenamiento de subconjuntos de los datos de entrada disponibles y a partir de
la evaluación del subconjunto complementario de los datos.
Este tipo de validación será implementada a partir de la función K-folds de Sklearn (Figura
19), así el conjunto de entrenamiento se divide en k conjuntos más pequeños. Cada uno de
los k subconjuntos se entrena usando 80% de los datos y se valida con el 20% restante. Una
vez terminadas las 5 iteraciones, la medida de rendimiento informada por la validación
cruzada es el promedio de los valores calculados en el ciclo.

Figura 19. Validación cruzada.
Fuente: Elaboración propia.
Para dar inicio a la etapa de entrenamiento se puede decir que KNN pertenece a la familia de
algoritmos es capaz de clasificar elementos dentro de una serie de categorías prefijadas. De
forma genérica, esta tarea se llama entrenamiento, y consiste en ofrecer al sistema ejemplos
de cada una de las categorías posibles, a este conjunto de datos se le suele llamar conjunto
de entrenamiento. Esta fase consiste en almacenar los vectores característicos y las etiquetas
de las clases de dichos elementos de entrenamiento.
En machine learning las características que vamos a usar para entrenar al sistema se llaman
atributos, como se tienen 24 atributos vamos a trabajar con datos de dimensión 24, Esto
quiere decir que, por cada ejemplo introducido durante el entrenamiento, informaremos de
24 atributos correspondientes a las tensiones y corrientes en estado de falla y prefalla, esto
con el objetivo de encontrar la clase a la que pertenece, que en este caso podríamos etiquetar
como la ubicación del nodo de falla, definido todo esto, entrenamos el modelo utilizando los
datos de entrenamiento (Figura 20).
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Figura 20. Entrenamiento de datos.
Fuente: Elaboración propia.
Se obtiene un valor del 97% precisión para el modelo de entrenamiento propuesto, y un
rendimiento corroborado por el promedio de los valores calculados en el ciclo de validación
cruzada del 95%, media de los valores calculados por ciclo (Figura 21).

Figura 21. Métricas validación cruzada.
Fuente: Elaboración propia.
Validación
Se realiza la predicción del conjunto 𝑋_𝑡𝑒𝑠𝑡 que contiene el 20% del conjunto de datos de
fallas (Figura 22), cuando se ingresan nuevos elementos al sistema éste lo asignará una de
las categorías basándose en lo "aprendido" durante el entrenamiento.

Figura 22. Predicción de datos, conjunto de datos test.
Fuente: Elaboración propia.
Con la predicción del conjunto de prueba 𝑋_𝑡𝑒𝑠𝑡 nos presenta el resultado él 𝑦_𝑝𝑟𝑒𝑑 y se crea
la matriz de confusión utilizando la función metrics de la biblioteca de Sklearn para realizar
la verificación de los resultados (Figura 23).
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Figura 23. Implementación función confusión_matrix de sklearn.metrics.
Fuente: Elaboración propia.
Como se puede observar en la Figura 24, fueron muy pocos los datos que no fueron predichos
correctamente, los datos ubicados en la diagonal principal son los datos predichos
correctamente, mientras que en la diagonal secundaria son los errores. Por lo que si se suman
estos elementos se obtuvieron 118 datos correctos y tan solo 12 datos incorrectos

Figura 24. Resultado matriz de confusión.
Fuente: Elaboración propia.

Precisión
Se verifica la precisión del modelo, para ello se importa “classification_report” de metrics y
se implementa realizando la comparación datos predichos y los datos reales (Figura 25).

Figura 25. Implementación función classification_report de sklearn.metrics.
Fuente: Elaboración propia.
Se observa que, de 130 registros del conjunto de prueba, hubo 7 falsos negativos y 5 falsos
positivos que dan 12 errores, lo cual representa un 86% de precisión del modelo de
clasificación para los K-vecinos más cercanos (Figura 26).
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Figura 26. Métricas de resultados para K=5.
Fuente: Elaboración propia.
Con la instrucción time de Python se realiza el cálculo del tiempo de ejecución del algoritmo
KNN (Figura 27).

Figura 27. Medición tiempo de ejecución del algoritmo para K=5.
Fuente: Elaboración propia.
Error
Cuando se pone en práctica el algoritmo, el objetivo es que un nuevo punto pertenecerá a la
misma clase que la de sus vecinos más cercanos, así que la decisión más importante es
cuántos vecinos son suficientes, para esto durante el desarrollo de este trabajo se prueba con
distintos valores para verificar a través del cálculo de la exactitud cuál funcionara mejor con
determinado conjunto de datos.
Para esto se implementa la siguiente estructura de código (Figura 28) donde se evaluará el
rango de valores del 3 al 20, considerado este como el número de vecinos a tener en cuenta,
valores conservadores donde se tendrán en cuenta números impares teniendo en cuenta la
métrica de decisión.
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Figura 28. Selección valor de K.
Fuente: Elaboración propia.
Una vez realizado esto se obtiene una mayor exactitud teniendo en cuenta un valor igual a 3
vecinos, tal como se muestra en la Figura 29.

Figura 29. Exactitud para cada valor de K.
Fuente: Elaboración propia.
De acuerdo con los resultados, se realiza el mismo proceso configurando el valor de K=3 y
las mismas métricas de medición (Figura 30).
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Figura 30. Modificación valor de K=3.
Fuente: Elaboración propia.
De acuerdo con esto, y según la nueva matriz de confusión, se obtiene como resultado 1 solo
valor falso negativo (Figura 31).

Figura 31. Matriz de confusión valor de K=3.
Fuente: Elaboración propia.
Con la función metrics se observa que, de 130 registros del conjunto de prueba solo hubo 1
falso negativo, lo cual representa un 99% de precisión del modelo de clasificación, esto indica
un resultado aceptable para K=3 (Figura 33).

Figura 32. Métricas de resultados para K=3.
Fuente: Elaboración propia.
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Por último, se realiza el cálculo del tiempo de ejecución del algoritmo, obteniendo como
resultado 0.5 segundos (Figura 32).

Figura 33. Medición tiempo de ejecución del algoritmo para K=3.
Fuente: Elaboración propia.
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Esquema de conexión hardware de relé numérico

Figura 34. Arquitectura de implementación de algoritmo KNN en relé numérico.
Fuente: Modificado de Novosel et al. (1998).
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En la Figura 34 se describe la arquitectura general de hardware que contendrá el relé
numérico utilizado para la localización de fallas, los parámetros de tensión y corriente
utilizados por la metodología pueden medirse mediante cualquier técnica conocida.
Para este caso la corriente de cada fase individual del sistema de distribución es medida por
un transformador de corriente 3, filtrado por un filtro de paso bajo 5 y convertido a lenguaje
de maquina por un convertidor A/D 7, donde todos los valores monitoreados son
almacenados en una memoria intermedia 8 para uso posterior en el algoritmo KNN descrito
en la Figura 34, de esta manera se monitorean las corrientes falla y posterior a la falla.
De manera equivalente, un divisor de tensión capacitivo 1 monitorea la tensión de cada línea
del sistema de distribución, cuya tensión, por seguridad del hardware, estará aislado por el
transformador 2 para producir la medición tensión, que es filtrada por el filtro de paso bajo
4, y convertido por un segundo convertidor A/D 6, estos datos igualmente almacenados en la
memoria intermedia 8.
Además de las tensiones y corrientes ubicados en la fuente, el procesador 10 también estará
provisto los datos que contendrán la métrica de medición, número de vecinos que utilizara el
algoritmo y los porcentajes utilizados para la aplicación de la técnica de validación cruzada,
valores de diseño de preferencia del usuario y que puede introducirse en el sistema a través
del teclado 16 y guardados en la memoria 12.
La información almacenada en la memoria intermedia 8 así como la introducida a través del
teclado 16 son procesadas por el procesador 10 en cooperación con el programa que
contendrá el algoritmo de KNN almacenado en la memoria 12 y los resultados serán
posteriormente mostrados en la pantalla 14. El procesador 10 funciona bajo el programa
descrito con mayor detalle en la Figura 35 que describe el método de aprendizaje de maquina
desarrollado en este trabajo de investigación.
La memoria 12 que tendrá almacenado el algoritmo para el correcto funcionamiento de KNN
dispondrá gran parte de su capacidad para almacenar los datos de entrenamiento del
algoritmo que previamente fueron obtenidos a partir del modelamiento del sistema de
distribución y tratados como se describe en el capítulo 2 de este trabajo, estos datos serán
ingresados a través del ordenador 17.
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Metodología propuesta

Figura 35. Diagrama de flujo propuesto para el algoritmo KNN.
Fuente: Elaboración propia.
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La Figura 35 describe el diagrama de flujo que resume el método de aprendizaje de maquina
utilizado para determinar la ubicación de la falla dentro del sistema de distribución. El
método comienza en el paso H1, H2 y H3, donde se introducen y cargan los valores de
tensiones y corrientes pre falla y posteriores a la falla Vpf, Ipf, Vf e If, obtenidos a partir del
modelamiento de la línea de distribución, como se explicó anteriormente, estos valores se
guardarán en la memoria 12 ingresados a partir del ordenador 17.
El relé numérico no es 100% firmware, existe una parte de software que se puede cambiar
para poder manipular los parámetros que se necesitan para configurar el algoritmo de KNN,
en el paso H4, se introducen los valores como métrica medición, número de vecinos y
porcentajes usados para la aplicación de la técnica de validación cruzada, parámetros
ingresados a través del teclado 16 y necesarios para la configuración del algoritmo KNN.
En el paso H5 se realiza el testeo de los datos con la función classifier.predict de sklearn
descrito en la Figura 22 del presente trabajo, a estos resultados se les realiza el cálculo de la
exactitud descrito en la Figura 25, se estipula un valor mínimo de exactitud de 0.9, porcentaje
de aceptación mínimo, el algoritmo realiza la comparación del valor obtenido con el valor
configurado, en caso de no ser mayor o igual a 0.9, el usuario deberá a partir de sus
conocimientos configurar los parámetros del paso H4 hasta obtener el porcentaje de exactitud
mínimo establecido.
Una vez se tiene el porcentaje de exactitud mínima, el paso H7 será cargar la base de datos
en el procesador 10, a partir de esto, el paso siguiente H8 será que el relé a través de sus
dispositivos de medición constantemente conectados a la red de distribución realice la
detección de un evento de falla, pase por el sistema de filtrado y convertidor A/D explicado
en la conexión del hardware visto en la Figura 34.
En el paso H10, se realiza la localización de la falla a través del algoritmo KNN, en este
trabajo utilizando la ecuación 12, medición a través de la distancia euclidiana, se genera un
reporte en la pantalla 14 del relé, este será la ubicación del nodo más próximo a la falla, el
paso siguiente será que el proveedor del servicio de energía encargado de la red de
distribución envié a una cuadrilla a verificar la ubicación de la falla.
En el paso H11, luego de verificar la ubicación de la falla de determina si la ubicación es
correcta, si esto es verdadero, el proveedor adicionara el registro de falla a la base de datos
paso H13, en el caso de que la ubicación no sea correcta el proveedor a través de otra técnica
conocida encontrara el nodo más próximo a la ubicación de la falla y adicionara el registro
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de los fasores de tensión y corriente con la ubicación correcta a la base de datos paso H13,
almacenado en la memoria 12.
A partir de la descripción presentada en la Figura 34 y en la Figura 35 sobre el
funcionamiento del sistema propuesto en este trabajo, es evidente que el sistema permite
mejorar la localización de fallas en las redes de distribución. Dicha ubicación será importante
para acelerar la restauración del suministro de energía a los clientes y ayudar en el análisis
de fallas. Debe entenderse, sin embargo, que metodologías descritas anteriormente son un
ejemplo donde se intenta dar a conocer el modo en el que se esperaría funcione el relé, esto
sería completamente modificable y aplicable por un experto en la materia. En consecuencia,
el alcance de este trabajo no está limitado por la especificación que se observa en la Figura
34 y en la Figura 35.
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5. CONCLUSIONES, RECOMENDACIONES Y TRABAJO FUTURO

Conclusiones generales
A partir de la investigación se logra definir el esquema IEEE de 34 nodos como el esquema
eléctrico de pruebas para la adquisición de datos de entrenamiento y puesta en
funcionamiento del algoritmo, esto en primera instancia debido a que es lo suficientemente
robusto para obtener variaciones en los parámetros de líneas que permitirá obtener
diferencias en los resultados de fallas que podrían aumentar la precisión del algoritmo,
adicional gran parte de sus parámetros son de factible configuración en el software de
simulación ATPDraw.
Con el fin de establecer el diseño de una metodología para el desarrollo del localizador
basado en K-NN se elabora el diagrama de flujo descrito en la Figura 35, donde el usuario
podrá configurar los parámetros de diseño del algoritmo como el valor de K, variable de
control para el modelo de predicción, no existe un número de vecinos optimo que se adapte
a todo tipo de datos, un valor alto para el número de K, tendría como resultado una varianza
baja pero un sesgo más alto y un bajo número de K tendrá un bajo sesgo, pero una alta
varianza, por eso en este trabajo para dar solución a este inconveniente se plantea el uso de
curvas de error y se valida el valor de K a través del cálculo de la exactitud para determinado
rango de valores.
Cuando se entrena el modelo, se le da la capacidad de generalizar un conocimiento, para que
cuando se realiza la consulta de un nuevo conjunto de datos de entrada. el algoritmo sea capaz
de predecir y dar una respuesta eficaz, en el paso H4 del diagrama de flujo visto en la Figura
35 se tiene como parámetro configurable de diseño, los porcentajes para aplicar la técnica de
validación cruzada, para este trabajo se utilizó el 80-20, valores conservativos a la hora de
dividir el conjunto de datos, al utilizar K-folds con 5 iteraciones se garantizó que el modelo
seleccionara datos aleatorios para el entrenamiento y realizara el proceso de validación para
cada uno de los 5 subconjuntos, esto garantizo que al validar con el conjunto de datos Test,
el modelo obtuviera un rendimiento promedio de 95% para el ciclo, esto resulta ser algo
computacionalmente costoso para algoritmo, pero se logró una exactitud del 99% para el
conjunto de validación, lo que evito que el modelo cayera en errores comunes como
overfitting o underfitting y al complementarlo con la curva de error se obtuvo un
optimización aproximada del tiempo del algoritmo en un 45%.
En este trabajo se logra desarrollar un algoritmo basado en el método de aprendizaje
supervisado k-NN para la localización de fallas, como novedad el relé será capaz de
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realimentarse en tiempo real, tal como se observa en el paso H13 de la Figura 35, permitirá
de cualquier modo que el algoritmo se realimente y genere una base de datos real que permita
mejorar las condiciones para localizar eventos falla adaptándose a problemas reales de la red
de falla.

Recomendaciones
En primera instancia al realimentar el algoritmo se espera tener un conjunto de datos más
robusto, esto podría generar dispersión en la información que contiene la base de datos, para
esto es recomendable realizar pruebas para conocer la distribución de los datos y saber si se
necesita realizar algún tipo de normalización, estandarización o truncamiento de datos, esto
con el objetivo de que datos muy alejados de la media generen una alta dispersión lo que
puede conllevar a un aumento el porcentaje de error a la hora de ubicar fallas.

Trabajo futuro
Como trabajo futuro está incluir más estados operativos en el KNN, en este trabajo
únicamente usamos como la clase objetivo la ubicación del nodo de falla, pero aumentando
la dimensionalidad de las clases, el algoritmo adicional a la ubicación de la falla podrá arrojar
información como el tipo de falla o el valor de la resistencia de falla, información que para
esta área de investigación podría ser de gran uso.
También, se puede ahondar en la parte del hardware que tendrá el relé, especificaciones como
tipo de filtros, procesador, capacidad de memoria temporal y permanente que podría que
podría contener este algoritmo y demás funciones operativas del relé.
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