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ON THE EFFECTIVE AND AUTOMATIC ENUMERATION
OF POLYNOMIAL PERMUTATION CLASSES
Cheyne Homberger Vincent Vatter˚
Department of Mathematics & Statistics Department of Mathematics
University of Maryland, Baltimore County University of Florida
Baltimore, Maryland, USA Gainesville, Florida, USA
We describe an algorithm, implemented in Python, which can enumerate
any permutation class with polynomial enumeration from a structural
description of the class. In particular, this allows us to find formulas for
the number of permutations of length nwhich can be obtained by a finite
number of block sorting operations (e.g., reversals, block transpositions,
cut-and-paste moves).
1. INTRODUCTION
The Fibonacci Dichotomy of Kaiser and Klazar [17] was one of the first general results on the enu-
meration of permutation classes. It states that if there are fewer permutations of length n in a class
than the nth Fibonacci number, for any n, then the enumeration of the class is given by a poly-
nomial for sufficiently large n. Since the Fibonacci Dichotomy was established for permutation
classes, Balogh, Bolloba´s, and Morris [6] showed that it extends to the (more general) context of
ordered graphs, while other proofs of the Fibonacci Dichotomy for permutations have been given
by Huczynska and Vatter [16] and Albert, Atkinson, and Brignall [3].
While much of the focus on this strand of research has shifted to the consideration of larger classes
(see Bolloba´s [8], Klazar [18], and Vatter [21] for surveys), we return to consider two open questions
about polynomial classes.
• Question 1.1. Given a structural description of a polynomial permutation class, how can we
enumerate it?
• Question 1.2. Which polynomials occur as enumerations of polynomial classes?
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We view a satisfactory answer to Question 1.1 as a prerequisite for the investigation of Question 1.2,
and thus our focus in this paper is on enumerating polynomial classes from a structural descrip-
tion. Our answer to Question 1.1 also has applications to the study of genome rearrangements, as
discussed in Section 3. In particular, the algorithm can be applied to the problem of evolutionary
distance, which investigates the number of genomes of fixed mutation distance from the identity.
The permutation π of length n contains the permutation σ of length k (written σ ď π) if π has a
subsequence of length k which is order isomorphic to σ. For example, π “ 391867452 (written in
list, or one-line notation) contains σ “ 51342, as can be seen by considering the subsequence 91672
(“ πp2qπp3qπp5qπp6qπp9q). A permutation class, or simply class, is a downset in this subpermutation
order; thus if C is a class, π P C, and σ ď π, then σ P C.
While there are many ways to specify a class, two are particularly relevant to this problem. One
is by the basis of the class, the minimal permutations not in the class. One may also specify a
polynomial class by providing some structural description. We adopt this structural approach to
the specification of classes.
We must first formalize the notion of the structure of polynomial classes. Following Albert and
Atkinson [1], an interval in a permutation is a sequence of contiguous entries whose values form
an interval of natural numbers. A monotone interval is an interval in which the entries are mono-
tone (increasing or decreasing). Given a permutation σ of length m and nonempty permutations
α1, . . . , αm, the inflation of σ by α1, . . . , αm is the permutation π “ σrα1, . . . , αms obtained by re-
placing each entry σpiq by an interval that is order isomorphic to αi, while maintaining the relative
order of the intervals themselves. For example,
3142r1, 321, 1, 12s “ 6 321 7 45.
Going against traditional conventions, in this work we allow inflations by the empty permutation un-
less specifically forbidden.
The polynomial classes are very special cases of geometric grid classes [2], and they can therefore be
described, roughly, as classes for which the entries of every member of the class can be partitioned
into a finite number of monotone intervals, which are related to each other in one of a finite number
of ways. To describe this more concretely, let us say that a peg permutation is a permutation where
each entry is decorated with a `, ´, or ‚, such as
ρ˜ “ 3‚1´4‚2`
As demonstrated above, we decorate peg permutations with tildes; in this context, ρ denotes for us
the underlying (non-pegged) permutation, 3142 in this example.
The grid class of the peg permutation ρ˜, denoted Gridpρ˜q, is the set of all permutations which may
be obtained by inflating ρ by monotone intervals of type determined by the signs of ρ˜: ρpiqmay be
inflated by an increasing (resp., decreasing) interval if ρ˜piq is decorated with a ` (resp., ´) while it
may only be inflated by a single entry (or the empty permutation) if ρ˜piq is dotted. Thus π P Gridpρ˜q
if its entries can be partitioned into monotone intervals which are compatible with ρ˜; we refer to
this as a ρ˜-partition of π.
Given a set G˜ of peg permutations, we denote the union of their corresponding grid classes by
GridpG˜q “
ď
ρ˜PG˜
Gridpρ˜q.
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Figure 1: The two permutations shown on the left are the obstructions which prevent a class
from being “monotone griddable”. The two permutations on the right (and all of their symme-
tries) are the obstructions which prevent a monotone griddable class from being a polynomial
class.
As the next result shows, our goal is to enumerate such classes.
Theorem 1.3 (The combination of the results of [16] and [2, Theorem 10.3]). For a permutation class
C the following are equivalent:
(1) |Cn| is given by a polynomial for all sufficiently large n,
(2) |Cn| ă Fn for some n,
(3) C does not contain arbitrary long permutations of any of the forms shown in Figure 1 (or any symme-
tries of those), and
(4) C “ GridpG˜q for a finite set G˜ of peg permutations.
Sketch of proof. Huczynska and Vatter [16, Corollary 3.4] prove that (1) and (2) are equivalent. They
further prove [16, Theorem 2.5 and Proposition 3.3] that (3) implies that C Ď Gridpρ˜q for some peg
permutation ρ˜ (although in [16] this is stated in an equivalent manner in terms of grid classes of
matchings). This condition implies (1) by [16, Theorem 2.9], and the converse—that (1) implies
(3)—follows by an elementary counting argument.
It remains only to establish that (1), (2), and (3) are equivalent to (4). It follows readily that (4)
implies (3). Finally, the work of Albert, Atkinson, Bouvel, Rusˇkuc, and Vatter [2], specifically The-
orem 10.3, on “atomic” geometric grid classes shows that if C Ď Gridpρ˜q for some peg permutation
ρ˜ (as implied by any of (1), (2), or (3) by the above) then C “ GridpG˜q for a finite set G˜ of peg
permutations.
Because we are only inflating peg permutations by monotone intervals, we can specify these inter-
vals by vectors of positive integers rather than permutations. For example, using this notation we
can write
6 321 7 45 “ 3‚1´4‚2`rx1, 3, 1, 2ys.
We denote the non-negative integers by N and the positive integers by P. Thus Nm (resp., Pm)
denotes vectors of length m with entries from N (resp., P). For a vector ~v in one of these sets we
write }~v} “
ř
~vpiq and refer to this quantity as the weight of ~v.
Let ρ˜ be a peg permutation of length m and ~v P Nm. If ρ˜piq is dotted, we must have ~vpiq ď 1. Thus
if ρ˜ is of lengthm, we can write
Gridpρ˜q “ tρ˜r~vs : ~v P Nm which satisfy ~vpiq ď 1 for all i such that ρ˜piq is dottedu.
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Indeed, we impose a stronger constraint herein. In our theorem and algorithm, we insist on in-
flating ρ˜ by vectors which fill them; this means that each component of the vector equals 1 if it
corresponds to a dotted entry of ρ˜ and is otherwise at least 2. Given a set V Ď Pm of vectors which
fill ρ˜ we define
ρ˜rVs “ tρ˜r~vs : ~v P Vu.
We also extend the notion of containment and avoidance to vectors. Given the vectors ~v and ~w in
N
m or Pm, we say that ~v is contained in ~w if ~vpiq ď ~wpiq for all indices i (and write ~v ď ~w in this case).
We further say that ~w avoids ~v if ~v is not contained in ~w. The containment relation on Nm (and thus
also on Pm) is clearly a partial order and is compatible with permutation containment in the sense
that if ~v ď ~w then ρ˜r~vs ď ρ˜r~ws, assuming both inflations are defined.
Because our order on vectors is a partial order we may define downsets (sets closed downward
under containment) and upsets of vectors. The intersection of a downset and an upset is referred to
as a convex set. As with permutation classes, we can specify a downset of vectors by its basis, which
consists of the minimal permutations not in the downset. Unlike the permutation class context,
however, for vectors we are guaranteed by Higman’s Theorem [15] that bases of downsets are
finite. As every convex set is simply the set difference of two downsets, this implies that all convex
sets of vectors can be specified by a finite amount of information. The fundamental objects in our
algorithm are ordered pairs of the form pρ˜,Vρ˜q where ρ˜ is a peg permutation of lengthm and Vρ˜ is
a convex set in Pm.
Note that the set of vectors which fill a given peg permutation ρ˜ forms a convex set. The downset
component of this convex set consists of those vectors which do not contain an entry larger than 1
corresponding to a dotted entry of ρ˜. The upset component consists of those vectors which contain
theminimal filling vector of ρ˜, which is the vector ~m defined by ~mpiq “ 1 if ρ˜piq is dotted and ~mpiq “ 2
if ρ˜piq is signed (in fact, only principal upsets of the form t~v : ~v ě ~mu arise in our work).
We now have all the terminology and notation to state our structure theorem.
Theorem 1.4. For every polynomial permutation class C there is a finite set H˜ of peg permutations, each
associated with its own convex set Vρ˜ of filling vectors, such that C can be written as the disjoint union
C “
ě
ρ˜PH˜
ρ˜rVρ˜s.
We prove Theorem 1.4 in the next section by giving an algorithm to compute the set G˜ and the
associated convex sets Vρ˜ for each ρ˜ P G˜. Once these objects are computed, the enumeration of the
class is reduced to the enumeration of a finite number of convex sets of vectors, which is straight-
forward. Further, this disjoint union allows efficient algorithms for both the generation of permu-
tations in the class and for testing class membership. In Section 3 we apply our approach to the
study of genome rearrangement.
Before that, we should mention that there are several established approaches which could, theoreti-
cally, be used to enumerate polynomial classes, but they each have drawbacks.
• Polynomial classes are contained in geometric grid classes (see Theorem 1.3), so they fall un-
der the purview of the results of Albert, Atkinson, Bouvel, Rusˇkuc, and Vatter [2]. However,
the proofs of these results are nonconstructive. Indeed, our work can be viewed as illumi-
nating some preliminary obstacles which an algorithmic approach to geometric grid classes
would have to overcome.
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• Polynomial classes can be shown to contain only finitely many “simple permutations” (this
follows from Theorem 1.3), so the methods of Albert and Atkinson [1] (or the refinements
introduced by Brignall, Huczynska, and Vatter [9]) could be used to compute their generating
functions. While some steps toward implementing this approach have been taken by Bassino,
Bouvel, Pierrot, Pivoteau, and Rossin [7], applying it would require us to first determine the
basis of the class in question.
• Polynomial classes can be enumerated using the insertion encoding of Albert, Linton, and
Rusˇkuc [4] (which is implemented in the Maple package INSENC described in Vatter [20]).
However, this method also requires determining the basis of the class.
2. THE ALGORITHM
Presented with a set G˜ of peg permutations, the algorithm we describe outputs a set of peg permu-
tations and corresponding convex set of integer vectors as specified in the statement of Theorem 1.4.
This set is then used to compute the generating function for the class GridpG˜q and determine the
enumerating polynomial. This process is divided into five steps, each described in its own subsec-
tion. (Note that in the implementation, steps 3 and 4 are combined.)
1. The input set is first completed by adding new peg permutations which are contained in the given
set in a certain sense.
2. The resulting set is then compacted, by removing extraneous peg permutations.
3. The set of peg permutations is then cleaned and transformed into a set of pairs of peg permuta-
tions and convex sets of vectors which describe restrictions on their fillings.
4. The resulting set is combined, which expresses the polynomial class as a disjoint union of infla-
tions of peg permutations by convex sets of vectors, as promised by Theorem 1.4.
5. Finally, with this preprocessing accomplished, the generating function (and the polynomial)
enumerating the class can be easily computed.
Alongside our description of these steps we consider the example of enumerating Gridp1´2`q.
While this class is trivial to enumerate using more traditional methods, it serves to illustrate the
various steps of the algorithm.
We need a few prerequisites before the algorithm can be described. First we define a partial order
on peg permutations. Given peg permutations τ˜ and ρ˜ of lengths k and n, respectively, τ˜ ď ρ˜ if
there are indices 1 ď i1 ă i2 ă ¨ ¨ ¨ ă ik ď n such that ρpi1qρpi2q ¨ ¨ ¨ ρpikq is order isomorphic to τ
and for each j, τ˜pjq is decorated with a$&
%
` or ‚ if ρ˜pijq is decorated with a `,
´ or ‚ if ρ˜pijq is decorated with a ´, or
‚ if ρ˜pijq is dotted.
In other words, in order to obtain a smaller element in this peg permutation order, one can change
signs to dots and delete entries. Note that Gridpτ˜ q Ď Gridpρ˜q whenever τ˜ ď ρ˜, but the reverse
implication does not hold in general; for example, Gridp1‚2‚q Ď Gridp1`q, but 1‚2‚ ­ď 1`.
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In addition, we extend the notion of intervals to peg permutations in the trivial way, by ignoring
decoration; thus the intervals of ρ˜ are the same as the intervals of ρ, although they carry their deco-
ration from ρ˜. We must also say something about monotone intervals of (unpegged) permutations:
Proposition 2.1. If two monotone intervals of a permutation intersect then their union is also a monotone
interval.
Proof. Suppose that two monotone intervals of the permutation π intersect. The claim is obvious if
both are increasing, both are decreasing, or either consists of a single entry. Thus we may assume
that both intervals have at least two entries, one is increasing, and the other is decreasing. In this
case the decreasing interval must share either the first or last entry with the increasing interval, but
both cases lead to contradictions, completing the proof.
2.1. Completion
We say that the set G˜ of peg permutations is complete if every π P GridpG˜q fills some ρ˜ P G˜. It is not
difficult to construct complete sets of peg permutations, as we observe below.
Proposition 2.2. Every downset in the peg permutation order is complete.
Proof. Suppose that π P GridpG˜q for a downset G˜ of peg permutations. Therefore π P Gridpρ˜q for
some peg permutation ρ˜ P G˜, i.e., π “ ρ˜r~vs for a vector ~v P Nm, where m denotes the length of ρ˜.
Now form the permutation τ˜ by deleting the entries ρ˜piq for which ~vpiq “ 0 and dotting the entries
ρ˜piq for which ~vpiq “ 1. Clearly τ˜ ď ρ˜, so τ˜ P G˜ because it is a downset, and π fills τ˜ , as desired.
Let G˜ be an input set of peg permutations. The completion step consists of replacing G˜ by its
downward closure, say H˜ , which can be obtained by deleting entries and changing signs to dots for
each of the peg permutations within G˜. Having done this, H˜ is a complete set of peg permutations,
and so every permutation in the class GridpH˜q fills some member of H˜.
In our example G˜ “ t1´2`u, so the first step in the algorithm is to replace it with its downward
closure under the peg permutation order,
t1‚, 1‚2‚, 1`, 1´, 1‚2`, 1´2‚, 1´2`u.
At this stage each peg permutation is associated to the convex set of vectors which fill it.
2.2. Compacting
Our next step is more technical, and requires additional definitions. Roughly, this step removes
those elements of G˜which define a grid class also defined by another member of G˜.
Proposition 2.1 shows that every permutation π has a unique coarsest partition into monotone
intervals. In other words, for each π there is a unique peg permutation ρ˜ such that π is ρ˜-griddable,
but not τ˜ -griddable for any τ˜ ă ρ˜ (here ă denotes the peg permutation order). In particular, this
implies that, for this ρ˜, Gridpρ˜q properly contains Gridpτ˜ q for all peg permutations τ˜ ă ρ˜. We call a
peg permutation ρ˜ with this property compact, i.e., ρ˜ is compact if Gridpτ˜ q Ĺ Gridpρ˜q for all τ˜ ă ρ˜.
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For example, 2‚1´ is not compact because 1´ ă 2´1‚ and Gridp2´1‚q “ Gridp1´q, but both 1‚2‚
and 1` are compact.
Our next result ties the definitions of compactness and filling together.
Proposition 2.3. For a peg permutation ρ˜, the following conditions are equivalent:
(1) ρ˜ is compact,
(2) ρ˜ does not have an interval order isomorphic to 1`2`, 1`2‚, 1‚2`, or symmetrically, to 2´1´, 2´1‚,
2‚1´, and
(3) every permutation which fills ρ˜ has a unique ρ˜-partition.
Proof. It is clear that (1) implies (2), so our first task is to show that (2) implies (3). Suppose that ρ˜
satisfies the conditions of (2) but that there is a permutation π which fills ρ˜ and has two different
ρ˜-partitions. Equivalently, this means that π “ ρ˜r~vs for a vector ~v of positive integers (the filling
partition) and that there is a different vector, ~w of nonnegative integers also with π “ ρ˜r~ws.
Let j denote the first index such that ~vpjq ‰ ~wpjq. There must be at least one more entry where ~v
and ~w differ, so let k ą j denote the first index after j such that ~vpkq ‰ ~wpkq. Because ρ˜r~vs and ρ˜r~ws
yield the same permutation despite the fact that ρ˜pjq and ρ˜pkq are inflated by monotone intervals
of different lengths, these two entries must lie in a common monotone interval of ρ˜. Moreover, on
of the entries of this interval of ρ˜must be signed, because ρ˜r~vs is a filling partition for π. However,
this implies that ρ˜ contains one of the intervals listed in (2), a contradiction.
It remains to show that (3) implies (1). Let ~m denote the minimal filling vector of ρ˜ (defined by
~mpiq “ 1 if ρ˜piq is dotted and ~mpiq “ 2 otherwise). By the hypotheses of (3), π “ ρ˜r~ms has a unique
ρ˜-partition. This shows that π is not contained inGridpτ˜ q for any τ˜ ă ρ˜, so ρ˜ is compact, completing
the proof.
We say that the set G˜ of peg permutations is compact if every peg permutation it contains is compact.
Note that if G˜ is a downset and ρ˜ P G˜ is not compact then there is a τ˜ P G˜ such that Gridpτ˜ q “
Gridpρ˜q. This implies the following result.
Proposition 2.4. Let G˜ be a downset of peg permutations and H˜ the result of removing all non-compact peg
permutations from G˜. Then GridpG˜q “ GridpH˜q.
Proposition 2.3 provides a simple method for identifying non-compact elements of G˜. During this
step of the algorithm, we simply inspect each element of G˜ and remove it if it contains an interval
isomorphic to one of those listed in Proposition 2.3, leaving a compact (but still complete) set which
we denote by H˜ .
Our running example contains only a single non-compact peg permutation after the completion
step, which we remove in the compacting step from G˜:
H˜ “ t1‚, 1‚2‚, 1`, 1´,✘✘1‚2`, 1´2‚, 1´2`u.
The associated convex sets do not change in this step and so each peg permutation in G˜ is still
associated to the convex set of vectors which fill it.
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2.3. Cleaning
The compactification step removes some redundancies, but there is still a subtle problem to be
addressed. In fact, this problem cannot be resolved at the level of peg permutations and requires
us to restrict the associated convex sets for the first time. We refer to this step as cleaning the set of
peg permutations.
For ρ˜ P G˜, if π fills ρ˜ then π has a unique ρ˜-partition, but this does not necessarily imply that π
doesn’t fill some other τ˜ P G˜. For example, 2341 fills both 2‚3‚4‚1‚ and 2`1‚. To address this
problem, we say that a compact peg permutation ρ˜ is clean if Gridpρ˜q Ę Gridpτ˜ q for any shorter peg
permutation τ˜ . We say that the set G˜ of peg permutations is clean if each of them is clean.
Proposition 2.5. The compact peg permutation ρ˜ is clean if and only if it does not have an interval order
isomorphic to 1‚2‚ or 2‚1‚.
Proof. If ρ˜ contains an interval order isomorphic to 1‚2‚ or 2‚1‚ then let τ˜ denote the peg permu-
tation obtained by contracting this interval to a single entry decorated with the appropriate sign;
clearly Gridpρ˜q Ď Gridpτ˜ q.
Otherwise suppose that Gridpρ˜q Ď Gridpτ˜ q where τ˜ is shorter than ρ˜ and let π be any permuta-
tion which fills ρ˜. In any τ˜ -partition of π, since τ˜ is shorter than ρ˜, there must be some interval
which intersects at least two parts of a ρ˜-partition. Since this interval is monotone, this implies
that the union of two intervals of ρ˜ is monotone. Because ρ˜ is compact, we see from our previous
proposition that ρ˜must contain a 1‚2‚ or 2‚1‚ interval, as desired.
Given a complete and compact set G˜, it is not in general possible to obtain a clean subset H˜ Ď G˜
with GridpH˜q “ GridpG˜q; to return to our previous example, if 2‚3‚4‚1‚ P G˜ but 2`1‚ R G˜ then we
cannot simply remove 2‚3‚4‚1‚ from G˜ as we would lose permutations in doing so (and we cannot
counteract this by adding 2`1‚ to G˜ as then we would gain permutations).
Instead, given a complete and compact set G˜ of peg permutations (with associated convex sets),
the cleaning step restricts the convex sets. Specifically, this step performs the following operation.
• If ρ˜ is clean, leave it alone.
• Otherwise, locate the maximal intervals of the form 1‚2‚ . . . k‚ (resp., k‚ . . . 2‚1‚) for k ě 2
within ρ˜ and contract them to 1` (resp., 1´). Call this new peg permutation τ˜ . To τ˜ we asso-
ciate the convex set of vectors which fill τ˜ and for each entry i, if the ith entry of τ˜ is the result
of contracting k dotted entries, then the vectors of Vτ˜ may not have their ith components
greater than k.
In particular, note that the process of cleaning preserves the properties of completeness and com-
pactness.
As an example of this process, the unclean peg permutation 6`3‚4‚5‚2‚1‚ (associated to the convex
set of vectors which fill it) becomes the peg permutation 3`2`1´ associated to convex set of vectors
which fill it and have their second component at most 3 and their third component at most 2.
In our running example, the compacted set has only a single unclean peg permutation, 1‚2‚. Thus
in the cleaning step we replace this peg permutation with the peg permutation 1` associated with
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the convex set of vectors tx2yu. Note that our set already contained the peg permutation 1` associ-
ated with the convex set of vectors which fill it, txiy : i ě 2u. This overlap is handled in the next
step of the algorithm.
2.4. Combination
The cleaning step may result in multiple convex sets associated to each peg permutation. This is
fixed in the combination step, using properties of the poset Pm.
Note that Pm forms a lattice, with meet and join given, respectively, by component-wise minimum
and maximum:
~v ^ ~w “ pmintvp1q, wp1qu, . . . ,mintvpmq, wpmquq,
~v _ ~w “ pmaxtvp1q, wp1qu, . . . ,maxtvpmq, wpmquq.
It follows that computing the union and intersection of arbitrary vector posets is relatively simple,
as our next result shows.
Proposition 2.6. If V ,W Ď Pm be downsets with bases BV and BW , respectively, then V XW and V YW
are also downsets. Further, the basis of V XW is given by the minimal elements of the set BV Y BW , and
the basis of V YW is given by the minimal elements of the set t~v _ ~w : ~v P BV and ~w P BWu.
Proof. It is clear that the basis of VXW is the set of minimal elements in the union of the two bases.
Computing bases for unions is less transparent. If BV and BW are both singletons, consisting of ~v
and ~w, respectively, say, then the basis of V YW is ~v _ ~w. Therefore we see that for general bases,
V YW “
˜ č
~vPBV
t~v-avoiding vectorsu
¸ď˜ č
~wPBW
t~w-avoiding vectorsu
¸
,
“
č
~vPBV ,
~wPBW
t~v-avoiding vectorsu Y t~w-avoiding vectorsu,
“
č
~vPBV ,
~wPBW
t~v _ ~w-avoiding vectorsu,
as claimed.
In the combination step, for every peg permutation which has multiple convex sets associated to
it we simply compute the union of these convex sets (using Proposition 2.6) and update our list
of pairs (of peg permutations and convex sets). At the conclusion of this step we have a set of
peg permutations, each associated to a unique convex set. Moreover, we have established that
every permutation π P GridpG˜q fills a unique clean and compact peg permutation ρ˜. Thus there is a
unique vector ~v P Vρ˜ such that π “ ρ˜r~vs. This proves Theorem 1.4, which states that the permutation
class GridpG˜q is indeed in bijection with the disjoint unioně
ρ˜PG˜
ρ˜rVρ˜s.
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At the end of this preprocessing, our running example contains five peg permutations, 1‚, 1`, 1´,
1´2‚, and 1´2` and these peg permutations are associated with the following convex sets
V1‚ “ tx1yu,
V1` “ Pztx1yu,
V1´ “ Pztx1yu,
V1´2‚ “ pPˆ t1uqztx1, 1yu,
V1´2` “ P
2z pPˆ t1u Y t1u ˆ Pq .
2.5. Enumeration
Input: Set G˜ of peg permutations
Output: A set H˜ of peg permutations, each associated with a convex set Vρ˜ of vectors so that GridpG˜q is
the disjoint union
ě
ρ˜PH˜
ρ˜rVρ˜s.
// Complete G˜
for ρ˜ P G˜ do
Add to G˜ all peg permutations which are contained in ρ˜ in the peg permutation order
end
// Compact G˜
for ρ˜ P G˜ do
if ρ˜ contains intervals of the form 1`2`, 1‚2`, 1`2‚, or their symmetries then
Remove ρ˜ from G˜
end
end
// Clean and combine G˜
Initialize the set H˜, which will contain pairs pρ˜,Vρ˜q of peg permutations associated with convex sets of
vectors
for ρ˜ P G˜ do
if ρ˜ contains intervals of the form 1‚2‚ or 2‚1‚ then
Let γ˜ denote the cleaned ρ˜ and define V to be the set of integer vectors for which
tγ˜r~vs : ~v P Vu “ tρ˜r~vs : ~v fills ρ˜u
else
Let γ˜ “ ρ˜ and V “ t~v : ~v fills ρ˜u
end
if pγ˜,Wq P H˜ for some W then
Replace the element pγ˜,Wq with pγ˜,W Y Vq
else
Add pγ˜,Vq to H˜
end
end
return H˜
Figure 2: Summary of the algorithm.
The first four steps of the algorithm are outlined in pseudocode in Figure 2. After these steps have
been completed, we have a description of our class in the form specified by Theorem 1.4. This
form allows translation between permutations and vectors, enabling efficient enumeration and
generation of elements in the class. The computation of the generating function enumerating the
class is straightforward, as we show here.
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First, for any vector ~w P Pm, the generating function (by weight) for vectors ~v P Pm which satisfy
~v ě ~w is
x}~w}
p1 ´ xqm
.
Next, suppose we wish to enumerate a downset V of vectors of lengthm with (finite) basis B. The
Principle of Inclusion-Exclusion shows that the generating function (again by weight) for vectors
in V is ÿ
BĎBV
p´1q|B|
x}
Ž
B}
p1´ xqm
.
Because the complement of an upset is a downset, we can use this formula to compute the gener-
ating function for any convex set of vectors, as promised. The generating functions for each of the
convex sets in our running example are, respectively,
x,
x2
1´ x
,
x2
1´ x
,
x3
1´ x
,
x4
p1 ´ xq2
.
Summing these gives the generating function for the class,ÿ
ně1
|Gridnp1
´
2
`q|xn “
x
p1 ´ xq2
“
ÿ
ně1
nxn.
The algorithm returns the generating function for the input class, and there are two conversions one
might like to perform. First, a simple coefficient extraction gives the polynomial which enumerates
the class (for sufficiently large values of n). Second, as this polynomial is integer-valued, it is well-
known that it has integer coefficients when expressed in the binomial coefficient basis, and this
expression can be computed using a change of basis matrix.
3. GENOME REARRANGEMENT
While the enumeration of permutation classes is an interesting problem in its own right, polyno-
mial classes have found application to other fields. In this section we apply our algorithm to a
problem from genetics, which presents an opportunity to demonstrate the utility of our algorithm
by enabling computations which were previously infeasible. Polynomial permutation classes have
applications to the field of evolutionary biology, as surveyed by Fertin, Labarre, Rusu, Tannier, and
Vialette [14], who provide tables of data relating to the problem of evolutionary distance. The data
presented in this section, computed using this algorithm, represents a significant extension of their
computations.
The genes in a chromosomal genomemay be thought of as discrete blocks of DNA, and thus labeled
from 1 to n along the genome. During the process of evolution, the genes in a genome of one species
might be rearranged via one or several operations and then appear in a different order (given
by a permutation π) in the genome of a different species. By studying the number of operations
required to transform the identity permutation into π we may therefore get an estimate of how
many mutations occurred in the evolution of the second species from the first. There are several
different operations of interest, which we briefly survey in what follows.
In all of these operations, the class of permutations which can be obtained in at most k operations
away from the identity is a polynomial permutation class, and its structural description, asGridpG˜q
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Figure 3: Transposing a horizontally contiguous subset of entries of the identity permutation,
represented by the peg pattern 1`, results in the peg pattern 1`3`2`4`.
for a set G˜ of peg permutations, is routine to compute. Thus using the Python package which im-
plements the approach described in the previous section, we are able to automatically compute
the polynomials enumerating these classes. The majority of these enumerations were not previ-
ously in the OEIS [19]. The new sequences are those numbered A228392–A228401 and A256181.
As observed by Kaiser and Klazar [17], these polynomials have integer coefficients in the binomial
coefficient basis, and we express them in this basis below.
All of the operations we survey are based on the notion of a block, which is a contiguous sequence
of entries. The block transposition operation was introduced by Bafner and Pevzner [5]. In a single
block transposition one is allowed to interchange two adjacent blocks of a permutation. Thus we
may change
πp1q ¨ ¨ ¨πpi ´ 1q πpiq ¨ ¨ ¨πpj ´ 1q πpjq ¨ ¨ ¨πpk ´ 1q πpkq ¨ ¨ ¨πpnq
into
πp1q ¨ ¨ ¨πpi´ 1q πpjq ¨ ¨ ¨ πpk ´ 1q πpiq ¨ ¨ ¨πpj ´ 1q πpkq ¨ ¨ ¨πpnq.
Plotting the permutation before and after a block transposition makes clear the connection to poly-
nomial classes. The identity permutation of any length can be plotted as an increasing series of
dots, which we represent as a straight line of positive slope. Transposing a horizontally contiguous
subset of this line results in a grid of lines, as shown in Figure 3.
In the language of grid classes, the set of permutations which can be generated by a single block
transposition from the identity is Gridp1`3`2`4`q. To compute the grid class of permutations
which are at most two transpositions away from the identity, we simply repeat the operation on
the figure again, in all possible ways. The result is a set of grid classes, the union of which is the
desired set of permutations. Below we include the data for permutations which can be generated
from the identity with 3 or fewer block transpositions. Note that the polynomials given are only
valid for sufficiently large n.
k
n 1 2 3 4 5 6 7 8 9 10 OEIS reference
1 1 2 5 11 21 36 57 85 121 166 A000292`
n
0
˘
`
`
n
2
˘
`
`
n
3
˘
2 1 2 6 23 89 295 827 2017 4405 8812 A228392`
n
0
˘
`
`
n
2
˘
` 2
`
n
3
˘
` 8
`
n
4
˘
` 18
`
n
5
˘
` 11
`
n
6
˘
3 1 2 6 24 120 675 3527 15484 56917 179719 A228393`
n
0
˘
`
`
n
2
˘
` 2
`
n
3
˘
` 9
`
n
4
˘
` 44
`
n
5
˘
` 220
`
n
6
˘
` 656
`
n
7
˘
` 841
`
n
8
˘
` 369
`
n
9
˘
There are a number of other well-studied block operations which model genome rearrangement.
A prefix block transposition is a special case of a block transposition in which the blocks must be at
the beginning of the permutation. This method of rearrangement was first studied by Dias and
Meidanis [12]. The data for permutations which can be generated from the identity by 3 or fewer
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Figure 4: The class of permutations which are at most one reversal away from the identity is the
grid class shown on the left. The class of permutations which are at most two reversals away
from the identity is the union of the second through fifth grid classes represented.
prefix block transpositions is below; again, the polynomials are only valid for sufficiently large n.
k
n 1 2 3 4 5 6 7 8 9 10 OEIS reference
1 1 2 4 7 11 16 22 29 37 46 A000124`
n
0
˘
`
`
n
2
˘
2 1 2 6 21 61 146 302 561 961 1546 A228394`
n
0
˘
`
`
n
2
˘
` 2
`
n
3
˘
` 6
`
n
4
˘
3 1 2 6 24 116 521 1877 5531 13939 31156 A228395`
n
0
˘
`
`
n
2
˘
` 2
`
n
3
˘
` 9
`
n
4
˘
` 40
`
n
5
˘
` 90
`
n
6
˘
A reversal reverses one block in a permutation, thus transforming
πp1q ¨ ¨ ¨πpi ´ 1q πpiq ¨ ¨ ¨πpj ´ 1q πpjq ¨ ¨ ¨πpnq
into
πp1q ¨ ¨ ¨πpi´ 1q πpj ´ 1q ¨ ¨ ¨πpiq πpjq ¨ ¨ ¨πpnq.
Hence the class of permutations which can be generated by a single reversal is Gridp1`2´3`q (see
Figure 4) . This method of rearrangement was first introduced by Watterson, Ewens, Hall, and
Morgan [22]. Below is our data for this operation.
k
n 1 2 3 4 5 6 7 8 9 10 OEIS reference
1 1 2 4 7 11 16 22 29 37 46 A000124`
n
0
˘
`
`
n
2
˘
2 1 2 6 22 63 145 288 516 857 1343 A228396
8
`
n
0
˘
´ 3
`
n
1
˘
`
`
n
2
˘
` 4
`
n
3
˘
3 1 2 6 24 118 534 1851 5158 12264 25943 A228397
318
`
n
0
˘
´ 214
`
n
1
˘
` 131
`
n
2
˘
´ 61
`
n
3
˘
` 20
`
n
4
˘
` 70
`
n
5
˘
` 35
`
n
6
˘
By restricting reversals to initial segments of a permutation we obtain the prefix reversal operation,
which was introduced under the name pancake sorting by “Harry Dweighter” (actually, Jacob E.
Goodman) as aMonthly problem [13]. The grid classGridp1´2`q, the example studied in the Section
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2, is class of permutations which are one prefix reversal away from the identity.
k
n 1 2 3 4 5 6 7 8 9 10 OEIS reference
1 1 2 3 4 5 6 7 8 9 10 A000027`
n
1
˘
2 1 2 5 10 17 26 37 50 65 82 A002522
2
`
n
0
˘
´ 1
`
n
1
˘
` 2
`
n
2
˘
3 1 2 6 21 52 105 186 301 456 657 A228398
´3
`
n
0
˘
` 3
`
n
1
˘
´ 2
`
n
2
˘
` 6
`
n
3
˘
The cut-and-paste operation is a generalization of both the reversal operation and the block trans-
position operation. A single cut-and-paste move consists of moving a single block of the permuta-
tion anywhere else in the permutation, with the option of reversing this block at the same time.
Cut-and-paste sorting was introduced by Cranston, Sudborough, and West [11].
k
n 1 2 3 4 5 6 7 8 9 10 OEIS reference
1 1 2 6 16 35 66 112 176 261 370 A060354`
n
1
˘
` 3
`
n
3
˘
2 1 2 6 24 120 577 2208 6768 17469 39603 A228399
´18
`
n
0
˘
` 45
`
n
1
˘
´ 61
`
n
2
˘
` 70
`
n
3
˘
´ 53
`
n
4
˘
` 88
`
n
5
˘
` 107
`
n
6
˘
3 1 2 6 24 120 720 5040 36757 223898 1055479 A228400
508264
`
n
0
˘
´ 280036
`
n
1
˘
` 140012
`
n
2
˘
´ 57622
`
n
3
˘
` 13839
`
n
4
˘
`4136
`
n
5
˘
´ 5368
`
n
6
˘
` 531
`
n
7
˘
` 21125
`
n
8
˘
` 12615
`
n
9
˘
Finally, the block interchange operation is similar to the block transposition operation except that in
this operation we are allowed to interchange any two blocks. This operation was first studied by
Christie [10].
k
n 1 2 3 4 5 6 7 8 9 10 OEIS reference
1 1 2 6 16 36 71 127 211 331 496 A145126`
n
0
˘
`
`
n
2
˘
` 2
`
n
3
˘
`
`
n
4
˘
2 1 2 6 24 120 540 1996 6196 16732 40459 A228401`
n
0
˘
`
`
n
2
˘
` 2
`
n
3
˘
` 9
`
n
4
˘
` 44
`
n
5
˘
` 85
`
n
6
˘
` 70
`
n
7
˘
` 21
`
n
8
˘
3 1 2 6 24 120 720 5040 32256 169632 737364 A256181`
n
0
˘
`
`
n
2
˘
` 2
`
n
3
˘
` 9
`
n
4
˘
` 44
`
n
5
˘
` 265
`
n
6
˘
` 1854
`
n
7
˘
` 6769
`
n
8
˘
`12824
`
n
9
˘
` 13125
`
n
10
˘
` 6930
`
n
11
˘
` 1485
`
n
12
˘
The Python code used to perform these computations is available at
https://github.com/cheyneh/polypermclass.
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