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Using a nonperturbative functional renormalization-group approach to the two-dimensional quan-
tum O(N) model, we compute the low-frequency limit ω → 0 of the zero-temperature conductivity
in the vicinity of the quantum critical point. Our results are obtained from a derivative expansion to
second order of a scale-dependent effective action in the presence of an external (i.e., non-dynamical)
non-Abelian gauge field. While in the disordered phase the conductivity tensor σ(ω) is diagonal,
in the ordered phase it is defined, when N ≥ 3, by two independent elements, σA(ω) and σB(ω),
respectively associated to SO(N) rotations which do and do not change the direction of the order
parameter. For N = 2, the conductivity in the ordered phase reduces to a single component σA(ω).
We show that limω→0 σ(ω, δ)σA(ω,−δ)/σ2q is a universal number which we compute as a function
of N (δ measures the distance to the quantum critical point, q is the charge and σq = q2/h the
quantum of conductance). On the other hand we argue that the ratio σB(ω → 0)/σq is universal in
the whole ordered phase, independent of N and, when N →∞, equal to the universal conductivity
σ∗/σq at the quantum critical point.
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I. INTRODUCTION
Relativistic quantum field theories with O(N) sym-
metry arise in the low-energy description of many
condensed-matter systems: quantum antiferromagnets,
superconductors, Bose-Einstein condensates in optical
lattices, etc. Although the zero-temperature critical be-
havior at the quantum phase transition of these models
as well as the finite-temperature thermodynamics1–3 is
well understood, understanding the dynamics and the
transport properties in the vicinity of the quantum crit-
ical point (QCP) remains a subject of intense research.4
Because the corresponding theories are strongly inter-
acting, which often leads to the absence of well-defined
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2quasi-particles, perturbative quantum-field-theory meth-
ods are usually of limited use. So far two approaches,
each with its own strengths and weaknesses, have been
used: i) Quantum Monte Carlo simulations5–8 (QMC)
are a powerful method to compute imaginary-time cor-
relation functions but suffer from the difficulty of an-
alytically continuing data to real time; ii) holographic
models9–16 based on the AdS/CFT correspondence yield
real-time results but their relationship to relativistic field
theories of interest in condensed matter is not always
clear.
In this paper we describe a nonperturbative functional
renormalization-group (NPRG) approach17–19 to the
quantum O(N) model and compute the low-frequency
limit of the zero-temperature conductivity in the vicinity
of the QCP. This work should be seen as a first step to-
wards a more complete study including the frequency and
temperature dependence. The NPRG has been used pre-
viously to derive the equation of state and the thermody-
namic properties of the quantum O(N) model.1–3 It has
also been used to study the Higgs amplitude mode.20,21
Very good agreement with QMC simulations was ob-
tained whenever comparison was possible.
The method of choice to compute correlation functions
from the NPRG is the Blaizot–Méndez-Galain–Wschebor
(BMW) approximation scheme since it allows one to ob-
tain the full momentum and frequency dependence.22–24
It has been used recently to compute the spectral func-
tion of the Higgs amplitude mode in the quantum O(N)
model.21 Unfortunately this method violates the gauge
invariance of the theory when the matter field is coupled
to a gauge field and therefore cannot be used to compute
the conductivity. Our results are based on a derivative
expansion of the effective action, a common approxima-
tion scheme in the NPRG approach, which allows a nat-
ural implementation of symmetries.
The outline of the paper is as follows. In Sec. II we
introduce the quantum O(N) model in the presence of
an external (i.e., nondynamical) non-Abelian gauge field
and define the conductivity. We show how the latter
can be computed in the effective action formalism. In
Sec. III, we introduce the scale-dependent effective ac-
tion, which is the central quantity in the NPRG ap-
proach. The most general expression of the effective ac-
tion to second order of the derivative expansion, compat-
ible with gauge invariance, is defined by five functions of
the (matter) field. We derive the RG equations satisfied
by these functions and discuss the one-loop approxima-
tion. In Sec. IV we discuss the large-N limit in the pres-
ence of the gauge-field-dependent regulator introduced
to implement the NPRG approach. The numerical solu-
tion of the RG equations is presented in Sec. V. First we
briefly discuss the universal values of the critical expo-
nents and the zero-temperature ratio ρs/∆ between the
stiffness and the excitation gap (for two points in the
phase diagram located symmetrically with respect to the
QCP). Then we discuss the low-frequency limit of the
conductivity. The disordered phase behaves as a capac-
itor and its low-frequency conductivity σ(ω) = −iωCdis
is fully determined by the capacitance (per unit surface)
Cdis. In the ordered phase, the conductivity tensor is
defined by two elements (provided that N ≥ 3), σA(ω)
and σB(ω), respectively associated to SO(N) rotations
which do and do not change the direction of the order
parameter. (For N = 2 the conductivity tensor reduces
to σA(ω).) σA(ω) = i/Lord(ω + i0+) is the conductiv-
ity of a perfect inductor. We compute the universal ratio
Cdis/Lordσ
2
q as a function ofN (with σq = q2/h the quan-
tum of conductance and q the charge) and argue that the
ratio σB(ω → 0)/σq takes a universal value σ∗B/σq, inde-
pendent of N and, when N →∞, equal to the universal
conductivity σ∗/σq at the quantum critical point. In the
Conclusion, we discuss possible improvements of our ap-
proach.
II. CONDUCTIVITY OF THE O(N) MODEL
The two-dimensional quantum O(N) model is defined
by the (Euclidean) action
S =
ˆ
x
{
1
2(∇ϕ)
2+ 12c2 (∂τϕ)
2+ r02 ϕ
2+ u04!N (ϕ
2)2
}
, (1)
where we use the shorthand notation
x = (r, τ),
ˆ
x
=
ˆ β
0
dτ
ˆ
d2r. (2)
ϕ(x) is an N -component real field, r a two-dimensional
coordinate, τ ∈ [0, β] an imaginary time, β = 1/T and we
set ~ = kB = 1. r0 and u0 are temperature-independent
coupling constants and c is the (bare) velocity of the ϕ
field. The model is regularized by an ultraviolet cutoff
Λ. In order to maintain the Lorentz invariance of the
action (1) at zero temperature, it is natural to implement
a cutoff on both momenta and frequencies.
At zero temperature there is a quantum phase transi-
tion between a disordered phase (r0 > r0c) and an or-
dered phase (r0 < r0c) where the O(N) symmetry of the
action (1) is spontaneously broken (we consider u0 and
c as fixed parameters and vary r0 to induce the quan-
tum phase transition). The QCP at r0 = r0c is in the
universality class of the three-dimensional classical O(N)
model with a dynamical critical exponent z = 1 (this
value follows from Lorentz invariance); the phase transi-
tion is governed by the three-dimensional Wilson-Fisher
fixed point.
In the following, we consider only the zero temper-
ature limit where the two-dimensional quantum O(N)
model is equivalent to the three-dimensional classical
O(N) model. For convenience, we set the velocity c equal
to one so that the action (1) takes the usual form of the
classical O(N) model with x a three-dimensional space
variable.25 Having in mind the two-dimensional quan-
tum O(N) model, we shall refer to the critical point
of the three-dimensional classical O(N) as the QCP. In
3Fourier space, a correlation function χ(px, py, pz) com-
puted in the classical model should be identified with
the correlation function χ(px, py, iωn) in the quantum
model, with ωn ≡ pz a bosonic Matsubara frequency,
and yields the retarded dynamical correlation function
χR(px, py, ω) ≡ χ(px, py, iωn → ω + i0+) after analytic
continuation iωn → ω + i0+. (At zero temperature, the
Matsubara frequency ωn = 2pinT (n integer) becomes a
continuous variable.) In the following we note d the space
dimension of the quantum O(N) model and D = d + 1.
Although we are primarily interested in the case d = 2,
we shall often derive expressions valid for arbitrary d.
A. Rotation invariance and current densities
The action of the D-dimensional O(N) model [Eq. (1)]
is invariant in the global rotation ϕ′ = Oϕ with O ∈
SO(N) a uniform rotation. We can make this global in-
variance a local one by introducing a gauge field Aµ in
the action:
S =
ˆ
x
{
1
2
∑
µ=x,y,z
(∂µϕ− qAµϕ)2 + r02 ϕ
2 + u04! (ϕ
2)2
}
.
(3)
We set the charge q equal to unity in the following (it will
be reintroduced in final expressions whenever necessary).
Aµ is a x-dependent skew-symmetric matrix of the Lie
algebra so(N) (see Appendix A); it can be written as
Aµ = AaµT a (4)
(with an implicit sum over repeated discrete indices),
where {T a} denotes a set of so(N) generators (made of
N(N − 1)/2 linearly independent skew-symmetric ma-
trices). The action (3) is invariant in the local gauge
transformation,
ϕ′ = Oϕ,
A′µ = OAµOT + (∂µO)OT ,
(5)
where O is a space-dependent SO(N) rotation. Note
that, stricto sensu, gauge invariance is satisfied only if
it is not broken by the UV regularization. We shall as-
sume here that this is the case and come back to this
issue in Sec. III.
We do not consider Aµ as a dynamical gauge field but
rather as a mere external source which allows us to define
the current density
Jaµ(x) = −
δS
δAaµ(x)
. (6)
To alleviate the notation we do not indicate the depen-
dence of Jaµ(x) on A. From (3) we obtain
Jaµ = jaµ −Aµϕ · T aϕ,
jaµ = ∂µϕ · T aϕ,
(7)
where jaµ and −Aµϕ ·T aϕ respectively denote the “para-
magnetic” and “diamagnetic” parts of the current den-
sity. Equations (7) can also be derived from Noether’s
theorem. In the quantum O(N) model, ja = (jax , jay )
corresponds to the current density (in the absence of
external gauge field) whereas jaz , after a Wick rota-
tion z ≡ τ → it, gives the conserved charge density
La = −ijaz = −∂tϕ ·T aϕ (angular momentum density).4
For N = 2, there is a single generator T , which can
be chosen as minus the antisymmetric tensor ij (Ap-
pendix A), and we find
Jµ = −i[ψ∗∂µψ − (∂µψ∗)ψ]− 2|ψ|2Aµ, (8)
where ψ = (ϕ1 + iϕ2)/
√
2. We thus recover the standard
expression of the current density of bosons described by
a complex field ψ.
B. Linear response and conductivity
To leading order, the mean-value of the current density
is given by
〈Jaµ(x)〉 =
ˆ
x′
Kabµν(x− x′)Abν(x′) +O(A2), (9)
where
Kabµν(x− x′) =
δ2 lnZ[A]
δAaµ(x)δAbν(x′)
∣∣∣∣
A=0
, (10)
with Z[A] the partition function in the presence of the
external gauge field. An elementary calculation gives
Kabµν(x− x′) = Πabµν(x− x′)− δµνδ(x− x′)〈T aϕ · T bϕ〉,
(11)
where
Πabµν(x− x′) = 〈jaµ(x)jbν(x′)〉 (12)
is the paramagnetic current-current correlation function.
In the quantum model, the response to a uniform time-
dependent gauge field is given by Kabµν(iωn) ≡ Kabµν(px =
0, py = 0, iωn) and the frequency-dependent conductivity
is equal to
σabµν(iωn) = −
1
ωn
Kabµν(iωn). (13)
The real-frequency conductivity is thus defined by
σabµν(ω) =
1
i(ω + i0+)K
ab
µν
R(ω), (14)
where KabµνR(ω) = Kabµν(iωn → ω + i0+) denotes the re-
tarded part of Kabµν(iωn).
4C. The effective action formalism
Let us consider the partition function
Z[J,A] =
ˆ
D[ϕ] e−S[ϕ,A]+
´
x J·ϕ (15)
in the presence of both the gauge field A and an exter-
nal source J which couples linearly to the ϕ field. The
action S[ϕ,A] is defined by (3). The order parameter is
obtained from
φ[x;J,A] = δ lnZ[J,A]
δJ(x) . (16)
The effective action
Γ[φ,A] = − lnZ[J,A] +
ˆ
x
J · φ (17)
is defined as the Legendre transform of − lnZ[J,A] wrt
the linear source J. In Eq. (17), J(x) ≡ J[x;φ,A] is
a functional of φ and A obtained by inverting (16). Γ
satisfies the equation of state
δΓ[φ,A]
δφ(x) = J[x;φ,A]. (18)
Thermodynamic properties of the system can be ob-
tained from the effective potential
U(ρ) = 1
V
Γ[φ,A]
∣∣∣
φ=const,A=0
(19)
defined by the effective action evaluated in a uniform
field configuration φ(x) = φ and A = 0 (V = LD is the
volume). For symmetry reasons, U is a function of the
O(N) invariant ρ = φ2/2. We denote by ρ0 the value of
ρ at the minimum of the effective potential. Spontaneous
symmetry breaking of the O(N) symmetry is character-
ized by a nonvanishing value of ρ0: U ′(ρ0) = 0 (the prime
denote derivatives wrt ρ).26
Correlation functions can be reconstructed from the
one-particle irreducible (1PI) vertices defined by
Γ(n,m){aj}{ij},{µj} [{xj}, {yj};φ,A]
= δ
n+mΓ[φ,A]
δφi1(x1) · · · δφin(xn)δAa1µ1(y1) · · · δAamµm(ym)
. (20)
The correlation functions evaluated for A = 0 and in a
uniform field configuration are determined by the vertices
Γ(n,m){aj}{ij},{µj} ({xj}, {yj};φ)
= Γ(n,m){aj}{ij},{µj} [{xj}, {yj};φ,A]
∣∣∣
φ=const
A=0
. (21)
In particular, the (connected) propagator Gij(p,φ) =
〈ϕi(p)ϕj(−p)〉 − 〈ϕi(p)〉〈ϕj(−p)〉 in a uniform field and
for A = 0 is obtained from the matrix equation
G(p,φ) = Γ(2,0)(p,φ)−1, (22)
where Γ(2,0)(p,φ) ≡ Γ(2,0)(p,−p,φ). The O(N) sym-
metry allows us to write
Γ(2,0)ij (p,φ) = δijΓA(p, ρ) + φiφjΓB(p, ρ), (23)
and
Gij(p,φ) =
φiφj
2ρ GL(p, ρ) +
(
δi,j − φiφj2ρ
)
GT(p, ρ),
(24)
where
GL(p, ρ) = [ΓA(p, ρ) + 2ρΓB(p, ρ)]−1,
GT(p, ρ) = ΓA(p, ρ)−1
(25)
are the longitudinal (L) and transverse (T) parts of the
propagator. Due to rotation invariance in space, 2-point
vertices and correlation functions in (23) and (25) are
functions of |p|. Since Γ(2)ij (p = 0, φ) = ∂φi∂φjU(ρ), one
has
ΓA(p = 0, ρ) = U ′(ρ), ΓB(p = 0, ρ) = U ′′(ρ). (26)
In the disordered phase (ρ0 = 0) the correlation length
ξ is finite, which corresponds to a nonzero single-particle
excitation gap ∆ ≡ c/ξ (c is set to 1) in the quantum
model. The latter is obtained from the spectral function
Im[GR(q, ω, ρ = 0)] where it manifests itself as a sharp
peak. It can be more simply obtained from a derivative
expansion of the 2-point vertex,
ΓA(p, ρ) = Z(ρ)p2 + U ′(ρ) +O(|p|4). (27)
The estimate obtained from (27),
∆ =
(
U ′(0)
Z(0)
)1/2
, (28)
turns out to be in very good agreement with the
excitation gap deduced from the spectral function
Im[GR(q, ω, ρ = 0)].21
In the ordered phase (ρ0 > 0), the stiffness ρs is defined
by27
GT(p, ρ0) =
2ρ0
ρsp2
for p→ 0. (29)
From (25,27) we deduce
ρs = 2Z(ρ0)ρ0. (30)
1. Conductivity from 1PI vertices
The conductivity can be expressed in terms of the 1PI
vertices. From Eqs. (10,17), we deduce
Kabµν(y− y′) =
δ2 lnZ[J,A]
δAaµ(y)δAbν(y′)
∣∣∣∣
J=A=0
5Γ(n,m) =(a) ... ...
1
n
1
m
K = +(b)
FIG. 1. (a) A vertex Γ(n,m) is represented by a black dot with
n solid lines and m wavy lines. (b) Diagrammatic represen-
tation of Kabµν [Eq. (33)]. Solid lines connecting vertices stand
for the propagator G = Γ(2,0)−1.
= − δ¯
2Γ[φ[A],A]
δ¯Aaµ(y)δ¯Abν(y′)
∣∣∣∣
A=0
(31)
where the order parameter φ[A] is defined by
δΓ[φ,A]
δφ(x)
∣∣∣∣
φ=φ[A]
= 0. (32)
In Eq. (31), δ¯/δ¯Aaµ(y) is a total derivative which acts
both on φ[A] and the explicit A-dependence of the func-
tional Γ[φ,A]. In Appendix B we show that Eq. (31)
leads to
Kabµν(p) = −Γ(0,2)abµν (p, φ¯)
+ Γ(1,1)aiµ (−p, φ¯)Γ(2,0)−1ij (p, φ¯)Γ(1,1)bjν (p, φ¯), (33)
where φ¯ = φ[A = 0] is the (uniform) order parameter in
the absence of the gauge field and we use the notation
Γ(n,m)(p) ≡ Γ(n,m)(p,−p) for both vertices Γ(1,1) and
Γ(0,2). φ¯ has a modulus equal to
√
2ρ0 but its direction
is arbitrary. The second term in the rhs of Eq. (33) cor-
responds to the part of Kabµν which is not 1PI; we shall
see that it does not contribute to the conductivity σabµν(ω)
of the quantum model. Equation (33) is shown diagram-
matically in Fig. 1.
As in the case of Γ(2,0) [Eq. (23)], one can take advan-
tage of the symmetries of the model to write the vertices
in the form
Γ(1,1)ajµ (p,φ) = ipµ(T aφ)jΨA,
Γ(0,2)abµν (p,φ) = pµpν [δabΨB + (T aφ) · (T bφ)ΨC ]
+ δµν [δabΨ¯B + (T aφ) · (T bφ)Ψ¯C ],
(34)
where ΨA,ΨB ,ΨC , Ψ¯B , Ψ¯C are functions of ρ and p2.
This leads to
Kab‖ (p) = − δab[Ψ¯B(p, ρ0) + p2ΨB(p, ρ0)]
− (T aφ) · (T bφ)[Ψ¯C(p, ρ0) + p2ΨC(p, ρ0)
− p2GT(p, ρ0)ΨA(p, ρ0)2] (35)
and
Kab⊥ (p) = −δabΨ¯B(p, ρ0)−(T aφ¯)·(T bφ¯)Ψ¯C(p, ρ0), (36)
where Kab‖ and Kab⊥ are the longitudinal and transverse
components of Kabµν ,
Kabµν(p) = pˆµpˆνKab‖ (p) + (δµν − pˆµpˆν)Kab⊥ (p), (37)
with pˆ = p/|p| a unit vector parallel to p.
Finally, the functions ΨA,ΨB ,ΨC , Ψ¯B , Ψ¯C are not in-
dependent but related by the Ward identities (see Ap-
pendix C)
p2ΨA(p, ρ) = ΓA(p, ρ)− U ′(ρ),
p2ΨB(p, ρ) + Ψ¯B(p, ρ) = 0,
p2ΨC(p, ρ) + Ψ¯C(p, ρ) = ΨA(p, ρ).
(38)
The first equation implies limp→0 ΨA(p, ρ) = Z(ρ) where
Z(ρ) is defined by (27). Relations (38) imply that Kabµν
is transverse,
Kab‖ (p) = −(T aφ¯) · (T bφ¯)ΨA(p, ρ0)U ′(ρ0)GT(p, ρ0)
= 0, (39)
where we have used GT(p, ρ) = ΓA(p, ρ)−1 and the fact
that, depending on the phase, either U ′(ρ0) = 0 or φ¯ = 0.
The “f -sum rule”
Kab‖ (p) = Πab‖ (p)− 〈(T aϕ) · (T bϕ)〉 = 0 (40)
is further discussed in Appendix B 2.
2. Conductivity in the quantum model
To obtain the frequency-dependent conductivity in the
quantum model, one sets p = (0, 0, ωn) and µ, ν = x, y
so that pµ = pν = 0 and the one-particle-reducible con-
tribution in (33) vanishes, Kabµν(iωn) = −Γ(0,2)abµν (iωn, φ¯),
i.e.,
Kabµν(iωn) = δµν
{−ΨA(iωn, ρ0)(T aφ¯) · (T bφ¯)
+ ω2n[δabΨB(iωn, ρ0) + (T aφ¯) · (T bφ¯)ΨC(iωn, ρ0)]
}
,
(41)
where we have used the Ward identities (38).
In the disordered phase (ρ0 = |φ¯|2/2 = 0), the conduc-
tivity tensor σabµν(ω) = δµνδabσ(ω) is diagonal with
σ(ω) = iωΨB(iωn = 0, ρ = 0) +O(ω3). (42)
Thus, at low frequencies the disordered phase behaves as
a capacitor,
σ(ω) = −iωCdis, (43)
with capacitance (per unit surface)
Cdis = −2pi~σqΨB(iωn = 0, ρ = 0) (44)
(we have restored q and ~, and σq = q2/h is the quantum
of conductance).
6In the ordered phase, whenN ≥ 3 one must distinguish
between the N−1 generators that act on φ¯ (class A), i.e.,
such that T aφ¯ 6= 0, and the (N −1)(N −2)/2 generators
of class B such that T aφ¯ = 0.28 Assuming for simplicity
that the order parameter is along the first direction, i.e.,
φ¯i = δi,1
√
2ρ0, and choosing the basis {T IJ} introduced
in Eq. (A4), one finds
Kabµν(iωn) = δµνδab{ω2nΨB(iωn, ρ0)
+ 2ρ0δa∈A[ω2nΨC(iωn, ρ0)−ΨA(iωn, ρ0)]}, (45)
where δa∈A is equal to unity if T a is in class A and
vanishes otherwise. The conductivity tensor σabµν(ω) =
δµνδabσ
aa(ω) is diagonal and defined by two independent
elements, σA(ω) for a ∈ A and σB(ω) for a ∈ B (note
that, for a generic basis {T a}, the conductivity tensor is
not necessarily diagonal). For N = 2 there is only one
so(N) generator, which belongs to class A. For N = 3,
there are three generators, which can be taken as spin-
one matrices S1, S2 and S3 (see Appendix A). S2 and S3
belong to class A whereas S1, the generator of rotations
about the order-parameter axis, belongs to class B. Thus
KB = 〈j1µj1µ〉, where j1µ = −i[(∂µϕ2)ϕ3 − (∂µϕ3)ϕ2], is
related to transverse fluctuations of the order parameter.
For class A generators, at low frequencies
σA(ω) = i
ρs
ω + i0+ = ρs
(
piδ(ω) + i
ω
)
(46)
is characteristic of a superfluid with stiffness ρs =
2ρ0ΨA(iωn = 0, ρ0) = 2ρ0Z(ρ0). The system behaves
as a perfect inductor,
σA(ω) =
i
Lord(ω + i0+)
, (47)
with inductance
Lord =
~
2piσqρs
(48)
(restoring q and ~).
For class B generators,
σB(ω) = i(ω + i0+)ΨRB(ω, ρ0), (49)
where ΨRB(ω, ρ) denotes the retarded part of ΨB(iωn, ρ).
We will argue in Sec. V (see also Sec. IV for the calcu-
lation of ΨB in the large-N limit) that in the ordered
phase ΨB(iωn, ρ) diverges as 1/|ωn| for ωn → 0 so that
σB(ω) takes a finite value in the limit ω → 0.
Since Aµ enters the action in the gauge invariant com-
bination Dµ = ∂µ−Aµ, its scaling dimension at the QCP
must be [Aµ] = [∂µ] = 1. From Eq. (10) it follows that
[K(iωn)] = d−1 and [σ(iωn)] = d−2.29 For d = 2, in the
vicinity of the QCP the conductivity satisfies the scaling
form29,30
σ(ω) = σqΣ+
(
ω + i0+
∆
)
,
σA,B(ω) = σqΣA,B−
(
ω + i0+
∆
)
,
(50)
where Σ± is a universal scaling function and the index
+/− refers to the disordered/ordered phase. In the disor-
dered phase ∆ is the excitation gap. In the ordered phase,
we choose ∆ to be given by the excitation gap at the point
of the disordered phase located symmetrically wrt the
QCP (i.e., corresponding to the same value of |r0− r0c|),
the ratio ρs/∆ being universal. At the QCP, the univer-
sal scaling functions reach a nonzero limit Σ±(∞) and
the ratio σ(ω = 0)/σq = Σ±(∞) is universal.29
Comparing (50) with (43), we see that Σ+(x) must
vanish linearly with x in the limit x→ 0 and
Cdis = i
σq
∆ Σ
′
+(0). (51)
On the other hand, Eq. (47) shows that ΣA−(x) ∼ 1/x for
x→ 0 and
1
Lord
= −i∆σq lim
x→0
xΣA−(x). (52)
From (51) and (52) we deduce that the ratio
Cdis
Lordσ2q
= Σ′+(0) lim
x→0
xΣA−(x)
= lim
ω→0
σ(ω, δ)σA(ω,−δ)
σ2q
(53)
is universal in the critical regime (δ = r0 − r0c).
The divergence of ΨB(iωn, ρ) as 1/|ωn| for ωn → 0
implies that ΣB−(x) has a finite limit when x → 0. As a
result σB(ω → 0)/σq is a universal number in the whole
ordered phase (see Sec. V).
III. NONPERTURBATIVE
RENORMALIZATION GROUP
In this section we show how the NPRG allows us to
compute the effective action Γ[φ,A].
A. Scale-dependent effective action
The strategy of the NPRG approach is to build a fam-
ily of models indexed by a momentum scale k such that
fluctuations are smoothly taken into account as k is low-
ered from the microscopic scale Λ down to 0.17–19 This
is achieved by adding to the action (3) the infrared reg-
ulator term
∆Sk[ϕ,A] =
1
2
ˆ
x
ϕ(x) ·Rk
(−D(x)2)ϕ(x)
= 12
ˆ
x,x′
ϕ(x) · Rk[x,x′,A]ϕ(x′), (54)
where
Rk[x,x′,A] = 12
[
Rk
(−D(x)2)+Rk(−D(x′)2)T ]δ(x−x′)
(55)
7and D2 = DµDµ with Dµ(x) = ∂xµ − Aµ(x). In the
absence of the external gauge field, we recover the usual
regulator term. By replacing ∂µ by the covariant deriva-
tive Dµ in the regulator term, we ensure that the action
S+ ∆Sk remains gauge invariant. Gauge-invariant regu-
lators have been considered before in the context of gauge
theories.31–35
The regulator has to satisfy some general properties.
The cutoff function Rk must be of order k2 for |q|  k
and small wrt k2 for |q|  k. That way, fluctuations with
momentum |q| . k are suppressed but those with |q| & k
are left unaffected. The exact shape of the regulator is
further discussed in Sec. V.
The partition function
Zk[J,A] =
ˆ
D[ϕ] e−S[ϕ,A]−∆Sk[ϕ,A]+
´
x J·ϕ (56)
is now k dependent. The scale-dependent effective action
Γk[φ,A] = − lnZk[J,A] +
ˆ
x
J · φ−∆Sk[φ,A] (57)
is defined as a modified Legendre transform of
− lnZk[J,A] which includes the subtraction of
∆Sk[φ,A]. Here φ(x) = 〈ϕ(x)〉 is the order pa-
rameter (in the presence of the external source J and
the gauge field A). Assuming that fluctuations are
completely frozen by the ∆Sk term when k = Λ,
ΓΛ[φ,A] = S[φ,A]. On the other hand, the effective
action of the original model (3) is given by Γk=0 provided
that Rk=0 vanishes.
The variation of the effective action with k is given by
Wetterich’s equation36
∂tΓk[φ,A] =
1
2Tr
{
R˙k[A]
(
Γ(2,0)k [φ,A] +Rk[A]
)−1}
,
(58)
where R˙k[A] = ∂tRk[A] and t = ln(k/Λ) is a (nega-
tive) RG “time”. In Fourier space, the trace involves a
sum over momenta as well as the O(N) index of the φ
field. The regulator R in Eq. (58) ensures that high mo-
menta do not contribute to the flow and the momentum
integrals can be safely extended up to infinity. Thus the
regulator term ∆Sk provides us with a gauge-invariant
UV regularization (see also Sec. IIID).
All properties of the effective action discussed in
Sec. II C carry over to Γk[φ,A], the only change being
that all quantities become k dependent. Thus, the com-
putation of the conductivity requires to determine the
vertices Γ(n,m)k=0 for (n,m) = (1, 1), (0, 2) in addition to
the effective potential Uk=0 and the inverse propagator
Γ(2,0)k=0 .
B. Derivative expansion
To solve Wetterich’s equation, we use a derivative ex-
pansion of the scale-dependent effective action. Such an
expansion is made possible by the regulator term ∆Sk
which ensures that all vertices Γ(n,m)k are smooth func-
tions of momenta pi and can be expanded in powers of
p2i /k2 when |pi|  k, even at criticality. Thus the deriva-
tive expansion of the effective action is justified as long
as we are interested only in the long-wavelength physics
(corresponding to length scales larger than k−1 or the
correlation length of the theory). It does not allow us to
obtain the full frequency dependence of the conductivity
but is sufficient to determine the low-frequency limit of
σ(ω) and σA(ω) defined by Cdis and Lord [Eqs. (43,47)].
The case of σB(ω) is more subtle; nevertheless, we shall
see that the derivative expansion is sufficient to infer that
the ratio σB(ω → 0)/σq is universal in the whole ordered
phase, altough the universal value σ∗B/σq cannot be def-
initely determined. The derivative expansion does not
grant access to the universal critical conductivity σ∗ ei-
ther. On the other hand, the derivative expansion al-
lows a simple implementation of gauge invariance. This
should be contrasted with the Blaizot–Méndez-Galain–
Wschebor approximation,22–24 recently used to compute
the Higgs (scalar) susceptibility,21 which enables to cal-
culate the full momentum/frequency dependence of cor-
relation functions but violates gauge invariance.
The derivative expansion of Γk[φ,A] is fully deter-
mined by the symmetries of the system. For instance,
for A = 0, the most general O(N) invariant effective
action to second order in derivatives,
Γk[φ] =
ˆ
x
{
1
2Zk(ρ)(∇φ)
2 + 14Yk(ρ)(∇ρ)
2 + Uk(ρ)
}
(59)
is defined by three functions: the effective potential
Uk(ρ), Zk(ρ) and Yk(ρ).17,18 There are two O(∇2) terms,
reflecting the fact that longitudinal and transverse fluc-
tuations (wrt the local order parameter φ(r)) have differ-
ent stiffness. The excitation gap in the disordered phase
and the stiffness in the ordered phase are then defined
by ∆k = (Wk(0)/Zk)1/2 and ρs,k = 2Zkρ0,k, respectively
[see Eqs. (28) and (30)].
When A 6= 0, the effective action must be invariant
in the gauge transformation (5): Γk[φ,A] = Γk[φ′,A′].
The effective action (59) can be made gauge invariant by
replacing ∂µ by the covariant derivative Dµ. It may also
include terms depending on the field strength37
Fµν = −[Dµ, Dν ] = ∂µAν − ∂νAµ − [Aµ, Aν ]. (60)
Although Fµν is not gauge invariant (it transforms as
F ′µν = OFµνOT ), it allows us to construct two invariant
terms, namely tr(F 2µν) and (Fµνφ)2. Here tr denotes the
trace wrt the O(N) indices. This leads to the effective
action
Γk[φ,A] =
ˆ
x
{
1
2Zk(ρ)Dµφ·Dµφ+
1
4Yk(ρ)(∇ρ)
2+Uk(ρ)
+ 14X1,k(ρ)F
a
µνF
a
µν +
1
4X2,k(ρ)
∑
µν
(F aµνT aφ)2
}
, (61)
8where we use Fµν = F aµνT a and tr(F 2µν) = −2F aµνF aµν
with
F aµν = ∂µAaν − ∂νAaµ − fabcAbµAcν (62)
(the structure constants fabc of the so(N) Lie algebra
are defined in Appendix A). Note that, as the gauge field
is treated on the same footing as the gradient term, we
restrict ourselves to terms of second order in A. The
effective action Γk[φ,A] is determined by X1,k(ρ) and
X2,k(ρ) in addition to Uk(ρ), Zk(ρ) and Yk(ρ). From (61)
we obtain the vertices
ΓA,k(p, ρ) = Zk(ρ)p2 + U ′k(ρ),
ΓB,k(p, ρ) =
ρ
2Yk(ρ)p
2 + U ′′k , (63)
Γ(1,1)ak,jµ (p,φ) = ipµ(T
aφ)jZk(ρ)
and
Γ(0,2)abk,µν (p,φ) = Zk(ρ)δµν(T
aφ) · (T bφ) + [X1,k(ρ)δab
+X2,k(ρ)(T aφ) · (T bφ)](δµνp2 − pµpν). (64)
Comparing with (34) we deduce that
ΨA,k(p, ρ) = Zk(ρ), ΨB,k(p, ρ) = −X1,k(ρ),
ΨC,k(p, ρ) = −X2,k(ρ), Ψ¯B,k(ρ) = p2X1,k(ρ),
Ψ¯C,k(ρ) = Zk(ρ) + p2X2,k(ρ)
(65)
to lowest order of the derivative expansion. Equa-
tions (65) satisfy the Ward identities (38).
C. Flow equations
From Wetterich’s equation (58), we deduce the flow
equations satisfied by the effective potential,
∂tUk(ρ) =
1
2
ˆ
q
R˙k(q)[Gk,L(q, ρ) + (N − 1)Gk,T(q, ρ)]
(66)
(R˙k = ∂tRk), and the vertices of interest in a uniform
field,
∂tΓ(2,0)k,ij (p) =
1
2 ∂˜t
∑
q
tr
{
Gk(q)
[
Γ(4,0)k,ij (p,−p,q,−q)− Γ(3,0)k,i (p,q,−p− q)Gk(p+ q)Γ(3,0)k,j (−p,p+ q,−q)
]}
,
∂tΓ(1,1)ak,iµ (p) =
1
2 ∂˜t
∑
q
tr
{
Gk(q)Γ(3,1)ak,iµ (q,−q,p,−p)
−Gk(q)Γ(3,0)k,i (p,q,−p− q)Gk(p+ q)
[
Γ(2,1)ak,µ (p+ q,−q,−p) +R(1)ak,µ (p+ q,−q,−p)
]}
,
∂tΓ(0,2)abk,µν (p) =
1
2 ∂˜t
∑
q
tr
{
Gk(q)
[
Γ(2,2)abk,µν (q,−q,p,−p) +R(2)abk,µν (q,−q,p,−p)
]
−Gk(q)
[
Γ(2,1)ak,µ (q,−p− q,p) +R(1)ak,µ (q,−p− q,p)
]
Gk(p+ q)
× [Γ(2,1)bk,ν (p+ q,−q,−p) +R(1)bk,ν (p+ q,−q,−p)]},
(67)
where Γ(2,0)k (p) ≡ Γ(2,0)k (p,−p), etc. To alleviate the
notation we do not write explicitly the dependence of
the vertices on the uniform field φ. The propagator Gk =
(Γ(2,0)k +Rk)−1 in (67) includes the cutoff function and the
operator ∂˜t = (∂tRk)∂Rk acts only on the k dependence
of the cutoff function Rk, i.e.,
∂˜tGk,i1i2(q) = −R˙k(q)Gk,i1i3(q)Gk,i3i2(q). (68)
Since the effective potential enters the propagators only
through its derivatives, it is convenient to consider
Wk(ρ) = U ′k(ρ) whose flow equation can be easily de-
duced from (66).
Equations (67) are shown diagrammatically in Fig. 2.
They differ from usual flow equations by the appearance
of derivatives of the cutoff function wrt the gauge field,
R(1)ak,µ (x,x′,y) =
δR[x,x′,A]
δAaµ(y)
∣∣∣∣
A=0
,
R(2)abk,µν (x,x′,y,y′) =
δ2R[x,x′,A]
δAaµ(y)δAbν(y′)
∣∣∣∣
A=0
.
(69)
The explicit expressions of R(1)ak,µ (q,−p − q,p) and
R(2)abk,µν (q,−q,p,−p) are given in Appendix D.
The flow equations of the functions Zk(ρ), Yk(ρ),
X1,k(ρ) and X2,k(ρ) can be deduced from (67) using
Eqs. (63,64). They are too long to be shown here but
can be found in Appendix E. Since the flow equations
do not generate terms that are not already present in
the scale-dependent effective action, we verify a posteri-
ori that Eq. (61) gives the most general expression of Γk
9∂tΓ
(0,2)
k = +
∂tΓ
(1,1)
k =
+ +
∂tΓ
(2,0)
k = +
++
FIG. 2. Diagrammatic representation of the RG equa-
tions (67). Signs and symmetry factors are not shown. The
diagrammatic representation of the vertices is shown in Fig. 1
and the cross with n wavy lines stands for ∂tRk, ∂tR(1)k and
∂tR(2)k for n = 0, 1, 2, respectively.
to second order in derivatives. This in turn justifies the
expression of Γ(1,1) and Γ(0,2) in Eqs. (34).
Before discussing the numerical solution of the flow
equations (Sec. V), we consider two limiting cases where
known results can be recovered and elementary checks
made: the one-loop approximation and the large-N limit.
D. One-loop approximation
The one-loop correction to the bare effective action
ΓΛ[φ,A] = S[φ,A] can be retrieved from the exact flow
equation (58) by replacing Γ(2,0)k by Γ
(2,0)
Λ = S(2,0) in the
rhs, i.e.,
∂tΓk[φ,A] =
1
2Tr
{
R˙k[A]
(
S(2,0)[φ,A] +Rk[A]
)−1}
.
(70)
Integrating this expression between k = Λ and k = 0
with boundary condition ΓΛ[φ,A] = S[φ,A] we obtain
the effective action to one-loop order,
Γ[φ,A] = S[φ,A] + 12Tr
{
ln(S(2,0)[φ,A])
− ln(S(2,0)[φ,A] +RΛ[A])
}
. (71)
The advantage of this expression over the usual one-loop
expression is that the regulator RΛ[A] is used as a gauge-
invariant UV cutoff and the momentum integrals can be
extended up to infinity. In Appendix G, we show that the
three expressions of Z(ρ), obtained from Γ(2,0), Γ(1,1) and
Γ(0,2), are in agreement.
IV. THE LARGE-N LIMIT
In this section we compute the conductivity in the
large-N limit within the standard approach4 but from
the action S + ∆Sk including the gauge-field-dependent
regulator. We then discuss to what extent the results can
be recovered from the flow equations.
A. Conductivity
The regulator term ∆Sk gives the additional contribu-
tion (B3) to the current density (7). Since we are inter-
ested in the linear response, we need ∆Jak,µ to first order
in A,
∆Jak,µ(x) = −
1
2
ˆ
y,y′
ϕ(y) · R(1)ak,µ (y,y′,x)ϕ(y′)
− 12
ˆ
y,y′,x′
ϕ(y) · R(2)abk,µν (y,y′,x,x′)ϕ(y′)Abν(x′). (72)
This modifies the linear response function Kabµν in two
ways.
On the one hand the paramagnetic current-current cor-
relation function should now be computed with the para-
magnetic current (in Fourier space)
jaµ(p) + ∆jak,µ(p) =
1√
V
∑
q
ϕ(q) ·
[
iqµT
a
− 12R
(1)a
k,µ (−q,q − p,p)
]
ϕ(p− q). (73)
In the quantum model, assuming a cutoff function Rk
which acts only on momenta and using R(1)ak,µ (−q,q, 0) =
−2iqµR′k(q2)T a (Appendix D), we obtain
jaµ(iωm) + ∆jak,µ(iωm) =
1
βLd
∑
q,ωn
iqµ(1 +R′k)
×ϕ(q, iωn) · T aϕ(−q, iωm − iωn) (74)
where µ ∈ {x, y}, R′k ≡ R′k(q2), and Ld is the volume.
We find
Πabµν(iωm) = 2δab
∑
i,j
T aij
2T
∑
ωn
ˆ
q
qµqν(1 +R′k)2
×Gi(q, iωn)Gj(q, iωn + iωm), (75)
to leading order in the large-N limit. For simplicity we
assume that the order parameter lies along a particu-
lar direction, i.e., 〈ϕi〉 = δi,i0〈ϕi0〉 = δi,i0
√
2ρ0. This
way, the propagator is diagonal wrt the O(N) indices
and Gii ≡ Gi = GT + δi,i0(GL −GT ).
On the other hand there is an additional diamagnetic
contribution to Kabµν(p),
− 12
ˆ
q
〈ϕ(q) · R(2)abk,µν (−q,q,p,−p)ϕ(−q)〉. (76)
Using
R(2)abk,µν (−q,q, 0, 0) = −{T a, T b}[δµνR′k + 2qµqνR′′k ] (77)
(see Appendix D), we obtain the total diamagnetic con-
tribution to Kabµν(iωm),
− δµνδab
∑
i,j
T aij
2T
∑
ωn
ˆ
q
(
1 +R′k +
2
d
q2R′′k
)
10
× [Gj(q, iωn) + 〈ϕj(q, iωn)〉〈ϕj(−q,−iωn)〉]. (78)
The momentum integrals in Eqs. (75) and (78) are not
convergent and a UV cutoff is necessary, which violates
gauge invariance. To circumvent this difficulty, we no-
tice that the large-N expression Kabk,µν = Habk,µν of the
response function Kabµν can be rewritten as a RG equa-
tion ∂kKabk,µν = ∂kHabk,µν , where Habk,µν is defined as the
sum of (75) and (78). No upper cutoff is necessary when
computing ∂kHabk,µν since the UV convergence of the mo-
mentum integrals is ensured by the cutoff function Rk
and its derivatives. Integrating the RG equation between
k = 0 and k = Λ, we obtain the gauge invariant response
function
Kabµν(iωm) = KabΛ,µν(iωm) +Habµν(iωm)−HabΛ,µν(iωm),
(79)
where KabΛ,µν(iωm) = −δµνδabδa∈A2ρ0,Λ(1 + R′Λ(0)) if
we assume that the initial (gauge-invariant) condition
of the RG equation is given by the mean-field solution:
KabΛ,µν = −δ2(S+∆SΛ)/δAaµδAbν . The termHabΛ,µν in (79)
is crucial since it guarantees that all momentum integrals
are UV convergent. Equation (79) should be compared
to the gauge-invariant one-loop expression of the effective
action [Eq. (71)].
This yields the final expression of Kabµν = δµνδabKaa in
the large-N limit,
Kaa(iωm) =
∑
i,j
T aij
2T
∑
ωn
ˆ
q
{
2
d
q2[Gi(q, iωn)Gj(q, iωn + iωm)− (1 +R′Λ)2GΛ,i(q, iωn)GΛ,j(q, iωn + iωm)]
−Gj(q, iωn)− 〈ϕj(q, iωn)〉〈ϕj(−q,−iωn)〉+
(
1 +R′Λ +
2
d
q2R′′Λ
)
GΛ,j(q, iωn)
}
, (80)
where q is a d-dimensional vector.
1. Disordered phase
In the disordered phase Kaa(iωm) ≡ K(iωm) does not depend on a,
K(iωm) = 2T
∑
ωn
ˆ
q
{
2
d
q2[G(q, iωn)G(q, iωn + iωm)− (1 +R′Λ)2GΛ(q, iωn)GΛ(q, iωn + iωm)]
−G(q, iωn) +
(
1 +R′Λ +
2
d
q2R′′Λ
)
GΛ(q, iωn)
}
, (81)
where Gk(q, iωn) = (ω2n + q2 + Rk + ∆2k)−1 is the large-N limit of the propagator21 (with G ≡ Gk=0) and ∆2k =
Wk(ρ = 0) is the square of the excitation gap. Using the relation
ˆ
q
q2(1 +R′k)2Gk(q, iωn)2 =
d
2
ˆ
q
(
1 +R′k +
2
d
q2R′′k
)
Gk(q, iωn)− 2vd|q|d(1 +R′k)Gk(q, iωn)
∣∣|q|=∞
|q|=0 , (82)
which is obtained by an integration by part noting that ∂q2Gk = −(1 +R′k)G2k, Eq. (81) becomes
K(iωm) =
4
d
T
∑
ωn
ˆ
q
q2{G(q, iωn)[G(q, iωn + iωm)−G(q, iωn)]
− (1 +R′Λ)2GΛ(q, iωn)[GΛ(q, iωn + iωm)−GΛ(q, iωn)]}, (83)
since the boundary term
8vd
d
ˆ ∞
−∞
dω
2pi |q|
d[−G(q, iωn) + (1 +R′Λ)GΛ(q, iωn)]
∣∣|q|=∞
|q|=0 =
4vd
d
|q|d
[
− 1(q2 + ∆2)1/2 +
1 +R′Λ
(q2 +RΛ + ∆2Λ)1/2
]∣∣∣∣|q|=∞
|q|=0
(84)
vanishes (we have set T = 0 in (84)).The factor vd = 1/[2d+1pid/2Γ(d/2)] originates from angular integrals. The
contribution of the k = 0 propagator in (83) yields the known result4
K(iωm) = −ω
2
m
2
ˆ
q
q2
(q2 + ∆2)3/2(ω2m + 4q2 + 4∆2)
= − ω
2
m
24pi∆ +O
(
ω4m
∆3
)
(85)
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for T = 0 and d = 2, i.e., ΨB(iωm = 0, ρ = 0) = −1/24pi∆. The contribution of the propagator GΛ, of relative order
|ωm|/Λ, can be ignored in the scaling limit. From (44) we thus obtain
Cdis =
~σq
12∆ , (86)
restoring physical units.
At the QCP, ∆→ 0. Still ignoring the GΛ terms, Eq. (84) yields the universal value K(iωm) = −|ωm|/16, i.e.,38
σ(iωm) =
pi
8 σq, (87)
Note that at the QCP, ΨB(iωm, ρ = 0) behaves as 1/|ωm| and X1(ρ = 0) = −ΨB(iωm = 0, ρ = 0) diverges.
2. Ordered phase
In the ordered phase, the transverse and longitudinal propagators are given by39
Gk,T(q, iωn) =
1
ω2n + q2 +Rk
, Gk,L(q, iωn) =
3N
u0
+ N2 Πk(q, iωn)
(ω2n + q2 +Rk)
(
3N
u0
+ N2 Πk(q, iωn)
)
+ 2ρ0,k
, (88)
where
Πk(p, iωm) = T
∑
ωn
ˆ
q
Gk,T(q, iωn)Gk,T(p+ q, iωm + iωn). (89)
For a class B generator, the calculation of the conductivity is similar to the case of the disordered phase with
∆k = 0; one finds Eq. (83) with G replaced by GT, which gives KB(iωm) = −|ωm|/16 and
σB(iωm) =
pi
8 σq. (90)
ΨB(iωm, ρ0) behaves as 1/|ωm| and X1(ρ0) is ill-defined in the whole ordered phase.
For a class A generator,
KA(iωm) = − 2ρ0 + T
∑
ωn
ˆ
q
{
4
d
q2[GL(q, iωn)GT(q, iωn + iωm)− (1 +R′Λ)2GΛ,L(q, iωn)GΛ,T(q, iωn + iωm)]
−GL(q, iωn)−GT(q, iωn) +
(
1 +R′Λ +
2
d
q2R′′Λ
)
[GΛ,L(q, iωn) +GΛ,T(q, iωn)]
}
. (91)
Since KA(iωm)−KB(iωm) = 2ρ0[ω2mΨC(iωm, ρ0)−ΨA(iωm, ρ0)], we deduce
2ρ0[ΨA(iωm, ρ0)− ω2mΨC(iωm, ρ0)] = 2ρ0 + T
∑
ωn
ˆ
q
{
[GL(q, iωn)−GT(q, iωn)]
[
1− 4
d
q2GT(q, iωn + iωm)
]
− [GΛ,L(q, iωn)−GΛ,T(q, iωn)]
[
1 +R′Λ +
2
d
q2R′′Λ −
4
d
q2(1 +R′Λ)2GT(q, iωn + iωm)
]}
. (92)
Thus, to leading order in the large-N limit, ΨA(iωm, ρ0) = 1 and ΨC(iωm, ρ0) = 0. For ωm → 0, KA(iωm) = ρs/ωm
with ρs = 2ρ0, which yields
Cdis
σ2qLord
= pi6
ρs
∆ =
N
24 , (93)
where the last result in (93) is deduced using ρs/∆ = N/4pi.40 It does not seem possible to obtain a simple expression
for ΨC to order O(1/N). Nevertheless numerical evaluation of Eq. (91) shows that KA(iωm) has no O(ωm) term41
so that σA(ω) = ρs/(ω + i0+) +O(ω), in agreement with perturbative results at finite N .28
B. RG equations
In the large-N limit, the effective action Γ is of order
N , and the fields φ and A of order
√
N and one, respec-
tively. Hence Yk is of order 1/N and can be neglected,
12
Wk, Zk and X2,k are of order one, and X1,k of order N .
To leading order,
∂tZk = −N2 Z
′
k
ˆ
q
R˙kG
2
k,T, (94)
where the prime denotes a ρ derivative and we omit to
write the ρ and q dependence of various functions (q is a
D-dimensional vector). Since ZΛ = 1, Zk = 1 +O(1/N).
The momentum dependence of the transverse propagator
Gk,T = (q2+Wk+Rk)−1 is not renormalized in the large-
N limit.
The equation for the potential then becomes
∂tWk = −N2 W
′
k
ˆ
q
R˙kG
2
k,T. (95)
To solve this equation we set W = Wk(ρ) and use the
variables (k,W ) instead of (k, ρ).21,22 Introducing the
function gk(W ) = ρ and using g′k(W ) = 1/W ′k(ρ), one
obtains
∂tgk(W ) = − 1
W ′k(ρ)
∂tWk(ρ) =
N
2
ˆ
q
R˙kG
2
k,T. (96)
Since k and W are independent variables, this equation
can be rewritten as
∂tgk(W ) = −N2 ∂t
ˆ
q
1
q2 +W +Rk
, (97)
where both sides are total derivatives, and we obtain
gk(W )− gΛ(W )
= −N2
ˆ
q
(
1
q2 +W +Rk
− 1q2 +W +RΛ
)
. (98)
For RΛ(q)→∞ and with gΛ(W ) = (3N/u0)(W − r0),
Wk(ρ) = r0 +
u0ρ
3N +
u0
6
ˆ
q
1
q2 +Wk(ρ) +Rk
, (99)
which reproduces the known result in the large-N limit
for k → 0.42
To leading order the flow of X1,k reads
∂tX1,k = −N2 X
′
1,k
ˆ
q
R˙kG
2
k,T. (100)
Since X1,Λ = 0, X1,k is in fact of order one. Thus, to
leading order,
∂tX1,k = −N2 X
′
1,k
ˆ
q
R˙kG
2
k,T + ∂˜tIX1 , (101)
where IX1 collects all terms of order one. In Appendix F
we show that
IX1 =
ˆ
q
Gk,T(∂2q2Gk,T)− (∂q2Gk,T)2
3G2k,T
. (102)
With (k,W ) as variables we find
∂tX1,k
∣∣
W
= ∂tX1,k
∣∣
ρ
+X ′1,k∂tgk = ∂tIX1 , (103)
using (96) and ∂˜tIX1 = ∂tIX1 since W is k independent.
We then obtain
X1,k =
ˆ
q
(
Gk,T(∂2q2Gk,T)− (∂q2Gk,T)2
3G2k,T
− GΛ,T(∂
2
q2GΛ,T)− (∂q2GΛ,T)2
3G2Λ,T
)
. (104)
For k = 0 and RΛ →∞, this gives
X1,k=0(ρ) =
1
3
ˆ
q
G2k=0,T =
1
24pi
√
Wk=0(ρ)
, (105)
using [GT(∂2q2GT) − (∂q2GT)2]/3G2T = G2T/3 for GT ≡
Gk=0,T = (q2 + W )−1. In the disordered phase, where
Wk=0(0) is equal to the excitation gap ∆, Eq. (105)
yields ΨB(iωm = 0, ρ = 0) = −1/24pi∆ in agreement
with the direct calculation of Sec. IVA. In the ordered
phase, X1,k=0 diverges since Wk(ρ0,k) = 0. This diver-
gence holds for all values of N and reflects the divergence
of ΨB(p, ρ0) in the limit p→ 0. This prevents us to com-
pute σB(ω) from the derivative expansion. We shall come
back to this issue in Sec. V.
To leading order the flow of X2,k reads
∂tX2,k = −N2 X
′
2,k
ˆ
q
R˙kG
2
k,T. (106)
Since X2,Λ = 0, X2,k is in fact of order 1/N . Unlike the
case of X1,k, no simple expression is obtained for X2,k.
V. NUMERICAL SOLUTION OF THE FLOW
EQUATIONS
The QCP manifests itself as a fixed point of the RG
equations provided we use dimensionless equations where
all quantities are expressed in units of the running scale
k. We therefore introduce the following dimensionless
variables (with D = 3)
p˜ = k−1p, ρ˜ = v−1D Zkk2−Dρ,
A˜µ = k−1Aµ, F˜µν = k−2Fµν
(107)
and functions
U˜k(ρ˜) = v−1D k−DUk(ρ), W˜k(ρ˜) = Z
−1
k k
−2Wk(ρ),
Z˜k(ρ˜) = Z−1k Zk(ρ), Y˜k(ρ˜) = vDZ
−2
k k
D−2Yk(ρ),
X˜1,k(ρ˜) = v−1D k4−DX1,k(ρ), X˜2,k(ρ˜) = Z
−1
k k
2X2,k(ρ),
(108)
where vD is defined after (84).
The flow equations are solved numerically using the
explicit Euler method. It is convenient to introduce the
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(negative) RG “time” t = ln(k/Λ). Λ = 1 and u0 is
typically equal to 100vD. Both t and ρ˜ variables are
discretized with finite-size steps ∆t = −5 × 10−4 and
∆ρ˜ = 0.1, respectively. We use a fixed ρ˜ grid with 0 6
ρ˜ 6 ρ˜max = 8N . Momentum integrals are computed
using Simpson’s rule with 60 points and an upper cutoff
q˜max = 6; this cutoff is justified by the presence of the
regulator Rk. Stability of the results with respect to the
various parameters (step size, ρ˜max, numerical accuracy
of the integrals) has been verified.
As for the regulator, we take the exponential cutoff
function
Rk(q2) = Zkq2r
(
q2
k2
)
, r(y) = α
ey − 1 , (109)
where α is a constant of order one and Zk ≡ Zk(ρ0,k).
In the derivative expansion, as in any approximation
scheme, the results slightly depend on the shape of the
regulator. We minimize this dependence by using the
“principle of minimal sensitivity”, that is, we search for
a local extremum of the physical quantities taken as func-
tions of the regulator. In practice, for each physical quan-
tity Q, this amounts to finding the optimal value αopt
such that dQ/dα|αopt = 0.43
In the ordered phase, two issues arise. First, since the
location of the minimum of the potential converges to-
wards a finite value ρ0 = limk→0 ρ0,k, its dimensionless
counterpart diverges as ρ˜0,k ∼ 1/Zkk when k → 0 (here
D = 3). Furthermore, since Wk(ρ) is a monotonously
increasing function and Wk(ρ0,k) = 0, Wk(ρ) is negative
for ρ < ρ0,k and there is no guarantee that the trans-
verse propagator Gk,T (p, ρ = 0) = [Zk(0)p2 + Wk(0) +
Rk(p)]−1 remains positive definite. To second order of
the derivative expansion, the propagator indeed exhibits
a pole for a certain value kc of the running momentum
scale, which prevents to continue the flow for k < kc.
To circumvent these difficulties, we proceed as fol-
lows. When ρ˜0,k comes too close to ρ˜max (e.g., ρ˜0,k >
0.75ρ˜max), we follow the minimum of the potential while
keeping dimensionless variables. To that effect, we per-
form the k-dependent change of variables ρ˜ → δρ˜ =
ρ˜− ρ˜0,k and switch to a grid [δρ˜min, δρ˜max] with δρ˜min <
0 < δρ˜max such that the minimum of the potential δρ˜ = 0
is within the grid. In the original dimensionless variables,
this corresponds to a ρ˜ window of fixed width that follows
ρ˜0,k as it flows to infinity. In the dimensionful variables,
the grid is centered about ρ0,k with a k-dependent width
vdZ
−1
k k
d−2(δρ˜max − δρ˜min) which goes to zero with k.
Our approach is therefore reminiscent of the usual field
expansion about ρ0,k,17,18 the main difference being that
we retain the full ρ˜ dependence of the functions. In the
new grid, no instability arises; the flow can be continued
to arbitrary small values of k and all dimensionless func-
tions (e.g. W˜k(δρ˜)) reach the ordered-phase fixed point.
After the change of variables, ρ˜0,k intervenes explicitly
in the flow equations. While in the original grid ρ˜0,k is
determined by the condition W˜k(ρ˜0,k) = 0, in the new
grid one has to keep track of the flow of ρ˜0,k separately.
This is obtained by differentiating with respect to time
the identity W˜k(δρ˜ = 0) ≡ W˜k(ρ˜0,k) = 0.
The equations are solved for several sets of initial con-
ditions (r0, u0). For a given value of u0, the QCP can be
reached by fine tuning r0 to its critical value r0c. The
universal regime near the QCP can then be studied by
tuning r0 slightly away from r0c. Universality of various
quantities can be checked by changing the value of u0.
The fixed-point values of the ρ˜-dependent functions W˜ ,
Z˜ and Y˜ are shown in Fig. 3. At criticality we repro-
duce known results of the derivation expansion to second
order.44,45 To our knowledge the results in the ordered
phase, showing the fixed-point functions of the δρ˜ vari-
able, are new. Fig. 3 also shows the functions X˜1 and X˜2
that determine the conductivity.
A. Critical exponents and ratio ρs/∆
Let us first verify that we reproduce known values of
the critical exponents ν and η. The anomalous dimen-
sion η is directly obtained from limk→0 ηk when r0 = r0c,
where ηk = −∂t lnZk. Since ∂tZk can be obtained from
∂tΓ(2,0)k , ∂tΓ
(1,1)
k or ∂tΓ
(0,2)
k , we obtain three different
equations for ηk. They all give the same result within
numerical accuracy. The correlation-length exponent ν is
deduced from the behavior of ρ˜0,k ' ρ˜∗0 +Ce−t/ν for long
times |t| such that the flow leaves the critical regime and
enters either phase (since the condition r0 = r0c is never
exactly fulfilled the RG trajectories will always eventu-
ally flow away from the fixed point with an escape rate
given by 1/ν). Our results agree with previous NPRG
calculations21,24 in the BMW approximation and are in
reasonable agreement with Monte Carlo estimates (see
Tables I and II).
The universal ratio ρs/∆ is shown in table III. Here
∆ denotes the excitation gap in the disordered phase at
the point located symmetry wrt the point of the ordered
phase where ρs is computed. Our results are in good
agreement with previous results obtained in the BMW
approximation.21
B. Conductivity
As pointed out in Sec. III B, the derivative expansion
allows one to calculate correlation functions only in the
limit |p|  k. Any correlation function at nonzero mo-
mentum p seems therefore to be out of reach since it
requires to take the limit k → 0 and therefore consider
the case k  |p| where the derivative expansion is not
valid. It is however well known that the derivative expan-
sion is often valid beyond its apparent domain of validity
and allows one to compute correlation functions at finite
momentum. Consider for example the transverse two-
point vertex Γ(2,0)k,T (p, ρ0,k) = Zkp2 +Wk(ρ0,k) evaluated
at the minimum of the effective potential. In the disor-
dered phase (ρ0,k = 0), the flow of Zk and Wk(0) stops
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FIG. 3. Dimensionless fixed-point solutions of the flow equa-
tions at the QCP (left) and the ordered phase (right) for sev-
eral values of N . The quantities are respectively expressed as
a function of ρ˜ and δρ˜ = ρ˜− ρ˜0,k at the critical point and in
the ordered phase. In the latter case, the fixed-point solutions
Z˜∗(δρ˜) = 1 and X˜∗2 (δρ˜) = 0 are independent of N .
TABLE I. Critical exponent ν obtained in the NPRG ap-
proach with the derivative expansion (NPRG DE, this work)
or the BMW approximation (NPRG BMW), compared to
Monte Carlo (MC) simulations.
N NPRG DE NPRG BMW21 MC
2 0.668 0.673 0.6717(1) [46]
3 0.706 0.714 0.7112(5) [47]
4 0.741 0.754 0.749(2) [48]
5 0.774 0.787
6 0.803 0.816
8 0.848 0.860
10 0.879 0.893
100 0.989 0.990
1000 0.999 0.999
TABLE II. Same as Table I but for the anomalous dimension
η (defined by η = limk→0 ηk when r0 = r0c).
N NPRG DE NPRG BMW21 MC
2 0.0467 0.0423 0.0381(2) [46]
3 0.0463 0.0411 0.0375(5) [47]
4 0.0443 0.0386 0.0365(10) [48]
5 0.0413 0.0354
6 0.0381 0.0321
8 0.0319 0.0264
10 0.0270 0.0220
100 0.00296 0.00233
1000 0.000296 0.000233
TABLE III. Universal ratio ρs/(N∆) obtained from the
NPRG in the derivation expansion (NPRG DE, this work).
Also shown are the previous NPRG results obtained from the
BMW approximation21 (NPRG BMW) and fromMonte Carlo
simulations7 (MC). The exact result in the limit N → ∞ is
1/4pi ' 0.0796.
N 1000 10 8 6 4 3 2
NPRG DE 0.0795 0.0810 0.0846 0.0935 0.118 0.147 0.207
NPRG BMW21 0.0796 0.0803 0.0829 0.0903 0.111 0.137 0.193
MC7 0.114 0.220
when k becomes smaller than the inverse of the corre-
lation length ξ = (Zk=0/Wk=0(0))1/2. The excitation
gap ∆ ≡ ξ−1 thus acts as an infrared regulator and the
derivative expansion is valid for all momenta |p|  ∆
regardless of the value of k. In the ordered phase, where
Wk(ρ0,k) = 0, the flow of ρ0,k and Zk stops when k be-
comes smaller than the inverse of the Josephson length
ξJ ,49,50 with the stiffness defined by ρs = limk→0 2Zkρ0,k.
Hence limk→0 Γ(2,0)k,T (p, ρ0,k) = ρsp2/2ρ0, which turns out
to be the exact result for the transverse vertex to order
p2. Thus the derivative expansion is valid for |p|  ξ−1J
regardless of the value of k. Quite generally, we expect
the derivative expansion to remain valid for small, but
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TABLE IV. Ratio ~σq/2piCdis∆ and Cdis/NLordσ2q obtained
from the NPRG approach. The exact results for N →∞ are
6/pi ' 1.90986 and 1/24 ' 0.41667, respectively.
N ~σq/2piCdis∆ Cdis/NLordσ2q
2 1.98 0.105
3 1.98 0.0742
4 1.98 0.0598
5 1.97 0.0520
6 1.97 0.0475
8 1.96 0.0731
10 1.96 0.0415
100 1.92 0.0413
1000 1.91 0.0416
nonzero, momentum whenever the k-dependent functions
relevant for the computation of the correlation function
reach a finite limit when k → 0.51 At criticality, where
ρ0,k → 0 and Zk(0) ∼ k−η, the derivative expansion
yields Γ(2,0)k,T (p, 0) ∼ k−ηp2 and is valid only for |p|  k.
It is nevertheless possible to retrieve the momentum de-
pendence of the vertex in the limit k  |p| by setting
k ∼ |p| in the derivative expansion result, noting that
p acts as an effective infrared cutoff, which reproduces
the known result Γ(2,0)k,T (p, 0) ∼ |p|2−η for the two-point
vertex at criticality (note however that the overall factor
cannot be obtained by this simple trick). We are now in
a position to discuss the derivative expansion results for
the conductivity.
1. Universal ratio Cdis/Lordσ2q
Let us start with the conductivities σ(ω) in the disor-
dered phase and σA(ω) in the ordered phase, in the limit
ω → 0. The former is determined by X1,k(p = 0, ρ = 0),
the latter by ρs,k. Both quantities reach a finite limit
when k → 0 so that we are in the case where the
derivative expansion remains reliable for k → 0 (and
ω nonzero). In table IV we show the universal ratio
~σq/2piCdis∆ and Cdis/NLordσ2q . In the limit N → ∞
our results agree with the exact results 6/pi and 1/24.
For N = 2, we find ~σq/2piCdis∆ ' 1.98, in reasonable
agreement with the Monte Carlo result 2.1(1).8
2. Universal conductivity at QCP
At the QCP, we expect the zero-frequency conductivity
σ∗ to be given (in units of σq) by a universal number.29
In the disordered phase, the k-dependent conductivity is
given by
σk(iωn) = 2pi~σqωnX1,k(ρ0,k), (110)
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FIG. 4. Flow of X˜1,k(ρ˜0,k) in the ordered phase for N = 3
and N = 10, and three different initial conditions, with
α = 2.25. The solid lines show the system at criticality
where, after a transient regime, X˜1,k(ρ˜0,k) becomes very close
to its fixed point value X˜∗cr1,k (ρ˜∗0). The dashed and dotted
lines correspond to the ordered phase: X˜1,k(ρ˜0,k) is first at-
tracted by the critical fixed point; for k ∼ ξ−1J there is a
crossover to a regime dominated by the Goldstone modes and
X˜1,k(ρ˜0,k) ' X˜∗ord1,k (ρ˜0,k).
where X1,k(ρ) = v3X˜1,k(ρ˜)/k. Since both ρ˜0,k and
X˜1,k(ρ˜) reach fixed-point values at the QCP (Fig. 3),
X1,k(ρ = 0) ∼ 1/k diverges in the limit k → 0. As
explained at the beginning of Sec. VB the derivative
expansion does not allow us to obtain the conductivity
at nonzero frequency in such a case (the limit k → 0
at fixed ωn in (110) is divergent). Setting k ∼ |ωn| in
Eq. (110), we see that σk(iωn) reaches a ωn-independent
limit σ∗ if we approximate X˜1,k(ρ˜0,k) by its fixed-point
value X˜∗cr1 (ρ˜∗0), but the precise value of σ∗ cannot be
obtained.
In the derivative expansion, the function ΨB,k(p, ρ)
is approximated by −X1,k(ρ) [Eqs. (65)]. The 1/k di-
vergence of X1,k(ρ = 0) suggests that at the QCP
ΨB,k=0(p, ρ = 0) is in fact not analytic in p2 but be-
haves as 1/|p| for p→ 0, as can be shown explicitly in the
large-N limit (Sec. IV). (Note however that ΨB,k(p, ρ) is
an analytic function of p for |p|  k.)
3. Universal conductivity σB
The conductivity tensor in the ordered phase is de-
fined by σA(ω) and σB(ω) (Sec. II C 2). σA(ω → 0) is
entirely determined by the stiffness ρs. σB(ω → 0) is
obtained from X1,k(ρ0,k) and its expression is the same
as that of the conductivity (110) at the QCP. Since
X˜1,k(δρ˜) reaches a fixed-point value X˜∗ord1 (δρ˜) in the
ordered phase (Fig. 3), X1,k(ρ0,k) ∼ 1/k diverges in
the limit k → 0 and we come to the conclusion that
ΨB,k=0(p, ρ0) behaves as 1/|p| for p → 0 (a property
that can be explicitly verified in the large-N limit). Fol-
lowing the same reasoning as in Sec. VB2 we can never-
theless infer that σB(ω → 0) takes a universal value σ∗B
independent of the distance r0c − r0 to the QCP. Fur-
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TABLE V. Ratio X˜∗ord1 (δρ˜ = 0)/X˜∗cr1 (ρ˜∗0) obtained from the
NPRG approach for α = 2.25. (Note that σB is not defined
for N = 2.) The exact result for N →∞ is 1.
N X˜∗ord1 (δρ˜ = 0)/X˜∗cr1 (ρ˜∗0)
2 1.1210
3 1.1201
4 1.1146
5 1.1068
6 1.0982
8 1.0821
10 1.0691
100 1.00739
1000 1.00073
thermore, we find numerically that the fixed-point value
X˜∗ord1 (δρ˜ = 0) is independent of N , unlike the fixed-point
value X˜∗cr1 (ρ˜∗0) at the QCP.
These results are illustrated in Figs. 3 and 4. Since
σB is known in the large-N limit [Eq. (90)], this leads us
to conjecture that σB(ω → 0) takes the N -independent
universal value
σ∗B =
pi
8 σq. (111)
In the limit N →∞, σ∗B and σ∗ are thus equal (Sec. IV)
but differ for N <∞ since σ∗ is N dependent while σB is
not. In the limit N →∞ we indeed find that X˜∗ord1 (δρ˜ =
0) = X˜∗cr1 (ρ˜∗0). This follows not only from the equality
σ∗B = σ∗ but also from the fact that the critical and
ordered phase fixed points are entirely determined by the
Goldstone modes and therefore similar when N → ∞.
For N < ∞, it is not possible to strictly identify σ∗B/σ∗
to X˜∗ord1 (δρ˜ = 0)/X˜∗cr1 (ρ˜∗0). The latter ratio is shown in
Table V.
4. Conductivity σA
Perturbative results at finite N as well as the large-N
limit (Sec. IV) show that σA(ω) = ρs/(ω + i0+) +O(ω)
in the ordered phase. The absence of O(ω0) term
implies that the 1/|p| divergence in ΨB(p, ρ) is can-
celed by a similar divergence in 2ρ0ΨC(p, ρ). To re-
cover this result from the NPRG approach, we need
X˜∗1 (ρ˜0,k) + 2ρ˜0,kX˜∗2 (ρ˜0,k) = 0.52 Although X˜∗1 (ρ˜0,k) and
2ρ˜0,kX˜∗2 (ρ˜0,k) have opposite sign, their sum does not van-
ish and is quite sensitive to the choice of the parameter
α. A proper calculation of σA(ω) to order ω requires to
go beyond the derivative expansion.
VI. CONCLUSION
The NPRG is well known as an efficient tool to calcu-
late both universal and nonuniversal (e.g. in lattice mod-
els) quantities of quantum critical systems.1–3,20,21,53–57
In this paper we have shown, in the framework of the
quantum O(N) model, that the NPRG approach can be
used to study transport properties. Our results are ob-
tained from a derivative expansion to second order of the
effective action in the presence of an external non-Abelian
gauge field.
We have calculated the universal ratio Cdis/Lordσ2q as
a function of N , where Cdis is the capacitance of the
(insulating) disordered phase and Lord the inductance
of the (“superfluid”) ordered phase associated with the
element σA(ω) of the conductivity tensor. Our results
are in agreement with a recent QMC calculation in the
case N = 2.8
Although the derivative expansion used in our work
does not allow us to calculate the conductivity σ(ω →
0) ≡ σ∗ at the QCP and the element σB(ω → 0) ≡ σ∗B of
the conductivity tensor in the ordered phase (see the dis-
cussion in Sec. VB), our results strongly suggest that
both σ∗ and σ∗B are universal. While the existence
of a universal value for σ∗/σq is well known,29 to our
knowledge the universal character of σ∗B/σq has not been
pointed out before. Our RG analysis leads us to con-
jecture that σ∗B = pi8σq takes a N -independent universal
value in the whole ordered phase.
In a forthcoming paper we will show how an improved
derivative-expansion scheme can be used to obtain the
full frequency dependence of correlation functions, thus
allowing us to compute σ∗ and σ∗B and check whether our
conjecture regarding the universal value of σ∗B is correct.
Analytical continuation of imaginary-time data to
real time with Padé approximants works well at zero
temperature21,58 but not at finite temperature in the low-
frequency regime |ω| . T . It has recently been pointed
out that the NPRG enables, within some approximation
schemes, to perform exactly both Matsubara-frequency
sums and analytical continuation to real frequencies.59–62
Other methods to circumvent the difficulties in per-
forming analytical continuation at finite temperature
from numerical data have been proposed.63 Whether
or not these proposals can be successfully implemented
for the quantum O(N) model is likely to determine
whether the NPRG is a reliable method to compute
finite-temperature transport properties.
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Appendix A: Generators of the SO(N) group
Any rotation matrix O ∈ SO(N) can be written as
O = exp(θaT a) (A1)
where {θa} are real parameters and {T a} N(N − 1)/2
generators of the SO(N) group. The latter form a basis
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of the special orthogonal Lie algebra so(N) defined as the
set of skew-symmetric N ×N matrices. They satisfy the
commutation relations
[T a, T b] = fabcT c, (A2)
where the structure constants fabc are real and antisym-
metric under permutation of indices: fabc = −fbac =
−fcba, etc. For an infinitesimal rotation (θa → 0),
O ' 1 + θaT a, (A3)
where 1 in the rhs stands for the N ×N identity matrix.
A convenient basis of so(N) is
T IJij = −δI,iδJ,j + δI,jδJ,i, (A4)
where the integers I and J satisfy 1 ≤ I < J ≤ N .
For N = 2, there is a single generator defined by Tij =
−δi,1δj,2 + δi,2δj,1, i.e., Tij = −ij with ij the fully anti-
symmetric tensor, and any rotation matrix can be written
as
O = exp(θT ) =
(
cos θ − sin θ
sin θ cos θ
)
. (A5)
For N = 3, there are three generators: T 12 = −iS3,
T 13 = iS2 and T 23 = −iS1, where the (S1, S2, S3) are
spin-one matrices:
∑
i(Si)2 = 2 and [Sj , Sk] = ijklSl.
Appendix B: Conductivity in the effective action
formalism
In this Appendix we generalize the definition of the
response function Kabµν to an arbitrary uniform field φ
and further discuss the f -sum rule (40).
1. Conductivity from 1PI vertices
In the effective action formalism the conductivity is
defined by (31). Using (32), one finds
δ¯2Γ[φ[A],A]
δ¯Aaµ(y)δ¯Abν(y′)
= Γ(0,2)abµν [y,y′;φ[A],A]
+
ˆ
x
Γ(1,1)aiµ [x,y;φ[A],A]
δφi[x;A]
δAbν(y′)
. (B1)
To compute δφ[A]/δA, we take the functional derivative
of Eq. (32) wrt A, which gives
δφi[x;A]
δAaµ(y)
= −
ˆ
x′
Γ(2,0)−1ij [x,x′;φ[A],A]
× Γ(1,1)ajµ [x′,y;φ[A],A], (B2)
where Γ(2,0)−1 is the propagator. From (B1,B2), we fi-
nally deduce Eq. (33).
A similar calculation can be performed in the presence
of the regulator term ∆Sk[ϕ,A]. The current density
then acquires the additional contribution
∆Jak,µ(x) = −
δ∆Sk[ϕ,A]
δAaµ(x)
= −12
ˆ
y,y′
ϕ(y) · δRk[y,y
′;A]
δAaµ(x)
ϕ(y′) (B3)
but the linear response is still given by (10). In the
quantum model, one finds that Kabk,µν(iωn) is given by
−Γ(0,2)abk,µν (iωn, φ¯) with the additional term −δµν(T aφ¯) ·
(T bφ¯)R′k(0). Since the latter vanishes for k = 0, it can
be ignored.
2. f-sum rule
Let us consider the system in the absence of gauge
field and external source (J = A = 0) so that 〈Jaµ〉 =
〈jaµ〉 = 0. After an infinitesimal gauge transformation
O = 1 + θaT a + O(θ2), the gauge field becomes Aaµ′ =
∂µθ
a [Eq. (5)]. Since a gauge transformation does not
modify the partition function, Z[A′] = Z[A = 0], the
response to the pure gauge field A′ must vanish, i.e.,
0 = 〈Jaµ(x)〉 =
ˆ
x′
Kabµν(x− x′)∂x′νθb(x′)
= −
ˆ
x′
[∂x′νK
ab
µν(x− x′)]θb(x′), (B4)
where the last result is obtained by an integration by
part. Since Eq. (B4) holds for any θa, we obtain
∂x′νK
ab
µν(x− x′) = 0. (B5)
In Fourier space, this yields the “f -sum rule” (40) relat-
ing the paramagnetic current-current correlation func-
tion Πab‖ to the diamagnetic term 〈(T aϕ) · (T bϕ)〉.
Equation (40) can be generalized to the case of an arbi-
trary uniform source J and therefore to an arbitrary uni-
form field φ. Let us first consider the partition function
Z[J,A] [Eq. (15)] where Aµ = (∂µO)OT is a pure gauge
field. For an infinitesimal rotation, Aaµ = ∂µθa + O(θ2),
so that
lnZ[J,A] = lnZ[J, 0]
+ 12
ˆ
x,x′
δ2 lnZ[J,A]
δAaµ(x)δAbν(x′)
∣∣∣∣
A=0
Aaµ(x)Abν(x′) (B6)
to leading order. The term linear in Aaµ, being propor-
tional to 〈Jaµ〉A=0, vanishes when the source J is uniform.
Using now Aaµ = ∂µθa and Eq. (10), we find
lnZ[J,A] = lnZ[J, 0]
+ 12
ˆ
x,x′
[∂xµ∂x′νK
ab
µν(x,x′,J)]θa(x)θb(x′) (B7)
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after an integration by part.
Alternatively, one can calculate the O(θ2) term in
lnZ[J,A] by first performing the following gauge trans-
formation,
ϕ′ = OTϕ,
Aµ
′ = OTAµO + (∂µOT )O = ∂µ(OTO) = 0,
(B8)
such that the transformed gauge field vanishes. Since this
transformation has unit Jacobian and leaves the action
invariant, i.e., S[ϕ,A] = S[ϕ′,A′] ≡ S[ϕ′], we obtain
Z[J,A] =
ˆ
D[ϕ′] e−S[ϕ′]+
´
x O
TJ·ϕ′ ≡ Z[OTJ]. (B9)
The θ dependence now comes from the external source
OTJ =
(
1− θaT a + 12T
aT bθaθb
)
J+O(θ3) (B10)
and the O(θ2) contribution to lnZ[J,A] is given by
1
2
ˆ
x
δ lnZ[J]
δJi(x)
∣∣∣∣
J(x)=J
(T aT bJ(x))iθa(x)θb(x)
+ 12
ˆ
x,x′
δ2 lnZ[J]
δJi(x)δJj(x′)
∣∣∣∣
J(x)=J
× (T aJ(x))i(T bJ(x′))jθa(x)θb(x′), (B11)
i.e.,
1
2
ˆ
x
φi(x)(T aT bJ(x))iθa(x)θb(x)
+ 12
ˆ
x,x′
Gij(x− x′,J)
× (T aJ(x))i(T bJ(x′))jθa(x)θb(x′). (B12)
Comparing (B7) and (B12) and using Ji = ∂φiU =
φiU
′ = φiW (with W = U ′ = ∂ρU), we obtain
∂xµ∂x′νK
ab
µν(x,x′,φ) =
1
2W (ρ)φ · {T
a, T b}φδ(x− x′)
+Gij(x− x′,φ)W (ρ)2(T aφ)i(T bφ)j (B13)
where G(x − x,φ) ≡ G(x − x′,J) is the propagator for
a uniform external source J (and thus a uniform field φ)
[Eq. (24)] and {T a, T b} = T aT b+T bT a. In Fourier space
p2Kab‖ (p,φ) = (T aφ) · (T bφ)W (ρ)[W (ρ)GT(p, ρ)− 1].
(B14)
In the equilibrium state, either φ = 0 (disordered phase)
or W (ρ0) = U ′(ρ0) = 0 (ordered phase) and we recover
the f -sum rule (40). From the expression (35) of Kab‖ ,
one sees that the f -sum rule (B14) is a consequence of
the Ward identities (38).
Appendix C: Ward identities
The functions ΨA,ΨB ,ΨC , Ψ¯B , Ψ¯C are not indepen-
dent but related by Ward identities. The effective action
Γ[φ,A] inherits from the symmetries of the microscopic
action (3) and must therefore be invariant in the gauge
transformation (5): Γ[φ,A] = Γ[φ′,A′]. For an infinites-
imal transformation, i.e., O = 1 + θaT a with θa → 0,
φ′ = φ+ θaT aφ,
Aaµ
′ = Aaµ + ∂µθa + fabcθbAcµ,
(C1)
where the fabc’s are the structure constants of the so(N)
Lie algebra (Appendix A). Gauge invariance then implies
ˆ
x
{
Γ(1,0)i [x;φ,A](T aφ)iθa
+ Γ(0,1)aµ [x;φ,A][∂µθa + fabcθbAcµ]
}
= 0 (C2)
to lowest order in θ. Since this equation holds for arbi-
trary θa(x), we deduce
Γ(1,0)i [x;φ,A](T aφ)i − ∂µΓ(0,1)aµ [x;φ,A]
− fabcΓ(0,1)bµ [x;φ,A]Acµ = 0. (C3)
Taking the functional derivative wrt φj(x′) and then set-
ting A = 0 and φ uniform, we obtain the Ward identity
Γ(2,0)ij (p,φ)(T aφ)i +
1√
V
Γ(1,0)i (p = 0,φ)T aij
− ipµΓ(1,1)ajµ (−p,φ) = 0. (C4)
A second Ward identity is obtained from (C3) by taking
the functional derivative wrt Adν(x′),
Γ(1,1)diν (p,φ)(T aφ)i − ipµΓ(0,2)adµν (p,φ) = 0, (C5)
where we have used Γ(0,1)bν (p = 0,φ) = 0. Together
with (34), Eqs. (C4,C5) imply (38).
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Appendix D: Computation of R(1) and R(2)
To alleviate the notations we do not write explicitly the k index in the following. Writing R(1) as
R(1)aµ (x,x′,y) =
δ
δAaµ(y)
1
2
∞∑
n=0
(−1)nRn(D2)nδ(x− x′)
∣∣∣
A=0
+(x↔ x′)T , (D1)
where Rn is defined by R(u) =
∑∞
n=0Rnu
n, and using
δD(x)2
δAaµ(y)
= −T a{δ(x− y), ∂µ}+ {T a, Aµ}δ(x− y) (D2)
with {·, ·} the anticommutator, ∂µ ≡ ∂xµ and ∇ ≡∇x, one finds
R(1)aµ (x,x′,y) = −
1
2
∞∑
n=0
(−1)nRn
n−1∑
p=0
(∇2)pT a{δ(x− y), ∂µ}(∇2)n−1−pδ(x− x′) + (x↔ x′)T . (D3)
In Fourier space, this gives
R(1)aµ (p1,p2,p3) = δp1+p2+p3,0T a(ip1µ − ip2µ)
R(p21)−R(p22)
p21 − p22
(D4)
(we define the Fourier transform so as to eliminate any volume factor).
Proceeding similarly for R(2), one obtains
R(2)abµν (x,x′,y,y′) =
1
2
∞∑
n=0
(−1)nRn
n−1∑
p=0
{
{T a, T b}(∇2)pδµνδ(x− y)δ(x′ − y)(∇2)n−p−1δ(x− x′)
+
p−1∑
q=0
(∇2)qT b{δ(x− y′), ∂ν}(∇2)p−1−qT a{δ(x− y), ∂µ}(∇2)n−1−pδ(x− x′)
+
n−2−p∑
q=0
(∇2)pT a{δ(x− y), ∂µ}(∇2)qT b{δ(x− y′), ∂ν}(∇2)n−2−p−qδ(x− x′)
}
+ (x↔ x′)T (D5)
and
R(2)abµν (p1,p2,p3,p4) = δp1+p2+p3+p4,0
{
−δµν{T a, T b}R(p
2
1)−R(p22)
p21 − p22
−
[
T aT b(2p1µ + p3µ)(2p2ν + p4ν)
× R(p
2
1)[(p1 + p3)2 − p22] +R
(
(p1 + p3)2
)
(p22 − p21) +R
(
p22
)
[p21 − (p1 + p3)2]
[(p1 + p3)2 − p22](p22 − p21)[p21 − (p1 + p3)2]
+ (a↔ b, µ↔ ν,p3 ↔ p4)
]}
(D6)
To order p2, we finally find
R(1)aµ (p+ q,−q,−p) = iT a
{
2qµ
[
R′ +
(
p · q + p
2
2
)
R′′ + 23(p · q)
2R′′′
]
+ pµ[R′ + (p · q)R′′]
}
R(2)abµν (q,−q,p,−p) = −
{
{T a, T b}
[
δµνR
′ + 12pµpνR
′′ + 23(qµpν + pµqν)(p · q)R
′′′
+ 2qµqν
(
R′′ + 13p
2R′′′ + 13(p · q)
2R′′′′
)]
+ [T a, T b]
[
(qµpν + pµqν)R′′ +
2
3qµqν(p · q)R
′′′
]}
,
(D7)
where R ≡ R(q2), R′ ≡ ∂q2R(q2), etc. With Eq. (109), we obtain
∂nq2R(q2) = Zkk2(1−n)r¯(n)(y),
∂t∂
n
q2R(q2) = −Zkk2(1−n){[ηk + 2(n− 1)]r¯(n)(y) + 2yr¯(n+1)(y)},
(D8)
where y = q2/k2, r¯(y) = yr(y) and r¯(n)(y) = ∂ny r¯(y).
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Appendix E: Flow equations
To alleviate the notations we do not write explicitly the k index in the following.
1. Vertices
In addition to Γ(2,0), Γ(1,1) and Γ(0,2) [Eqs. (23,63,64)], the vertices appearing in the flow equations (67) are
Γ(3,0)i1i2i3(p1,p2,p3) = δi1i2φi3
(
−Z ′p1 · p2 + Y2 p
2
3 +W ′
)
+ φi1φi2φi3
(
−Y
′
2 p2 · p3 +W
′′
)
+ perm(1, 2, 3),
Γ(4,0)i1i2i3i4(p1,p2,p3,p4) = δi1i2δi3i4
(
−Z ′p1 · p2 + Y2 (p1 + p2)
2 +W ′
)
+ φi1φi2φi3φi4
(
−Y
′′
2 p3 · p4 +W
′′′
)
+ δi1i2φi3φi4
(
−Z ′′p1 · p2 − Y
′
2 p3 · p4 +
Y ′
2 (p1 + p2)
2 +W ′′
)
+ perm(1, 2, 3, 4),
Γ(2,1)ai1i2,µ(p1,p2,p3) = Z
′[(T aφ)i1φi2ip1µ + (T aφ)i2φi1ip2µ] + ZT ai1i2(ip1µ − ip2µ),
Γ(3,1)ai1i2i3,µ(p1,p2,p3,p4) = [Z
′δi1i2 + Z ′′φi1φi2 ](T aφ)i3ip3µ + Z ′φi1T ai2i3i(p2µ − p3µ) + perm(1, 2, 3),
Γ(2,2)abi1i2,µν(p1,p2,p3,p4) = δµν{(Z ′δi1i2 + Z ′′φi1φi2)(T aφ) · (T bφ)− Z ′[φi1({T a, T b}φ)i2 + perm(1, 2)]− Z{T a, T b}i1i2}
− (δµνp4 · p3 − p4µp3ν){δab(X ′1δi1i2 +X ′′1 φi1φi2) + (X ′2δi1i2 +X ′′2 φi1φi2)(T aφ) · (T bφ)
−X ′2[φi1({T a, T b}φ)i2 + perm(1, 2)]−X2{T a, T b}i1i2},
(E1)
where perm(1, · · · , n) denotes all (different) terms obtained by permutation of (p1, i1; · · · ;pn, in). In (E1) we write
neither the Kronecker delta expressing the conservation of total momentum nor the volume factors. The vertices in
the lhs are functions of the uniform field φ; W , Z, Y , X1 and X2 depend on ρ, and we use the notation Z ′ = ∂ρZ,
etc.
2. Flow equations
The flow equations are given by
∂tW =
(N − 1)
2
(
W ′I0|1|0|0 + Z ′I1|1|0|0
)
+ I0|0|1|0
(
ρW ′′ + 32W
′
)
+ 12I1|0|1|0 (ρY
′ + Y + Z ′) , (E2)
∂tZ
(2,0) = − 2ρ (W
′)2 I1|0,0,1|1|0
D
− 2ρ (W
′)2 I1|1|0,0,1|0
D
− 2ρYW
′I2|0,0,1|1|0
D
− 2ρYW
′I2|1|0,0,1|0
D
− ρW
′I1|1|0,1|0 ((D + 4)Y − 4Z ′)
D
− ρW
′I1|0,1|1|0 (DY + 4Z ′)
D
− ρY
2I3|0,0,1|1|0
2D −
ρY 2I3|1|0,0,1|0
2D −
ρI1|1|1|0
(
(D + 2)Y 2 + 2(D − 2)Y Z ′ + 4 (Z ′)2
)
2D
− ρY I2|1|0,1|0 ((D + 8)Y − 8Z
′)
4D −
ρY I2|0,1|1|0 (DY + 8Z ′)
4D +
1
2I0|1|0|0 ((N − 1)Z
′ + Y )
− ρ (W ′)2 I0|0,1|1|0 − ρ (W ′)2 I0|1|0,1|0 − ρW ′I0|1|1|0 (Y + 2Z ′) + I0|0|1|0
(
ρZ ′′ + Z
′
2
)
, (E3)
∂tZ
(1,1) = − 2W
′I1|0,1|1|0 (ρZ ′ + Z)
D
+
2W ′I1|1|0,1|0 (ρZ ′ + Z)
D
− 2W
′I1|0,1|1|1
D
+
2W ′I1|1|0,1|1
D
− Y I2|0,1|1|0 (ρZ
′ + Z)
D
+
Y I2|1|0,1|0 (ρZ ′ + Z)
D
+
I1|1|1|1 (Y − 2Z ′)
D
− Y I2|0,1|1|1
D
−
I1|1|1|0
(
Z ′((D − 2)ρY + 4Z)− 2Y Z + 4ρ (Z ′)2
)
2D +
Y I2|1|0,1|1
D
+ 12(N − 1)Z
′I0|1|0|0
− ρW ′Z ′I0|1|1|0 + I0|0|1|0
(
ρZ ′′ + 3Z
′
2
)
, (E4)
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∂tZ
(0,2) =
4Z2W ′I1|2|1|0
D
+
8ZW ′I1|2|1|1
D
+
4W ′I1|2|1|2
D
− 2W
′I1|1|1|0,1
D
+
2Y Z2I2|2|1|0
D
+
2Y I2|2|1|2
D
+ I1|1|1|0
(
−2ρ (Z
′)2
D
− 4ZZ
′
D
− Y Z2
)
+ I1|1|1|1
(
−4Z
′
D
− Y2
)
+
4Y ZI2|2|1|1
D
− Y I2|1|1|0,1
D
+ I0|1|0|0
(N − 1)Z ′
2 − ZW
′I0|1|1|0 −W ′I0|1|1|1 + I0|0|1|0
(
ρZ ′′ + 5Z
′
2
)
, (E5)
∂tY = I0|0,1|1|0 (W ′)
2 + I0|1|0,1|0 (W ′)
2 − (N − 1)I0|1,1|0|0 (W ′)2 +
2I1|0,0,1|1|0 (W ′)2
D
+
2I1|1|0,0,1|0 (W ′)2
D
− 2(N − 1)I1|1,0,1|0|0 (W
′)2
D
− (N − 1)Y I0|2|0|0W ′
+
2Y I2|0,0,1|1|0W ′
D
+
2Y I2|1|0,0,1|0W ′
D
+
I1|1|0,1|0 ((D + 4)Y − 4Z ′)W ′
D
− 2(D + 2)(N − 1)I1|1,1|0|0Z
′W ′
D
− 4(N − 1)I2|1,0,1|0|0Z
′W ′
D
+ I0|1|1|0 (Y + 2Z ′)W ′
+
I1|0,1|1|0 (DY + 4Z ′)W ′
D
− (D + 4)(N − 1)I2|1,1|0|0 (Z
′)2
D
− I0|0|1,1|0 (3W ′ + 2ρW ′′)2
− (2D + 1)I1|0|2|0 (Y + ρY
′ + Z ′)2
D
− (D + 4)I2|0|1,1|0 (Y + ρY
′ + Z ′)2
D
− 2I1|0|1,0,1|0 (3W
′ + 2ρW ′′)2
D
+
I0|1|0|0 ((N − 1)ρY ′ − Y )
2ρ +
1
4Y I2|0,1|1|0
(
Y + 8Z
′
D
)
+
Y I2|1|0,1|0 ((D + 8)Y − 8Z ′)
4D −
(N − 1)I1|2|0|0Z ′ (DY + Z ′)
D
+
I1|1|1|0
(
(D + 2)Y 2 + 2(D − 2)Z ′Y + 4 (Z ′)2
)
2D +
I3|0,0,1|1|0
2D Y
2 +
I3|1|0,0,1|0
2D Y
2
− 2 (N − 1) I3|1,0,1|0|0
D
(Z ′)2 − 2I3|0|1,0,1|0 (Y + ρY
′ + Z ′)2
D
− 2I0|0|2|0 (Y + ρY ′ + Z ′) (3W ′ + 2ρW ′′)
− 2(D + 2)I1|0|1,1|0 (Y + ρY
′ + Z ′) (3W ′ + 2ρW ′′)
D
− 4I2|0|1,0,1|0 (Y + ρY
′ + Z ′) (3W ′ + 2ρW ′′)
D
+ I0|0|1|0
(
Y
2ρ +
5Y ′
2 + ρY
′′
)
, (E6)
∂tX1 = −
4Z2I1|1,1|0|0
D
− 8Z
2I2|1,0,1|0|0
D(D + 2) −
4ZI1|2|0|0,1
D
− 8ZI1|1,1|0|1
D
− 16ZI2|2|0|0,0,13D(D + 2)
− 16ZI2|1,1|0|0,1
D(D + 2) −
16ZI2|1,0,1|0|1
D(D + 2) −
4I1|2|0|1,1
D
− 4I2|2|0|0,2
D(D + 2) −
4I1|1,1|0|2
D
+
4I1|1|0|0,0,1
3D −
16I2|2|0|1,0,1
3D(D + 2) −
16I2|1,1|0|1,1
D(D + 2) +
4I2|1|0|0,0,0,1
3D(D + 2) −
8I2|1,0,1|0|2
D(D + 2)
+ 12I0|1|0|0 ((N − 1)X
′
1 + 4X2) + I0|0|1|0
(
ρX ′′1 +
X ′1
2
)
, (E7)
∂tX2 =
2I1|1,1|0|0Z2
Dρ
+
4I2|1,0,1|0|0Z2
D(D + 2)ρ +
2I1|2|0|0,1Z
Dρ
+
4I1|1,1|0|1Z
Dρ
+
8I2|2|0|0,0,1Z
3D(D + 2)ρ
+
8I2|1,1|0|0,1Z
D(D + 2)ρ +
8I2|1,0,1|0|1Z
D(D + 2)ρ −
I1|0,1|1|0 (Z + ρZ ′)2
Dρ
− I1|1|0,1|0 (Z + ρZ
′)2
Dρ
− 2I2|0,0,1|1|0 (Z + ρZ
′)2
D(D + 2)ρ −
2I2|1|0,0,1|0 (Z + ρZ ′)2
D(D + 2)ρ −
2I1|1|1|1,1
Dρ
+
2I1|2|0|1,1
Dρ
− 2I2|1|1|0,2
D(D + 2)ρ +
2I2|2|0|0,2
D(D + 2)ρ −
I1|0,1|1|2
Dρ
+
I1|0|1|0,0,1
3Dρ −
I1|1|0,1|2
Dρ
+
2I1|1,1|0|2
Dρ
22
− I1|1|0|0,0,13Dρ −
8I2|1|1|1,0,1
3D(D + 2)ρ +
8I2|2|0|1,0,1
3D(D + 2)ρ −
4I2|0,1|1|1,1
D(D + 2)ρ +
I2|0|1|0,0,0,1
3D(D + 2)ρ −
4I2|1|0,1|1,1
D(D + 2)ρ
+
8I2|1,1|0|1,1
D(D + 2)ρ −
I2|1|0|0,0,0,1
3D(D + 2)ρ −
2I2|0,0,1|1|2
D(D + 2)ρ −
2I2|1|0,0,1|2
D(D + 2)ρ +
4I2|1,0,1|0|2
D(D + 2)ρ
+
I0|1|0|0 ((N − 1)ρX ′2 −X2)
2ρ −
2I1|1|1|0,1 (Z + ρZ ′)
Dρ
− 2I1|0,1|1|1 (Z + ρZ
′)
Dρ
− 2I1|1|0,1|1 (Z + ρZ
′)
Dρ
− 8I2|1|1|0,0,1 (Z + ρZ
′)
3D(D + 2)ρ −
4I2|0,1|1|0,1 (Z + ρZ ′)
D(D + 2)ρ
− 4I2|1|0,1|0,1 (Z + ρZ
′)
D(D + 2)ρ −
4I2|0,0,1|1|1 (Z + ρZ ′)
D(D + 2)ρ −
4I2|1|0,0,1|1 (Z + ρZ ′)
D(D + 2)ρ
+ I0|0|1|0
(
X2
2ρ +
5X ′2
2 + ρX
′′
2
)
, (E8)
where D = d + 1. ∂tZ(2,0), ∂tZ(1,1) and ∂tZ(0,2) correspond to the equation ∂tZ obtained from the vertices Γ(2,0),
Γ(1,1) and Γ(0,2), respectively. We have introduced the “threshold” function
In|αi|βi|γi(ρ) = ∂˜t
ˆ
q
(q2)n
∏
i
(G(i)k,T(q, ρ))
αi(G(i)k,L(q, ρ))
βi(R(i)k (q))
γi , (E9)
e.g.
I1|1|1|0 = ∂˜t
ˆ
q
q2Gk,T(q, ρ)Gk,L(q, ρ),
I2|2|0,0,1|0,1 = ∂˜t
ˆ
q
(q2)2(Gk,T(q, ρ))2G(2)k,L(q, ρ)R
′
k(q),
(E10)
where G(n) = ∂nq2G and ∂˜t = k∂˜k. The initial conditions are determined by ΓΛ = S, which yields
WΛ(ρ) = r0 +
u0
3N ρ, ZΛ(ρ) = 1, YΛ(ρ) = X1,Λ(ρ) = X2,Λ(ρ) = 0. (E11)
In practice, we solve the flow equations using dimensionless variables (see Sec. V).
Appendix F: Large-N limit: computation of IX1
From Eq. (E7) we deduce that the O(1) contribution to ∂tX1,k in the large-N limit is given by (101) with
IX1 =
1
6D(D + 2)
ˆ
q
(−24Dq2R′kR′′kG2k,T − 24Dq2R′k2Gk,TG′k,T − 48Dq2R′kGk,TG′k,T − 24Dq2R′′kG2k,T
+ 8Dq2R(3)k Gk,T − 24Dq2Gk,TG′k,T − 96q4R′′kGk,TG′k,T − 96q4R′kR′′kGk,TG′k,T − 48q4R′k2Gk,TG′′k,T
− 96q4R′kGk,TG′′k,T − 32q4R(3)k R′kG2k,T − 24q4R′′k2G2k,T − 32q4R(3)k G2k,T + 8q4R(4)k Gk,T
− 48q4Gk,TG′′k,T − 48q2R′kR′′kG2k,T − 48q2R′k2Gk,TG′k,T − 96q2R′kGk,TG′k,T − 48q2R′′kG2k,T
+ 16q2R(3)k Gk,T − 48q2Gk,TG′k,T
)
. (F1)
In the above integral the primes denote derivatives wrt q2 = q2, and we omit the dependence on q2 of the functions
for the sake of shortness. Using R′k = −1−G′k,T/G2k,T, one can remove R′k and its derivatives from (F1) and obtain
the simpler expression
IX1 = −
ˆ
q
4q2
3D(D + 2)G4k,T
{
3Gk,TG′k,T2[(D + 2)G′k,T + 6q2G′′k,T]
−G2k,T
(
G′k,T[3(D + 2)G′′k,T + 4q2G
(3)
k,T] + 3q
2G′′k,T
2)+G3k,T[(D + 2)G(3)k,T + q2G(4)k,T]− 12q2G′k,T4}. (F2)
Integrating by parts yields (102).
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Appendix G: One-loop approximation
1. Γ(2,0)ij , Γ
(1,1)a
iµ and Γ
(0,2)ab
µν
From (71) we deduce
Γ(2,0)ij (x,x′) = S
(2,0)
ij (x,x′) +
1
2Tr[(G−GΛ)S
(4,0)
ij (x,x′)−GS(3,0)i (x)GS(3,0)i (x′) +GΛS(3,0)i (x)GΛS(3,0)i (x′)],
Γ(1,1)aiµ (x,y) = S
(1,1)a
iµ (x,y)−
1
2Tr{GS
(3,0)
i (x)GS(2,1)aµ (y)−GΛS(3,0)i (x)GΛ[S(2,1)aµ (y) +R(1)aΛ,µ (y)]},
Γ(0,2)abµν (y,y′) = S(0,2)abµν (y,y′) +
1
2Tr{GS
(2,2)ab
µν (y,y′)−GΛ[S(2,2)abµν (y,y′) +R(2)abΛ,µν (y,y′)]
−GS(2,1)aµ (y)GS(2,1)bν (y′) +GΛ[S(2,1)aµ (y) +R(1)aΛ,µ (y)]GΛ[S(2,1)bν (y′) +R(1)bΛ,ν (y′)]},
(G1)
where G ≡ Gk=0 and, for clarity, we do not write the dependence on the uniform field φ. S(4,0), S(3,0), S(1,1),
S(2,1)and S(2,2) are easily deduced from Eqs. (63,E1); R(1)aµ and R(2)abµν are given in Appendix D.
2. Z(ρ)
From Eqs. (G1), we obtain three expressions of Z(ρ) to one-loop order,
Z(ρ) = 1− ρW ′Λ2
ˆ
q
[
G′TGL +GTG′L −G′Λ,TGΛ,L −GΛ,TG′Λ,L
+ 2
D
q2(G′′TGL +GTG′′L −G′′Λ,TGΛ,L −GΛ,TG′′Λ,L)
]
, (G2)
Z(ρ) = 1− 2
D
W ′Λ
ˆ
q
q2[(1 +R′Λ)(GT,ΛG′L,Λ −G′T,ΛGL,Λ)−GTG′L +G′TGL], (G3)
Z(ρ) = 1 + 12ρ
ˆ
q
[
GL −GT − (GΛ,L −GΛ,T)
(
1 +R′ + 2
D
q2R′′
)
− 4
D
q2GT(GL −GT) + 4
D
(1 +R′)2q2GT,Λ(GΛ,L −GΛ,T)
]
(G4)
Let us show that Eqs. (G2) and (G3) agree. The difference between the two expressions gives
− 2
D
ρW ′Λ
2
ˆ
q
q2(G′′TGL +GTG′′L −G′′Λ,TGΛ,L −GΛ,TG′′Λ,L)− ρW ′Λ2
ˆ
q
(G′TGL +GTG′L −G′Λ,TGΛ,L −GΛ,TG′Λ,L)
+ 2
D
W ′Λ
ˆ
q
q2[(1 +R′)(GΛ,TG′Λ,L −G′Λ,TGΛ,L)−GTG′L +G′Λ,TGΛ,L]. (G5)
Using G′Λ,T = −(1 + R′Λ)G2Λ,T and G′′Λ,T = −R′′ΛG2Λ,T + 2(1 + R′Λ)2G3Λ,T (and similar relations for GΛ,L), as well as
GΛ,L −GΛ,T = 2ρW ′ΛGΛ,TGΛ,L, we obtain
4
D
ρW ′Λ
2
ˆ
q
q2(1+R′Λ)2(G2Λ,TG2Λ,L+G3Λ,TGΛ,L+GΛ,TG3Λ,L)−ρW ′Λ2
ˆ
q
(
1+R′Λ+
2
D
q2R′′Λ
)
(G2Λ,TGΛ,L+GΛ,TG2Λ,L) (G6)
for the part of (G5) which depends on GΛ. Noting that
∂q2(G2Λ,TGΛ,L +GΛ,TG2Λ,L) = −2(1 +R′Λ)(G2Λ,TG2Λ,L +G3Λ,TGΛ,L +GΛ,TG3Λ,L), (G7)
we can integrate (G6) by part (taking q2 as the integration variable), which gives
− 4vD
D
ρW ′Λ
2qD(1 +R′Λ)(G2Λ,TGΛ,L +GΛ,TG2Λ,L)
∣∣∣∞
0
. (G8)
Adding now the part that depends on G ≡ Gk=0, we obtain
− 4vD
D
ρW ′Λ
2qD[(1 +R′Λ)(G2Λ,TGΛ,L +GΛ,TG2Λ,L)−G2TGL −GTG2L]
∣∣∣∞
0
= 0 (G9)
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for the difference between the two expressions of Z(ρ) given by Eqs. (G2) and (G3). The equivalence between Eqs. (G2)
and (G4) can be shown in a similar way.
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