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A FUNCTIONAL ANALYTIC APPROACH TO INFINITE
DIMENSIONAL STOCHASTIC LINEAR SYSTEMS
F.-Z. LAHBIRI AND S. HADD
Abstract. In this paper, we are going to present a functional analytic approach to
the well-posedness of input-output infinite dimensional stochastic linear systems. This
is in fact a stochastic version of the known Salamon-Weiss linear systems. We also prove
controllability and observability properties of such stochastic systems. On the other
hand, we use the obtained results to prove a new variation of constants formula for
perturbed partial stochastic differential equations. Several applications and examples
are given.
1. Introduction
In the last decades, the abstract theory of deterministic linear systems has been one
of the main themes in infinite-dimensional systems theory. In this area one studies the
properties of abstract differential equations
x˙(t) = Ax(t) +Bu(t), x(0) = x, t > 0,
y(t) = Cx(t) +Du(t).
(1.1)
Here the standard assumptions were that A is the infinitesimal generator of a strongly
continuous semigroup, and that the other operators are linear and bounded. Early con-
tributions (1970-1980) were made by Butkovskii, Lions, Bensoussan, Curtain, Pritchard,
and others. The widely–cited references [1] and [4] treats this in details.
Starting from the early 80’s researchers have studied the above abstract differential
equation under weaker assumptions. Important contributions have been made by Salamon
[29], Staffans [30] and Weiss [36] (see also [31]). The motivation for relaxing the conditions
came from applications. Namely, an important model class which can be written as an
abstract differential equation (1.1) are partial differential equations (PDE’s). A PDE with
boundary control and point observation can be written as an abstract linear system (1.1),
but B and C are unbounded operators.
Actually, when control and observation operators have a certain degree of unbounded-
ness, one could still define system properties like observability, controllability, and sta-
bilizability, and furthermore, one could solve control problems, such as optimal control,
see e.g. Lions [21], Lasiecka–Triggiani [19]. These applications have been the motivating
force behind many Theorems for abstract linear systems. However, since the state space,
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i.e., the space in which x(t) has its values, of PDE’s is normally some energy space with a
natural inner product, the main part of the theory has been developed for Hilbert spaces.
In this paper, we are concerned with the stochastic version of infinite dimensional
systems theory. To the best of our knowledge, this theory is not well investigated for sto-
chastic systems unless a few tentative, see e.g. [7], [25] which treat a class of input-output
stochastic systems in Hilbert spaces. Our main objective is to show that stochastic sys-
tems can inherit properties from infinite dimensional linear systems like well-posedness,
observability, controllability, etc. To be more precise, let (Ω, T ,F,P) be a filtered prob-
ability space with filtration Ft = (Ft)t>0 and the filtration is generated by the standard
one-dimensional Brownian motion (Wt)t>0. Let A : D(A) ⊂ H → H be a generator of
a C0-semigroup (T (t))t>0 on a Hilbert space H, and F : H → H be a linear bounded
operator. In Section 2, we first investigate and define, in a rigourous way, the concept of
well-posedness and exact observability of the following stochastic observed linear system
(C,A,W )
{
dX(t) = AX(t)dt+ F (X(t))dWt, X(0) = ξ, t > 0,
Y (t) = CX(t), t > 0,
where the initial process ξ is F0-measurable with ξ ∈ L2(Ω, H), and C : D(A) → U is
a linear operator (generally not closed), called the observation operator, where U is a
Hilbert space. It is known (see e.g. [6]) that the mild solution of the evolution stochastic
equation in (C,A,W ) is given by
X(t) = T (t)ξ +
∫ t
0
T (t− s)F (X(s))dWs
:= T (t)ξ +WA(t),
(1.2)
for all t > 0 and ξ ∈ L2(Ω, H). Basically, in systems theory one looks for well defined
observation process Y = CX with some L2-regularity. For the system (C,A,W ), these
properties are not obvious as the operator C is only defined on a ”small” domain D(C) =
D(A). It is then convenient to work not with C but with an appropriate extension of
C. We say that the stochastic system (C,A,W ) is well-posed if there exists an extension
C˜ : D(C˜) ⊂ H → U of the operator C such that X(t) ∈ D(C˜) for a.e. t > 0 and
P-a.s, and the map (t 7→ Y˜ (t) := C˜X(t)) ∈ L2([0, α] × Ω, U) for any α > 0. To prove
the well-posedness of (C,A,W ) we will assume that (C,A) is an admissible pair in the
deterministic sense (see Definition 2.1). In this case, we show (see Proposition 2.6) that
the stochastic convolution WA(t) satisfies WA(t) ∈ D(CΛ) for a.e. t > 0 and P-a.s, in
addition
E
∫ α
0
‖CΛWA(t)‖2dt 6 cE‖ξ‖2,
for any ξ ∈ L2(Ω, H), and for a constant c := cα > 0, where CΛ is the Yosida extension
of C with respect to A (see (2.3)). On the other hand, we use Weiss’s representation
theorem [34] to conclude that the system (C,A,W ) is well-posed, see Theorem 2.7. If
in addition, if we assume that the deterministic system (C,A) is exactly observable, it is
2
so for the stochastic system (C,A,W ), whenever the norm ‖F‖L(H) is small enough, see
Theorem 2.11.
In Section 3, we consider a perturbation system of (C,A,W ),
(C,A+ L,W )
{
dX(t) = (A+ L)X(t)dt+ F (X(t))dWt, X(0) = ξ, t > 0,
Y (t) = CX(t), t > 0,
where L : D(L) ⊂ H → H is a linear operator. We show that if (C,A) and (L,A) are
admissible in the deterministic sense, then the stochastic system (C,A + L,W ) is well-
posed. Moreover, we prove that the mild solution of (C,A+L,W ) satisfies X(t) ∈ D(LΛ)
for a.e. t > 0 P-a.s, and
X(t) = T (t)ξ +
∫ t
0
T (t− s)LΛX(s)ds+
∫ t
0
T (t− s)F (X(s))dWs,
for any t > 0 and ξ ∈ L2(Ω, H), where LΛ : D(LΛ) ⊂ H → H is the Yosida extension of
L for A. Inspiriting from this formula, we introduce a new representation of solutions of
state delay stochastic linear systems, see Theorem 3.2.
Section 4 is devoted to the well-posedness and exact controllability of boundary control
stochastic linear system
(BCSS)
{
dX(t) = AmX(t)dt+ F (X(t))dWt, X(0) = ξ, t > 0,
GX(t) = u(t), t > 0,
where ξ ∈ L2F0(Ω;H), Am : Z ⊂ H → H is a closed linear operator (differential operator)
on H, and Z a densely and continuously embedded Hilbert space in H. The boundary
operator G : Z → U is linear and surjective such that A := Am with domain D(A) = kerG
is a generator of a C0-semigroup (T (t))t>0 on H. The control function u : [0,+∞)×Ω→ U
is a square integrable function, F and (Wt)t>0 are as above. Under suitable conditions,
we prove that the mild solution of (BCSS) is given by
X(t) = T (t)ξ + Φstoct u,
for any t > 0 and u ∈ L2(R+, L2(Ω, U)), where
Φstoct : L
2(R+, L2(Ω, U))→ L2(Ω, H), t > 0,
are linear and bounded operators. We mention that in the proof of the existence of the
mild solution we have based on the work [8]. As an application we proved the well-
posedness of a class of stochastic systems with input delays. In addition, we have inves-
tigated the concept of exact controllability for the system (BCSS) in the case ‖F‖L(H)
when is small enough. An example of exact controllability of an initial-boundary value
problem for the string equation is given.
In the last section, we will be based on the concept of well-posed infinite dimensional
linear systems in the sense of Salamon-Weiss for deterministic systems to give sense to
input-output stochastic linear systems in Hilbert spaces. We recall that a linear system
defined by a generator A : D(A) ⊂ H → H, a control operator B : U → H−1 and an
observation operator C : D(A) ⊂ H → U is well-posed (in the Salamon-Weiss sense) if
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(C,A) and (A,B) are admissible and the application F that relate the control function
u to the observation function y define a linear bounded operator on L2([0, α], U) for any
α > 0. We also mention that Weiss [36] have introduced an important small class of
well-posed systems called regular linear systems (or compatibe systems), see Section 5 for
details. We prove that for stochastic systems these two concepts coincide. We give an
example of a tranport system to ullistarte the result.
Notation. Let (H, ‖ · ‖) be a Hilbert space and A : D(A) ⊂ H → H be the generator
of a C0–semigroup T := (T (t))t>0 on H. The graph norm associated with A is defined
by ‖x‖A := ‖x‖ + ‖Ax‖ for x ∈ D(A). We know that HA := (D(A), ‖ · ‖A) is a Hilbert
space and we have a dense embedding HA ⊂ H. On the other hand, we denote by
ρ(A) the resolvent set of A and we denote the resolvent operator of A by R(λ,A) :=
(λI −A)−1, λ ∈ ρ(A). We define a new norm on H by setting ‖x‖−1 := ‖R(β,A)x‖ for
x ∈ H and β in the resolvent set ρ(A). The completion of H with respect to this norm is
a Hilbert space denoted by H−1 and satisfies
D(A) ↪→ H ↪→ H−1.
The extension of the semigroup T to H−1 is again a strongly continuous semigroup T−1 :=
(T−1(t))t>0 on H−1 whose generator A−1 : D(A−1) = H → H−1 is the extension of A to
H. L(E1, E2) is the Banach space of linear bounded operators from a Banach space E1
to another Banach space E2.
2. Admissibility and observability of stochastic process
In this section we shall use the concept of admissible observation operator developed
in [34] to establish the well-posedness and observability of the stochastic observed linear
system (C,A,W ) defined in Section 1.
Let (U, ‖·‖) be a Hilbert space (we use the same notation for the norm), and C : HA → U
be a linear operator (not necessarily closed). Consider the (deterministic) observed linear
system
x˙(t) = Ax(t), x(0) = x0, y(t) = Cx(t), t > 0, (2.1)
for initial states x0 ∈ H. From semigroup theory, we know that the mild solution of
the Cauchy problem in (2.1) is given by x(t) = T (t)x0 for any t > 0 and x0 ∈ H. In
systems theory observation functions y are needed to be 2-locally integrable functions with
a certain continuity with respect to the initial states x0 ∈ H. For instance, we can only
write y(t) = CT (t)x0 for t > 0 and x0 ∈ D(A) (because C is an unbounded operator and
it is only defined on the domain D(A)). It is then important to look for an extension of y.
To solve this problem, Weiss [34] introduced the following class of observation operators:
Definition 2.1. An operator C ∈ L(HA, U) is called an admissible observation operator
for A (or simply (C,A) is admissible) if for some (hence all) α > 0 there exists a constant
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γ := γ(α) > 0 such that∫ α
0
‖CT (t)x‖2dt 6 γ2‖x‖2, ∀x ∈ D(A). (2.2)
It is to be noted that the constant γ in the above definition depends only on α. The
estimation (2.2) shows that the following operator
Ψ : D(A)→ L2loc(R+, U), x 7→ CT (·)x
is extended to a bounded linear operator on H (noted by the same symbol). The extended
output function associated with y is then given by
y˜(t) = (Ψx0)(t)
for a.e. t > 0 and all x0 ∈ H. Define the following extension of C, called the Yosida
extension of C w.r.t. A, as
D(CΛ) :=
{
x ∈ H : lim
σ→+∞
CσR(σ,A)x exists in U
}
,
CΛx := lim
σ→+∞
CσR(σ,A)x.
(2.3)
Clearly, D(A) ⊂ D(CΛ) and CΛx = Cx for all x ∈ D(A). It is show in [34] that if (C,A)
is admissible then
Range(T (t)) ⊂ D(CΛ) and (Ψx0)(t) = CΛT (t)x0 (2.4)
for a.e. t > 0 and all x0 ∈ H. In what follows we assume that C ∈ L(D(A), H) is an
admissible observation operator for A.
Definition 2.2. [31] Let C ∈ L(D(A), H) such that (C,A) is admissible. This pair (C,A)
(or the system (2.1)) is called exactly observable in time τ (or on [0, τ ]) if there exists a
κτ > 0 such that
‖Ψx0‖L2([0,τ ],U) > κτ‖x0‖, ∀x0 ∈ H. (2.5)
In the rest of this section, we keep the same assumptions on A,F,C and (Wt)t>0. We
shall investigate well-posedness and observability of the stochastic linear system (C,A,W ).
Definition 2.3. An H-valued stochastic process (X(t))t>0 is called a mild solution of the
stochastic differential equation
dX(t) = AX(t)dt+ F (X(t))dWt, t > 0, X(0) = ξ,
if (X(t))t>0 is F-adapted, mean-square continuous and for all t > 0, for all ξ ∈ L2F0(Ω, H)
X(t) = T (t)ξ +
∫ t
0
T (t− s)F (X(s))dWs. (2.6)
The mild solution is proved to be continuous, in most cases, due to the continuity of
stochastic convolution term (see [6]).
Next, we will give sense to the observation process Y (t) associated to the stochastic
linear system (C,A,W ). We fist introduce the following well-posedness concept for a such
system.
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Definition 2.4. The stochastic system (C,A,W ) is well-posed if there exists an extension
C˜ : D(C˜) ⊂ H → U of the operator C such that
X(t) ∈ D(C˜) for a.e. t > 0, P− a.s,
and for any α > 0, the map
(t 7→ Y˜ (t) := C˜X(t)) ∈ L2([0, α]× Ω, U).
The following result can easily obtained by using the Weiss’s representation theorem
(see [34, Theorem 4.5]).
Lemma 2.5. Assume that (C,A) is admissible, then
(1) For a.e t > 0 and P-a.s ω ∈ Ω we have
T (t)x(ω) ∈ D(CΛ).
(2) Moreover for ξ ∈ L2F0(Ω;H), there exists γ > 0, such that
E
∫ τ
0
‖CΛT (s)ξ‖2Uds 6 γ2E‖ξ‖2H . (2.7)
We have the following localisation of the stochastic convolution.
Proposition 2.6. For any admissible pair (C,A) and f ∈ L2loc(R+, L2(Ω, H)), we have
(T  f)(t) :=
∫ t
0
T (t− s)f(s)dWs ∈ D(CΛ), a.e.t > 0, P− a.s.
In addition
E
∫ α
0
‖CΛ(T  f)(t)‖2Udt 6 C2E
∫ α
0
‖f(s)‖2Hds,
for any α > 0 and a constant C := C(α) > 0 independent of f .
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Proof. First we denote Cλ := CλR(λ,A) for λ ∈ ρ(A) and let α > 0. Using Fubini’s
theorem, Itoˆ’s isomerty and the admissibility of (C,A), we obtain
E
∫ α
0
‖Cλ
∫ t
0
T (t− s)f(s)dWs‖2Udt = E
∫ α
0
‖
∫ t
0
CλT (t− s)f(s)dWs‖2Udt
=
∫ α
0
E‖
∫ t
0
CλT (t− s)f(s)dWs‖2Udt
=
∫ α
0
E
∫ t
0
‖CλT (t− s)f(s)‖2Udsdt
=
∫ α
0
E
∫ t
0
‖CT (t− s)λR(λ,A)f(s)‖2Udsdt
6 E
∫ α
0
∫ α
s
‖CT (t− s)λR(λ,A)f(s)‖2Udtds
6 E
∫ α
0
∫ α−s
0
‖CT (τ)λR(λ,A)f(s)‖2Udτds
6 E
∫ α
0
∫ α
0
‖CT (τ)λR(λ,A)f(s)‖2Udτds
6 γ2E
∫ α
0
‖λR(λ,A)f(s)‖2Hds
where γ := γ(α) > 0. Then for µ and λ large enough we get that
E
∫ α
0
‖(Cλ − Cµ)(T  f)(t)‖2Udt 6 γ2E
∫ α
0
‖(λR(λ,A)− µR(µ,A))f(s)‖2Hds.
Since
E
∫ α
0
‖(λR(λ,A)− µR(µ,A))f(s)‖2Hds →
λ,µ 7→+∞
0,
then (Cn(T  f))n∈N∗ is a Cauchy sequence on L2loc(R+ × Ω, U), thus
lim
k 7→+∞
Cnk(T  f)(t) exists a.e. t > 0, P− a.s.
By Yosida extension we obtain
(T  f)(t) ∈ D(CΛ), a.e.t > 0, P− a.s.
Moreover
E
∫ α
0
‖Cλ(T  f)(t)‖2Udt 6 γ2E
∫ α
0
‖λR(λ,A)f(s)‖2Hds
6M2γ2E
∫ α
0
‖f(s)‖2Hds
= C(α)2E
∫ α
0
‖f(s)‖2Hds.
(2.8)
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By letting λ→ +∞ we obtain
E
∫ α
0
‖CΛ(T  f)(t)‖2Udt 6 C(α)2E
∫ α
0
‖f(s)‖2Hds. (2.9)

We now able to state the well-posedness result for the stochastic system (C,A,W ).
Theorem 2.7. Assume that the observation operator C is admissible for A. Then
X(t) := T (t)ξ +WA(t) ∈ D(CΛ), a.e t > 0, P− a.s, (2.10)
and
E
∫ α
0
‖CΛX(t)‖2Udt 6 C˜(α)2E‖ξ‖2H , ∀ξ ∈ L2F0(Ω;H). (2.11)
In particular the stochastic observed system (C,A,W ) is well-posed.
Proof. Let (X(t))t>0 be the mild solution of the stochastic differential equation in
(C,A,W ) and set
f(t, ω) := F (X(t, ω)), t > 0, ω ∈ Ω.
We have ∫ α
0
E‖f(t, ·)‖2dt 6 ‖F‖2L(H)
∫ α
0
E‖X(t)‖2Hdt.
On the other hand, we have for t ∈ [0, α],
E‖X(t)‖2H 6 2M2e2|ω|t
(
E‖ξ‖2H + ‖F‖2L(H)E
∫ t
0
‖X(σ)‖2Hdσ
)
6 2M2e2|ω|α
(
E‖ξ‖2H + ‖F‖2L(H)
∫ t
0
E‖X(σ)‖2Hdσ
)
.
By applying Gronwall’s inequality to the function t→ E‖X(t)‖2H , we obtain
E‖X(t)‖2Hds 6 καE‖ξ‖2H ,
where the constant κα := 2M
2e2|ω|α exp(2α‖F‖2L(H)M2e2|ω|α). Thus∫ α
0
E‖f(t, ·)‖2dt 6 ακα‖F‖2L(H)E‖ξ‖2H .
Now (2.10) and (2.11) immediately follow from Lemma 2.5 and Proposition 2.6. 
We give now the definition of an extend of the output function.
Definition 2.8. If (C,A,W ) is well-posed, we call
Y˜ (t) := CΛX(t), a.e t > 0, P− a.s,
the generalized observation process which satisfies
Y˜ ∈ L2loc([0,+∞)× Ω, U).
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Remark 2.9. We can obtain the same results if we assume that F : H → H is a non-linear
and globally lipschitz operator, and F (0) = 0. In fact, this is due to the following estimate
‖F (x)‖ 6 K‖x‖
for all x ∈ H and a constant K > 0.
In the rest of this section, we shall assume that (C,A) is admissible which implies
that (C,A,W ) is well-posed and investigate the exact observability of this later. To that
purpose, we define the following operator
Ψstoc : L2(Ω, H)→ L2loc(R+, L2(Ω, U)), ξ 7→ Ψstocξ = Ψξ + CΛWA(·),
where WA(·) and Ψ are respectively defined by (1.2) and (2.4). From Theorem 2.7 more
precisely (2.10), we know that the operator Ψstoc is well defined. Moreover the estimation
(2.11) shows that Ψstoc is linear bounded from L2(Ω, H) to L2loc(R+, L2(Ω, U)). Then we
can set the following definition.
Definition 2.10. The system (C,A,W ) is called exactly observable in time τ0 if there
exists a κ0 > 0 such that
‖Ψstocξ‖L2([0,τ0],L2(Ω,U)) > κ0‖ξ‖L2(Ω,H), ∀ξ ∈ L2(Ω, H). (2.12)
To show that the system (C,A,W ) is exactly observable, we shall use Theorem 2.7.
Theorem 2.11. Assume that the pair (C,A) is exactly observable in time τ0 in the de-
terministic sense. Then there exists a constant θτ0 > 0 such that the stochastic observed
system (C,A,W ) is exactly observable whenever
‖F‖L(H) < θτ0 .
Proof. Since (C,A) is exactly observable in time τ0, so there exists a constant γτ0 > 0
such that for ξ ∈ H we have
‖Ψξ‖L2([0,τ0],U) > γτ0‖ξ‖, P− a.s.
It follows from estimation (2.11) that
‖Ψstocξ‖L2([0,τ0],L2(Ω,U)) > ‖Ψξ‖L2([0,τ0],L2(Ω,U)) − ‖Ψstocξ −Ψξ‖L2([0,τ0],L2(Ω,U))
> ‖Ψξ‖L2([0,τ0],L2(Ω,U)) − ‖CΛWA‖L2([0,τ0],L2(Ω,U))
> γτ0‖ξ‖L2(Ω,H) − Cτ0‖ξ‖L2(Ω,H)
= (γτ0 − Cτ0)‖ξ‖L2(Ω,H).
Let us now define the function
h : R+ → R+, ‖F‖ 7→ h(‖F‖) = ‖F‖ exp(a‖F‖2),
where
a = τ0M
2 exp(2|ω|τ0).
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We claim that h is bijective on R+, then the stochastic observed system (C,A,W ) is
exactly observable whenever
‖F‖L(H) < h−1
(
1
γM
√
γτ0
2τ0
exp(−|ω|τ0)
)
= θτ0 .
The proof is therefore completed. 
Example 2.12. Consider the following clamped Euler-Bernoulli with torque observation
at an endpoint
∂2
∂t2
z(x, t) + ∂
4
∂x4
z(x, t)− b(x)z(x, t) ∂
∂t
Wt = 0, (x, t) ∈ (0, 1)× [0,∞),
z(0, t) = z(1, t) = 0, t > 0,
∂
∂x
z(0, t) = ∂
∂x
z(1, t) = 0, t > 0,
z(x, 0) = z0(x), z(x, 1) = z1(x), x ∈ [0, 1],
(2.13)
where b ∈ L∞(0, 1). The output function is given by
y(t) =
∂2
∂x2
z(0, t) t > 0.
Let H = L2[0, 1] and A0,m : D(A0,m)→ H be the operator described by
A0,mf =
∂4f
∂x4
, D(A0,m) = H
4(0, 1),
and the boundary operators
G0f =
∂f
∂x
(0), G1f =
∂f
∂x
(1), f ∈ H4(0, 1).
We define also the following Hilbert spaces
H1 = H
4(0, 1) ∩H20 (0, 1), H 1
2
= H20 (0, 1),
where
H 1
2
=
{
f ∈ H2(0, 1)|f(0) = f(1) = ∂f
∂x
(0) =
∂f
∂x
(1) = 0
}
.
We denote
H = H 1
2
×H, H1 = H1 ×H 1
2
.
We introduce the space Z ⊂ H as follows
Z = H4(0, 1)×H 1
2
,
and we select the operators
A0,m =
(
0 I
−∆2 0
)
: Z → H, G :=

δ0 0
δ1 0
G0 0
G1 0
 : Z → C.
Let B be the following bounded operator
B =
(
0 0
b 0
)
, b = b(x).
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By using these notation, and introducing the new state
ρ(t) =
(
z(t)
z˙(t)
)
, t > 0,
the equation (2.13) can be rewritten as follows
dρ(t) = A0,mρ(t)dt+ Bρ(t)dWt, t > 0,
Gρ(t) = 0, t > 0,
ρ(0) =
(
z0
z1
)
,
(2.14)
We now check that the operators A0,m and G satisfy the conditions of Greiner [10]. To
that purpose we define the operator
A = A0,m, D(A) = kerG.
Then
A =
(
0 I
−A0 0
)
, D(A) = H1,
where A0 is the strictly positive fourth derivative operator defined on H1. From [31,
Proposition 3.7.6] we know that the operator A is skew-adjoint, so it generates a unitary
group (T (t))t>0 on H. Moreover, the operator G is onto. Then the system (2.13) can be
reformulated in the following abstract form
dρ(t) = Aρ(t)dt+ Bρ(t)dWt, t > 0,
ρ(0) =
(
z0
z1
)
,
y(t) = Cρ(t), t > 0,
(2.15)
where C : H1 → C is a torque observation operator at an endpoint given by
C
(
g
h
)
=
∂2g
∂2x
(0), ∀
(
g
h
)
∈ H1.
We know by [31, Proposition 6.10.1] that (C,A) is admissible and exactly observable in
the deterministic sense in any τ > 0. Moreover for all
(
g
h
) ∈ H, we obtain∥∥∥∥B(gh
)∥∥∥∥
H
=
∥∥∥∥( 0bh
)∥∥∥∥
H
6 ‖b‖∞
∥∥∥∥(gh
)∥∥∥∥
H
.
We denote ατ > 0 the constant of the exact observability for (C,A). Then the stochastic
observed Euler equation (2.13) is exactly observable, whenever
‖b‖∞ < h−1
(
ατ√
2τγM
exp(−|ω|τ)
)
,
where γ > 0 is the constant of admissibility of C for A.
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3. Application to perturbed stochastic evolution equations
In this section, we consider the perturbed stochastic linear system (C,A+L,W ) defined
in the introductory section, where we assume that the operators A,C, F, and the process
(W (t))t>0 are as in the previous sections, and L : D(A)→ H is a linear operator. We shall
apply results obtained in Section 2 to show that the system (C,A + L,W ) is well-posed
in the sense of Definition 2.4.
If we assume that (L,A) is admissible, then by Ho¨lder inequality one easily see that L
is a Miyadera-Voigt perturbation for A. This implies that the operator AL := (A + L)
with domain D(AL) := D(A) generates a strongly continuous semigroup (TL(t))t>0 on
H (see [9, p.196]). According to [11], this semigroup satisfies the following variation of
constants formula on the hull space H,
TL(t)x = T (t)x+
∫ t
0
T (t− s)LΛTL(s)xds,
= T (t)x+
∫ t
0
TL(t− s)LΛT (s)xds,
(3.1)
for any t > 0 and x ∈ H, where LΛ is the Yosida extension of L for A. Henceforth, the
mild solution of the stochastic equation (C,A+ L,W ) is given by
X(t) = TL(t)ξ +
∫ t
0
TL(t− s)F (X(s))dWs, t > 0. (3.2)
The question now is how can we reformulate this mild solution using the first semigroup
(T (t))t>0. This problem have been thoroughly investigated for deterministic perturbed
evolution equations, see for example [11, Theorem 2.1]. We recall from Proposition 2.6
that for any f ∈ L2loc(R+, L2(Ω, H)), we have∫ t
0
T (t− s)f(s)dWs ∈ D(LΛ), a.e. t > 0, P− a.s. (3.3)
Moreover, we have the following technical lemma.
Lemma 3.1. Assume that (L,A) is admissible and let f ∈ L2loc(R+, L2(Ω, H)). Then
Ω× [0, t]→ H
(ω, s) → (ΨLf(s))(t− s) (3.4)
is measurable and
LΛ
∫ t
0
T (t− s)f(s)dWs =
∫ t
0
(ΨLf(s))(t− s)dWs, (3.5)
for a.e t ∈ [0, α] (α > 0) and P-a.s, where ΨL is the extended output map associated with
L and A, defined as in (2.4).
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Proof. It is clear that (ω, s) → (ΨLf(s))(t − s) is measurable if f belongs to the dense
space
DL = span{1Eφ(·)TL(· − r)x : E ∈ F , x ∈ H,
r > 0, φ ∈ CC(R+), φ(t) = 0, 0 6 t < r},
and then by the density, it will be measurable for f ∈ L2loc(R+, L2(Ω, H)). Now instead
of f we will work with λR(λ,A)f for large λ > 0.∫ t
0
(ΨLλR(λ,A)f(s))(t− s)dWs =
∫ t
0
LΛT (t− s)λR(λ,A)f(s)dWs
=
∫ t
0
LλR(λ,A)T (t− s)f(s)dWs
= LλR(λ,A)
∫ t
0
T (t− s)f(s)dWs
According to Proposition 2.6,
lim
λ 7→+∞
∫ t
0
(ΨLλR(λ,A)f(s))(t− s)dWs = LΛ
∫ t
0
T (t− s)f(s)dWs. (3.6)
Now it suffices to prove that
lim
λ 7→+∞
∫ t
0
(ΨLλR(λ,A)f(s))(t− s)dWs =
∫ t
0
(ΨLf(s))(t− s)dWs.
To this end, let us define the following function
gλ(t) :=
∫ t
0
(ΨLλR(λ,A)f(s)− f(s))(t− s)dWs, t > 0.
For α > 0 and by using Itoˆ’s isometry and Lemma 2.5 we obtain
E
∫ α
0
‖gλ(t)‖2dt =
∫ α
0
E
∥∥∥∥∫ t
0
(ΨLλR(λ,A)f(s)− f(s))(t− s)dWs
∥∥∥∥2 dt
=
∫ α
0
E
∫ t
0
‖(ΨLλR(λ,A)f(s)− f(s))(t− s)‖2dsdt
= E
∫ α
0
∫ t
0
‖(ΨLλR(λ,A)f(s)− f(s))(t− s)‖2dsdt
= E
∫ α
0
∫ α
s
‖(ΨLλR(λ,A)f(s)− f(s))(t− s)‖2dtds
6 E
∫ α
0
∫ α
0
‖(ΨLλR(λ,A)f(s)− f(s))(τ)‖2dτds
6 E
∫ α
0
γ2‖λR(λ,A)f(s)− f(s)‖2ds → 0 as λ→∞
Thus we may conclude from inequality (3.6) the desired result. 
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Theorem 3.2. Assume that (L,A) is admissible and let X : [0,+∞) × Ω → H be the
process defined by (3.2). Then the perturbed stochastic system (C,A+L,W ) is well-posed
and
X(t) ∈ D(LΛ), a.e. t > 0, P− a.s.,
E
∫ α
0
‖LΛX(t)‖2Udt 6 C(α)2E‖ξ‖2H ,
for any ξ ∈ L2F0(Ω;H) and some constants α > 0 and C(α) > 0. Moreover,
X(t) = T (t)ξ +
∫ t
0
T (t− s)LΛX(s)ds+
∫ t
0
T (t− s)F (X(s))dWs (3.7)
for any t > 0.
Proof. We recall from [13] that if L is an admissible observation operator for A then L
is also an admissible observation operator for AL. Moreover, the Yosida extensions of L
with respect to A and AL denoted respectively by LΛ and L˜Λ coincide, that is,
L˜Λ ≡ LΛ.
Now, according to Theorem 2.7, we have
X(t) = TL(t)ξ +WAL(t) ∈ D(L˜Λ) = D(LΛ), a.e t > 0, P− a.s.
and
E
∫ α
0
‖LΛX(t)‖2Udt = E
∫ α
0
‖L˜ΛX(t)‖2Udt
6 C(α)2E‖ξ‖2H ,
for any ξ ∈ L2F0(Ω;H). Let us now prove the variation of constants formula (3.7). Using
the formula in (3.1), we obtain
X(t) = T (t)ξ +
∫ t
0
T (t− s)F (X(s))dWs +
∫ t
0
T (t− s)LΛTL(s)ξds
+
∫ t
0
∫ t−s
0
T (t− s− τ)LΛTL(τ)F (X(s))dτdWs.
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By using Fubini’s stochastic theorem, Lemma 3.1 and the fact that L˜Λ ≡ LΛ, the last
term of the solution X(t) becomes∫ t
0
∫ t−s
0
T (t− s− τ)LΛTL(τ)F (X(s))dτdWs
=
∫ t
0
∫ t−s
0
T (t− s− τ)(Ψ˜LF (X(s)))(τ)dτdWs
=
∫ t
0
∫ t−s
0
T (t− s− τ)(ΨLF (X(s)))(τ)dτdWs
=
∫ t
0
∫ σ
0
T (t− σ)(ΨLF (X(s)))(σ − s)dWsdσ
=
∫ t
0
T (t− σ)LΛWAL(σ)dσ
where Ψ˜L is the extended output map associated with L and AL and
WAL(σ) :=
∫ σ
0
TL(σ − s)F (X(s))dWs
it follows that
X(t) = T (t)ξ +
∫ t
0
T (t− s)F (X(s))dWs +
∫ t
0
T (t− s)LΛ(S(s)ξ +WAL(s))ds.
This ends the proof. 
Remark 3.3. It is shown in [13] that if (C,A) is admissible then (C,A+L) is also admissible
and if we denote by CΛ and C˜Λ the Yosida extensions for A and A
L respectively, then
CΛ ≡ C˜Λ on D(CΛ) ∩D(LΛ). (3.8)
Theorem 2.7 shows that X(t) ∈ D(C˜Λ) for a.e. t > 0 and P-a.s. On the other hand, using
Lemma 2.5, Proposition 2.6, and [11, Prop.3.3], we have also X(t) ∈ D(CΛ) for a.e. t > 0
and P-a.s. Thus, according to (3.8),
C˜ΛX(t) = CΛX(t).
In the rest of this section, we shall apply Theorem 3.2 to introduce a new variation of
constants formula for the solutions of the following stochastic delay equation
dX(t) = (AX(t) +RX(t+ ·))dt+ F (X(t))dWt, t > 0,
X(0) = ξ ∈ L2F0(Ω, H),
X(θ, ω) = ϕ(θ, ω), θ ∈ [−r, 0], ω ∈ Ω,
(3.9)
where X : [−r,+∞) × Ω → H and its history function X(t + ·) : [−r, 0] × Ω → H is
defined for any t > 0 by θ 7→ X(t + θ). The operators A,F and the process (Wt)t>0 are
as above, and the delay operator R : W 1,2([−r, 0], H)→ H is defined by
Rg =
∫ 0
−r
dµ(θ)g(θ),
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where µ : [−r, 0] → L(H) is a function of bounded variations, continuous and µ(0) = 0.
We assume that the initial process history ϕ ∈ L2([−r, 0]× Ω;H).
We mention that the solution of the delay equation (3.9) is a vector formed by X(t)
and the history X(t + ·) at any time t > 0. We thus introduce the following new state
space
H := H × L2([−r, 0];H), ‖( xφ )‖ := ‖x‖H + ‖φ‖2.
Now we select the process solution
Z(t) :=
(
X(t)
X(t+ .)
)
∈ L2(Ω,H) ' L2(Ω, H)× L2([−r, 0]× Ω;H).
We will see that t 7→ Z(t) satisfies a free-delay stochastic equation in L2(Ω,H). To that
purpose, we define the matrices operators
A =
(
A 0
0 d
dθ
)
, D(A) =
{(
x
g
)
∈ D(A)×W 1,2([−r, 0], H) : g(0) = x
}
,
and
L =
(
0 R
0 0
)
: D(A)→ H.
In addition define the application
F˜ : H → H(
x
ϕ
)
→ F˜ ( xφ ) =
(
F (x)
0
)
.
The equation (3.9) is now reformulated as{
dZ(t) = (AZ(t) + LZ(t))dt+ F˜ (Z(t))dWt, t > 0,
Z(0) =
(
ξ
ϕ
)
,
(3.10)
It is well known that A generates the following C0-semigroup on H
T (t) =
(
T (t) 0
Tt S(t)
)
, t > 0, (3.11)
where (S(t))t>0is the left shift semigroup on L
2([−r, 0], H) given by
(S(t)ϕ)(θ) =
{
0 if t+ θ > 0,
ϕ(t+ θ) if t+ θ 6 0,
for ϕ ∈ L2([−r, 0], H), and the maps Tt : H → L2([−r, 0], H) are given by
(Ttx)(θ) =
{
T (t+ θ)x if t+ θ > 0,
0 if t+ θ 6 0,
See [11] for more details. We also recall that the generator of (S(t))t>0 is given by
Qϕ = ϕ′, D(Q) = {ϕ ∈ W 1,2([−r, 0], H) : ϕ(0) = 0}.
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Proposition 3.4. The stochastic differential equation (3.10) (and hence the delay sto-
chastic equation (3.9)) admits a unique mild solution
Z(t) =
(
X(t)
X(t+ ·)
)
, t > 0,
such that
X(s+ .) ∈ D(RΛ), a.e. s > 0
X(t) = T (t)ξ +
∫ t
0
T (t− s)RΛX(s+ .)ds+
∫ t
0
T (t− s)F (X(s))dWs,
X(t+ .) = T (t)ξ + S(t)ϕ+
∫ t
0
Tt−sRΛX(s+ .)ds+
∫ t
0
Tt−sF (X(s))dWs
for any t > 0 and P-a.s., where RΛ is the Yosida extension of R respect to Q.
Proof. To apply Theorem 3.2 it suffices to show that (L,A) is admissible. In fact, from
[11], for α > 0, we have∫ α
0
‖RS(t)ϕ‖2dt 6 (|µ|([−r, 0]))2 ‖ϕ‖2, ∀ϕ ∈ D(Q),
where |µ| is the total variation of µ. This implies that (L,A) is admissible. Moreover (see
[11]) the Yosida extension of L for A satisfies
D(LΛ) = H ×D(RΛ) and LΛ =
(
0 RΛ
0 0
)
.
Now Theorem 3.2 implies that Z(t) ∈ D(LΛ) (hence X(t+ ·) ∈ D(RΛ)) for a.e. t > 0 and
P-a.s., and the mild solution of equation (3.10) is given by
Z(t) = T (t)
(
ξ
ϕ
)
+
∫ t
0
T (t− s)LΛZ(s)ds+
∫ t
0
T (t− s)F˜ (Z(s))dWs, (3.12)
for any t > 0 and ( ξϕ ) ∈ L2(Ω,H). The rest of the proof follows by replacing in (3.12)
T ,LΛ and F˜ by their explicit expressions. 
4. Controllability of stochastic boundary control linear systems
In this section we will discuss the concept of the exact controllability for infinite di-
mensional stochastic boundary control system (BCSS) defined in Section 1. In order to
reformulate the boundary system (BCSS) as a distributed stochastic evolution equation,
we need some extra conditions. We then assume:
(A1) A = Am, with D(A) = kerG generates a C0-semigroup T := (T (t))t>0 on H.
(A1) G is surjective.
According to Greiner ([10, Lem.1.2, Lem.1.3]), assumptions (A1) and (A2) imply that
for each λ ∈ ρ(A), the operator G| ker(λ−Am) is invertible with inverse
Dλ :=
(
G| ker(λ−Am)
)−1
: U → ker(λ− Am).
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The operator Dλ is called the Direchlet operator and satisfies
Dλ ∈ L(U,H), λ ∈ ρ(A).
Let H−1 be the extrapolation space associated with A and H and (T−1(t))t>0 be the
extrapolation semigroup on H−1, extension of the initial semigroup (T (t))t>0 (see notation
in Section 1). Define the following control operator
B := (λ− A−1)Dλ ∈ L(U,H−1), λ ∈ ρ(A). (4.1)
Due to the resolvent equation, the operator B is independent of λ. We recall that
BG|Z = (Am − A−1)|Z . (4.2)
Using (4.2), the system (BCSS) is reformulated as{
dX(t) = A−1X(t)dt+Bu(t)dt+ F (X(t))dWt, t > 0,
X(0) = ξ,
(4.3)
Remark that this equation is defined in H−1 because Range(B) ( H−1.
We introduce the following definition
Definition 4.1. We say that the system (BCSS) is well posed if
(1) X(t) ∈ H, ∀ t > 0, P− a.s.
(2) For any t > 0, there exist C1 > 0 and C2 > 0 such that
E‖X(t)‖2H 6 C1E‖ξ‖2H + C2E‖u‖2L2(R+;U).
The convolution
Φtu :=
∫ t
0
T−1(t− s)Bu(s)ds (4.4)
takes value in H−1. Hence we may have X(t) ∈ H−1 for any t > 0 and P-a.s. To prove the
well-posedness of the control stochastic system (BCSS), we need the concept of admissible
control operator which can be found in [31, Chap.4] or [35].
Definition 4.2. The operator B ∈ L(U,H−1) is called admissible control operator for A
(or the pair (A,B) is admissible) if there is a t0 > 0 such that
Range(Φt0) ⊂ H.
By using the closed graph theorem it is shown in [35] that if (A,B) is admissible, then
Range(Φt) ⊂ H for any t > 0 and
‖Φtv‖H 6 c‖v‖L2(0,t;U) (4.5)
for any t > 0 and v ∈ L2(R+, U) and a constant c := c(t) > 0 depending only on t.
Moreover, we have
‖Φt‖ 6 ‖Φα‖ (4.6)
for all 0 6 t 6 α (the operator norm).
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For each t > 0, we define linear operators Φ˜t : L2(R+ × Ω, U)→ L2(Ω;H−1) by
Φ˜tu :=
∫ t
0
T−1(t− s)Bu(s, .)ds, ∀u ∈ L2(R+ × Ω, U). (4.7)
We will use the following assumption
(A3) Assume that B ∈ L(U,H−1) is admissible for A.
Lemma 4.3. Let assumptions (A1), (A2) and (A3) be satisfied, then there exists a
constant Ct > 0 such that
E‖Φ˜tu‖2H 6 Ct‖u‖L2([0;t)×Ω,U).
Proof. The proof follows immediately from (4.5) and the fact that E(·) is monotone. 
The well-posedness of (BCSS) is given in the following:
Theorem 4.4. Let assumptions (A1), (A2) and (A3) be satisfied. Then for every ξ ∈
L2F0(Ω;H) and u ∈ L2(R+ × Ω, U) there exists a unique F-adapted mild solution of the
control stochastic system (BCSS),
X : R+ × Ω→ H,
given by
X(t; ξ, u) = T (t)ξ +
∫ t
0
T (t− s)F (X(s; ξ, u))dWs + Φ˜tu (4.8)
for any t > 0 and P-a.s.
Proof. Let t0 > 0 and consider the space
W 1,2r ([0, t0], U) := {g ∈ W 1,2([0, t0], U) : g(t0) = 0},
and the matrix operator
A :=
(
A−1 Bδ0
0 d
ds
)
, D(A) :=
{(
x
g
)
∈ H ×W 1,2r ([0, t0], U);A−1x+Bg(0) ∈ H
}
.
According to [8, Theorem 2], the condition (A3) implies that the operator (A, D(A))
generates on the product space H × L2([0, t0], U), the following C0-semigroup
T (t) =
(
T (t) Φt
0 SU(t)
)
, t > 0.
where (SU(t))t>0 is the right shift semigroup on L
2([0, t0], U). By introducing the new
state
ρ(t) =
(
X(t)
SU(t)u
)
, t > 0.
The problem (4.3) becomes{
dρ(t) = Aρ(t)dt+ F(ρ(t))dWt, t > 0,
ρ(0) =
(
ξ
u
)
,
(4.9)
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Where F(ρ(t)) = (F (X(t))
0
)
. It is well known in the literature that the standard system
(4.9) is well-posed. Moreover the first projection of ρ(t) satisfies for any t > 0 and P-a.s
the formula in (4.8). 
Notation. Under assumptions of Theorem 4.4, we denote the control part of the mild
solution of (BCSS) by
Φstoct u := X(t, 0, u) =
∫ t
0
T (t− s)F (X(s, 0, u))dWs + Φ˜tu.
Using this notation, we have the following result.
Theorem 4.5. Let assumptions (A1), (A2) and (A3) be satisfied. Then for each α > 0
the operator Φstocα is linear bounded from L
2([0, α], L2(Ω;U)) to L2(Ω;H), and the process
solution of (BCSS) can be rewritten as
X(t) = T (t)ξ + Φstoct u (4.10)
for any t > 0, P-a.s., ξ ∈ L2F0(Ω, H) and u ∈ L2(R+, L2(Ω, H)). Moreover, it has a
continuous modification.
Proof. Let α > 0, M = sups∈[0,1] ‖T (s)‖, ω > ω0(A), t ∈ [0, α] and denote Mα :=
Me|ω|α‖F‖ . By using Itoˆ’s isometry, the admissibility of the operator B and the estimate
(4.6), we obtain
E‖X(t, 0, u)‖2H = E‖Φstoct u‖2H
= E‖
∫ t
0
T (t− s)F (X(s, 0, u))dWs + Φ˜tu‖2H
6 2E‖
∫ t
0
T (t− s)F (X(s, 0, u))dWs‖2H + 2
∫
Ω
‖Φtu(·, ω)‖2HdP(ω)
6 2M2αE
∫ t
0
‖X(s, 0, u)‖2Hds+ 2
∫
Ω
‖Φt‖2‖u(·, ω)‖2L2([0,t],U)dP(ω)
6 2M2αE
∫ t
0
‖X(s, 0, u)‖2Hds+ 2‖Φα‖2
∫
Ω
‖‖u(·, ω)‖2L2([0,α],U)dP(ω)
6 2M2α
∫ t
0
E‖X(s, 0, u)‖2Hds+ 2‖Φα‖2E‖u‖2L2([0,α],U))
The Granwal’s inequality implies that
E‖X(t, 0, u)‖2H 6 cE‖u‖2L2([0,α],U),
for a constant c := c(α) > 0. In particular,
E‖Φstocα u‖2H = E‖X(α, 0, u)‖2H 6 cE‖u‖2L2([0,α],U). (4.11)
For the linearity, let u, v ∈ L2(R+ × Ω, U) and λ ∈ R. Consider the evolution equation
dXu(t) = AXu(t)dt+Bu(t)dt+ F (Xu(t))dWt, X
u(0) = 0, t > 0.
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The mild solution of this equation is given by
Xu(t) = Φstoct u.
In a similar way, the mild solution of the following stochastic system
dXλv(t) = (AXλv(t) + λBv(t))dt+ F (Xλv(t))dWt, X
λv(0) = 0, t > 0,
Xλv(t) = Φstoct (λv).
On the other hand, the solution of the following equation{
dXu+λv(t) = AXu+λv(t)dt+B(u+ λv)(t)dt+ F (Xu+λv(t))dWt, t > 0,
Xu+λv(0) = 0.
(4.12)
is given by
Xu+λv(t) = Φstoct (u+ λv).
To prove that Φstoct is a linear operator, it suffices to show that
Xu+λv(t) = Xu(t) +Xλv(t),
We then define
Z(t) = Xu(t) +Xλv(t).
Clearly Z is the mild solution of (4.12). The result now follows by the uniqueness of the
mild solution of (4.12). 
Example 4.6. We consider the following input-delay stochastic equation
dX(t) = AX(t)dt+ Ju(t+ ·)dt+ F (X(t))dWt, t > 0,
X(0) = ξ,
u(t, ω) = ϕ(t, ω), (t, ω) ∈ [−r, 0]× Ω, λ⊗ P,
(4.13)
where A, F , and (Wt)t>0 are as in the previous sections, the control process u : [−r,∞)×
Ω → U , the history control process u(t + ·) : [−r, 0] × Ω → H is defined by (θ, ω) 7→
u(t+ θ, ω), and the input delay operator J : W 1,2([−r, 0], U)→ H is given by
Jψ =
∫ 0
−r
dν(θ)ψ(θ),
where ν : [−r, 0] → L(U,H) is a function of bounded variations continuous at 0 and
ν(0) = 0. The initial conditions ξ ∈ L2F0(Ω, H) and ϕ ∈ L2([−r, 0]× Ω, U).
In order to reformulate the delay system (4.13) to a distributed one, we consider the
following process
v(t, θ) = u(t+ θ), t > 0, θ ∈ [−r, 0],
which is the solution of the following equation in L2([−r, 0], L2(Ω, U)):
v˙(t, .) = Qmv(t, .), t > 0,
v(0, .) = ϕ,
v(t, 0) = u(t), t > 0,
(4.14)
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Combining systems (4.13) and (4.14), we obtain a new equivalent system of (4.13):
dX(t) = AX(t)dt+ Jv(t, .)dt+ F (X(t))dWt, t > 0,
dv(t, .) = Qmv(t, .)dt, t > 0,
v(t, 0) = u(t), t > 0,
X(0) = ξ,
v(0, .) = ϕ,
(4.15)
We define the Hilbert space H := H × L2([−r, 0], U), and we denote ρ(t) the column
vector with components (X(t), v(t, .)). On the product space H we define the matrix
operators
Am =
(
A J
0 Qm
)
, D(Am) = D(A)×W 1,2([−r, 0], U),
G =
(
0 δ0
)
: D(Am)→ U,
Γ : H→ H, Γ( xf ) =
(
F (x)
0
)
.
Under the above notation, our problem (4.13) can be reformulated as
dρ(t) = Amρ(t)dt+ Γ(ρ(t))dWt, t > 0,
Gρ(t) = u(t), t > 0,
ρ(0) =
(
ξ
ϕ
)
,
(4.16)
Next, we shall verify the assumptions of Theorem 4.5 in order to give a new expression
to process ρ(t). Then we consider the operator A on the product space H, given by
A = Am, D(A) := kerG.
Then
A =
(
A J
0 Q
)
, D(A) = D(A)×D(Q),
where
Qϕ = ϕ′, D(Q) := {ϕ ∈ W 1,2([−r, 0], U), ϕ(0) = 0},
generates the left shift semigroup (S(t))t>0 on L2([−r, 0], U). As shown in [12], (A, D(A))
generates the following C0-semigroup on H,
T (t) =
(
T (t) N(t)
0 S(t)
)
, t > 0,
where N(t) : L2([−r, 0], U)→ H are defined by
N(t)ψ =
∫ t
0
T (t− s)JΛS(s)ψds, t > 0,
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where JΛ is the Yosida extension of J for Q (we recall (J,Q) is admissible). Clearly, G is
also surjective. It follows that G| ker(λ−Am) is invertible and we denote his inverse by
Dλ :=
(
G| ker(λ−Am)
)−1
, λ ∈ ρ(A).
Using standard argument, we can see that the Direchlet operator associated with Am and
G is given by
Dλa =
(
R(λ,A)Jeλa
eλa
)
, λ ∈ ρ(A),
for any a ∈ U, where eλ : U → L2([−r, 0], U) defined by (eλa)(θ) = eλθa for a ∈ U and
θ ∈ [−r, 0]. We define the control operator by
B := (λ−A−1)Dλ ∈ L(U,H−1,A).
Then the system (4.13) can be written in the following abstract form{
dρ(t) = A−1ρ(t)dt+ Bu(t)dt+ Γ(ρ(t)dWt, t > 0,
ρ(0) =
(
ξ
ϕ
)
.
(4.17)
Next, we show that the pair (A,B) is admissible. We define
ΦA,Bt u :=
∫ t
0
T−1(t− s)Bu(s)ds
for u ∈ L2(R+, U). The Laplace transform of is given by
Φ̂A,B· u(λ) = R(λ,A−1)Bû(λ)
=
(
R(λ,A)Jeλû(λ)
eλû(λ)
)
On the other hand, we select
β := (λ−Q−1)eλ, λ ∈ C,
We now that β ∈ L(U,L2([−r, 0], U)−1) is an admissible control operator for Q (see [14]).
We define
ΦQ,βt u =
∫ t
0
S−1(t− s)βu(s)ds, t > 0.
We recall also from [14] that the triple (Q, β, J) is compatible in the sense of Definition
5.2. This means that ΦQ,βt u ∈ D(JΛ) for a.e. t > 0 and u ∈ L2loc(R+, U). Moreover, the
operator (Fu)(t) := JΛΦQ,βt u is linear bounded from L2([0, α], U) to L2([0, α], H) for any
α > 0 and the Laplace transform of this operator is given by
F̂u(λ) = JΛR(λ,Q−1)βû(λ) = Jeλû(λ).
If we denote by
ΦFt u =
∫ t
0
T (t− s)(Fu)(s)ds
ΦQ,βt u
 ,
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then
Φ̂A,B· u(λ) = Φ̂F· u(λ).
By the injectivity of Laplace transform we deduce that
ΦA,Bt u = Φ
F
t u ∈ H.
This shows that (A,B) is admissible. Then by Theorem 4.5 there exists a family
Φ˜stoct : L
2
loc(R+, L2(Ω;U))→ L2(Ω;H),
linear bounded such that the solution of the system (4.13) can be expressed as
ρ(t) = T (t)
(
ξ
ϕ
)
+ Φ˜stoct u, t > 0.
Next we investigate the exact controllability for stochastic boundary control system
(BCSS). Before doing so, let us first recall the exact controllability in the deterministic
case of the following control system{
dz(t) = Az(t)dt+Bu(t)dt, t > 0,
z(0) = x0 ∈ H,
(4.18)
where A and B are defined as in the previous sections. The following definition can be
found in [31].
Definition 4.7. The system (4.18) (or (A,B) is exactly controllable) in time τ > 0, if
Range(Φτ ) = H. (4.19)
The results presented in this Theorem can be found in the book [31, p.357].
Theorem 4.8. The pair (A,B) is exactly controllable in time τ if and only if there exists
κt > 0, such that ∫ t
0
‖B∗T ∗(s)v‖2Uds > κ2t‖v‖2, ∀v ∈ D(A∗). (4.20)
Now in order to give a characterization of the exact controllability, we need the following
important result on surjective linear operators, which can be found in [18, p.227].
Lemma 4.9. We denote by
S(O,E) := {G ∈ L(O,E) : G surjective}.
Then S(O,E) is an open set of L(O,E) with respect to the uniform topology. This means
that for any G0 ∈ S(O,E) there exists r > 0 such that for any G ∈ L(O,E) such that
‖G0 −G‖ < r we have G ∈ S(O,E). We call r the radius of surjectivity of G0.
In the deterministic case, the exact controllability of infinite dimensional system is well
investigated, see e.g. [31]. In this section, we will translate this theory to stochastic
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evolution equations. Specially we are interested in the stochastic version of the model
(4.18) given by {
dX(t) = (AX(t) +Bu(t))dt+ F (X(t))dWt, t > 0,
X(0) = ξ.
(4.21)
We mention that the operator F is defined as in the previous sections. If one want to
extend the concept of controllability to stochastic systems, it is important to deals with
the following questions:
• What is the definition of the exact controllability for stochastic systems ?
• For what conditions on the operator F, the stochastic system (BCSS) is exactly
controllable ?
According to Theorem 4.5, we can set the following definition.
Definition 4.10. The system (BCSS) is called controllable in time τ if
Range(Φstocτ ) = L
2(Ω, H).
To prove that the system (BCSS) is exactly controllable, we shall use Theorem 4.8 and
Lemma 4.9.
Theorem 4.11. Assume that the pair (A,B) is exactly controllable on [0, τ ] in the de-
terministic sense. Then there exists a constant γτ > 0 such that the stochastic control
system (BCSS) is exactly controllable whenever
‖F‖ < γτ .
Proof. If B ∈ L(U,H−1), then the adjoint of Φ˜τ defined in (4.7) which is in
L(L2(Ω, H);L2(Ω, L2([0, τ ], U))), can be expressed using B∗. Let us denote by Ψ˜dτ the
output maps corresponding to the semigroup T∗ with the observation operator B∗, then
for every t > 0 and ξ0 ∈ H we get
E〈Φ˜tu, ξ0〉 =
∫
Ω
〈 ∫ t
0
T−1(t− s)Bu(s, ω)ds, ξ0(ω)
〉
dP(ω)
=
∫
Ω
∫ t
0
〈u(s, ω), B∗T ∗(t− s)ξ0(ω)〉dsdP(ω)
=
∫
Ω
∫ t
0
〈u(s, ω), (Ψ˜dt ξ0(ω))(s)〉dsdP(ω)
= 〈u, Ψ˜dt ξ0〉L2(Ω×R+,U).
Then for every τ > 0 and ξ0 ∈ H
(Φ˜∗τξ0)(s) =
{
0 if , s > τ
B∗T ∗(τ − s)ξ0 if s ∈ [0, τ ],
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P-a.s. According to Theorem 4.8, the pair (B∗, A∗) is exactly observable on [0, τ ], and
then there exists a constant κτ > 0, such that for every ξ ∈ L2(Ω, H) we obtain
E
∫ τ
0
‖(Φ˜∗τξ0)(s)‖2Uds = E
∫ τ
0
‖B∗T ∗(τ − s)ξ‖2Uds
= E
∫ τ
0
‖B∗T ∗(σ)ξ‖2Udσ
> κ2τE‖ξ‖2H .
(4.22)
This implies that the operator Φ˜t is surjective (see H.Brezis [2]). By Itoˆ’s formula, we
obtain
E‖Φstocτ u− Φ˜τu‖2H = E‖WA(τ)‖2H
= E‖
∫ τ
0
T (τ − σ)F (X(σ, 0, u))dWσ‖2H
= E
∫ τ
0
‖T (τ − σ)F (X(σ, 0, u))‖2Hdσ
6 (Me|ω|τ )2E
∫ τ
0
‖F (X(σ, 0, u))‖2Hdσ
6 (Me|ω|τ )2‖F‖2L(H)E
∫ τ
0
‖X(σ, 0, u)‖2Hdσ
6 C˜(Me|ω|τ )2‖F‖2L(H)‖u‖2L2([0,τ ]×Ω;U).
It follow that
E‖Φstocτ − Φ˜τ‖2H 6 C˜(Me|ω|τ )2‖F‖2L(H).
If $ denotes the radius of surjectivity of Φ˜τ , then the stochastic system (4.21) is exactly
controllable, for all
‖F‖L(H) < $
Me|ω|τ (C˜)
1
2
= γτ .

Example 4.12. We consider the following initial-boundary value problem for the string
equation
∂2
∂t2
v(x, t) = ∂
2
∂x2
v(x, t) + q(x)v(x, t) ∂
∂t
Wt, (x, t) ∈ (0, pi)× [0,∞),
v(pi, t) = 0, ∂
∂x
v(0, t) = u(t), t > 0,
v(x, 0) = f(x), ∂
∂t
v(x, 0) = g(x), x ∈ (0, pi),
(4.23)
Let Σ = (0, pi), we assume in this text that q ∈ L∞(Σ). In order to reformulate (4.23)
as a distributed stochastic control system, we introduce the solution space and the state
space respectively by
Z = (H2(Σ) ∩H1pi(Σ))×H1pi(Σ), H = H1pi(Σ)×H,
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where
H1pi(Σ) := {ϕ ∈ H1(Σ)|ϕ(pi) = 0}, H := L2(Σ).
Also, the control space U = C. Define the following operators
Lψ =
∂2
∂x2
ψ, Gψ =
∂ψ
∂x
(0), ψ ∈ H2(Σ) ∩H1pi(Σ).
Moreover, we consider the operators matrix Am : Z → H and G : Z → U which are given
by
Am =
(
0 I
L 0
)
, G = (G 0) .
Let K be the bounded operator, where q = q(x),
K =
(
0 0
q 0
)
.
If we put
ω(x, t) =
(
v(x, t)
∂v
∂t
(x, t)
)
, t > 0, x ∈ (0, pi),
the equation (4.23) can be reformulated as
dω(x, t) = Amω(x, t)dt+Kω(x, t)dWt, t > 0, x ∈ (0, pi),
Gω(x, t) = u(t), t > 0, x ∈ (0, pi),
ω(x, 0) =
(
f
g
)
, x ∈ (0, pi),.
(4.24)
We shall prove some generation results for the operator matrix
A =
(
0 I
A 0
)
, D(A) = {
(
h
f
)
∈ Z| ∂h
∂x
(0) = 0},
where A : D(A)→ H is the operator defined as
A = L, D(A) = {φ ∈ H2(Σ) ∩H1pi(Σ)|
∂φ
∂x
(0) = 0},
it is well known that the operator A generates a positive C0-semigroup (T (t))t>0 on H,
so that is A generates a semigroup (T (t))t>0 on H for more details see [31, Example
2.7.15]. Moreover G is surjective, then the assumptions of Greiner are satisfied. We then
define B := (λ−A−1)Dλ ∈ L(U,D(A∗)′) for λ ∈ ρ(A) where Dλ is the Dirichlet operator
associated with A and G. Then the problem (4.23) becomes{
dω(t) = Aω(t)dt+ Bu(t)dt+Kω(t)dWt, t > 0,
ω(0) =
(
f
g
)
, .
(4.25)
Next we denote by C = B∗, it follows from [31, Proposition 6.2.25] that C is admissible
observation operator, hence (A,B) admissible. So we have indeed assumptions of Theorem
4.5 are satisfied, then there exists a family
ΦKt : L
2
loc(R+, L2(Ω;U))→ L2(Ω;H),
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linear bounded such that the solution of the system (4.23) can be expressed as
ω(t) = T (t)
(
f
g
)
+ ΦKt u, t > 0.
According to [31, Proposition 6.2.5], the pair (A, C) is exactly observable in any time
τ > 2pi, it follows from Theorem 4.8 that (A,B) is exactly controllable in any time
τ > 2pi. Moreover for all
(
f
h
) ∈ H, we obtain∥∥∥∥K(fh
)∥∥∥∥
H
=
∥∥∥∥( 0qh
)∥∥∥∥
H
6 ‖q‖∞
∥∥∥∥(fh
)∥∥∥∥
H
,
if we denote by ε the radius of surjectivity of Φst (where Φ
s
tu :=
∫ t
0
T−1(t − s)Bu(s)ds),
there is a γ > 0 such that the stochastic string equation (4.23) is exactly controllable
whenever
‖q‖∞ < ε
γMe|ω|τ
.
5. Well-posedness of input–output stochastic linear systems
In this section we investigate the well-posedness of the following input–output stochastic
linear system 
dX(t) = AmX(t)dt+ F (X(t))dWt, t > 0,
X(0) = ξ,
GX(t) = u(t), t > 0,
Y (t) = MX(t), t > 0,
(5.1)
where the operators, Am, F andG are defined as in previous sections andM : Z ⊂ H → H
is a linear operator. Throughout this section we assume that the conditions (A1) and
(A2) (defined in Section 4) hold. Let B ∈ L(U,H−1) the operator defined by (4.1).
Moreover, we define
C : D(A)→ U, C := M|D(A).
The operator C will plays the same role as in Section 2.
According to the transformation introduced in Section 4, the system (5.1) can be re-
formulated as the following distributed linear system
(A,B,C,W )

dX(t) = (AX(t) +Bu(t))dt+ F (X(t))dWt, t > 0,
X(0) = ξ,
Y (t) = CX(t), t > 0.
We introduce the following definition.
Definition 5.1. We say that the system (A,B,C,W ) (hence system (5.1)) is well-posed
if (A,B) and (C,A) are admissible, there exists an extension C˜ : D(C˜) ⊂ H → U of C
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such that X(t) ∈ D(C˜) for a.e t > 0 and P − a.s, and (t 7→ C˜X(t)) ∈ L2([0, α] × Ω, U)
for some α > 0 and
‖C˜X(·)‖L2([0,α]×Ω,U) 6 c
(‖ξ‖L2(Ω,H) + ‖u‖L2([0,α]×Ω,U))
for any ξ ∈ L2(Ω, H) and u ∈ L2([0, α]× Ω, U), where c := cα > 0 is a constant.
Definition 5.2. We say that the triple (A,B,C) is called a compatible triple (in the
deterministic sense) if the following hold:
• (A,B) and (C,A) are admissible
• for some µ ∈ ρ(A) (hence all µ ∈ ρ(A)) we have Range(R(µ,A−1)B) ⊂ D(CΛ),
where CΛ is the Yosida extension of C for A.
In the terminology of Weiss (see [36]), compatible triples are also called regular triples.
For u ∈ W 1,20,loc(R+, L2(Ω, U)), the space of functions u ∈ W 1,2loc (R+, L2(Ω, U)) such that
u(0) = 0, we have
Φtu =
∫ t
0
T−1(t− s)(−A−1D0)u(s)ds = R(0, A−1)Bu(t)−
∫ t
0
T (t− s)D0u˙(s)ds
for t > 0, using an integration by parts (where we have assumed that 0 ∈ ρ(A) without
loosing generality). If we assume that (A,B,C) is compatible, then according to [36] and
Definition 5.2, we have Φtu ∈ D(CΛ) for a.e. t > 0.
Theorem 5.3. Assume that the triple (A,B,C) is compatible. Then the stochastic system
(A,B,C,W ) is well-posed.
Proof. The stochastic maps are given by
Φstoct u = Φ˜tu+
∫ t
0
T (t− s)F (Φstocks u) dWs.
For almost every ω ∈ Ω, we have(
Φ˜tu
)
(ω) =
∫ t
0
T−1(t− s)Bu(s, ω)ds
= Φtu(·, ω) ∈ D(CΛ)
almost every t > 0, due to the fact that (A,B,C) is compatible. In addition,∫ α
0
‖CΛΦtu(·, ω)‖2Udt 6 κ2
∫ α
0
‖u(t, ω)‖2Udt
This shows that
E
∫ α
0
‖CΛΦ˜tu‖2Udt 6 κ2‖u‖L2([0,α],L2(Ω,U))
According to estimate (4.11) and Proposition 2.6, we have
E
∫ α
0
∥∥∥∥CΛ ∫ t
0
T (t− s)F (Φstocs u) dWs∥∥∥∥2 dt 6 CαE∫ α
0
‖F (Φstocs u)‖2ds
6 CαC ′α‖F‖‖u‖L2([0,α],L2(Ω,U)).
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Moreover, according to Lemma 2.5 and equality (4.10), the mild solution of the stochastic
differential equation in (A,B,C,W ) satisfies X(t) ∈ D(CΛ) for a.e t > 0, P-a.s, and
‖CΛX(·)‖L2([0,α]×Ω,U) 6 c
(‖ξ‖L2(Ω,H) + ‖u‖L2([0,α]×Ω,U))
for any ξ ∈ L2(Ω, H) and u ∈ L2([0, α]× Ω, U), where c := cα > 0 is a constant. 
We end this section by the following transport stochastic equation which illustrate the
above concept of well-posedness for stochastic systems.
Example 5.4. Let U be a Hilbert space and r > 0 a real number. On the space H =
L2([−r, 0], U) we consider the following input-output transport stochastic system
dX(t, θ) =
∂
∂θ
X(t, θ)dt+K(θ)X(t, θ)dWt, t > 0, θ ∈ [−r, 0],
X(0, θ) = ϕ(θ),
X(t, 0) = u(t), t > 0,
Y (t) =
∫ 0
−r
dµ(θ)X(t+ θ), t > 0,
(5.2)
where K : [−r, 0]→ L(U) is a continuous function, (Wt)t>0 is a standard one-dimensional
Brownian motion, and µ : [−r, 0]→ L(U, Y ) is a function of bounded variations. In order
to apply our abstract result, we select the following operators
Amϕ = ϕ
′, D(Am) = W 1,2([−r, 0], U),
G : W 1,2([−r, 0], U)→ U, Gf = f(0),
F : H → H, Fg := K(·)g(·),
M : W 1,2([−r, 0], U)→ Y, Mϕ =
∫ 0
−r
dµ(θ)ϕ(θ).
As K(·) is continuous then for any f ∈ H,
‖Ff‖H 6 ‖K(·)‖∞‖f‖H .
The dirac operator is surjective, so G is surjective. Moreover, the operator
Aϕ = ϕ′, D(A) = {ϕ ∈ W 1,2([−r, 0], U) : ϕ(0) = 0}
generates the left shift semigroup (S(t))t>0 on H. In addition the control operator asso-
ciated with (5.4) is given by
B = (−A−1)e0 (e0u)(θ) = u, u ∈ U.
We also set C := M|D(A). It is shown in [14] that the triple (A,B,C) is compatible (see
definition 5.2). Now according to Theorem 5.3, the transport stochastic system (5.2) is
well-posed.
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