Abstract. Motivated by Shokurov's ACC Conjecture for log canonical thresholds, we propose an inductive point of view on singularities of pairs, in the case when the ambient variety is smooth. Our main result characterizes the log canonicity of a pair in dimension n + 1 by the log canonicity of another pair (not effective, in general) in dimension n.
Introduction
Singularities in higher-dimensional birational geometry are classified according to orders of vanishing along divisorial valuations. A key tool in the study of singularities is provided by log resolutions: one can show that instead of dealing with all possible divisorial valuations, it is enough to consider the ones that correspond to divisors on a given log resolution. Our goal in this note is to show that one can try to approach singularities by induction on the dimension of the ambient space. The main ingredient for doing this is the characterization of singularities of pairs in terms of spaces of arcs, as developed in [Mus] and [ELM] .
We work in the following setup. Let K be an algebraically closed field of characteristic zero. Our ambient scheme X will always be nonsingular: it will either be a smooth variety over K, or, most of the time, Spec K[[x 1 , . . . , x n ]]. The usual setting for singularities in birational geometry is that of pairs (X, D), where D is a divisor on X with rational coefficients. For us it is more natural to allow arbitrary ideals, hence our pairs will be of the form (X, J
2 ), where J 1 and J 2 are nonzero ideals on X, and q 1 and q 2 are nonnegative rational numbers. We say that such a pair is effective if q 2 = 0. The condition for a pair (X, J q 1 1 J −q 2 2 ) to be log canonical is typically given in terms of the orders of vanishing of J 1 and J 2 along the divisorial valuations of the function field of X. If J is a proper nonzero ideal on X, then the log canonical threshold lct(J) is the largest q > 0 such that the pair (X, J q ) is log canonical. This invariant plays an important role in birational geometry. For other points of view on the log canonical threshold, and for some applications, see [EM] .
Inductive arguments have always been present in the theory of singularities of pairs through the adjunction formula, which leads to Adjunction and Inversion of Adjunction type results (see §7 in [Kol2] ). However, these results apply to only special pairs, while 2000 Mathematics Subject Classification. Primary 14B05; Secondary 14B10, 14E30. The author was partially supported by NSF grant DMS-0758454 and a Packard Fellowship.
we are interested in general ones. By an inductive description of singularities of effective pairs we mean a positive answer to the following question: Question 1.1. Given integers n, d ≥ 1 and a positive rational number c, consider formal power series of the form Our main motivation for looking at this question comes from Shokurov's ACC Conjecture on log canonical thresholds. This is one of the most intriguing open problems in the field.
Conjecture 1.2. ([Sho])
If n ≥ 1 is fixed, the set HT n := {lct(X, D) | X nonsingular, dim(X) = n, D effective divisor} satisfies ACC, that is, it contains no strictly increasing sequences.
Several proofs of the conjecture are known for n = 2. Shokurov proved it in [Sho] using the Minimal Model Program. Phong and Sturm gave an analytic proof in [PS] , and Favre and Jonsson proved it in [FJ] using their valuation tree. The case n = 3 was proved by Alexeev in [Ale] . We should point out that one can consider singularities of pairs when the ambient variety is not assumed to be nonsingular, and it is in this setting that the above conjecture was made. In this stronger form, it is related to Termination of Flips, the major open problem left in the Minimal Model Program (see [Bir] for the precise statement).
It was shown in [dFM] that Conjecture 1.2 is equivalent to the following statement: given a positive rational number q, there is N such that for every f, g ∈ K[[x 1 , . . . , x n ]] with ord(f ) ≥ 1 and ord(g) ≥ N, we have lct(f ) ≥ q if and only if lct(f + g) ≥ q. Using the same ideas, we show in Proposition 5.2 below that a positive answer to Question 1.1 in dimension n, plus Conjecture 1.2 in dimension n would imply the conjecture in dimension n + 1. The idea is that in an increasing sequence of log canonical thresholds, the orders of the corresponding equations are bounded above, hence we may assume these orders to be constant. In this case, by Weierstarss preparation we can write the equations as polynomials of constant degree in the last variable, in which case the ideas in [dFM] , and the positive answer to Question 1.1 allow us to apply induction.
Our main result is in the direction of Question 1.1, though we can not remain in the setting of effective pairs. 
where
In fact, we will obtain the P i and the Q j in a rather explicit manner (see Theorem 5.3 below for the precise statement). Let us consider the special case d = 3 (see Example 5.6 below). After a linear change of variable, we may assume that
2 is the discriminant of f , then for every c with 
is log canonical.
While in Theorem 1.3 the pair we obtain is not effective in general, the explicit description we obtain allows us to compare I p and J q : we show that for every divisor
This is enough to yield a new proof of Conjecture 1.2 for n = 2 (see Corollary 5.9 below).
The fact that in Theorem 1.3 we describe the log canonicity of the given effective pair in terms of the log canonicity of a possibly non-effective pair raises some doubts regarding an affirmative answer to Question 1.1. On the other hand, the theorem suggests that there are classes of non-effective pairs that behave like the effective ones (we recall that effective pairs have in general much better properties than non-effective ones do: for example, they satisfy semicontinuity of log canonical thresholds and Inversion of Adjunction). It is conceivable that applying to such an extended class of pairs our point of view might lead to a solution of Conjecture 1.2.
Describing effective log canonical pairs in dimension (n+1) in terms of possibly noneffective pairs in dimension n is not enough for a truly inductive approach to singularities of pairs. On the other hand, we believe that even if we start with a non-effective pair in dimension (n + 1), one should be able to characterize its log canonicity in terms of the log canonicity of other suitable pairs in dimension n (though it might be hard to get such an explicit description as in Theorem 5.3 below). We hope to return to this aspect in future work.
The main tool in the proof of Theorem 1.3 is the characterization of log canonical pairs in terms of the codimensions of the contact loci associated to f . More precisely, given f ∈ K[[x 1 , . . . , x n , y]], the log canonical threshold of f gives a lower bound for the codimension of the subsets of (tK [[t] ]) n+1 in terms of the order of vanishing of f along these subsets; see Theorem 3.1 below for the precise statement. Our idea is to first plug in elements in u ∈ (tK [[t] 
])
n , and then estimate the codimension of those w such that ord(f (u, w) = m by treating f (u, y) as a polynomial with coefficients in K [[t] ], and considering its factorization in the field of Puiseux formal power series.
The paper is structured as follows. In the second section we give a brief review of the definition of log canonical pairs in the setting that we need later in the paper. The following section is devoted to the characterization of log canonicity in terms of codimension of cylinders in the space of arcs. We here explain how to deduce this characterization in the case of formal power series from the one in the case of smooth varieties, that is treated in [ELM] . The fourth section treats polynomials in
. Given a monic such polynomial of degree d, we show how to estimate the orders of various expressions in its roots. This part is very elementary, but it provides the ingredients for our proof of Theorem 1.3. In the last section we explain the connection between Question 1.1 and Conjecture 1.2, and prove our main result on the inductive description of log canonical singularities.
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Review of log canonical pairs
In this section we review the definition of log canonical pairs. Our main reference for this topic is [Kol2] . However, our setting is slightly different from the one in loc. cit., since we need to work with ideals in a formal power series ring. Extending most of the results to this setting poses no problem. Such an extension has been carried out for the basic properties of the log canonical threshold in [dFM] .
We start by recalling some terminology that will be useful for dealing with singularities of pairs. In this approach we follow [Kaw] . Let X be a connected Noetherian normal scheme. A divisor over X is a prime divisor on some normal scheme X ′ , having a proper, birational morphism ϕ : X ′ − → X. Such a divisor E gives a valuation of the function field of X that we denote by ord E . We identify two divisors over X if they give the same valuation. The center c X (E) of E on X is the image ϕ(E).
A Q-ideal a is an equivalence class of symbols J q , where J is a nonzero ideal on X, and q is a nonnegative rational number. The equivalence relation is given by J have the same integral closure (we refer to [Laz] , §9.6.A for basic facts about the integral closure of ideals). Equivalently, for every divisor E over X, we have q 1 ·ord E (J 1 ) = q 2 · ord E (J 2 ). It is convenient to consider also the zero ideal as a Q-ideal: by convention, this is equal to (0) q for every nonnegative q ∈ Q. We denote by Id Q (X) the set of Q-ideals on X.
One can define the sum and the product of the Q-ideals J q 1 1 , . . . , J qr r , as follows. If m is a positive integer such that mq i ∈ Z for every i, then
Furthermore, we can define rational powers of Q-ideals: if a = J q , and if q ′ is a positive rational number, then a q ′ = J′ . It is straightforward to see that all these operations are well-defined.
The set of nonzero Q-ideals forms a semigroup with respect to the product of Qideals. This semigroup is integral, that is,
Therefore it admits a universal semigroup morphism to an abelian group Id Q (X) gp , and this morphism is injective. The elements in Id Q (X) gp are symbols ab −1 , with a, b nonzero elements in Id Q (X), and such that ab Given a divisor E over X, and a = J q ∈ Id Q (X), we define ord E (a) := q · ord E (J). The definition of Id Q (X) was set up so that ord E (a) is well-defined. Note that if a is nonzero, then ord E (a) is finite, and ord E extends to a group homomorphism Id Q (X) gp − → Q.
If f : Y − → X is a morphism of schemes as above, then we can pull-back Q-ideals in the obvious way:
Note that this pull-back can be the zero Q-ideal. This operation is compatible with sums, products, and rational powers.
We now introduce some notation that will be repeatedly used later. Suppose that K is a field of characteristic zero. Given a Q-ideal b in Q[z 1 , . . . , z d ], and formal power series
. Note that we can consider the order of this ideal: the order of the Q-ideal (t)
is q (we make the convention that ord(0) = ∞).
− → X is a scheme morphism, and if a is a Q-ideal on X, then we denote by ord γ (a) the order of γ −1 (a). Note that we have
for every Q-ideals a i and a, and every positive rational number c. Similar formulas hold if instead of ord γ we consider ord E , for a divisor E over X.
It is convenient to also consider an order relation on the nonzero elements of Id Q (X). For two Q-ideals a and b on X we put a ≤ b if ord E (a) ≥ ord E (b) for every divisor E over X. Equivalently, J . It is clear that this is an order relation, and if a ≤ b and b ≤ a, then a = b in Id Q (X). Note also that this order relation is compatible, in an obvious sense, with sums, products, and rational powers.
We now give the definition of log canonical pairs in a setting that is general enough for our purpose. Let X be a connected, nonsingular scheme of characteristic zero. We always assume that X is excellent, that is, X has a finite cover by spectra of excellent rings (see [Mat] , Ch. 13 for the definition and basic properties of excellent rings). The key point of this assumption is that it allows us to use log resolutions, as in the case of schemes of finite type over a field. In particular, we are in this setting if X = Spec(R), with R = K[[x 1 , . . . , x n ]] (K being a field of characteristic zero), or more generally, if X is nonsingular, connected, and of finite type over Spec(R).
Let a = J q be a nonzero Q-ideal on X. A log resolution of (X, a) is a proper birational morphism ϕ :
, with F a divisor, and such that the union of F and of the exceptional locus of ϕ has simple normal crossings. It follows from [Tem] that there are such log resolutions (and furthermore, any two log resolutions are dominated by a third one). Similarly, it is shown in loc. cit. that given any X ′ − → X birational, there is X ′′ − → X ′ proper, birational, and with X ′′ nonsingular. In particular, given any divisor E over X, E appears as a prime divisor on a nonsingular X ′ , with X ′ − → X proper and birational. We define ord E (K −/X ) to be the coefficient of E in the discrepancy divisor K X ′ /X . It is clear that this depends only on E, and not on the model X ′ .
Definition 2.1. Let X be as above, and a, b nonzero Q-ideals on X. The pair (X, ab −1 ) is log canonical if for every divisor E over X we have ord E (K −/X ) + 1 ≥ ord E (ab −1 ).
As in the usual setting in [Kol2] , one can show that if X ′ − → X is a log resolution of (X, a · b), then it is enough to check the defining condition for the prime divisors E on X ′ (see also [dFM] ). Given a proper, nonzero ideal J in R, the log canonical threshold lct(J) is defined by lct(J) :
It is easy to get a formula for lct(J) in terms of a log resolution. In particular, this formula shows that lct(J) is a rational number, and that the supremum in the above definition is a maximum (for details see [Kol2] and [dFM] ). Moreover, we have lct(J) ≤ dim(X), and lct(J) ≤ 1 if J is a principal ideal. We make the convention that lct(J) = ∞ if J = O X , and lct(J) = 0 if J = (0).
From now on we will work in the following setting. Let K be an algebraically closed field of characteristic zero. Given a positive integer n, let R = K[[x 1 , . . . , x n ]], and X = Spec(R). We sometimes denote by 0 the closed point of X. The following proposition allows us to check log canonicity only using divisors with center at 0. The argument is well-known (see, for example, Lemma 2.6 in [dFM] ).
Proposition 2.2. Given nonzero Q-ideals a and b on X, the pair (X, ab −1 ) is log canonical if and only if ord E (K −/X ) + 1 ≥ ord E (ab −1 ) for every divisor E over X with center at 0.
Proof. We need to show that the inequality for the divisors with center at 0 implies the inequality for every divisor. Let ϕ : X ′ − → X be a log resolution of (X, a · b · m), where m is the maximal ideal of R. Given a divisor E on X ′ , its image contains the closed point, hence E intersects some component E 0 of the inverse image of the closed point (note that by assumption this inverse image is a divisor having simple normal crossings with E).
We construct a sequence of divisors E m over X as follows. Let E 1 be the exceptional divisor on the blow-up X 1 of X along some connected component of E ∩E 0 . We define E m and X m recursively: X m is the blow-up of some connected component of the intersection of E m−1 with the proper transform of E, and E m ⊂ X m is the exceptional divisor of this blow-up. Note that by construction, each E m has center at 0. It is standard to check that
Applying the hypothesis for every E m gives
Log canonical pairs via cylinders in the space of arcs
We now turn to the characterization of log canonical pairs in terms of arc spaces. This characterization is the main tool for our inductive description of singularities. In the case when the ambient space is A n (or more generally, a nonsingular variety over K), the characterization is given in [Mus] and [ELM] . We need to show that the result extends to our present setting, when the ambient variety is X = Spec(R), with
We only consider arcs and jets over the closed point of X, so the corresponding spaces can be constructed also from the affine space. Our reference for spaces of arcs and jets for schemes of finite type over K is [ELM] . As in the previous section, K is an algebraically closed field of characteristic zero. In addition, we assume that K is uncountable, since since some results on spaces of arcs from loc. cit. require this assumption.
Given an arbitrary scheme Y over K, and y ∈ Y with residue field K, the space of arcs on Y centered at y is the set of homomorphisms of local Similarly, the space of m-jets of (Y, y) is the set of homomorphisms of local K-
) that lift the morphism to the residue field. We denote this by (Y, y) m . Note that we have canonical truncation maps
It is clear the we again have identifications (Y, y) m = ( Y , y) m .
From now on we will be interested in the space of arcs (X, 0) ∞ that we identify as above with (A n , 0) ∞ . This space can be further identified to (tK
n , such that the canonical truncation maps are given by component-wise truncation. We denote by ψ m the canonical map (X, 0) ∞ − → (X, 0) m . Note that via the above identifications each (X, 0) m has an algebraic structure (it is an affine space of dimension mn), the truncation maps are morphisms, and (X, 0) ∞ = proj lim m (X, 0) m .
Recall that a cylinder in (tK[[t]])
n is a subset of the form C = ψ −1 m (S) for some m ≥ 1, and some constructible subset S of (tK
We say that C is open, closed, locally closed, or irreducible if S is this way (this is independent of the representation of C that we choose). If S is locally closed, then the decomposition of S as a union of irreducible components induces a corresponding decomposition for C. The codimension of a cylinder C = ψ −1 m (S) is defined as codim(C) := (m + 1)n − dim(S) (despite the fact that we work only in (A n , 0) ∞ , we follow the convention from [ELM] , computing the codimension in the whole arc space A n ∞ ). As in the previous section, given f ∈ R and γ ∈ (X, 0) ∞ that we identify with
It is easy to see that this is finite: if
. We deduce using the Taylor expansion that f = 0. Since we have ord C (f ) = ord γ (f ) for γ in a suitable subcylinder of C that is open in C, it follows that ord C (f g) = ord C (f ) + ord C (g) for every nonzero f, g ∈ R, and therefore ord C extends (uniquely) to a valuation of the fraction field of R, with center at 0 (this means that ord C (f ) ≥ 1 if and only if f lies in the maximal ideal of R).
In fact, we have defined more generally ord γ (a) for every
n , and every Q-ideal a in R or in K[x 1 , . . . , x n ]. We can define as above ord C (a) for every irreducible locally closed cylinder
n . A similar assertion holds for Q-ideals in
A fundamental example of cylinders is given by the contact loci of a given ideal. If a is a nonzero Q-ideal in R, then Cont m (a) := {γ | ord γ (a) = m}. We similarly define Cont ≥m (a). It is clear that Cont ≥m (a) is a closed cylinder, while Cont m (a) is a locally closed cylinder.
We now explain how to relate divisors and cylinders via valuation theory, following [ELM] . The key point is that divisors over X centered at 0 can be identified with divisors over A n with center at 0. More precisely: if E is a divisor centered at 0 over A n , then E is a prime divisor on some Y , having a proper, birational morphism to A n that maps E to 0. Base-changing via X − → A n gives a prime divisor E on X ′ := X × A n Y lying over 0 ∈ X. This is the unique divisor E over X such that ord E agrees with ord E on O A n ,0 . Furthermore, every divisor over X with center at 0 can be written as E for a unique such E.
We note that more generally, there is a bijection between valuations of the function field of A n with center at 0, and valuations of the function field of X with center at 0 given by restriction from R to O A n ,0 (this is a bijection due to the fact that such valuations are automatically continuous for the (x 1 , . . . , x n )-adic topology on the respective rings). Of course, via this bijection ord E corresponds to ord E , and if C is an irreducible closed cylinder in (X, 0) ∞ , then ord C corresponds to the valuation associated to C when considered as a cylinder in (A n , 0) ∞ .
Given a divisor E over A n with center 0, for every positive integer m one can associate an irreducible closed cylinder
n , see [ELM] . If E is a prime divisor on some variety Y over A n , then C m (E) is the closure of the image of Cont
Furthermore, given any irreducible closed cylinder C in (A n , 0) ∞ , there is a divisor E over A n with center at the origin, and a positive integer m such that C ⊆ C m (E) and ord C = ord Cm(E) (see Theorem 2.7 and its proof in ibid ). By the previous discussion, we can translate these results as a correspondence between divisors over X with center at 0, and irreducible closed cylinders in (X, 0) ∞ .
We now can prove the interpretation of log canonicity of a pair (X, a · b −1 ) in terms of the space of arcs. The proof is a small variation on the argument in [ELM] .
Theorem 3.1. Suppose that K is uncountable, and let a and b be nonzero Q-ideals in R.
i) The pair (X, a · b −1 ) is log canonical if and only if for every irreducible closed cylinder C in (X, 0) ∞ we have
ii) Given P 1 , . . . , P s ∈ R, and a positive integer m, it is enough to check the condition in i) only for those C with the property that m| ord C (P i ) for every i.
Proof. Let m be a positive integer, and E a divisor over X with center 0. Since ord Cm(E) = m · ord E , it follows that
On the other hand, codim(C m (E)) = m(ord E (K −/X ) + 1). Therefore the condition in i) for C = C m (E) (for some m) is equivalent to the condition for the log canonicity of (X, ab −1 ) for the divisor E. We deduce from Proposition 2.2 that the condition in i) for every irreducible closed cylinder C in (X, 0) ∞ implies that (X, ab −1 ) is log canonical.
Since it is enough to use C = C m (E), with m divisible enough, in which case ord C (P i ) also is divisible enough, we get the assertion in ii).
The converse in i) follows from the fact that given an arbitrary closed, irreducible cylinder C, there is a divisor E with center 0, and a positive integer m such that C ⊆ C m (E), and the two cylinders define the same valuation. Therefore
This completes the proof of i).
Remark 3.2. The condition in Theorem 3.1 that C be closed is not essential: given any irreducible locally closed cylinder C, the condition in i) for C is the same as the condition for C. It follows from part ii) in the theorem that given P 1 , . . . , P r ∈ R, in order to show that (X, a · b −1 ) is log canonical, it is enough to check the condition in i) only for those irreducible locally closed cylinders C with the property that m| ord γ (P i ) for every i, and every γ ∈ C.
Orders of symmetric polynomials in the roots
In this section K denotes an algebraically closed field of characteristic zero. We consider polynomials 
, then for every h as above we have min
Proof. We need to show that for every q ∈ 1 N Z ≥0 , we have ord(α i ) ≥ q for every i, if and only if ord(a i ) ≥ iq for every i.
For every i we have h(α i ) = 0, and since
Remark 4.2. Note that for the equality in the lemma we do not need to assume that the two quantities are finite.
We now fix k ∈ {1, . . . , d}. If we consider all products α j 1 · . . . · α j k , where j 1 , . . . , j k are pairwise distinct, then applying s ℓ to these products gives a symmetric polynomial in α 1 , . . . , α d . Therefore we can write it as A (ℓ) 
where the minimum on the left-hand side is over all distinct j 1 , . . . , j k ∈ {1, . . . , d}.
Remark 4.4. The above procedure is not always the most economical. For example, when k = d we see right away that we can take
We are also interested in the following situation:
Note that these are precisely the roots of
, then Corollary 4.3 implies Corollary 4.5. For every K, h, and w as above, and for every k ≤ d, we have
We now use the above ideas to give a criterion for a polynomial to have all its roots in Let H be the polynomial whose roots are the (α i − α j ), with i = j. It is clear that we may write
. Let us order the roots
It follows from Corollary 4.3 that we can find
For some positive integer m, we can write c k = (Q k,1 (w), . . . , Q k,r k (w)) 1/m for every k. We see that m, and the set consisting of all the polynomials Q i,j (b 1 , . . . , b D ) satisfy the condition in the corollary.
We give below a different way of computing the minimum in Corollary 4.3. This can be useful in practice, having the advantage of being more explicit. It is essentially the expression that comes out of the Newton method (see [Kob] , §IV.3).
Given k ≤ d, and not necessarily distinct i 1 , . . . , i k ∈ {1, . . . , d} with i m ≥ k − m + 1 for every m ∈ {1, . . . , k}, we consider the Q-ideal
(note that this Q-ideal is a rational power of a principal monomial ideal). We put b k := M(i 1 , . . . , i k ), the sum being over all (i 1 , . . . , i k ) as above. Note that b 1 is equal to the Q-ideal b defined in Lemma 4.1.
where the minimum on the left-hand side is over all pairwise distinct j 1 , . . . , j k ∈ {1, . . . , d}.
Proof. Let q i = ord(α i ). We may assume that the roots of h are labeled such that q 1 ≤ . . . ≤ q d . We prove the assertion by induction on k, the case k = 1 being covered by Lemma 4.1. In order to prove the induction step, it is enough to show the following equality
Moreover, if i is chosen such that q k = . . . = q i < q i+1 (if q k = q d , then we take i = d), then both inequalities in (2) become equalities. These two facts imply the formula (1).
In the case k = d − 1, one can use directly the formula in Lemma 4.1 to obtain a more compact expression. This in turn can be used to describe the maximum of the order of the roots of f .
Corollary 4.8. If c is the Q-ideal
[y] as above, with roots α 1 , . . . , α d , we have
Proof. Let β ℓ := j =ℓ α j = (−1)
where we put a 0 = 1. The formula in i) is then a consequence of Lemma 4.1. Note that the expression in i) is equal to ord(α 1 · . . . · α d ) − max i {ord(α i )}, hence we get the formula in ii).
In the next section we will make use of the following proposition that shows how to take the maximum of expressions as in Corollary 4.5, when we let w vary over all α i . 
(we follow the convention that ∞ − ∞ = ∞).
Proof. We use the idea in the proof of Corollary 4.8. For every k ∈ {1, . . . , d} we put
the minimum being over all distinct j 1 , . . . , j k ∈ {1, . . . , d}. Since
we see that in order to prove the proposition it is enough to show that for every k, there is a
Let us put a = (a 1 , . . . , a d ). If b = (P 1 , . . . , P r ) q , we see that
where the minimum is over the distinct j 1 , . . . , j k ∈ {1, . . . , d}, and over the not necessarily distinct i 1 , . . . , i k in the same set. Note that every symmetric function of all the P i 1 (a, α j 1 )· . . . · P i k (a, α j k ) can be written as a polynomial with rational coefficients in a 1 , . . . , a d and the symmetric functions in α 1 , . . . , α d , hence just as a polynomial in the a i 's. The existence of c k is now a consequence of Lemma 4.1.
Remark 4.10. It follows from the above proof that we can find b + and b − as in the statement of Proposition 4.9 such that for every K we have (a 1 , . . . , a d ) 
In order to see this, note that if α 1 , . . . , α d are the roots of
, and if we label the α i such that ord (b(a 1 , . . . , a d , α 1 ) ) ≤ . . . ≤ ord (b(a 1 , . . . , a d , α d ) ), ord(b(a 1 , . . . , a d , α d ) ), which implies
This gives our statement.
We now deduce the following corollary, that will be applied in the next section to get the inductive description of singularities of pairs. 
, where each minimum on the left-hand side is over distinct elements of {1, . . . , d}.
Proof. Using the notation in Corollary 4.5, we define the following
It follows that max i {ord(p(a 1 , . . . , a d ))} is equal to the left-hand side of the formula in the statement. Applying Proposition 4.9 and Remark 4.10 for p, we get the Q-ideals p + and p − with the required property. Example 4.13. With the notation in Corollary 4.11, suppose that k = 1. We claim that if a 1 = 0, then for every i we have min j {ord(α j − α i )} = min j {ord(α j )}. Indeed, the inequality "≥" is clear, and the opposite inequality follows from , and let α 1 , α 2 , and α 3 be the roots of h. After relabeling the roots, we may assume that
If we fix i, then the (α j − α i ), with 1 ≤ j ≤ 3, are the roots of
It is a straightforward computation to show that the (a + 3α 2 i ), with 1 ≤ i ≤ 3, are the roots of
where ∆ h is the discriminant of h, that is,
ord(∆ h ), we see that
Let us consider for h the situation in Corollary 4.11, with k = 2. In this case
where the Q-ideals p + and p − in Q [u, v] are given by
, if c 2 ≤ c 1 .
, if c 2 ≥ c 1 ;
Note that in this case we preferred to follow a slightly simplified procedure for obtaining p + and p − , from the one described in the proof of Corollary 4.11.
When k = 1, the situation is simpler: we have
and we may take p + = (u 3 , v 2 ) c 2 /6 , and 
Proof. By the definition of b k we have
where both minima are over distinct elements of {1, . . . , d}. With the notation in Corollary 4.5, we see that we may take p
We end this section with two more propositions that will be needed in the proof of our main results. In both statements we consider an irreducible locally closed cylinder T ⊆ (tK [[t] (a 1 , . . . , a d , α j (a)))} < ∞, then there is a subcylinder T
• of T that is open in T , and N 1 , . . . , N r ∈ Z ≥0 ∪ {∞} such that for every a = (a 1 , . . . , a d ) ∈ T
• , there is i with
and ord(q ℓ (a 1 , . . . , a d , α i (a))) = N ℓ for ℓ = 1, . . . , r.
Proposition 4.17. With the above notation, if we have for every a ∈ T
then for every positive integer L there is a subcylinder T • of T that is open in T , and N 1 , . . . , N r ∈ Z ≥0 ∪ {∞} such that for every a = (a 1 , . . . , a d ) ∈ T
• , there is i with ord (b(a 1 , . . . , a d , α i (a) )) ≥ L and ord(q ℓ (a 1 , . . . , a d , α i (a))) = N ℓ for ℓ = 1, . . . , r.
Before proving the propositions, we make some preparations. Recall the following well-known fact.
], and such that ord(a i − b i ) ≥ N for aIl i. If α 1 , . . . , α d are the roots of f , and if β is a root of g, then there is i such that
for some i.
We introduce some notation that will be used in the proofs of Propositions 4.16 and 4.17. Let
where s i is the i th elementary symmetric polynomial. If S = Φ −1 (T ), then S is a locally closed cylinder, and our assumption implies that the induced map S − → T is surjective.
We also have induced maps Φ m : (tK
and S m are the images of T and S, respectively, in (tK 
Proof of Proposition 4.16. By assumption, there is a ∈ T such that ord(b + (a)) < ∞ and ord(b − (a)) < ∞. After replacing T by a subcylinder open in T , we may assume that ord(b + (a)) = b + and ord(b − (a)) = b − for all a ∈ T .
For every j and every α ∈ S, we have ord(b(Φ(α), α j )) ≤ b + − b − , and the set S j of those α for which this is an equality is a subcylinder of S that is closed inS. Since S is contained in j S j , if S ′ is an irreducible component of S that dominates T , then there is i such that S ′ ⊆ S i . Let S ′′ be a subcylinder of S ′ , open in S ′ , and N 1 , . . . , N r such that ord(q j (Φ(α), α i )) = N j for every α ∈ S ′′ , and every j ≤ r. 
d satisfies the conditions in the proposition. Indeed, if a ∈ T • , then there is a ′ ∈ T having the same truncation mod (t m+1 ), and for which there is a root
It follows from Lemma 4.18 that we can find a root β of
In this case we also have ord(b(a, β)) = b + −b − and ord(q j (a, β)) = N j for every j.
Proof of Proposition 4.17. The argument is entirely analogous to the one in the previous proof. Since the set S j consisting of those α ∈ S such that ord(b (Φ(α), α j ) ) ≥ L is a subcylinder of S that is closed in S, it follows that if S ′ is an irreducible component of S that dominates T , then there is i such that S ′ ⊆ S i . We have a subcylinder S ′′ of S ′ that is open in S ′ , and N j for j ≤ r such that ord(q j (Φ(α), α i )) = N j for every α ∈ S ′′ , and every j ≤ r. Using S ′′ we get a subcylinder T • of T , open in T , following the argument in the proof of Proposition 4.16.
The inductive description of singularities of pairs
In order to motivate our inductive description of log canonical pairs, we start by describing its connection with Shokurov's Conjecture 1.2. Let us fix an algebraically closed field K of characteristic zero. We first restate Question 1.1 using the terminology introduced in §2.
Question 5.1. Given integers n, d ≥ 1 and a positive rational number c, is there a Q-ideal
c ) is log canonical if and only if
Before explaining the connection of this question to Conjecture 1.2, we make some general considerations. Suppose that n ≥ 1 is fixed, and consider a nonzero f ∈ R = K[[x 1 , . . . , x n , y]], with ord(f ) ≥ 1. Set X = Spec(R). Note that the condition lct(f ) ≥ c is independent of the coordinates, or of multiplying f by an invertible element. If f (0, . . . , 0, 1) is nonzero, and its order is d, then by the Weierstrass Preparation Theorem f can be written as u · g, where u is invertible, and g is a Weierstrass polynomial in y. Since we are free to replace f by g, we may assume that f is a Weierstrass polynomial in y, that is,
, each having positive order. Hence, after a linear change of coordinates, we can always assume that f has this form, and in fact, that d = ord(f ).
Proposition 5.2. Fix n ≥ 1, and suppose that Question 5.1 has a positive answer for n, and for every d and c. If Conjecture 1.2 holds for n, then it also holds for n + 1.
Proof. It is known that the set HT n+1 can also be described as
Furthermore, this set is independent of the algebraically closed field K (for these two facts, see Prop. 3.2 and 3.3 in [dFM] ). In particular, after possibly extending K, we may assume that it is uncountable.
The main idea in the proof is the same as in loc. cit., Prop. 5. Note first that the set of all orders ord(f m ) is bounded. Indeed, each log canonical threshold is positive and since this is an increasing sequence, we can choose a positive ε such that ε < lct(f m ) for every m. On the other hand, if f m ∈ m N , where m = (x 1 , . . . , x n , y),
. We deduce that if N is such that n+1 N < ε, then ord(f m ) < N for every m. After possibly replacing our sequence by a subsequence, we may assume that ord(f m ) = d for every m.
It follows as above, by the Weierstrass Preparation Theorem, that we may assume
] of positive order. For every positive rational number τ , let
In order to get a contradiction, it is enough to show that every such set is a cylinder, that is, it is the inverse image of a constructible set by some projection
Indeed, then we have the sequence of cylinders
By assumption, all these inclusions are strict, and since K is assumed uncountable, this contradicts a basic property of cylinders: a decreasing sequence of cylinders with empty intersection is eventually empty (the proof in our context follows verbatim the proof of Lemma 1.2 in [ELM] ).
Suppose now that that Question 5.1 has a positive answer for n, d and τ , with p = (P 1 , . . . , P r ) q . We can then rewrite
and we need to show that if Conjecture 1.2 holds in dimension n, then this set is a cylinder. On the other hand, the map
r pulls-back cylinders to cylinders, hence it is enough to show that the set
Since Conjecture 1.2 holds in dimension n, the set
also satisfies ACC. Indeed, every element in this set can be written as n · lct(g), for some g ∈ K[[x 1 , . . . , x n ]] (for this fact, see Prop. 3.5 and 3.3 in [dFM] ). Therefore we can find δ > 0 such that T n contains no real number in the interval (q − δ, q). On the other hand, it follows from Corollary 2.11 in loc. cit. that if M is a positive integer such that n M < δ/2, and if J 1 and J 2 are ideals in
In particular, we see that lct(J 1 ) ≥ q if and only if lct(J 2 ) ≥ 2. Therefore the set B n,r (q) is the inverse image of a set in K[[x 1 , . . . , x n ]]/(x 1 , . . . , x n ) M r . The fact that this set is open is then a consequence of the semicontinuity of log canonical thresholds (see, for example, Thm.4.9 in [Mus] ). We conclude that B n,r (q), hence also A n,d (τ ), is a cylinder. This completes the proof of the proposition.
We now state our main result, but let us first set some notation. Suppose that c is a positive rational number. We are interested in whether lct(f ) ≥ c for a given formal power series f with 1 ≤ ord(f ) ≤ d. Note that for every such f we have
≤ lct(f ) ≤ 1 (the first inequality is well-known in the finite type case, see Lem. 8.10 in [Kol2] , and in our case can be deduced via Prop. 2.5 in [dFM] ). Therefore we may assume that
We apply 
Remark 5.4. It follows from our definition and Corollary 4.11 i) that for every K we have
Remark 5.5. Note that by definition, the condition that the pair
in the theorem be log canonical implies that the two Q-ideals p + (a 1 , . . . , a d ) and p − (a 1 , . . . , a d ) are nonzero.
Example 5.6. Let us now describe explicitly the case d = 3. After a change of coordinates of the form y ′ = y − g(x), we may write f = y 3 + a(x)y + b(x), with a, b ∈ K[[x 1 , . . . , x n ]] of positive order. Recall that we denote by ∆ f the discriminant 4a(x) 3 + 27b(x) 3 . It follows from Theorem 5.3 and Example 4.14 that lct(f ) ≥ c if and only if
is log canonical , when
Note that the pair that appears in our condition is not effective if c ∈ 2 3 , 1 .
many possibilities for ord(P 1 (a), . . . , P r (a)) and ord(Q 1 (a), . . . , Q s (a)) such that (8) holds. Since for every pair (i, j) the set (P 1 (a) , . . . , P r (a)) = i, ord (Q 1 (a) , . . . , Q s (a)) = j} is clearly a cylinder, it follows that A 2,d (τ ) is a cylinder.
Before giving the proof of Theorem 5.3, we make some preparations. In light of Theorem 3.1, in order to decide whether lct(f ) ≥ c, we need to estimate the codimension of the set of those (u 1 , . . . , u n , w)
n+1 with ord(f (u 1 , . . . , u n , w)) = m. The key idea in our approach is to first plug in n-uples u = (u 1 , .
, and then analyze the condition on w ∈ tK [[t] ] to get ord(h(w)) = m. Note that h is a polynomial with formal power series coefficients to which we can apply the considerations in the previous section.
We now fix f given by (3), with the a i in K[[x 1 , . . . , x n ]] of positive order. At this point let us fix also u = (u 1 , . . . , u n ) ∈ (tK [[t]) n , and let α 1 , . . . , α d be the roots of h = f (u, y), hence
Using the notation in Corollary 4.6, we assume that the order of P i (a 1 (u), . . . , a d (u)) is divisible by m for i ≤ r (due to the second assertion in Theorem 3.1, this assumption will turn out to be harmless). Therefore α 1 , . . . 
ii) If i is such that ord(w − α i ) = max j {ord(w − α j )}, then the inequality in (9) is an equality. iii) For every i with 1 ≤ i ≤ d, and every q ≥ 1, the set of those w ∈ tK
we get i). Moreover, if i is such that ord(w − α i ) ≥ ord(w − α j ) for every j, then in (10) we have equality. This gives ii). For iii), note that if α j = m≥1 c j,m t m and if we write w = m≥1 c m t m , then the condition ord(w − α i ) = q ≥ ord(w − α j ) for every j is equivalent to c m = c i,m for m ≤ q − 1, and c q = c j,q for those j with ord(α i − α j ) ≥ q.
The set of such w is a locally closed cylinder in K[[t]] of codimension q.
We can now give the proof of our main result.
Proof of Theorem 5.3. Fix K and a 1 
n , we denote by α 1 (u), . . . , α d (u) the roots of f (u, y). Since a pair is log canonical over K if and only if it is log canonical over a field extension of K, we may assume that K is uncountable.
We first assume that the pair (Spec
−1 ) is log canonical, and prove that lct(f ) ≥ c. By Theorem 3.1, it is enough to show that for every irreducible locally closed cylinder C ⊆ (tK [[t] ]) n+1 , we have codim(C) ≥ c · ord C (f ). Of course, in order to check this inequality we can always replace C by a suitable subcylinder that is open in C.
It follows from the statement of Theorem 3.1 that given finitely many nonzero power series in K[[x 1 , . . . , x n+1 ]], after possibly replacing C by a subcylinder open in C, we may assume that for every γ ∈ C, the order of γ along each of these power series is constant, and divisible enough. In particular, we may assume that for every (u, w)
n ×tK [[t] ] that lies in C, we have ord(f (u, w)) = m = ord C (f ), and ord(p + (a 1 (u) , . . . , a d (u))) = β + and ord(p − (a 1 (u) , . . . , a d (u))) = β − . By a similar argument, using also Corollary 4.6, we may assume that for every (u, w) ∈ C, all α i (u) lie in K [[t] ]. Furthermore, applying Corollary 4.5 for k = d and k = (d − 1), we may also assume that for all (u, w) ∈ C, we have max j {ord(α j (u) − w)} = q, for some q ∈ Z ≥0 (note that q is finite: otherwise f (u, w) = 0 for every (u, w) ∈ C, which would force f to be zero).
Let now N be large enough, so that C is the inverse image of C N ⊆ (tK [[t] 
n be the image of C N by the map induced by the projection onto the first n components. Since we may assume that N > q, it follows from Lemma 5.10 iii) that for every u ∈ C ′ N , the fiber of C N over u has dimension ≤ N − q. Therefore we have codim(C) = N(n + 1) − dim(C N ) ≥ N(n + 1) − (N − q) − dim(C ′ N ). It follows that in order to guarantee codim(C) ≥ cm it would be enough to have (12) is infinite, then there is nothing to prove. Otherwise, this is equal to ord (p + (a 1 (u) , . . . , a d (u))) − ord (p − (a 1 (u) , . . . , a d (u))), and both these orders are finite. We see that if N is larger than β + , β − , cm − q, then in order to check (12) we may replace u by some u ′ that has the same image modulo t N , hence we may assume that for some w we have (u, w) ∈ C. By our choice of p, the right-hand side of (14) follows from b k+1 ≤ b k+2 and c(d − k − 1) − 1 ≥ 0, which holds for k ≤ p − 2. Hence we get (14) when k ≤ p − 1. A similar argument gives (14) also for k ≥ p: in this case, the righthand side of (14) is weakly decreasing in q, hence it is ≤ c(b 1 +. . .+b k−1 )+(c(d−k+1)−1)b k . On the other hand, for k ≥ p this expression is weakly decreasing in k, hence attains its maximum for k = p. This completes the proof of our claim.
By definition, the left-hand side of (12) is equal to ord C ′ (p + (a 1 (u) , . . . , a d (u))) − ord C ′ (p − (a 1 (u) , . . . , a d (u)).
Since the pair (Spec K[[x 1 , . . . , x n ]], p + (a 1 , . . . , a d )p − (a 1 , . . . , a d ) −1 ) is log canonical, Theorem 3.1 and the above claim imply that codim(C ′ ) ≥ cm − q, and as we have seen, we get codim(C) ≥ c·ord C (f ). Since this holds for every C as above, we conclude that lct(f ) ≥ c.
We now prove the converse. Suppose that lct(f ) ≥ c. Arguing by contradiction, let us assume that the pair (Spec K[[x 1 , . . . , x n ]], p + (a 1 , . . . , a d )p − (a 1 , . . . , a d ) −1 ) is not log canonical. We first consider the case when p + (a 1 , . . . , a n ) (hence also p − (a 1 , . . . , a n )) is nonzero. By definition and Theorem 3.1, we can find an irreducible locally closed cylinder D ′ ⊆ (tK [[t] ]) n such that for every u ∈ D ′ we have ord(p + (a 1 (u) , . . . , a d (u))) = m 1 and ord(p − (a 1 (u) , . . . , a d (u))) = m 2 , and codim(D ′ ) < m 1 − m 2 . Furthermore, given finitely many power series in K[[x 1 , . . . , x n ]], we may assume that the order of each of them is constant along the u ∈ D ′ , and is divisible enough. In particular, if we denote as above by α 1 (u), . . . , α d (u) the roots of f (u, y), we may assume by Corollary 4.6 that all α i (u) ∈ K[[t]] for u ∈ C ′ (in which case they lie in tK [[t] ] by Lemma 4.1).
As before, given i ≤ d, for every u ∈ D ′ we order the ord(α j Since this holds for every D ′ and every L, we get a contradiction. This completes the proof of the theorem.
