Abstract-When a new computer software package is developed, a testing procedure is often put into effect to eliminate the faults, or bugs, in the package. One common procedure is to try the package on a set of well-known problems to try to see if any errors result. This goes for some fixed time with all detected errors being noted. Then the testing stops and the package is carefully checked to determine the specific bugs that were responsible for the observed errors, and the package is then altered to remove these bugs. A problem of great importance is the estimation of the error rate of this revised software package.
I. INTRODUCTION When a new computer software package is developed, a testing procedure is often put into effect to eliminate the faults, or bugs, in the package. One common procedure is to try the package on a set of well-known problems to try to see if any errors result. This goes for some fixed time with all detected errors being noted. Then the testing stops and the package is carefully checked to determine the specific bugs that were responsible for the observed errors, and the package' is then altered to remove these bugs. However, as we cannot be certain that all the'bugs in the package have been eliminated, a problem of great importance is the estimation of the error rate of the revised software package.
To model the above, let us suppose that initially the package contains m,, an unknown-number, of bugs which we will refer to as bug 1, bug 2, * , bug m. Suppose also that bug i will cause errors to occur in accordance with a Poisson process having an unknown rate Xi, i = 1, * m. Then, for instance, the number of errors due to bug i that occur in any s units of op- erating time is Poisson distributed with mean X1s. Also suppose that these Poisson processes caused by bugs i, i = 1, ---, m are independent. Also, we suppose that the package is to be run for t time units and we suppose that' each error is, independently, detected with some known probability p. At the end of this time, a careful check of the package is made to determine the specific bugs that caused the detected errors ( a debugging takes place). These bugs are then removed and the problem of interest is to determine the,error rate for the revised package.
The above problem is considered in Section II, and a preliminary estimation is presented. In Section III, we make the added. assumption that once a given bug has been found, its error rate becomes known. Under this assumption, we show how to improve upon. the estimator of Section II. We also present, in Section III, an estimator different, than that in Section II which can be used when error rates are not learned and one-that can be used when debuggings necessarily occur whenever an error is detected. In'Section"'IV, we consider the situation where a debugging occurs whenever an error is detected but it need not be successful. In Section V, we start with a Bayesian model which initially assumes that the number of errors is Poisson distributed with known mean c, and given the number of bugs the failure rates of the bugs are independent' with a common known distribution G. We then successively allow, in Section V-A, the Poisson parameter c to be unknown and, in Section V-B, both c and g to be unknown. (2) we obtain the intriguing result that
Thus suggests the possible use of M1 (t)/pt as an estimate of A(t). To determine whether or not Ml (t)/pt constitutes a "good" estimate of A(t), we shall look at how far apart these two quantities tend to be. That is, we will compute
where the last two equalities follow since 4i(t) and IJ(t) are independent when i # as they refer to different Poisson processes, and /1(t) I,(t) = 0. Hence, we obtain
p t where the last equality follows since E[M2(t)] = 5 e it" (X1tp)2/2.
Thus, we can estimate the average square of the difference between A(t) and Ml (t)/pt by the observed value of M1 (t) + 2M2 (t) divided by p2 t2.
Remark: The above analysis is similar in spirit to that done in Robbins [4] . Very similar results have also been presented by Diaconis in a set of unpublished notes on decision theory.
III. ERROR RATES LEARNED UPON DEBUGGING
Let us now suppose that the failure rate due to a bug becomes known once the bug has been discovered. That is, we are supposing that based on our experience we are able to accurately estimate the failure rate due to any particular bug once it has been discovered. 
is a better estimator of At(t) than isM1 (t)/tp, and should thus be preferred whenever the finding of a bug also reveals its failure rate.
Remarks:
1) The above estimator can be used whether debugging is performed wvhenever an error is detected and the bug removed, or if the debugging is performed at time t. In this latter case, another estimator is obtained by first noting that, independent of the bugs causing the errors, detected errors will occur at a Poisson rate P Si X1. HIence, letting D (t) = Si iMg(t) denote the number of detected errors by t, then D (t)/pt can be used to estimate Sz X,. As Z2f 1 Ai is the error rate due to those bugs that have caused detected errors, it thus follows that D(t)/pt -zi A1 is an estiator of A(t). To evaluate its worth, note that
and so
ti-I where Gi is one's feelings about the ith discovered bug (after it has been identified). If the debugging is performed at time t, then the data consist of the number of detected errors due to the ith bug to be discovered.
3) If one is not willing to take the above "Bayesian approach," one could try maximum likelihood estimates. For instance, if all debugging is performed at time t, then with Ni(t) denoting the number of detected errors caused by bug i, the estimator N(t) e-NI(t) 1 ie1 is suggested. Whereas additional numerical work is needed to see how this estimator compares to Ml (t)fpt, preliminary simulation investigations show that it compares quite favorably (see Table I ).
4) Suppose that the nature of the problem is such that a debugging must take place whenever an error is detected and the bug removed. If and not A(t).]
IV. ALLOWING FOR UNSUCCESSFUL DEBUGGINGS Suppose, as in the previous section, that detected errors lead to immediate debugging with the failure rate of the responsible bug being determined. However, let us now suppose that the debugging is only successful with probability a. That is, with probability 1 -at, a new bug, which we will suppose has the same failure rate as the bug just removed, is created. (Thus, we can think of the newly created bug as either being the old bug which-was not successfully eliminated or as being a brand new bug caused by our change in the program that eliminated the old bug and which has the same failure rate as the old bug.) Suppose also that when a debugging takes place we are able to tell whether the responsible bug was initially present or was created by a previous debugging.
We can estimate the failure rate at time t as follows. Let of possible things that could go wrong when putting together a software package, each having a small probability of going wrong, it seems reasonable to suppose that m, the number of bugs, has a Poisson distribution. Also, given m, we shall suppose that the resulting failure rates are independent and identically distributed. So let us make the following assumption. Assumption: The number of bugs m has a Poisson distribution with mean c; and given m, X1, * , Xm are independent and have the common distribution G. Both c and G are assumed to be known.
We shall assume that one a bug is detected, its failure rate becomes known and the bug is eliminated. (That is, a of Section IV is taken to equal 1.)
As each of the Poisson number of bugs will independently result in a detected error with probability given by P {bug has a detected error} = f(1 -eXPt) dG (X) it follows that the number of discovered bugs is Poisson with mean c f (1 -e XPt) dG(X) and is independent of the number of undetected bugs which is Poisson with mean c f e X Apt dG (X).
Also, the conditional distribution of a bugs failure rate, given that the bug is not discovered, is as follows: That is, the Bayes estimator with respect to square-error loss is independent of the data and is as given above.
A. Unknown (1 -e-ips/t) Remarks: The results in this section can be used to devise an easily implemented stopping rule for testing. One could test for a time t and then, based on the observed data, choose an additional time testing time s such that the estimated error rate at s would be appreciable. One can then reevaluate this after testing for the additional time to determine whether to stop or continue for an additional time indicated by the above.
