We develop a general approach to estimating the derivative of a function-valued parameter θ o (u) that is identified for every value of u as the solution to a moment condition. This setup in particular covers many interesting models for conditional distributions, such as quantile regression or distribution regression. Exploiting that θ o (u) solves a moment condition, we obtain an explicit expression for its derivative from the Implicit Function Theorem, and estimate the components of this expression by suitable sample analogues, which requires the use of (local linear) smoothing. Our estimator can then be used for a variety of purposes, including the estimation of conditional density functions, quantile partial effects, and structural auction models in economics.
INTRODUCTION
Estimating the conditional distribution of a dependent variable Y given covariates X in R p is an important problem in many areas of applied statistics. In economics, for example, studies of changes in income inequality often involve estimation of the conditional distribution of workers' wages given their observable characteristics (e.g. Machado and Mata, 2005; Autor, Katz, and Kearney, 2008) . Such applications require models that on the one hand are flexible enough to capture the potentially highly heterogeneous impact of covariates on the dependent variable at different points in the distribution, but on the other hand can also be estimated using computationally and theoretically attractive methods. A model that is particularly popular in such contexts is the linear quantile regression (QR) model (Koenker and Bassett, 1978) , which specifies the conditional quantile function Q Y |X (u, x) of Y given X as
Another model that has received much attention recently is the linear distribution regression (DR) model (Foresi and Peracchi, 1995) , which specifies the conditional c.d.f.
where Λ(·) is a known link function that is often taken to be the Logit function. A common feature of these two models, and other models for conditional distributions, is that the respective specification depends on a function-valued parameter θ o (u) for which at every appropriate value of u there exist an asymptotically normal estimator that converges at the usual parametric rate.
In this paper, we consider the problem of estimating the derivative θ Motivated by these applications, we develop a general approach to estimating the derivative of a function-valued parameter θ o (u) in an abstract class of models in which this parameter is identified for every value of u in some index set as the solution to a moment condition or estimating equation. This setup covers both QR and DR models. We exploit that θ o (u) solves a moment condition to obtain an explicit expression for θ u o (u) from the Implicit Function Theorem, and estimate the components of this expression by suitable sample analogues. The details of the last step depend on the exact properties of the moment condition, and in both QR and DR models some form of smoothing is needed. We use local linear smoothing in this case, which leads to a computationally simple estimator with attractive theoretical properties.
For both QR and DR, we show that our estimator of θ u o (u) is asymptotically normal and has bias and variance whose order of magnitude is analogous to that of a one-dimensional nonparametric kernel regression. These properties then carry over to the above-mentioned applications like density estimation via the Continuous Mapping Theorem.
Our paper is connected to a well-established literature on quantile regression, surveyed for example in Koenker (2005) . It also contributes to an emerging literature on distribution regression, which was originally proposed by Foresi and Peracchi (1995) and further studied by Chernozhukov, Fernández-Val, and Melly (2013) . See also Rothe (2012 Rothe ( , 2015 for examples of applications of distribution regression in economics, Rothe and Wied (2013) for specification testing, and Leorato and Peracchi (2015) for a comparison with quantile regression. Chernozhukov, Fernández-Val, and Melly (2013) obtain general results regarding estimation of function-valued regular parameters. Our paper seems to be the first to address the estimation of derivatives of such parameters in general settings, but the specific problem
of a conditional quantile function with respect to the quantile level has been studied before. In particular, Parzen (1979 ), Xiang (1995 , and Guerre and Sabbah (2012) propose methods based on smoothing an estimate of the function u → Q Y |X (u, x), whereas Gimenes and Guerre (2013) propose an estimator based on an augmented quantile regression problem with a locally smoothed criterion function.
Both approaches differ conceptually from the one we propose in this paper.
The remainder of this paper is structured as follows. In Section 2, we describe a general approach to estimating the derivative of the function-valued parameters in a class of models that give rise to a moment condition or estimating equation of a particular form. In Sections 3 and 4, we apply this approach to QR and DR models, respectively, and study some applications. Section 5 reports the results of a simulation study, and Section 6 concludes. All proofs are contained in the appendix. Throughout the paper, we use repeated superscripts to denote the partial derivatives of functions up to various orders. That is, with g(y, x) a generic function, we write g
etc., for the first, second, third, etc., partial derivative with respect to y.
GENERAL SETUP
While we are mostly interested in estimating the derivative of the function-valued parameters in QR and DR models, we find it useful to motivate our approach in a more general setting that also covers other interesting cases. This section describes the approach, obtains some results on bias properties, and discusses its merits relative to alternative methods.
Framework
We consider a model in which there is a function-valued parameter
, that is identified for every u ∈ U through a moment condition. That is, we assume that there exists a function
with m a known function taking values in R p and Z an observable random vector, such that
for every u ∈ U. The moment condition M (θ, u) is assumed to be smooth with respect to both θ and u, but the underlying function m (Z, θ, u) can potentially be be non-differentiable.
We also assume that the data consist of an i.i.d. sample
and that there is an estimator θ(u) of θ o (u) satisfying
is the sample version of the moment condition. Under regularity conditions (e.g. Chernozhukov, Fernández-Val, and Melly, 2013) , the random function u → √ n( θ(u) − θ o (u)) then converges to a mean zero Gaussian process with almost surely continuous paths, and for fixed u ∈ U it holds that 
is its first derivative.
Heuristically, the formula for θ u o (u) can be obtained by taking the total derivative of u) , and noting that because of the identification condition (2.1) this derivative is equal to zero for every value of u. Analogous reasoning also leads to a formula for secondand higher-order derivatives of θ o (u), but we do not pursue this any further in this paper.
Estimation approach
Proposition 1 provides a motivation for constructing an estimator θ u (u) of θ (θ, u) , respectively, we put 
and if m (Z, θ, u) is differentiable with respect to u we define
Being sample means of simple transformations of i.i.d. data, these two quantities are both easy to compute and straightforward to analyze.
In the QR and DR models that we consider below, however, the function m (Z, θ, u 
where K is a bounded and symmetric density function with mean zero and compact support, 
Note that computing this solution does not require the use of numerical optimization methods. Indeed, simple algebra shows that
where for any integer s and u ∈ U the constant κ s,h (u) is defined as
Similarly, if differentiability of m (Z, θ, u) with respect to θ fails, we propose to estimate
is a shorthand notation for the p-dimensional
vector whose jth component is equal to t, and whose remaining components are equal to the corresponding component of θ. As before, the term M θ jk (θ, u) can be expressed more explicitly as
where for all integers s, t and θ ∈ Θ the constant κ s (θ t ) is defined as
Note that we distinguish the kernel functionals κ s,h (u) and κ s,h (θ k ) through the name of their argument only, which is a slight abuse of notation. Also note that for many models estimation of M θ (θ, u) might already be implemented in many software packages, since such estimates are needed to construct a plug-in estimator of the asymptotic variance of θ(u); see (2.3).
Some results on bias under general conditions
At the current level of generality, it is difficult to conduct a full asymptotic analysis of the estimator θ u (u) in the "non-smooth" case, where either M u (θ, u) or M θ (θ, u) are constructed as described in (2.5) or (2.6), respectively. The following lemma gives a useful intermediate bias result under the assumption that the moment condition M (θ, u) satisfies suitable differentiability conditions.
Lemma 1. Suppose that the function (θ, u) → M (θ, u) is three times continuously differentiable over Θ × U, and that the derivatives are uniformly bounded. Then
is constructed as described in (2.5); and
The lemma shows that M θ jk (θ, u) has a bias of order O(h) for values of u close to the boundary of the index set U, and, since
for values of u sufficiently far in the interior of U. These bias properties are thus similar to those of the Nadaraya-Watson estimator in a nonparametric regression problem.
An analogous statement applies to the elements of the estimator M θ (θ, u). As explained below, however, we can take Θ = R p in both the QR and the DR model, and thus the bias is 
This approach is similar to the ones used by Parzen (1979) , Xiang (1995) , and Guerre and In contrast, our procedure is computationally much less expensive, as we only require an
Another alternative approach is due to Gimenes and Guerre (2013) , who proposed an Augmented Quantile Regression estimator for the derivative of the function-valued parameter in a QR model. Adapted to our general setting, their approach amounts to estimating the pair
) jointly by solving a linearly augmented and smoothed version of the moment condition:
The downside of proceeding like this is that it requires solving a higher-dimensional and slightly non-standard optimization problem, whereas our estimator can be computed using routines that are implemented in standard software packages. Moreover, augmented regression as described in the last equation has the disadvantage that it gives rise to an unnecessary bias term when estimating the function θ o (u) itself.
QUANTILE REGRESSION
In this section, we study our approach in the context of a QR model, and consider applications to conditional density and density-quantile estimation, and to recovering bidders' valuations from auction data.
Setup and estimators
In a linear QR model (Koenker and Bassett, 1978; Koenker, 2005) , the conditional quantile
, and the parameter vector θ o (u) is estimated by
Under regularity conditions stated formally below, this model fits into our general setup with
In the QR model, the derivatives of M (θ, u) with respect to θ and u are therefore given by
respectively. Since M θ (θ, u) does not depend on u, and M u (θ, u) does not depend on either θ or u, we denote these objects by M θ (θ) and M u , respectively, for the remainder of this section to simplify the notation. We then estimate M u by
and construct an estimator M θ jk (θ) of the (j, k) element of M θ (θ) as in described in (2.6).
The last step yields the expression
Note that since Θ = R p , the area of integration in the last equation
does not require a boundary adjustment irrespective of the value of θ. With some algebra, we can write this estimator a bit more efficiently as 
To derive the asymptotic properties of θ u (u), we make the following assumption. Assumption 1 collects conditions that are mostly standard in the literature on QR models.
Under these conditions, both θ o (u) and M u are √ n-consistent, whereas each element of the matrix M θ (θ o (u)) converges to its population counterpart at a slower nonparametric rate.
This means that
and that the stochastic properties of M θ (θ o (u)) drive the asymptotic behavior of θ u (u). To state this result formally, we introduce some notation. For every θ ∈ Θ, let A(θ) be a random p × p matrix whose elements are jointly normal, have mean zero, and are such that the covariance between the (j, k) and the (l, m) element is
The distribution of the random matrix A(θ) then implicitly defines a positive-definite matrix
Note that the matrix V o (u) could be expressed more explicitly, but this would require notation that is cumbersome and not very insightful. We also define the bias function
with A(θ) the fixed p × p matrix whose (j, k) element is equal to
With this notation, we obtain the following result.
Theorem 1. Suppose that Assumption 1 holds. Then
The theorem shows that θ u (u) has bias of order O(h 2 ) and variance of order O((nh)
for every value of u ∈ U. These properties are analogous to those of the local linear estimator in a univariate nonparametric regression problem. Choosing h ∼ n −1/5 minimizes the order of the asymptotic mean squared error, and choosing h such that nh 5 → 0 as n → ∞ ensures that the bias of θ u (u) is asymptotically negligible. In the latter case, we can also conduct inference using a consistent estimator of the asymptotic variance V o (u). Such an estimator is difficult to express explicitly, but can be obtained as follows. First, note that a simple consistent estimator of the covariance between the (j, k) and the (l, m) element of
, x) studied in the subsection after the next one. We can then simulate draws A s , s = 1, . . . , S, from the distribution of a Gaussian random matrix with mean zero and the just-estimated covariance structure. Finally, we obtain an estimate V (u) of V o (u) as
This estimator is consistent as S → ∞, and can thus be expected to perform reasonably well if the number of simulation draws S is sufficiently large.
Application to density estimation
We can use the structure implied by a linear QR model to estimate the conditional density function f Y |X (y, x) of Y given X. This is an important application because certain distributional features, such as the location of modes, are easier to detect on a density graph than on the graph of a quantile function. In a QR model, we have that
of Y given X implied by the QR model. By exploiting this structure, we can circumvent the "curse of dimensionality" that makes fully nonparametric estimation of conditional densities infeasible in settings with many covariates. In particular, we propose the density estimator 
Corollary 1. Suppose that Assumption 1 holds. Then
We remark that the limiting distribution in the previous corollary can be a poor approximation to the actual finite-sample distribution of the density estimate f Y |X in areas where the conditional quantile function is rather flat, and thus x θ u o (u) is close to zero (both the bias and the asymptotic variance explode in this case).
Application to density-quantile estimation
An application that is closely related to density estimation is that of estimating the density- Parzen (1979) highlights the role of this function for exploratory data analysis, but it also plays are role for estimating the asymptotic variance of the quantile regression estimator θ(u), which is given by
see Koenker (2005) . In the QR model, the density-quantile function and its natural estimator are easily seen to be
respectively; and the theoretical properties of the estimator are straightforward to establish. 
Corollary 2. Suppose that Assumption 1 holds. Then
√ nh d Y |X (u, x) − d Y |X (u, x) + h 2 x B o (u) d Y |X (u, x) 2 d → N 0, x V o (u)x d Y |X (u, x) 4 . Substituting d Y |X for d Y |X in
Application to estimating bidders' valuations in auctions
Another interesting way to exploit the structure of a QR model occurs in the analysis of auction data in economics. In a first-price sealed-bid auction with independent private values (e.g. Guerre, Perrigne, and Vuong, 2000) , an object with observable characteristics X ∈ R p is auctioned among b > 2 bidders. Each bidder submits a bid Y j , j = 1, . . . , b, without knowing the bids of the others, and the object is sold to the highest bidder at the price max j=1,...,b Y j . Each bidder also has a private (unobserved) valuation V j , j = 1, . . . , b for the object, and these valuations are modeled as independent draws from an unknown c.d.f. Guerre, Perrigne, and Vuong (2009) show that if bidders are risk-neutral the quantiles of the distribution of valuations can be written in terms of the quantiles of the observed bids as
See Haile, Hong, and Shum (2003), Marmer and Shneyerov (2012) and Gimenes and Guerre (2013) for related results. Using a linear QR specification for the conditional quantile function of observed bids given the object's characteristics, we find that
A natural estimator of Q V |X (u, x) is thus given by
Since θ(u) converges faster than θ u o (u), the asymptotic properties of Q V |X (u, x) are again driven by that of the derivative estimator. This is shown formally by the next result.
Corollary 3. Suppose that Assumption 1 holds. Then
√ nh Q V |X (u, x) − Q V |X (u, x) − h 2 ux B o (u) b − 1 d → N 0, u 2 x V o (u)x (b − 1) 2 .
DISTRIBUTION REGRESSION
In this section, we study our approach in the context of a DR model, and consider applications to estimating conditional densities and Quantile Partial Effects (QPEs).
Setup and estimators
In a DR model (Foresi and Peracchi, 1995) , the conditional c
is specified for a range of threshold values u ∈ U = (u * , u
where Λ(·) is a known link function. For notational simplicity, we postulate for this paper that the Logit link Λ(u) = 1/(1 + exp(−u)) is used, but alternative ones such as Probit are of course possible as well. For every u ∈ U, the parameter vector θ o (u) is estimated by
which amounts to fitting a Logistic regression for each u ∈ U with I{Y i ≤ u} as the dependent variable. Under regularity conditions stated below, this model fits into our general setup with
In the DR model, the derivatives of M (θ, u) with respect to θ and u are therefore given by
respectively, where
does not depend on u, and M u (θ, u) does not depend on θ, we denote these objects by M θ (θ) and M u (u), respectively, for the remainder of this section to simplify the notation. We then
and construct an estimator of M u (u) as described in (2.5):
This estimator can be written a bit more efficiently as
whereK(s) = 1 s tK(t)dt as in the previous section; and for values of u such that u * + h < u < u * − h we obtain the even simpler representation
In any case, we estimate θ u (u) by
and study its asymptotic properties under the following assumption. Assumption 2 collects conditions that are mostly standard in the literature on DR models.
Under these conditions, the asymptotic properties of θ u (u) follow from arguments that are analogous to but simpler than the ones used in the context of the QR model in the previous section. In particular, Assumption 2 guarantees that both θ o (u) and M θ (θ) are √ n-consistent, whereas each element of the vector M u (u) converges to its population counterpart at a slower nonparametric rate. This means that
and that the stochastic properties of M u (u) drive the asymptotic behavior of θ u (u). To formally state the result, we have to introduce notation that allows us to distinguish the behavior of θ u (u) for u in the interior and close to the boundary of U. We define the positive-definite variance matrix
where Γ(c) = ( 
We then obtain the following finding.
Theorem 2. Suppose that Assumption 2 holds. Then it holds for u ∈ int(U) that
for u = u * + ch with c ∈ (0, 1) it holds that
and for u = u * − ch with c ∈ (0, 1) it holds that
The theorem shows that θ u (u) has bias of order O(h 2 ) for values of u in the interior of for every value of u ∈ U. These properties are analogous to those of the Nadaraya-Watson estimator in a univariate nonparametric regression problem. Choosing h ∼ n −1/5 minimizes the order of the asymptotic mean squared error u in the interior, and choosing h such that nh 5 → 0 as n → ∞ ensures that the bias of θ u (u) is asymptotically negligible (and analogously for values of u on the boundary). In the latter case, we can also conduct inference using a consistent estimator of the asymptotic variance V o (u), such as
the density estimator studied in the next subsection.
Application to density estimation
Similarly to the way we used the QR model above, we can use the structure implied by a DR model to estimate the conditional density function f Y |X (u, x) of Y given X. The density and its natural estimator are given by
respectively. Since θ(u) is √ n-consistent and θ u o (u) converges as a slower rate, the asymptotic properties of f Y |X (y, x) are driven by those of our derivative estimator.
Corollary 4. Suppose that Assumption 2 holds. Then
Through similar arguments, one could also obtain an estimator of the density-quantile function (see the section on QR models above). Since this function is less useful in a DR context, we omit the details in the interest of brevity.
Application to estimating quantile partial effects
The vector of Quantile Partial Effects (QPEs) of the conditional distribution of Y given X is formally defined as π (τ, x) ≡ ∂ x Q Y |X (τ, x) for any quantile level τ ∈ (0, 1). QPEs are widely used and easily interpretable summary measures in many areas of applied statistics.
In the QR model, the function-valued parameter coincides with the QPE. This means that the parametrization is easily interpretable, but also imposes the restriction that the function
is constant for every τ . More flexible nonparametric estimation of QPEs has been considered by Chaudhuri (1991) , Lee and Lee (2008) , or Guerre and Sabbah (2012) ; but such methods become practically infeasible with many covariates due to the "curse of dimensionality".
Here we study the use of the DR model as an alternative way to estimate QPEs. This is particularly attractive in economic application involving wage data, for which Rothe and Wied (2013) argue DR often provides a better fit than QR models. An application of the Implicit Function Theorem yields that under a DR specification
the conditional quantile function of Y given X implied by the DR model. This representation of the QPE suggest the estimator x) ; and since θ u o (u) converges as a slower rate, the asymptotic properties of π (τ, x) are again driven by those of our derivative estimator.
Corollary 5. Suppose that Assumption 2 holds. Then
√ nh π(τ, x) − π(τ, x) − h 2 θ o (Q Y |X (τ, x))x B o (Q Y |X (τ, x)) (x θ u o (Q Y |X (τ, x))) 2 d → N 0, θ o (Q Y |X (τ, x))θ o (Q Y |X (τ, x)) · x V o (Q Y |X (τ, x))x (x θ u o (Q Y |X (τ, x))) 4 .
SIMULATIONS
To illustrate the finite sample properties of our proposed procedures, we report the results of a small-scale Monte Carlo study. For brevity, we focus on the QR model. 2 We generate data as Y = X + (1 + X)U , where X follows a χ 2 distribution with 1 degree of freedom, U follows a standard Logistic distribution, and X and U are stochastically independent. This means
which in turn means that the linear QR model is correctly specified, with
.
o,1 (u)) using the procedure proposed in this paper for the quantile level u = .5, sample sizes n ∈ {1000, 4000}, and various bandwidth values.
We also use a triangular kernel, and set the number of replications to 10,000. Results on the estimator's finite sample bias, variance and mean squared error are given in Table 1 . To have a point of reference for these findings, we also consider estimating θ u o (u) using the two alternative approaches discussed in Section 2.5: smoothing the estimated quantile regression process and the using Augmented Quantile Regression estimator of Gimenes and Guerre (2013) . The corresponding results are reported in Tables 2 and 3 , respectively.
[TABLES 1-3 ABOUT HERE]
Overall, our approach compares favorably to the two competing procedures. While the minimal MSE for estimating the "intercept" parameter θ (u) . Indeed, MSE is reduced by about one third to one quarter, depending on the sample size. This shows the potential usefulness of our proposed procedure for applications, and shows that it advantages go beyond computational simplicity. All estimators are sensitive with respect to the choice of the bandwidth parameter, and the range of values that produces reasonable results is very different for our procedure than it is for the two competitors. This is because for our procedure smoothing is with respect to θ, whereas for the two competing procedures smoothing is with respect to u.
EMPIRICAL ILLUSTRATION
In this section, we apply our methods to estimate the conditional density of US workers' wages given various explanatory variables. The data are taken from 1988 wave of the Current Population Survey (CPS), an extensive survey of US households. The same data set was previously used in DiNardo, Fortin, and Lemieux (1996) , to which we refer for details of its construction. It contains information on 74,661 males that were employed in the relevant period, including the hourly wage, years of education and years of potential labor market experience. We fit linear QR and DR models for the conditional distribution of the natural logarithm of wages given education and experience, and then estimate the corresponding conditional density function as described above. In Figure 6 .1, we plot the result for a worker with 12 years of education and 16 years of experience, the respective median values of the two variables. For comparison, we also plot the standard Rosenblatt-Parzen kernel estimator of the density of log-wages, computed from the only 948 observations in our data with exactly 12 years of education and 16 years of experience. Both the QR and DR based estimates make use the entire sample, and thus avoid the curse of dimensionality. 
CONCLUSIONS
In this paper, we propose a new method for estimating the derivative of "regular" functionvalued parameters in a class of moment condition models, and provide a detailed analysis of its theoretical properties for the special cases of Quantile Regression and Distribution Regression models. Possible statistical applications for our method include conditional density estimation, estimation of Quantile Partial Effects, and estimation of auction models in economics. Our simulation results suggests that the method compares favorably to alternative approaches that have been proposed in the literature.
whereK(s) = 
