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Considering a quench process in which an electric field pulse is applied to the system, “f -sum
rule” for the conductivity for general quantum many-particle systems is derived. It is furthermore
extended to an infinite series of sum rules, applicable to the nonlinear conductivity at every order.
Introduction.— Understanding of dynamical responses
of a quantum many-body system is not only theoretically
interesting but is also essential for bridging theory and
experiment, as many experiments measure dynamical re-
sponses. Linear responses have been best understood,
thanks to the general framework of linear response the-
ory [1]. Many experiments can be actually well described
in terms of linear responses. On the other hand, there
is a renewed strong interest in nonlinear responses re-
cently, thanks to new theoretical ideas, powerful numer-
ical methods, and developments in experimental tech-
niques such as powerful laser sources which enable us to
probe highly nonlinear responses. For example, “shift
current”, which is a DC current induced by AC elec-
tric field as a higher order effect, has been studied vigor-
ously [2–6].
Yet, theoretical computations of dynamical responses
are generally challenging, often even for linear responses
and more so for nonlinear ones. Therefore it is useful
to obtain general constraints on dynamical responses, in-
cluding their relations to static quantities which are eas-
ier to calculate. The “f -sum rule” of the linear electric
conductivity is a typical and well-known example of such
constraints [7]. For simplicity, here let us consider the
uniform component of the linear AC conductivity, which
is defined as
ji(ω) = σ
j
i (ω)Ej(ω), (1)
where ji(ω) = ji(−ω)∗ is the uniform part (q = 0 Fourier
component) of the current, Ej(ω) = Ej(−ω)∗ is the
uniform electric field, and ω is the angular frequency.
The f -sum rule is a constraint on the frequency integral∫∞
−∞
dω
2pi σ
j
i (ω).
In condensed matter physics, the Hamiltonian of the
following form is often considered:
Hˆ = Kˆ + Iˆ , (2)
where Kˆ is the kinetic energy (including the chemi-
cal potential term) which is bilinear in particle cre-
ation/annihilation operators, and Iˆ is the density-density
interaction energy. For the standard kinetic term in non-
relativistic quantum mechanics in the continuum
Kˆ =
∫
dr ψˆ†(r)
(
−∇
2
2m
− µ
)
ψˆ(r), (3)
the original form of the f -sum rule is known as∫ ∞
−∞
dω
2pi
σji (ω) = δij
ρ
2m
. (4)
The right-hand side is determined by the electron mass
m and the electron density ρ, and is a completely static
quantity.
For more general models of the form (2), the f -sum rule
still holds although with a modified right hand side [8–
16]. Namely, for a Hamiltonian of the form (2) where the
kinetic term is
Kˆ =
∫
dp
(2pi)d
ψˆ†(p)(p)ψˆ(p) (5)
in the momentum representation, the f -sum rule reads∫ ∞
−∞
dω
2pi
σji (ω) =
1
2
∫
dp
(2pi)d
〈ψˆ†(p) ∂
2(p)
∂pi∂pj
ψˆ(p)〉. (6)
In this paper, we relate the f -sum rule to a quantum
quench process. This picture naturally leads to more
general f -sum rules than the form (6) that have been
discussed in the literature. In particular, we derive an
infinite series of “f -sum rules” for nonlinear conductivi-
ties.
Setup and Result.— We consider a general system of
many quantum particles defined on a d-dimensional lat-
tice. Let P be the set of lattice points and L be the
set of directed links (arrows) connecting a pair of lattice
points as shown in Fig. 1 (a). We do not require any spa-
tial symmetry such as the translation invariance or the
inversion symmetry. The system size and the boundary
condition can be chosen arbitrary.
The Hamiltonian Hˆ(t) of the system is written in terms
of creation and annihilation operators cˆ†xα, cˆxα (α labels
the internal degrees of freedom) defined on each point
x ∈ P and a U(1) vector potential Al(t) defined on each
link l ∈ L, while the scalar potential is set to be 0. The
vector potential is introduced as an external field and its
time dependence describes the local electric field [17][18]
El′(t) ≡ dAl
′(t)
dt
. (7)
We assume that the Hamiltonian is invariant under
the local U(1) transformation cˆxiα → cˆxiαeiθxi and
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2FIG. 1. (a) A general lattice. We assume that there are
no loops (arrows that connects a point to itself), no multiple
links to a single pair of points, or no bidirected arrows. (Such
a graph is called “simple” and “oriented” in graph theory.)
Also, not all points have to be connected to each other. (b)
Square lattice.
Alij (t)→ Alij (t)− θxj + θxi where the link lij ∈ L goes
from xi ∈ P to xj ∈ P . This enables us to define the
conserved current density
jˆl(t) ≡ ∂Hˆ(t)
∂Al(t)
(8)
at every link. We allow any number of creation and an-
nihilation operators to appear in a single term in the
Hamiltonian, representing correlated hopping, pair hop-
ping, ring exchange, and so on. We assume that all the
hoppings and interactions are short-ranged and that the
Hamiltonian depends on t only through Al(t) [19].
Suppose that the system is described by a density op-
erator ρˆ(0) at t = 0. The evolution of the system is given
by the time-evolution operator Sˆ(t) defined by
dSˆ(t)
dt
= −iHˆ(t)Sˆ(t), Sˆ(0) = 1. (9)
The expectation value of any operator Oˆ(t) at time t is
then given by
〈Oˆ(t)〉t ≡ Tr[Oˆ(t)Sˆ(t)ρˆ(0)Sˆ(t)†]. (10)
The linear and nonlinear conductivities in real space
and time are defined as the response of the the local
current density as a result of the applied electric field:
〈jˆl(t)〉t = 〈jˆl(0)〉0
+
∑
m6=0
∫ t
0
dt′ σml (t, t
′)
∏
l′∈L
1
ml′ !
ml′∏
i=1
El′(tl′i).
(11)
Here, t′ is the collection of tl′i and
∫ t
0
dt′ ≡∏
l′∈L
∏ml′
i=1
∫ t
0
dtl′i is the convolution integral. Also, m
is the collection of ml ≥ 0 and
N ≡
∑
l
ml (12)
represents the order of responses. Namely, σml (t, t
′) with
N = 1 represents the (spatially-resolved) linear conduc-
tivity, whereas the case with N ≥ 2 corresponds to non-
linear conductivities.
Our main result of this work is the following constraint
on instantaneous conductivities for any m 6= 0:
σml (0,0) = 〈Hˆm|ml→ml+1〉0, (13)
Hˆm ≡
∏
l∈L
∂ml
∂Al(t)ml
Hˆ(t)
∣∣∣
t=0
. (14)
In Eq. (13), σml (0,0) is the shorthand for
lim
t→+0
lim
t′→+0
σml (t, t
′) (15)
and ml → ml + 1 means replacing ml in m with ml +
1. This spatially-resolved formula implies, among other
things, that the instantaneous response for short-range
hopping models vanishes when l and l′ are sufficiently
apart. This is consistent with the intuition, and also
with the Lieb-Robinson bound [20].
The constraint (13) is valid on the instantaneous re-
sponse in an arbitrary initial state ρˆ(0). A natural choice
of ρˆ(0) would be an equilibrium density matrix (Gibbs
state) at a certain temperature, but ρˆ(0) can also be
chosen to represent a non-equilibrium state [21, 22], es-
pecially a non-equilibrium steady state for which the re-
sponse function would still be time-translation invari-
ant [23]. In a steady state including the equilibrium,
σml (t, t
′) depends only on the time differences ∆tl′i =
t − tl′i. In such a case, it is common to work in the
frequency space after a Fourier transformation on ∆tl′i.
Then the left hand side of Eq. (13) reads
σml (0,0) = 2
N
∫ ∞
−∞
dω σml (ω), (16)
where ω is the collection of ωl′i and
∫∞
−∞ dω ≡∏
l′∈L
∏ml′
i=1
∫∞
−∞
dωl′i
2pi . The factor 2
N originates from the
discontinuity of σml around ∆tl′i = 0. Eqs. (13) and (16)
give general, position-dependent f -sum rules in terms of
the frequency integral.
Example: uniform response on square lattice.— To il-
lustrate implications of our result in the simplest setting,
let us take the 2D square lattice and discuss the response
of the averaged current density toward a uniform electric
field. We assign the common value of the vector potential
Ax(t) (Ay(t)) to the horizontal (vertical) links in Fig. 1
(b). In this case, the averaged current density is defined
by
jˆi(t) =
1
V
∂Hˆ(t)
∂Ai(t)
(i = x, y) (17)
(V is the volume of the system) and the definition of
3conductivities in Eq. (11) is simplified to
〈jˆi(t)〉t = 〈jˆi(0)〉0
+
∫ t
0
dt1
[
σ
(1,0)
i (t, t1)Ex(t1) + σ
(0,1)
i (t, t1)Ey(t1)
]
+
∫ t
0
dt1
∫ t
0
dt2
[1
2
σ
(2,0)
i (t, t1, t2)Ex(t1)Ex(t2)
+ σ
(1,1)
i (t, t1, t2)Ex(t1)Ey(t2)
+
1
2
σ
(0,2)
i (t, t1, t2)Ey(t1)Ey(t2)
]
+ . . . . (18)
Our result (13) reproduces the well-known f -sum rule
on the linear conductivity [24]:
σ(1,0)x (0, 0) =
1
2V
〈∂
2Hˆ
∂A2x
〉0
∣∣∣
t=0
, (19)
σ(0,1)x (0, 0) = σ
(1,0)
y (0, 0) =
1
2V
〈 ∂
2Hˆ
∂Ax∂Ay
〉0
∣∣∣
t=0
, (20)
σ(0,1)y (0, 0) =
1
2V
〈∂
2Hˆ
∂A2y
〉0
∣∣∣
t=0
. (21)
Note that Eq. (20) is derived without assuming any spa-
tial symmetry.
We also have an infinite series of f -sum rules on
nonlinear conductivities. For example, relations at the
quadratic order read
σ(2,0)x (0, 0, 0) =
1
4V
〈∂
3Hˆ
∂A3x
〉0
∣∣∣
t=0
, (22)
σ(1,1)x (0, 0, 0) = σ
(2,0)
y (0, 0, 0) =
1
4V
〈 ∂
3Hˆ
∂A2x∂Ay
〉0
∣∣∣
t=0
,
(23)
σ(0,2)x (0, 0, 0) = σ
(1,1)
y (0, 0, 0) =
1
4V
〈 ∂
3Hˆ
∂Ax∂A2y
〉0
∣∣∣
t=0
,
(24)
σ(0,2)y (0, 0, 0) =
1
4V
〈∂
3Hˆ
∂A3y
〉0
∣∣∣
t=0
. (25)
When there are only nearest neighbor hoppings on the
square lattice, the right-hand side of higher-order f -sum
rules are reduced to the one for the linear response and
the persistent current. For example, we have
σ(n,0)x (0,0) =

(−1)(n+1)/2
2nV
〈∂
2Hˆ
∂A2x
〉0
∣∣∣
t=0
(n: odd),
(−1)n/22−n〈jˆx(0)〉0 (n: even).
(26)
Derivation of the Main Result.—To demonstrate our
result (13), we choose the vector potential on the link l
to be
Al(t) = fl(t/T )Al, (27)
where Al is a constant and fl(τ) is a smooth function
satisfying fl(τ) = 0 for τ < 0 and fl(τ) = 1 for τ > 1.
We start with verifying
d
dt
〈Hˆ(t)〉t = 〈dHˆ(t)
dt
〉t =
∑
l∈L
El(t)〈jˆl(t)〉t (28)
by combining Eqs. (7)–(10). Integrating this equation
over t ∈ [0, T ], we get
〈Hˆ(T )〉T − 〈Hˆ(0)〉0 =
∑
l∈L
∫ T
0
dtEl(t)〈jˆl(t)〉t. (29)
A relation similar to (29) for the uniform current and
electric field was used in Ref. [25]. There, the limit
T → ∞ of the adiabatic flux insertion was considered,
in order to discuss the Drude weight at zero tempera-
ture β → ∞. The adiabatic insertion leads to the fa-
mous Kohn formula for the Drude weight [26]. However,
the formula (29) is valid for general T and for any ini-
tial state. Here we consider the opposite limit, that is
the limit of very quick insertion of flux: T → 0. This
can be regarded as an example of quantum quench (sud-
den switching of the vector potential). In this limit, the
state cannot follow the change of the Hamiltonian, and
“the sudden approximation Sˆ(t) = 1” becomes exact [27].
This can be most easily seen by the formula (T denotes
the time-ordering)
Sˆ(t) = T e−iT
∫ t/T
0 dτHˆ[fl(τ)Al]. (30)
Because of the prefactor T in the exponent, Sˆ(t)→ 1 in
the limit of T → 0 for any 0 ≤ t ≤ T . In this limit, only
the “diamagnetic” contributions survive in the current
response.
In the following, we expand each side of Eq. (29) into
the power series of Al in the quench limit T → 0. On
the one hand, the left-hand side of Eq. (29) is reduced to
〈Hˆ(T )− Hˆ(0)〉0, which admits the Taylor expansion
〈Hˆ(T )− Hˆ(0)〉0 =
∑
m 6=0
〈Hˆm〉0
∏
l′∈L
1
ml′ !
Aml′l′ . (31)
On the other hand, we approximate σml (t, t
′) in Eq. (11)
by σml (0,0) assuming that T is small enough. We can
then easily perform the
∫ t
0
dt′ integral and get
〈jˆl(t)〉t = 〈jˆl(0)〉0
+
∑
m 6=0
σml (0,0)
∏
l′∈L
1
ml′ !
fl′(t/T )
ml′Aml′l′ . (32)
Thus the right-hand side of Eq. (29) becomes∑
l∈L
∫ T
0
dtEl(t)〈jˆl(t)〉t =
∑
l∈L
Al〈jˆl(0)〉0
+
∑
m|∑lml≥2
[∑
l∈L
σ
m|ml→ml−1
l (0,0)I
m
l
] ∏
l′∈L
1
ml′ !
Aml′l′ ,
(33)
4where
Iml ≡
∫ 1
0
dτ∂τ [fl(τ)
ml ]
∏
l′ 6=l
fl′(τ)
ml′ . (34)
When ml = 0, σ
m|ml→ml−1
l (0,0) is ill-defined but in this
case Iml vanishes and Eq (33) still holds.
Matching the coefficient of
∏
l′∈L
1
ml′ !
Aml′l′ in Eqs. (31)
and (33), we find
〈Hˆm〉0 =
∑
l∈L
σ
m|ml→ml−1
l (0,0)I
m
l (35)
for N ≥ 2. Note that the integral Iml depends on
the specific choice of the function fl(τ). To avoid con-
tradiction, we demand the invariance of the right-hand
side of Eq. (35) under an arbitrary variation δfl(τ) with
δfl(0) = δfl(1) = 0. It implies
σ
m|ml→ml−1
l (0,0) = σ
m|m
l′→ml′−1
l′ (0,0) (36)
for any pairs of l and l′ with ml ≥ 1 and m′l ≥ 1. Plug-
ging this relation back to Eq. (35) and using
∑
l∈L I
m
l =∫ 1
0
dτ∂τ [
∏
l′∈L fl′(τ)
ml′ ] = 1, we recover our main result
in Eq. (13).
Discussion.— In this work, we obtained an infinite
series of sum rules on the nonlinear conductivities, al-
though just one sum rule for σml , which has multiple
arguments, was found. We stress that the present ap-
proach is quite general and not limited to the Hamilto-
nians (2). It can be also naturally understood that the
density-density interactions do not appear explicitly in
the sum rule: any term in Hamiltonian which does not
couple to the gauge field does not contribute to Hm.
While we used lattice models in our derivation, essen-
tially the same argument applies to continuum models as
well. For the particular case of the nonrelativistic quan-
tum mechanical Hamiltonian (2) with (3), the right-hand
side of the main result, Eq. (13), vanishes for nonlinear
conductivities. Although this is rather remarkable, this
does not imply the absence of a nonlinear current re-
sponse to the electric field. Eq. (13) just represents the
instantaneous response, and even when it vanishes, the
response can be non-vanishing at a later time. In the fre-
quency representation (16), the vanishment of Eq. (13)
implies that any positive part of σmi (ω) must be com-
pensated by a negative part.
The present result is one of rather few general con-
straints on conductivities, especially non-linear ones.
The sum rules can be used to check various approxima-
tions or numerical calculations, and might give a guid-
ing principle on designing systems with desired trans-
port properties. We hope that the present result will
help developing theory of linear and nonlinear dynamical
responses of quantum many-body systems in the future.
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