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Abstract
Analysis of the crystal structures for cytidine deaminase complexed with substrate analog 3-deazacytidine,
transition-state analog zebularine 3,4-hydrate, and product uridine establishes significant changes in the
magnitude of atomic-scale fluctuations along the (approximate) reaction coordinate of this enzyme. Dif-
ferences in fluctuations between the substrate analog complex, transition-state analog complex, and product
complex are monitored via changes in corresponding crystallographic temperature factors. Previously, we
reported that active-site conformational disorder is substantially reduced in the transition-state complex
relative to the two ground-state complexes. Here, this result is statistically corroborated by crystallographic
data for fluorinated zebularine 3,4-hydrate, a second transition-state analog, and by multiple regression
analysis. Multiple regression explains 70% of the total temperature factor variation through a predictive
model for the average B-value of an amino acid as a function of the catalytic state of the enzyme (substrate,
transition state, product) and five other physical and structural descriptors. Furthermore, correlations of
atomic fluctuation magnitudes throughout the body of each complex are quantified through an auto-
correlation function. The transition-state analog complex shows the greatest correlations between tempera-
ture factor magnitudes for spatially separated atoms, underscoring the strong ability of this reaction-
coordinate species to “organize” enzymatic fluctuations. The catalytic significance for decreased atomic-
scale motions in the transition state is discussed. A thermodynamic argument indicates that the significant
decreases in local enzymatic conformational entropy at the transition state result in enhanced energetic
stabilization there.
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Transition-state stabilization has long been recognized as
the hallmark for the tremendous rate accelerations achieved
during enzymatically catalyzed chemical transformations
(Radzicka and Wofenden 1995; Mader and Bartlett 1997;
Kraut 1988). Enzyme molecules are exquisitely designed to
bind strongly to the transition states of chemical reactions,
whereas ground-state interactions with substrates or prod-
ucts are energetically weaker. The fact that chemically
stable transition-state analogs are bound much more tightly
to enzymes than are substrates lends strong support to this
idea. For Escherichia coli cytidine deaminase (CDA), the
focus of this present work, the transition-state analog zebu-
larine 3–4 hydrate dissociates from the enzyme with an
equilibrium dissociation constant of Ki  1.2 × 10
−12 M,
whereas KM  5.0 × 10
−5 M for the substrate cytidine
(Frick et al. 1989; Radzicka and Wolfenden 1995). Via a
well-known thermodynamic cycle, the hypothetical value
for the dissociation constant of the actual transition-
state–enzyme complex can be calculated (Wolfenden 1972).
In terms of the enzymatic affinity for substrate (KM) and
the ratio of rate constants for noncatalyzed and catalyzed
reactions, the affinity for transition state is found to be
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KTX  (knon/kcat)KM. For CDA, knon/kcat  2.5 × 10
−12
(Frick et al. 1987), reflecting the dramatic preferential bind-
ing of enzyme to transition state.
These ideas comprise a static picture of catalysis: The
barrier to chemical reaction is reduced through enzyme–
transition-state binding interactions. However, a protein
molecule is dynamic, exploring numerous conformational
states through its thermal fluctuations (McCammon and
Harvey 1987; Brooks et al. 1988). These “breathing” modes
present a fascinating temperature dependence. Below a tran-
sition temperature, the atomic fluctuations of the protein are
harmonic, with anharmonic motions setting in above this
temperature (Loncharich and Brooks 1990; Rasmussen et
al. 1992; Hagen et al. 1995; More et al. 1995; Ringe and
Petsko 1999). Molecular dynamics simulations of enzymat-
ic fluctuations, in addition to a host of experimental tech-
niques, highlight features of these thermal breathing modes
(Mulholland et al. 1993; Eurenius et al. 1996; Karplus and
Ichiye 1996; Verma et al. 1997; Melchionna et al. 1998;
Radkiewicz and Brooks 2000). For example, work on the
fluctuation dynamics of the homodimeric enzyme superox-
ide dismutase has revealed an asymmetry between the two
monomers (Melchionna et al. 1998). On the time-scale of
the simulation (up to 900 ps), one of the subunits has larger
average fluctuations than the other, prompting speculation
as to whether an approaching substrate molecule encounters
a symmetric or asymmetric dimer.
As stressed by Cannon et al. (1996), catalysis itself is a
dynamical transformation that involves molecular rear-
rangements from substrate to transition state to product.
These investigators emphasize that the strong geometrical
and electrostatic complementarity between active-site
amino acids and the transition state eliminates otherwise
slow solvent reorganizational events and thereby accelerates
the chemistry. In fact, they suggest that dynamical events
within the active site of the enzyme-reaction-coordinate
complex play a crucial role in catalysis, and recently, even
the idea of transition-state stabilization has been challenged
(Bruice and Benkovic 2000). Klinman’s group has found
that enzymatic fluctuations are crucial in promoting the
chemistry in a thermophilic alcohol dehydrogenase (Kohen
et al. 1999). Specifically, as the temperature is decreased
below 30°C, the increased rigidity of the thermophile hin-
ders a hydrogen tunneling event. Balabin and Onuchic
(2000) have shown that conformational fluctuations are cru-
cial for electron transfer in a bacterial photosynthetic reac-
tion center. Recent quantum dynamical calculations on liver
alcohol dehydrogenase show that the activation barrier to
reaction is strongly sensitive to the atomic-scale conforma-
tion of the enzyme (Alhambra et al. 2001; Billeter et al.
2001).
An important question arises: Is the three-dimensional
molecular architecture of the enzyme-substrate complex en-
gineered to favor catalytically productive atomic-scale mo-
tions while restricting “useless” or “stray” fluctuations?
Furthermore, how do magnitudes of atomic-scale motions
and their correlations change as the enzyme-ligand system
proceeds along the reaction coordinate?
Here we address fluctuation patterns along the chemical
reaction coordinate once the substrate molecule is seques-
tered in the active site—and not large-scale conformational
changes as the enzyme adjusts by induced fit to accommo-
date substrate (Wierenga et al. 1992; Ilyin et al. 2000). The
latter conformational rearrangements are known to be cor-
related with enzyme function (Rasmussen et al. 1992), but
less evidence exists to support the role of conformational
dynamics within the active site itself in bond making and
breaking events (Kohen et al. 1999; Ringe and Petsko
1999).
In the present paper, we examine correlations between
the differential affinity of an enzyme for substrate analog,
transition-state analog, and product and the magnitude of
atomic-scale fluctuations in the respective enzyme-ligand
complexes. Previously, we showed that thermal agitation in
the active site of E. coli CDA substantially decreases
when the enzyme is bound with transition-state analog
(Alper et al. 2001). A detailed analysis of this conclusion,
as well as statistical justification for its validity, is offered
here.
E. coli CDA is a homodimer with two active sites that
catalyzes the hydrolytic deamination of cytidine into uridine
(for review, see Schramm and Bagdassarian 1999). Several
crystal structures will be studied: that of the enzyme com-
plexed with (1) substrate analog 3-deazacytidine, (2) tran-
sition-state analog hydrated pyrimidin-2-one ribonucleoside
(also called zebularine 3-4 hydrate), (3) product uridine, and
(4) a fourth inhibitor, 3,4-dihydrozebularine (Betts et al.
1994; Xiang et al. 1995, 1996, 1997; Carter 1995). The
structures of these ligands, along with the chemical reaction
coordinate, are shown in Figure 1. The enzyme complexed
with 5-flourozebularine 3,4-hydrate (Betts et al. 1994) pro-
vides a second transition-state structure, closely related to
that of zebularine hydrate (see Fig. 1). The transition-state
analog zebularine 3,4-hydrate (see Fig. 1) binds to CDA
with an inhibition constant Ki  1.2 × 10
−12M. Replace-
ment of of the -OH group of this analog with a hydrogen
atom to give 3,4-dihydrozebularine decreases the affinity of
the enzyme for dihydrozebularine to Ki  3.0 × 10
−5M
(Frick et al. 1989). The fluorine derivative of zebularine
3,4-hydrate has Ki  3.9 × 10
−11M (Frick et al. 1989). For
the product uridine, Ki  2.5 × 10
−3 M (Radzicka and
Wolfenden 1995). Substrate cytidine is reported with
KM  5 × 10
−5M (Radzicka and Wolfenden 1995). Finally,
the substrate analog 3-deazacytidine is not expected to bind
as tightly as does cytidine. The sequence of enzyme-inhibi-
tor complexes 3-deazacytidine, zebularine hydrate, and uri-
dine approximates the reaction coordinate from substrate to
transition state to product, and provides “snapshots” for the
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changing atomic-scale conformation of the enzyme as the
reaction proceeds.
In the present work, we compare sets of crystallographic
temperature factors for the enzyme-inhibitor complexes that
approximate the chemistry under the assumption that they
contain significant information about structural fluctuations.
Surprisingly, we find that CDA temperature-factor values
differ according to several physical features derived from
the structures of the complexes themselves, and that in the
context of these sources of variation, the state along the
reaction coordinate for deamination (substrate, transition
state, or product) is among the most significant predictor of
the overall variation.
A related goal of this work is calculation of fluctuation
correlations within each enzyme-inhibitor complex. Explic-
itly, how do correlations in fluctuation magnitude decay
with increasing spatial separation between atomic loci under
consideration? Fluctuation correlations are found to be
greatest in the transition state, underscoring the ability of




The crystallographically derived atomic coordinates and
temperature factors for CDA complexed with 3-deazacyti-
dine (1ALN), zebularine 3-4 hydrate (1CTU), uridine
(1AF2), and 3,4-dihydrozebularine (1CTT; Carter 1995;
Xiang et al. 1995, 1996, 1997) are available from the Pro-
tein Data Bank. For simplicity, the first three species are
referred to as substrate, transition state, and product, with
the understanding that substrate means the enzyme-sub-
strate-analog complex (that of the enzyme with 3-deazacyti-
dine) and transition state refers to the enzyme–transition-
state analog complex (enzyme complexed with zebularine
3–4 hydrate). The fourth inhibitor complex will be called
dihydrozebularine, and the fluorinated-zebularine hydrate
complex (Betts et al. 1994) will be referred to as F-transition
state. Fluctuation magnitudes for substrate, transition state,
and product are compared through analysis of the tempera-
ture factors of the enzyme-analog complexes, as justified
shortly. The average temperature factor of all atoms com-
prising each amino acid residue is used to simplify the data
for study of fluctuations along the reaction coordinate. Be-
cause our conclusions are unchanged by averaging over all
atoms of an amino acid or just over those of the side-chain,
the all-atom results are presented.
The five CDA-inhibitor complexes constitute an unusu-
ally coherent structural reaction profile. Moreover, they
were crystallized, and their structures determined under
identical or near identical conditions (Betts et al. 1994;
Carter 1995; Xiang et al. 1995, 1996, 1997). The structure
of the 5-flourozebularine hydrate complex (Betts et al.
1994) was used to initiate refinements of the 3-deazacyti-
dine, zebularine hydrate, and 3,4-dihydrozebularine com-
plexes. The uridine complex was initially refined against the
Fig. 1. Reaction coordinate for cytidine deaminase and reaction-coordinate analogs.
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zebularine hydrate structure. Finally, the CDA crystal struc-
tures are all highly isomorphous, so differences in mean
thermal parameters are more likely to be intrinsically related
to enzyme-ligand interactions and not to unrelated conse-
quences of, for example, different crystal packing arrange-
ments. Therefore, with a good deal of confidence, we can
quantify the magnitudes of thermal fluctuations along the
reaction coordinate by studying atomic temperature factors
derived from the crystallographic analysis.
The isotropic Debye-Waller factor, B, represents the total
coordinate variance, 〈r2〉  B/82, for atoms in a crystal,
with a model based on the assumption that all variance is
independent and spherically symmetric. These assumptions
are patently false, because B represents both dynamic and
static disorder and because atomic motions are strongly cor-
related within side-chains and along secondary structural
elements (McCammon and Harvey 1987; Karplus and
Petsko 1990). Temperature factors have nonetheless proved
adequate to support numerous valid conclusions regarding
atomic motion. Variation of B with temperature was, for
example, used to show heterogeneity in side-chain orienta-
tion (Frauenfelder et al. 1979). It is widely appreciated that
ligand binding is coupled to protein stability and, in par-
ticular, to the magnitude of observed coordinate variances,
and that binding leads in general to lower refined B-values.
Structural biologists routinely adduce variation in B-values,
in a qualitative sense, as evidence for functional interpreta-
tions of atomic motion.
It, therefore, seemed reasonable to evaluate variations in
B quantitatively over the series of refined CDA structures,
which constitute a series of complexes closely related to
the structural reaction profile, together with a significant
amount of redundancy. We compare the effect of the pre-
sumed reaction coordinate to other sources of variation in
the observed B-values of proteins. Thus, our comparison
scheme offers the opportunity to investigate the variation
of B-values quantitatively, by using multiple regression
models, and by using Student t-testing to evaluate the
significance of different effects. Additionally, the refined
structure of the fluorinated zebularine complex, compared
with that of the unfluorinated transition-state analog
zebularine hydrate, provides an important estimate of the
error in crystallographic determination of the thermal pa-
rameters.
Because all the CDA-ligand complexes are structurally
very similar, those 29 amino acids spatially closest to the
bound substrate analog in the enzyme-substrate complex are
used to define the canonical set of amino acids used for
multiple regression analysis. The inhibitor-to-inhibitor dis-
tance in all of the homodimeric CDA complexes is ∼22 Å.
Restricting the analysis to these 29 amino acids, the most
distant of which is within 10 Å of one of the bound inhibi-
tors, ensures an unambiguous study of the associated active
site. Various factors, derived from the overall physical
structure of the enzyme itself, may cause variation between
amino acid B-values within a single complex. Possible
such factors include the degree of solvent exposure and
the distance between a residue and various zones within
the protein that might limit atomic displacements, such as
nonpolar core regions or the inhibitor. Each of these factors
is expected to influence the temperature factor of a given
residue: Amino acids closer to the inhibitor, those buried
away from the surface, and those closer to the nonpolar
core regions of the protein will likely have lower B-values.
Additionally, the catalytic state of the enzyme (substrate,
transition state, or product) contributes to the magnitude
of the average temperature factor of a residue (Alper et al.
2001).
We used multiple regression to formulate a new model
for amino acid average B-values. The proportion of tem-
perature factor variation that is correlated with the catalytic
state (State: 1  substrate; 2  transition state; 3  prod-
uct) and its statistical significance, relative to other possible
determinants, is thereby evaluated. The best model encodes
determinants including which of the two subunits donates a
given residue (Subunit: 1; 2), the fraction of the amino acid
surface area that is exposed to solvent (Surf), and distances
from the bound ligand (Dist) and from the centroids of
nonpolar cores (D_Core1 and D_Core2) previously identi-
fied for the two domains in the CDA monomer (Navaratnam
et al. 1998). In short, the model predicts the average tem-
perature factor 〈B〉 of an amino acid residue as a function of
State, Subunit, Surf, Dist, D_Core1, and D_Core2. Details
concerning the generation and evaluation of models are in-
cluded in Materials and Methods.
For auto-correlation calculations, all atomic coordinates
and corresponding temperature factors are used: The fluc-
tuation pattern of an enzyme-inhibitor complex is approxi-
mated by the spatial distribution of temperature factors
for each atom in each residue. For any two atoms in a
given enzyme-ligand complex, fluctuations are correlated
if the temperature factors of both atoms are either high or
low (compared with the mean temperature factor over
all atoms). As elaborated more fully in Materials and Meth-
ods, an auto-correlation function is applied to each enzyme-
inhibitor complex to quantify fluctuation-magnitude
correlations within the body of each complex. The auto-
correlation function stems from a combination of those used













I(a) is the fluctuation correlation calculated from all atom-
pairs in an enzyme-ligand complex separated by distance a.
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fi is the B-factor of atom i in the enzyme-inhibitor complex
of interest; fj is the value at atom j, which is separated from
i by distance a; and f is the overall average temperature
factor for the complex.
Fluctuation magnitudes along the reaction coordinate
and multiple regression analysis
Figure 2a–c shows the distributions of some relevant resi-
dues around the three reaction-coordinate species, along
with their average B-factors. This figure is based on those of
Xiang et al. (1995, 1996, 1997) and features residues H-
bonded or in hydrophobic contact with ligand and those
coordinated to zinc.
A striking feature is immediately apparent: The average
temperature factor for the substrate analog is 27 Å2 and
decreases for the transition-state analog to 15 Å2, only to
increase again in the product to 28 Å2. This decrease in
temperature factor at the transition state is corroborated by
the 17 Å2 value for the F-transition–state analog. As the
transition state is accessed along the reaction coordinate,
thermal fluctuations in the bound reaction-coordinate spe-
cies decrease. Furthermore, examination of active site
amino acids reveals smaller thermal fluctuations in the tran-
sition-state complex compared with either ground state,
whereas the substrate and product active sites are similar in
fluctuation magnitude. A study of hypoxanthine-quanine
phosphoribosyltransferase is in accord with our results
(Wang et al. 2001). Transition-state analog binding signifi-
cantly tightens the catalytic site, as assessed by hydrogen/
deuterium exchange experiments.
Of the set of 29 amino acids (which includes the residues
shown in Fig. 2) closest to the bound inhibitors, 23 are less
thermally agitated in the transition state compared with sub-
strate. Furthermore, for 19 of these, thermal motion in the
transition state is decreased by >14%. This set of 19 amino
acids is particularly interesting because, for it, substrate and
product fluctuations on average are remarkably similar, as
are thermal motions in the two transition states. For these 19
amino acids, Figure 3 shows the strong fluctuation similari-
ties between the two transition states, between the two
ground states, and the greater differences between transition
and ground states. It is tempting to speculate that these
amino acids—significantly constrained in the transition
state but equally noisy in the two ground states—undergo
correlated motions in the ground-state complexes that are
linked to locking the transition-state species within the ac-
tive site.
In the transition-state complex, the average temperature
factor for these amino acids is 18 Å2; values for substrate
and product amino acids are essentially identical at 23.5 Å2
and 23.3 Å2, respectively. On average, then, the ground-
state complexes are 27% more noisy than transition state.
The average fluctuation magnitude for F-transition state (17
Å2) is close to that of unfluorinated transition state.
We estimate inherent errors in crystallographic tempera-
ture factors from the root mean square difference between
the two different but structurally similar transition-state ana-
Fig. 2. (a) Average temperature factors for active-site amino acids and
bound substrate analog. (b) Temperature factors for active-site amino acids
and bound transition-state analog. Data for F-transition state in parentheses. (c)
Average temperature factors for active-site amino acids and bound product.
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log complexes. This value,   2.4 Å2, for those 19 amino
acids markedly less noisy in the transition state is less than
half that of the root mean square difference (5.4
Å2  2.25) between transition state and either product or
substrate. For comparison of product and substrate, the root
mean square difference is 1.9 Å2 and lies within the estimate
of error from the two transition states. Note that because
there are probably real differences between the two transi-
tion-state complexes, the value for  may be an overesti-
mate.
Figure 2 reveals an important feature: Temperature fac-
tors for both substrate analog and product uridine are gen-
erally greater than those of the surrounding amino acids,
whereas thermal motion in the transition-state analogs is
either less than or comparable to that of most surrounding
residues. This indicates that relative to the ground states, the
“fit” of the transition state to the active site of the enzyme
improves significantly and in subtle ways not readily ap-
parent to the observer. Furthermore, although the substrate
and product complexes on average are equally thermally
agitated, several residues in Figure 2 show considerably
increased thermal fluctuations in the latter, with a possible
correlation to product release. For example, the average
B-factor of Thr127A is 41% greater in the product than in
the substrate complex. Thr127A, in the actual chemical re-
action coordinate, is presumptively H-bonded to the leaving
amino group of the transition state (see Fig. 1). We suggest
that the global enzymatic active site responds to structural
changes in the bound reaction-coordinate species in a way
that results in transiently increased mobility of Thr127A
immediately after the transition state, thus facilitating re-
lease of the leaving group. Note that for Phe71A, Phe233B,
Cys129A, Cys132A, Glu91A, Tyr126A, and Phe165B—all
markedly less thermally agitated in the transition state—the
B-factors, with the exception for those for Phe71A, in both
transition states are very similar. These side-chains show
reduced atomic fluctuations as the fit with the ligand
reaches its optimal configuration.
The enzyme molecule responds to the demand of nestling
around successive reaction-coordinate species by using cor-
related motions that have not as yet been completely under-
stood. The average behavior of this extraordinarily complex
“many-body” problem is highlighted by the few represen-
tative amino acids focused on.
Table 1 summarizes the analysis of variance for the mul-
tivariate model that best predicts amino acid average tem-
perature factors in terms of the physical descriptors de-
scribed above and in Materials and Methods. This model
Bcalc = 0 + State * State + State–State * State * State
+ Subunit * Subunit + Subunit–Surf * Subunit * Surf
+ Dist * Dist + D_Core1 * D_Core1
+ Subunit−D_Core2 * Subunit * D_Core2
+ D_Core1−D_Core2 * D_Core1 * D_Core2.
explains ∼70% of the total variation in overall temperature
factors for the group of 29 amino acids closest to the bound
inhibitors. The remaining 30% of the variation not ex-
plained by the model is caused in unknown part by the
inherent errors in the crystallographic temperature factor
values, so this “explained” fraction of the variance is sub-
stantial. Coefficients in the model have t test probabilities
between 10−3 and 10−11 and are therefore highly significant,
as is the F-ratio test for the model as a whole. Thus, al-
though each of the factors might be expected to contribute
to the variance of 〈B〉, Table 1 provides quantitative evi-
dence regarding their relative proportions.
There are three distinct kinds of effects separated in Table
1 by the line spacing. The first group shows that the cata-
lytic state is a very significant variable and that 〈B〉calc is
approximately quadratic in the reaction coordinate variable,
consistent with the minimum value observed in the transi-
tion state. This effect accounts for ∼10% of the overall
variation in 〈B〉. The second group involves the relative
solvent exposure of the side-chains. The third involves the
significant effects of distances between the amino acids and
three locations that have low 〈B〉, namely, the inhibitor and
the centroids of the nonpolar clusters in each of the two
domains in the monomer. The latter two effects account for
roughly equal portions of the remaining variation in 〈B〉.
The first two categories of predictors are illustrated
graphically in Figure 4. The minimum value of the overall
Fig. 3. Average temperature factor per amino acid for substrate, product,
transition-state, and F-transition-state enzyme complexes. Data shown for
19 amino acids that are >14% noisier in the substrate complex than in
transition state. As the amino-acid index increases (from 1 to 19), the
distance of that residue to bound inhibitor increases.
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average temperature factor occurs at a reaction coordinate
of 1.95, close to the value assigned to the transition state
compounds (Fig. 4a). The two-way interaction between sub-
unit and exposed surface area shows, as expected, that ex-
posed residues have higher 〈B〉 (Fig. 4b). Moreover, the
effect is much more substantial in subunit 2 than it is in
subunit 1. As noted in the previous paragraph, Student t
tests are highly significant for all coefficients, establishing
support for the conclusion that the quadratic dependence of
〈B〉calc on the catalytic state is a relatively important effect
compared with the other structure-based predictors.
We turn now to the divergent behavior of the last inhibi-
tor. It is found that of the five complexes, the dihydrozebu-
larine-enzyme assembly shows the largest fluctuations in
both the inhibitor molecule itself and in surrounding amino
acids. The crystallographic data reveal a trapped water mol-
ecule juxtaposed against the tetrahedral carbon of the py-
rimidine ring of the inhibitor (see Fig. 1; Xiang et al. 1995).
Because this water molecule introduces steric strain through
excessively close contacts with the carbon, the surrounding
amino acid residues may possibly settle into an energetic
(local) minimum characterized by thermal flexibility.
Auto-correlation functions
Results from application of the auto-correlation function
(equation 1) to the four enzyme-inhibitor complexes—tran-
sition state, substrate, product, and dihydrozebularine—are
shown in Figure 5a. The result for F-transition state is nearly
indistinguishable from that of the unfluorinated analog and
is not shown. The auto-correlation function I(a) calculates
the average correlation in atomic temperature factors over
all atom-pairs separated by distance a Å, and a is chosen
here to range from 2 to 34. To avoid scoring correlations
between two identical atoms, that is, one from each mono-
mer, the calculation was performed on a single monomer.
For each complex, and with similar functional dependen-
cies, fluctuation auto-correlations between atom-pairs decay
with increasing distance a (Fig. 5a).
However, a “differential” and different application of the
auto-correlation function reveals differences between the
various complexes in a most telling way. For a given com-
plex, we chose all atoms between 1.0 and 3.0 Å from the
C1* carbon of the ribose ring of the inhibitor (see Fig. 1),
thus forming a 2-Å thick spherical shell of atoms centered
around C1*. Because the active site requires both enzymatic
subunits, atoms from both monomers are collected, forming
a complete shell. Similarly, four other shells are created by
collecting all atoms between 3.0 and 5.0 Å, 5.0 and 7.0 Å,
7.0 and 9.0 Å, and 9.0 and 11.0 Å from the central atom.
The auto-correlation function is now calculated to reveal
atomic fluctuation correlations between first and second
shell atoms, second and third shell atoms, third and fourth
shells, and fourth and fifth shells, for a total of four values
for the auto-correlation I. Specifically, for the first and sec-
ond shell comparison, every atom belonging to the first shell
is compared with every atom belonging to the second. Then
every second shell atom is compared to every third shell
atom, and so on. Because the successive shells radiate out-
ward from the bound inhibitor, a natural spatial relationship
with the ligand is imposed in calculating I—a feature lacking
in the first application of Equation 1. In this way, effects of the
tight binding transition-state analog on “organizing” fluctua-
tions with increasing distance from the analog can be studied.
Results of this application in Figure 5b show that fluc-
tuation correlations between successive shells of atoms are
substantially increased when the two transition-state ana-
logs occupy the active site. Correlations between the two
Table 1. Analysis of variance for multivariate temperature-factor model
Variable Coefficient STD Error T P (2-Tail)
Constant 33.931 2.870 11.822 0.10E-14
State −6.310 0.965 −6.536 0.99E-09
State*State 1.836 0.314 5.850 0.31E-07
Subunit −31.292 4.733 −6.612 0.67E-09
Subunit*Surf 13.800 1.785 7.730 0.16E-11
Dist −0.821 0.197 −4.155 0.55E-04
D_Core1 1.501 0.266 5.632 0.89E-07
Subunit*D_Core2 1.047 0.180 5.803 0.39E-07
D_Core1*D_Core2 −0.059 0.015 −3.965 0.11E-03
Source
Sum-of-
squares DF Mean-square F-Ratio P
Regression 4609.062 8 576.133 39.554 0.999201E-15
Residual 2126.581 146 14.566
Dependent variable is mean B. n  155. Squared multiple R  0.684. Standard error of estimate is 3.81.
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shells most distant from the central atom are found to be
very similar for the five complexes: Structural differences
among the various inhibitors affect atomic fluctuations to
∼9 Å from C1*.
With the exception of the particularly noisy dihydroze-
bularine complex, an immediate relationship is found be-
tween the binding free energies of transition state, F-tran-
sition state, substrate, product, and the auto-correlation pro-
files of the corresponding complexes. As the free energy
becomes more favorable for binding, that is, more negative,
fluctuation correlations between atoms of successive shells
become stronger.
Implications for catalysis
Conformational fluctuations are smallest at the (approxi-
mate) transition state of the CDA reaction. This is advan-
tageous: If the transition-state structure is most rigidly held
within the active site, those amino acid residues responsible
for the chemistry have an increasingly fixed molecular tar-
get with which to interact for maximal catalytic efficacy as
the reaction proceeds away from substrate.
The reduced atomic excursions characteristic of the tran-
sition-state complex have three potential implications for
catalysis. First, we expect—because of the increasing stiff-
Fig. 5. (a) Decay of fluctuation correlations I(a) with increasing distance
a between atom-pairs. (b) Fluctuation correlations between shells of enzy-
matic atoms surrounding bound inhibitors. On the x-axis, 1 indicates the
correlation between the first and second shells of atoms around a given
inhibitor; 2, the calculation for the second and third shells; etc. The pic-
torial insert sketches the five spherical shells of atoms (shown as hemi-
spheres for brevity) as they radiate outward from C1*, and the numerical
labeling within highlights that 1 indicates the auto-correlation calculation
between the first and second shells, and so on.
Fig. 4. Graphical representation of the most significant predictors in the
temperature factor model in Table 1. (a) Quadratic dependence of overall
average temperature factor, expressed as 〈r2〉1/2  (〈B〉/82)1/2, on the
catalytic state. The bar graph represents root mean square fluctuations
calculated from the crystallographic data; the curve is from the model
described in Table 1. Error bars for crystallographic 〈r2〉1/2 values and for
the model are given on the histograms (thin black lines) and on the fitted
curve (thick gray lines), respectively. (b) The two-way interaction between
the subunit to which an amino acid residue belongs and its solvent acces-
sible surface area. Data shown is for the 29 amino acids used for multiple
regression analysis, representing one of the two functional active sites of
cytidine deaminase . Solvent exposed residues belonging to the second subunit
tend to have significantly higher and buried residues, a significantly lower 〈B〉,
than do comparably exposed residues belonging to the first subunit, which
contains the Zn atom of this active site and other catalytic residues.
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ness of the enzyme matrix—a diminished frequency of
“stray” fluctuations during the actual chemical transforma-
tion from substrate to transition state; that is, those fluctua-
tions remaining at the transition state are conjectured to be
crucial to the chemistry. The importance of an increased
proportion of catalytically productive fluctuations at the
transition state is further accentuated by the fact that this
species is short-lived compared with the substrate: A tightly
secured transition-state structure again ensures that these
remaining fluctuations can interact favorably with it. These
ideas dovetail with the work of Young and Post (1996) who
showed that the energetically allowed conformational fluc-
tuations in the (lactate dehydrogenase)-NADH-pyruvate
complex are those that distort the cofactor to look like tran-
sition state.
Second, atomic-scale enzymatic conformational fluctua-
tions are necessarily coupled to fluctuations in the potential
energy of the enzyme-ligand complex. Focus on the local
active site potential energy. Greater thermal agitation in the
substrate and product complexes, compared with the en-
zyme-transition-state complex, leads to larger potential en-
ergy fluctuations for these ground-state species. Therefore,
the enzymatic reaction progresses along a fluctuating po-
tential energy surface, where energetic deviations from the
mean potential energy are diminished as the transition state
is accessed. A theory for enzymatic catalysis along such a
fluctuating potential energy surface is presented elsewhere
(Alper et al. 2001).
Finally, we can restate with increased precision the gen-
eral notion that the entropic barrier to catalysis at the tran-
sition state must be compensated by enhanced enthalpic
binding interactions between the transition-state species and
the active site of the enzyme. Diminished active-site thermal
motions characteristic of the transition state imply a loss in
local conformational entropy at precisely the point in ca-
talysis at which the equilibrium binding affinity of the ac-
tive site reaches a maximum. During a spontaneous elemen-
tary chemical process, the active-site free energy,
G  H − TS, must be negative for conversion of en-
zyme-substrate complex (ES) to enzyme-transition-state
complex (ES*). The active-site entropy change S is also
negative. Thus, the enthalpy change H for converting ES
to ES* must be even more negative for the actual enzymatic
process than for a comparable process in which structural
fluctuations remained comparable in both states, ensuring
G < 0 for spontaneous reaction.
Snider, Wolfenden and coworkers (Snider et al. 2000;
Snider and Wolfenden 2001) have reported that the entropic
change in CDA in going from the substrate complex to the
transition-state complex is slightly positive, with
TS  0.9 kcal/mole. Consequently, the formation of
bound transition state from bound substrate is favored from
an entropic and enthalpic standpoint. These measurements
target the entire solvated enzyme and may potentially mask
the restrictions in active-site conformational freedom that
we report: Even though the active site itself appears to be-
come increasingly ordered in the transition state, the overall
entropy change leading to transition state formation is
slightly positive. A deeper resolution to this conundrum
may lie either in the precise details of the normal modes of
enzyme motion in the transition state, which may broaden
along the productive direction, or in otherwise indirect ef-
fects, such as the release by the transition-state complex of
solvent water molecules that are bound to the ground-state
complexes. This question may be addressed by comparing
the bound water structures of the various complexes, and
this is in progress.
Experimental studies are addressing increasingly pro-
found questions in protein dynamics (Zaccai 2000). Further-
more, large-scale quantum mechanical calculations have re-
cently been performed on CDA to geometrically optimize
1330 active-site atoms (Lewis et al. 1998). As computa-
tional studies and continuing experimental work address the
dynamical features of cytidine deaminase, correlations be-
tween catalytic efficacy and fluctuation dynamics will be
confirmed in atomic-scale detail. Not surprisingly, fast
atomic motions recorded in molecular dynamics simulations
can be used to calculate temperature factors for comparison
to those derived from experiment (Karplus and Petsko 1990;
Loncharich and Brooks 1990; Verma et al. 1997; Mel-
chionna et al. 1998). These quantities, from experimental
data, simulations, or theory, are useful in characterizing the
thermal mobilities of enzymatic domains (Loll and Lattman
1989; Hynes and Fox 1991; Bahar and Jernigan 1999). Be-
cause analysis of molecular dynamic trajectories can reveal
fluctuation correlations (Lins et al. 1999; Radkiewicz and
Brooks 2000), it would be intriguing to model CDA with
bound reaction-coordinate species.
Materials and methods
Multiple regression and analysis of variance
Data for the set of 30 amino acids closest to the bound inhibitors
were reformatted into an experimental matrix with one indepen-
dent variable, the average temperature-factor value 〈B〉 for an
amino acid, per line. This matrix was completed by encoding
possible predictors in additional columns. Potential predictors of
〈B〉 were encoded numerically for each amino acid. They included
the catalytic state or position along the reaction coordinate (State:
1, substrate; 2, transition state; 3, product), the subunit to which an
amino acid belongs (Subunit: 1, subunit containing the zinc ligands
and Glu104; 2, the second subunit), the solvent accessible surface
area of the side-chain in the folded protein as a percentage of that
for an extended chain in solution (Surf), the distance of an amino
acid centroid from C1* (see Fig. 1) of the bound pyrimidine ligand
(Dist, Å), and the distances from each of two nonpolar core pack-
ing regions, one in each domain (D_Core1 and D_Core2, Å).
Identification of these core regions was performed by Delaunay
tessellation and likelihood scoring, as described previously (Na-
Noonan et al.
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varatnam et al. 1998). They consist of clusters of tetrahedra formed
by nearest neighbors composed of the amino acids valine, leucine,
isoleucine, tyrosine, phenylalanine, tryptophan, or methionine that
occur in the database of known structures more than four times as
often as expected by chance. The search for linear models was
performed with the SYSTAT statistics program (Wilkinson 1987),
using stepwise multiple regression to compare different possible
models. The model in Table 1 was obtained stepping either for-
ward or backward and was subsequently reevaluated by full least
squares. Estimation by multiple regression and analysis of variance
is robust with respect to contributions to the observed variation
from unknown predictors. Thus, the analysis is capable of estimat-
ing jointly the statistical significance of several different factors
simultaneously without undue confounding by unknown factors.
Auto-correlation functions












(with fi indicating the B-value at atom i; fj, the value at atom j
which is separated from i by distance a; and f, the average tem-
perature factor) is used as follows. Operationally, the summation
in the numerator extends over all pairs of atoms i, j that are sepa-
rated by a distance of a ±  (in units of angstroms), and the de-
nominator sums over all individual atoms contained in the en-
zyme-inhibitor complex.  is typically chosen to be 1.0 Å; n is the
total number of atoms in the complex; and L is the number of
atom-pairs separated by the appropriate distance a ± . I(a), there-
fore, calculates the average correlation in fluctuation magnitudes
over all atoms separated by a ± . It is clear that if atoms i, j are
both noisy with fi and fj larger than the mean fluctuation f, a
positive contribution to I(a) will result for this correlated atom-
pair. Conversely, if atom i is less noisy than the mean, the two
atoms are not correlated in their fluctuations, and a negative con-
tribution to I(a) results. A larger positive value for I(a) indicates
more strongly correlated fluctuations. Auto-correlation between
atom-pairs of increasing separation a in the enzyme-inhibitor com-
plex can be studied by computing I(a) as a function of a.
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