Both astronomy and biology are experiencing explosive growth of data, resulting in a "big data" problem that stands in the way of a "big data" opportunity for discovery. One common question asked of such data is that of approximate search (ρ−nearest neighbors search). We present CHESS (Clustered Hierarchical Entropy-Scaling Search), a search tool with virtually no loss in specificity or sensitivity, demonstrating a 13.6× speedup over linear search on the Sloan Digital Sky Survey's APOGEE data set and a 68× speedup on the GreenGenes 16S metagenomic data set, as well as asymptotically fewer distance comparisons on APOGEE when compared to the FALCONN locality-sensitive hashing library. CHESS demonstrates an asymptotic complexity not directly dependent on data set size, and is in practice at least an order of magnitude faster than linear search by performing fewer distance comparisons. Unlike locality-sensitive hashing approaches, CHESS can work with any user-defined distance function. CHESS also allows for implicit data compression, which we demonstrate on the APOGEE data set. We also discuss an extension allowing for efficient k-nearest neighbors search.
Introduction
With the growth of Big Data outpacing Moore's Law [1] [2], we present CHESS: a Big Data solution to enable fast and accurate search over large data. CHESS has an asymptotic complexity that depends on the metric entropy and the local fractal dimension of the data instead of on the number of points in the data. As such, the benefits from CHESS improve as the sizes of these data sets grow.
Methods
CHESS solves the problem of ρ-nearest neighbors search in a finite-dimensional (typically high-dimensional) vector space. CHESS only requires a set of points in some space to search, and a distance function on those points. If this distance function is also a distance metric, CHESS guarantees exact results.
We benchmark CHESS on the APOGEE [3] and the GreenGenes [4] data sets. We use L2 Norm and Cosine distance for APOGEE and Hamming distance for GreenGenes. 
Results
We present, in Table 1 , the mean number of distance comparisons made, the mean time taken for search, the mean fraction of the data that was exhaustively searched, and the mean speedup factor observed as compared with linear naïve search. We showcase speedups of 13x on the APOGEE data with L2 Norm and 68x on the GreenGenes data with Hamming distance.
The full paper on CHESS with further datails is available [5] . The source code for CHESS is available under an MIT license at https://github.com/nishaq503/CHESS.
