The amplification cycle of many replicators (natural or artificial) involves the usage of a host compartment, inside which the replicator express phenotypic compounds necessary to carry out its genetic replication. The compartment limits the diffusion of the intermediate compounds, thereby also maintaining the genotypephenotype linkage enabling natural selection. In most cases however, genotypic variants are distributed randomly among the hosts. More than one variant may thus occupy each compartment, blurring the genotypephenotype linkage: how does this affect the effectiveness of natural selection? We derive selection equations for a variety of such random multiple occupancy situations, in particular considering the effect of replicator population polymorphism and internal replication dynamics. We conclude that the deleterious effect of random multiple occupancy is relatively benign, and may even completely vanish is some specific cases. In addition, given that higher mean occupancy allows larger populations to be channeled through the selection process, and thus provide a better exploration of phenotypic diversity, we show that it may represent a valid strategy in both natural and technological cases.
sistance proteins expressed by a plasmid participate in the spreading of the genetic element by promoting the selective survival of its host cells. In fact, most (but not all [11] ) parasitic replicators use a similar trans strategy: their genetic information codes for diffusible compounds that are first expressed in many copies and then act globally to promote the propagation of the genetic carrier.
Beside biological parasitic replicators, a number of recent works have attempted to mimic natural evolution and to create artificial molecular replication loops for technological applications. These approaches create indirect replication strategies [25, 9, 6, 8, 30] , and also use compartments. For example, Holliger and coworkers designed an experimental multistep replication protocol (which includes bacterial transformation, emulsification, thermocycling, and recloning), by which plasmids encoding for active PCR (Polymerase Chain Reaction) enzymes can propagate [14] . Another approach called genetic complementation is more closely related to the natural plasmid replication strategy: one first creates a cell that is deficient in a molecular function necessary for its growth. Exogenous plasmids encoding for products able to restore the deficient function are then introduced in the cell and are selectively propagated by the survival and growth of the complemented hosts [1] .
Because of the diffusible intermediate compounds, physical encapsulation is essential both to maintain the genotype-phenotype proximity linkage and to achieve reasonable local concentrations. For natural parasitic replicators, such as viruses or plasmids, containment is provided by the host. The products expressed by the viral genome accumulate in the infected cell, in direct proximity to their encoding genetic polymer. Artificial in vitro replicators depend on man-made compartments, for example emulsions [23] .
However, invasion of the host compartments (via infection, transformation, encapsulation. . . ) is usually a random process governed by the Poisson statistics. The case of exclusively single occupancy is therefore only relevant at extremely low ratios of replicators to hosts. When significant populations of replicators are Figure 1 : Selection of replicators with random partitioning Genetic replicators randomly occupy available host compartments, in which they express trans-acting compounds required to complete the replication cycle. Some hosts contain multiple genomes, with possibly different phenotypes, collectively contributing to a global replication of all genomes present in the compartment. Variants with lower replication capability may thus benefit from being cocompartmentalized with better replicators. This evolutionary hitch-hiking, representative of many real-world situations, is expected to negatively affect the efficiency of the selection loop.
considered, sharing of one host by multiple replicators becomes commonplace. In the context of a population of genetically diverse replicators, a compartment may contain variants expressing different replication phenotypes. The total replication activity will apply indiscriminately to all local variant genomes and each replicator therefore effectively experiences an average phenotype over the co-encapsulated variants (this assume that the total activity is shared; other possibilities are examined later). The averaging benefits the weakest replicator [27] , and may also penalize the strongest (Fig. 1) . One intuitively feels that high occupancy should slow down natural selection by interfering with the spontaneous enrichment of the most efficient replicators from the population [2] . In the extreme case were a single compartment is available for all replicators, it is clear that the activity-averaging effect would even completely hinder any progress of the population.
In this paper, we quantify the selection slow-down effect associated with random (Poissonian) compartmentalization process under assumptions relevant to both viral replication and artificial molecular evolution protocols. In particular, we assume additivity of the phenotypic activities and consider different possible shape of the replication functions f , i.e. the function that links the total activity to the number of offsprings eventually generated in a given compartment.
In principle, depending on the physical chemistry of the replication/selection cycle, linear, nonlinear, saturating or even discontinuous functions may be considered [1, 29] .
Resilience of selection to random distribution in compartments. We start our analysis with a simple case where the replicator population contains N individuals of only two genotypes, with phenotypic activities x 1 > x 2 (an improved mutant and the wild type) and frequency p and 1 − p. The replication function is linear such that, after rescaling, f (x) = x. The numerical ratio of replicators to host compartments, or mean occupancy, is denoted λ (Fig. 2A) .
If f 1 and f 2 are the average fitnesses of phenotype 1 and phenotype 2, respectively, and
is the population average of these values, then the change of the phenotype 1 frequency can be found according to the standard formula [26, page 9] :
To compute these average fitnesses, we evaluate the probability to find a host compartment with i phenotypes 1 and j phenotypes 2. In the limit of infinite populations, it is given by the Poisson statistics and the binomial distribution:
Because of the additivity of activity, a compartment with i phenotypes 1 and j phenotypes 2 has a total activity of x 1 i + x 2 j. In this linear case, each co-localized replicator will therefore get an apparent fitness (number of offsprings) of f i j = (x 1 i + x 2 j)/(i + j). The denominator reflects the sharing of activity ( Fig. 2A) . This leads to the difference in average fitness between two genotypes (Supporting Text, Section 1.1):
Noting that, in this case, the average fitness exactly equals the average activity in the population, we finally obtain the update equation for the frequency p:
(2) In the limit λ → 0, where each mutant has its own compartment, g(λ ) → 1 and we recover the classical selection model, where the activity is understood as fitness [26] . Random partitioning is thus represented by a simple fitness-blurring factor g(λ ) that depends only on the mean occupancy λ . Enrichment by natural selection is controlled by this factor and decreases with λ (Fig. 2B ). This confirms that random partitioning and multiple occupancy indeed slow down the selection process, which 'sees' an activity difference modulated by g(λ ) < 1.
When p is very small, we can linearize (2), giving:
The population dynamic then follows as p t = α t p 0 , where t is the number of generations. Similarly, the solution near p = 1 can be approximated by
Note that the ratio s = (x 1 − x 2 )/x 2 is traditionally called the selection coefficient. The effect of increasing λ at low p can thus be understood as the reduction of the selection coefficient by g(λ ).
If the real population size is N, a new improved mutant will have p 0 = 1/N. The conditions α t 1 p 0 = 1 and β −t 2 q f = 1, (where q f = 1 − p f = 1/N) provide estimates for the timescales associated with respectively, the invasion of the population by a new phenotype, and its fixation: Figure 2C provides a visual illustration of the effect of random partitioning on selection dynamics. If population ratio changes are small at each round, this analysis can be extended to the continuous case, with similar conclusions (see Supporting Text, Section 1.2).
Two mechanisms can be invoked to explain the slowdown effect due to multiple occupancy. The first one is a blurring of the phenotype-genotype linkage (equation (1)): good variants now obtain on average a lower replication efficiency, while bad variants get on average a higher one. The second reason could be the sharing of the replication ability: good variants get less offspring, because they have to share some of their replication activity with co-compartmentalized, less fit, variants. However, one can show that, if total compartment activity is not shared but is instead fully assigned to each local replicator, all previously derived results hold, except that the fitness-blurring function g(λ ) is replaced by h(λ ) = 1/(1 + λ ) (see Supporting Text, Section 2). As h < g for all λ > 0 (Fig. 2B) , we obtain a counterintuitive result that sharing is not a cause of the slowdown, but on the contrary tends to rescue the effect of fitness blurring. This surprising effect can be understood if one considers that sharing actually decreases the relative contribution of multiply occupied hosts in the composition of the next generation, with respect to less occupied hosts. Compared to the nonsharing situation, sharing is therefore closer to the case of exclusive single infection. More generally, in our infinite population model, any mechanism that would lower the total output of multiply infected hosts would tend to alleviate the blurring effect of multiple occupancy.
The main conclusion, valid in the linear selection case, is that multiple random occupancy affects the enrichment process through the fitness-blurring g function, which can be regarded as imposing a relatively benign slowdown of the selection dynamics. For example going from λ = 1% to λ = 100%, the fraction of hosts encapsulating more than one genome changes from 0.005% to 26%, but the rate at which the improved phenotype invades the population decreases by just 36%. Importantly this increase in λ also implies a 100-fold jump in the replicator population size, greatly increasing the number of genetic variants that can be scanned by the selection process.
Step replication function. The number of offspring generated does not need to linearly follow the phenotypic activity under selection. For example, in a technological context, beneficial mutants are often selected through a process called screening [23] , where every host compartment is individually observed and only those where activity is measured above a given threshold are picked up and sent to the next generation (all other are simply discarded, Fig. 3A) . If the threshold is set as close as possible to the phenotype of the highest activity, x 1 (see Supporting Text, Section 3 for the case of a different threshold), this process can be described by a step replication function f (x) = θ (x−x 1 ). We will use here the non-sharing case, which better describes a typical screening protocol; the sharing case is given in Supporting Text, Section 4. For two variants x 1 and x 2 as above, one can show that frequency change in one round then goes as:
where e n is the truncated Taylor series of the exponential function to the n-th term and m = x 1 /x 2 , that is, the minimum number of wild type mutants that one has to pack in a host to reach the selection threshold. The most interesting case (the emergence of rare beneficial mutants in the population) happens at small p, where linearization gives:
To look at dynamics, we assume again the apparition of a single mutant in a population of size N, and evaluate the frequency change for the first generation. Fig. 3B shows that the resilience of the stepselection protocols to random co-encapsulation critically depends on m: if the improvement brought by the mutant phenotype is only incremental (m = 2), then the increase in λ have a strong impact on the ability to select. On the contrary, if multiple fold changes on activity are expected (e.g. m = 10), there exist a range of higher λ that bear only mild effects on the dynamics. Here again, one should consider that for a given host budget, larger values of λ allow more mutants to be channeled through the selection process. If the process is bottlenecked by the number of available hosts N, the probability of apparition of a favorable mutation can be estimated as 1/N. The chances that an improved mutant is actually present in the initial population will control the population fate. Because this probability is small for small λ , this leads to the emergence of an optimal λ that grows with m. It can even be larger than one when the activity difference spans a decade (Fig. 3B ). Numerical simulations confirm these predictions and extend their applicability to physically realistic finite populations (Fig. 3C ).
Polymorphic populations. We have considered so far only a simple population containing just two variants.
In most realistic cases however, a larger distribution of activities is available for the variant phenotypes. For example, many RNA viruses exist as quasi-species on a fitness landscape [7] ; artificial screening processes are applied to libraries of millions of different protein variants, each with a unique activity value [23] . We demonstrate elsewhere 1 that the results above can be generalized to the case of a continuous distribution of activities. Moreover, we obtain a general analytical formula to compute the evolution of a population driven by any replication function f for any initial distribution of activities:
where ρ and ρ are the probability density function of the activity distribution before and after the selection round, Corr is the cross-correlation, ρ * n = ρ * ρ * . . . * ρ n times is the n-th convolution power of ρ (we assume here ρ * 0 = δ (x), where δ (x) is the Dirac δ -function, and thus Corr(ρ * 0 , f ) = f ), and M is a nor- malization coefficient.
In the case where the replication function is linear, the update equation for ρ simplifies to:
wherex is the mean of the activity with respect to the distribution ρ. This equation describes a situation where the fitness of an individual depends on the properties of the whole population. The frequency-dependent nature of the selection process becomes clear, when the average fitness of a phenotype x is computed:
x. In the current case of linear replication function, modulation goes through the average activity of the populationx. However, frequency dependence is generic for different replication functions at nonzero λ .
Equation (6) singles out again the mean occupancy λ and the fitness-blurring function g as completely controlling the effect of random multiple encapsulation on the selection process. Resilience to random co-encapsulation is therefore a general property, independent of the population polymorphism (Fig. 4A,B) . At constant host resources, and if the initial library distribution has a sufficiently heavy tail, the benefit of a higher mean occupancy emerges naturally: larger populations provide a better sampling of the tail and thus a larger support to the initial activity distribution; since any distribution ρ eventually evolves towards a fixed point ρ ∞ = δ (x − x max ), where x max is the largest value of the support of ρ (so ρ = 0 at x > x max ), this advantage eventually (after some generations) overcomes the initial slow-down effect and brings the populations to higher average phenotypic (and thus replicative) values (Fig. 4C) .
The various scenarios observed so far make it clear that from a replicator population perspective, the best strategy may involve a substantial amount of multiply occupied host compartments. The optimal mean occupancy will primarily depend on properties of the activity distribution of variants, including the frequency of improved variants and the magnitude of the improvement. But, as seen above with screening versus linear selections, it may also be modulated by the shape of the replication function.
Nonlinear replication functions. We derived the explicit form of equation (5) in the special case of quadratic and cubic replication functions (see Supporting Text, Section 5). The results of their application, plotted in Fig. 5A , show that the change in mean fitness of the population after one generation now depends both on mean occupancy and on the shape of the initial distribution. If one plots the polynomial selection efficiency relative to the linear case (Fig. 5A , inset), a convergence of the ratio to the leading order of the polynomial is observed. In other words, for large λ , selection by a polynomial function of order n is n times more efficient than selection using linear replication (see Supporting Text, Section 6 for a demonstration).
The observation of gradual improvement with increasingly nonlinear selections prompted us to test the exponential replication function ( f (x) ∼ e ax ). In this case, equation (5) simplifies to:
The striking implication is that, when the replication process depends exponentially on the phenotypic activity, the selection becomes totally insensitive to λ and random co-compartmentalization (Fig. 5A) . While very counterintuitive, this effect can be somehow rationalized by considering that the carry over hitch-hiking mutants with poor phenotypes can now be compensated by the large (multiplicative) fitness benefit that good variants also gain from co-encapsulation. This result is confirmed by numerical simulations with reasonable population sizes (Fig. 5B) .
However, it is clear that, in physically realistic situations, insensitivity cannot extend to very large λ . First, the finite resources available in each host put a higher bound on the number of offsprings that it can support. Second, a more subtle effect develops because the distribution of total activity in compartments spreads more and more with increasing λ ; at some point, the offsprings generated in the most loaded host, due to the exponential replication law, will start to actually represent a significant fraction of the total new population. This effect will prematurely deplete the population from its diversity and therefore negatively affect the selection of the best mutants. In practice, there is therefore a threshold above which multiple occupancy starts again to affect selection, this time not because of fitness blurring, but because of stochastic purification effects inherent to the exponential growth (Fig. 5C ).
Our discussion is based on the case where all variants are present in the initial population, and no new diversity is introduced during the selection process. In an evolutionary context, our results will hold if the mutation rate is small compared to the selection rate (for example, in the case of linear selection from two phenotypes, if mutation probability per generation is smaller than the inverse characteristic time of the mutation sweep, t tot = t 1 + t 2 defined by equations (3)) [3] . More generally, one may still anticipate that high λ strategies, that are advantageous for selections, may also be beneficial in an evolutionary walk. A formal treatment of this question would require informed hypotheses on the statistical structure of the underlying landscape [10, 7, 4, 16] . However, we can still explore numerically this possibility on model landscapes. Fig. 6A uses a modified (sparse) NK-model [17, 18, 19] as a model of a landscape constrained by epistatic interactions (Supporting Text, Section 8). We observe that runs using higher λ are indeed able to discover on average better mutants, most probably by leveraging their higher throughput.
Discussion
The slowdown effect associated with multiple occupancy, already noted by others [2, 27] , is generally less deteriorating than intuitively anticipated. Additionally, it critically depends on the shape of the replication function and may completely vanish in the important case of exponential replicators [29, 21, 22, 14] with additive Malthusian fitness, were higher λ appear to have no cost. Our analytical results were derived under the assumption of the Poisson partitioning of infinite populations, but they appear to be robust to stochastic effects in smaller, realistic populations. Tolerating higher λ -values means that larger populations of replicators can be channeled through selection processes.
In a world of limited host ressources, this increases the chance of finding rare beneficial mutations in immense sequence spaces. These findings may therefore have strong implications for both natural and artificial evolution. Moreover, related stochastic co-selection effects also emerge in a variety of related cases. It can happen for example because of non-specific aggregation of the individual variants in the absence of compartments; di-or polyploidy of many organisms, as well as spatial population structure in the presence of a common good also lead to frequency dependent outcomes. These situations could be covered using simple modifications of our model [13, 5] .
Artificial directed evolution protocols select polymers with desirable properties out of large librairies of variants. In order to optimize the selection stringency, many high-throughput, in vitro experimental designs try to maintain at most single phenotype per host by working at low λ [15] . This in turn imposes a limit on the size of the library that can be evaluated. Our results suggest that using libraries size exceeding the number of hosts could in many cases be more favorable than prematurely bottlenecking the population diversity. First, the slowdown effect on the selection of best variants is not as bad as one could expect. With an n/λ asymptotic for polynomial selection laws, increasing the occupancy will never break the ability to select more than it increases the throughput. Additionally, it will be alleviated by the iterated nature of most selection processes. For example Fig 6B shows that, given available experimental resources expressed as a total budget of hosts (over all rounds), and a library size, the best strategy to obtain the highest final mean activity for the selected population is always to split the host budget in as many rounds as possible (see Supporting Text, Section 7). In an experiment constrained to a limited number of rounds, knowledge of the population phenotypic structure and the shape of the replication function should help one define the best λ schedule.
From a biological perspective, infectious viral occupancy has often been considered from the host cells' standpoint: only when the ratio of virus to cell is relatively high (> 3) can one consider that most cells are indeed infected [20] . It has much less often been looked at from the virus' standpoint [12] , even if it is know that multiplicities of infection of 10-100 can be observed. Novella et al. considered a related simple case with two phenotypes and suggested that the phenotype-averaging effect of higher occupancies can benefit the population by sustaining diversity in the face of changing selection pressures [27] . Here, without considering changing environments, we show that favoring multiple occupancy can actually be a valid strategy to optimize coverage of sequence space and select fitter mutants. High occupancy strategies becomes especially interesting in two cases: i) when the distribution of fitness effect is skewed enough: in a rich neighborhood of the fitness landscape, selection with high replicator occupancy will ultimately lead to better improvements than strategies attempting to limit it; ii) when the replication mechanism leads to nonlinear or exponential growth dynamics, a case which is common for viral replicators [29, 21, 22] . As some viruses and plasmids have specific mechanisms to control their replication parameters [28] , this opens the intriguing perspective that the control of the mean occupancy could itself be the subject of evolution. The exponential replication function is insensitive to random co-compartmentalization, whatever the activity distribution (under the infinite population assumption). Analytical expressions, derived from equation (5) are given in Supporting Text, Section 6. B. Numerical simulations starting from the same truncated exponential distribution, using e x/2 as a replication function and 10 5 hosts. For higher λ , residuals with λ = 0.1, are also shown (dashed curve) C. Insensitivity to λ breaks down at high λ when the fraction of total offsprings generated by the most loaded host becomes close 1. In this case dynamics gets controlled by stochastic purification effects, which eventually wipe out the natural selection process. For selection, the total activity is shared and the replication function is linear. Up to four random mutations are applied to each individual at each round. The whisker chart gives the best variant found in the population at round 10 (100 runs with 1000 hosts are performed for each λ , each stochastic run initiated from the same, non-lethal seed individual, and on the same landscape). The red bar is the mean. B. Selections with limited resources. A population of 10 5 random variants, drawn from an exponential distribution, are selected using a total budget of 10 6 hosts. Change in mean activity of the population for different protocols using 1 to 32 rounds (thus 10 6 to 32250 hosts per round) is shown. Linear replication and activity sharing are assumed here.
Supporting text 1 Derivation of equation (1) of the main text (linear replication function with additive activity)
We will first treat the case of a linear dependence of the total fitness in a host compartment on a total activity in it. In this case the fitness of a lone individual of phenotype i in a single compartment equals to f i = f 0 x i . Under such conditions, it is simpler to rescale the activity so that f 0 = 1.
Discrete time dynamics
A compartment with i individuals of phenotype 1 and j individuals of phenotype 2 has a total fitness (the total number of individuals produced that will pass to the next generation) of ix 1 + jx 2 . These new individuals, by the nature of the process, consist of even shares of genetic copies of all initial individuals in the compartment. Therefore, each initial individual (phenotype 1 and phenotype 2 alike) in the compartment has f i j = (ix 1 + jx 2 )/(i + j) copies passed to the next generation and there are in total i individuals of phenotype 1. The average fitness of phenotype 1 in the whole population is thus equal to
where the identity
P i j i = pλ and the change of index i → i − 1 were used. In the same way we obtain
and therefore
where we denoted for brevity µ def = pλ and ν def = (1 − p)λ . Note that the population average fitness is exactly equal to the average activity. This property is a specific feature of the additivity of the fitness in compartments. Indeed, under this condition, every individual of whichever phenotype produces the same number of offsprings as it would produce being alone in a compartment.
The last expression to be computed is
As in the main text, we will give a separate notation to the factor that depends on λ
Finally, the update equation for the frequency p takes the form
It is worth to note that the expression for ∆p is the same as for the case of a defined fitness function on the sequence space (a case of a frequency-independent selection) except for an additional factor g(λ ) that effectively slows down the selection process. This can be easily seen from taking the limit λ → 0, that corresponds to a single individual in each occupied compartment. But this also can be directly demonstrated. Indeed, in the case of a defined fitness function the update equation is
Unlike (8), this update equation is solvable in a closed from. Nevertheless, it is still possible to obtain some qualitative and quantitative estimates without solving the dynamics.
First, if p is not yet fixed (p = 0, p = 1), it grows (i.e., ∆p > 0) if and only if x 1 > x 2 , and it decays (i.e. ∆p < 0) if and only if x 1 < x 2 . This is obvious from (8) provided 0 < p < 1. p = 0 and p = 1 are fixed points of the dynamics. 1 is attracting and 0 is repelling when x 1 > x 2 and they change their stability when x 1 < x 2 . So, the mutant with the best activity is always selected. However, the increase of λ decreases the rate of this selection. For instance, for high λ , the change in p at every step is approximately 1/λ of what it would be in the defined fitness function case.
In the following, we will assume x 1 > x 2 . When p is very small, we can approximate (8) with its linearization
Then, for small p, the solution is approximated by p t = α t p 0 , where p t is the value of p at time t, where t is measured in number of generations. On the other hand, when p ≈ 1, (8) can be substituted with its linearization about 1 − p
The solution near 1 can be then approximated by 1 − p t = β t (1 − p 0 ). There is a particular case when (9) is not applicable, that is x 2 = 0 (phenotype 2 is "lethal"). In this case linear approximation (10) becomes exact, as it is easily seen from (8) . Interestingly, if λ = 0 (the defined fitness function, no frequency dependency's), phenotype 1 is fixed in one generation, so the dynamics is not reversible. This is manifested by β = 0. Non-zero value of λ makes this process stretched in time, as β > 0.
The values of α and β can be used to approximate the whole dynamics by a piecewise-linear one. For example, if the real population size is N, then the condition α t 1 p 0 = 1, where p 0 = 1/N provides an estimation on the time for a population with a single individual of phenotype 1 to reach a stage where this phenotype has a macroscopic representation, i.e. the number of its individuals is comparable with N. This time can be called the invasion time (of phenotype 1 into a population of phenotype 2), and it is given by
In the same way, the condition β −t 2 q f = 1, where q f = 1 − p f = 1/N gives an estimate of the time it takes for a macroscopically present phenotype 1 to be finally fixed, which is approximated here by the time to reach the frequency p f = (N − 1)/N (only one individual of phenotype 2 is left). This results in
The time t tot = t 1 + t 2 gives a typical total time for the phenotype 1, superior to the phenotype 2, to be fixed starting from one individual (completely ignoring any stochastisity). This is the time of a selection sweep by a single mutation.
In the end, we will show how to derive equation (8) by an alternative way, which is much simpler but relies on some advanced theory. As we show in our unpublished work 2 , if the fitness per individual in a compartment with n individuals of activities x 1 , . . . , x n (not necessarily different) is given by the formula f (x 1 , . . . , x n ) = ϕ(n) ∑ n i=1 x i , where ϕ is some function of n that represents some specific features of the selection process like sharing, then the average fitness of a phenotype k, f k , can be found as
wherex is the population average activity. In the case considered here,x = px 1 + (1 − p)x 2 . The population average fitness can be found as
In our case, ϕ(n) = 1/n and, as x k + nx = (n + 1)x + x k −x and taking into account that ∑ ∞ n=0 e −λ λ n /n! = 1 and ∑ ∞ n=0 e −λ λ n /(n + 1)! = g(λ ), we can easily conclude that
from which all the rest follows. We will use this simple way to derive update equations in the following when possible to avoid cumbersome computations.
Continuous time dynamics
If the change in p is small at every generation in comparison with the actual value of p, (8) can be substituted by a differential equation, which is much easier to deal with. If the time t is measured in generations, the corresponding differential equation reads
This equation is solvable in closed implicit form and its solution for p(0) = p 0 is given by p p 0
This solution describes a sigmoidal curve with different asymptotic behavior at different sides. When t → −∞, p ∼ e at , where a = g(λ )(x 1 − x 2 )/x 2 . When t → +∞, 1 − p ∼ e bt , where b = g(λ )(x 2 − x 1 )/x 1 . As (1 + x) t = e xt + o(x) and α = 1 + a, β = 1 + b, This well agrees with the asymptotic behavior of the discrete time case obtained above. Here, the effect of the emulsification is even more evident as a slowing down of selection, which is manifested in the multiplication of the characteristic rates by the factor g(λ ). The estimates for the phenotype 1 invasion and the fixation times are now given by
2 Derivation of the update equation for the linear case without sharing and for the case of sharing both the activity and offsprings
When there is no sharing of the offspring and every individual of a compartment acquires the number of copies that is equal to the total activity in the compartment, the only difference with the previous case is that f i j = ix 1 + jx 2 instead of (ix 1 + jx 2 )/(i + j). In terms of equations (11) and (12), we have ϕ(n) = 1. Thus, we find that
Therefore, the update equation takes the form
This result differs from equation (8) only by the slow-down factor. Therefore, all the results from the previous section are literally correct for the selection without sharing, if g(λ ) is everywhere replaced by the function
Let us now show how to use this method to obtain results of Novella et al. from [27] for the case when not only sharing of the offspring takes place but the total activity in a compartment is defined as the average activity of all individuals in the compartment. This case corresponds to ϕ(n) = 1/n 2 . Indeed, the average activity is given by X = (∑ n i=1 x i )/n and every individual of the compartment obtains X/n copies. Therefore, we can immediately conclude that
where Ei is the so called exponential integral
e −y y dy and γ = 0.5772 . . . is the Euler constant. This formula, with the obvious notational changes, is exactly what is given in [27] . Likewise,
Therefore, the update equation is given by
and thus, all the conclusions of the previous section literally apply to the case of activity averaging with offspring sharing, if the function g(λ ) is everywhere replaced with the function ψ(λ ) = Ei(λ ) − ln λ − γ /(e λ − 1).
Derivation of equation (3) of the main text (cut-off case without sharing)
Let us consider the case of the cut-off replication function, which corresponds to screening. Sharing does not happen in screening. The selection function f has a form of a step function f : x → θ (x − x 1 ), where θ is the Heaviside function. Here we assume θ (0) = 1, so the function θ is left-continuous. This means that all individual of a compartment are passed to the next round, if the activity in the compartment is not lower than x 1 . This, in turn, means that the selection threshold is set exactly at the activity x 1 . An important parameter is the number m = x 1 /x 2 such that (m − 1)x 2 < x 1 and mx 2 x 1 . The meaning of m is the minimal number of phenotype 2 individuals in a compartment to trigger selection in the absence of phenotype 1 individuals in that compartment. Under such conditions, the fitness of any individual in a compartment with i individuals of phenotype 1 and j individuals of phenotype 2 is
The mean population fitness of phenotype 1 is given by
which is intuitively clear, while the mean population fitness of phenotype 2 is
where e n is the truncation of the Taylor series of the exponential function to the n-th term, so
The difference between these values is
and the mean population fitness is equal to
This allows to write the difference equation for the selection dynamics
As one can easily see, for any p such that 0 < p < 1, ∆p > 0, whence 0 and 1 are stationary points, as it was the case with the linear selection. The limit case of a lethal phenotype 2 corresponds to m → ∞ and is described by the equation
The asymptotic behavior again can be analyzed by the linearization of the dynamic equation about p = 0 and p = 1. At the limit p → 0 the linearized update equation is
while at p → 1 the linearization is
and it does not depend on m.
The values of α and β can be used for estimations of the characteristic times. Note, at λ = 0 β becomes 0. In fact, at this value of λ the dynamics is non-reversible, as seen from (15) . Indeed, this equation becomes ∆p = 1 − p meaning that the fixation of phenotype 1 happens in a single step. This is not surprising, as this case corresponds to a selection from two phenotypes with a defined fitness function and one of the phenotypes is lethal (λ → 0 corresponds to an individual selection). As in the linear fitness case, the limit of a lethal phenotype 2 (m → ∞) corresponds to α → ∞, so the invasion of a viable phenotype into a population of lethal phenotypes happens effortlessly.
If the screening threshold value x 0 is lower than x 1 (but, of course, higher than x 2 ), so the selection function is f (x) = θ (x − x 0 ), the formulas stay the same except that now one has to use m = x 0 /x 2 instead of x 1 /x 2 .
4 Derivation of the update equation for the cut-off case with sharing Let us consider the previous case, but with sharing. The replication function f has a form of a step function f : x → f 0 θ (x − x 1 ), where θ is the Heaviside function. We will assume θ (0) = 1, so the function θ is leftcontinuous. We will use the same parameter m = x 1 /x 2 as in Section 3 such that (m − 1)x 2 < x 1 and mx 2 x 1 . Under such conditions, the fitness of any individual in a compartment with i individuals of phenotype 1 and j individuals of phenotype 2 is
Here f 0 is some large number (total number of copies produced in a compartment with functional mix) and we assume that f 0 /(i + j) makes sens as an average number of copies over all compartments of i j-composition.
Then the mean population fitness of phenotype 1 is given by
while the mean population fitness of phenotype 2 is
where e n is again the truncation of the Taylor series of the exponential function to the n-th term and ν = (1− p)λ . The difference between these values is
As one can easily see, for any p such that 0 < p < 1, ∆p > 0, whence 0 and 1 are stationary points, as it was the case with the linear selection. In fact, any monotonous fitness function leads to the selection of the fittest genotype, as it will be demonstrated in the following. The limit case of a lethal phenotype 2 corresponds to m → ∞ and is described by the equation
The values of α and β can be used for estimations of the characteristic times. Note, at λ = 0 β becomes 0. As in the case without sharing, at this value of λ the dynamics is non-reversible, as seen from (16) . As in the previous cases, the limit of a lethal phenotype 2 (m → ∞) corresponds to α → ∞, so the invasion of a viable phenotype into a population of lethal phenotypes happens effortlessly.
Again, if the screening uses a different threshold value x 0 , x 2 < x 0 < x 1 , than the same formulas can be used with a different m: m = x 0 /x 2 .
General explicit update equations for quadratic and cubic replication functions
The computation of explicit form of equation (17) of the main text for the replication function f (x) = ax 2 , using the general algorithm for polynomial f outlined in our aforementioned preprint 3 , gives the following result
Here all the averages are taken in respect to the distribution ρ and
One can show that g n can be defined recursively as
or explicitly as
This allows to compute the new mean value of x after one cycle of selection
Herex is the mean of x computed with respect to the distribution ρ . The difference of the mean activity is then computed as ∆x =x −x. Likewise, for the cubic replication function f (x) = ax 3 we obtain
The expressions for the case of a population of only two phenotypes, x 1 at frequency p and x 2 at frequency 1 − p, can be easily derived from these general expressions using the probability density
6 Asymptotics of ∆x for a polynomial replication function at large λ (additive activity)
Preliminary notes
In this section, we will heavily rely on the theory developed in our preprint 4 . The preprint takes the approach to probability distributions as to Schwartz's distributions. The associated notations are far from being conventional in the field of applied probability theory, mathematical biology, and theoretical physics. Therefore, we will provide here a glossary that relates these general notations to more conventional (but less general/strict) equivalents. These equivalents can be used directly for well behaving probability density functions ρ of activity distributions, for which they actually make sense.
One can then demonstrate using these rules that
We will also need the asymptotics of the functions g n defined in (17)
Power functions f (x) = ax m
We have shown in the preprint that the update equation for the probability density of the activity distribution in the case of the additive activity, with selection function f , and with the offspring sharing is given by the formula
where
It follows that the mean of the distribution is updated according tō
We will be interested only by the two highest order, in λ , terms in both S m x and in S m .
. . y i p , the parts of (x + y 1 + . . . + y n ) m that give contribution to the two highest orders in λ are those that have all or almost all indices i k of y i k different. More specifically, these are the following subsums Indeed, after application of ρ ⊗n , Σ 1 becomes n(n − 1) . . . (n − m + 1)x m . After summation with weights P n this becomes g mx m . In the same way, Σ 2 gives g m−1 mxx m−1 , and Σ 3 gives g m−1 mx 2xm−2 . All other terms give contributions multiplied by g k with k < m − 1, and we will ignore them.
Taking into account the asymptotics of g k , we have the following asymptotic expression In the same, the highest two orders in λ of the denominator of (18) As we have seen before, the contribution to the two highest order in λ are given only by the term with a m and the term with a m−1 . More specifically, the asymptotics of ∆x takes the form 7 Selection with limited resources, theoretical considerations Figure 6B of the main text shows the results of numerical experiments with discrete time. However, we can anticipate its result using the continuous time approximation. We have already seen in Section 1.2 that the effect of λ on the selection dynamics is a mere time rescaling by the scaling factor g(λ ). This stays true for general phenotypical distributions ρ (see the preprint on footnote 1). Let the fixed droplet budget be N d , the number of cycles be t, and the fixed population size at each step be N. Then the number of compartments per cycle is equal to N c = N d /t and the mean occupancy is equal to λ = N/N c = tN/N d = at, where a = N/N d = const. The actual progress of the selection after t cycles is expected to be the same as for the case λ = 0 at time g(λ )t. But g(λ )t = g(at)at/a, and g(x)x = 1 − e −x is an increasing function. Therefore, the larger is λ at each cycle (the more overall cycles is used) the better is the overall selection progress. The effect eventually saturates at the equivalent evolution time of the λ = 0 system of t e = 1/a = N d /N.
8 Details on the NK-landscape used to generate Figure 6A of the main text
The NK fitness landscape was shaped to approximate some charateristic of enzymatic landscapes. This include an extended network of epistatic interactions (relatively high value of K have been reported, [19] ), the presence of many non-functional variants, and a large dynamic range of activity values. The values for the lookup table of activity contributions are drawn from a stable distribution with index of stability 1.5, skewness parameter 1, centred at −2.5 (see Fig. 7 ). Moreover, activity of an individual is set to 0 if the sum of contributions is negative. This leads to a fraction of non-lethal variants of 1.7%. Figure 7 : Statistics of the NK-landscape used in the study. Left panel: the stable distribution of activity contributions. Right panel: the rank ordering of nonlethal individuals by the activity in a generated population of size 10 6 . Note the presence of a large plateau of low activity with a tiny portion of high activity mutants.
