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COMPOSITIONS OF INVERTIBILITY PRESERVING MAPS FOR
SOME MONOIDS AND THEIR APPLICATION TO CLIFFORD
ALGEBRAS
NAOYA YAMAGUCHI, YUKA YAMAGUCHI
Abstract. For some monoids, we give a method of composing invertibility
preserving maps associated to “partial involutions.” Also, we define the notion
of “determinants for finite dimensional algebras over a field.” As examples, we
give invertibility preserving maps for Clifford algebras into a field and deter-
minants for Clifford algebras into a field, where we assume that the algebras
are generated by less than or equal to 5 generators over the field. On the other
hand, “determinant formulas for Clifford algebras” are known. We understand
these formulas as an expression that connects invertibility preserving maps for
Clifford algebras and determinants for Clifford algebras. As a result, we have
a better sense of determinant formulas. In addition, we show that there is not
such a determinant formula for Clifford algebras generated by greater than 5
generators.
1. Introduction
In this paper, for some monoids, we give a method of composing invertibility
preserving maps associated to involutive maps called “partial involutions.” Also,
we define the notion of “determinants for finite dimensional algebras over a field
K.” As examples, we give invertibility preserving maps for Clifford algebras Clp,q’s
into a field K and determinants for Clp,q’s into K, where we assume that Clp,q is
generated by less than or equal to 5 generators over K with the negative index p
and the positive index q of inertia of the quadratic form for Clp,q. On the other
hand, “determinant formulas for Clp,q” are known. We understand these formulas
as an expression that connects invertibility preserving maps for Clp,q into K and
determinants for Clp,q into K. As a result, we have a better sense of determinant
formulas for Clp,q. In addition, we show that there is not such a determinant
formula for Clp,q (p+ q ≥ 6).
The determinant formulas for Clp,q are as follows:
Theorem 1.1. Let K be R or C, and let Clp,q be the Clifford algebra generated by
n(≤ 5) generators over K. For all α ∈ Clp,q, there exists Dp,q(α) ∈ K such that
Dp,q(α) =


αµ(α), n = 1, 2,
αµ(α)ν(αµ(α)) = αν(α)µ(αν(α)), n = 3,
αµ(α)ψ(αµ(α)) = αν(α)ψ(αν(α)), n = 4,
αν(α)ψ(αν(α))µ(αν(α)ψ(αν(α))), n = 5,
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where the maps µ and ν are the Clifford and the reversion conjugations, respectively,
and the map ψ is K-linear on Clp,q that satisfies ψ ◦ ψ = idClp,q .
The above determinant formulas are given in the papers [2] and [4] by direct
calculation of “grade-negation operators” (this notion will be introduced below) and
of products of matrix representations of elements of Clp,q, respectively. (Note that
the paper [2] gives more determinant formulas for Clp,q than the above theorem.)
Below, we put n = p + q. We remark that the formulas do not depend on the
inertia indices of the quadratic form. Therefore, we write Clp,q and Dp,q as Cln
and Dn, respectively.
The determinant formulas can be rewritten as
Dn =


f∗1 , n = 1, 2,
f∗2 ◦ f∗1 , n = 3, 4,
f∗3 ◦ f∗2 ◦ f∗1 , n = 5,
where fi’s are involutive (i.e., fi ◦ fi = idCln) linear transformations determined by
n, and we put f∗i (x) = xfi(x) for fi.
Note that under the assumption that fi’s are grade-negation operators, there is
not such a formula for n = 6 (this fact is stated in [2]). That is, there is not a
sequence (f1, f2, . . . , fk) of grade-negation operators satisfying (f
∗
k ◦· · ·◦f∗1 ) (Cln) ⊂
K.
In the paper [2], the author gave the above expressions for determinants in the
following way: First, he calculated products of elements of orthogonal basis of
Cln, and he found grade-negation operators fi (i = 1, . . . , k) and subsets Si of Cln
satisfying f∗i (Si−1) ⊂ Si and Sk ⊂ K through a complete search.
Here, we have the following questions:
(Q1) What kind of the grade-negation operator is fi?
(Q2) What is the relationship between fi and Si?
(Q3) Is there a systematic way to find fi and Si?
(Q4) What kind of map is Dn?
In the paper [2], these questions have not been solved. We give an answer to each
question as follows:
(A1) The map fi is a partial involution for Si−1 of grade-negation type.
(A2) The set Si is a subspace of invariants under fi.
(A3) Our method gives a systematic way to find fi and Si.
(A4) The map Dn is a determinant for Cln into K.
Next, we explain determinants for finite dimensional algebras over a field K. Let
A be a finite dimensional algebra over K, and let D be a polynomial function of
least degree having the following properties: For any α, β ∈ A,
(1) D(α) ∈ K.
(2) D(αβ) = D(α)D(β).
(3) α is invertible in A if and only if D(α) is invertible in K.
Then, we call the map D a “determinant for A into K.” When K = R or C, we
prove that Dn is a determinant for Cln into K.
Finally, we give a simple proof of that there is not such a formula for n ≥ 6
under the assumption that fi’s are partial involutions of grade-negation type.
This paper is organized as follows: In Section 2, we first recall the definition of the
notion of invertibility preserving maps, and in the next section, we define the notion
COMPOSITIONS OF INVERTIBILITY PRESERVING MAPS 3
of partial involutions, and after that, in Section 4, we give a method of composing
invertibility preserving maps associated to partial involutions. In order to give
examples of partial involutions and invertibility preserving maps obtained in our
method, we recall definitions of the Clifford algebra Cln, the Clifford conjugation,
and the reversion conjugation in Section 5. In the next section, we introduce the
notion of grade-negation operators, and give a necessary and sufficient condition
for that this operator is a partial involution for a subspace of Cln. From this
condition, we will find that a grade-negation operator f is a partial involution for
Cln if and only if f is the Clifford or the reversion conjugation. In Section 7, we
demonstrate how to compose invertibility preserving maps for Cln (n ≤ 5) into K
in our method, and explain determinant formulas for Cln. In the next section, we
define the notion of determinants for finite dimensional algebra over K, and prove
that the invertibility preserving maps composed in Section 7 are determinants for
Cln (n ≤ 5) into K under the assumption that K = R or C. We understand the
determinant formulas for Cln as an expression that connects invertibility preserving
maps for Cln and determinants for Cln. As a result, we have a better sense of
determinant formulas for Cln (n ≤ 5). In the last section, we show that there is
not such a determinant formula for Cln (n ≥ 6).
2. Invertibility preserving map
In this section, we recall the definition of the notion of invertibility preserving
maps. Usually, the notion of invertibility preserving maps is defined for linear maps
(see e.g., [5]). However, we do not assume that invertibility preserving maps are
linear maps in this paper.
LetM be a monoid. That is,M is a set with some binary operationM×M →M
satisfying the following two axioms:
(1) For all a, b, and c ∈M , the equation (ab)c = a(bc) holds.
(2) There exists an element 1 ∈ M such that for every element a ∈ M , the
equations 1a = a1 = a hold.
Below, we say that “α is invertible in M” when there exists β ∈ M such that
αβ = βα = 1.
Let f be a map from M to a monoid M ′, and let S be a subset of M . We recall
the definition of the notion of invertibility preserving maps.
Definition 2.1 (Invertibility preserving map). Assume that for any α ∈ S, the
following condition holds: α is invertible in M if and only if f(α) is invertible in
M ′. Then, we call f an “invertibility preserving map for S.”
Clearly, the identity map is an invertibility preserving map for M . Below, we
give other examples of invertibility preserving maps.
Example 2.2. Let Mat(m,K) be the set of all m-by-m matrices with entries in K.
Then, the determinant det : Mat(m,K)→ K is an invertibility preserving map for
Mat(m,K) into K.
Example 2.3. Let Q(
√
d) be a quadratic field, where d is a square-free integer. Let
O
Q(
√
d) be the ring of integers of Q(
√
d). Then, the norm N : O
Q(
√
d) → Z is an
invertibility preserving map for O
Q(
√
d) into Z.
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3. Invertibility preserving map associated to a partial involution
In this section, we define the notion of partial involutions to be used for giving a
method of composing invertibility preserving maps for a monoid in the next section.
Let S be a subset of a monoidM , and let f be a map fromM into itself. We write
the set {α ∈ S | f(α) = α} as Sf . Also, we put f∗(α) = αf(α) and f ♮(α) = f(α)α.
Now, we define the notion of partial involutions for S as follows:
Definition 3.1 (Partial involution). Let f :M →M be a map having the following
properties: For any α, β ∈ S,
(1) f(αβ) = f(β)f(α).
(2) f(1) = 1.
(3) f(f(α)) = α.
Then, we call the map f a “partial involution for S.”
To be used in the next section, we give two lemmas.
Lemma 3.2. If f :M →M is a partial involution for S satisfying f(S) ⊂ S, then
f∗(S) ⊂Mf and f ♮(S) ⊂Mf .
Proof. We show that f(αf(α)) = αf(α) for any α ∈ S. From the properties (1)
and (3) of Definition 3.1, we have
f(αf(α)) = f(f(α))f(α) = αf(α).
In the same way, we obtain f(f(α)α) = f(α)α. Thus the lemma is proved. 
Below, we say that “S is inverse-closed in M” when the following condition is
satisfied: If α ∈ S is invertible in M , then α−1 ∈ S.
Lemma 3.3. Let f :M →M be a partial involution for S, where we assume that
S is inverse-closed in M . Then, f∗ and f ♮ are invertibility preserving maps for S.
Proof. Let α ∈ S. We show that α is invertible in M if and only if f∗(α) is
invertible in M . If α is invertible in M , then we have 1 = f(αα−1) = f(α−1)f(α).
Therefore, f(α) is invertible in M . Thus, f∗(α) = αf(α) is invertible in M . If
f∗(α) is invertible in M , then there exists β ∈M such that 1 = f∗(α)β = αf(α)β.
This implies that α is invertible in M . Therefore, f∗ is an invertibility preserving
map for S. In the same way, we are able to prove that f ♮ is also an invertibility
preserving map for S. Thus the lemma is proved. 
4. Compositions of invertibility preserving maps associated to
partial involutions and equality conditions
In this section, we give a method of composing invertibility preserving maps
associated to partial involutions. Also, to be used in Section 7, we consider some
conditions for that f
(∗)
k = f
(♮)
k .
4.1. Compositions of invertibility preserving maps associated to partial
involutions. Let fi : M → M be a partial involution for Si−1, where S0 =
M, Si = (Si−1)fi = Mf1 ∩ Mf2 ∩ · · · ∩ Mfi , and i ∈ {1, 2, . . . , k}. Then, we
have the following lemma:
Lemma 4.1. These sets S0, . . . , Sk are inverse-closed in M .
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Proof. We prove by induction on i. Let α ∈ M be invertible in M . Clearly,
α−1 ∈ S0. Therefore, when i = 0, the statement of the lemma is true. Assume
that the statement of the lemma is true for i = j − 1. If α ∈ Sj , then, from
α ∈ Sj ⊂ Sj−1 and the above assumption, we have α−1 ∈ Sj−1. Therefore, noting
that fj(β) = β for β ∈ Sj , we obtain
1 = fj(1) = fj(αα
−1) = fj(α−1)fj(α) = fj(α−1)α.
This implies that α−1 = fj(α−1) ∈ (Sj−1)fj = Sj . Thus, the statement of the
lemma is also true for i = j. This completes the proof. 
We put f
(∗)
i = f
∗
i ◦ f∗i−1 ◦ · · · ◦ f∗1 and f (♮)i = f ♮i ◦ f ♮i−1 ◦ · · · ◦ f ♮1 . Then, from
Lemmas 3.3 and 4.1, we have the following two lemmas:
Lemma 4.2. Assume that f∗i (Si−1) ⊂ Si for all i ∈ {1, 2, . . . , k}. Then, f (∗)k is an
invertibility preserving map for M into Sk.
Lemma 4.3. Assume that f ♮i (Si−1) ⊂ Si for all i ∈ {1, 2, . . . , k}. Then, f (♮)k is an
invertibility preserving map for M into Sk.
Let Si ∗ Si = {αβ | α, β ∈ Si}. From Lemma 3.2, we have the following lemma,
which gives a sufficient condition for that f∗i (Si−1) ⊂ Si and f ♮i (Si−1) ⊂ Si hold:
Lemma 4.4. If fi(Si−1) ⊂ Si−1 and either of the following conditions hold, then
we have f∗i (Si−1) ⊂ Si and f ♮i (Si−1) ⊂ Si.
(1) Mfi ⊂ Si−1.
(2) (Si−1 ∗ Si−1) ∩Mfi ⊂ Si.
We notice that if Si−1 ∗ Si−1 ⊂ Si−1, then the condition (2) holds.
From Lemmas 4.2–4.4, we obtain the following theorem:
Theorem 4.5. If fi(Si−1) ⊂ Si−1 and either of the following conditions hold for
all i ∈ {1, 2, . . . , k}, then f (∗)k and f (♮)k are invertibility preserving maps for M into
Sk.
(1) Mfi ⊂ Si−1.
(2) (Si−1 ∗ Si−1) ∩Mfi ⊂ Si.
Remark that Lemmas 4.2 and 4.3 can be generalized as follows:
Lemma 4.6. Assume that f
(∗)
i (M) ⊂ Si for all i ∈ {1, 2, . . . , k}. Then, f (∗)k is an
invertibility preserving map for M into Sk.
Lemma 4.7. Assume that f
(♮)
i (M) ⊂ Si for all i ∈ {1, 2, . . . , k}. Then, f (♮)k is an
invertibility preserving map for M into Sk.
4.2. Conditions for that f
(∗)
k = f
(♮)
k . We give two lemmas, which would be useful
for proving f
(∗)
k = f
(♮)
k .
Lemma 4.8. Let g be a map from M into itself, and let α ∈ M be invertible in
M . If g∗(α) or g♮(α) is a central element of M , then we have g∗(α) = g♮(α).
Proof. From g∗(α) = α−1(αg(α))α = g♮(α), the lemma is proved. 
Lemma 4.9. Let g1 and g2 be anti-multiplicatives from M into itself satisfying
g1 ◦ g2 = g2 ◦ g1, and let α ∈ M be invertible in M . If g∗2(g∗1(α)) or g♮1(g♮2(α)) is a
central element of M , then we have g∗2(g
∗
1(α)) = g
♮
1(g
♮
2(α)).
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Proof. If g∗2(g
∗
1(α)) is a central element of M , then we have
g∗2(g
∗
1(α)) = α
−1(g∗2(g
∗
1(α)))α
= α−1(g∗2(αg1(α)))α
= α−1(αg1(α)g2(αg1(α)))α
= g1(α)g2(g1(α))g2(α)α
= g1(α)g1(g2(α))g2(α)α
= g1(g2(α)α)g2(α)α
= g♮1(g
♮
2(α)).
In the same way, we are able to show that if g♮1(g
♮
2(α)) is a central element of M ,
then g∗2(g
∗
1(α)) = g
♮
1(g
♮
2(α)). 
5. Partial involutions for Clifford algebras
In this section, by taking Clifford algebras as monoids, we give examples of
partial involutions.
Let n = p + q, where p, q ∈ N = {0, 1, . . .}. We recall the definition of Clifford
algebras.
Definition 5.1 (Clifford algebra [3]). Let K be a field. We define the Clifford alge-
bra Cln as K-algebra with a basis {1} ∪ {ei1ei2 · · · eis | 1 ≤ i1 < i2 < · · · < is ≤ n}
having the following relations:
(1) eiej + ejei = 0 (i 6= j).
(2) e2i = −1 (1 ≤ i ≤ p).
(3) e2i = 1 (p+ 1 ≤ i ≤ n).
Note that any element α = ej1ej2 · · · ejt ∈ Cln can be rewritten in the form
εei1ei2 · · · eis with 1 ≤ i1 < i2 < · · · < is ≤ n, where ε is 1 or −1. We call such a
form the “standard form of α.”
We recall the Clifford and the reversion conjugations. First, we define the Clifford
conjugation.
Definition 5.2 (Clifford conjugation [3]). We define the K-linear map µ : Cln →
Cln by
µ(ei1ei2 · · · eis) = (−1)seiseis−1 · · · ei1 ,
where ei1ei2 · · · eis is of the standard form. This is an anti-automorphism. We call
this map the “Clifford conjugation.”
Then, we have the following corollary:
Corollary 5.3. For 1 ≤ i1 < i2 < · · · < is ≤ n, we have
µ(ei1ei2 · · · eis) =
{
ei1ei2 · · · eis , s ≡ 0, 3 (mod 4),
−ei1ei2 · · · eis , s ≡ 1, 2 (mod 4).
Next, we define the reversion conjugation.
Definition 5.4 (Reversion conjugation [3]). We define the K-linear map ν : Cln →
Cln by
ν(ei1ei2 · · · eis) = eiseis−1 · · · ei1 .
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This is an anti-automorphism. We call this map the “reversion conjugation.”
Then, we have the following corollary:
Corollary 5.5. For 1 ≤ i1 < i2 < · · · < is ≤ n, we have
ν(ei1ei2 · · · eis) =
{
ei1ei2 · · · eis , s ≡ 0, 1 (mod 4),
−ei1ei2 · · · eis , s ≡ 2, 3 (mod 4).
Clearly, the Clifford and the reversion conjugations are partial involutions for
Cln. In order to describe subspaces of Cln whose elements are invariant under the
Clifford and the reversion conjugations, we define a subspace Ls.
Definition 5.6. Let s ∈ N. We define the subspace Ls of Cln by
L0 = K {1} = {x1 | x ∈ K} ,
Ls = 〈ei1ei2 · · · eis | 1 ≤ i1 < i2 < · · · < is ≤ n〉K .
Note that Cln =
⊕p+q
i=0 Li. Also, we have the following lemma:
Lemma 5.7. We have
(Cln)
µ =
⊕
i≡0,3 (mod 4)
Li, (Cln)
ν =
⊕
i≡0,1 (mod 4)
Li.
6. Partial involutions for subspaces of Clifford algebras
In this section, we introduce the notion of grade-negation operators, and give a
necessary and sufficient condition for that these operators are partial involutions
for a subspace of Cln.
We first introduce the notion of grade-negation operators.
Definition 6.1 (Grade-negation operator [2]). Let ei1ei2 · · · eis be of the standard
form. We define the K-linear map fδ : Cln → Cln by
fδ(ei1ei2 · · · eis) = δ(s)ei1ei2 · · · eis ,
where δ is a map from {0, 1, . . . , n} into {±1}. We call fδ the “grade-negation
operator with δ.”
We give examples of grade-negation operators.
Example 6.2. Let fδ be a grade-negation operator with δ. If
δ(s) =
{
1, s ≡ 0, 3 (mod 4),
−1, s ≡ 1, 2 (mod 4),
then fδ is the Clifford conjugation. On the other hand, if
δ(s) =
{
1, s ≡ 0, 1 (mod 4),
−1, s ≡ 2, 3 (mod 4),
then fδ is the reversion conjugation.
By the definition of the notion of grade-negation operators, we have the following
lemma:
Lemma 6.3. Any grade-negation operators fδ and fδ′ have the following properties:
(1) fδ ◦ fδ = idCln.
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(2) fδ(Li) ⊂ Li for all i ∈ {0, 1, . . . , n}.
(3) fδ ◦ fδ′ = fδ′ ◦ fδ.
From the above property (1), if fδ is an anti-automorphism such that fδ(1) = 1,
then fδ is a partial involution for Cln. Based on this observation, we consider
a necessary and sufficient condition for that the grade-negation operator fδ is a
partial involution for a subspace of Cln. (The role of the properties (2) and (3) are
stated in the next section.)
We first give a lemma:
Lemma 6.4. Let ei1ei2 · · · eis and ej1ej2 · · · ejt be of the standard form. Then, we
have
fδ(ei1ei2 · · · eisej1ej2 · · · ejt) = δ(s+ t− 2u)ei1ei2 · · · eisej1ej2 · · · ejt ,
where u is the size of {i1, i2, . . . , is} ∩ {j1, j2, . . . , jt}.
Proof. Let εei′
1
ei′
2
· · · ei′v be the standard form of ei1ei2 · · · eisej1ej2 · · · ejt . Then,
we have
fδ(ei1ei2 · · · eisej1ej2 · · · ejt) = fδ(εei′1ei′2 · · · ei′v )
= δ(v)εei′
1
ei′
2
· · · ei′v
= δ(s+ t− 2u)εei′
1
ei′
2
· · · ei′v
= δ(s+ t− 2u)ei1ei2 · · · eisej1ej2 · · · ejt .
Thus the lemma is proved. 
We now give a necessary and sufficient condition for that the grade-negation
operator fδ is a partial involution for a subspace of Cln.
Lemma 6.5. Let S =
⊕
i∈I Li ⊂ Cln, where I ⊂ {0, 1, . . . , n}. Then, fδ is a
partial involution for S if and only if
δ (s+ t− 2u) = δ(s)δ(t)(−1)st−u
for all s, t ∈ I, and for all max {0, s+ t− n} ≤ u ≤ min {s, t}.
Proof. Let ei1ei2 · · · eis , ej1ej2 · · · ejt ∈ S be of the standard form, and let u be the
size of {i1, i2, . . . , is} ∩ {j1, j2, . . . , jt}. By Lemma 6.4, we obtain
fδ(ei1ei2 · · · eisej1ej2 · · · ejt) = δ(s+ t− 2u)ei1ei2 · · · eisej1ej2 · · · ejt .
On the other hand, from the commutation relation eiej = −ejei (i 6= j), we have
fδ(ej1ej2 · · · ejt)fδ(ei1ei2 · · · eis) = δ(t)ej1ej2 · · · ejtδ(s)ei1ei2 · · · eis
= δ(s)δ(t)(−1)st−uei1ei2 · · · eisej1ej2 · · · ejt .
Therefore, the condition
fδ(ei1ei2 · · · eisej1ej2 · · · ejt) = fδ(ej1ej2 · · · ejt)fδ(ei1ei2 · · · eis)
is satisfied if and only if δ(s+ t− 2u) = δ(s)δ(t)(−1)st−u. 
From Lemma 6.5, we obtain the following lemma:
Lemma 6.6. The grade-negation operator fδ is a partial involution for Cln if and
only if fδ is the Clifford or the reversion conjugation.
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Proof. As stated in the above, both the Clifford and the reversion conjugations are
partial involutions for Cln. Now, we assume that the grade-negation operator fδ
is a partial involution for Cln, and prove that fδ is the Clifford or the reversion
conjugation. First, we show that δ(i) = δ(1)δ(i − 1)(−1)i−1. Applying Lemma 6.5
to the case (s, t, u) = (1, i, 1) gives δ(i − 1) = δ(1)δ(i)(−1)i−1, and in addition,
multiplying both sides of this by δ(i − 1)δ(i) gives δ(i) = δ(1)δ(i − 1)(−1)i−1.
Iterating δ(i) = δ(1)δ(i−1)(−1)i−1 two times, we obtain δ(i) = −δ(i−2). Moreover,
iterating δ(i) = −δ(i− 2) two times, we obtain δ(i) = δ(i− 4). Next, we show that
δ(0) = 1, δ(2) = −1, and δ(3) = −δ(1). Applying Lemma 6.5 to the case (s, t, u) =
(0, 0, 0) gives δ(0) = 1. Moreover, substituting i = 2 and 3 into δ(i) = −δ(i − 2),
we obtain δ(2) = −1 and δ(3) = −δ(1), respectively. From the above, we find that
fδ is the Clifford or the reversion conjugation. 
We introduce two operators ψ4 and ψ5, which are grade-negation operators on
Cl4 and Cl5, respectively. We will use these operators to compose invertibility
preserving maps for Cl4 and Cl5 into K in the next section. The definitions are as
follows:
First, we denote by ψ4 the grade-negation operator on Cl4 with
δ4 : {0, 1, 2, 3, 4} → {±1}, δ(0) = 1, δ(1) = δ(2) = δ(3) = δ(4) = −1.
Similarly, we denote by ψ5 the grade-negation operator on Cl5 with
δ5 : {0, 1, 2, 3, 4, 5}→ {±1}, δ(0) = δ(5) = 1, δ(1) = δ(2) = δ(3) = δ(4) = −1.
The following description of (Cl4)
ψ4 and (Cl5)
ψ5 is obvious:
Lemma 6.7. We have
(Cl4)
ψ4 = K, (Cl5)
ψ5 = K ⊕ L5.
Moreover, we can regard these ψ4 and ψ5 as partial involutions as follows:
Lemma 6.8. We have the following:
(1) The operator ψ4 is a partial involution for S = K ⊕ L3 ⊕ L4.
(2) The operator ψ5 is a partial involution for S = K ⊕ L1 ⊕ L4 ⊕ L5.
Proof. Fisrt, we show that (1). Using Lemma 6.5, we see that a grade-negation
operator fδ is a partial involution for S is equivalent with the following conditions
of δ:
δ(0) = 1, δ(2) = −1, δ(1) = −δ(3)δ(4).
The function δ4 actually satisfies this. Next, we show that (2). Using Lemma 6.5,
we see that a grade-negation operator fδ is a partial involution for S is equivalent
with the following conditions of δ:
δ(0) = 1, δ(2) = −1, δ(3) = −δ(1)δ(4) = −δ(5).
The function δ5 actually satisfies this. This completes the proof. 
7. Invertibility preserving maps for Clifford algebras into a field
In this section, employing the method given in Section 4, we compose invertibility
preserving maps f
(∗)
k and f
(♮)
k for Cln (n ≤ 5) into K by taking partial involutions
for subspaces of Cln. The composed maps f
(∗)
k and f
(♮)
k satisfy f
(∗)
k = f
(♮)
k .
To be used below, we give a theorem. Let fi : Cln → Cln (i ∈ {1, 2, . . . , k})
be a partial involution for Si−1 of grade-negation type, where S0 = Cln, Si =
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(Si−1)fi = (Cln)f1 ∩ · · · ∩ (Cln)fi , and Sk = K. Since fi’s are grade-negation type,
for each i ∈ {1, 2, . . . , k}, the following conditions hold:
(1) fi(Lj) ⊂ Lj for j ∈ {0, 1, . . . , n}.
(2) There exists I ⊂ {0, 1, . . . , n} such that Si =
⊕
j∈I Lj .
This implies that fi(Si−1) ⊂ Si−1. Hence, we may drop the first condition men-
tioned in Theorem 4.5. In conclusion, we obtain the following theorem:
Theorem 7.1. If, for each i ∈ {1, 2, . . . , k}, either of the following conditions
holds, then f
(∗)
k and f
(♮)
k are invertibility preserving maps for Cln into K.
(1) (Cln)
fi ⊂ Si−1.
(2) (Si−1 ∗ Si−1) ∩ (Cln)fi ⊂ Si.
Clearly, when i = 1, the above condition (1) is satisfied. Also, we notice that if
Si−1 ∗ Si−1 ⊂ Si−1, then the condition (2) holds.
Remark 7.2. Assume that f and f ′ are invertibility preserving maps for Cln into
K. Then, when we discuss whether or not f = f ′, it is sufficient to verify that
f(α) = f ′(α) for only invertible elements α of Cln, because f(α) = f ′(α) = 0 hold
if α ∈ Cln is not invertible.
When we discuss whether or not f
(∗)
k = f
(♮)
k , we use this remark.
7.1. In the cases of n = 1 and 2. We compose invertibility preserving maps for
Cln (n = 1, 2) into K.
Let us put f1 = µ. From Lemma 5.7, we have S1 = (Cln)
f1 = K. Since the
condition (1) of Theorem 7.1 is satisfied, we find that f∗1 and f
♮
1 are invertibility
preserving maps for Cln into K. If α ∈ Cln is invertible, from Lemma 4.8, we
obtain f∗1 (α) = f
♮
1(α). If α ∈ Cln is not invertible, from Remark 7.2, we have
f∗1 (α) = f
♮
1(α) = 0. Therefore, we obtain f
∗
1 = f
♮
1 . That is, the equality αµ(α) =
µ(α)α holds for any α ∈ Cln.
7.2. In the case of n = 3. We compose invertibility preserving maps for Cl3 into
K.
Let us put f1 = µ and f2 = ν. Then, from Lemma 5.7, we have S1 = (Cl3)
f1 =
K ⊕ L3 and S2 = S1 ∩ (Cl3)f2 = K. The condition (1) of Theorem 7.1 is clearly
satisfied when i = 1, and, since S1 ∗ S1 ⊂ S1, the condition (2) is satisfied when
i = 2. Therefore, we find that f
(∗)
2 and f
(♮)
2 are invertibility preserving maps
for Cl3 into K. If α ∈ Cl3 is invertible, using Lemma 4.8 iteratively, we obtain
f∗2 (f
∗
1 (α)) = f
♮
2(f
∗
1 (α)) = f
♮
2(f
♮
1(α)). If α ∈ Cln is not invertible, from Remark 7.2,
we have f
(∗)
2 (α) = f
(♮)
2 (α) = 0. Therefore, we obtain f
(∗)
2 = f
(♮)
2 . That is, the
equality αµ(α)ν(αµ(α)) = ν(µ(α)α)µ(α)α holds for any α ∈ Cl3.
Also, we are able to compose invertibility preserving maps by another procedure
as follows: Let us put f1 = ν and f2 = µ. Then, from Lemma 5.7, we have S1 =
(Cl3)
f1 = K ⊕L1 and S2 = S1 ∩ (Cl3)f2 = K. The condition (1) of Theorem 7.1 is
clearly satisfied when i = 1, and, since (S1∗S1)∩(Cl3)f2 = (S1⊕L2)∩(Cl3)f2 = K,
the condition (2) is satisfied when i = 2. Therefore, we find that f
(∗)
2 and f
(♮)
2 are
invertibility preserving maps for Cl3 into K. Since f1 and f2 satisfy f1◦f2 = f2◦f1,
if α ∈ Cl3 is invertible, from Lemma 4.9, we obtain
f
(∗)
2 (α) = f
♮
1(f
♮
2(α)) = ν(µ(α)α)µ(α)α, f
(♮)
2 (α) = f
∗
1 (f
∗
2 (α)) = αµ(α)ν(αµ(α)).
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Moreover, from αµ(α)ν(αµ(α)) = ν(µ(α)α)µ(α)α, we have f
(∗)
2 (α) = f
(♮)
2 (α). If
α ∈ Cln is not invertible, from Remark 7.2, we have f (∗)2 (α) = f (♮)2 (α) = 0. There-
fore, we obtain f
(∗)
2 = f
(♮)
2 . At the same time, we find that the above four invert-
ibility preserving maps are equal to each other. That is, the following equalities
hold for any α ∈ Cl3:
αµ(α)ν(αµ(α)) = ν(µ(α)α)µ(α)α = αν(α)µ(αν(α)) = µ(ν(α)α)ν(α)α.
7.3. In the case of n = 4. We compose invertibility preserving maps for Cl4 into
K.
Let us put f1 = µ and f2 = ψ4. Then, from Lemmas 5.7 and 6.7, we have
S1 = (Cl4)
f1 = K ⊕ L3 ⊕ L4 and S2 = S1 ∩ (Cl4)f2 = K. Note that from
Lemma 6.8, f2 is a partial involution for S1. The condition (1) of Theorem 7.1
is clearly satisfied when i = 1 and 2. Therefore, we find that f
(∗)
2 and f
(♮)
2 are
invertibility preserving maps for Cl4 into K.
Also, we are able to compose invertibility preserving maps by another procedure
as follows: Let us put f1 = ν and f2 = ψ4. Then, from Lemmas 5.7 and 6.7, we
have S1 = (Cl4)
f1 = K ⊕ L1 ⊕ L4 and S2 = S1 ∩ (Cl4)f2 = K. Note that from
Lemma 6.8, f2 is a partial involution for S1. The condition (1) of Theorem 7.1
is clearly satisfied when i = 1 and 2. Therefore, we find that f
(∗)
2 and f
(♮)
2 are
invertibility preserving maps for Cl4 into K.
By direct calculation, we are able to verify that the above four invertibility
preserving maps are equal to each other. That is, the following equalities hold for
any α ∈ Cl4:
αµ(α)ψ4(αµ(α)) = ψ4(µ(α)α)µ(α)α = αν(α)ψ4(αν(α)) = ψ4(ν(α)α)ν(α)α.
7.4. In the case of n = 5. We compose invertibility preserving maps for Cl5 into
K.
Let us put (f1, f2, f3) = (ν, ψ5, µ). From Lemmas 5.7 and 6.7, we have S1 =
(Cl5)
f1 = K⊕L1⊕L4⊕L5, S2 = S1∩(Cl5)f2 = K⊕L5, and S3 = S2∩(Cl5)f3 = K.
Note that from Lemma 6.8, f2 is a partial involution for S1. The condition (1) of
Theorem 7.1 is clearly satisfied when i = 1 and 2, and, since S2 ∗ S2 ⊂ S2, the
condition (2) is satisfied when i = 3. Therefore, we find that f
(∗)
3 and f
(♮)
3 are
invertibility preserving maps for Cl5 into K.
By direct calculation, we are able to verify that these two invertibility preserving
maps are equal to each other. That is, the following equality holds for any α ∈ Cl5:
αν(α)ψ5(αν(α))µ(αν(α)ψ5(αν(α))) = µ(ψ5(ν(α)α)ν(α)α)ψ5(ν(α)α)ν(α)α.
7.5. Determinant formulas for Clifford algebras. From Subsection 7.1–7.4,
we have the following theorem:
Theorem 7.3 (Theorem 1.1 of Section 1). Let K be R or C, and let Clp,q be the
Clifford algebra generated by n(≤ 5) generators over K. For all α ∈ Clp,q, there
exists Dp,q(α) ∈ K such that
Dp,q(α) =


αµ(α), n = 1, 2,
αµ(α)ν(αµ(α)) = αν(α)µ(αν(α)), n = 3,
αµ(α)ψ(αµ(α)) = αν(α)ψ(αν(α)), n = 4,
αν(α)ψ(αν(α))µ(αν(α)ψ(αν(α))), n = 5,
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where the maps µ and ν are the Clifford and the reversion conjugations, respectively,
and the map ψ is K-linear on Clp,q that satisfies ψ ◦ ψ = idClp,q .
The above determinant formulas are given in the papers [2] and [4] by direct
calculation of grade-negation operators and of products of matrix representations of
elements of Clp,q, respectively. However, in the paper [4], the determinant formulas
are mysterious. On the other hand, the paper [2] find grade-negation operators
fi (i = 1, . . . , k) and subsets Si of Cln satisfying f
∗
i (Si−1) ⊂ Si and Sk ⊂ K
through a complete search. The complete search left the following questions:
(Q1) What kind of the grade-negation operator is fi?
(Q2) What is the relationship between fi and Si?
(Q3) Is there a systematic way to find fi and Si?
Our paper gives an answer to each question as follows:
(A1) The map fi is a partial involution for Si−1 of grade-negation type.
(A2) The set Si is a subspace of invariants under fi.
(A3) Our method gives a systematic way to find fi and Si.
8. Determinants for Clifford algebras
In this section, we define the notion of determinants for finite dimensional al-
gebras over a field K, and prove that the invertibility preserving maps composed
in Section 7 are determinants for Cln (n ≤ 5) into K under the assumption that
K = R or C.
Let A be a finite dimensional algebra over K, where algebras are assumed to
have a multiplicative unit. We define the notion of determinants for A as follows:
Definition 8.1. Let D be a polynomial function of least degree having the following
properties: For any α, β ∈ A,
(1) D(α) ∈ K.
(2) D(αβ) = D(α)D(β).
(3) α is invertible in A if and only if D(α) is invertible in K.
Then, we call the map D a “determinant for A into K.”
This definition requires that determinants are homogeneous polynomial func-
tions.
Lemma 8.2. A determinant D is a homogeneous polynomial function.
Proof. There exists m ∈ N such that D(k1) = km1 for all k ∈ K. From the
property (2) of Definition 8.1, for all k ∈ K and for all α ∈ A, we have D(kα) =
D(k1)D(α) = kmD(α). That is, D is a homogeneous polynomial function. 
The following theorem is the main theorem of this section.
Theorem 8.3. Let K = R or C. Then, the invertibility preserving maps composed
in Section 7 are determinants for Cln (n ≤ 5) into K.
Let us denote by d(A;K) the degree of a determinant for A into K (depending on
the context, the symbol K may be omitted), and let Cln(K) be a Clifford algebra
overK. Since f
(∗)
k ’s composed in Section 7 are invertibility preserving maps into K,
f
(∗)
k ’s satisfy the properties (1) and (3) of Definition 8.1. Also, from the paper [4],
f
(∗)
k ’s satisfy the property (2) of Definition 8.1. Therefore, to prove Theorem 8.3, it
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suffices to show d(Cln(R);R) = d(Cln(C);C) = degDn. To prove these equations,
we use the following theorem and proposition.
Let H = {a+ bi+ cj + dk | a, b, c, d ∈ R} = C⊕ jC be the quaternion field.
Theorem 8.4 ([6]). The Clifford algebras Cln(R) and Cln(C) for n = 1, . . . , 5 are
classified as follows:
Cln(R) ∼=


R⊕ R or C, n = 1,
Mat(2,R) orH, n = 2,
Mat(2,R)⊕Mat(2,R), Mat(2,C), orH ⊕H, n = 3,
Mat(4,R) or Mat(2,H), n = 4,
Mat(4,R)⊕Mat(4,R),Mat(4,C), or Mat(2,H)⊕Mat(2,H), n = 5,
Cln(C) ∼=
{
Mat
(
2
n−1
2 ,C
)
⊕Mat
(
2
n−1
2 ,C
)
, n = 1, 3, 5,
Mat
(
2
n
2 ,C
)
, n = 2, 4.
Here “A ∼= B” means that A is isomorphic to B.
Proposition 8.5. We have d(Mat(m,C);C) = m and
d(Mat(m,L);R) =


m, L = R,
2m, L = C,
2m, L = H.
We prove this proposition as the union of the following three propositions. Let
detK : Mat(m,K) ∋ (aij)1≤i,j≤m 7→
∑
σ∈Sm sgn(σ)aσ(1)1 · · ·aσ(m)m ∈ K for K =
R or C.
Proposition 8.6. The map detK is a determinant for Mat(m,K) into K. There-
fore, we have d(Mat(m,K);K) = m.
We define ϕ : Mat(m,C)→ Mat(2m,R) by
ϕ(α+
√−1β) =
[
α −β
β α
]
,
where α, β ∈Mat(m,R).
Proposition 8.7. The map detR ◦ϕ is a determinant for Mat(m,C) into R. There-
fore, we have d(Mat(m,C);R) = 2m.
Proposition 8.8. The Study determinant Sdet (see Definition 8.12) is a determi-
nant for Mat(m,H) into R. Therefore, we have d(Mat(m,H);R) = 2m.
To prove these propositions, the following two lemmas are useful.
Lemma 8.9. Let A and B be finite dimensional algebras over K. Then, d(A⊕B) =
d(A) + d(B) holds.
Proof. Let C = A ⊕ B and let D be a determinant for C into K. From the
property (2) of Definition 8.1, D((α, β)) = D((α, 1))D((1, β)) for any (α, β) ∈ C.
Since the polynomial functions D((∗, 1)) : A → K and D((1, ∗)) : B → K satisfy
the properties (1), (2), and (3) of Definition 8.1, we have degD((∗, 1)) ≥ d(A) and
degD((1, ∗)) ≥ d(B). Therefore, d(C) ≥ d(A) + d(B) holds. Moreover, since D is
a determinant, we have d(C) = d(A) + d(B). This completes the proof. 
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Lemma 8.10. Let B be a subalgebra of A. Then, d(B) ≤ d(A).
To prove Lemma 8.10, we use the following lemma.
Lemma 8.11. Let B be a subalgebra of A. Then, B is inverse-closed in A.
Proof. Let α ∈ B be invertible in A, and we define fα : B → B by fα(β) = αβ,
where β ∈ B. Then, fα is aK-linear map. Since α is invertible in A, fα is injection.
Moreover, fα is bijection, because B is a finite dimensional vector space over K.
Therefore, there exists β ∈ B such that fα(β) = 1. That is, B is inverse-closed in
A. 
Proof of Lemma 8.10. Let D be a determinant for A into K and let α ∈ B. From
Lemma 8.11, α is invertible in A if and only if α is invertible in B. Therefore, the
restriction of D to B satisfies the properties (1), (2), and (3) of Definition 8.1. We
write the restriction of D to B as D|B. Then, we have d(B) ≤ degD|B = d(A).
This completes the proof. 
Now, let us prove the above propositions. Let
Diag(d1, d2, . . . , dm) =


d1
d2
. . .
dm

 .
Proof of Proposition 8.6. Let A = {Diag(a1, . . . , am) | a1, . . . , am ∈ K} ∼= K ⊕K⊕
· · · ⊕K. From Lemmas 8.9 and 8.10, we have m = d(A) ≤ d(Mat(m,K)). On the
other hand, detK satisfies the properties (1), (2), and (3) of Definition 8.1, and the
degree of detK is m. That is, detK is a determinant for Mat(m,K) into K. This
completes the proof. 
Proof of Proposition 8.7. Let
A =
{
Diag(x1 +
√−1y1, . . . , xm +
√−1ym) | xi, yi ∈ R, i = 1, . . . ,m
}
∼= C⊕ C⊕ · · · ⊕ C.
From Lemmas 8.9 and 8.10 and d(C;R) = 2, we have 2m = d(A) ≤ d(Mat(m,C)).
On the other hand, detR ◦ϕ satisfies the properties (1), (2), and (3) of Definition 8.1,
and the degree of detR ◦ϕ is 2m. That is, detR ◦ϕ is a determinant for Mat(m,C)
into R. This completes the proof. 
We define the Study determinant as follows:
Definition 8.12 (Study determinant [1]). Let us define ψ : Mat(m,H)→ Mat(2m,C)
by
ψ(α+ jβ) =
[
α −β
β α
]
,
where α, β ∈ Mat(m,C) and α is the complex conjugate of α. We call the map
Sdet = detC ◦ ψ the “Study determinant.”
It is known that Sdet satisfies the properties (1) (with K = R), (2), and (3) of
Definition 8.1 (see e.g., [1]).
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Proof of Proposition 8.8. From Proposition 8.7 and Lemma 8.10, we have 2m =
d(Mat(m,C);R) ≤ d(Mat(m,H);R). Moreover, since Sdet is a polynomial function
of degree 2m satisfying the properties (1), (2), and (3) of Definition 8.1, we find
that Sdet is a determinant for Mat(m,H) into R. This completes the proof. 
As the union of Propositions 8.6, 8.7, and 8.8, we have Proposition 8.5. From
Theorem 8.4, Proposition 8.5, and Lemma 8.9, we obtain the desired equations
d(Cln(R);R) = d(Cln(C);C) = degDn. This completes the proof of Theorem 8.3.
9. Nonexistence of a determinant formula for Clifford algebras
In this section, we show that in the cases of n ≥ 6, there is not such a determinant
formula as that given in Theorem 7.3.
Let Cln be the Clifford algebra generated by n(≥ 6) generators over a field K.
Assume that fi : Cln → Cln (i ∈ {1, 2, . . . , k}) is a partial involution for Si−1 of
grade-negation type, where S0 = Cln and Si = (Si−1)fi = (Cln)f1 ∩ · · · ∩ (Cln)fi .
Then, we obtain the following lemma:
Lemma 9.1. If n ≥ 6, then L4 ⊂ Si holds for any sequence (f1, f2, . . . , fi).
Proof. Let us prove by induction on i. It follows from Lemma 6.6 that f1 is the
Clifford or the reversion conjugation. Therefore, in the case i = 1, the statement of
the lemma is true. Assume that the statement of the lemma is true for i = j − 1.
Then, we have L4 ⊂ Sj−1. Now, we take any partial involution fj for Sj−1, where
fj is a grade-negation operator with δj . Applying Lemma 6.5 to the case (s, t, u) =
(4, 4, 2), we find that δj(4) = 1. This implies that L4 ⊂ Sj−1 ∩ (Cln)fj = Sj . Thus,
the statement of the lemma is also true for i = j. Therefore, we complete the proof
of the lemma. 
From Lemma 9.1, we obtain the following theorem:
Theorem 9.2. Let K = C. If n ≥ 6, then there is not such a determinant formula
as expressed by f
(∗)
k (Cln) ⊂ K or f (♮)k (Cln) ⊂ K.
Proof. We prove by contradiction. Assume that there is a sequence (f1, f2, . . . , fk)
satisfying f
(∗)
k (Cln) ⊂ K or f (♮)k (Cln) ⊂ K. Now, we put
α =
1
2
√
e21
√
e22
√
e23
√
e24 e1e2e3e4 +
1
2
√
e21
√
e22
√
e25
√
e26 e1e2e5e6
− 1
2
√
e23
√
e24
√
e25
√
e26 e3e4e5e6.
Then, by direct calculation, we have α2 = α + 34 . It follows from Lemma 9.1 that
fi(β) = β holds for any β ∈ L4 and all i ∈ {1, 2, . . . , k}. This implies that for any
i ∈ {1, 2, . . . , k}, there exists xi, yi ∈ Q\ {0} satisfying f (∗)i (α) = f (♮)i (α) = xiα+yi.
That is, f
(∗)
k (α) = f
(♮)
k (α) /∈ K. This is a contradiction. Thus the theorem is
proved. 
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