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Abstract
We consider multiobjective scheduling problems, i.e. scheduling problems that are evaluated
with respect to many cost criteria, and we are interested in determining a trade-o# (Pareto curve)
among these criteria. We study two types of bicriteria scheduling problems: single-machine batch-
ing problems and parallel machine scheduling problems. Instead of proceeding in a problem-by-
problem basis, we identify a class of multiobjective optimization problems possessing a fully
polynomial time approximation scheme (FPTAS) for computing an -approximate Pareto curve.
This class contains a set of problems whose Pareto curve can be computed via a simple
pseudo-polynomial dynamic program for which the objective and transition functions satisfy
some, easy to verify, arithmetical conditions. Our study is based on a recent work of Woegin-
ger (Electronic Colloquium on Computational Complexity, Report 84 (short version appeared in
SODA’99, pp. 820–829)) for the single criteria optimization ex-benevolent problems. We show
how our general result can be applied to the considered scheduling problems.
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1. Introduction
In the last few years, there is a renewed interest in multiobjective scheduling prob-
lems [1,6,20,19], i.e. scheduling problems that are evaluated with respect to many opti-
mality criteria. (Recent surveys on multiobjective scheduling can be found in [11,20].)
The approaches that have been used in multiobjective optimization in general, and in
multiobjective scheduling in particular, can be categorized under four classes. In the
Irst class, the objective is the optimization of one criterion given a Ixed value for a
second criterion [13,17,21]. In the second class, one tries to obtain results about the
quality of approximation that might be obtained simultaneously for the various criteria
[18]. The third approach considers a linear combination of the various criteria as a
unique objective function [7], while in the fourth class the aim is to Ind a tradeo<
(Pareto curve) among the optimality criteria [1,6].
We consider the later approach and we try to determine under which conditions,
it is possible to compute the (approximate) tradeo# among the di#erent objectives.
Most of the works in the scheduling literature, related to the notion of Pareto curve,
study the problem of computing the exact (or the convex hull of the) Pareto curve
and give complexity results, or propose polynomial (if possible), or exact (e.g. branch
and bound) algorithms [11,20]. However, recently there has been much progress in the
Ield of multiobjective optimization [16,9,8,2,18], and it has been shown that it is often
possible to compute an approximate Pareto curve in polynomial time. Informally, an
-Pareto curve is a set of solutions that dominates all other solutions approximately
(within a factor 1 + ) in all the objectives. In the Ield of scheduling, some recent
results consider the notion of approximate Pareto curve. Cheng et al. proposed poly-
nomial time algorithms for the computation of the approximate Pareto curve for a
single-machine bicriterion (resource consumption and a regular 1 criterion) scheduling
problem with resource-dependent processing times [6]. More recently, Angel et al. stud-
ied the problem of scheduling independent tasks on a set of unrelated parallel machines
with two optimality criteria (makespan and cost), and they proposed an FPTAS for
computing the approximate Pareto curve [1].
In this paper, we study two types of bicriteria scheduling problems: single-machine
batching problems and parallel machine scheduling problems. Batching problems are
motivated by the problem of scheduling burn-in operations for large-scale integrated
manufacturing [15]. A batching machine is a machine that can process simultaneously
up to b jobs, and the jobs that are processed simultaneously form a batch. Note that if
b=1 then the model is the same as the classical single-machine scheduling model. In
the unbounded burn-in model, that we consider in what follows, the processing time
of a batch is equal to the maximum processing time of any job assigned to it, and b is
greater than or equal to n, where n is the number of independent jobs to be scheduled.
Of course, the makespan minimization problem is trivially solved by assigning all
the jobs to a unique batch. In [3], a characterization of a class of optimal schedules
for the unbounded burn-in model and for regular scheduling criteria has been given,
leading to a generic dynamic programming formulation minimizing a regular criterion
1 We call regular a scheduling criterion which is not decreasing in the job completion times.
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in pseudo-polynomial time. In addition speciIc dynamic programs have been proposed
for speciIc optimality criteria (weighted sum of completion times, maximum cost,
maximum lateness). Up to our knowledge, no results are known for the burn-in model
in the case of multiple optimality criteria. We show that the problem of computing the
exact Pareto curve when two speciIc criteria (makespan and sum of completion times)
are considered is intractable, and we give an FPTAS for computing an approximate
Pareto curve which is as close as possible to the exact Pareto curve for the more
general bicriterion problem (makespan and weighted sum of completion times).
In the case of parallel machine scheduling problems (see e.g. [5] for a survey), we
are given n independent jobs that have to be executed on m machines (processors).
The machines can be identical (the processing time of each job is the same on any
machine), uniform (each machine has a di#erent speed and the processing time of each
job is proportional to the speed of the corresponding machine) or unrelated (the pro-
cessing times of the jobs are machine-dependent). The jobs must be processed without
interruption, and each machine can execute at most one job at a time. There is a lot of
objectives that have been studied in this context. In almost all cases the corresponding
single-criteria problems are NP-hard. Here, we focus on parallel identical machines and
we study di#erent bicriteria scheduling problems involving various scheduling criteria
(makespan, weighted sum of completion times, sum of squared completion times, etc.).
We show that it is possible to construct in polynomial time an approximate Pareto curve
whenever the number of machines is a constant. Our results can be easily generalized
to the case of a constant number of uniform machines.
Instead of proceeding in a problem-by-problem basis, we identify a class of multi-obj-
ective optimization problems possessing an FPTAS. This class contains a set of problems
whose Pareto curve can be obtained via a simple (pseudo-polynomial) dynamic program
for which the objective and transition functions satisfy some, easy to verify, arithmetical
conditions. In order to obtain this characterization, we use an extension of the approach
of Woeginger for single-criteria ex-benevolent optimization problems [22]. Notice that
as a corollary of a result by Papadimitriou and Yannakakis [16], we know that for
multiobjective discrete optimization problems with linear objectives, the existence of a
dynamic program computing the Pareto curve in pseudo-polynomial time, implies an
FPTAS for computing the approximate Pareto curve within any accuracy. We illustrate
this method in Section 3.1 for the bicriterion (makespan, weighted sum of completion
times) problem of scheduling a set of independent jobs on a constant number of iden-
tical machines. Our approach allows us to go further and characterize multiobjective
problems with non-linear optimality criteria, or problems for which it is not obvious to
prove the linearity of the criteria. Furthermore, we study and give a characterization for
a stronger version of approximate Pareto curves, the (; 0)-Pareto curve. Informally, we
search for a set of solutions that dominates all other solutions approximately (within a
factor 1+) in all but one objectives, and it is optimal with respect to the last objective.
1.1. Organization of the paper
In the next section, we introduce more formally the notion of approximate Pareto
curve and present some important related results. In Section 3, we give a simple
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dynamic program for the computation of the exact Pareto curve, and state our Irst con-
dition. We furthermore illustrate how this condition can be used in order to apply the
result of Papadimitriou and Yannakakis [16] for the identical parallel machines schedul-
ing problem with two criteria (makespan and weighted sum of completion times). In
Section 4, we state the remaining conditions and prove that they are suNcient for
computing an -approximate Pareto curve by an FPTAS. In Section 5 we show how
to compute (; 0)-approximate Pareto curves. Finally, in Section 6 we illustrate this
approach by studying a parallel machine scheduling problem with various (linear or
non-linear) optimality criteria, and a batching bicriterion problem in the unbounded
burn-in model.
2. Notations
In classical combinatorial optimization, given an optimization problem we are in-
terested in a feasible optimal solution. Whenever the problem is NP-hard, we are
interested in Inding near-optimal solutions. An algorithm providing solutions within
a factor of  from the optimum is called a -approximation algorithm. A family of
(1+)-approximation algorithms with ¿0, is called a polynomial time approximation
scheme (PTAS) if the running time is polynomial in the input size of the instance. It
is called a fully polynomial time approximation scheme (FPTAS) if the running time
is also polynomial in 1=.
In contrast, for a multiobjective optimization problem in which the solutions are
evaluated with respect to several objective functions (cost criteria), we are interested
in the trade-o# among these objectives which is captured by the set of all possible
solutions which are not dominated by other solutions (the so-called Pareto curve).
Formally, in a multiobjective optimization problem we have 	¿1 objective functions
Gi; i=1; : : : ; 	 (all deIned on the same set of feasible solutions). Given an instance
I of a minimization problem, its Pareto curve P(I) is the set of all 	-vectors (cost
vectors) such that for each v=(v1; : : : ; v	)∈P(I),
1. there exists a feasible solution s such that Gi(I; s)= vi for all i, and
2. there is no other feasible solution s′ such that Gi(I; s′)6vi for all i, with a strict
inequality for some i.
In an alternative way, we may deIne the Pareto curve by using the notion of domi-
nation: we say that a cost vector (v1; : : : ; v	) dominates another cost vector (v′1; : : : ; v
′
	)
if vi6v′i for all i=1; : : : ; 	, where the inequality is strict for some i. Now given a
feasible solution s, we call its cost vector undominated if there is no other solution
that dominates it, and for a given instance I , we deIne its Pareto curve P(I) as the
set of all undominated cost vectors of feasible solutions. For the ease of presentation,
we will sometimes use P(I) to denote a set of solutions which achieve these val-
ues (if there is more than one solution with the same vi values, P(I) contains one
of them).
Unfortunately, many reasonable multicriteria problems are intractable [8], i.e. the set
P(I) is exponentially large, and furthermore, for even simple problems (e.g. matching,
minimum spanning tree, shortest path) and even two objectives, determining whether
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a solution belongs to the Pareto curve P(I) is NP-complete [10]. Papadimitriou and
Yannakakis [16] considered an approximate version of the Pareto curve, the so-called
-approximate Pareto curve. Intuitively, an -approximate Pareto curve is a set of
solutions that approximately dominate all other solutions. In other words, for every
other solution, the considered set contains a solution that is as good approximately
(within a factor 1 + ) in all objectives. More formally, given an instance I of a
multiobjective minimization problem and an ¿0, an -approximate Pareto curve,
denoted P(I), is a set of cost vectors of feasible solutions such that for every feasi-
ble solution s there is a solution s′ with cost vector from P(I) such that Gi(I; s′)6
(1 + )Gi(I; s) for all i=1; : : : ; 	.
Multiobjective optimization problems can be classiIed according to whether an
-approximate Pareto curve can be computed in polynomial time or not. In what fol-
lows, we focus on multiobjective problems that can be solved using a simple type
of dynamic program and we are interested in identifying general and easy to verify
conditions indicating that it is possible to compute an -approximate Pareto curve us-
ing an FPTAS. These multiobjective optimization problems are called fully polynomial
time approximable. Papadimitriou and Yannakakis proved that there is always a poly-
nomially sized curve that -approximates the Pareto curve, for any ¿0. Moreover,
Papadimitriou and Yannakakis gave a necessary and suNcient condition for the eN-
cient construction of a polynomially sized -approximate Pareto curve and got general
results which relate the complexity of constructing the -approximate Pareto curve in
problems with multiple linear objectives to the complexity of a single-objective prob-
lem that is deIned in an appropriate way. More precisely, they showed that if the
exact version of the problem can be solved in pseudo-polynomial time, then for any
optimization problem with a constant number of linear optimality criteria, it is possible
to construct an FPTAS for Inding an -approximate Pareto curve.
Our work has been inspired by a recent paper of Woeginger [22] who identiIed a
class of monocriteria optimization problems (with linear or non linear criteria) admitting
an FPTAS. This class contains a set of problems which can be solved via a simple
dynamic program for which the objective and transition functions satisfy some, easy
to verify, arithmetical conditions. This result is obtained using the trimming-the-state-
space technique of Ibarra and Kim [12]. Many approximation results obtained in the
last three decades for various single-objective optimization problems can be obtained
as a corollary of the main result of [22]. We show in this paper that this approach
can be extended in the context of multiobjective optimization, allowing us to develop
an alternative and complementary way to the one proposed recently by Papadimitriou
and Yannakakis [16]. In addition, it allows us to give new FPTASs for constructing
-Pareto curves for parallel and batching scheduling problems.
3. Dynamic program and Pareto optimal solution
In this section, we give Irst a simple generic dynamic program for multiobjective
optimization problems which is an extension of the dynamic program given in [22] for
single-objective optimization problems.
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We consider a generic optimization problem A with 	 criteria. The goal functions
Gi; i=1; : : : ; 	 are non-negative functions. In any instance I of A, the input is struc-
tured into n vectors X1; : : : ; Xn ∈N. Every vector Xk , k =1; : : : ; n, consists of  non-
negative integer components [xk1; xk2; : : : ; xk] which are encoded in binary. The number
 is a positive integer whose value may depend on the instance I . In the case of a
typical scheduling problem each vector Xi usually contains an information about a job
Ji, e.g. the processing time of job Ji, its release date, etc. We will assume that we
can order the input vectors Xi according to some rule depending on the instance I (for
example the shortest processing time rule). If Ox=
∑n
k=1
∑
i=1 xki, then the size of the
instance I is (n+ log Ox).
The generic dynamic program for problem A goes through n phases. The kth phase,
k =1; : : : ; n, processes the input piece Xk and produces a set Sk of states. Any state
in the state space Sk is a vector S= [s1; : : : ; s; g1; : : : ; g	]∈N+	. The number  is
a positive integer whose value depends on A, but does not depend on any speciIc
instance of A. The last 	 components are the values of the 	 cost functions on this
state. The set F is a Inite set of mappings N ×N+	→N+	.
In the initialization phase of the generic dynamic programming (DP), the state space
S0 is initialized by a Inite subset of N+	. In the kth phase (k =1; : : : ; n) of DP,
the state space Sk is obtained from the state space Sk−1 via Sk = {F(Xk;S): F ∈F;
S∈Sk−1}.
We call partial solution, a solution involving only a subset of Xi’s. The dynamic
program associates, to each state S= [s1; : : : ; s; g1; : : : ; g	] it computes, one partial
solution s having the same values of the cost functions, i.e. Gi(I; s)= gi, 16i6	.
To avoid heavy notations, depending on the context we will sometimes refer to solu-
tion S to mean solution s.
Let DP be the following dynamic program:
DYNAMIC PROGRAM (DP):
1. Initialize S0
2. For k =1 to n do
3. Let Sk := ∅
4. For every S∈Sk−1 and every F∈F
5. add F(Xk;S) to Sk
6.EndFor
7. Output subset S∗n of all undominated solutions from Sn
Our next goal is to deIne the conditions allowing to compute an -Pareto curve
in polynomial time. For any multiobjective problem A, and given an instance I , a
solution s of I will be called a potential solution of DP, if there exists an initial
state S0 ∈S0, and a sequence of n mappings Fi1 ; : : : Fin , with Fil∈F= {F1; : : : ; F|F|},
such that if we put Sl=Fil(Xl;Sl−1) (16l6n) then s is the solution associated
to Sn.
Let PS be the set of all potential solutions. Notice that since Sk is a set, there are
no multiple copies (if two di#erent solutions have the same state, the dynamic program
keep only one of them) and therefore Sn⊆PS.
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Condition 1. Given an instance I of A, then for any feasible solution s, there exists
s∗∈PS such that Gi(I; s)¿Gi(I; s∗) for all i=1; : : : ; 	.
This condition directly implies the following result.
Theorem 1. If Condition 1 is satisAed, then DP Ands a Pareto optimal curve P(I)
for any instance I of problem A.
Proof. Let us assume that there exists a solution s whose cost vector v∈P(I) and that
the set S∗n does not contain a solution whose cost vector is equal to v. By Condition 1
there exists a potential solution s∗ ∈PS such that Gi(I; s)¿Gi(I; s∗) for all i=1; : : : ; 	.
Since v∈P(I) we have Gi(I; s∗)=Gi(I; s) for all i=1; : : : ; 	. By deInition of PS, there
exists an initial state S0 ∈S0, and a sequence of mappings Fi1 ; : : : Fin , such that if we
put Sl=Fil(Xl;Sl−1) (16l6n) then s∗ is the solution associated to Sn. Since DP
keeps all the states (not all the sequences of mappings) that can be obtained it follows
that the state Sn exists in Sn and that S∗n contains a solution (s∗ or an equivalent
solution with respect to the cost vector) whose cost vector is equal to v. This is in
contradiction with the initial assumption.
Even if Condition 1 seems to be very strong, we will see in the following that it
holds for several scheduling settings and optimality criteria.
3.1. Makespan and weighted sum of completion times on two identical machines
As mentioned above Papadimitriou and Yannakakis gave a necessary and suNcient
condition for the eNcient construction of a polynomially succinct -approximate Pareto
curve in terms of the complexity of an appropriately formulated computational prob-
lem. They also got general results which relate the complexity of constructing the
-approximate Pareto curve in problems with multiple linear objectives to the com-
plexity of an appropriately deIned single-objective problem. For discrete optimization
problems, they consider the case with linear optimality criteria, i.e. the case where all
Gi(I; s) are linear, that is, each s is a non-negative n-dimensional vector and Gi(I; s) is
the scalar product vi · s, where vi’s are 	 non-negative n-vectors in I . In addition, they
assume that the solutions are bounded by a polynomial in n. Under these assumptions
the problem of constructing an FPTAS for an approximate Pareto curve for A can
be reduced to the solution of the exact version of A where the various optimality
criteria are combined into a linear composite objective function. The exact version of
A is the following problem: Given an instance I of A, and an integer B, is there
a feasible solution such that the cost of the linear composite objective function is
exactly B?
Theorem 2 (Papadimitriou and Yannakakis [16]). There is an FPTAS for construct-
ing an -approximate Pareto curve for A, if there is a pseudo-polynomial algorithm
for the exact version of A.
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This approach can be applied to various scheduling problems with linear objectives.
Let us illustrate how this can be done for the following bicriterion parallel machine
scheduling problem.
The problem: In the scheduling problem P2‖∑wjCj; Cmax, the input consists of
n jobs Jj with positive integer processing times pj, and weights wj, j=1; : : : ; n. All
jobs are available for processing at time 0. The goal is to schedule the jobs without
preemption on two identical machines such that the weighted sum of job completion
times and the makespan are minimized. Both single-criteria problems are NP-hard in
the ordinary sense [4,14] and both single-criteria problems are ex-benevolent [22], i.e.
there is an FPTAS for each one of them.
If we allow idle times, then it is clear that the entries of an arbitrary solution cannot
be bounded by a polynomial in n. Indeed, even if we consider only one job, we can
start this job in an arbitrary time. Hence, we have to consider only a restricted set
of feasible solutions DP. We assume that both machines execute jobs without any
unnecessary idle time. In this case, we can formulate the sum of weighted completion
times as a linear function. To this end, let us introduce a variable yijm, that is equal
to one whenever job i and job j are executed on the same machine m, and job i is
executed before job j. Otherwise, yijm=0. Then
∑
wjCj =
∑
j pjwj +
∑
ijm piwjyijm.
Though the makespan is not a linear criterion we can consider instead of makespan the
load of each machine (denoted as li), i.e. the time at which the last job assigned to the
machine Inishes its execution. It is easy to show that the load of each machine is a
linear objective and that if we Ind an approximate Pareto curve for the three-criterion
problem P2‖l1; l2;
∑
wjCj, then we can use the obtained result in order to Ind an
approximate Pareto curve for the original problem. Unfortunately, there is no known
pseudo-polynomial time algorithm (up to our knowledge) solving the exact problem
even for the problem where the objective function is the total completion time. So,
we restrict the set of feasible solutions: We renumber the jobs following Smith’s rule
order p1=w16p2=w26 · · ·6pn=wn. We denote by PS the set of schedules in which
each machine executes the jobs following Smith’s rule.
The dynamic program.
Let =2, =2, and 	=2. For k =1; : : : ; n let us deIne the input vector Xk =
[pk; wk ]. A state S= [s1; s2; g1; g2] in Sk encodes a partial schedule without idle times
for the Irst k jobs: s1 (resp. s2) is the total processing time on the Irst (resp. second)
machine, and g1, g2 are the objective values for the partial schedule. We set F1(pk; wk ;
s1; s2; g1; g2)= [s1+pk; s2; g1+wk(s1+pk);max{s1+pk; s2}], and F2(pk; wk ; s1; s2; g1; g2)
= [s1; s2 + pk; g1 + wk(s2 + pk);max{s1; s2 + pk}].
Function F1 (resp. F2) computes the next state when job Jk goes on the Irst (resp.
second) machine. We set F= {F1; F2} and the initial state space is S0 = {[0; 0; 0; 0]}.
Let us check that our dynamic program satisIes Condition 1: Consider any arbitrary
feasible schedule s for the problem P2‖∑wjCj; Cmax and let s∗ be the schedule ob-
tained from s in which each machine executes the jobs following Smith’s rule. Then it
is clear that Cmax(s∗)6Cmax(s) and
∑
wjCj(s∗)6
∑
wjCj(s). Let mj be the number of
the machine (1 or 2) that executes job Jj in schedule s (or s∗). Let us consider the se-
quence of mappings Fm1 ; : : : ; Fmn . It is easy to see that this sequence creates the schedule
s∗. Therefore Condition 1 holds, and by Theorem 1 we get the following result.
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Corollary 1. DP Ands the set of Pareto optimal solutions P(I) of problem P2‖∑
wjCj; Cmax.
Notice that the dynamic program DP contains all possible cost vectors just before the
execution of step 7. Therefore, we can Ind all possible values of all linear composite
objective functions for given coeNcients. Thus, we get a pseudo-polynomial algorithm
for an exact version of a restricted A problem in which the order of the jobs in any
solution, on any machine, must be coherent with the Smith’s rule. Since the solutions
not respecting Smith’s rule are dominated by solutions respecting it, it appears that we
could use the result of Papadimitriou and Yannakakis paper [16] for the construction
of an approximate Pareto curve in polynomial time.
However in scheduling problems, it is often interesting to consider more complicated
criteria (e.g.
∑
C 2j .). In the previous example the dynamic program gave us the set
of Pareto optimal cost vectors. In order to construct an approximate Pareto curve, it
is possible to avoid the consideration of the linear composite objective function. It is
suNcient to use classical rounding techniques. A result of this kind can be found in
[1]. In the next section, we apply this idea extending the approach of Woeginger for
single-criteria optimization problems [22].
4. Ex-benevolent problems and trimmed dynamic program
In order to state a set of conditions that automatically guarantee the existence of an
FPTAS for single-criteria optimization problems, Woeginger introduced the concept of
[D;"]-closeness. We consider a direct generalization of this concept for multicriteria
problems. In conjunction with Condition 1, it allows us to extend Woeginger’s results
and give suNcient conditions for the existence of FPTASs for the computation of
approximate Pareto curves for various multicriteria scheduling problems. We slightly
simplify the conditions given by Woeginger, since in the dynamic program proposed
in the previous section, we consider each criterion as a special coordinate of the vector
corresponding to the states of the DP. Thus, it is possible to omit the conditions of
Woeginger’s paper [22] on the goal functions.
We assume the existence of a vector D= [d1; : : : ; d; d+1; : : : ; d+	]∈N+	, which
through the paper will be called the degree-vector. The degree-vector depends on
A and on the DP formulation, but it does not depend on any speciIc instance of
A. For a real number "¿1 and two vectors S;S′ ∈N+	 with S= [s1; : : : ; s+	] and
S′= [s′1; : : : ; s′+	], we say that S is [D;"]-close to S′ if "−dlsl6s′l6"dlsl, for l=1; : : : ;
 + 	. Notice that this relation is a symmetric relation.
Condition 2 (Conditions on the functions in F). For any "¿1, for any F∈F, for
any X ∈N, and for any S;S′ ∈N+	, the following holds: If S is [D;"]-close to S′,
then F(X;S) is [D;"]-close to F(X;S′).
Condition 3 (Technical conditions). 1. Every F∈F can be evaluated in polynomial
time.
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2. The cardinality of F is polynomially bounded in n and log Ox.
3. For every instance I of A, the state space S0 can be computed in time that is
polynomially bounded in n and log Ox. As a consequence, the cardinality of the state
space S0 is polynomially bounded in n and log Ox.
4. For an instance I of A, and for a coordinate l (16l6+ 	), let $l(I) denotes
the set of values of the lth component of all vectors in all state spaces Sk (16k6n).
Then the following holds for every instance I:
For all coordinates l (16l6 + 	), the natural logarithm of every value in $l(I)
is bounded by a polynomial %1(n; log Ox) in n and log Ox. Moreover, for coordinates l
with dl=0, the cardinality of $l(I) is bounded by a polynomial %2(n; log Ox) in n and
log Ox.
An optimization problem A is called ex-DPM-benevolent if there exists a degree-
vector D such that its dynamic program DP fulIlls Conditions 1–3.
Theorem 3. If A is an ex-DPM-benevolent multi-objective optimization problem,
then there exists an FPTAS for constructing an -approximate Pareto curve for it.
In order, to prove this theorem, we apply, as in [22], the trimming-the-state-space
technique of Ibarra and Kim [12].
Let us consider three types of state spaces: Sk , Uk , Tk . The state space that is
produced at the end of the kth phase in the original dynamic program DP is denoted
by Sk . In the trimmed dynamic program TDP, we have two types of state spaces: The
iterative computation in the kth phase of TDP expands an old state space from the
(k−1)th phase to a new state space; this new (untrimmed) state space is denoted by Uk .
In the second half of the kth phase in TDP, the new state space Uk is thinned out and
trimmed; this yields the trimmed state space Tk . The trimming is based on the so-called
trimming parameter "¿1, where "=1+ =2gn. Here ¿0 is the desired precision of
approximation, n is the length of the input sequence, and g= maxi= 1;:::;	 d+i. Moreover
we deIne an integer L by L= %1(n; log Ox)= ln", with %1 the polynomial function
introduced in Condition 3(4) for the dynamic program DP (the polynomial %2 is used
only in the proof of Lemma 1 below).
Next, we deIne L+ 1 intervals as follows: I0 = [0], Ii = ["i−1; "i[ for i=1; : : : ; L.
We deIne a partition of the integer vectors in [0; "L]+	 into orthogonal, axes-parallel
boxes: For every coordinate l, (16l6 + 	), with dl¿1, the integer range [0; "L] is
partitioned into the intervals Ii, i=0; : : : ; L. For every coordinate l (16l6+ 	) with
dl=0, the integer range [0; "L] is partitioned into "L+1 intervals that each contains a
single integer. The boxes in the thereby induced orthogonal partition of [0; "L]+	 are
called "-boxes.
De%nition 1 (Trimming the state space in TDP). Let U;T⊆N+	 be the set of non-
negative integer vectors whose components are bounded by "L. We say that T is a
trimmed copy of U, if the following holds:
1. T is a subset of U,
2. for every "-box B, with U∩B = ∅, the set T contains exactly one state from
U∩B.
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Notice that we can choose any state from U∩B in order to construct a trimmed
copy T of U.
Let us present the full description of the trimmed dynamic program TDP.
TRIMMED DYNAMIC PROGRAM (TDP)
1. Initialize T0 :=S0
2. For k =1 to n do
3. Let Uk := ∅
4. For every T∈Tk−1 and every F∈F do
5. add F(Xk;T) to Uk
6. Compute a trimmed copy Tk of Uk
7.EndFor
8. Output subset T∗ of all undominated solutions from Tn
Given that the structure of the dynamic program is the same as the one in [22], we
can directly use the following results established in Woeginger’s paper.
Lemma 1 (Lemma 4.6 in [22]). The running time of TDP is polynomially bounded
in n, log Ox and 1=.
Lemma 2 (Lemma 4.8 in [22]). For every k =0; : : : ; n and every state S∈Sk , there
exists a state T∈Tk that is [D;"k ]-close to S.
Now we are ready to give the proof of Theorem 3.
Proof of Theorem 3. Let S∈Sn be an arbitrary state that is produced at the end of
the dynamic program DP. By Lemma 2 there exists a state T∈Tn that is [D;"n]-close
to S.
By the deInition of states, it follows that for any i=1; : : : ; 	, Gi(I;T)6"d+in
Gi(I;S)= (1 + =2gn)d+inGi(I;S)¡(1 + )Gi(I;S), since g= maxj d+j¿d+i.
So, for any solution S there exists a solution T∈Tn, such that Gi(I;T)6(1+)
Gi(I;S) for all i=1; : : : ; 	. At the last step, we can choose from the set Tn an undomi-
nated subset T∗. It is easy to see that T∗ is an -approximate Pareto curve.
Given a multiobjective optimization problem it is not diNcult to verify whether
Conditions 1 and 3 hold. Condition 2 is much more diNcult to verify. However,
Woeginger identiIed a simple special case of Condition 2 that is based on polynomial
mappings and that it is straightforward to recognize. For completeness we give this
case.
With a polynomial function f :N++	→N in  +  + 	 variables, we associate
the univariate polynomial f(D) :N→N that depends on the degree-vector D in the
following way: f(D)())=f(1; 1; : : : ; 1︸ ︷︷ ︸
 times
; )d1 ; )d2 ; : : : ; )d+	).
Lemma 3. Let F be a set of mappings of the following form: Every F ∈F is a
vector [f1; : : : ; f+	] of polynomial functions fl : N++	→N in  +  + 	 variables,
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with non-negative coeDcients. If the inequality deg(f(D)l )6dl holds for l=1; : : : ; +	,
then the set F fulAlls Condition 2.
5. Computing (; 0)-approximate Pareto curves
For some problems we can Ind a solution without loss of accuracy for one of the
criteria. We introduce the deInition of (; 0)-approximate Pareto curve. Recall that
we consider an optimization problem A with 	 criteria, and the goal functions Gi,
i=1; : : : ; 	, are non-negative functions. Let G	 be the criterion for which we wish no
loss of accuracy. Given an instance I of a multiobjective minimization problem A, an
(; 0)-approximate Pareto curve, denoted P;0(I), is a set of solutions s such that there
is no other solution s′ such that, for all s∈P;0(I) : (1 + )Gi(I; s′)¡Gi(I; s) for some
i=1; : : : ; 	− 1, or G	(I; s′)¡G	(I; s).
Let us consider that DP Inds the set of Pareto optimal solutions of problem A.
Let us also consider that component gi of the state vector S= [s1; : : : ; s; g1; : : : g	] is
the value of function Gi (16i6	) on this state. Given two states S and S′, we
write S|gi =S′|gi if both states have the same value in component gi. Also we denote
by F |gi(X;S) the value of gi that is obtained by mapping F . We say that gi is an
independent component and Gi is an independent criterion in DP, if for any F∈F,
and any states S;S′, we have F |gi(X;S)=F |gi(X;S′) whenever S|gi =S′|gi . So, for
any Ixed vector X and an independent component gi, we can consider the mapping F
as a function of gi. We denote this function by F(X; gi).
Let us assume that g	 is an independent component. For constructing an (; 0)-
approximate Pareto curve, we use the trimmed dynamic program TDP(;0). TDP(;0) has
the same structure as TDP but we need a more precise deInition of the trimming-the-
state-space step in TDP(;0). For convenience, we use the following notation. Any state
in the untrimmed state space Uk is a vector U= [u1; : : : ; u; u+1; : : : ; u+	]∈N+	. Any
state in the trimmed state space Tk is a vector T= [t1; : : : ; t; t+1; : : : ; t+	]∈N+	.
De%nition 2 (Trimming the state space in TDP(;0)). Let U;T⊆N+	 be the set of
non-negative integer vectors whose components are bounded by "L. We say that T is
a trimmed copy of U, if the following holds:
1. T is a subset of U,
2. for every "-box B, with U∩B = ∅, the set T contains exactly one state T from
U∩B such that t+	= minU∈U∩B u+	.
Lemma 4. Let us assume that for any F ∈F, F(X; g	) is a non-decreasing function of
g	, for all X . Then, for every k =0; : : : ; n and every state S= [s1; : : : s; g1; : : : g	]∈Sk ,
there exists a state T= [t1; : : : ; t; t+1; : : : ; t+	]∈Tk that is [D;"k ]-close to S and
that fulAlls t+	6g	.
Proof. The proof is by induction on k. We have S0 =T0. By the induction hypothe-
sis for every S′= [s′1; : : : s′; g′1; : : : g′	]∈Sk−1, there exists T′= [t′1; : : : ; t′; t′+1; : : : ; t′+	]∈
Tk−1, that is [D;"k−1]-close to S′ and t′+	6g′	. From the construction of the
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algorithm there exists a state S′ ∈Sk−1 and a mapping F ′∈F such that S=F ′(Xk;S′).
Let U=F ′(Xk; T ′)∈Uk . Condition 2 implies that U is [D;"k−1]-close to S. TDP
chooses a state T∈Tk such that T is [D;"]-close to U (two states contained in the
same "-box are [D;"]-close to each other, see observation 4.3 in [22]), so we have that
T is [D;"k ]-close to S (see Proposition 4.2 in [22]). Since F ′(X; g	) is a nondecreas-
ing function of g	, we have u+	=F ′(Xk; t′+	)6F
′(Xk; g′	)= g	 and t+	6u+	6g	 by
DeInition 2.
This lemma directly implies the following result.
Theorem 4. If A is an ex-DPM-benevolent multi-objective optimization problem with
an independent criterion G	, there exists an FPTAS for constructing an (; 0)-
approximate Pareto curve for it.
6. Application to scheduling problems
In this section, we show how to apply the above method to two di#erent kinds of
bicriteria scheduling settings: the parallel-machine scheduling setting with a constant
number of identical machines, and the single-machine batching problem with batches
of unbounded size. Among the problems we consider, Woeginger also considered in
[22] the following monocriteria problems: P2‖Cmax, P2‖
∑
C3j and P2‖
∑
wjCj. The
batching problem we consider does not appear in [22].
6.1. Makespan and sum of squared job completion time on two identical machines
The problem: In the scheduling problem P2‖Cmax;
∑
C 2j , the input consists of n
jobs Jj with positive integer processing times pj, j=1; : : : ; n. All jobs are available
for processing at time 0. The goal is to schedule the jobs without preemption on two
identical machines such that the makespan and the sum of the squared job completion
times are minimized.
The dynamic program DPex1: We renumber the jobs according to the SPT rule, i.e.
p16 · · ·6pn. A straightforward job interchange argument shows that there is a set
of undominated schedules in which both machines process the jobs in non decreasing
order of processing times.
Let =1, =2, and 	=2. For k =1; : : : ; n let us deIne the input vector Xk = [pk ].
A state S= [s1; s2; g1; g2] in Sk encodes a partial schedule without idle time for the
Irst k jobs: s1 (resp. s2) is the total processing time on the Irst (resp. second)
machine, and g1, g2 are the values of the objective functions for the partial sched-
ule. We set F1(pk; s1; s2; g1; g2)= [s1 + pk; s2;max{s1 + pk; s2}; g2 + (s1 + pk)2], and
F2(pk; s1; s2; g1; g2)= [s1; s2 + pk;max{s1; s2 + pk}; g2 + (s2 + pk)2].
Function F1 (resp. F2) computes the next state when job Jk goes on the Irst (resp.
second) machine. We set F= {F1; F2} and the initial state space is S0 = {[0; 0; 0; 0]}.
Let us check that our dynamic program satisIes Condition 1: Consider any feasible
solution s and reorder the jobs such that on each machine jobs are scheduled according
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to the SPT rule. We note s∗ the obtained schedule. Let mj be the number (1 or 2) of the
machine which executes job Jj in the schedule s (or s∗). Let us consider the sequence
of mappings Fm1 ; : : : ; Fmn . It is easy to see that this sequence creates the schedule s
∗.
By Theorem 1 we get the following result.
Corollary 2. DPex1 Ands the set of Pareto optimal solutions P(I) for the problem
P2‖Cmax;
∑
C 2j .
We show now how to obtain an FPTAS for constructing an -approximate Pareto
curve. Consider the degree-vector D= [1; 1; 1; 2]. The functions F1 and F2 are vec-
tors of polynomial functions with non-negative coeNcients. Let F1 = [f1; f2; f3; f4]
where f1, f2, and f4 are the induced polynomial functions N5→N. Then f(D)1 ())=
) + 1, f(D)2 ())= ) and f
(D)
4 ())= )
2 + () + 1)2 = 2)2 + 2) + 1. Hence deg(f(D)1 )= 1,
deg(f(D)2 )= 1 and deg(f
(D)
4 )= 2, therefore f1, f2, and f4 fulIll Condition 2. Let
us now prove that Condition 2 is also satisIed for f3≡ g1. Consider two arbitrary
states S and S′, such that S is [D;"]-close to S′. Then from above "−1(s1 + pk)6
(s′1 +pk)6"(s1 +pk) and "
−1s26s′26"s2. Since g1 = max{s1 +pk; s2} and g′1 = max
{s′1 + pk; s′2}, we get "−1g16g′16"g1.
In an analogous way it can be shown that function F2 also fulIlls Condition 2.
Clearly, Condition 3 holds. Thus, Theorem 3 yields the existence of an FPTAS for the
considered scheduling problem.
Corollary 3. For the bicriteria scheduling problem P2‖Cmax;
∑
C 2j , an -approximate
Pareto curve P(I) can be constructed in polynomial time in |I | and 1=.
It is not diNcult to see, that we can obtain an FPTAS for various combinations
of the following minimization criteria: li: the load of machine i; Cmax: makespan;∑
cij: the total cost of the schedule;
∑
C0j : the sum of completion times in power 0;∑
wjCj: the sum of weighted completion times. This is because, for the case of iden-
tical and uniform parallel machines (resp. unrelated machines), some of these criteria,
see Table 1 (resp. Table 2), are compatible between each other, i.e. there is a single
permutation of the input vector X that allows to Ind via a simple dynamic program an
optimal schedule for each criterion. These results hold in the case there is a constant
number of machines. Also note that we can get an (; 0)-approximate Pareto curve
when the independent criterion is either li or
∑
cij.
6.2. Multicriteria problems on an unbounded batching machine
Problem I: The problem of scheduling n independent jobs on a single batching
machine in order to minimize a regular scheduling criterion was considered in [3].
An unbounded batching machine is a machine that can process any number of jobs
simultaneously, i.e. the size of the batches is not bounded, and a regular scheduling
criterion is one that is non-decreasing in the job completion times. In the so-called
burn-in model, the processing time of a batch is equal to the largest processing time
of any job in the batch.
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Table 1
Some compatible criteria (marked with +) for parallel and uniform machine scheduling problems
Qm li Cmax
∑
cij
∑
C0j
∑
wjCj
li + + + + +
Cmax + + + + +∑
cij + + + + +∑
C0j + + + + −∑
wjCj + + + − −
Table 2
Some compatible criteria for unrelated machine scheduling problems
Rm li Cmax
∑
cij
li + + +
Cmax + + +∑
cij + + +
For problems involving regular scheduling criteria there must be at least one optimal
solution in which the batches are processed without idle time. Therefore a schedule
is a sequence of batches (B1; : : : ;Br), where each batch Bi (i=1; : : : ; r) is a set of
jobs. The processing time of a batch Bi is p(Bi)= maxj∈Bi pj, and its completion
time is C(Bi)=
∑i
k=1 p(Bk). For any job j∈Bi its completion time Cj is C(Bi). In
the following we consider the problem of minimizing simultaneously the makespan of
the schedule Cmax = max16j6n Cj and the total completion time
∑
j Cj (both criteria
are regular).
For the remainder of this subsection, we assume that the jobs have been re-indexed
according to the shortest processing time rule so that p16 · · ·6pn.
This problem has the following property which forms the basis of a dynamic pro-
gramming algorithm.
Lemma 5 (Brucker et al. [3]). For minimizing any regular objective function, there
exists an optimal schedule (Bi1 ; : : : ; Bik ), such that Bi1 = {1; 2; : : : ; i1}; Bi2 = {i1 + 1;
i1 + 2; : : : ; i2}; : : : ; Bik = {ik−1 + 1; ik−1 + 2; : : : ; ik}, with ik = n.
This lemma shows that an optimal schedule (as well for multicriteria problems) can
be speciIed by the jobs that end each batch, i1; i2; : : : ; ik = n. The complete schedule
can be found by using the fact that the jobs have been ordered according to the shortest
processing time rule. Any schedule of this type will be called a shortest processing
time (SPT) schedule.
In [3] Brucker et al. presented polynomial time algorithms for minimizing the num-
ber of tardy jobs, the weighted sum of completion times and the maximum lateness
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criteria. Notice also that the problem of minimizing the makespan is solved trivially by
putting all the jobs in one batch. The situation with two regular criteria is dramatically
harder. Below we show that the number of Pareto optimal solutions is not polynomially
bounded when one considers the criteria Cmax and
∑
j Cj.
We will represent each SPT-schedule (Bi1 ; : : : ; Bik ) by a {0; 1}-vector Z = {z1; : : : ; zn},
with zi =1 if there exists l (16l6k) such that i= il, and zi =0 otherwise. No-
tice that we have always zn=1 since ik = n. Let Z denotes the set of all {0; 1}-
vectors with zn=1. It is clear that we have a one-to-one correspondence between
the set of SPT-schedules and the set Z. Let us denote by Cmax(Z) (resp.
∑
C(Z))
the makespan (resp. the sum of completion times) of the schedule represented by
vector Z .
For any two vectors Z; Z ′, we will note Z¿Z ′, if there exists i such that zi¿z′i and
zl= z′l for all i¡l6n. This is the lexicographic order starting from the right of the
vector.
Let us consider the instance with n jobs and processing times pj =(2n+1) j, 16j6n.
We have the following lemma.
Lemma 6. If Z¿Z ′, then Cmax(Z)¿Cmax(Z ′) and
∑
C(Z)¡
∑
C(Z ′).
Proof. Since Z¿Z ′, there exists i6n − 1 such that zi¿z′i and zr = z′r for all r=
i + 1; : : : ; n. Let (Bi1 ; : : : ; Bik ), and (Bi′1 ; : : : ; Bi′l ) the batches in schedules Z and Z
′. All
batches with numbers greater than i are the same for both schedules and the schedule
Z has the batch Bi while schedule Z ′ does not have it.
For the makespan of the two schedules, we have
Cmax(Z) =
k∑
r=1
pir =
∑
r|ir6i
pir +
∑
r|ir¿i
pir
and
Cmax(Z ′) =
l∑
r=1
pi′r =
∑
r|ir¡i
pi′r +
∑
r|ir¿i
pi′r :
Moreover,
∑
r|ir6i
pi′r 6
i−1∑
r=1
pr =
i−1∑
r=1
(2n+ 1)r
=
(2n+ 1)i − (2n+ 1)
2n
¡ (2n+ 1)i = pi
6
∑
r|ir6i
pir :
Since
∑
r|ir¿i pir =
∑
r|ir¿i pi′r , we get Cmax(Z)¿Cmax(Z
′).
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For the sum of completion times, we have
∑
C(Z) = i1pi1 +
k∑
r=2
(ir − ir−1)
r∑
j=1
pij
= n
k∑
r=1
pir −
k−1∑
r=1
irpir+1
= n
∑
r|ir¿i
pir −
∑
r|ir¿i
irpir+1 + n
∑
r|ir6i
pir −
∑
r|ir6i
irpir+1
6 n
∑
r|ir¿i
pir −
∑
r|ir¿i
irpir+1 + n
i∑
r=1
pr − ip O–;
where O–= minj{j¿i | zj =1}.
In the same way we have
∑
C(Z ′) = i′1pi′1 +
l∑
r=2
(i′r − i′r−1)
r∑
j=1
pi′j
= n
l∑
r=1
pi′r −
l−1∑
r=1
i′rpi′r+1
= n
∑
r|i′r¿i
pi′r −
∑
r|i′r¿i
i′rpi′r+1 + n
∑
r|i′r¡i
pi′r −
∑
r|i′r6i
i′rpi′r+1
¿ n
∑
r|i′r¿i
pi′r −
∑
r|i′r¿i
i′rpi′r+1 − (i − 1)p O– −
i−1∑
r=1
rpr+1:
Since
n
i∑
r=1
pr +
i−1∑
r=1
rpr+1
6 n
i∑
r=1
pr + (n− 2)
i−1∑
r=1
pr+1
¡ n
(2n+ 1)i+1 − (2n+ 1)
2n
+ (n− 2)(2n+ 1)
i+1 − (2n+ 1)
2n
¡
1
2
(2n+ 1)i+1 +
1
2
(2n+ 1)i+1
= (2n+ 1)i+1
6 (2n+ 1)O– = p O–
and n
∑
r|ir¿i pir −
∑
r|ir¿i irpir+1 = n
∑
r|i′r¿i pi′r −
∑
r|i′r¿i i
′
rpi′r+1 we get
∑
C(Z)¡∑
C(Z ′).
Lemma 6 implies that any Z ∈Z gives a Pareto optimal point and therefore the
number of Pareto optimal points in this instance is equal to 2n−1.
Let us consider a generalization of problem I.
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Problem II: In the scheduling problem 1(batch; Cbatch; pmax)‖9wjCj; Cmax the input
consists of n jobs Jj, j=1; : : : ; n, with positive integer processing times pj and positive
weights wj. All jobs are available for processing at time 0. The goal is to schedule the
jobs without preemption on an unbounded batching machine such that the makespan
and the weighted sum of completion times are minimized.
The dynamic program DPex2: Remind that we renumber the jobs such that p16p2
6 · · ·6pn. Let =2, =1, and 	=2. For k =1; : : : ; n let us deIne the input vector
Xk = [pk; wk ]. A state S= [s1; g1; g2] in Sk encodes a partial schedule without idle time
for the Irst k jobs: s1 is the total weight of jobs that have not been assigned to a batch
yet, g1 is the weighted sum of completion times of the partial schedule, and g2 is the
total processing time of the partial schedule. We set F1(pk; wk ; s1; g1; g2)= [0; g1 +(s1 +
wk)(g2 + pk); g2 + pk ], and F2(pk; wk ; s1; g1; g2)= [s1 + wk; g1; g2].
Function F1 computes the next state when a new batch is created at the end of the
partial schedule, and all jobs that have not been allocated yet go to this new batch
together with job Jk . Since the jobs are ordered according to the SPT rule, the length of
this batch is pk . Function F2 computes the next state when the job Jk will be scheduled
later, i.e. it will be scheduled when function F1 is called. We set F= {F1; F2} and the
initial state space is S0 = {[0; 0; 0]}. The output is the set of all undominated vectors
S∈Sn, with s1 = 0.
Let us check that our dynamic program is able to compute any SPT -batch schedule.
Let (Bj1 ; : : : ; Bjk ) be the batches in an SPT-schedule and let us assume that this schedule
is represented by Z . Let us consider the sequence of mappings Fi1 (X1;S0); : : : ; Fin(Xn;
Sn−1), where il=1 (16l6n) if zl=1, and il=2 otherwise. It is easy to see that
this sequence creates the SPT-schedule. Lemma 5 implies that Condition 1 holds and
Theorem 1 yields the following result.
Corollary 4. DPex2 Ands the set of Pareto optimal solutions P(I) of problem 1(batch;
Cbatch; pmax)‖9wjCj; Cmax.
We show now how to obtain an FPTAS for constructing an -Pareto curve. Con-
sider the degree-vector D= [1; 2; 1]. The functions F1 and F2 are vectors of polyno-
mial functions with non-negative coeNcients. Let F1 = [f1; f2; f3], where f1, f2, and
f3 are the induced polynomial functions N5→N. Then f(D)1 ())= 0, f(D)2 ())= )2 +
()+ 1)2 = 2)2 + 2)+ 1 and f(D)3 ())= )+ 1. Hence deg(f
(D)
1 )= 0, deg(f
(D)
2 )= 2 and
deg(f(D)3 )= 1, therefore F1 fulIlls the conditions of Lemma 3. In an analogous way
it can be shown that function F2 also fulIlls the conditions of Lemma 3. Lemma 3
implies that the functions F1 and F2 fulIll Condition 2. Condition 3 also holds. Indeed
statements (1)–(3) are trivial, and statement (4) is satisIed, since all components in
all states are upper bounded by n(
∑n
j=1 wj)(
∑n
j=1 pj). Theorem 3 yields the following
result.
Corollary 5. For the bicriteria scheduling problem
1(batch; Cbatch; pmax)‖9wjCj; Cmax an -approximate Pareto curve P(I) can be
constructed in time polynomial in |I | and 1=.
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Finally, we note that the makespan is an independent criterion in DPex2, and by
Theorem 4, we obtain the following result.
Corollary 6. For the bicriteria scheduling problem
1(batch; Cbatch; pmax)‖9wjCj; Cmax an (; 0)-approximate Pareto curve P(I) can be
constructed in time polynomial in |I | and 1=.
7. Concluding remarks
We have presented an extension of the approach proposed recently in [22] for ex-
benevolent multiobjective optimization problems, and showed how to use this gen-
eral method for two important classes of scheduling problems. An interesting question
concerns the application of the proposed method for other multicriteria optimization
problems (e.g. graph problems).
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