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A Fair and Privacy-Aware EV Discharging Strategy
using Decentralized Whale Optimization Algorithm
Yingqi Gu and Mingming Liu
Abstract—A key motivation to fasten roll-out of electric
vehicles (EVs) to the market is to implement Vehicle-to-Grid
(V2G) functionalities. With V2G in place, EV owners can have
an extra freedom to interact their battery energy with power
grids, namely by selling their energy to the grid when their
EVs are not in use. On the other hand, EV aggregators and
utility companies can leverage the flexibility of the collected
energy to implement various ancillary services to the grids, which
may significantly reduce costs of, for instance, running spinning
reserve of traditional power plants on the grid side. However,
this extra freedom also poses practical challenges in terms of
how to devise a discharging strategy for a group of EVs that
is fair and in some sense optimal. In this paper, we present a
new design of EV discharging strategy in a typical V2G energy
trading framework whilst leveraging the whale optimization
algorithm in a decentralized manner, a metaheuristic algorithm
that has been shown effective in solving large-scale centralized
optimization problems. We illustrate that by using basic ideas
of the optimization theory, one can design an EV discharging
strategy in a fair, optimal and privacy-aware manner, where
the privacy refers to the fact that some critical information of
an EV should be preserved locally and such key information
should not be revealed to a central computing node during V2G.
The fairness implies that some trade-offs should be achieved
while balancing the revenue of V2G and inconvenience to vehicle
owners. Simulation results are presented to illustrate the efficacy
of our proposed algorithm and the devised strategy.
Index Terms—Electric Vehicles, Vehicle-to-Grid, Decentralized
Optimization, Whale Optimization Algorithm
I. INTRODUCTION
In recent years, it has seen an increasing interest in the
deployment of Vehicle-to-Grid (V2G) as a service to users of
Electric Vehicles (EVs) [1–3]. The key concept of V2G relies
on the fact that it allows bidirectional power flow between EVs
and power grids, usually with an EV aggregator placed in the
middle acting as an agent for energy trading in the electricity
market [4]. The overarching goal of an EV aggregator is to
maximize its own benefits by providing such a service to users
while subjecting to the willingness of EV users’ participation
through V2G. For instance, an EV user may feel very reluctant
to use V2G as a service if more energy has to be dispatched
from the vehicle than its expected revenue that can be received
in the end. Thus, it becomes a practical challenge to find out
a balanced V2G strategy not only to maximize the benefits
of an EV aggregator but also to make all involved EV users
satisfied in a relatively fair manner.
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Recently, a large body of works can be found in literature
to address such a problem in different ways. For instance,
authors in [5] proposed an adaptive dynamic programming
method to maximize the long-term fairness of EVs. The
proposed method has been implemented in a way that EVs
with high State-of-Charge (SOC) are chosen to discharge
energy for load shaving task while the EVs with high
contributions can have high priority to be charged afterwards.
The paper [6] proposed a set of approaches, including,
e.g., water-filling, state-dependent utility and SOC variance
minimization, to regulate V2G energy delivery of EVs for
the grid frequency regulation service according to different
specific fairness criteria. In addition, Additive Increase
Multiplicative Decrease (AIMD) and other network inspired
methodologies were adopted in [7] and [8], in order to seek
fair allocation of EV power flows while considering a set
of specific power system constraints. In particular, [8] also
considered a proportional fairness based algorithm inspired
by a distributed price feedback mechanism. Furthermore, a
fair V2G discharging strategy was proposed in [9] where
a utility optimization problem has been solved with the
fairness criteria designed to balance the benefits between
utility companies and V2G users in a microgrid scenario.
In this paper, we focus on designing a V2G programme for
the benefits of both EV users and an EV aggregator by solving
a constrained convex optimization problem. In particular, we
borrow fundamental ideas from a recently proposed meta-
heuristic algorithm, namely Whale Optimization Algorithm
(WOA), which has been proved very effective in solving
complex optimization problems compared to the state-of-art
meta-heuristic algorithms. However, in order to solve the
optimization problem of our interest, the original WOA needs
to be implemented in a centralized manner, which does not
preserve the privacy of EV users in our context. Also, the
original WOA needs to employ a constraint handling method,
i.e. penalty functions, to deal with constrained optimization
problems which may incur extra computational cost for strict
constraints.
In contrast, we propose a decentralized implementation
of the WOA and demonstrate its feasibility in the fair V2G
design given current available infrastructures. The novelty
of our proposed system is that we do not need any extra
designs of the penalty function to solve the constrained
optimization problem of our interest. Instead, we shall show
that by using elementary optimization theory, it is possible
to find an appropriate fitness function for implementing
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the Decentralized WOA (DWOA), which can efficiently
determine an optimal consensus solution while preserving
privacy for EV users. To the best of authors’ knowledge,
this is the first time that the WOA is modified to address
the optimal V2G power dispatch problem in a decentralized
consensus framework.
The remainder of the paper is organized as follows. Section
II presents the system model for the V2G power dispatch
problem and introduces the design of the DWOA followed by
a review of the original WOA in [10]. Section III demonstrates
our simulation setup and presents our simulation results.
Finally, Section IV concludes the paper.
II. MODEL AND ALGORITHM
A. System Set-up
In this paper, our objective is to develop a decentralized
algorithm that converges to a consensus V2G power dispatch
rate for a fleet of EVs managed by an aggregator in some
optimal manner. In particular, we aim to adapt the WOA for
such an application and to further evaluate how effective the
algorithm can converge to the optimal solution of the problem.
We consider a scenario where a number of EVs are plugged-
in a large parking area managed by an EV aggregator. In
particular, some EVs can opt-in a V2G programme, and such
EVs can discharge certain amount of energy to the grid for
some economic revenues. In the meanwhile, an EV aggregator
can leverage the collected energy to provide ancillary services
to the main power grids. Ideally, the dispatched energy from
EVs should be fairly managed to avoid having some EVs
getting more benefits than others.
We now formulate the EV discharging problem as follows.
Let N denote the total number of EVs participated in the V2G
programme in a certain period of time, e.g. during peak time
when the grid needs most energy regulation. Define the set
N := {1, 2, 3, . . . , N} for indexing all EVs in the programme.
Let ci(t) be the discharge rate of the i’th vehicle at time t,
with cimin and c
i
max defined as the minimum and maximum
discharge rate of the vehicle, respectively. In addition, we
denote SOCi(t) the state-of-charge of the i’th vehicle at
time t, and let SOCimin be the minimum state-of-charge of
the i’th vehicle to protect it from over-discharging. Thus,
SOCi(t) >= SOC
i
min should hold for any time slot t.
Otherwise, ci(t) should automatically set to 0.
During parking time, each EV is physically connected to
a charge point for discharging/recharging. We assume that
each charge point can communicate to a central computing
server/node bidirectionally, and each charge point can also
send a broadcast information to other charge points in the
parking area. We note that such a communication requirement
can usually be easily facilitated through, e.g., powerline
communication infrastructures, in a practical scenario.
However, any capable IoT device that has Wifi/3G/LTE/5G
capability on the charge point can also be used as an
alternative. In any case, the communication links are required
so that information can be exchanged among EV charge
points and a central computing server to jointly determine the
optimal V2G power dispatch rate.
Finally, we assume that each EV i is associated with a cost
function, fi(ci(t)), which quantitatively characterises the net
cost incurred when an EV aggregator is buying ci(t) power
from the i’th vehicle through V2G. In other words, −fi(ci(t))
is a utility function which indicates the net benefit of an
EV user i selling ci(t) to an EV aggregator. From an EV
aggregator’s perspective, the total net cost to buy energy from
the group of N EVs can be represented as:
f(c(t)) =
N∑
i=1
fi(ci(t))
where c(t) := [c1(t), c2(t), . . . , cN (t)]
T. Thus, our objective
is to solve the following optimization problem:
min
c(t)∈RN
f(c(t))
s.t. ci(t) = cj(t), ∀i 6= j ∈ N
cimin ≤ ci(t) ≤ cimax, ∀i ∈ N
SOCimin ≤ SOCi(t) ≤ 100%, ∀i ∈ N
(1)
B. Cost Function
Now we shall explicitly model the cost function of fi(ci(t))
from the perspective of an EV aggregator. In particular, we
shall take account of two factors, namely the benefits of buying
ci(t) from the i’th EV, ui(ci(t)), and the monetary cost to
pay for an EV user mi(ci(t)). It is worth mentioning that in
paper [11], an EV user’s utility for charging can be modelled
as a concave, non-decreasing function. Here, we borrow the
similar idea in [11] but with ui(ci(t)), as a concave function,
to quantify an EV aggregator’s benefits by providing V2G
as a service to EV users, i.e. the more electricity power
collected from EVs through V2G, the more convenience an
EV aggregator can achieve. Equivalently, from an EV user’s
point of view, ui(ci(t)) can represent a user’s inconvenience
when selling its battery energy through V2G at the rate of
ci(t). In a real V2G scenario, this function implies that an EV
user’s inconvenience, e.g., his/her anxiety or monetary cost for
travelling back home (by using alternative transportation), will
increase when an increasing amount of power being dispatched
to the grid [9]. Specifically, we shall use a logistic function as
a concave function to model the utility part of fi, i.e.,
ui(ci(t)) = ωi log(ci(t) + 1). (2)
Note that the parameter ωi is used to characteristic the level
of inconvenience for a particular user i, and the constant
value 1 is added to avoid illegal value of the function when
ci(t) = 0. Also, it indicates that no inconvenience will lead
to the EV user when no V2G power dispatched from the EV.
Concerning the monetary cost, an EV receives mi(ci(t))
pay-off when ci(t) is the discharge rate. We assume that the
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energy inversion efficiency for each charger connected to the
i’th EV is ηi, which implies that only ηici(t) amount of (AC)
power will be eventually delivered to the grid. Taking this
factor into account, we now model the discharging revenue of
each vehicle as a quadratic function, representing an incurred
generation cost as if such energy is delivered from a distributed
energy resource, e.g. wind power plants, Combined Heat
and Power (CHP), PhotoVoltatic (PV) plants etc. Note that
the quadratic functions have been commonly adopted for
modelling the generation costs of power plants in the context
of smart grids, see [12–14]. Mathematically, we present each
function mi(ci(t)) as following:
mi(ci(t)) = α(ηici(t))
2 + β(ηici(t)) + γ
= αi · ci(t)2 + βi · ci(t) + γ
(3)
where αi = αη2i , βi = βηi, and α, β, γ are coefficients of
the generation cost for a power plant. It is worth noting that
α is usually a positive constant value, and thus the resulting
function mi(ci(t)) is a quadratic function open upward, i.e.
with convexity.
Combining both (2) and (3), the cost function fi(ci(t)) of
each EV i can be formulated as:
fi(ci(t)) = mi(ci(t))− ui(ci(t)) = αi · ci(t)2+
βi · ci(t) + γ − ωi log(ci(t) + 1)
(4)
Comment: Each cost function fi in (4) is essentially a
convex function, and this function presents the net cost of
an EV aggregator buying the energy from an EV through
V2G. An example cost function is shown in Fig. 1 with
parameters α = 0.2, β = 0.01, γ = 5, η = 0.9 and ω = 1 1
The rationale of convexity relies on the fact that if little V2G
power is collected from EVs, an EV aggregator will need to
find other energy resources to participate into the electricity
market for revenue, and this incurs high energy generation
costs. However, with an increasing amount of V2G power
dispatched to grids, the benefits of an EV aggregator will
gradually increase (net costs decrease), but such benefits may
be saturated at certain point (due to concavity of ui), and thus
the energy cost term may become dominant after that point
again, leading an increasing curve for the overall net cost.
Comment: Given the expression of fi in (4), the aggregate
function f(c(t)) is also a convex function [15]. Thus, the
formulated optimization problem in (1) turns out to be a
constrained convex optimization problem with consensus and
bounded constraints on ci(t). The optimization problem is to
seek for an optimal solution where the overall net cost of an
EV aggregator can be minimized whilst the same discharge
rate can be set to every connected charge point to avoid some
1The parameters are used here to illustrate the key concept of convexity,
so the units of parameters are not that important and it can be adapted for
a specific V2G scenario if needed, hence we shall ignore further discussion
about this point.
EVs getting more benefits than others when using the V2G
service.
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Fig. 1. An example cost function of an EV aggregator buying energy from
an EV through V2G.
C. Optimal Solution
Our objective in this section is to find an algorithm that can
be useful for solving the optimization problem (1). We note
that many existing approaches have been applied to solve
such a problem in literature before, e.g. see [8, 9, 11, 15–18].
Our main idea is to adopt the recently proposed Whale
Optimization Algorithm (WOA) and investigate how it can
be adapted to solve the problem (1) in a decentralized and
privacy-preserving manner.
We note that in a typical centralized based decision making
process, each cost function fi may be collected by a central
computing node. The optimal solution is usually resolved
in a batch manner by an optimizer facilitated at the central
computing node. When an optimization algorithm converges,
the optimal solution will be communicated to each edge
node (e.g. an EV) for further processing. Comparatively, by
saying decentralized, we mean that the key decision making
process should happen at the edge side, i.e. the EV side. In
this set-up, each EV may communicate limited information
to a central computing node for feedback with an aim to find
the optimal solution at the edge side collectively. From an
architecture perspective, roughly speaking, a decentralized
based solution can better preserve users’ sensitive/critical
information compared to a centralized based architecture.
To solve (1), we recall the elementary optimization theory,
i.e. KKT condition [19], for its Lagrange equations, i.e.,
∂
[∑N
i=1 fi(ci(t)) + λi(ci(t)− cj(t))
]
∂ci(t)
= 0, ∀i 6= j ∈ N
(5)
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Summing the set of equations in (5), it is not difficult to
observe that solving the original problem in (1) is equivalent
to find the solution of the following equation:
N∑
i=1
f ′i(ci(t)) = 0
ci(t) = cj(t), ∀i 6= j ∈ N
cimin ≤ ci(t) ≤ cimax, ∀i ∈ N
SOCimin ≤ SOCi(t) ≤ 100%, ∀i ∈ N
(6)
In the following sections, we shall see that by using simple
ideas from (6), it is feasible to design a decentralized solution
to solve (1).
D. Whale Optimisation Algorithm
In this part, we present an overall description of the WOA,
and in the next section we will discuss how it can be adapted
to solve the problem of our interest.
The WOA is inspired by the foraging behaviour in groups
of humpback whales 2. This special hunting method, also
known as the bubble-net feeding method, is done by creating
distinctive bubbles along a ‘9’-shaped spiral path [10], with
an aim to encircle the prey and attack it (using bubble-net).
At every time instance, there are only two actions could be
done by a whale, namely either encircling a prey or using
bubble-net to attack the prey, and both actions are done in a
random manner. Moreover, there are two options for a whale
when encircling a prey, that is a whale can either follow the
current best whale, i.e. the one that is mostly close to the
location of prey, or move towards a random whale’s position.
Now we present a brief overview of the original WOA [10]
in the remainder of the section and see how it can link to the
problem of our interest.
1) Encircling prey: In this step, whales can recognize the
location of the pray and encircle them by updating the position
vector X(t) as follows:
D = |C · X∗(t)− X(t)| (7)
X(t+ 1) = X∗(t)− A · D (8)
where D,C,A,X∗(t) are also vectors. The dimension of each
vector is same and is determined by the number of variables
to be solved. “.” denotes element-by-element multiplication.
X∗(t) denotes the position of the prey and thus the position
of the optimal solution. In particular, A and C are updated as
follows:
A = 2α · r− α (9)
C = 2 · r (10)
where α is a scalar linearly decreased from 2 to 0 during
algorithm iterations, and r is a random vector in [0, 1].
2Without explicit mentioning, we shall just call whales in our context.
2) Bubble-net Attacking: This step models the behaviour
of a whale when attacking a prey. The whale will swim along
a spiral path to create distinctive bubbles. The position of the
whale is updated using the following equation.
X(t+ 1) = |X∗(t)− X(t)| · ebl · cos(2pil) + X∗(t) (11)
where b is a constant (chosen 1 by default), and l is a random
number between [−1, 1].
3) Searching for Prey: As we mentioned earlier, at every
given time instance t, a whale is either attacking a prey
using bubble-net or encircling prey by updating its position.
This decision is made in a fully random manner, i.e. 50%
probability for each behaviour. If a whale’s decision is to
encircle the prey, a new position will be updated according
to the value of |A|. We note that according to the definition
of A in (9), each element of A is a random number between
[−α, α], where α also linearly decreases from 2 to 0 during
the algorithm iterations. Finally, the position of a whale is
updated using (7) and (8) if |A| < 1, and using (12) and (13)
if |A| ≥ 1.
D = |C · Xrand(t)− X(t)| (12)
X(t+ 1) = Xrand(t)− A · D. (13)
In the above formulas, Xrand(t) denotes a random position of
a whale in the population. The pseudocode of original WOA
[10] is presented in Algorithm 1.
Comment:
• The original WOA [10] can be easily implemented using
a centralized based architecture, where each search agent
can be seen as an independent process of a central
computing node. In our problem, each search agent can
represent a discharge rate vector c(t), and a central
computing node needs to initialize a population of search
agents to find the optimal c(t) from a group of search
agents at the end of the algorithm iterations.
• The original WOA [10] intends to find out the best search
agent based on a fitness function which depends on the
states of all search agents. In our context, this fitness
function requires the information of all cost functions
of all EVs, which implies that each EV user needs to
reveal its cost function fi to a central node, e.g. an EV
aggregator, which is not privacy-preserving.
• The original WOA [10] is able to solve both
constrained and unconstrained optimization problems.
For constrained optimization problems, a fitness function
usually includes a penalty term to reduce the search
space. The simplest choice of the penalty function is
the death penalty [10], which simply assigns a large
value (for minimization problems) to the objective
function in the case that the constraints cannot be
satisfied. In our problem, this implies that a search agent
cannot be a lead whale (i.e. the optimal solution) if
the position of such an agent is not in the consensus form.
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Algorithm 1 Whale Optimization Algorithm (WOA) [10]
1: Initialize the whales population Xi, (i = 1, 2, . . . , n).
2: Calculate the fitness of each search agent and identify the
best search agent X∗.
3: while k < maximum number of iterations do
4: for each search agent do
5: Update A, C using (9) and (10).
6: Update random numbers l ∈ [−1, 1] and p ∈ [0, 1].
7: if p < 0.5 then
8: if |A| < 1 then
9: Update the position of current search agent
using (7) and (8).
10: else if |A| ≥ 1 then
11: Select a random search agent (Xrand).
12: Update the position of current search agent
using (12) and (13).
13: end if
14: else if p ≥ 0.5 then
15: Update the position of current search agent
using (11).
16: end if
17: end for
18: Check if any search agent goes beyond the search
space and amend it.
19: Calculate the fitness of each search agent.
20: Update X∗ if there is a better solution.
21: k = k + 1
22: end while
23: Return X∗.
E. Decentralized Whale Optimization Algorithm (DWOA)
One of the key observations in Section II-D is the fitness
function, where it can be used to evaluate the “goodness” of
a solution compared to others. In our design, we choose the
fitness function as
F (c(t)) =
[
N∑
i=1
f ′i(ci))
]2
. (14)
Note that the fitness function (14) is designed such that the
optimal solution can be found for (1) when (14) is minimized,
i.e.
∑N
i=1 f
′
i(ci(t))) equals to 0. Since the objective function
of the optimization problem (1) is separable, we can design
a decentralized optimization solution using the ideas of the
original WOA. The proposed pseudocodes for solving (1) is
presented in Algorithm 2. We note that the vectors A and C
in Algorithm 1 have now been changed to scalars A and C in
Algorithm 2 as the update is now associated with a given EV.
Both parameters will be updated in a scalar form as follows.
A = 2αr − α (15)
C = 2r (16)
where α is a scalar linearly decreased from 2 to 0, and r is a
random number between [0, 1].
The key idea of the proposed DWOA is that we are
adopting [
∑N
i=1 f
′
i(ci(t))]
2 as the fitness function rather than∑N
i=1 fi(ci(t)) in its original form. This change not only keeps
the optimal solution for the original optimization problem (1)
but also preserves users’ privacy (cost functions) when sending
their information to a central computing node. Furthermore,
since we are addressing a consensus problem, a random EV
update is sufficient at each algorithm iteration as long as the
same update can be synchronized to other EVs. After the syn-
chronization step among EVs, the derivative of each EV will
be updated and sent to a central node for ranking, this ensures
that a global optimization solution can be found. Finally, we
shall expect that after maximum number of iterations, kmax,
the final value ch
∗
i (kmax) can be used as the optimal solution
for (1) at a given slot t.
Algorithm 2 Decentralized Whale Optimization Algorithm
1: Initialize M whales for each vehicle i ∈ N in a sequence,
i.e. c1i (k), c
2
i (k), . . . , c
h
i (k), . . . , c
M
i (k) .
2: Each EV i evaluates f ′i(c
h
i (k)) for h = 1, 2, . . . ,M , and
sends these M values to a central node in a sequence.
3: The central node aggregates
∑N
i=1 f
′
i(c
h
i (k)),∀h in a
sequence, and finds the index h∗ which gives rise to
h∗ = argmin
h
[
∑N
i=1 f
′
i(c
h
i (k))]
2, ∀h ∈ {1, 2, ...,M}:
4: The central node broadcasts h∗ to all EVs.
5: while k < kmax do
6: Select a random EV j ∈ N
7: for h = 1, 2, . . . , M do
8: Update A, C using (15) and (16).
9: Update random numbers l ∈ [−1, 1] and p ∈ [0, 1].
10: if p < 0.5 then
11: if |A| < 1 then
12: chj (k+1) = c
h∗
j (k)−A |C ·ch
∗
j (k)−chj (k)|
13: else if |A| ≥ 1 then
14: Select a random ch˜j (k).
15: chj (k+1) = c
h˜
j (k)−A |C · ch˜j (k)− chj (k)|
16: end if
17: else if p ≥ 0.5 then
18: Calculate dj = |ch∗j (k)− chj (k)|
19: chj (k + 1) = dj · el · cos(2pil) + ch
∗
j (k)
20: end if
21: end for
22: Check if ck+1j (t),∀h goes beyond the search space and
amend it.
23: EV j broadcasts chj (k + 1),∀h to each vehicle i ∈ N.
24: Update chi (k + 1) to c
h
j (k + 1), ∀i, ∀h.
25: Each EV i evaluates f ′i(c
h
i (k+1)),∀h and sends them
to the central node.
26: The central node aggregates
∑N
i=1 f
′
i(c
h
i (k + 1)),∀h
in a sequence, and then updates h∗ according to the fitness
function if it leads to a smaller value.
27: The central node broadcasts h∗ to all EVs if leads to
a better solution.
28: k = k + 1
29: end while
30: Return ch
∗
i (kmax),∀i ∈ N.
JOURNAL OF LATEX CLASS FILES, VOL. 6, NO. 1, JANUARY 2007 6
F. System Implementation
Our proposed system architecture is illustrated in Fig. 2.
In order to implement the proposed discharging strategy, each
EV i should specify: 1). a minimal acceptable state-of-charge
value SOCimin; 2). an indicative inconvenience level ωi for
using V2G, e.g. a real value between 1 and 3, where 3 indicates
the highest level of inconvenience. We note that each ωi and
more generally the function ui(ci(t)) in (2) should be private
to the EV user as from an EV aggregator’s point of view, this
simply indicates the level of benefits that can be obtained from
a user. Nevertheless, an EV aggregator should be transparent
to EV users in terms of the parameters α, β and γ in the open
competitive energy trading market, and in such a way that an
EV user has the choice to decide which is the economically
beneficial EV aggregator to go for selling its energy. Thus,
an EV aggregator should help a user to specify αi, βi and γ
after measuring/estimating the energy inversion efficiency ηi
between their charge point and the user’s specific EV model.
With this in place, a user can specify his/her own cost function
fi, and a distributed process can be initialised at each charge
point to collectively look for the optimal discharge rate among
a group of connected EVs using the Algorithm 2.
Fig. 2. A schematic diagram of the V2G scenario using the DWOA.
III. SIMULATIONS
In this section we demonstrate our simulation set-up in
Matlab and evaluate the performance of our algorithm in
different scenarios.
A. Simulation Setup
We consider a simple scenario with 100 EVs connected to
an EV aggregator for energy trading using V2G. We assume
that the initial state-of-charge of a group of EVs is uniformly
distributed between 80% and 90% upon arrival, with a minimal
state-of-charge uniformly distributed between 10% and 20%.
upon departure. We assume that α = 0.2, β = 0.01, and γ =
5. In addition, we assume that both ηi and ωi are uniformly
distributed, with ηi ∈ [0.85, 0.95] and ωi ∈ [1, 3]. Finally,
we specify the minimal discharge rate cimin = 0kW, and the
maximum discharge rate cimax = 4kW. The cost functions used
in the simulation are illustrated in Fig. 3.
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Fig. 3. Cost functions of 100 EVs used in the simulation.
B. Simulation Results
We first assume that 100 EVs are connected to charge
points at a given time slot t, after that the DWOA will be
implemented to calculate the optimal consensus solution for
(1). One implementation results are shown in Fig. 4, where
the upper subplot shows the evolution of optimality for each
algorithm iteration. Here, the optimality refers to the value
of [
∑N
i=1 f
′
i(ci(k))]
2 and from which we can see that the
algorithm easily converges to optimality in less than 10
iterations, with the optimal discharge rate converged to 2.012
kW shown in the bottom subplot.
Since WOA is a heuristic algorithm, we now discuss its
statistical performance in this section by adjusting values of
some relevant variables given the same setup in Section III-A.
Firstly, we aim to investigate the impact of varying maximum
number of iteration, kmax, on the final converged solution.
For this purpose, 10000 independent algorithm experiments
were implemented on Matlab using an experimental laptop. 3
We progressively increased the number of maximum iteration
from 50 to 400, whilst fixing the number of initialized whales
M of each EV to 1. The corresponding simulation results are
included in Table I. It is shown that with increasing value
of kmax the mean value of the final value of discharge rates
(Mean DR) gradually approaches to the optimal point (2.012
kW). As expected, the standard deviation of discharge rates
(Std DR) decreases gradually but suffers an increasing time
of 10000 system implementations indicated in the last column
of the table.
Furthermore, we investigate a scenario by varying the
number of whales M whilst fixing the maximum number of
iteration kmax = 300. These results are presented in Table II.
It is clear that both Mean DR and the Std DR have not been
significantly improved in this case, but all final solutions are
3We used Matlab R2019b on a Macbook Pro (macOS Version 10.14.6) with
2.3GHz Intel Core i9 and 16GB 2400 MHz DDR4 Memory.
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Fig. 4. Cost functions of 100 EVs used in the simulation.
TABLE I
SIMULATION RESULTS BY CHANGING kMAX WHILE FIXING M = 1.
Max Iteration Mean DR (kW) Std DR (kW) Time (s)
50 2.0188 0.2534 9.13
100 2.0149 0.1703 14.35
150 2.0147 0.1320 20.35
200 2.0145 0.1192 24.73
250 2.0135 0.1076 30.03
300 2.0131 0.1023 35.87
350 2.0114 0.0990 41.47
400 2.0126 0.0888 46.26
still close enough to the optimal solution. On the other hand,
the overall computation time has significantly increased due
to the fact that more whales’ positions need to be updated
within each algorithm iteration of a particular EV.
To further demonstrate the performance of the proposed
DWOA, we implemented the original WOA as a benchmark
for the same problem in (1). As we mentioned earlier, the
original WOA needs to employ a constraint handling method,
i.e. penalty functions, to deal with the strict consensus
constraint. For simplicity, we chose the death penalty method
same in [10] in this scenario. In order to evaluate the impact of
the penalty term on the algorithm performance, we conducted
four case studies which set different rules to trigger the
penalty. The first case is to trigger the penalty (by assigning
a large value, say 108, to the overall cost function) when the
standard deviation of a discharge rate vector equals 0. This
case fully guarantees the system to reach consensus, but it
also significantly restricts the movement of whales to become
a “lead-optimal” whale. The second, third and fourth cases
trigger the penalty when the standard deviation of a discharge
rate vector set to 0.1, 0.2 and 0.3, respectively. These cases
allow some flexibility of whales’ movement while violating
the consensus constraints in a reasonable small range. We
ran the simulations 10000 times as before, and evaluated the
average value of the mean value of a discharge rate vector in
each run (Ave MDR). The simulation results are presented in
Table III and IV. For the first case, it is important to note that
the original WOA cannot find any better solutions with the
strictest constraint, and thus the optimal solutions converged
to boundary conditions. For other three cases, we can find
that either increasing the number of whales or increasing the
standard deviation value can increase the average value of the
mean discharge rate vector. However, none of these results
reach the expected optimal solutions. Also, the presented
results are not comparable to the results shown in Table II
where we implemented the proposed DWOA using a similar
setup.
Finally, we investigate the impact of communication failure
during the last phase of the DWOA when an EV needs to
broadcast signals to other EVs in the network. For simplicity,
we assume that in such a scenario each EV is associated
with a probability that it can receive a broadcasting signal
from another EV. Given this idea, we ran four experiments
by varying the probability in a fixed range shown in the first
column of Table V. To reveal our system’s performance, we
evaluate the average value of the mean value of a discharge
rate vector in each run (Ave MDR), the average value of
the standard deviation of a discharge rate vector in each
run (Ave SDR), as well as the average value of the total
cost deviation (Ave TCD) with respect to the optimal total
cost (in a normalised percentage form) of each run over
10000 system implementations. Table V demonstrates that the
optimality of solution has been deviated within only 5% if the
communication failure is under 10%.
TABLE II
SIMULATION RESULTS BY CHANGING M WHILE FIXING kMAX = 300.
Number of Whales Mean DR (kW) Std DR (kW) Time (s)
1 2.0131 0.1023 35.87
10 2.0126 0.0967 261.40
20 2.0136 0.0813 534.32
30 2.0132 0.0980 774.12
40 2.0142 0.1003 1037.27
TABLE III
SIMULATION RESULTS OF THE FIRST TWO CASES USING ORIGINAL WOA
WITH kMAX = 300.
Number of Whales Case 1 Ave MDR (kW) Case 2 Ave MDR (kW)
1 0 0.0603
10 0 0.2055
20 0 0.3755
30 0 0.4743
40 0 0.6113
TABLE IV
SIMULATION RESULTS OF THE LAST TWO CASES USING ORIGINAL WOA
WITH kMAX = 300.
Number of Whales Case 3 Ave MDR (kW) Case 4 Ave MDR (kW)
1 0.1484 0.2905
10 0.4432 0.7014
20 0.6975 1.0608
30 0.8442 1.3471
40 1.0442 1.4654
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TABLE V
SIMULATION RESULTS W.R.T COMMUNICATION FAILURE WITH M = 1
AND kMAX = 300.
Probability Ave MDR (kW) Ave SDR (kW) Ave TCD (%)
95% 2.0164 0.0562 1.25%
90% 2.0216 0.1223 3.15%
85% 2.0308 0.2036 6.41%
80% 2.0505 0.2959 11.30%
IV. CONCLUSION
In this paper, we proposed a decentralized solution to
solve a class of convex optimization problem by adapting the
recently proposed WOA in [10]. The modified decentralized
WOA, DWOA, has been implemented to solve an optimal
consensus problem in the context of V2G power delivery
among a group of EVs and an EV aggregator. Many simulation
results have been included to demonstrate the efficacy of
the proposed method while preserving the privacy of an EV
user with respect to their cost function fi. We have shown
that using the basic dealth penalty functions, the centralized
implementation of the original WOA can hardly converge to
strict consensus and optimality. We have also shown that with
very limited number of whales, the system can still achieve
very promising results using the DWOA to minimize the net
costs of an EV aggregator even in cases with limited level of
communication failure in place. In future work, we will look
into how the proposed method can be extended to address
different application problems involving Internet of Things in
a wider context in smart cities.
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