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Abstract 
The accurate estimation of site-specific lifetime extreme traffic load effects is an 
important element in the cost-effective assessment of bridges. In recent years, the 
improved quality and increasing use of weigh-in-motion technology has meant 
that better databases of vehicle weights are now available. For this research, 
measurements for approximately three million trucks were obtained from sites in 
five European countries. A notable feature of these measurements is the regular 
occurrence of extremely heavy vehicles, with weights in excess of 100 t. In a first 
step, techniques have been developed, supported by photographic evidence, for 
filtering the measurements to identify and remove unreliable values, and for the 
classification of extremely heavy vehicles.  
The collected measurements have been used as the basis for building and 
calibrating a Monte Carlo simulation model for bridge loading. The computer 
programs written to implement this model generate simulated traffic in two lanes 
– for both the same direction and the bidirectional cases – and calculate load 
effects for bridges of various spans. The research focuses on free-flowing traffic 
on short to medium-span bridges. Whereas other simulation models typically have 
had various restrictions on vehicle types, the model implemented here allows for 
vehicles that are both heavier and have more axles than in the measured data. An 
existing method for modelling the upper tail of the vehicle weight distribution has 
been refined and implemented, and a generalized technique has been developed to 
model the axle layout of vehicles of all types.  
The daily maximum bridge load effects calculated for simulated traffic have been 
compared with load effects for measured traffic, and a good match has been 
achieved for different spans and loading event types. The lateral distribution of 
loading depends on the type of bridge and on the load effect being considered, and 
a simplified approach using lane factors calculated from finite element analyses 
has been adopted.  
  v 
Other authors have extrapolated from relatively short periods of time to estimate 
lifetime maximum load effects using various statistical distributions fitted to 
either the measured data or to results from simulations. In this research, careful 
program design and optimisation have made it practical to simulate thousands of 
years of traffic. This has a number of advantages – the variability associated with 
extrapolation is greatly reduced, rare events are modelled, and the simulation 
output identifies the typical loading scenarios which produce the lifetime 
maximum loading. 
Analysis of the measured data shows subtle patterns of correlation in vehicle 
weights and gaps, both within lanes and between adjacent lanes in same-direction 
traffic. A new approach has been developed for simulating traffic in two same-
direction lanes using flow-dependent traffic scenarios. The measured weights and 
gaps in the scenarios are modified using variable-bandwidth kernel density 
estimators. This method is relatively simple to apply and can be extended to more 
than two lanes. It avoids the need to use functions such as copulas, and gives 
results which closely match the measured data. It is shown that the correlation 
structure in the traffic has a small but significant effect on characteristic maximum 
loading. 
  vi 
Acknowledgements 
This work has been carried out under the supervision of Professor Eugene 
O‟Brien and I would like to thank him for all his help and encouragement. His 
professionalism, intellectual rigour, high standards and attention to detail have 
been challenging and stimulating, and I hope the work presented here is an 
adequate reflection of that. 
I would like to express my appreciation of the support I have received from my 
colleagues in the Dublin Institute of Technology – particularly John Turner, Joe 
Kindregan and Barry Duignan. Colin Caprani, also a colleague in DIT, was 
completing his PhD under Eugene‟s supervision just as I was starting my work, 
and I would like to thank him for his help and guidance. I made regular use of the 
computer labs in DIT, and am grateful to Tommy Cunningham, Michael Faherty 
and Simon Farrell for their help. 
Finally I would like to thank my parents and all my family, and particularly my 
wife, Catherine, for her infinite patience, kindness and support over the last five 
years while I have been working on this research, and indeed over the last thirty 
years that we have been together.   
  Table of contents 
  vii 
Table of contents 
Chapter 1 Introduction ............................................................................................. 1 
1.1 Structure of the document .................................................................... 2 
1.2 Related and future work ....................................................................... 5 
1.3 Authorship of papers ............................................................................ 6 
Chapter 2 Importance of the Tail in Truck Weight Modelling for Bridge 
Assessment ........................................................................................... 7 
2.1 Abstract ................................................................................................. 8 
2.2 Introduction .......................................................................................... 8 
2.3 Modelling GVW ................................................................................... 9 
2.3.1 Parametric fitting ........................................................................ 9 
2.3.2 Non-parametric ........................................................................ 10 
2.3.3 Semi-parametric fitting ............................................................ 11 
2.4 Reliability of bin counts ..................................................................... 11 
2.5 Estimating characteristic GVW and bridge load effects .................... 13 
2.6 Conclusions ........................................................................................ 15 
2.7 References .......................................................................................... 15 
Chapter 3 Monte Carlo Simulation of extreme traffic loading on short and 
medium span bridges .......................................................................... 17 
3.1 Abstract ............................................................................................... 18 
3.2 Introduction ........................................................................................ 18 
3.3 Description of WIM data .................................................................... 21 
3.3.1 WIM data ................................................................................. 21 
3.3.2 Gross vehicle weight (GVW) distribution ............................... 22 
3.4 Simulation methodology .................................................................... 23 
3.4.1 Vehicle weight and number of axles ........................................ 23 
3.4.2 Axle spacing ............................................................................. 24 
3.4.3 Axle Loads ............................................................................... 28 
3.4.4 Extrapolated vehicle classes ..................................................... 28 
3.4.5 Gaps ......................................................................................... 30 
3.4.6 Traffic flows and speeds .......................................................... 31 
3.4.7 Simulation of bridge loading .................................................... 32 
  Table of contents 
  viii 
3.5 Results from simulation runs .............................................................. 33 
3.6 Conclusions ........................................................................................ 35 
3.7 References .......................................................................................... 36 
Chapter 4 Maximum lifetime traffic loading scenarios on short and medium span 
bridges ................................................................................................ 42 
4.1 Abstract ............................................................................................... 43 
4.2 Introduction ........................................................................................ 43 
4.3 Simulation methodology .................................................................... 47 
4.4 Two-lane traffic .................................................................................. 49 
4.5 Program optimization and significant loading events ........................ 50 
4.6 Loading events and vehicle types ....................................................... 51 
4.7 Using 1000-year simulations to estimate lifetime maximum loading 52 
4.8 Results from 1000-year simulation runs ............................................. 55 
4.9 Lifetime maximum loading scenarios ................................................ 57 
4.9.1 Load Effect 1 – Mid-span bending moment, simply supported 
bridge........................................................................................ 58 
4.9.2 Load Effects 2 – Shear at support, simply supported bridge ... 58 
4.9.3 Load Effect 3 – Hogging moment over central support, two-
span continuous bridge ............................................................. 58 
4.10 Conclusions ........................................................................................ 59 
4.11 References .......................................................................................... 60 
Chapter 5 Modelling same-direction two-lane traffic for bridge loading ............. 64 
5.1 Abstract ............................................................................................... 65 
5.2 Introduction ........................................................................................ 65 
5.3 WIM Data ........................................................................................... 67 
5.4 Correlation in measured data .............................................................. 69 
5.4.1 Vehicle weights ........................................................................ 69 
5.4.2 Gaps and speeds ....................................................................... 70 
5.5 Simulation of traffic ........................................................................... 71 
5.6 Kernel density estimators ................................................................... 76 
5.7 Validation ........................................................................................... 82 
5.8 Results ................................................................................................ 85 
5.9 Conclusions ........................................................................................ 88 
  Table of contents 
  ix 
5.10 References .......................................................................................... 89 
Appendices  ………. ............................................................................................. 93 
Appendix A Importance of the Tail in Truck Weight Modelling for Bridge 
Assessment ...................................................................................... 94 
A.1 GVW distributions ........................................................................... 95 
A.2 Tail fitting ........................................................................................ 97 
A.2.1 Truncated maximum likelihood ........................................... 97 
A.2.2 Calculation of 1000-year GVW ......................................... 100 
A.2.3 Selection of GVW thresholds for each site ........................ 101 
A.3 Comment on quantity and accuracy of WIM data ......................... 103 
A.4 Effects of tail fitting method on lifetime maximum loading ......... 111 
A.5 References...................................................................................... 113 
Appendix B Monte Carlo Simulation of extreme traffic loading on short and 
medium span bridges ..................................................................... 114 
B.1 WIM Data ...................................................................................... 115 
B.1.1 Introduction ........................................................................ 115 
B.1.2 WIM Data files ................................................................... 119 
B.1.3 WIM data cleaning – the Netherlands ................................ 123 
B.1.3.1 Initial data cleaning ................................................ 123 
B.1.3.2 Gaps ....................................................................... 123 
B.1.3.3 Vehicle length vs. wheelbase ................................. 124 
B.1.3.4 Other unusual aspects / extreme values ................. 125 
B.1.3.5 Photographic evidence ........................................... 125 
B.1.3.6 Split vehicles .......................................................... 127 
B.1.3.7 Combinations of vehicle categories ....................... 131 
B.1.3.8 Ghost Axles ............................................................ 132 
B.1.3.9 Approximate matching technique .......................... 134 
B.1.3.10 Summary of data cleaning...................................... 137 
B.1.4 WIM data cleaning – Slovakia ........................................... 138 
B.1.4.1 Basic data cleaning................................................. 138 
B.1.4.2 Split vehicles and ghost axles ................................ 141 
B.1.4.3 Rules for ghosts and splits ..................................... 142 
B.1.5 WIM data cleaning – Other sites ........................................ 146 
B.1.6 Implications of data cleaning for bridge loading ............... 148 
B.1.7 Data cleaning – comparison with other work ..................... 154 
B.2 Traffic simulation .......................................................................... 157 
B.2.1 Overview of simulation process ......................................... 157 
  Table of contents 
  x 
B.2.2 GVW and number of axles ................................................. 158 
B.2.3 Axle spacing ....................................................................... 161 
B.2.4 Fitting a trimodal Normal distribution ............................... 165 
B.2.5 Axle loads ........................................................................... 166 
B.2.5.1 Correlation between axle loads .............................. 169 
B.2.6 Generation of multivariate correlated random numbers..... 170 
B.2.7 Extrapolated vehicle classes ............................................... 173 
B.2.7.1 Axle spacing ........................................................... 173 
B.2.7.2 Axle loading ........................................................... 179 
B.2.8 Gaps ……….. ..................................................................... 182 
B.2.8.1 Conditional Gap distributions ................................ 185 
B.2.8.2 GVW dependence of gaps...................................... 189 
B.2.8.3 Footnote on gap modelling .................................... 189 
B.2.9 Traffic flows ....................................................................... 190 
B.2.10 Truck speeds ....................................................................... 193 
B.3 Results from simulation runs ......................................................... 197 
B.4 References...................................................................................... 210 
Appendix C Maximum lifetime traffic loading scenarios on short and medium 
span bridges ................................................................................... 211 
C.1 Return period ................................................................................. 212 
C.1.1 Return period and mean maximum values ......................... 214 
C.2 Lane Factors................................................................................... 217 
C.2.1 Girder distribution factors .................................................. 224 
C.3 Program structure........................................................................... 226 
C.4 Loading event types ....................................................................... 228 
C.5 Significant loading events.............................................................. 230 
C.6 Using 1,000-year simulations to estimate lifetime maximum loading 
................ ....................................................................................... 235 
C.7 Results from long run simulations of bidirectional traffic............. 244 
C.7.1 Slovakia, 1,000 yearly maxima, all spans, load effects, lane 
factors and key event types ................................................ 247 
C.7.2 Czech Republic, 1,000 yearly maxima, all spans, load effects, 
lane factors and key event types ......................................... 251 
C.7.3 All sites, overall yearly maxima, selected spans, load effects 
and lane factors ................................................................... 255 
C.7.4 Lifetime maximum load effect values ................................ 259 
C.7.5 Lifetime maximum loading scenarios ................................ 262 
  Table of contents 
  xi 
C.7.6 Lifetime maximum scenarios, all sites, selected spans, load 
effects and lane factors ....................................................... 265 
C.8 References...................................................................................... 269 
Appendix D Modelling same-direction two-lane traffic for bridge loading ....... 270 
D.1 Multiple presence........................................................................... 271 
D.2 GVW correlation ........................................................................... 276 
D.3 Correlation ..................................................................................... 284 
D.3.1 Measures of correlation ...................................................... 284 
D.3.2 Confidence intervals for the coefficient of correlation ...... 287 
D.3.3 Autocorrelation ................................................................... 287 
D.4 Gap simulation ............................................................................... 288 
D.5 Kernel density estimation .............................................................. 290 
D.5.1 Bandwidth selection ........................................................... 290 
D.5.2 Results of sensitivity analysis ............................................ 296 
D.5.2.1 Oversmoothing ....................................................... 296 
D.5.2.2 Goodness of fit ....................................................... 301 
D.5.2.3 One-truck events .................................................... 303 
D.5.2.4 Characteristic load effects ...................................... 305 
D.5.2.5 Bandwidth selection - conclusions ......................... 308 
D.6 Goodness of fit results – uncorrelated vs. smoothed bootstrap ..... 309 
D.7 Variability of characteristic load effect estimates ......................... 311 
D.8 Results for two same-direction lanes ............................................. 313 
D.8.1 Long run simulations – key event types ............................. 315 
D.8.2 Comparison of uncorrelated and smoothed bootstrap models 
……………… .................................................................... 317 
D.8.3 Characteristic load effect values......................................... 319 
D.8.4 Top 20 loading scenarios .................................................... 322 
D.8.5 Typical 1,000-year loading scenarios ................................. 325 
D.9 References...................................................................................... 327 
Appendix E Comparison of sites with Eurocode ................................................ 328 
E.1 Load Model 1 ................................................................................. 329 
E.2 Load Model 3 ................................................................................. 334 
E.3 References...................................................................................... 337 
 
  Table of contents 
  xii 
List of Figures 
Figure 2-1 GVW Histograms for Lane 3, Branisko, Slovakia with parametric and 
semi-parametric fits (close ups of tail region inset)......................... 10 
Figure 2-2 Coefficient of Variation for a Normal distribution - 10,50  ................ 12 
Figure 2-3 Block maximum GVWs, both lanes combined, Branisko, on Gumbel 
probability paper .............................................................................. 13 
Figure 2-4 Daily maximum mid-span bending moments, simply supported 35 m 
span, single truck load, fast lane, Woerden. .................................... 15 
Figure 3-1 GVW histograms for both sites ........................................................... 22 
Figure 3-2 Two 9-axle vehicles recorded in the Netherlands ............................... 25 
Figure 3-3 Magnitude and position of the two largest axle spacings for all 9-axle 
trucks in the Netherlands. ................................................................ 26 
Figure 3-4 Ratios of bridge load effects for the two vehicles pictured in 
Figure 3-2......................................................................................... 27 
Figure 3-5 Trends in maximum axle spacing with weight (GVW in 1 t intervals).
 ......................................................................................................... 29 
Figure 3-6 Inter-vehicle gap distributions for the Dutch site. ............................... 31 
Figure 3-7 The Netherlands, slow lane only: Daily maximum load effects, bridge 
length = 35 m ................................................................................... 34 
Figure 3-8 Slovakia, bi-directional traffic: Daily maximum load effects, bridge 
length = 35 m ................................................................................... 34 
Figure 4-1. Extrapolation of 8-year simulation to 1000 years .............................. 46 
Figure 4-2 12 000 years of annual maximum simulated bending moment on a 
35 m bridge in Slovenia compared with multiple 1000-year blocks 53 
Figure 4-3. Load Effect 1, low lane factors, 35 m span, overall annual maxima, 
with Weibull fits to top 30% (SK = Slovakia, PL = Poland, CZ = 
Czech Republic, SI = Slovenia) ....................................................... 55 
Figure 4-4 Schematics of selected maximum-in-lifetime loading scenarios on a 
35 m bridge ...................................................................................... 57 
Figure 5-1 GVW distributions ............................................................................... 68 
Figure 5-2 GVW autocorrelation, slow lane ......................................................... 69 
Figure 5-3 Inter-lane GVW correlation, the Netherlands ...................................... 70 
Figure 5-4 Traffic scenario .................................................................................... 73 
Figure 5-5 Identification of different traffic scenarios .......................................... 75 
Figure 5-6 Normal and triangle kernel functions .................................................. 78 
  Table of contents 
  xiii 
Figure 5-7 Bandwidth structure (For further examples, refer to Section D.5) ...... 81 
Figure 5-8 Speed oversmoothing (slow lane, the Netherlands) ............................ 82 
Figure 5-9 Simulated and measured daily maximum load effects ........................ 83 
Figure 5-10 Annual maxima - smoothed bootstrap (SB) and uncorrelated model 
(UC) ................................................................................................. 86 
 
Figure A-1 GVW distributions up to 60 t .............................................................. 95 
Figure A-2 GVW distributions in excess of 60 t ................................................... 96 
Figure A-3 Standard MLE applied to GVWs above 70 t, Poland, slow lane ........ 97 
Figure A-4 Fitting Normal tail to GVWs above 70 t, Poland, slow lane .............. 99 
Figure A-5The Netherlands, slow lane, N = 596 568, threshold = 100 t ............ 105 
Figure A-6 The Netherlands, fast lane, N = 49 980, threshold = 58 t ................. 105 
Figure A-7 Slovakia, slow lane, direction 1, N = 349 606, threshold = 64 t....... 106 
Figure A-8 Slovakia, slow lane, direction 2, N = 398 732, threshold = 64 t....... 106 
Figure A-9 Czech Republic, slow lane, N = 684 345, threshold = 62 t .............. 107 
Figure A-10 Czech Republic, fast lane, N = 45 584, threshold = 50 t ................ 107 
Figure A-11 Slovenia, slow lane, N = 142 131, threshold = 59 t ........................ 108 
Figure A-12 Slovenia, fast lane, N = 5 621, threshold = 50 t.............................. 108 
Figure A-13 Poland, slow lane, N = 398 044, threshold = 70 t ........................... 109 
Figure A-14 Poland, Normal probability plot, slow lane .................................... 109 
Figure A-15 Poland, fast lane, N = 31 636, threshold = 39 t .............................. 110 
Figure A-16 LE1, one slow-lane truck, 35 m bridge, Netherlands ..................... 111 
Figure A-17 LE1, one fast-lane truck, 35 m bridge, Netherlands ....................... 112 
Figure A-18 LE3, one slow-lane truck, yearly maxima, 35 m bridge, Netherlands
 ....................................................................................................... 112 
Figure A-19 LE3, one slow-lane truck, daily maxima, 35 m bridge, Slovakia ... 112 
Figure B-1 Computer-generated image of weigh station in the Netherlands 
(supplied by DVS) ......................................................................... 118 
Figure B-2 WIM station near Woerden, the Netherlands (supplied by DVS) .... 118 
Figure B-3 Vehicle classification system – the Netherlands (source: DVS) ...... 122 
Figure B-4 Gap distribution below 0.7 s – slow lane, NL ................................... 124 
Figure B-5 Photograph of complete vehicle, with measured data for leading 
“vehicle” ........................................................................................ 127 
  Table of contents 
  xiv 
Figure B-6 Measured data for following “vehicle” (trailer) ................................ 128 
Figure B-7 Example of ghost axles ..................................................................... 133 
Figure B-8 Vehicles removed as a result of basic cleaning. ............................... 139 
Figure B-9 Unusually small axle spacings, after basic cleaning ......................... 140 
Figure B-10 Vehicles with small wheel gaps (less than 0.2 s) behind, after basic 
cleaning .......................................................................................... 140 
Figure B-11 Heavy trucks (over 60 t), after basic cleaning. ............................... 140 
Figure B-12 Overhang = 1023 cm as % of total, by month, after basic cleaning 141 
Figure B-13 Link between small wheel gaps and small axle spacings in the 
leading vehicle (< 1 m) .................................................................. 142 
Figure B-14 Example of ghost axles and split vehicle. ....................................... 142 
Figure B-15 Minimum observed wheelbase at each site by number of axles ..... 150 
Figure B-16 Bivariate GVW and number of axles tail – slow lane, Czech Republic
 ....................................................................................................... 159 
Figure B-17 Maximum GVW vs. number of axles for all sites .......................... 159 
Figure B-18 Largest two axle spacings for 9-axle trucks in the Netherlands (as in 
Figure 3-3) ..................................................................................... 161 
Figure B-19 Third and subsequent maximum axle spacings for 9-axle trucks in the 
Netherlands .................................................................................... 161 
Figure B-20 Largest two axle spacings for 5-axle trucks in the Netherlands ..... 162 
Figure B-21 Third and fourth maximum axle spacings for 5-axle trucks in the 
Netherlands .................................................................................... 162 
Figure B-22 Standard European 5-axle container truck – tractor and semi-trailer
 ....................................................................................................... 163 
Figure B-23 Multimodal Normal curve fitting for 2nd maximum spacing, 8-axle 
vehicles in the Netherlands ............................................................ 165 
Figure B-24 Percentage of GVW carried by each axle – 5-axle trucks, the 
Netherlands .................................................................................... 166 
Figure B-25 Percentage of GVW carried by each axle – 8-axle trucks, the 
Netherlands .................................................................................... 167 
Figure B-26 Second axle on 5-axle trucks in the Netherlands, with unimodal and 
bimodal Normal fits. ...................................................................... 168 
Figure B-27 Correlation between axle loads – adjacent and non-adjacent axles – 
8-axle trucks, the Netherlands ....................................................... 169 
Figure B-28 Examples of crane-type vehicles .................................................... 174 
Figure B-29 Examples of low loaders ................................................................. 175 
  Table of contents 
  xv 
Figure B-30 Percentage of vehicles that are (a) crane-type, (b) standard and (c) 
low loaders ..................................................................................... 176 
Figure B-31 Average maximum axle spacing at all sites .................................... 177 
Figure B-32 Maximum axle spacing for all trucks with 9 axles or more – the 
Netherlands .................................................................................... 178 
Figure B-33 Maximum observed GVW by vehicle type and number of axles in the 
Netherlands .................................................................................... 179 
Figure B-34 Axle loading for 9 to 13-axle trucks in the Netherlands ................. 180 
Figure B-35 Correlation between adjacent axle loads – 9 to 13-axle vehicles, the 
Netherlands .................................................................................... 181 
Figure B-36 Correlation between non-adjacent axle loads – 9 to 13-axle vehicles, 
the Netherlands .............................................................................. 182 
Figure B-37 Observed gap cumulative distributions – the Netherlands slow lane
 ....................................................................................................... 183 
Figure B-38 Curve fitting for gap distributions at two flow rates – 200 and 400 
trucks per hour. .............................................................................. 184 
Figure B-39 Curve fitting for gap densities at two flow rates – 200 and 400 trucks 
per hour. ......................................................................................... 185 
Figure B-40 Conditional gap distributions – slow lane, the Netherlands ........... 186 
Figure B-41 Linear relationship between conditional distributions (for gaps from 0 
to 10 seconds), all flow rates ......................................................... 187 
Figure B-42 Adjusted conditional gap distributions ........................................... 188 
Figure B-43 Hourly flow profiles ........................................................................ 190 
Figure B-44 Daily traffic flows with Weibull distributions (continued) ............. 192 
Figure B-45 Speed distributions by lane at each site .......................................... 194 
Figure B-46 Speed – GVW relationship ............................................................. 196 
Figure B-47 Observed vs. simulated daily maxima – The Netherlands (1) ........ 200 
Figure B-48 Observed vs. simulated daily maxima – The Netherlands (2) ........ 201 
Figure B-49 Observed vs. simulated daily maxima – Slovakia (1) ..................... 202 
Figure B-50 Observed vs. simulated daily maxima – Slovakia (2) ..................... 203 
Figure B-51 Observed vs. simulated daily maxima – Czech Republic (1) ......... 204 
Figure B-52 Observed vs. simulated daily maxima – Czech Republic (2) ......... 205 
Figure B-53 Observed vs. simulated daily maxima – Slovenia (1) ..................... 206 
Figure B-54 Observed vs. simulated daily maxima – Slovenia (2) ..................... 207 
Figure B-55 Observed vs. simulated daily maxima – Poland (1) ....................... 208 
  Table of contents 
  xvi 
Figure B-56 Observed vs. simulated daily maxima – Poland (2) ....................... 209 
Figure C-1 Distributions of sample annual and 75-year maxima ....................... 216 
Figure C-2 Profiles of precast prestressed concrete beams (Banagher Concrete 
2009). (All dimensions in mm). ..................................................... 218 
Figure C-3 Bridge deck types used for analysis of transverse load distribution . 219 
Figure C-4 Lane Factors for secondary lane (continued on next page) .............. 221 
Figure C-5 Bending moment at mid-span, simply supported solid-slab bridge, 
15 m span ....................................................................................... 223 
Figure C-6 Girder distribution factors for mid-span moment on a 34 m single-span 
bridge, with 8 beams at 2 m centres. ............................................. 225 
Figure C-7 Program structure .............................................................................. 227 
Figure C-8 Combined GVWs causing maximum load effects – Slovakia, 15 m.
 ....................................................................................................... 231 
Figure C-9 Combined GVWs causing maximum load effects – Slovakia, 45 m.
 ....................................................................................................... 232 
Figure C-10 One-truck events – GVWs causing maximum load effects – Slovakia, 
LE1 ................................................................................................ 233 
Figure C-11. Multiple samples from a theoretical Gumbel distribution ............. 238 
Figure C-12 12,000 years of simulation for Slovenia of mid-span bending 
moment, 35 m span, showing annual maxima. .............................. 238 
Figure C-13 Slovakia, 15 m bridge ..................................................................... 247 
Figure C-14 Slovakia, 25 m bridge ..................................................................... 248 
Figure C-15 Slovakia, 35 m bridge ..................................................................... 249 
Figure C-16 Slovakia, 45 m bridge ..................................................................... 250 
Figure C-17 Czech Republic, 15 m bridge .......................................................... 251 
Figure C-18 Czech Republic, 25 m bridge .......................................................... 252 
Figure C-19 Czech Republic, 35 m bridge .......................................................... 253 
Figure C-20 Czech Republic, 45 m bridge .......................................................... 254 
Figure C-21 Overall annual maxima, LE1, 15 m bridge, low lane factors. ........ 255 
Figure C-22 Overall annual maxima, LE2, 25 m bridge, low lane factors. ........ 256 
Figure C-23 Overall annual maxima, LE3, 35 m bridge, high lane factors. ....... 257 
Figure C-24 Overall annual maxima, LE1, 45 m bridge, high lane factors. ....... 258 
Figure C-25 Load Effect 1 – Mid-span moment, simply supported bridge. ....... 265 
Figure C-26 Load Effect 2 – Shear at support of simply supported bridge. ....... 266 
  Table of contents 
  xvii 
Figure C-27 Load Effect 3 - Hogging moment over central support, 2-span bridge
 ....................................................................................................... 267 
Figure C-28 Load Effect 1 – Mid-span moment, simply supported bridge. ....... 268 
Figure D-1 Simulated and, in the case of Slovakia, observed multiple presence 
statistics – bidirectional traffic....................................................... 272 
Figure D-2 Multiple presence statistics – two same-direction lanes – observed 
and, for NL and CZ, simulated (dotted curves) ............................. 274 
Figure D-3 Inter-lane gaps .................................................................................. 276 
Figure D-4 Inter-lane GVW correlation – simulated vs. observed ..................... 278 
Figure D-5 Inter-lane GVW correlation coefficient ............................................ 279 
Figure D-6 Slow-lane GVW autocorrelation ...................................................... 281 
Figure D-7 Slow-lane weight-dependent GVW correlation ................................ 282 
Figure D-8 Fast-lane GVW autocorrelation ........................................................ 283 
Figure D-9 Slow-lane GVW correlation using different measures ..................... 286 
Figure D-10 Gap simulation (UC = Uncorrelated, SB = Smoothed bootstrap) .. 289 
Figure D-11 Bandwidth structure – GVW – Netherlands ................................... 291 
Figure D-12 Bandwidth structure – GVW – Czech Republic ............................. 292 
Figure D-13 Bandwidth structure – Same-lane gaps – Netherlands ................... 292 
Figure D-14 Bandwidth structure – Same-lane gaps – Czech Republic ............. 292 
Figure D-15 Bandwidth structure – Inter-lane gaps (headways) ........................ 293 
Figure D-16 GVW smoothing – Netherlands ...................................................... 297 
Figure D-17 Gap smoothing – Czech Republic .................................................. 298 
Figure D-18 Gap smoothing – Inter-lane gaps .................................................... 299 
Figure D-19 Speed smoothing ............................................................................. 300 
Figure D-20 Event 2+0, Czech Republic, 35 m bridge, daily maxima ............... 302 
Figure D-21 1+0 event, Netherlands, 35 m bridge, 2,500 yearly maxima .......... 304 
Figure D-22 1+0 event, Czech Republic, 35 m bridge, 2,500 yearly maxima .... 304 
Figure D-23 Variability of characteristic values ................................................. 312 
Figure D-24 Netherlands ..................................................................................... 315 
Figure D-25 Czech Republic ............................................................................... 316 
Figure D-26 Netherlands ..................................................................................... 317 
Figure D-27 Czech Republic ............................................................................... 318 
Figure D-28 Load Effect 1 – Mid-span moment, simply supported bridge. ....... 325 
  Table of contents 
  xviii 
Figure D-29 Load Effect 2 – Shear at support of simply supported bridge. ....... 325 
Figure D-30 Load Effect 3 - Hogging moment over central support, 2-span bridge
 ....................................................................................................... 326 
Figure D-31 Load Effect 1 – Mid-span moment, simply supported bridge. ....... 326 
Figure E-1 Eurocode Load Model 1 .................................................................... 329 
Figure E-2 Comparison of characteristic loads with Eurocode Load Model 1, 
bidirectional traffic. ....................................................................... 331 
Figure E-3 Comparison of characteristic loads with Eurocode Load Model 1, for 
bidirectional and two same-direction lanes of traffic. ................... 333 
Figure E-4 Eurocode Load Model 3 –standardised models ................................ 334 
 
  Table of contents 
  xix 
List of Tables 
Table 3-1 GVW Thresholds and expected 1000-year GVWs for semi-parametric 
method ............................................................................................. 24 
Table 3-2 Axle weights for the two vehicles pictured in Figure 3-2. .................... 28 
Table 4-1. WIM data ............................................................................................. 47 
Table 4-2. Lane Factors for secondary lane .......................................................... 50 
Table 4-3 Bias and COV of different estimation methods relative to very long-run 
simulations ....................................................................................... 54 
Table 4-4. Lifetime maximum load effects – 35 m bridge .................................... 56 
Table 5-1. Summary of WIM data ........................................................................ 68 
Table 5-2. Kernel bandwidths ............................................................................... 80 
Table 5-3. Ratios of average scores for goodness of fit. ....................................... 85 
Table 5-4. Increase in characteristic maximum load effects due to correlation in 
models .............................................................................................. 87 
 
Table A-1 Effect of fitting method on 1000-year GVW, Poland, slow lane ....... 100 
Table A-2 Example of estimating 1000-year GVWs, Poland, slow lane ............ 101 
Table A-3 GVW Thresholds and expected 1000-year GVWs for semi-parametric 
method ........................................................................................... 102 
Table A-4 Load effects ........................................................................................ 111 
Table B-1 Overview of WIM data ...................................................................... 116 
Table B-2 WIM Data – statistics per lane at each site ........................................ 117 
Table B-3 WIM data file formats ........................................................................ 119 
Table B-4 Analysis of vehicle overhang ............................................................. 125 
Table B-5 Data for ghost axles example ............................................................. 135 
Table B-6 Identification of ghost axles – sample calculations ............................ 136 
Table B-7 Summary of results for data cleaning – the Netherlands ................... 137 
Table B-8 Analysis of reasons for excluding trucks - Slovakia
 a
 ........................ 145 
Table B-9 Data cleaning rules applied to Poland and Czech Republic ............... 147 
Table B-10 Data cleaning rules applied to Slovenia ........................................... 148 
Table B-11 Extreme vehicle characteristics in WIM data .................................. 149 
Table B-12 Extreme vehicle characteristics in bridge loading – Netherlands .... 152 
  Table of contents 
  xx 
Table B-13 Extreme vehicle characteristics in bridge loading – Czech Republic
 ....................................................................................................... 153 
Table B-14 Comparison of data cleaning rules ................................................... 154 
Table B-15 Maximum GVW for number of axles – effects on bridge loading .. 160 
Table B-16 Sample extract from empirical distribution for maximum axle spacing 
(6-axle trucks, Czech Republic) .................................................... 164 
Table B-17 Sample empirical distribution for positions of largest spacings (6-axle 
trucks, Czech Republic) ................................................................. 164 
Table B-18 Parameters for fitted curves in Figure B-26 ..................................... 168 
Table B-19 Percentages of vehicle types at each site .......................................... 173 
Table B-20 Data for crane-type vehicles pictured in Figure B-28 ...................... 174 
Table B-21 Data for low loaders pictured in Figure B-29 .................................. 175 
Table B-22 Parameters for Normal distribution of axle loading ......................... 181 
Table B-23 Conditional gap distribution parameters – slow lane, the Netherlands
 ....................................................................................................... 188 
Table B-24 Sites used in simulation .................................................................... 197 
Table B-25 Load effects ...................................................................................... 197 
Table B-26 Loading event types ......................................................................... 199 
Table C-1 Bridge configurations for finite element analysis .............................. 220 
Table C-2 Lane Factors for secondary lane ......................................................... 224 
Table C-3 Loading event types ........................................................................... 229 
Table C-4 Time in hours to simulate 1,000 years of bidirectional traffic on four 
spans using one dual-processor computer ..................................... 234 
Table C-5 Bias of different estimation methods ................................................. 240 
Table C-6 Variation of different estimation methods (as measured by COV) .... 241 
Table C-7 Event types included in graphs in sections C.7.1 and C.7.2 .............. 244 
Table C-8 Long run simulations – number of years simulated for each site ....... 245 
Table C-9 Lifetime maximum load effects – LE1 – mid-span moment (kNm) .. 259 
Table C-10 Lifetime maximum load effects – LE2 – support shear (kN) .......... 260 
Table C-11 Lifetime maximum load effects – LE3 – hogging moment (kNm) .. 261 
Table C-12. Top 20 loading scenarios in 1,000 years – LE1 – mid-span moment
 ....................................................................................................... 262 
Table C-13 Top 20 loading scenarios in 1,000 years – LE2 – Support shear ..... 263 
Table C-14 Top 20 loading scenarios in 1,000 years – LE3 – Hogging moment 264 
  Table of contents 
  xxi 
Table D-1 Kernel bandwidths ............................................................................. 291 
Table D-2 Bandwidth based on Scott‟s rule compared with simulation values .. 294 
Table D-3 Sensitivity analysis – scaling factors ................................................. 295 
Table D-4 Scores for goodness of fit – Netherlands ........................................... 301 
Table D-5 Scores for goodness of fit – Czech Republic ..................................... 302 
Table D-6 Characteristic load effects compared with reference “One” – 
Netherlands .................................................................................... 306 
Table D-7 Characteristic load effects compared with reference “One” – Czech 
Republic ......................................................................................... 307 
Table D-8 Goodness of fit scores – Netherlands ................................................. 310 
Table D-9 Goodness of fit scores – Czech Republic ........................................... 310 
Table D-10 Event types included in graphs ........................................................ 313 
Table D-11 Characteristic load effect values: LE1 – mid-span moment (kNm) . 319 
Table D-12 Characteristic load effect values: LE2 – support shear (kN) ........... 320 
Table D-13 Characteristic load effect values: LE3 – hogging moment (kNm) .. 321 
Table D-14. Top 20 loading scenarios in 1,000 years – LE1 – mid-span moment
 ....................................................................................................... 322 
Table D-15. Top 20 loading scenarios in 1,000 years – LE2 – support shear .... 323 
Table D-16. Top 20 loading scenarios in 1,000 years – LE3 – hogging moment
 ....................................................................................................... 324 
Table E-1 Load effects for Eurocode Load Model 1 ........................................... 330 
Table E-2 Minimum LM3 model required for each site and load effect – 
bidirectional traffic. ....................................................................... 335 
Table E-3 Minimum LM3 model required for each site and load effect – two 
same-direction lanes. ..................................................................... 336 
Table E-4 Minimum LM3 model required for each site for all load effects – 
bidirectional and same-direction traffic ......................................... 336 
 
 
  Chapter 1 
  1 
Chapter 1 
 
 
Introduction 
 
  Chapter 1 
  2 
Chapter 1 Introduction 
The accurate estimation of site-specific lifetime extreme traffic load effects is an 
important element in the cost-effective assessment of bridges and can also be used 
in the calibration of design codes. In recent years, the improved quality and 
increasing use of weigh-in-motion (WIM) technology has meant that more 
accurate measurements of vehicle weights are now available for periods covering 
many months or even years of traffic at selected locations. For this research, WIM 
measurements for approximately three million trucks were obtained from sites in 
five European countries – the Netherlands, Slovakia, the Czech Republic, 
Slovenia and Poland. The collected WIM measurements were used as the basis for 
building and calibrating a Monte Carlo simulation model for bridge loading. The 
computer program written to implement this model generates simulated traffic in 
two lanes – either in the same direction or bidirectional – and calculates load 
effects (bending moment and shear) for bridges of various spans. The model 
focuses on free-flowing traffic on short to medium-span bridges (up to 45 m 
long). Dynamic effects are not calculated – static loading only is considered. 
1.1 Structure of the document 
The document consists of four papers which have been submitted to 
internationally recognized peer-reviewed journals. These papers are in Chapters 2 
through 5, one paper per chapter. The first paper, in Chapter 2, has been published 
as a technical note (short paper) in the ASCE Journal of Bridge Engineering, and 
the other three have been submitted for review as full-length papers to Structural 
Safety. For each paper, there is an appendix (A through D) which contains 
supporting material, with tables of additional results, graphs, and more in-depth 
explanations of key ideas. The papers are presented here as submitted to the 
journals, with some minor formatting changes and with cross-references added to 
link the material to the relevant sections in the appendices. 
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The first paper (Chapter 2 and Appendix A) describes the approach adopted 
throughout this work in addressing the important question of modelling the upper 
tail of the gross vehicle weight (GVW) distribution. Fitting suitable distributions 
to data is an important step in the process of Monte Carlo simulation. If the fit to 
the measured data is not good in the tail region of the distribution, it can have a 
very significant impact on the accuracy of calculated characteristic values. The 
idea of fitting the tail of a Normal distribution was originally proposed by one of 
the other authors of this paper (Getachew), but he left the team before completing 
the study. It is explored in greater detail by the current author, with a study of the 
issue of the choice of a suitable threshold GVW value.  
The second paper (Chapter 3 and Appendix B) describes the main elements of the 
Monte Carlo simulation model that has been developed by the author. This paper 
is based on the WIM data collected in the Netherlands and Slovakia, and a 
detailed account of the data cleaning techniques used is given in Appendix B. In 
the simulation, GVW and the number of axles are modelled using the semi-
parametric tail fitting approach described in Chapter 2. Much attention is devoted 
to the modelling of the axle configuration (i.e., axle spacing and axle weights) on 
simulated vehicles. The axle spacing determines the wheelbase of a vehicle and 
this is an important factor in loading on short to medium-length bridges. The 
simulation model is designed to include all vehicle types, and is not restricted to a 
limited set of standard vehicle types. Model validation is an important part of this 
work, and the extensive collections of WIM data allow this to be done by 
comparing measured and simulated daily maximum load effects for different 
loading event types.  
In the next paper (Chapter 4 and Appendix C), the simulation model is used to 
estimate characteristic maximum load effects for bidirectional traffic. The effects 
of lateral distribution of loading are examined for different bridge types, spans, 
and load effects using finite element models, and the two extremes of low and 
high lateral distribution are incorporated in the model by applying different lane 
factors to loading in one of the lanes. In reality, the amount of lateral distribution 
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on a particular bridge will depend on the structure and condition of the bridge and 
on the location of each vehicle in a given loading event, but this complexity needs 
to be reduced for implementation in the simulation model.  
The Eurocode for traffic loading on bridges specifies a design characteristic load 
effect as the value with a 5% probability of exceedance in 50 years, which is 
approximately equivalent to a return period of 1000 years. American codes use 
the mean 75-year maximum as the basis for design. Approaches used in the past 
for estimated characteristic maximum load effects have typically been based on 
extrapolation from a relatively short time period of either measured data or 
simulation results, and there is significant uncertainty associated with this. In this 
work, the computer programs that perform the simulation have been optimized to 
make it practical to simulate many thousands of years of traffic. This replaces the 
extrapolation process with one of interpolation. Some curve-fitting is still required 
to account for the randomness inherent in the simulation process, and this topic is 
explored in some detail, allowing confidence intervals to be calculated for 
simulation results. This approach gives the “best possible” answer from the 
simulation model, but is of course dependent on the assumptions used in building 
it. Another advantage of using long simulation runs is that typical loading events 
that produce the characteristic maximum load effects can be examined, and this 
gives tangible evidence of the implications of the assumptions used in building the 
model. This can help inform the judgement of a bridge owner, designer or 
assessor when considering the likelihood of such loading events happening, and 
can help in specifying vehicle weight management policies. 
The last paper (Chapter 5 and Appendix D) extends the simulation to traffic in 
two same-direction lanes. There are patterns of GVW correlation evident in the 
measured traffic, both within the same lane and between adjacent vehicles in both 
lanes, and the effects of this correlation on characteristic maximum bridge loading 
are examined. While the earlier papers describe the modelling of inter-vehicle 
gaps within a single lane, the interdependence of gaps within each lane and 
between adjacent vehicles is more difficult to reproduce in simulation. An 
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approach is presented here which uses a smoothed bootstrap technique applied to 
“traffic scenarios”. It is shown that this models GVW correlation and all gap 
distributions very well. The smoothing is achieved using kernel functions, based 
on the concept of kernel density estimators, and this allows scenarios to be 
modelled which are different from those in the measured data, but still consistent 
with the overall distribution of traffic.  
1.2 Related and future work 
The characteristic maximum load effects calculated in this work for the various 
sites have been compared with design values from the Eurocode as part of the 
European 6
th
 Framework ARCHES project, and results (presented in Appendix E) 
suggest that some refinement of the load models in the Eurocode may be 
beneficial. The somewhat artificial distinction in the Eurocode between normal 
truck traffic and special vehicles may not adequately reflect the truck population 
on today‟s European highways, and the loading events producing the 
characteristic maximum load effects in the simulations do not correspond 
particularly well with the Eurocode Load Model 3 for special vehicles travelling 
at normal speeds. It should be possible to develop simplified load models for 
design and assessment based on the results of the work presented here. The 
simulation model has also been used in the ARCHES project to examine the 
sensitivity of the results to reductions in traffic volumes, and of using a shorter 
return period more appropriate to bridge assessment rather than design. While 
American codes for bridge assessment and rating are well-established, the 
Eurocode has so far addressed bridge design only (although some national codes 
for assessment do exist in Europe). There is scope for further studies using the 
simulation model developed here to contribute to the research into bridge 
assessment.  
Some work has been done by the author on the evaluation of management 
strategies for special vehicles for bridge loading, and this is the subject of a 
conference paper. It is clear that while reducing (or increasing) the frequency of 
special vehicles has a limited impact on bridge loading, managing the maximum 
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permitted gross weight is much more effective. However, the reduction in bridge 
loading is not proportional to the reduction in maximum weight as multi-truck 
loading events become more important as the maximum permitted weight is 
reduced. It is difficult to devise simple policies aimed at managing the types of 
vehicles for which permits are issued although it may be possible, with further 
work, to suggest rules for acceptable configurations of groups of heavily loaded 
and closely spaced axles.  
Throughout this work, only static loading has been considered, without any 
consideration of the dynamic loading caused by bridge-vehicle interaction. The 
extreme loading events identified by the simulation model here have been used by 
other researchers as inputs to a model which considers both static and dynamic 
loading, and the results indicate that the dynamic amplification is significantly 
lower for these events than is specified in bridge design codes. 
The smoothed bootstrap method using traffic scenarios currently models two 
same-direction lanes with free-flowing traffic. There may be scope to extend this 
to three or more lanes, and to congested traffic, although WIM data for these types 
of traffic is currently difficult to obtain. 
1.3 Authorship of papers 
The authors of the paper in Chapter 2 are Eugene J. OBrien, Bernard Enright and 
Abraham Getachew. As discussed above, the idea of fitting the tail of a Normal 
distribution to the upper tail of the GVW distribution was originally proposed, in a 
conference paper, by A. Getachew. The current author explored the issue of the 
selection of a suitable GVW threshold in greater detail – by analyzing the 
reliability of the histogram bin counts (Section 2.4), and by studying the 
behaviour of extreme value plots of the GVW distribution (Sections 2.5 and A.2). 
The work of both authors was done under the supervision of Prof. O‟Brien.  
 B. Enright completed the work in all other papers (Chapters 3-5), and in all 
appendices, without collaboration, under the supervision of Prof. O‟Brien. 
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Chapter 2 Importance of the Tail in Truck Weight Modelling for 
Bridge Assessment 
2.1 Abstract 
To predict characteristic extreme traffic load effects, simulations are sometimes 
performed of bridge loading events. To generalize the truck weight data, statistical 
distributions are fitted to histograms of weight measurements. This paper is based 
on extensive WIM measurements from two European sites and shows the 
sensitivity of the characteristic traffic load effects to the fitting process. A semi-
parametric fitting procedure is proposed: direct use of the measured histogram 
where there are sufficient data for this to be reliable and parametric fitting to a 
statistical distribution in the tail region where there are less data. Calculated 
characteristic load effects are shown to be highly sensitive to the fit in the tail 
region of the histogram. 
 
2.2 Introduction 
The accurate estimation of the characteristic site-specific lifetime maximum 
loading for existing highway bridges can result in significant cost savings in 
bridge maintenance and repair. The application of full design or assessment code 
loadings is, in many cases, unduly conservative (Bailey 1996). One method of 
estimating the characteristic loading is to fit statistical distributions to load effects 
(such as bending moments) calculated from measured traffic, and to use these 
distributions directly to predict the lifetime maximum loading (Nowak 1993; 
Nowak 1994). An alternative method, which is used in this study, is to run Monte 
Carlo simulation models for traffic which are representative of measured vehicle 
data for the site (Bruls et al. 1996, O'Connor and O'Brien 2005, Caprani et al. 
2008). Measured traffic data include such parameters as Gross Vehicle Weight 
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(GVW), number of axles, axle spacing, distribution of GVW between axles, and 
inter-vehicle spacing. 
To perform Monte Carlo simulation, it is necessary to fit statistical distributions to 
histograms of measured data. The quality of these fits is important and has a 
significant influence on the accuracy of the results. GVW is used to illustrate the 
problem as it has a particularly strong influence on the load effects of interest. 
Data are analyzed from weigh-in-motion (WIM) systems at two European sites: 
650 000 trucks weighed over a 20-week period in 2005 at Woerden in the 
Netherlands, and 750 000 trucks weighed over 19 months in 2005 and 2006 at 
Branisko in Slovakia. A notable feature is the significant number of extremely 
heavy vehicles, particularly in the Netherlands where 892 vehicles weighed over 
70 t [154 kips], with a maximum recorded weight of 165 t [364 kips]. In Slovakia, 
there were 78 trucks over 70 t and a recorded maximum of 117 t [258 kips]. 
Further details on the WIM data are given in Section B.1. 
2.3 Modelling GVW 
A critical bridge loading event may be caused by a single very heavy truck, or by 
a combination of trucks of different weights crossing the bridge at the same time. 
It is important, therefore, to model accurately the complete range of GVWs. Three 
different methods of modelling GVW are considered. All are based on histograms 
of the observed GVWs using a bin size of 1 t.  
2.3.1 Parametric fitting 
Perhaps the most widely used approach (O'Connor and O'Brien 2005) is to fit the 
“measured” histogram to a multimodal Normal (Gaussian) distribution, i.e., to a 
linear combination of a number of Normal distributions. This is similar to the 
approach used in reliability studies where heavy trucks (in this case the mode at 
40 t in Figure 2-1) are modeled with a Normal distribution (Kennedy et al. 1992). 
Maximum likelihood estimation is used here to estimate the parameters for a 
trimodal Normal distribution. As can be seen in Figure 2-1, this gives a 
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moderately good fit for most of the GVW range, but significantly underestimates 
the probabilities in the critical upper tail. 
2.3.2 Non-parametric 
Non-parametric fitting uses the measured histogram directly as the basis for 
simulating GVW. A uniformly distributed random variable is generated in the 
range [0, fi] where fi is the measured frequency for interval (bin) i. The 
corresponding GVW is used in the simulation. This is a reasonable method for the 
range of commonly observed GVWs, but the method presents problems in the 
upper regions of the histogram where observations are few and there are gaps with 
no measured data (Figure 2-1). If a particular GVW is not in the set of measured 
data, it will not appear in the simulation and, most significantly, this method will 
never simulate a GVW heavier than the maximum measured value.  
 
 
  
Figure 2-1 GVW Histograms for Lane 3, Branisko, Slovakia with parametric and 
semi-parametric fits (close ups of tail region inset) 
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2.3.3 Semi-parametric fitting 
A third method, proposed here, is to use the measured histogram in the lower 
GVW range where there are sufficient data, and to model the upper tail with a 
parametric fit. This ensures much greater accuracy of the probabilities in the tail 
region (Figure 2-1), allows for interpolation between sparse data points and 
provides a non-zero probability of GVWs above the highest observed value. The 
curve chosen here is the tail of a Normal distribution which is asymptotic towards 
zero probability and has been found by the authors to fit well to extreme truck 
weight data.  
To apply the semi-parametric method, a threshold value for GVW must be 
selected. Below this threshold, the measured histogram is used, while above it, the 
parametric curve is used. The threshold must not be too large – it is necessary to 
have sufficient data to the left of it for the bin counts to be “reliable”, i.e., there 
should be sufficient data in each GVW bin for it to be repeatable, and for the 
histogram to be smooth. It is also important that the threshold not be too small to 
ensure that there is a good fit to the histogram in the important tail region. 
2.4 Reliability of bin counts 
Assuming that all observed data are drawn from the same distribution, this 
“parent” distribution (whether known or not) will give the expected value for the 
count in any bin for a given sample size. For each value observed there is a 
probability p  that it will fall into a particular bin and  p1  that it will not – a 
Binomial trial. The total number of values observed is N, and the expected (mean) 
number of values in the bin is Np. When N is large and 05.0p , which it 
typically is for 1 t GVW bins and certainly is in the upper tail, then the Poisson 
distribution gives a good approximation to the distribution of the number of 
values observed in the bin (Scott 1992). The probability of k  observed values in 
the bin is: 
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(2-1) 
The variance is Np2  and the coefficient of variation is : 
NpNp
COV
1


 
(2-2) 
This gives a measure of how reliable a particular bin count is. For GVWs, the 
parent distribution is unknown, and hence p is unknown. The maximum 
likelihood estimate for Np is the mean observed number in the bin. As this is a 
single observation, the observed number is used as the best estimate available. 
To illustrate this, the theoretical COV based on the Poisson distribution is plotted 
in Figure 2-2 for a simple Normal distribution – 10,50  with 20 000 values binned 
using a bin size of 1. As can be seen, the COV is relatively low for the bulk of the 
distribution, but rises rapidly in the tail regions.  
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Figure 2-2 Coefficient of Variation for a Normal distribution - 10,50  
The threshold value for GVW should be below the point where the COV gets 
excessively large, such as the 25% level indicated. 
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2.5 Estimating characteristic GVW and bridge load effects 
GVW data from the Slovakian site are analyzed in Figure 2-3. The weights are 
grouped randomly into blocks of 750, and the block maxima are plotted on 
Gumbel (Type 1) probability paper. If the parent distribution were a Normal 
distribution, this plot of extreme values would appear as a straight line. As can be 
seen, it has two distinct linear sections, suggesting that there is a mixture of two 
Gumbel distributions present, probably consisting of two different types of truck 
(for example, it would be reasonable to speculate that the weights up to 65 t are 5- 
or 6-axle trucks while the data above this point consists of cranes and/or low-
loaders). Fitting a Normal tail to the GVW histogram corresponds to fitting a 
straight line to the upper part of the block maximum data plotted on Gumbel 
probability paper. The point at which the extreme value curve begins to deviate 
significantly from this straight line gives a lower bound for the GVW threshold. 
The shape of this curve varies between the sites considered (see Section A.2.3), 
but the upper portion has been found to be fairly linear which supports the choice 
of the Normal distribution for tail fitting. 
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Figure 2-3 Block maximum GVWs, both lanes combined, Branisko, on Gumbel 
probability paper 
An examination of similar curves for each individual lane at Branisko and at 
Woerden suggests that a COV value of 25% is a good basis for selecting a 
threshold for GVWs. This corresponds to a minimum bin count of 16 data below 
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the threshold. This recommendation is, within reason, independent of bin size – 
for a greater bin interval width, the threshold moves to the right as the histogram 
becomes smoother and more repeatable in the tail region. For a bin size of 1 t, 
there are typically about 100 observed values above the threshold.  
Extreme value theory (Castillo 1988, Coles 2001) is used to estimate 
characteristic bridge load effects. For the design of new bridges in accordance 
with Eurocode 1, this is the value with a 1000 year return period, i.e., 5% 
probability of being exceeded in a 50 year lifetime (EC1 2003, Bruls et al. 1996, 
Flint and Jacob 1996).  
Sample simulation results are presented in Figure 2-4 for the fast lane at Woerden 
where the maximum observed GVW is 75 t. The simulations are run for 2000 
days (the equivalent of 8 years excluding weekends, with a total of 1.1 million 
trucks in this lane), and the daily maximum bending moments are calculated. To 
estimate the 1000-year characteristic moment, which is the value that occurs once 
in 250 000 days, these curves need to be extrapolated to a value of 12.43 on the Y 
axis given by:  
43.12
250000
1
1lnln( 






 
(2-3) 
This extrapolation is performed by fitting a Weibull extreme value distribution to 
the top n2  values, as suggested by Castillo (1988). It can be seen that the 
parametric method gives a relatively low estimate of 5 386 kNm for the 
characteristic bending moment. The non-parametric curve gives a slightly higher 
value of 5 632 kNm, but is bounded in its upper region due to the fact that no 
GVWs greater than the observed maximum are simulated. The semi-parametric 
curve gives a significantly greater value of 7 477 kNm and is considered to 
provide a more realistic basis for extrapolation to the characteristic value. Further 
results are presented in Section A.4. 
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Figure 2-4 Daily maximum mid-span bending moments, simply supported 35 m 
span, single truck load, fast lane, Woerden. 
2.6 Conclusions 
The problems surrounding the simulation of traffic loading scenarios and 
extrapolation to find the characteristic value are reviewed using WIM data from 
two European sites. The problems with both parametric and non-parametric fitting 
to histograms of measured data are identified and a semi-parametric approach is 
recommended. The implications of each assumption are illustrated using a 
simulation in which characteristic 1000-year bending moments are estimated. 
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Chapter 3 Monte Carlo Simulation of extreme traffic loading on 
short and medium span bridges 
3.1 Abstract 
The accurate estimation of site-specific lifetime extreme traffic load effects is an 
important element in the cost-effective assessment of bridges. A common 
approach is to use statistical distributions derived from WIM measurements as the 
basis for Monte Carlo simulation of traffic loading over a number of years, and to 
estimate lifetime bridge load effects by extrapolation from the results of this 
simulation. However, results are highly sensitive to the assumptions made, not 
just with regard to vehicle weights but also to number of axles, inter-axle spacings 
and gaps between vehicles. This paper carries out a critical review of the 
assumptions involved in the process. It presents a comprehensive model for 
Monte Carlo simulation of bridge loading for free-flowing traffic that can be 
applied to different sites, and shows how the model matches results obtained from 
extensive sets of WIM measurements for two European highways, in the 
Netherlands and in Slovakia. The model allows for the simulation of vehicles 
which are heavier and have more axles than those recorded in the WIM data, and 
uses techniques for modelling axle configuration that can be applied to any type 
of vehicle. 
3.2 Introduction 
In recent years, the improved quality and increasing use of weigh-in-motion 
(WIM) technology [1] has meant that more accurate measurements of vehicle 
weights are now available for periods covering many months or even years of 
traffic at selected locations. These extensive measurements can be used to refine 
probabilistic bridge loading models for the assessment of existing bridges, and to 
monitor the implications for bridge design of trends in vehicle weights and types. 
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Codes of practice for the design of bridges such as the Eurocode [2] must be 
sufficiently general to be applicable to many different bridge types with widely 
varying traffic loading conditions [3,4]. Assessment codes are also general, and in 
many cases may be conservative [5] despite the fact that bridge maintenance is 
expensive, and bridge owners need to allocate limited resources efficiently. Site-
specific assessment, based on measured traffic, can lead to very significant cost 
reductions for maintenance [6], and the application of site-specific models for 
bridge assessment has been widely studied [5,7-9].  
European and North American codes are based on relatively small amounts of 
data collected some years ago. The U.S. and Canadian codes are based on data 
collected in Ontario in 1975 for 9250 trucks [10,11]. The Eurocode [2] was 
initially based on a number of weeks of data from Auxerre in the 1980s [12], and 
was confirmed using data from a number of French sites in 1997 [13]. Changing 
truck weights [14], composition of traffic, and vehicle sizes all have implications 
for bridge loading, and codes need to be periodically re-calibrated based on 
current traffic. Codes segregate normal legal traffic (with some allowance for 
illegal overloading) from special vehicles which require permits [2,15]. Special 
vehicles are very important for bridge loading [5,16], and the model developed for 
this study seeks to include all vehicles, normal and special, that are likely to cross 
a bridge at full highway speed during its lifetime. 
It is necessary to estimate as accurately as possible the probable maximum bridge 
load effects (bending moments, shears) over a selected lifetime. For assessment, 
this can be 5 to 10 years [17], whereas for design the U.S. AASHTO code is based 
on the distribution of the 75-year maximum loading [10]. The Eurocode [2] for 
the design of new bridges is based on the distribution of the 50-year maximum, 
and the characteristic 1000-year return loading is calculated as the value with a 
5% probability of being exceeded in the 50 year lifetime. 
A common approach is to measure traffic data for some weeks, to fit a statistical 
distribution to the calculated load effects for the measured traffic, and to use these 
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distributions to estimate characteristic lifetime maximum effects [10,18,19]. This 
estimation may require a considerable degree of subjective judgement [4,20]. An 
alternative approach adopted by many authors is to use Monte Carlo (MC) 
simulation [21-23]. For this, statistical distributions for vehicle weights, inter-
vehicle gaps and other characteristics are derived from the measurements, and are 
used as the basis for the MC simulation of traffic for a number of years. Measured 
data can be bootstrapped by sampling in proportion to the measured frequencies 
for each range, an empirical approach. The alternative parametric approach 
applies a suitable inverse cumulative distribution function to uniformly distributed 
random numbers [24]. Lifetime load effects are then estimated by extrapolating 
the results of the simulation. In order to simplify the simulation process, various 
restrictions are often placed on the traffic model used – some authors specify an 
upper maximum value for vehicle weights, and many use a limited set of vehicle 
classes with a fixed maximum number of axles [21,25-27]. Some employ limited 
modelling of inter-vehicle gaps [10,18,25]. The extrapolation of load effects is 
typically based on existing vehicle types only, without attempting to extrapolate 
for vehicle types other than those recorded [28]. 
The approach used here is to build a detailed MC model, without any restrictive 
assumptions, and to calibrate it against WIM data collected for over half a million 
trucks at each of two European sites. One site is in the Netherlands in the highly 
industrialised part of Western Europe. The other site is in Slovakia in Central 
Europe which joined the European Union in 2004. The model is designed to 
extrapolate both vehicle weights and types (axle configurations), and while this 
extrapolation is based on assumptions which will influence the results, it is 
considered to give a more realistic estimate of lifetime loading. 
This study focuses on free-flowing, rather than congested, traffic on short to 
medium span bridges. In the range of spans considered, from 15 to 45 m, the 
combination of static and dynamic load effects produced by free-flowing traffic is 
assumed to govern bridge loading. In longer spans, static loading produced by 
congested traffic is generally considered to be more critical [3]. 
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3.3 Description of WIM data 
3.3.1 WIM data 
In the Netherlands, there are WIM sensors in the three westbound lanes of the 6-
lane A12 (E25/E30) highway near Woerden, 30 km east of the port of Rotterdam, 
and data were provided for truck traffic in the two outer (slower) lanes for the 20 
week period from 7
th
 February to 25
th
 June, 2005. No measurements were 
provided for the inner (fast) lanes which only vehicles shorter than 7 m are legally 
permitted to use. Data were analysed for a total of 664 343 trucks weighing 3.5 t 
or more with time stamps recorded to a precision of 0.01 seconds. 
In Slovakia, there are WIM sensors in the slow lanes in both directions on the 4-
lane D1 (E50) highway near the eastern entrance to the Branisko tunnel between 
the towns of Levoča and Prešov. Data were provided for truck traffic in these two 
lanes for the 19 month period from 1
st
 June, 2005 to 31
st
 December, 2006. No 
measurements were provided for the fast lanes. Data were analysed for a total of 
761 665 trucks weighing 3.5 t or more with time stamps recorded to a precision of 
0.1 seconds. For accurate modelling of very small inter-vehicle gaps, a precision 
of 0.01 seconds is preferable, but the reduced precision of 0.1 seconds in the 
Slovak data is still acceptable.  
There are cameras at the WIM site in the Netherlands which photograph unusually 
heavy trucks. A total of 965 photographs of trucks of particular interest were 
examined to verify the high GVWs observed and to investigate data quality 
issues.  
The recorded data were cleaned to remove unreliable observations. This cleaning 
is essential in identifying and removing incorrect vehicle data that would 
otherwise distort the subsequent analysis [9]. As a result of the data cleaning 
17 795 vehicles were removed from the Dutch data, leaving a total of 646 548. 
There are 77 weekdays for which a full record is available, and the average daily 
flows for these days are 6540 trucks per day in the slow lane and 557 trucks per 
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day in the faster lane. Fuller details of the WIM data and of the data cleaning 
process are given in Section B.1. 
In Slovakia, a similar cleaning exercise removed 13 327 vehicles, leaving a total 
of 748 338. Of these, 349 606 are travelling in one direction, and 398 732 in the 
opposite direction. There are 290 weekdays for which a full record is available, 
and the average daily flows for these days are 1031 trucks per day in one direction 
and 1168 in the other. The maximum number of axles observed at this site is 11, 
compared with a maximum of 13 in the Netherlands. 
3.3.2 Gross vehicle weight (GVW) distribution 
The GVW histograms for both sites are illustrated in Figure 3-1. The distribution 
of weights up to 70 t shown in Figure 3-1(a) is typical of heavily trafficked 
European highways [21-23,27]. Significant numbers of very heavy vehicles were 
also recorded at both sites, as can be seen in Figure 3-1(b). The site in the 
Netherlands, because of its location, has a much higher proportion of very heavy 
vehicles, with 892 vehicles whose GVW is in excess 70 t and 236 vehicles in 
excess of 100 t, up to the heaviest observed GVW of 165.6 t. The corresponding 
figures for the site in Slovakia are 78 vehicles in excess of 70 t, 8 vehicles in 
excess of 100 t, and a maximum observed GVW of 117.1 t. Almost all of the very 
heavy vehicles at the site in the Netherlands are in the slow lane, with just seven 
vehicles in excess of 70 t in the faster lane, and a maximum there of 75.2 t.  
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 (a) Less than 70 t  (b) In excess of 70 t 
Figure 3-1 GVW histograms for both sites 
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3.4 Simulation methodology 
In Monte Carlo simulation, the parameters for each individual truck, and for the 
arrangement of trucks in each lane, are generated using lane-specific statistical 
distributions derived from the traffic measured at each site. The calculated 
characteristic load effects are highly sensitive to the assumptions used for these 
distributions. 
3.4.1 Vehicle weight and number of axles 
Many models for GVW have been used by other authors. Bimodal and trimodal 
Normal distributions have been used for the entire truck population [22,29,30]. 
Others have focussed on the weights of heavy trucks only – Kennedy et al. [31] 
assume that these can be described by a Normal distribution, whereas Grave et al. 
[27] model these with a Weibull distribution. Bailey and Bez [21] use a Beta 
distribution to model the weights of axle groups (tandems and tridems) and build 
up the GVW from this. Crespo-Minguillón and Casas [32] use the measured 
empirical distribution as the basis for MC simulation. Typically, the simulation is 
designed so that the proportion of vehicles in each class is the same as in the 
measured traffic. The vehicle class may be determined simply by the number of 
axles (and this is the approach adopted here), or in some studies further sub-
classification is applied based on axle layout [21,23]. 
In this study, the GVW and number of axles for each truck are generated using the 
'semi-parametric' approach developed by O'Brien et al. [33] (see Chapter 2). Up to 
a certain GVW threshold, where there are enough data to provide a clear 
frequency trend, an empirical bivariate distribution is used for GVW and number 
of axles. The threshold chosen for this is the value of GVW for which the bin 
count in the GVW histogram for all vehicles crosses 16 (using a bin size of 1 t). 
Beyond this threshold, a parametric fit is needed in order to smooth the trend and 
so that simulations can generate vehicles with weights and numbers of axles 
greater than those observed. The tail of a bivariate Normal distribution is fitted to 
the frequencies above the GVW threshold using truncated maximum likelihood 
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estimation (see Section B.2.2). The choice of the Normal distribution is not based 
on theoretical considerations, but it is widely used, fits the data reasonably well, 
and does not have an upper bound. The thresholds used, together with the 
expected 1000-year GVW (based on the fitted tail) are shown in Table 3-1. See 
Section A.2 for further details on the tail fitting process and the estimation of the 
expected 1000-year GVW. 
Table 3-1 GVW Thresholds and expected 1000-year GVWs for semi-parametric 
method 
Site 
Lane / 
Direction 
GVW 
Threshold (t) 
Expected 
1000-year 
GVW (t) 
The Netherlands Slow 100 234 
The Netherlands Faster 58 101 
Slovakia Slow / 1 64
 a
 167
 a
 
Slovakia Slow / 2 64 131 
Note: 
a
 Although the GVW distribution for traffic in Direction 1 in Slovakia has a significantly 
longer tail than Direction 2, the criterion used for threshold values gives the same value (64 t) for 
both lanes. 
 
3.4.2 Axle spacing 
The importance of wheelbase in bridge loading is well recognised. Sivakumar et 
al. [16] note that vehicles with closely-spaced axles such as specialized hauling 
vehicles – concrete trucks, construction vehicles – tend to govern bridge loading, 
and Tabsh and Tabatabai [34] discuss the importance of short-wheelbase vehicles 
in lateral distribution of loads. Design codes such as the Eurocode [2] incorporate 
some variation in axle spacing in load models for special vehicles, and in this 
study the accurate modelling of axle spacing is given close attention. Photographs 
from the Netherlands of heavy vehicles show that shorter vehicles are frequently 
cranes or vehicles carrying crane ballast, as in Figure 3-2(a), which often travel in 
convoy with cranes. Vehicles with a large maximum axle spacing are often “low 
loaders” carrying construction equipment, as in Figure 3-2(b). These vehicles 
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might be expected to have special permits and escort vehicles, but were recorded 
travelling at speeds similar to other traffic and are typically part of the general 
traffic on the highway.  
Different approaches have been used in the past to model axle spacing for each 
vehicle class – some have assumed fixed axle spacings [27,30]; Bailey and Bez 
[21] use Beta distributions for spacings; Sriramula et al. [35] use Normal 
distributions and model correlation between spacings using copula functions; 
O'Brien et al. [22] use a combination of unimodal and bimodal Normal 
distributions. In this study, for each vehicle measured, all axle spacings are ranked 
in descending order, starting with the maximum. In the MC simulation, an 
empirical distribution is used to generate the maximum axle spacing for each 
vehicle, given the number of axles and the GVW range (in 5 t intervals). For all 
spacings other than the maximum, fitted trimodal Normal distributions are used. 
The position of each of the ranked spacings on the vehicle is also modeled in the 
simulation using empirical distributions for all spacings in each vehicle class.  
 
  
(a) GVW=100.1 t, wheelbase=16.2 m 
(carrying crane ballast). 
(b) GVW=100.8 t, wheelbase=22.3 m 
Figure 3-2 Two 9-axle vehicles recorded in the Netherlands 
The approach used is illustrated for the case of 9-axle vehicles recorded in the 
Netherlands, and two typical examples are shown in Figure 3-2. The axle layout 
for the vehicle of Figure 3-2(a) can be characterised as follows: it has a maximum 
spacing of 4.56 m behind the third axle, the next largest spacing of 3.35 m behind 
4.56 m 
3.35 m 
11.04 m 
2.53 m 
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the first axle, with all other spacings approximately 1.40 m. The vehicle of 
Figure 3-2(b) has a maximum spacing of 11.04 m behind the fourth axle, the next 
largest spacing of 2.53 m is behind the first axle, with all other spacings between 
1.30 and 1.50 m.  
The distributions of the magnitude of the first and second largest spacings for all 
9-axle trucks in the Dutch data are shown in Figure 3-3(a), and a distinct bimodal 
shape for the maximum spacing is evident, corresponding to crane-type vehicles 
and low loaders. The distributions of the position of the first and second largest 
spacings are shown in Figure 3-3(b) which shows that the maximum spacing most 
commonly occurs behind the fourth axle, and that the second largest spacing most 
commonly occurs behind the first axle. 
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Figure 3-3 Magnitude and position of the two largest axle spacings for all 9-axle 
trucks in the Netherlands.  
This approach can be extended to characterise the axle layout for any vehicle. For 
maximum accuracy, the distributions for the magnitude and position of the first, 
second, third and fourth largest axle spacings in each class of vehicle are used in 
the simulation model. The fifth and subsequent spacings are typically in the range 
1.3 m to 1.7 m, and are all modeled with a single distribution for each vehicle 
class. For vehicles with fewer than six axles, a reduced number of distributions is 
required – for example, 3-axle vehicles are completely described by the first and 
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second largest spacing. Further details on the modelling of axle spacing are given 
in Sections B.2.3 and B.2.4. 
The importance of correctly modelling axle spacing and layout is illustrated in 
Figure 3-4 which shows the differences between the load effects on bridges of 
various spans for the two vehicles pictured in Figure 3-2. Although these two 
vehicles have very similar GVWs, the shorter vehicle of Figure 3-2(a) causes up 
to 50% greater bending moments in short to medium span simply supported 
bridges, and up to 40% greater shear forces. The longer vehicle, on the other hand, 
causes up to 15% greater hogging moments over the central support of two-span 
continuous bridges. Some of these differences are caused by variations in axle 
loading between the two vehicles, but most of the differences can be attributed to 
the difference in the maximum axle spacing. 
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Figure 3-4 Ratios of bridge load effects for the two vehicles pictured in 
Figure 3-2.  
The individual axle weights for the two vehicles pictured in Figure 3-2 are given 
in Table 3-2. 
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Table 3-2 Axle weights for the two vehicles pictured in Figure 3-2. 
  Axle weights (t) 
Vehicle GVW (t) 1 2 3 4 5 6 7 8 9 
(a) 100.1 8.3 9.5 8.7 12.4 12.6 12.5 12.3 11.9 11.9 
(b) 100.8 8.9 8.3 15.4 14.6 10.6 10.6 11.0 10.9 10.5 
3.4.3 Axle Loads 
Many different approaches have been used in modelling the distribution of the 
gross weight to the individual axles. Grave et al. [27], Harman and Davenport [36] 
and Jacob [30] use deterministic values for the proportion of GVW carried per 
axle for each vehicle class. Bailey and Bez [21] use bimodal beta distributions for 
axle groups (tandems and tridems), and Normal distributions for single axles. 
O'Brien et al. [22] use a mixture of Normal, bimodal Normal and trimodal Normal 
distributions, whereas Miao and Chan [19] use a mixture of Inverse Gaussian, 
Gumbel and Weibull distributions. Correlation between axle loads is modelled for 
each vehicle class by Crespo-Minguillón and Casas [32], and by Srinivas et al. 
[37] who use copula functions. 
The proportion of the GVW carried by each individual axle is simulated in this 
work by using bimodal Normal distributions fitted to the observed data for each 
axle from each vehicle class. The measured weights of adjacent axles are highly 
correlated, while the weights of non-adjacent axles show lower levels of 
correlation. The observed correlation structure for both adjacent and non-adjacent 
axles for each vehicle class is achieved in the simulation using the technique of 
Iman and Conover [38]. See Sections B.2.5 and B.2.6 for further details. 
3.4.4 Extrapolated vehicle classes 
As noted earlier, many authors have used models where all simulated vehicles are 
drawn from a fixed number of observed classes, but the model used here generates 
vehicles that may have more axles than any observed vehicle. The determination 
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of the axle spacing and loading for these is based on extrapolation from observed 
vehicle classes. This extrapolation for both sites is based on the Dutch WIM data 
where the maximum number of axles observed for any vehicle is 13. In the 
Slovakian data, where the maximum number of axles observed is 11, the trends 
for axle configuration appear to be very similar to comparable Dutch data. 
Figure 3-5(a) shows the relationship between GVW and average maximum axle 
spacing for both countries. As GVW increases above 60 t, the data points become 
more scattered, but the trend evident from the 20 t moving average is very similar 
in both countries. Figure 3-5(b) shows the percentage of low loaders, defined as 
those with maximum axle spacing greater than 7.5 m, as a function of GVW. In 
both countries, the percentage of low loaders rises steeply as GVW increases 
above 50 t, to approximately 50% at 100 t. In the Netherlands, the trend continues 
upwards to 100% for the heaviest observed vehicles. The trend in Slovakia is very 
similar up to 100 t, but diverges above this level. However, this divergence can be 
attributed to the sparseness of the data in Slovakia, where there are just 8 vehicles 
over 100 t. The clear trend in the Dutch data is therefore assumed to be reasonable 
for both sites. This topic is discussed further in Section B.2.7. 
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(a) Average maximum axle spacing (all 
vehicle classes) 
(b) Percentage of vehicles with maximum 
axle spacing over 7.5 m (“low loaders”) 
Figure 3-5 Trends in maximum axle spacing with weight (GVW in 1 t intervals). 
The magnitude and position of all axle spacings for extrapolated vehicle classes 
are modeled using trimodal Normal distributions fitted to measurements for Dutch 
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trucks with nine or more axles. Axle loading is modeled using a Normal 
distribution for each axle, based on the average distribution of axle loads for 
Dutch trucks with nine or more axles. To allow for the varying number of axles in 
the observed data (i.e. from 9 to 13), the random variable used for each axle is the 
proportion of the GVW carried by that axle divided by the average weight per 
axle. The proportion of the GVW carried by each of the front four axles tends to 
show the greatest variability, with the axles to the rear carrying similar loads. 
3.4.5 Gaps 
O'Brien and Caprani [39] describe the many approaches that have been used in 
other studies for modelling headways (the time between the front axles of 
successive vehicles arriving at the same point on the road). Distributions that have 
been used include the negative exponential, uniform, gamma, and lognormal, 
while some authors have used deterministic gaps (e.g. 5 m for congested traffic). 
Driver behaviour is influenced by the clear gap (bumper to bumper) in front of the 
vehicle. It is not possible to calculate this clear gap from the available WIM data, 
but it is possible to calculate the inter-axle gap – the gap between the rear axle of 
the leading truck and the front axle of the following truck. Although headway has 
been used in other studies, inter-axle gap is used here as it is a better proxy for the 
clear gap and is not dependent on overall vehicle length.  
Gap distributions for each lane are fitted to the observed data for different flow 
rates in approximately 20 increments up to the maximum observed flow rate in 
each lane. For each flow rate, three piecewise quadratic curves are fitted to the 
observed cumulative distributions of gaps up to 4 seconds, in a similar way to that 
described by O'Brien and Caprani [39] for headways. For gaps greater than 
4 seconds (in which case following trucks are unlikely to be on the bridge 
simultaneously), a negative exponential distribution is adopted as a sufficiently 
accurate approximation. 
Modifications are made to the gap distributions to account for the observed 
dependence of gaps on the GVW of each truck, as heavier trucks tend to travel 
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farther apart [36]. As can be seen in Figure 3-6, the gap distribution for all trucks 
is not a particularly good fit in the critical area up to 1.5 s when the leading truck 
is over 70 t. The distribution is shifted to the right by 0.2 s to achieve a better fit. 
This adjustment significantly improves the match between observed and 
simulated bridge loading events which feature two following same-lane trucks. 
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Figure 3-6 Inter-vehicle gap distributions for the Dutch site. 
Examination of the measured data confirms, as might be intuitively expected, that 
successive gaps are not independently distributed. Small gaps tend to occur in 
clusters – the gap behind a vehicle is dependent to some extent on the gap in front 
of it. This is simulated by using a number of conditional gap distributions for each 
flow rate. The distribution to be used in generating the gap behind a vehicle is 
selected according to whether the gap in front of the vehicle is under 0.7 s, 
between 0.7 and 1 s, between 1 and 2 s, between 2 and 4 s, or over 4 s. See 
Section B.2.8 for further details. 
3.4.6 Traffic flows and speeds 
In other studies, traffic flow has been modeled as constant throughout the day 
[21], or by using “homogeneous” days with variable hourly flow which is the 
same for all days [29,40]. The latter approach is extended here to allow for 
variable daily flows which incorporate both random daily variation and some 
apparent seasonal variation. The Weibull distribution has been used elsewhere to 
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model the temporal variation in traffic flows [41], and it gives a very good fit for 
the measured daily traffic volumes at both sites. It is used to generate a variable 
number of trucks for each day of the simulation. For the Netherlands, it is applied 
to the slow lane only, and the daily traffic flow in the faster lane is scaled to give 
the same ratio each day between the flows in the two lanes. In Slovakia, it is 
applied independently to the flows in both bi-directional lanes. The Weibull 
distribution has an upper bound, and in the slow lane in the Netherlands for 
example, it produces daily flow values of between 4800 and 7300 trucks per day, 
with a mean of 6545. The averages of the observed hourly flows throughout the 
24 hour period over all measured weekdays are scaled to produce the required 
flow for each simulated day. The use of a variable number of trucks per day has a 
slight effect on the extreme value distribution of daily maxima, but when yearly 
maxima are used, the block size becomes effectively constant, as is required for 
the application of extreme value statistics. No growth in traffic volumes is 
allowed for – annual average traffic flow is assumed to remain constant over the 
period represented by the simulation. See Section B.2.9 for more details on traffic 
flows. 
Truck speeds are generated using the empirical frequency distribution for each 
lane combined with the method described by Iman and Conover [38] to give the 
high correlation observed between speeds of successive vehicles. See 
Sections B.2.10 and B.2.6 for further details. 
The measurements at the site in the Netherlands are for two same-direction lanes, 
whereas in Slovakia they are for two lanes in opposing directions. For the 
purposes of comparing simulated and observed results, the two lanes in the 
Netherlands are treated separately. In Slovakia, it is possible to compare directly 
results for simulated and observed bi-directional traffic.  
3.4.7 Simulation of bridge loading 
The simulated traffic is passed in time steps of 0.02 s over simply supported and 
two-span continuous bridges of various length. Maximum load effects are 
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calculated for each simulated loading event, and these events are categorised into 
different types depending on the number of trucks on the bridge when the 
maximum occurs [40]. Depending on the length of the simulation run, daily, 
monthly or yearly maxima are calculated for each event type. For the purposes of 
comparing simulated and observed results, the bridge is assumed to be a simple 
beam, and the transverse position of the vehicles is ignored. 
If observations of a random variable, drawn independently from the same parent 
distribution, are grouped in blocks of fixed size, the distribution of the block 
maxima will tend asymptotically to a Generalized Extreme Value (GEV) 
distribution, and a convenient way of presenting such results is to plot the 
calculated block maxima on Gumbel probability paper [24].  
3.5 Results from simulation runs 
The simulations are run for a time-span of 8 years (2000 working days) and the 
daily maximum load effects from a single simulation run for each site are 
compared with those calculated from 77 days of measured traffic in the 
Netherlands and 290 days in Slovakia. Representative results are shown on 
Gumbel probability paper in Figure 3-7 and Figure 3-8 for different load effects 
on a 35 m bridge. For the Netherlands (Figure 3-7), the three loading event types 
shown for the slow lane are those featuring one, two and three following trucks in 
the same lane. The 3-truck event is relatively rare for shorter spans and does not 
occur on every day. This accounts for the zero values shown for this curve. The 
one-truck event clearly governs over the simulated 8-year time span for both load 
effects.  
For the bi-directional traffic in Slovakia in Figure 3-8, four event types are 
shown – the one and two-truck same-lane events (denoted by “1” and “2” 
respectively), the two-truck meeting event, with a truck in each lane (“1+1”), and 
the three-truck meeting event, with two trucks in one lane (“2+1”). In this 
example, it is less clear which event type governs bridge loading over this time 
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span, with both the one-truck and the two-truck meeting events producing similar 
maximum values. 
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Figure 3-7 The Netherlands, slow lane only: Daily maximum load effects, bridge 
length = 35 m  
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Figure 3-8 Slovakia, bi-directional traffic: Daily maximum load effects, bridge length 
= 35 m 
Results for load effects from the simulation show good agreement with those 
calculated from measured data. The slight divergence of some of the measured 
values at the upper end of the curves can be attributed to the random nature of 
extreme events, and the principal objective of the simulation is to ensure that the 
model matches the main trends in the observed data. See Section B.3 for results 
from all sites. 
  Chapter 3 
 35 
3.6 Conclusions 
Extensive collections of high-quality WIM measurements have been used to 
calibrate a bridge traffic loading model which seeks to capture all significant 
aspects of heavy vehicle traffic. The measurements are considered to be typical of 
traffic on European highways in recent years. The model is site-specific in that 
each simulation run is based on statistical distributions of parameters measured at 
a particular location, but can be used for any site where extensive WIM 
measurements are available. The model can be used to estimate maximum bridge 
load effects over a chosen time span and can be used either in the assessment of 
existing bridges or for the verification and re-calibration of bridge design or 
assessment codes. 
Results have been found to be dependent on the method chosen for extrapolating 
measured GVWs to estimate lifetime maximum weights, and on the assumptions 
used in generating vehicles with a greater number of axles than any observed in 
the WIM data. The results are particularly sensitive to the modelling assumptions 
regarding axle spacings and wheelbase, and to a lesser extent on the method of 
distributing the gross weight to each axle. Results for loading events which 
feature two or more trucks in the same lane are sensitive to the modelling of inter-
vehicle gaps. 
Previous approaches have required many simplifying assumptions. The model 
described here aims to remove as many limitations as possible and to develop a 
simulation model that is generally applicable to many different vehicle types. 
While design and assessment codes usually separate special vehicles requiring 
permits from normal traffic, the model presented here includes the entire 
population of highway-speed vehicles that a bridge is likely to carry during its 
lifetime. 
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Chapter 4 Maximum lifetime traffic loading scenarios on short 
and medium span bridges 
4.1 Abstract  
This paper outlines a method of calculating site-specific lifetime extreme traffic 
load effects for two-lane opposing-direction bridges. A common approach is to 
use statistical distributions derived from weigh-in-motion (WIM) measurements 
as the basis for Monte Carlo simulation of traffic loading over a number of years, 
and to estimate lifetime bridge load effects by extrapolation from the results of 
this simulation. This extrapolation can result in relatively high variance in the 
estimates. The simulation model presented in this paper has been optimised to 
allow the simulation of 1000 or more years of traffic and this greatly reduces the 
bias and variance of the resulting estimates for lifetime loading. Using this 
approach, it is possible to analyse the type of loading scenarios that cause the 
maximum lifetime load effects. Extensive collections of recent WIM data from 
highway sites in five European countries have been used as the basis for the 
simulation of traffic loading on short to medium span bridges with varying 
degrees of lateral distribution. Conclusions can be drawn about the type of 
vehicles likely to be involved in maximum lifetime loading scenarios, and the 
results highlight the importance of restricting both the weight and frequency of 
special vehicles.  
4.2 Introduction 
Codes of practice for the design and assessment of highway bridges are based on 
estimates of the maximum traffic loading that is likely to be encountered during 
the lifetime of the bridge. In the United States, the AASHTO codes are based on 
the distribution of the 75-year maximum load effects – bending moments and 
shear forces – with these distributions being characterised by their means and 
variances [1]. In Europe, Eurocode 1 : Part 2 [2] is based on the distribution of the 
50-year maximum, and the characteristic load effect is defined as the value with a 
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5% probability of being exceeded in 50 years, which is approximately equal to the 
load effect with a return period of 1000 years (see Section C.1 for a discussion of 
return periods). The estimation of the distribution of these lifetime maxima for 
code calibration has been based on extrapolation from measurements of traffic 
taken over relatively short periods of time [1,3]. Similarly, for bridge assessment, 
it is increasingly common for Weigh-in-Motion (WIM) technology to be used to 
measure site-specific traffic over a period of time [4,5], and the assessment is then 
based on extrapolation to the required lifetime. In general, this extrapolation has 
been done by fitting some statistical distribution to either the load effects 
calculated from the measured data, or to the results from Monte Carlo simulation, 
and then using the fitted distribution as the basis for extrapolation. The choice of a 
suitable statistical distribution can be problematic, and can lead to widely varying 
results.  
In the development of U.S. and Canadian codes for bridge design, Nowak [1,6] 
used measurements taken in Ontario in 1975 [7] for a total of 9250 trucks. Load 
effects were calculated for these trucks for different bridge spans and plotted on 
Normal probability paper. The curves were extrapolated to give estimates for the 
mean 75-year load effect, and the coefficient of variation was estimated by raising 
the distributions to a power based on typical truck volumes. This process requires 
a significant degree of engineering judgement and subjectivity, as noted by Miao 
and Chan [8] and Gindy and Nassif [9]. In the development of the Eurocode [2], 
traffic measurements were collected over some weeks at different times, and a 
number of different extrapolation techniques were applied. Multimodal Normal 
and Gumbel distributions were fitted to measured load effects for individual 
loading events, and the Gumbel extreme value distribution was fitted to periodic 
maxima calculated from simulation. The Rice level-crossing formulation was also 
used [3,10].  
Cooper [11] uses the Gumbel extreme value distribution, whereas the Generalized 
Extreme Value (GEV) distribution is applied by Caprani et al. [12] for simulations 
of up to five years of traffic, and by James [13] who notes its sensitivity to 
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changes in the shape parameter. The GEV distribution incorporates the Gumbel, 
Fréchet (unbounded) and Weibull (bounded) distributions. Fitting a distribution to 
the full data set of periodic maxima can give excessive emphasis to loading 
scenarios which do not make any significant contribution to the characteristic 
value. Castillo [14] recommends fitting the Gumbel distribution to the upper tail 
of the data (by selecting the top n2 data points), but this risks placing excessive 
emphasis on a small number of extreme cases. Crespo-Minguillón and Casas [15] 
and James [13] use the peaks over threshold extreme value approach, while 
Cremona [16] adopts the Rice level-crossing technique.  
In this paper, the lifetime maximum load effects are found directly from a Monte 
Carlo simulation of 1000 years or more of heavy vehicle traffic. This approach 
obviates the need to extrapolate using a statistical distribution fitted to load 
effects, and gives much more consistent results compared with existing 
approaches. Variation in results from extrapolation of up to 33% have been 
reported by Gindy and Nassif [9], and up to 20% for the estimation of 
characteristic load for the Eurocode [17]. The problems associated with 
extrapolation are illustrated in the Gumbel probability plot in Figure 4-1. This 
shows daily maximum mid-span bending moments for a 35 m bridge, for 8 years 
of simulated traffic. The results of directly simulating 1000 years of traffic are 
also shown as annual maxima. The Gumbel and GEV distributions are used to 
extrapolate from the 8-year simulation to the characteristic 1000-year load effect, 
but both give estimates which are approximately ±20% different from the value 
obtained by direct simulation. 
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Figure 4-1. Extrapolation of 8-year simulation to 1000 years 
Extrapolation from short periods does not give a clear idea of what types of trucks 
are likely to be involved in lifetime maximum loading events. Long-run 
simulations provide examples of the types and combinations of vehicles that are 
likely to feature in extreme bridge loading. This is useful in identifying the 
relative importance of factors such as gross vehicle weight (GVW), the weights of 
individual axles and of groups of axles, wheelbase, and axle layout. This in turn 
may help in identifying useful legal restrictions on truck types. Simulating 1000 
years of traffic also makes it possible to model extremely rare events such as one 
exceptionally heavy truck or a number of extremely heavy trucks meeting on a 
bridge which can be critical in its lifetime [4]. Identification of such rare events is 
a potential problem with short-run simulations [18].  
For this study, a simulation model has been developed and calibrated against 
extensive WIM data collected at five European sites. While many simulation 
models include some restrictive assumptions about vehicle types [19-22], a 
generally applicable simulation model is developed here which extrapolates both 
vehicle weights and types. The model has been optimised to make it practical to 
run for periods of 1000 years on a conventional desktop computer. This paper 
focuses on free-flowing traffic which is assumed to govern for the range of bridge 
spans considered – 15 to 45 m [3]. 
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4.3 Simulation methodology 
A large database of WIM measurements was collected for five European sites 
between 2005 and 2008, as detailed in Table 4-1 and Section B.1. Bridge loading 
results are presented here for the four Central European sites for bridges with one 
lane in each direction. The measurements from the Netherlands are used to model 
extremely heavy vehicles, but the traffic volumes at this site are unlikely to be 
encountered on bridges of this type. 
Table 4-1. WIM data 
Country 
Netherlands 
(NL) 
Slovakia 
(SK) 
Czech 
Republic 
(CZ) 
Slovenia 
(SI) 
Poland 
(PL) 
Site Woerden Branisko Sedlice Vransko Wroclaw 
Road number 
A12 
(E25/E30) 
D1 (E50) 
D1 
(E50/E65) 
A1 
(E57) 
A4 (E40) 
Number of 
measured Lanes 
2 2 2 2 2 
Number of 
directions 
1 2 1 1 1 
Total trucks 646 548 748 338 729 929 147 752 429 680 
Number of 
weekdays 
77 290 148 39 87 
Average daily 
truck traffic 
(ADTT) in one 
direction 
7 102 1 100 4 751 3 293 4 022 
Maximum number 
of axles 
13 11 12 12 9 
Maximum GVW 
(t)  
165.6 117.1 129.0 131.3 105.9 
No. over 80 t 609 37 66 3 15 
A detailed description of the methodology adopted is given in Chapter 3, and is 
summarised here. For Monte Carlo simulation, it is necessary to use a set of 
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statistical distributions based on observed data for each of the random variables 
being modelled. For gross vehicle weight and vehicle class (as defined here by the 
number of axles on the vehicle), a semi-parametric approach is used as described 
in Chapter 2. This involves using a bivariate empirical frequency distribution in 
the regions where there are sufficient data points. Above a certain GVW threshold 
value, the tail of a bivariate Normal distribution is fitted to the observed 
frequencies, and this allows vehicles to be simulated that may be heavier than, and 
have more axles than, any measured vehicle. Results for lifetime maximum 
loading vary to some degree based on decisions made about extrapolation of 
GVW, and about axle configurations for these extremely heavy vehicles, and 
these decisions are, of necessity, based on relatively sparse observed data. 
Bridge load effects for the spans considered here are very sensitive to wheelbase 
and axle layout. Within each vehicle class, empirical distributions are used for the 
maximum axle spacing for each GVW range. Axle spacings other than the 
maximum are less critical and trimodal Normal distributions are used to select 
representative values. The proportion of the GVW carried by each individual axle 
is simulated in this work using bimodal Normal distributions fitted to the observed 
data for each axle for each vehicle class. The correlation matrix is calculated for 
the proportions of the load carried by adjacent and non-adjacent axles for each 
vehicle class, and this matrix is used in the simulation using the technique 
described by Iman and Conover [25].  
Traffic flows measured at each site are reproduced in the simulation by fitting 
Weibull distributions to the daily truck traffic volumes in each lane at each site, 
and by using hourly flow variations based on the average weekday traffic patterns 
in each lane. A year‟s traffic is assumed to consist of 250 weekdays, with the very 
much lighter weekend and holiday traffic being ignored. This is similar to the 
approach used by Caprani et al. [12] and Cooper [26]. For same-lane multi-truck 
bridge loading events it is important to accurately model the gaps between trucks, 
and the method used here is based on O'Brien and Caprani [27]. The observed gap 
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distributions up to 4 seconds are modelled using quadratic curves for different 
flow rates, and a negative exponential distribution is used for larger gaps. 
4.4 Two-lane traffic 
The traffic modelled here is bidirectional, with one lane in each direction, and 
independent streams of traffic are generated for each direction. In simulation, 
many millions of loading events are analysed, and for efficiency of computation it 
is necessary to use a reasonably simple model for transverse load distribution on 
two-lane bridges. This is achieved here by calculating load effects for each 
vehicle based on a simple beam, and multiplying these load effects by a lane 
factor to account for transverse distribution. The lane factors used are based on 
finite element analyses which were performed on bridges with different spans 
(from 12 to 45 m), and different construction methods (solid slab for shorter 
spans, and beam-and-slab for longer spans). One lane is identified as the 
“primary” lane and the lane factor for vehicles in this lane is always taken as 
unity. When a vehicle is also present in the other “secondary” lane, the location of 
maximum stress is identified in the finite element model, and the relative 
contributions of each truck is calculated. In some cases the maximum stress 
occurs in a central beam, and the contribution from each truck is similar, giving a 
lane factor close to 1.0 for the secondary lane. In other cases, the maximum stress 
occurs in a beam under the primary lane, and the lane factor for the secondary 
lane is significantly reduced. In the case of shear stress at the supports of a simply 
supported bridge, the maximum occurs when each truck is close to the support, 
and the lateral distribution is very much less than for mid-span bending moment. 
As a result of this analysis, two sets of lane factors are used in the simulation runs, 
one at either end of the calculated ranges – “low” and “high”. The factors used are 
shown in Table 4-2, together with the three types of load effect that are examined 
in all simulation runs. See Section C.2 for more details on lane factors. 
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Table 4-2. Lane Factors for secondary lane 
 
Load Effect 
Lane Factors 
 Low High 
LE1 Mid-span bending moment, simply supported 0.45 1.0 
LE2 Support shear, simply supported 0.05 0.45 
LE3 Central support hogging moment, 2-span continuous 0.45 1.0 
At the WIM sites in four of the five countries, the data are for two same-direction 
lanes, and the percentage of the total truck traffic in the slow lane ranges between 
92% and 96%. For the purposes of this study, the truck volumes in the faster lane 
are merged with the slow lane to give a stream of single-lane traffic, with gap 
distributions adjusted for the slightly higher flow rate. This is similar to the 
approach that has been used in other studies [28] and is conservative as it neglects 
the increased gaps between trucks that would be introduced by merging all traffic 
– trucks and cars – in both lanes. In Slovakia, where the measurements are for the 
slow lane only in each direction, the simulation is based on the measured traffic 
flows. According to Rogers [29], the peak capacity of a two-lane bidirectional 
road is approximately 2000 vehicles per hour in each lane, and while the 
percentage of trucks is site dependent it would typically be in the range of 5% to 
15%. This would imply that the truck volumes in the Netherlands would most 
likely cause congestion, but that the volumes at the other sites could quite 
plausibly be carried by a two-lane bridge. The WIM data from the Netherlands are 
very useful in characterising the axle configuration for extremely heavy vehicles 
in all countries, but the bridge loading results presented here are confined to the 
four Central European countries. 
4.5 Program optimization and significant loading events 
Optimization is achieved through careful program design in C++, parallel 
processing, and by focussing on significant loading events. Parallel processes 
generate simulated traffic in each lane, while other processes calculate load effects 
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and gather periodic maxima for all event types on bridges of different spans (refer 
to Section C.3).  
The aim of using significant loading events is to confine the simulation to a subset 
of the sample space of loading events [30,31]. Ideally, this subset should include 
only those loading events likely to influence the characteristic loading. At the 
Czech site, where the traffic volume is relatively high (4751 trucks per day in 
each direction), there are 9104.2   vehicles in 1000 years of bidirectional traffic. 
Using the programs designed by the authors, a full simulation of these events and 
calculation of load effects for four bridge spans takes about 4 days on a single 
personal computer with a 1.73 GHz Intel
®
 Pentium
®
 Dual-Core processor. An 
examination of the composition of the top 300 yearly maximum loading events in 
a 1000-year simulation run shows that the combined GVW of the truck(s) on the 
bridge when the maxima occur is greater than a threshold that is dependent on the 
site and the bridge span. This threshold for combined GVW ranges from 70 to 95 t 
for spans from 15 to 45 m in the four Central European countries. This can be 
used to greatly reduce the original sample space of loading events, as detailed load 
effect calculations are only required for those groups of trucks whose combined 
GVW exceeds the threshold (i.e. significant loading events). Applying this 
technique reduces the processing time for 1000 years of traffic at the Czech site to 
about 1 day. At the other sites, where the volumes of truck traffic are lower, the 
processing time is correspondingly less. Establishing the optimum GVW 
threshold requires an initial simulation to be run, but even for this initial run a 
threshold of, say, 40 t can be used to greatly reduce processing time. See 
Section C.5 for more details on significant loading events. 
4.6 Loading events and vehicle types 
In order to analyse bridge loading in more detail, loading events are classified 
according to the number and types of vehicle in each lane of traffic, and the 
maximum load effect that occurs during each event is recorded. A classification of 
22 distinct event types is used (see Section C.4), and for each event type, the 
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maximum load effect is identified for each year of the simulation period. This 
classification of different event types has been found to improve the convergence 
of the results to the Generalized Extreme Value distribution [12], although using 
annual rather than daily maxima also greatly improves this convergence. 
The WIM measurements for all sites show that trucks in excess of 50 t are often 
either crane-type vehicles with all axles closely spaced, or low-loaders which are 
characterised by having two groups of closely-spaced axles and a large spacing 
(of approximately 10 m) between the two groups. At the central European sites, 
very few vehicles weigh in excess of 100 t, and the measurements from the 
Netherlands are used as a template for extremely heavy simulated vehicles at all 
sites. In the Netherlands crane-type vehicles become rare when the GVW exceeds 
120 t, and above this weight almost all vehicles are low-loaders. Both vehicle 
types are significant in bridge loading – the crane-type vehicle represents a 
concentrated load which gives relatively high bending moments and shear forces 
in simply supported spans, while the low loaders can produce high hogging 
moments over central supports in multi-span continuous bridges. These effects are 
most noticeable for bridge lengths in the range from 20 m to 40 m. For longer 
bridges, GVW is more important than variations in wheelbase, whereas for short 
bridges (below 20 m), the weights of individual axles and of groups of axles tend 
to be more significant [4]. For the purposes of classification, some simple rules 
have been adopted here. A crane-type vehicle is defined as one where the largest 
axle spacing is less than 4.5 m, and the average axle spacing is less than 2.5 m. A 
low loader is one where the largest spacing is 7.5 m or more. All other vehicles 
(and all 2-axle vehicles) are classified as “standard”. 
4.7 Using 1000-year simulations to estimate lifetime maximum loading 
Due to the randomness inherent in the process, successive 1000-year simulation 
runs do not produce identical results, and the variation between runs becomes 
more pronounced in the upper tail. Running simulations for much longer periods – 
10 000 years or more – is one way of reducing the variation at 1000 years to close 
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to zero, and indeed obviates the need to fit any distribution to the results. However 
it has been found that fitting a suitable distribution to the 1000-year simulation 
results allows characteristic load effects to be estimated accurately, with minimal 
bias and variation.  
In order to assess the reliability of estimates based on 1000-year simulations, a 
number of much longer simulations were performed for two of the sites, Slovakia 
and Slovenia, for two bridge spans, 35 m and 45 m. In the case of Slovenia, over 
12 000 years were simulated and in Slovakia, where daily truck volumes are 
lower, over 31 000 years were simulated on the two bridges. These runs give 
accurate reference values for various measures of lifetime loading, based on the 
simulation model. The very long runs are then divided into blocks of 1000 years 
and different methods are applied to estimate lifetime loading from these 1000-
year runs. The variability in the upper tail of the 1000-year blocks is evident in 
Figure 4-2. 
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Figure 4-2 12 000 years of annual maximum simulated bending moment on a 
35 m bridge in Slovenia compared with multiple 1000-year blocks 
Two distributions are examined – the Gumbel and Weibull – and two subsets of 
the 1000 annual maxima are used for fitting – the top n2  (63) values as 
recommended by Castillo [14], and the top 30% of values. Distributions are fitted 
to the annual maxima for each of 22 distinct and independent event types and the 
resulting cumulative distribution functions are multiplied together to obtain the 
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composite distribution statistics (“CDS”) as described by Caprani et al. [12]. 
Distributions are also fitted to the overall annual maximum load effects, 
regardless of event type. The 75-year mean maximum load effect is estimated 
empirically by dividing the 1000 annual maxima into 13 blocks of 75 and 
calculating the mean of the 13 block maxima.  
The various techniques are applied to each block of 1000 values for three load 
effects on the two bridge lengths at each of the two sites. The average bias 
(compared to the reference values) and the average coefficient of variation (COV) 
of the different techniques are calculated, and the results shown in Table 4-3. All 
of the methods give similar results for the characteristic value, with the exception 
of the Gumbel applied to the CDS which appears to be unduly conservative. The 
Weibull distribution applied to the top 30% CDS method is chosen for further use 
in this study although is appears to be slightly conservative. For the 75-year mean, 
the empirical estimate is chosen, and the bias for this is zero because the reference 
values are calculated in the same way, but it can be seen that the variation is also 
acceptably low. See Section C.6 for further details.  
Table 4-3 Bias and COV of different estimation methods relative to very long-run 
simulations 
  
Composite distribution 
statistics (CDS) Overall annual maxima  
Estimated Parameter Gumbel Weibull Gumbel Weibull 
Empir
-ical 
 
n2  
Top 
30% 
n2  
Top 
30% 
n2  
Top 
30% 
n2  
Top 
30% 
All 
Characteristic 
1000-year load 
effect 
Bias 6.4% 16.8% 0.0% 3.5% 0.8% 4.1% -0.6% -0.5%  
COV 1.9% 1.8% 2.1% 2.6% 1.7% 1.2% 1.9% 1.9%  
75-year
a
 mean 
Bias 2.6% 8.6% -0.1% 1.2% 0.1% 1.8% -0.2% -0.1% 0.0% 
COV 1.1% 1.1% 1.0% 1.2% 1.0% 0.8% 1.0% 1.0% 1.2% 
Note: 
a
 Results for the 50-year maxima are similar to those for the 75-year maxima 
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4.8 Results from 1000-year simulation runs 
1000-year simulations were performed for each site. The simulated traffic was run 
over four bridge lengths – 15, 25, 35 and 45 m – and three load effects were 
calculated for low and high transverse distribution (lane factors), as shown in 
Table 4-2.  
The output from each simulation run includes the annual maximum value of each 
load effect for each event type described earlier, as well as the overall annual 
maximum load effect, regardless of event type. These can be plotted on Gumbel 
probability paper as shown for example in Figure 4-3 for mid-span bending 
moment on a simply supported 35 m bridge with low transverse distribution. A 
Weibull fit to the top 30% of values is also shown. As can be seen, the fit for the 
Czech data is almost linear, suggesting a Gumbel distribution, whereas for the 
other sites there is more pronounced curvature, indicating that the Weibull 
distribution is more appropriate. An advantage of using the Weibull distribution is 
that it encompasses the Gumbel distribution as the limiting case as the shape 
factor tends towards zero. 
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Figure 4-3. Load Effect 1, low lane factors, 35 m span, overall annual maxima, 
with Weibull fits to top 30% (SK = Slovakia, PL = Poland, CZ = Czech Republic, 
SI = Slovenia) 
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In Table 4-4, sample results for lifetime maximum loading are given for a 35 m 
bridge. It can be seen that the 50-year and 75-year mean values are very similar in 
magnitude, and are approximately 10% lower than the 1000-year return values. 
The COV of the 50 and 75 year mean values are around 5%, and this compares 
with results from other studies for site-specific static load effects [4]. See 
Section C.7 for more detailed results. 
Table 4-4. Lifetime maximum load effects – 35 m bridge 
Site 
Lane 
Factors 
1000-year 
return  
50-Year 
Mean 
50-year 
COV 
75-Year 
Mean 
75-year 
COV 
 LE1: Mid-span Moment (kNm) 
Czech 
Republic 
High 10 766 9 853 4.9% 9 994 4.6% 
Low 9 539 8 592 5.2% 8 699 5.4% 
Slovenia 
High 10 548 9 383 6.2% 9 498 6.1% 
Low 8 905 8 220 4.4% 8 288 4.5% 
Poland 
High 10 202 9 441 4.7% 9 563 4.7% 
Low 8 631 8 136 3.3% 8 227 3.3% 
Slovakia 
High 9 862 8 776 6.9% 8 933 6.9% 
Low 8 368 7 864 3.5% 7 914 3.5% 
LE2: Support shear (kN) 
Czech 
Republic 
High 1 177 1 058 5.6% 1 073 5.6% 
Low 1 165 1 049 5.6% 1 061 5.5% 
Slovenia 
High 1 088  989 5.9% 1 005 6.1% 
Low 1 087  983 6.3%  998 6.6% 
Poland 
High 1 059  978 4.4%  988 4.4% 
Low 1 049  967 4.3%  978 4.3% 
Slovakia 
High 1 003  935 3.9%  945 3.9% 
Low  992  934 3.6%  945 3.6% 
LE3: Hogging Moment 
a 
 – Central Support (kNm) 
Czech 
Republic 
High 2 687 2 439 5.3% 2 474 5.2% 
Low 2 489 2 279 4.9% 2 312 4.7% 
Slovenia 
High 2 569 2 270 7.2% 2 309 7.2% 
Low 2 428 2 115 7.7% 2 162 7.6% 
Poland 
High 2 459 2 254 5.2% 2 291 5.1% 
Low 2 263 2 092 4.6% 2 118 4.4% 
Slovakia 
High 2 312 2 091 5.6% 2 122 5.4% 
Low 2 235 2 057 4.9% 2 090 4.5% 
Note: 
a
 For hogging moment, the results are for a 2-span bridge with an overall length of 35 m. 
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4.9 Lifetime maximum loading scenarios 
In Figure 4-4, some sample schematic layouts of maximum-in-lifetime loading 
scenarios are shown. For each site, bridge span, load effect and level of transverse 
distribution, similar diagrams are generated for the top 20 loading events in 1000 
years of simulation. These are useful in assessing the plausibility of the estimated 
characteristic values, and an analysis of these scenarios allows some general 
conclusions to be drawn. For further details of loading scenarios, see 
Sections C.7.5 and C.7.6. 
 
(a) Czech Republic, high lateral distribution 
Load effect 1: Mid-span moment, simply supported 
104 t and 61 t 
 
(b) Poland, low lateral distribution 
Load effect 2: Support shear, simply supported 
157 t 
 
 
(c) Slovenia, high lateral distribution 
Load effect 3: Hogging moment, two-span  
33 t and 148 t 
 
(d) Slovakia, low lateral distribution 
Load effect 3: Hogging moment, two-span  
165 t 
Figure 4-4 Schematics of selected maximum-in-lifetime loading scenarios on a 
35 m bridge 
  Chapter 4 
 58 
4.9.1 Load Effect 1 – Mid-span bending moment, simply supported bridge 
Where there is high transverse distribution of load, typical lifetime maximum 
loading events feature two trucks meeting on the bridge. In most cases, there is 
one very heavy vehicle meeting a more frequent 5 or 6-axle truck, as in 
Figure 4-4(a) for the Czech Republic. This is an example of Turkstra‟s rule [32]. 
The heavy vehicle is typically a crane-type vehicle with a GVW within the range 
observed in the WIM data. When there is low transverse distribution, 1-truck 
events are more common and often feature a heavy crane or a low loader 
significantly heavier than any observed. Two-truck events still feature, although 
usually with one very heavy truck meeting a frequent truck.  
4.9.2 Load Effects 2 – Shear at support, simply supported bridge 
For shear, transverse distribution is relatively low (see Table 4-2) because the 
trucks are close to the bridge abutments. As a consequence, one-truck events tend 
to dominate, often composed of a low loader significantly heavier than any 
observed vehicle, as in Figure 4-4(b) for Poland. In some cases, there is a light 
truck on the bridge at the same time. Due to the assumptions in the simulation 
based on WIM data from the Netherlands, low loaders are the dominant type for 
the heaviest vehicles. 
4.9.3 Load Effect 3 – Hogging moment over central support, two-span 
continuous bridge 
Low loaders also feature frequently for this load effect, partly because they are the 
dominant type above 120 t, but also because of the shape of the influence line for 
hogging bending moment. A low loader can straddle both spans and so produce 
higher moments than a crane-type vehicle of the same GVW. Some events have a 
heavy low loader in one lane meeting a frequent truck in the other lane, as in 
Figure 4-4(c) for Slovenia. For low transverse distribution, one-truck events are 
more common and the single truck tends to have a GVW significantly heavier 
than any observed as in Figure 4-4(d) for Slovakia. 
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4.10 Conclusions 
A simulation model has been developed and calibrated against extensive 
collections of measured WIM data. It is applied to sites in different European 
countries and has been found to work well for all sites. The model is designed to 
extrapolate in a consistent way from measured traffic to vehicles that are heavier 
and have more axles than any that have been observed.  
The simulation process has been optimised to allow very long runs to be done, in 
excess of 1000 years, and this greatly reduces the variability of results and largely 
avoids issues about the selection of suitable statistical distributions for 
extrapolation purposes. Estimates with low bias and variance can be calculated for 
characteristic 1000-year load effects and for the distributions of 50- and 75-year 
lifetime maxima that can be used for reliability-based design and assessment. 
The long-run simulations make it possible to examine in detail the types of 
loading events that give rise to the characteristic load effects. Bridge loading for 
the spans considered at these sites is governed by single-truck and 2-truck meeting 
events. The 1-truck events often feature trucks significantly heavier than any 
observed. The assumptions made in building the simulation model have an 
important influence on these results. The key assumptions about the extrapolation 
of GVW and the proportions of different truck types for extremely heavy vehicles 
are, by definition, based on relatively sparse data. The 2-truck events generally 
feature an extremely heavy truck meeting an average truck (Turkstra‟s rule), with 
the weight of the heavy truck often within the range of the observed data.  
In general, special vehicles well above normal legal weight limits govern bridge 
loading. For bridge owners, the monitoring and control of these “special” vehicles 
is essential. Reducing the frequency of crane-type vehicles would reduce the 
probability of these meeting other heavy trucks on a bridge. Extremely heavy low 
loaders are rarer at all sites, but controlling the gross weight of these would also 
reduce the characteristic maximum-in-lifetime loading. 
  Chapter 4 
 60 
Acknowledgements 
The authors gratefully acknowledge the support of DVS in the Dutch Ministry of 
Transport and Waterworks, and of the 6
th
 Framework European Project, 
ARCHES. 
4.11 References 
[1] Nowak, A. S. Live load model for highway bridges. Structural Safety 
1993; 13: 53-66. 
[2] EC1. Eurocode 1: Actions on structures, Part 2: Traffic loads on bridges. 
Brussels: European Standard EN 1991-2:2003: European Committee for 
Standardization, TC250; 2003. 
[3] Flint, A. R. and Jacob, B. Extreme Traffic Loads on Road Bridges and 
Target Values of Their Effects for Code Calibration. Proceedings of 
IABSE Colloquium, Delft, The Netherlands: IABSE-AIPC-IVBH; 1996, 
469-78. 
[4] Moses, F. Calibration of load factors for LRFR Bridge Evaluation: 
NCHRP Report No. 454. Washington D.C.: Transportation Research 
Board; 2001. 
[5] Sivakumar, B. and Ibrahim, F. I. S. Enhancement of bridge live loads 
using weigh-in-motion data. Bridge Structures 2007; 3 (3-4): 193-204. 
[6] Nowak, A. S. Load model for bridge design code. Canadian Journal of 
Civil Engineering 1994; 21: 36-49. 
[7] Agarwal, A. C. and Wolkowicz, M. Interim report on Ontario Commercial 
Vehicle Survey 1975: Ministry of Transportation & Communications, 
Ontario; 1976. 
  Chapter 4 
 61 
[8] Miao, T. J. and Chan, T. H. T. Bridge live load models from WIM data. 
Engineering Structures 2002; 24: 1071-84. 
[9] Gindy, M. and Nassif, H. H., Comparison of traffic load models based on 
simulation and measured data. Joint International Conference on 
Computing and Decision Making in Civil and Building Engineering, 
Montréal, Canada; 2006, [online] available from: 
http://www.icccbexi.ca/html/en/AutIndex.htm#G, accessed 8 May 2007 
[10] O'Connor, A., Jacob, B., O'Brien, E. J. and Prat, M. Report of current 
studies performed on normal load model of EC1 Part 2. Traffic loads on 
bridges. Revue Française de Génie Civil 2001; 5 (4): 411-33. 
[11] Cooper, D. I. Development of short-span bridge-specific assessment live 
loading. in Safety of bridges, P. C. Das, ed., Thomas Telford, London; 
1997 64-89. 
[12] Caprani, C. C., O'Brien, E. J. and McLachlan, G. J. Characteristic traffic 
load effects from a mixture of loading events on short to medium span 
bridges. Structural Safety 2008; 30 (5): 394-404, doi: 
10.1016/j.strusafe.2006.11.006. 
[13] James, G. Analysis of traffic load effects on railway bridges using weigh-
in-motion data. In: E. J. O'Brien, B. Jacob, A. González, and C.-P. Chou, 
eds. Fourth International Conference on Weigh-In-Motion (ICWIM4), 
Taipei, Taiwan: National Taiwan University; 2005. 
[14] Castillo, E. Extreme value theory in engineering. Boston: Academic Press; 
1988. 
[15] Crespo-Minguillón, C. and Casas, J. R. A comprehensive traffic load 
model for bridge safety checking. Structural Safety 1997; 19 (4): 339-59. 
  Chapter 4 
 62 
[16] Cremona, C. Optimal extrapolation of traffic load effects. Structural Safety 
2001; 23: 31-46. 
[17] Dawe, P. Research Perspectives: Traffic loading on highway bridges. 
London: Thomas Telford; 2003. 
[18] Harman, D. J. and Davenport, A. G. A statistical approach to traffic 
loading on highway bridges. Canadian Journal of Civil Engineering 1979; 
6: 494-513. 
[19] Bailey, S. F. and Bez, R. Site specific probability distribution of extreme 
traffic action effects. Probabilistic Engineering Mechanics 1999; 14: 19-
26. 
[20] Buckland, P. G., Navin, F. P. D., Zidek, J. V. and McBryde, J. P. Proposed 
vehicle loading of long-span bridges. Journal of the Structural Division, 
ASCE 1980; 106 (No. ST4): 915-32. 
[21] Ghosn, M. and Moses, F. Reliability calibration of bridge design code. 
Journal of Structural Engineering, ASCE 1986; 112 (4): 745-63. 
[22] Grave, S. A. J., O'Brien, E. J. and O'Connor, A. J. The determination of 
site-specific imposed traffic loadings on existing bridges. in Bridge 
Management 4, M. J. Ryall, G. A. R. Parke, and J. E. Harding, eds., 
Thomas Telford, London; 2000 442-9. 
[23] Enright, B. and O'Brien, E. J. Monte Carlo Simulation of extreme traffic 
loading on short and medium span bridges. Submitted for publication 2009 
(i.e., Chapter 3). 
[24] OBrien, E. J., Enright, B. and Getachew, A. (2010), 'Importance of the 
Tail in Truck Weight Modeling for Bridge Assessment', Journal of Bridge 
Engineering, ASCE, 15 (2), 210-213, doi: 
http://dx.doi.org/10.1061/(ASCE)BE.1943-5592.0000043  (i.e., Chapter 2) 
  Chapter 4 
 63 
[25] Iman, R. L. and Conover, W. J. A distribution-free approach to inducing 
rank correlation among input variables. Communications in Statistics – 
Simulation and Computation 1982; 11 (3): 311 - 34. 
[26] Cooper, D. I. The determination of highway bridge design loading in the 
United Kingdom from traffic measurements. In: Jacob B. et al., ed. First 
European Conference on Weigh-in-Motion of Road Vehicles, ETH, 
Zurich; 1995, 413-21. 
[27] O'Brien, E. J. and Caprani, C. C. Headway modelling for traffic load 
assessment of short- to medium-span bridges. The Structural Engineer 
2005; 83 (16): 33-6. 
[28] O'Connor, A. and O'Brien, E. J. Traffic Load Modelling and Factors 
Influencing the Accuracy of Predicted Extremes. Canadian Journal of 
Civil Engineering 2005; 32 (1): 270 - 8. 
[29] Rogers, M. Highway Engineering. 2nd Edition. Oxford: Blackwell 
Publishing; 2008. 
[30] Rubinstein, R. Y. Simulation and the Monte Carlo Method. New York: 
John Wiley & Sons; 1981. 
[31] Townsend, J. K., Haraszti, Z., Freebersyser, J. A. and Devetsikiotis, M. 
Simulation of Rare Events in Communications Networks. IEEE 
Communications Magazine 1998; August 1998: 36-41. 
[32] Naess, A. and Røyset, J. Ø. Extensions of Turkstra's rule and their 
application to combination of dependent load effects. Structural Safety 
2000; 22: 129-43. 
  Chapter 5 
 64 
Chapter 5 
 
 
Modelling same-direction two-lane traffic for bridge loading 
 
 
 
 
 
 
 
 
 
 
 
  Chapter 5 
 65 
Chapter 5 Modelling same-direction two-lane traffic for bridge 
loading 
5.1 Abstract 
Many highway bridges carry traffic in two same-direction lanes, and modelling 
the traffic loading on such bridges has been the subject of numerous studies. 
Different assumptions have been used to model multiple-presence loading events, 
particularly those featuring one truck in each lane. Using a database of weigh-in-
motion measurements collected at two European sites for over 1 million trucks, 
this paper examines the relationships between adjacent vehicles in both lanes in 
terms of vehicle weights, speeds and inter-vehicle gaps. It is shown that there are 
various patterns of correlation, some of which are significant for bridge loading. A 
novel approach to the Monte Carlo simulation of such traffic is presented which is 
relatively simple to apply. This is a form of smoothed bootstrap in which kernel 
functions are used to add randomness to measured traffic scenarios. It is shown 
that it gives a better fit to the measured data than models which assume no 
correlation. Results are presented from simulations of 2500 years of traffic using 
the different models and these show that correlation may account for an increase 
of up to 8% in lifetime maximum loading. 
5.2 Introduction 
Much work has been done on modelling bridge loading due to two-lane same-
direction traffic. In the work by Nowak [1], a number of simplifying assumptions 
were made – for example that one in 15 heavy trucks has another truck side-by-
side, and that for one in 30 of these multiple truck events, the two trucks have 
perfectly correlated weights. A heavy truck was defined as one with a gross 
vehicle weight (GVW) in the top 20% of measured truck weights. It was 
calculated that the maximum load effect in 75 years is caused by two trucks side-
by-side, with each truck having a GVW of 85% of the maximum individual GVW 
in 75 years. As Kulicki et al. [2] note, the assumptions used were based on limited 
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observations, and the assumptions on weight correlation were entirely based on 
judgment, as almost no data were available. Moses [3] presents a simple traffic 
model for estimating multiple presence probabilities as a function of average daily 
truck traffic (ADTT), and then selects conservative values, some being based on 
subjective field observations, for calibrating load factors for bridge assessment. 
Sivakumar et al. [4] refine the definition of side-by-side events to include two 
trucks with headway separation of ± 18.3 m (60 ft), and also consider the 
influence of the bridge length. Sivakumar et al. [5], citing Gindy and Nassif [6], 
extend this further by classifying multiple-presence events as side-by-side, 
staggered, following or multiple (see Section D.1). They present statistics, derived 
from weigh-in-motion (WIM) measurements, for the frequency of occurrence of 
these events for different truck traffic volumes and bridge spans. They describe a 
method for estimating site-specific bridge loading which uses multiple-presence 
probabilities calculated either directly from WIM data or estimated from traffic 
volumes using reference data collected at other sites. It is assumed that the GVW 
distribution is the same in both lanes, and that there is no correlation between 
weights in adjacent lanes. Random multiple-presence loading events of each type 
are generated by selecting any two trucks from the database of WIM 
measurements and calculating the resulting bridge load effects. In this way, the 
distribution of load effects from measured traffic is simulated, and lifetime 
maximum loading can then be estimated by statistical extrapolation. 
In the development of the Eurocode for bridge loading [7], characteristic load 
effects were estimated by extrapolating directly from results for measured traffic, 
and also by extrapolating from Monte Carlo simulation of traffic, with each lane 
being simulated independently [8-10]. 
Croce and Salvatore [11] present a theoretical stochastic model based on a 
modified equilibrium renewal process of vehicle arrivals on a bridge and note that 
while existing numerical models are particularly efficient when single-lane traffic 
flow is considered, they are unsatisfactory for multi-lane traffic, and have often 
  Chapter 5 
 67 
employed drastic simplifications. In their model, convolution is used to combine 
load effect distributions for traffic in multiple lanes. 
This study is based on WIM data collected at two European sites, in the 
Netherlands and the Czech Republic. A detailed analysis of the data reveals that 
for groups of adjacent vehicles in both lanes, there are patterns of correlation and 
interdependence between vehicle weights, speeds and inter-vehicle gaps. A Monte 
Carlo simulation model has been developed for evaluating bridge loading due to 
traffic in two same-direction lanes. This simulation seeks to reproduce the 
sometimes subtle patterns of correlation that are evident in measured traffic while 
also adding an element of randomness so as to vary the loading. The methodology 
presented here is site-specific and, unlike bridge design and assessment codes, 
does not incorporate factors such as model uncertainty and variability between 
sites. This study focuses on short to medium span bridges, up to 45 m long, where 
free-flowing traffic with dynamics is taken to govern [8,12]. 
5.3 WIM Data 
The WIM data used as the basis for this study were collected at two sites – at 
Woerden in the Netherlands, and at Sedlice in the Czech Republic. The data were 
filtered to identify unreliable values and photographic evidence from the 
Netherlands was used to support this data cleaning. Table 5-1 summarises the 
WIM data sets used. 
As can be seen from the GVW distributions for each lane in the Netherlands in 
Figure 5-1, there are significant differences between the two lanes, with a much 
higher proportion of light vehicles in the fast lane (Figure 5-1(a)) and the same is 
true in the Czech data. In the Netherlands, there is a much higher proportion of 
extremely heavy vehicles in the slow lane (Figure 5-1(b)) which is important for 
bridge loading. 
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Table 5-1. Summary of WIM data 
 Netherlands (NL) Czech Republic (CZ) 
Time period 
Feb 2005 to 
June 2005 
May 2007 to 
May 2008 
No. of valid days
a
  77 148 
Time stamp resolution (s) 0.01 0.1 
 
Slow 
lane 
Fast 
lane 
Slow 
lane 
Fast 
lane 
Total trucks  596 568 49 980 684 345 45 584 
ADTT
b
 6 545 557 4 490 261 
Maximum GVW (t)  166 75 129 128 
No. over 60 t 1 680 36 322 54 
No. over 100 t 238 0 10 2 
Notes:  
a
 Valid days are weekdays with no interruptions in the measurement record 
b
 Average daily truck traffic per lane on valid days 
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(a) Netherlands up to 60 t (b) Netherlands over 60 t 
Figure 5-1 GVW distributions 
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5.4 Correlation in measured data 
5.4.1 Vehicle weights 
Correlation between weights of successive vehicles can arise from a number of 
causes. For economic or other reasons, there are times of the day at which heavy 
vehicles are more likely to travel, and these intra-day patterns cause a low level of 
correlation within each lane which can be seen by calculating an autocorrelation 
function. This involves calculating the coefficients of correlation between the 
weight of each truck (the leading truck) and the truck following it, between the 
leading truck and the second truck behind it, between the leading truck and the 
third truck behind it and so on. The results of this are shown in Figure 5-2.  
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Figure 5-2 GVW autocorrelation, slow lane 
In the slow lane at both sites, there is an underlying level of correlation of about 
2%, but of particular interest is that there is a significantly higher level of around 
5% for pairs of trucks (interval of 1). This may be due to driver behaviour 
whereby similar trucks may tend to form platoons, or because groups of 
associated vehicles may choose to travel together, and there is much photographic 
evidence of this at the site in the Netherlands – for example mobile cranes are 
often accompanied by vehicles carrying ballast. Similar patterns are evident in the 
fast lane, with an underlying level of correlation of 7.4% and a pairwise 
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correlation of 9.4% in the Netherlands. In the Czech Republic the corresponding 
figures are lower, 1.4% and 2.2% respectively. 
For short to medium span bridges, loading events featuring one truck in each lane 
(either side-by-side or staggered) are particularly important. To assess if there is 
any dependence between the weights of these vehicles, each fast-lane truck in the 
measured data is notionally paired with the nearest truck in the slow lane, and the 
gap is measured in seconds between the front axles of the two vehicles. At both 
sites, most fast-lane trucks are within 2 seconds of a slow-lane truck – 75% in the 
Netherlands and 72% in the Czech Republic. The average GVW of the truck in 
the fast lane and of the nearest truck in the slow lane are plotted against the inter-
lane gap for the Netherlands in Figure 5-3. There is a significant peak in the fast 
lane GVW when the gap is around zero – i.e. when the trucks are very close – and 
a similar pattern is evident in the Czech Republic. It appears that a heavy truck in 
the fast lane tends to be associated with a nearby truck in the slow lane, i.e. it is 
passing another truck. For a more detailed analysis of GVW correlation at all 
sites, see Sections D.2 and D.3. 
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Figure 5-3 Inter-lane GVW correlation, the Netherlands  
5.4.2 Gaps and speeds 
It is well established that the distribution of same-lane gaps between vehicles 
varies with traffic flow rate [13]; in general gaps are less for higher flows. It is 
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evident from the WIM data used here that there is also some slight dependence 
between gaps and GVW, and that successive gaps are not independent. At both 
sites, the axle to axle gap observed behind vehicles tends to increase as the GVW 
increases. This can be attributed partly to driver behaviour, perhaps greater 
overhang (axle to bumper) distances, and also to the fact that many trucks in 
excess of the normal legal weight limit are followed by escort vehicles. The idea 
that successive gaps are not independent is reasonably intuitive. The platooning 
effect commonly observed on highways means that smaller gaps tend to occur in 
groups. This is supported by the calculation of conditional gap distributions for 
the slow lane at both sites which shows that if the gap in front of a truck is 
relatively small, for example less than 2 seconds, then there is a slightly higher 
probability that the gap behind the truck will also be less than 2 seconds.  
As might be expected, there is a tendency for heavier vehicles to travel at slightly 
lower speeds, although most extremely heavy vehicles are travelling at around 
80 km/h which would be regarded as a normal highway speed for any truck. 
Speeds of successive vehicles in the same lane show a relatively high degree of 
correlation when the inter-vehicle gaps are small, with an average coefficient of 
correlation for both sites of 53% when the gap is less than 2 seconds. This drops 
to 15% when the gap is more than 2 seconds.  
5.5 Simulation of traffic 
It is evident from the foregoing that there are discernible patterns in the measured 
traffic that may be significant for bridge loading. Using measured traffic to 
calculate a distribution of load effects and then extrapolating from this to lifetime 
maxima implicitly incorporates the patterns in the traffic, but suffers from high 
uncertainty due to the extrapolation process. Variation in results from 
extrapolation of up to 33% have been reported by Gindy and Nassif [14], and up 
to 20% for the estimation of characteristic load for the Eurocode [9]. The 
approach used here is to build a Monte Carlo simulation model that incorporates 
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the patterns and then to run the simulation for a sufficiently long time period to 
avoid the problems associated with extrapolation.  
There are well-established ways of modelling dependence between variables in 
Monte Carlo simulation. The correlation matrix for a set of variables can be 
estimated from the measured data, and using the technique described by Iman and 
Conover [15], random values can be generated for each variable so that both the 
marginal distribution of each variable and the correlation structure are reproduced 
in the simulation. A limitation of this is that the correlation between any two 
variables is assumed to be fixed for all values. A more complex correlation 
structure can be modeled using copula functions [16] and these are widely used in 
financial markets. In the field of bridge loading, copulas have been used by 
Sriramula et al. [17] and Srinivas et al. [18] to model dependence between axle 
weights and spacings on vehicles.  
The spatial layout of vehicles on a two-lane bridge can be described by three gap 
distributions – in-lane gaps for each of the two lanes and inter-lane gaps. The 
standard approach to simulating random variables is to generate values from the 
required distributions. In this case, the three gap distributions cannot be simulated 
independently – for example generating random values from the two in-lane gap 
distributions will position vehicles in each lane, and this automatically determines 
the inter-lane gap distribution. For bridge loading, it might be reasonable to 
assume that the slow-lane and inter-lane gaps are more important than the fast-
lane gaps. On this basis the slow-lane and inter-lane gaps can be simulated 
directly from the distributions, and a good match between observed and simulated 
gaps can be obtained. However, the simulation of the fast-lane gaps is completely 
wrong, with the platooning effect in that lane being lost in the simulation (see 
Section D.4). 
In order to build a conventional simulation model for two same-direction lanes, all 
significant patterns in the measured data must be identified and quantified in some 
way that can be incorporated into the simulation. It is possible to build a 
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reasonably accurate model in this way, but the process is very site-specific and 
time-consuming and the model needs to be carefully calibrated. Extending such a 
model from two to three or more lanes would be very challenging. An alternative 
multi-dimensional smoothed bootstrap approach is adopted here which avoids 
many of the difficulties associated with the conventional approach, and in 
principle can quite easily be extended to more than two lanes. 
The principle of bootstrapping is to repeatedly draw random samples from the 
observed data [19]. In this case, the samples used are “traffic scenarios”, with 
each scenario consisting of between five and eight slow-lane trucks in succession, 
with any adjacent fast-lane trucks. In preparation for simulation, the WIM data are 
analysed and all scenarios are identified. The parameters recorded for each 
scenario are flow rate, gaps, GVWs and speeds. The flow rate is represented by 
the number of slow-lane trucks in the current hour, rounded to the nearest 10 
trucks/hour. The gaps needed to define the scenario are the gaps within each lane, 
and one inter-lane gap (or headway) which positions the first fast-lane truck 
relative to the leading slow-lane truck in the scenario, as shown in Figure 5-4. 
 
Figure 5-4 Traffic scenario 
The number of parameters needed to describe a single scenario (i.e. the 
dimensionality of the problem) varies with the size of the scenario, but in the 
typical scenario shown in Figure 5-4, a total of 21 different parameters are needed 
– the GVWs and speeds of seven trucks, six gap values and a flow rate. 
Correlations between parameters are implicitly included in each scenario. 
Inter-lane gap Fast-lane gap 
Slow-lane gaps 
Slow lane 
Fast lane 
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The aim in setting up the scenarios is to keep them reasonably small so as to 
maximise the variability in the simulation, but also to have them large enough to 
capture patterns that may be significant for bridge loading. In order to preserve 
any significant groups of heavy vehicles in the slow lane, the first and last slow-
lane trucks are required to be less than 30 t. Hence, starting from a truck less than 
30 t, trucks are included until another less than 30 t is found. The last truck in 
each scenario becomes the first in the next scenario. In order to provide greater 
coverage of different scenarios, four scans are made through the WIM data with 
the minimum scenario size varying from five slow-lane trucks for the first scan up 
to eight for the last scan, as illustrated in Figure 5-5. For example, scenario “S1” 
starts with the first (28 t) truck in the slow lane, and as the fifth truck (38 t) in this 
lane weighs more than 30 t, the scenario is extended to include the next truck 
(12 t). Two fast-lane trucks are also included in S1. As another example, scenario 
S6 is constructed during the third scan through the data and comprises seven 
slow-lane and three fast-lane trucks. For this scan, the minimum number of slow-
lane trucks per scenario is set to seven, and as the seventh slow-lane truck in S6 
has a GVW of 26 t, the scenario ends here and the next scenario (S7) begins. 
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Figure 5-5 Identification of different traffic scenarios  
In the simulation process, a flow rate is determined for the time of day, based on 
average measured values for all weekdays. A scenario is selected at random from 
all scenarios corresponding to this flow rate. For a given traffic flow rate, each 
scenario has an equal probability of selection, and this means that the measured 
relative frequencies of the parameters defining the scenarios are reproduced in the 
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simulation. The number of different scenarios for a given flow rate depends on the 
quantity of measured WIM data, but at both sites there are in excess of 20 000 
scenarios for each of the commonly observed flow rates. The trucks in the 
selected scenario are added to the stream of traffic, the time is advanced, and 
another scenario is selected. The scenarios are joined together by overlapping the 
last truck of the previous scenario with the first truck in the new scenario and then 
discarding the latter. As noted already, the overlapping trucks are all less than 
30 t. 
This bootstrap process would be expected to produce bridge loading very similar 
to the measured traffic. The measurements have been collected over a number of 
months, but in order to estimate lifetime maximum bridge loading, many years of 
traffic must be simulated. A key part of this process is to extend the simulation to 
incorporate scenarios that have not been directly observed. Of particular interest is 
the modelling of vehicles heavier than, and with more axles than, any measured 
vehicles. Different gap combinations than those observed also need to be allowed 
to occur. Variations from the observed scenarios are introduced in a number of 
ways. Each time a scenario is selected in the simulation, the GVWs, gaps and 
speeds that define it are modified using variable-bandwidth kernel density 
estimators, as described in the following section. When a GVW has been selected 
for a particular vehicle, the number of axles is randomly chosen from the 
measured distribution for that weight. The axle spacings, and distribution of the 
GVW to individual axles, are also generated randomly from measured 
distributions for vehicles with different numbers of axles. The approach used for 
vehicle modelling is described in more detail in Chapter 3 [20]. 
 
5.6 Kernel density estimators 
The term “kernel density estimator” describes the use of kernel functions to 
provide a better estimate of a probability density function from sample data [21]. 
A simple histogram gives an estimate of the density at discrete points, but is 
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influenced by the choice of the bin size and origin. Replacing each data point by a 
kernel function and summing these functions gives a better estimate. Different 
kernel functions can be used – they are typically symmetric unimodal functions 
such as the Normal density function. In Monte Carlo simulation, for each random 
variable, some estimate of its probability density is required. This estimate can be 
a parametric fit to the data or some non-parametric density. One non-parametric 
method is to use interpolation on the empirical cumulative distribution, but using 
a kernel density estimate gives a better coverage of the design space which is 
important for generating traffic loading scenarios that will be critical for bridges. 
As Hormann and Leydold [22] and Silverman [30] point out, the “smoothed 
bootstrap” method – re-sampling the observed data and adding some noise – is the 
same as generating random variates from the kernel density estimate, but without 
needing to compute the estimated density. In this study, the smoothed bootstrap is 
applied to three variables – GVW, gaps and speeds. Each value xi taken from the 
observed traffic scenarios is modified by adding some noise: 
 )( iii xhKxX   (5-1) 
where K is a kernel function, centred at zero with a variable bandwidth h which 
depends on the value of xi. 
As Scott [21] suggests, the choice of which kernel function to use is much less 
important than the choice of bandwidth. A triangle kernel is used here for gaps 
because its boundedness is useful at very small gaps, and a Normal kernel is used 
for GVW. Equivalent Normal and triangle kernel functions are shown in 
Figure 5-6. The bandwidth of the triangle kernel in this example is 1.0, and the 
bandwidth (standard deviation) for the equivalent Normal kernel is 0.411 [21]. 
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Figure 5-6 Normal and triangle kernel functions 
There does not appear to be a suitable general theoretical method for choosing the 
optimal bandwidth. For a Normal kernel applied to a sample of size n drawn from 
a Normal population, Scott [21] shows that the mean square error of the density 
estimate is minimized by using a bandwidth of : 
2.006.1  nh   (5-2) 
This is of limited use here as the variables (GVWs, gaps and speeds) are not 
Normally distributed, but it provides an initial estimate of the bandwidth. The gap 
distributions have very long tails and the above formula gives very large 
estimates, but truncating the distribution to remove gaps above 4 seconds has been 
found to give a more realistic estimate. The distribution of gaps below 4 seconds 
is closer to a Normal distribution, and it is these gaps that are of significance in 
loading on the range of bridge spans considered. Scott also discusses adaptive 
smoothing where the bandwidth of the kernel function is varied and cites the 
approach developed by Abramson [23]: 
)( i
i
xf
h
h 
 
(5-3) 
where  f(xi) is the density function. 
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This approach, adopted for this study, gives relatively small bandwidth at values 
which occur frequently, and higher bandwidth in the tails where data are sparse 
and more smoothing is needed. Scott [21] argues that any choice of h within 15-
20% of the optimum will often suffice for estimating densities and suggests 
starting with an oversmoothed value and reducing the bandwidth until “very local 
noise near the peaks” is evident. This is the approach that has been adopted here – 
various bandwidths were tested in simulation and the resulting simulated 
distribution of each variable was compared with the observed distribution. It is 
generally quite clear when oversmoothing happens. The physical traffic model 
also plays a part in selecting a suitable bandwidth structure. It is important not to 
oversmooth gaps below 2 seconds which are particularly important for bridge 
loading. Oversmoothing same-lane gaps above 2 seconds has a noticeable adverse 
effect on inter-lane gaps. The bandwidth used increases linearly up to 2 seconds 
and is constant above that, as can be seen in the formulae in Table 5-2 and in 
Figure 5-7(b). A boundary kernel is used for same-lane gaps that are very close to 
the assumed minimum gap of 0.2 s – when the observed gap is less than 0.2+h the 
triangle kernel is shifted so that it is centred at 0.2+h. The modelling of the upper 
tail of the GVW distribution is critically important, and Chapter 2 [24] describes a 
method which involves fitting the tail of a Normal distribution to the upper tail of 
the measured GVW distribution above a selected threshold value to allow for 
interpolation between relatively sparse data values and for extrapolation to higher 
GVW values that are likely to be encountered during the lifetime of a bridge. 
Using a Normal kernel with a suitable variable bandwidth achieves a GVW 
distribution in the simulation which matches the tail fitted to the measured data, 
but a bias is found in the yearly maximum load effects because the traffic 
scenarios which feature the very heaviest vehicles tend to be over-represented. To 
overcome this bias, when a GVW above the threshold value (100 t in the 
Netherlands, 62 t in the Czech Republic) is selected as part of a traffic scenario, it 
is replaced by a random value generated from the fitted Normal tail. The chosen 
bandwidth formulations for the different parameters are summarised in Table 5-2. 
These are intended to be applicable to any site – the only site-specific element is 
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the use of the maximum observed GVW as a parameter in the GVW bandwidth.  
Figure 5-7 illustrates typical bandwidth structures used for GVWs and gaps. The 
empirical frequencies f(x) are also shown, together with the distribution which 
results from the smoothing, and re-scaled values of )(1 xf . 
Table 5-2. Kernel bandwidths  
Variable (x)  Kernel Bandwidth 
Slow-lane GVW (t)
a
 Normal
b
 
)(
08.0
2
xMax
x
 
Fast-lane GVW (t) Normal 
)(
065.0
2
xMax
x
 
Slow-lane gap (s) Triangle )4.0,2.0min( x  
Fast-lane gap (s) Triangle )6.0,3.0min( x  
Inter-lane gap (s) Triangle )16.0,08.0min( x
 
Slow-lane speed (km/h) Triangle 0.6 
Fast-lane speed (km/h) Triangle 1.0 
Notes:  
a
 For GVWs, Max(x) is the site-specific maximum observed GVW per lane 
b
 The kernel bandwidth is used up to a site-specific threshold GVW value; above this the 
tail of a  Normal distribution is used. 
Oversmoothing is identified by visually examining the distributions of observed 
and simulated data (GVW, gaps, speed), and by measuring the goodness of fit of 
simulated daily maximum bridge load effects to observed daily maxima for all 
significant bridge loading event types. A sensitivity analysis was performed which 
involved multiplying the bandwidths in Table 5-2 by factors ranging from zero 
(i.e. no smoothing) to four. The exact point at which oversmoothing happens is 
difficult to identify, but oversmoothing is evident when a factor of 2 or more is 
applied. As part of the sensitivity analysis, characteristic bridge load effects were 
calculated from long-run simulations, and the results show that the characteristic 
values are not sensitive to variations in the factor between 1 and 2. Therefore, the 
values in Table 5-2 are considered to be a reasonable choice – they introduce 
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some variability into the measured traffic scenarios, but do not oversmooth the 
data. 
For a more detailed analysis of bandwidth selection and of the sensitivity of 
bridge loading to the choice of bandwidth, refer to Section D.5. 
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(a) Slow lane GVW – Netherlands   
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(b) Fast lane gaps – the Netherlands 
Figure 5-7 Bandwidth structure (For further examples, refer to Section D.5) 
 
An example of oversmoothing the speed distribution is shown in Figure 5-8. The 
speed distribution is not Normal, but an application of equation (5-2) suggests a 
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theoretical bandwidth in the region between 0.7 and 0.9 s, depending on how 
much of the tails are included. 
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Figure 5-8 Speed oversmoothing (slow lane, the Netherlands) 
5.7 Validation 
In order to assess the simulation models, comparison is made between bridge 
loading by measured traffic and by simulated traffic on bridges of different 
lengths – 15, 25, 35 and 45 m. For the measured traffic, bridge load effects are 
calculated by moving the measured stream of traffic over each bridge. For 
convenience, these are referred to in the following as “measured” load effects. 
Daily maximum values are calculated for three load effects – mid-span bending 
moment on a simply supported bridge (LE1), support shear at the entrance to a 
simply supported bridge (LE2), and for bridges which are 35 m or longer, hogging 
moment over the central support of a two-span continuous bridge (LE3).  
As well as calculating the overall daily maxima, different loading event types are 
analysed. It is evident that the two most important loading events in the lifetime 
maximum loading for the spans considered are the one-truck event (“1+0”) and 
the two-truck event with one truck in each lane (“1+1”). As the span increases, 
four other event types are included in the comparison of the different simulation 
methods – the 1+2, 2+1, 2+0 and 2+2 events, where “i+j” indicates i and j truck(s) 
in the slow and fast lanes respectively. These are less onerous for the spans 
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considered at the two sites, but could become significant at longer spans or at 
other sites with different traffic characteristics. The 1+2 and 2+1 events are 
considered for spans of 25 m and longer, the 2+0 event for the 35 and 45 m spans, 
and the 2+2 event for the 45 m span. 
To assess the effects of correlation, an uncorrelated simulation model was also 
developed in which GVWs, slow-lane gaps, and speeds are drawn independently 
for each truck from the observed distribution in the appropriate lane. Gap 
distributions are measured at 25 different flow rates, and the distribution 
appropriate to the flow (time of day) is used. For a site-specific percentage of 
slow trucks, a fast-lane truck is generated and positioned relative to the slow-lane 
truck by drawing a value from the inter-lane gap distribution. As noted earlier, 
this does not model the fast-lane gaps well. 
For comparison purposes, the two simulation models – smoothed bootstrap and 
uncorrelated – were run for 2000 days, and the simulated and measured results 
plotted on Gumbel paper. This is a re-scaled cumulative distribution function on 
which the Gumbel extreme value distribution appears as a straight line [25]. An 
example is shown in Figure 5-9 for 1+1 events on a 35 m bridge in the 
Netherlands, and this illustrates that the smoothed bootstrap gives a significantly 
better fit to the measured data. 
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Figure 5-9 Simulated and measured daily maximum load effects 
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A least squares measure is used to quantify the goodness of fit of the two 
simulation models to the measured load effects. As suggested in Castillo [26], the 
deviation is measured in terms of load effect value – i.e. in the x direction rather 
than the more usual y direction. In order to compare all results, a normalised least 
squares score is computed as: 
 
max
1
2
obs
N
simobs
L
obs
N
i
ii
obs




 
(5-4) 
As 2000 days are simulated, there are many more simulated daily maxima than 
observed. For each observed value, the simulated point with the closest empirical 
probability is selected. 
The average score is computed for each simulation method for each of the six 
most important event types at each site. The average is computed over three load 
effects on the selected spans at both sites. The uncorrelated simulation model is 
compared with the smoothed bootstrap by calculating the ratios of the average 
scores, and the results are shown in Table 5-3. A score greater than 1 indicates 
that the smoothed bootstrap gives a better fit, in general, to the measured data. As 
an illustration of these scores, in Figure 5-9 the score for the uncorrelated curve 
relative to the smoothed bootstrap curve is 3.23. Due to the random nature of both 
measured and simulated loading, scores close to 1 can be interpreted as indicating 
that both methods match the measured results equally well and, as might be 
expected, this is the case for the one-truck 1+0 event. Significant differences 
become apparent in the critically important 1+1 event, and in loading events 
featuring three or more trucks. See also Section D.6. 
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Table 5-3. Ratios of average scores for goodness of fit. 
 Event Type 
 1+0 1+1 2+0 2+1 1+2 2+2 
Netherlands 1.08 2.05 1.02 1.37 4.97 1.33 
Czech Republic 1.05 1.28 1.04 2.19 2.92 1.11 
5.8 Results 
To see what effect the different modelling assumptions have on the characteristic 
maximum loading, both methods were used to simulate 2500 years of traffic. In 
the Eurocode for bridge loading [7], the value with a 5% probability of 
exceedance in 50 years is specified for design which is approximately the value 
with a return period of 1000 years. The focus in the AASHTO design code is on 
the mean 75-year maximum [27], and the effects of the different models on this 
are also calculated.  
Lateral distribution is accounted for by applying different lane factors to truck 
weights in the fast lane. These factors are based on finite element analyses carried 
out by the author and described in Chapter 3 [28] and Section C.2. For bending 
moments on bridges with high lateral distribution, the factor is 1.0 (i.e. no 
reduction), and 0.45 for low distribution. Maximum shear at the supports occurs 
when trucks are close to the support, and there is less opportunity for lateral 
distribution. In this case, a factor of 0.45 represents high distribution, and 0.05 is 
low. 
Sample results are plotted in Figure 5-10 which shows annual maxima from a 
single simulation run on a 45 m bridge in the Netherlands with high lateral 
distribution. Four event types are shown – one truck in the slow lane (1+0), one 
truck in each lane (1+1), two trucks in the slow lane (2+0), and one truck in the 
slow lane with two trucks in the fast lane (1+2). For the 1+0 event, both models 
give the same results, but for events involving two or more trucks there are 
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significant differences between the two simulation models, with the smoothed 
bootstrap method giving more conservative results than the uncorrelated model. 
The curves are reasonably parallel for the 1+1 and 2+0 events, but in the case of 
the 1+2 event, the curves converge as the return period increases. It can be seen 
that in this example, the 1+1 event governs at the 1000-year return level. 
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Figure 5-10 Annual maxima - smoothed bootstrap (SB) and uncorrelated model 
(UC) 
The increases in characteristic maximum load effects due to correlation in models 
are summarised in Table 5-4 for the four spans and three load effects considered 
at each site, with all significant differences underlined, using 99% confidence 
intervals to test for significance. These confidence intervals are estimated for each 
value using a parametric bootstrap (see Section D.7), and in general differences 
between -3% and +3% for the 1000-year values in Table 5-4 are not significant, 
although in some cases the confidence interval is slightly larger than this. For the 
75-year values, differences between -2% and 2% are generally not significant . It 
can be seen that correlation effects can account for an increase in loading of up to 
nearly 8%, with typical values of around 5%, particularly when lateral distribution 
is high. The types of loading event that govern the characteristic maximum at the 
1000-year return level are also shown in Table 5-4. In some cases, just one event 
type is clearly dominant (i.e. either the 1+0 or the 1+1 event), but in other cases 
there is a mixture of both event types, and for the longer spans (35 and 45 m) in 
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the Czech Republic, some simulated 1+2 events produce bending moments close 
to the characteristic values. For more results, refer to Section D.8. 
Table 5-4. Increase in characteristic maximum load effects due to correlation in 
models 
(a) 1000-year return period 
Lane 
Factors 
Site LE 15 m 25 m 35 m 45 m Governing event 
type 
High 
NL 
1 5.9% 5.2% 3.8% 4.5% 1+1 
2 0.9% 0.6% 0.7% 0.5% 1+0 / 1+1 
3   6.9% 5.4% 1+1 
CZ 
1 5.5% 7.8% 6.6% 4.9% 1+1 / 1+2 
2 5.6% 3.9% 2.5% 2.4% 1+0 / 1+1 
3   2.1% 4.9% 1+1 / 1+2 
Low 
NL 
1 1.3% -1.2% -1.1% -1.3% 1+0 / 1+1 
2 0.5% 0.0% 0.2% -0.5% 1+0 
3   0.9% 2.7% 1+0 / 1+1 
CZ 
1 6.5% 6.1% 4.9% 2.6% 1+0 / 1+1 
2 5.3% 3.5% 1.0% 2.2% 1+0 
3   1.1% 0.7% 1+0 / 1+1 
(b) 75-year mean 
Lane 
Factors 
Site LE 15 m 25 m 35 m 45 m 
High 
NL 
1 6.7% 6.6% 5.7% 5.0% 
2 0.9% 0.8% 0.9% 0.7% 
3   5.0% 4.4% 
CZ 
1 4.6% 6.4% 6.8% 5.9% 
2 3.2% 2.4% 2.1% 2.1% 
3   2.4% 3.6% 
Low 
NL 
1 0.8% -0.2% -0.3% -0.3% 
2 0.6% 0.2% 0.4% 0.1% 
3   0.6% 1.5% 
CZ 
1 3.8% 3.6% 3.3% 2.2% 
2 2.8% 2.0% 1.0% 1.7% 
3   0.9% 0.9% 
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A closer examination of the events in the simulations that produce the 
characteristic 1000-year loads shows that for bridges with low lateral transfer, the 
critical loading event for bending moment is typically an extremely heavy vehicle 
in the slow lane (80% to 90% of the 1000-year GVW), sometimes with a standard 
vehicle (in the range 30 to 50 t) in the fast lane – similar to Turkstra‟s rule [29]. 
For bending moment in bridges with high lateral distribution, it is a very heavy 
vehicle (60% to 80% of 1000-year GVW) in the slow lane with a moderately 
heavy vehicle (50 to 60 t) in the fast lane – a variation on Turkstra‟s rule. For 
shear at the supports, lateral distribution tends to be low, and the dominant event 
type is usually a single extremely heavy truck in the slow lane (75% to 95% of the 
1000-year GVW).  
5.9 Conclusions 
There are subtle patterns of correlation evident in measured traffic data. This 
inter-dependence between weights, speeds and inter-vehicle gaps for adjacent 
trucks affects the estimation of lifetime maximum bridge loading. While it may be 
possible to model this dependence reasonably well using conventional Monte 
Carlo simulation techniques, an alternative multi-dimensional smoothed bootstrap 
approach is presented here which re-samples observed traffic scenarios and uses 
kernel functions to introduce additional variation. The traffic scenarios are defined 
so as to capture patterns that may be significant for bridge loading, and to 
maximise variability in the simulation. The method is relatively simple to 
implement for any new site, and could be extended to three or more lanes. It is 
effectively the same as sampling from empirical distributions (for GVW, gaps and 
speed), but with correlation and some additional smoothing and randomness. It 
potentially could be used to model congested or partly congested traffic, if 
sufficient data were available. The choice of bandwidth for the kernel smoothing 
functions is somewhat arbitrary, although results for characteristic bridge loading 
are, within reason, not too sensitive to this choice.  
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The model presented provides a better fit to measured data across the range of key 
loading event types than is obtained with a model which does not include any 
correlation effects. The effects of correlation on lifetime loading may be as high 
as 8% for the range of bridge spans considered. The uncorrelated model, which is 
somewhat easier to implement, could be regarded as giving acceptable results and 
might be suited to use in practice as long as the calculated results are adjusted to 
allow for the effects of correlation. 
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Appendix A Importance of the Tail in Truck Weight Modelling 
for Bridge Assessment 
A.1 GVW distributions 
Details of the WIM data used in this work are given in Section B.1. The gross 
vehicle weight (GVW) distributions at all five sites are shown in Figure A-1 for 
GVWs up to 60 t, and in Figure A-2 for GVWs in excess of that. 
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(e) Poland  
Figure A-1 GVW distributions up to 60 t 
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(e) Poland  
Figure A-2 GVW distributions in excess of 60 t 
The study of GVW tail modelling in Chapter 2 is based on the data from the 
Netherlands and Slovakia, but its application to the other sites is also described in 
this appendix. As can be seen in Figure A-2, the volume and extent of the tails of 
the GVW distributions are different for each lane and site. 
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A.2 Tail fitting 
A.2.1 Truncated maximum likelihood 
Standard maximum likelihood estimation (MLE) cannot be used directly when 
fitting the tail of a distribution to measured data above a selected threshold value 
(i.e. to a censored sample). The assumption in standard MLE is that the set of 
measured data is uncensored, and is representative of the entire population. The 
result of using standard MLE to fit a Normal distribution to tail data is shown in 
the example in Figure A-3. 
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Figure A-3 Standard MLE applied to GVWs above 70 t, Poland, slow lane 
For this study, a form of truncated MLE is used. This uses constrained 
optimisation, and the constraint chosen is that the proportion of data in the tail of 
the fitted distribution should be the same as the proportion of data in the tail of the 
measured data. For a particular lane at a given site, n observations of GVW values 
are available, and these can be sorted in ascending order, denoted by ngg ,...,1 . 
The set of values greater than or equal to the chosen threshold tg  is used to 
calculate the likelihood function given by: 
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),;(),;,...,(  


n
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int gfggL         (A-1) 
where ),;( xf  is the Normal density function for the Normal with mean   and 
standard deviation  . The fitting process involves finding the values 
^
  and 
^
  
that maximise the likelihood function, subject to the constraint 
  )(),;(
^^
tempt gFgF         (A-2) 
where ),;( xF  is the Normal distribution function,   is a small positive 
number (e.g 7101  ) and )(xFemp  is the empirical distribution function given by: 
1
)(


n
t
gF temp          (A-3) 
Alternative curve fitting techniques such as least squares or chi-square require the 
selection of a bin size for the GVW data. The number of observed values in each 
bin (oi) is compared with the number estimated using the fitted tail (ei), and the 
total difference is minimised by minimising S, given by either: 
Least squares:  


binsN
i
ii eoS
1
2
        (A-4) 
Chi-square: 
 




binsN
i i
ii
e
eo
S
1
2
         (A-5) 
These methods do not need to be constrained in the way described above for 
truncated MLE, but as can be seen in the example in Figure A-4 and Table A-1, 
the three methods give significantly different estimates for the 1000-year GVW. 
Maximum likelihood is used here because it is generally regarded as the best 
method for estimating parameters for probability distributions (Hoel 1971).  
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Figure A-4 Fitting Normal tail to GVWs above 70 t, Poland, slow lane 
Note that for bin counts throughout this work, a measured value x  falls into a bin 
with boundary values 1B  and 2B  (e.g. 62 t and 63 t) if 21 BxB  . 
The parameter estimates in Table A-1 show that the Normal distribution of which 
the tail is fitted has no physical meaning as it generally has a negative mean. The 
purpose of the tail fitting is to interpolate between sparse data at extremely high 
measured GVWs, and to extrapolate in simulations to GVWs heavier than any in 
the measured data. The probability plots for all sites in Figure A-5 through to 
Figure A-15 show that the Normal tail gives a reasonably good fit to measured 
extreme GVWs. 
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Table A-1 Effect of fitting method on 1000-year GVW, Poland, slow lane 
Fitting method 
1000-year  
GVW
b
 (t) 
Mean   
(t) 
Standard 
Deviation   
(t) 
Truncated maximum likelihood 158 -77.9 39.4 
Chi-square
a
 186 -113.8 50.1 
Least squares
a
 149 -63.9 35.6 
Notes: 
a
 Bin size = 1 t 
 
b
 See Section A.2.2 below for details of this calculation 
 
A.2.2 Calculation of 1000-year GVW  
In the simulation, all GVWs below the threshold are generated from the empirical 
distribution, and all above the threshold are generated from the Normal 
distribution fitted to the tail. This is achieved quite simply by first generating a 
uniformly distributed random number on U(0,1). If this number is less than the 
empirical cumulative probability associated with the GVW threshold, the GVW is 
generated from the empirical cumulative distribution. It the number is above the 
threshold, the GVW is generated using the inverse Normal cumulative 
distribution. In truncated MLE, the constraint chosen means that the proportion in 
the tail (above the threshold) of the empirical data is the same as the proportion in 
the tail of the fitted Normal distribution. This allows probabilities of extreme 
GVWs to be calculated as if all GVWs were generated from the fitted Normal 
distribution. An example is given in Table A-2. 
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Table A-2 Example of estimating 1000-year GVWs, Poland, slow lane 
 Slow lane 
Total number of trucks in slow lane in WIM data 398 044 
Number above threshold of 70 t 35 
Empirical probability of threshold value  
= 1 – (35 / 398045) 0.99991207 
  
Trucks per weekday 3 708 
Trucks in 1000 years (250 weekdays per year) 927 000 000 
Probability of heaviest GVW in 1000 years: 
  927000000
1
p
 
910079.1   
Number of standard deviations for this probability 
with a Normal distribution 5.99 
Normal fit to tail:  
 Mean -77.9 t 
 Standard Deviation 39.4 t 
1000-year GVW estimated from the Normal tail 158.1 t 
 
A.2.3 Selection of GVW thresholds for each site 
The criteria for selecting a suitable threshold value are discussed in sections 2.4 
and 2.5. Some judgement is required in applying this method. Based on 
subsequent experience with WIM data from more sites, the following guidelines 
are suggested. 
 Substantial quantities of WIM data are required for good tail modelling – 
500,000 trucks or more seems a reasonable target number. 
 The threshold should be set at a point where the bin count in the GVW 
distribution is still reasonably reliable – the value of 16 given in Section 2.5 
  Appendix A  
 102 
ensures this. Setting the threshold at a higher value means that the tail fitting is 
being done with very few data points. 
Table A-3 shows the chosen GVW thresholds for each lane at the five WIM sites, 
together with the maximum observed GVW and the estimated 1000-year GVW in 
each lane. It can be seen that that the expected 1000-year GVW is significantly 
higher than the maximum observed values.  
Table A-3 GVW Thresholds and expected 1000-year GVWs for semi-parametric 
method 
Site Lane / 
Direction 
GVW 
Threshold 
(t) 
Maximum 
Observed 
GVW (t) 
Expected 
1000-
year 
GVW (t) 
Number 
of Trucks 
Netherlands 
Slow 100 166 234 596 568 
Faster 58 75 101 49 980 
Slovakia 
Slow / 1 64
a
 117 167 349 606 
Slow / 2 64
a
 109 131 398 732 
Czech 
Republic 
Slow 62 129 189 684 345 
Faster 50 128 147 45 584 
Slovenia 
Slow 59 131 175 142 131 
Faster 50 58 77 5 621 
Poland 
Slow 70 106 158 398 044 
Faster 39 70 82 31 636 
Note: 
a
 Although the GVW distribution for traffic in Direction 1 in Slovakia has a 
significantly longer tail than Direction 2, the criterion used for threshold values 
gives the same value (64 t) for both lanes. 
 
An examination of probability plots is very useful in identifying new trends in the 
upper regions of the observed GVW data. A plot of block maximum GVWs on a 
Gumbel probability scale is given in Figure 2-3 in Chapter 2, and plots are given 
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here for all lanes at all sites in Figure A-5 through to Figure A-15, with the 
exception of Figure A-14 which is a Normal probability plot. Both types of plot 
are useful. 
The GVW value (Gt) at which the trend in the upper tail becomes established does 
not always coincide exactly with the value corresponding to a bin count of 16 
(G16). If Gt is greater than G16 (for example in Figure A-8), it is probably unsafe to 
use Gt as the threshold, because the data are too sparse.  
The estimated 1000-year GVW would reasonably be expected to be higher than 
the maximum GVW observed in the WIM data which is measured over a number 
of months. This was a problem with the data from Slovenia where the volume of 
WIM data is relatively low. There are just three trucks in excess of 70 t at this site, 
and these outliers do not fit well with the trend apparent in the upper tail in Figure 
A-11. Using a bin count of 16 would result in a threshold of 54 t, but this gives a 
1000-year GVW of 118 t, which is significantly lower than the maximum 
observed of 131 t. Fitting a tail that follows the trend apparent in just the top three 
GVWs is unduly conservative. Empirical probabilities of the top few values are 
not reliable, and extrapolation must be based on a trend calculated with more data 
points. In this case, a compromise threshold value of 59 t was chosen. 
A.3 Comment on quantity and accuracy of WIM data 
The method described here for choosing the GVW threshold is somewhat 
arbitrary. The choice of threshold is important, and the 1000-year GVW estimated 
from the fitted tail is sensitive to the choice, and in turn, characteristic bridge load 
effects are also sensitive to the choice. Ideally, for any given site, there will be a 
clearly identifiable trend in the upper tail of the GVW when plotted on probability 
paper as in Figure A-5 to Figure A-15. This trend must however be based on a 
reasonable number of observations, and the recommendation of using a bin count 
of 16 for 1 t intervals is aimed at establishing a measure of what is a “reasonable 
number of observations”. For the sites in this study, this bin count typically results 
in between 100 and 200 trucks above the threshold.  
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It is difficult to be prescriptive about how much WIM data should be collected at 
a given site for the purposes of estimating site-specific characteristic bridge 
loading – some engineering judgement is required. Ideally, the upper GVW tail 
should be well established – i.e. there should be a reasonable number of extremely 
heavy vehicles, as defined above. At the site in Slovenia, with data for almost 
150,000 trucks over a period of 8 weeks, there are problems with the tail fitting 
(Figure A-11), and this does seem to be too short a period of time. On the other 
hand, at the site in Slovakia, with data in one lane (Lane 2) for nearly 400,000 
trucks over a period of 58 weeks, there are also some problems with the tail fitting 
(Figure A-8). Sivakumar et al. (2008) recommend collecting one year‟s worth of 
data for any particular site. This allows for seasonal variation and should contain a 
representative sample of extremely heavy vehicles. Using data from a shorter 
period will lead to greater uncertainty in estimating characteristic loading.  
The accuracy of the WIM data can potentially affect the process of fitting 
distributions, and the tail-fitting for GVWs may be particularly affected. The sites 
used in this study are class B or better, as defined in COST 323 (1999), giving a 
confidence interval for GVW of  10% or better. It could be argued that WIM 
systems that use strip sensors to measure individual axle weights and sum these to 
give the GVW should become more accurate for GVW as the number of axles 
increases. This WIM technology is used at four of the sites in this study, with 
Bridge-WIM being used at the site in Slovenia. O'Connor and O‟Brien (2005) 
studied the sensitivity of bridge loading to WIM accuracy, and suggest that WIM 
data of Class C or better is sufficient for estimating characteristic loading on 
bridges with spans up to 50 m. The inaccuracy present in the WIM data reinforces 
the argument that the tail fitting process should use a reasonable number of 
observations. 
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Figure A-5The Netherlands, slow lane, N = 596 568, threshold = 100 t 
- 2
- 1
 0
 1
 2
 3
 4
 5
 6
 7
 8
 0  10  20  30  40  50  60  70  80
Block Maximum GVW (t)
S
ta
n
d
ar
d
 E
x
tr
em
al
 V
ar
ia
te
 
Figure A-6 The Netherlands, fast lane, N = 49 980, threshold = 58 t 
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Figure A-7 Slovakia, slow lane, direction 1, N = 349 606, threshold = 64 t 
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Figure A-8 Slovakia, slow lane, direction 2, N = 398 732, threshold = 64 t 
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Figure A-9 Czech Republic, slow lane, N = 684 345, threshold = 62 t 
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Figure A-10 Czech Republic, fast lane, N = 45 584, threshold = 50 t 
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Figure A-11 Slovenia, slow lane, N = 142 131, threshold = 59 t 
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Figure A-12 Slovenia, fast lane, N = 5 621, threshold = 50 t 
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Figure A-13 Poland, slow lane, N = 398 044, threshold = 70 t 
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Figure A-14 Poland, Normal probability plot, slow lane 
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Figure A-15 Poland, fast lane, N = 31 636, threshold = 39 t 
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A.4 Effects of tail fitting method on lifetime maximum loading 
Some additional examples are included here (in Figure A-16, Figure A-17, Figure 
A-18 and Figure A-19) which show the effects of the different tail modelling 
methods on lifetime maximum loading. Selected results are shown for a 35 m 
bridge in the Netherlands and in Slovakia for the load effects listed in Table A-4. 
Lifetime maxima in the Netherlands are estimated both from a shorter simulation 
run of 2,000 daily maxima and a longer run of 500 yearly maxima. For Slovakia, 
the simulation is of 10,000 daily maxima. One-truck loading events in the slow 
and fast lanes are shown. Lifetime maxima are estimated by fitting a Weibull 
distribution to the upper tail of the data, as described in more detail in sections 4.7 
and C.6.  
The graphs clearly show that the choice of tail model has a significant effect on 
the estimation of lifetime maxima.  
Table A-4 Load effects 
Abbreviation Load effect 
LE1 Mid-span bending moment, simply supported bridge 
LE3
a
 Hogging moment over central support of two-span continuous 
bridge 
Note: 
a
 The numbering here is consistent with that used throughout this work. 
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(a) Daily maxima (b) Yearly maxima  
Figure A-16 LE1, one slow-lane truck, 35 m bridge, Netherlands  
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(a) Daily maxima (as in Figure 2-4) (b) Yearly maxima  
Figure A-17 LE1, one fast-lane truck, 35 m bridge, Netherlands  
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Figure A-18 LE3, one slow-lane truck, yearly maxima, 35 m bridge, Netherlands  
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Figure A-19 LE3, one slow-lane truck, daily maxima, 35 m bridge, Slovakia  
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Appendix B Monte Carlo Simulation of extreme traffic loading 
on short and medium span bridges 
B.1 WIM Data 
B.1.1 Introduction 
Collections of WIM data from five European motorway sites have been used as 
the basis for this work, and an overview of the data is given in Table B-1 and 
Table B-2. Data from each country became available at different times, and work 
began in November 2005 on the analysis of the data from the Netherlands, which 
has been supplied by DVS, the Dutch Ministry of Transport and Navigation. The 
WIM Site in the Netherlands was equipped with cameras which photographed 
unusual or extreme vehicles, including any vehicle which exceeded the legal 
weight limit. Selected photographs were supplied in October 2006, and these 
proved extremely useful in the development of rules for cleaning the data. 
Data from the other four sites were supplied by different partners in the European 
6
th
 Framework project, ARCHES. Analysis of the data from Slovakia began in 
August 2007, and the work in Chapter 2 and Chapter 3 is based on the data from 
the Netherlands and Slovakia. Analysis of the remaining three sites began in 
August 2008, and all five sites are used in Chapter 4. While bidirectional traffic 
(with one lane in each direction) is modelled in Chapter 3 and Chapter 4, traffic in 
two same-direction lanes is modelled in Chapter 5, and the data from the 
Netherlands and the Czech Republic were used for this. 
The WIM technology used at four of the sites consists of piezo-quartz sensors 
embedded in the pavement, whereas the site at Vransko in Slovenia uses Bridge 
WIM. Typical weigh stations in the Netherlands are shown in Figure B-1 and 
Figure B-2. 
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Table B-1 Overview of WIM data 
Country Netherlands 
(NL) 
Slovakia 
(SK) 
Czech 
Republic 
(CZ) 
Slovenia 
(SI) 
Poland 
(PL) 
Site location Woerden Branisko Sedlice Vransko Wroclaw 
Road number 
A12 
(E25/E30) 
D1  
(E50) 
D1  
(E50/E65) 
A1  
(E57) 
A4  
(E40) 
No. of measured Lanes 2 2 2 2 2 
Total number of lanes 
in one direction 
3 2 2 2 2 
Directions 1 2 1 1 1 
Total trucks (cleaned) 646 548 748 338 729 929 147 752 429 680 
Start date 07/02/05 01/06/05 23/05/07 25/09/06 01/01/08 
End date 26/06/05 31/12/06 10/05/08 21/11/06 05/06/08 
Time span in weeks 20 83 51 8 22 
No. of days with any 
data 
129 451 235 58 124 
No. of OK Days 
(weekdays with full 
record) 
77 290 148 39 87 
Maximum number of 
axles 
13 11 11 12
a
 9 
Time stamp resolution 
(sec) 
0.01 0.1 0.1 0.001 1.0 
Note: 
a
 In Slovenia, just one 12-axle vehicle was recorded, and no 11-axle 
vehicles. 
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Table B-2 WIM Data – statistics per lane at each site 
Country Netherlands 
(NL) 
Slovakia 
(SK) 
Czech 
Republic 
(CZ) 
Slovenia 
(SI) 
Poland 
(PL) 
Statistics for Lane 1      
Total trucks (cleaned) 596 568 349 606 684 345 142 131 398 044 
Trucks per day  
on OK Days 
6 545 1 031 4 490 3 158 3 708 
Peak average hourly flow 
on OK Days 
598 57 242 187 224 
Maximum GVW (t) 165.6 117.1 129.0 131.3 105.9 
Average GVW (t) 22.0 19.5 20.9 25.2 13.7 
No. over 60 t 1 680 249 322 15 584 
No. over 70 t 885 50 149 3 35 
No. over 80 t 609 25 61 3 15 
No. over 100 t 238 5 10 1 1 
Average speed (km/h) 85.1 53.7 88.2 83.8 76.4 
Statistics for Lane 2      
Total trucks (cleaned) 49 980 398 732 45 584 5 621 31 636 
Trucks per day  
on OK Days 
557 1 168 261 135 314 
Peak average hourly flow 
on OK Days 
82 75 16 12 32 
Maximum GVW (t) 75.2 108.6 128.0 58.4 69.9 
Average GVW (t) 19.3 20.2 17.5 23.5 10.2 
No. over 60 t 36 307 54 0 3 
No. over 70 t 7 28 20 0 0 
No. over 80 t 0 12 5 0 0 
No. over 100 t 0 3 2 0 0 
Average speed (km/h) 89.8 56.2 95.4 89.2 87.5 
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Figure B-1 Computer-generated image of weigh station in the Netherlands 
(supplied by DVS) 
 
Figure B-2 WIM station near Woerden, the Netherlands (supplied by DVS) 
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B.1.2 WIM Data files 
The data from each site were delivered in various formats, as described in 
Table B-3, and all vehicle records were extracted from the data files and loaded 
into Microsoft Access
®
 databases, with one database per site. 
Table B-3 WIM data file formats 
Site Data format 
Netherlands One text file per day, in comma-separated format, with one 
record per vehicle 
Time stamps to the nearest 0.01 s were contained in separate 
log files. These were extracted and matched with the vehicle 
data 
Slovakia One binary file per day, with one record per vehicle. Software 
from the supplier of the data logging equipment, Golden River, 
was used to translate the binary data to text in fixed column 
width and fixed record length format. 
Czech Republic Over 26,000 binary files, with an average of 25 vehicles per 
file. As in Slovakia, Golden River software was used to 
translate the binary data. 
Slovenia A single text file containing all vehicles was supplied. The 
data were in fixed column width format, but with variable 
record lengths, depending on the number of axles. 
Poland One text file per day, in fixed column width and fixed record 
length format. 
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The data recorded per vehicle are typically: 
 Vehicle number (unique identifier) 
 Date 
 Time when leading axle passes sensor.  
 Speed 
 Lane 
 Category (type of truck) 
 Total vehicle length (measured by inductive loop detectors) 
 Gross vehicle weight (GVW) 
 Individual Axle loads, the sum of which is the GVW. 
 Wheelbase  
 Axle spacings, the sum of which is the wheelbase 
The vehicle number is not usually needed, but was essential for the Netherlands 
data in linking the vehicle data to the log files containing accurate time stamps.  
As can be seen in Table B-1, the accuracy, or resolution, of the time stamps varies 
from 0.001 s in Slovenia up to 1 s in Poland. Although an accuracy of 0.01 s or 
better is preferable for gap modelling, reasonable results can still be obtained with 
0.1 s. For the Polish data, where times are recorded to the nearest second, it is 
difficult to model gaps properly, and the effect of this will be seen later in the 
discussion of results in Section B.3 (see Figure B-55). 
Each site uses different vehicle classification systems. The system used in the 
Netherlands, shown in Figure B-3, is the most comprehensive of all sites studied, 
and proved useful in the data cleaning process. The classification at the site in 
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Slovenia is somewhat similar and is based on a simple rule – for example, a 
category of “113” represents a vehicle where the first and second axles are not 
part of a group, and the rearmost three axles are in a group, where a group is 
defined as two or more axles at spacings of less than 1.75 m. The other sites use a 
fairly limited numerical classification (from 1 to 6 in Slovakia and Poland, and 1 
to 13 in the Czech Republic) 
The overall vehicle length is a useful measure in the data cleaning process, 
helping to identify vehicles which have been incorrectly split into two vehicles, 
and in identifying “ghost” axles (see Section B.1.3.8 for more details on this). The 
length should normally be greater than the wheelbase, with the difference 
representing the combined overhang at the front and rear of the vehicle. The WIM 
equipment cannot provide separate measurements for the front and rear which 
would enable bumper to bumper gaps to be identified. At two of the sites, accurate 
vehicle lengths are not available. At the site in the Czech Republic, the maximum 
overhang recorded is 255 cm, with 97% of all vehicles having this value, and in 
the data from Slovenia, the vehicle length is not supplied.  
At two of the sites – Slovakia and the Czech Republic – there is a limitation in the 
data file format which allows details to be stored for a maximum of nine axles on 
any vehicle. However, the GVW and wheelbase figures include any additional 
axles which made it possible to estimate the missing information. For those 
vehicles with more than nine axles it was evident that in most cases, one 
additional axle was needed because the additional wheelbase was less than 2 m, 
and the additional weight was less than 12 t. In a smaller number of cases, it 
appeared likely that two additional axles were needed. In Slovakia, there is a total 
of 81 vehicles with more than nine axles, and in the Czech Republic there are 207. 
Although there is some subjectivity involved in deciding the number of extra 
axles, these vehicles tend to be heavy and are important in bridge loading, and it is 
important not to introduce bias into the data by excluding them.  
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Figure B-3 Vehicle classification system – the Netherlands (source: DVS) 
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B.1.3 WIM data cleaning – the Netherlands 
B.1.3.1 Initial data cleaning 
Data quality issues were identified in consultation with DVS, and the original list 
of trucks was reduced by eliminating unreliable readings. The criteria used were: 
 The time stamp for the truck should be also recorded in the log file so that the 
more accurate time stamps (to 0.01 s) are available. For various operational 
reasons log files were not available on certain days and data for these days, 
with a total of 61,554 trucks, were excluded from the analysis. 
 The recorded speed should be between 60 and 120 km/h inclusive. Axle 
weights for trucks travelling at speeds outside this range are not considered to 
be reliable. This resulted in the exclusion of a further 15 839 trucks. 
 The number of axles should be two or more. Some “zero-axle” and “single-
axle” trucks were mistakenly registered by the WIM sensors. This resulted in 
the exclusion of a further 79 trucks. 
 The GVW should be 3.5 t or greater. 200 trucks in the original list were 
mistakenly registered by the WIM sensors as having zero GVW, but all of 
these had already been excluded by applying the first three conditions above. 
The number of trucks was thus reduced from 725 897 to 648 425. For 
convenience, these 648 425 trucks are referred to as “Clean(1)” vehicles. Further 
analysis of these revealed some unusual aspects which warranted investigation. 
B.1.3.2 Gaps 
By combining the time stamp of the leading axle with the wheelbase and speed of 
each truck, and comparing this with the time stamp of the leading axle of the 
following truck, it is possible to estimate the gap in seconds between the rear 
wheel of each truck and the front wheel of the following truck. A histogram of 
this “wheel gap” is shown in Figure B-4 for gaps below 0.7 s for Clean(1) trucks. 
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At a typical speed of 80 km/h, a gap of 0.2 s corresponds to a distance of 4.4 m. 
The peak in the histogram between 0.0 and 0.1 s seems physically impossible, and 
subsequent investigations confirmed that this peak is due to trailers being 
incorrectly identified by the WIM system as separate vehicles (see Section B.1.3.6 
for more details on these “split vehicles”). 
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Figure B-4 Gap distribution below 0.7 s – slow lane, NL 
B.1.3.3 Vehicle length vs. wheelbase 
The wheelbase is calculated by summing the measured inter-axle spacings, and 
the overall vehicle length is measured by inductive loop detectors. The total 
overhang can be calculated by subtracting the wheelbase from the overall vehicle 
length. Normally the vehicle length would be expected to be greater than the 
wheelbase, but in some cases, a negative value for overhang is obtained. In most 
of these cases there is a relatively small negative value for overhang (up to 4 m) 
and while this is usually caused by the loop detectors not detecting a part of the 
truck body, it can also be an indication of a likely split vehicle (see 
Section B.1.3.6). Cases where there is a larger negative overhang are mostly due 
to “ghost” axles, where the WIM equipment mistakenly records weights for non-
existent axles. Typically, the rear tridem is repeated (see Section B.1.3.8 for more 
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details on this). An initial analysis of the Clean(1) vehicles with negative 
overhangs is given in Table B-4: 
Table B-4 Analysis of vehicle overhang 
Negative 
overhang 
Number of 
vehicles 
0 to 3.99 m 16 101 
4 to 9.99 m 952 
> 10 m 181 
B.1.3.4 Other unusual aspects / extreme values 
Various other aspects of the data which have a potentially significant effect on 
bridge loading were identified: 
 GVW over 100 t 
 Individual axle loads over 20 t 
 Wheelbase over 30 m 
 Individual inter-axle spacing over 20 m 
B.1.3.5 Photographic evidence 
The WIM equipment at Woerden includes cameras which record images of 
certain vehicles. An image is recorded and saved for any vehicle with a GVW 
over the standard legal limit of 50 t, or with a leading axle weight of more than 
10 t, or which is not identified as belonging to one of the standard vehicle 
categories shown in Figure B-3, and is given a category of “Other”. During 2006, 
work was done at DVS to link these images with the database of recorded vehicles 
to make it possible to retrieve images based on any selection criteria. A list of 
vehicles was compiled by the author based on gaps, negative overhangs and the 
other unusual aspects described above. At the end of October 2006, DVS supplied 
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electronic images for a total of 965 vehicles of interest. Analysis of these images 
in consultation with DVS enabled a second cleaning process to be applied to all 
Clean(1) vehicles. The conclusions drawn from this analysis may be summarised 
as follows: 
 Some vehicles with trailers are incorrectly split by the WIM system into two 
vehicles. As part of the second cleaning process, 1655 incorrectly split trucks 
were merged into single vehicles. 
 There are some common features which can be used to identify ghost axles. 
As part of the second cleaning process, ghost axles were removed from 886 
trucks. 
 Almost all trucks over 100 t appear to be genuine. Photographs were obtained 
for 216 out of a total of 241 Clean(1) trucks over 100 t, and only 5 of these 
were removed as part of the second cleaning process. 
 Some 15 trucks with individual axle loads over 20 t were removed as part of 
the second cleaning process, but the majority (43) were retained as correct. 
 Most cases of wheelbases over 30 m are caused by ghost axles. Of the 135 
Clean(1) trucks with wheelbases over 30 m, 95 have ghost axles. A further 14 
were removed manually due to axle spacings which are considered highly 
unlikely. After the second cleaning process, just 26 trucks remain with 
wheelbases over 30 m, and most are only slightly longer than 30 m. 
 111 vehicles had a maximum individual inter-axle spacing of more than 20 m. 
Of these, 50 were due to ghost axles. A further 32 were removed manually due 
to axle spacings which are considered highly unlikely. The most common 
reason for removal was that the axle spacing between the first and second 
axles was over 20 m which is considered particularly unlikely. After the 
second cleaning process, just 29 trucks remain with individual inter-axle 
spacings over 20 m. 
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 In a small number of cases (34), vehicles were removed based on the fact that 
the spacings and axle count on the photograph does not agree with the 
measured data. Of these, 7 were straddling two lanes which is a known source 
of error. Some are possible split vehicles, and some have axle spacings and 
loads which are considered highly unlikely.  
B.1.3.6 Split vehicles 
A typical example of an incorrectly split 5-axle truck is shown in the images in 
Figure B-5 and Figure B-6. 
 
Figure B-5 Photograph of complete vehicle, with measured data for leading 
“vehicle” 
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Figure B-6 Measured data for following “vehicle” (trailer) 
As can be seen, this 5-axle truck has been split into a 4-axle truck followed by a 
2-axle truck. This is true in most cases; the front axle of the trailer is counted 
twice – as part of both the leading and following vehicle. This is referred to here 
as a split with a common wheel. In these cases, the wheel gap is very small (less 
than 0.1 s), and the leading vehicle has a negative overhang of up to 4 m. This 
negative overhang is caused by the fact that the loop detectors correctly measure 
the length of the leading vehicle, and the inclusion of the front axle of the trailer 
makes the wheelbase of the leading vehicle too long.  
In a smaller number of cases, the front axle of the trailer is not counted twice. This 
can be identified in the data as vehicles with a very small gap (less than 0.2 s), but 
with the leading vehicle having a positive overhang. It is difficult to select the 
correct value for the gap (0.2 s) which separates cases of split vehicles from 
genuine cases of two vehicles travelling extremely close together. For gaps 
between 0.2 s and 0.25 s, with the leading vehicle having a positive overhang, 
additional checks were performed before merging the vehicles. These checks were 
based on photographic evidence, and on an analysis of pairs of vehicle categories. 
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Although some of the rules are somewhat arbitrary, they are based on a judgement 
of the absolute minimum physically possible gap. This minimum is judged to be 
0.2 s (i.e. 4.4 m at 80 km/h). This minimum, and the distribution of gaps up to 2 s 
is extremely important for bridge loading. 
The tests applied to identify pairs of likely split vehicles are as follows: 
1. Negative overhang of leading vehicle between 0 m and 4 m 
1.1. Gap less than 0.1 s 
1.1.1. Supported by photographic evidence [45 cases] 
Action: Merge leading and following vehicle with common wheel 
1.1.2. No photographic evidence [850] 
Action: Merge leading and following vehicle with common wheel 
1.2. Gap between 0.1 s and 0.25 s 
1.2.1. Combination of vehicle categories makes split more likely (see 
Section B.1.3.7) [36] 
Action: Merge leading and following vehicle but with no common 
wheel 
1.2.2. Combination of vehicle categories does not make split more likely 
(see Section B.1.3.7) [2] 
Action: Remove both leading and following vehicles - contradictory 
evidence - likely to be a split with common wheel, but gap too big 
2. Positive overhang of leading vehicle between 0 m and 10 m 
2.1. Gap less than 0.05 s [33] 
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Action: Remove both leading and following vehicles - contradictory 
evidence – very small gap, but positive overhang. 
2.2. Gap between 0.05 s and 0.20 s [63] 
Action: Merge leading and following vehicle but with no common wheel 
2.3. Gap between 0.20 s and 0.25 s 
2.3.1. Photographic evidence of split [4] 
Action: Merge leading and following vehicle but with no common 
wheel 
2.3.2. Combination of vehicle categories makes split more likely (see 
Section B.1.3.7) [134] 
Action: Merge leading and following vehicle but with no common 
wheel 
2.3.3. Other [11] 
Action: Accept as separate vehicles 
2.4. Gap greater than 0.25 s, with photographic evidence of split [5] 
Action: Merge leading and following vehicle but with no common wheel 
All gaps referred to are wheel gaps - gaps in seconds between the rear axle of the 
leading vehicle and the first axle of the following vehicle 
 The numbers in [brackets] refer to the number of pairs identified in the 
Clean(1) data under each rule 
 The hierarchical numbered categories are inclusive – e.g. the 4 vehicles in 
category 2.3.1 above are trucks with a positive overhang (category 2), a gap 
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between 0.20 s and 0.25 s (category 2.3) and with photographic evidence of 
split (category 2.3.1) 
 Total number of pairs merged: 1137 
 Trucks removed based on contradictory evidence: 70 (i.e. 35 pairs) 
 Trucks removed because other truck in split pair is not in Clean(1) data: 49 
Another type of split was also identified where conventional 5 and 6-axle trucks 
are split with the tridem at the rear being split from the front axles. These are 
identified as a V11 or a V12 vehicle being followed by a V111 which has all the 
characteristics of a tridem. These characteristics are: 3 equally spaced wheels, 
with inter-axle spacings of between 1.8 and 2.0 m, very similar loads on each of 
the three axles, and a small gap in front – less than 11 m. (about 0.5 s). The lead 
and following vehicles tend to have a GVW in the range 20 to 30 t. These criteria 
exclude 3-axle cranes which tend to have one axle spacing longer than the other, 
and a more uneven load distribution between the axles. This analysis identified a 
further 518 such pairs, and these were merged into 5- and 6-axle trucks. 
B.1.3.7 Combinations of vehicle categories 
For the marginal cases of split vehicles described above (B.1.3.6) where the gap 
and overhang data are not conclusive, the categories of leading and following 
vehicles are used as additional evidence (refer to Figure B-3 for a list of vehicle 
categories). For split pairs of vehicles with a common wheel (negative overhang 
of up to 4 m and gaps less than 0.1 s), an analysis of the pairs of categories present 
shows, for example, that the combination of a T1101 followed by a V11 occurs in 
38.9% of split pairs, but in only 1.2% of the general population. In marginal cases 
where there is a negative overhang but where the gap is bigger – between 0.1 s 
and 0.25 s - if the pair of vehicle categories is among the list of likely category 
pairs, then it is assumed that this is a split vehicle, but with no common wheel 
because of the bigger gap. The combinations of categories used are: 
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 Negative overhang (leading vehicle) or gap less than 0.05 s : 
o Leading vehicle any one of: T1101, T1201, V121, V11A1, O1111, O1121 
 Positive overhang or gap more than 0.05 s: 
o Leading vehicle any one of: V11, V12, V111, V112 
 In both cases, the following vehicle must be one of: V11, V111, V12, O* 
B.1.3.8 Ghost Axles 
A typical case of ghost axles is shown in Figure B-7. It exhibits most of the 
features of ghost axles: 
 A large negative overhang (in this case 10.23 m, but it can be anything bigger 
than 4 m) 
 One very light axle (axle 6 = 0.5 t) which corresponds with the first axle 
where the cumulative axle spacings become greater than the vehicle length. 
 Three axles - 7, 8 and 9 - where the axle weights and spacings are similar (but 
not exactly equal) to axles 3, 4 and 5. Note that the axle spacings match more 
closely than the axle loads. 
In this case, axles 6, 7, 8 and 9 are not correct and should be removed. 
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Figure B-7 Example of ghost axles 
There are, however, many variations. In many cases, there is one very long inter-
axle spacing after the “real” wheels. In some cases there are a number of very 
light axles in sequence after the real wheels. It is not always the tridem that is 
ghosted - in some cases, 2 or 4 axles are ghosted. In all identified cases, there is a 
large negative overhang (over 4 m), and the ghost axles are the last axles on the 
vehicle.  
A total of 886 otherwise valid vehicles were identified as having ghost axles and 
were fixed by simply deleting the ghost axles. 
The rules used to identify ghost axles are: 
1. Select vehicles with negative overhang of more than 4 m 
2. Locate the first very light axle, if any. This is defined here as an axle load less 
than 20% of the average of all axle loads excluding the lightest axle on the 
vehicle. 
3. Locate the first axle where the cumulative axle spacing is greater than the 
estimated wheelbase. The estimated wheelbase is taken as the vehicle length 
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less 3 m because the average overhang on a typical truck is between 3 and 
4 m. 
4. Try matching the rear four, three or two axles with earlier axles (if the vehicle 
has sufficient axles), starting with the second axle. Only try matching three if 
no matching set of four is found, and only try matching two if no matching set 
of three is found – i.e. match the largest number of axles possible. An 
approximate matching technique is used, as described below. 
5. If a matching set is found, identify the first ghost axle to be removed using the 
following rules: 
5.1. As an initial estimate, select the axle number from step 3 
5.2. Select the first axle in the matching set of rear axles from step 4 as the 
new estimate if it is greater than the initial estimate. 
5.3. If the first very light axle from step 2 is in front of the current estimate, 
and if all the axles between both are also very light, select the first very 
light axle from step 2 as the new estimate. 
B.1.3.9 Approximate matching technique 
To illustrate the matching technique, the truck pictured above is used as an 
example. Its axle loads and spacings are given in Table B-5: 
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Table B-5 Data for ghost axles example 
Axle 
Axle Load 
(t) 
Spacing 
in front of axle 
(m) 
1 6.0 - 
2 6.9 3.83 
3 3.4 6.47 
4 3.4 1.32 
5 2.6 1.32 
6 0.5 2.52 
7 3.0 6.47 
8 3.1 1.31 
9 3.1 1.31 
First, axles 6-7-8-9 are compared with axles 2-3-4-5, and do not match because 
axles 2 and 6 are very different. 
Next, axles 7-8-9 are compared with 2-3-4, then with 3-4-5 and then with 4-5-6. 
The percentage differences between the real and the possible ghost axle loads and 
spacings are calculated for each axle in the set as: 
Ghost
GhostReal
Difference

  (B-1) 
The average % difference for the set of axles is calculated for both loads and 
spacings. These two average figures are then multiplied to give a combined 
difference. The combination of axles which gives the lowest combined difference 
is identified. In this case, it is axles 3-4-5 vs. 7-8-9 which give the lowest value 
(0.1%). If this combined difference is less than 1%, then this combination of axles 
is assumed to be a matching set of real and ghost axles. The results of the 
calculations for this example are shown in the Table B-6. 
  Appendix B  
 136 
Table B-6 Identification of ghost axles – sample calculations 
Vehicle Data 
Percentage Differences 
2-3-4 vs. 7-8-9 3-4-5 vs. 7-8-9 4-5-6 vs. 7-8-9 
Axle 
Axle 
Load  
(t) 
Spacing  
in front of 
axle  
(m) Load Spacing Load Spacing Load Spacing 
1 6.0 -       
2 6.9 3.83 130% 41%     
3 3.4 6.47 10% 394% 13% 0.0%   
4 3.4 1.32 10% 0.8% 10% 0.8% 13% 80% 
5 2.6 1.32   16% 0.8% 16% 0.8% 
6 0.5 2.52     84% 92% 
7 3.0 6.47       
8 3.1 1.31       
9 3.1 1.31       
Average % difference 50% 145% 13% 1% 38% 58% 
Combined % difference 72% 0.1% 22% 
Using the steps described above, axle 6 is identified as the first ghost axle to be 
removed because a match has been found between 3-4-5 and 7-8-9, and axle 6 is 
very light. The average axle load excluding axle 6 is 3.9 t, and load on axle 6 is 
12.7% of this average 
  Appendix B  
 137 
B.1.3.10 Summary of data cleaning  
A summary of the data cleaning process is given in Table B-7:  
Table B-7 Summary of results for data cleaning – the Netherlands 
Category 
Total in 
category 
Extra 
exclusions 
Trucks 
remaining 
Total trucks recorded 7.Feb - 26.Jun 2005   725 897 
Trucks not recorded in log files 61 554 61 554 664 343 
Speed outside range 60 to 120 km/h (inclusive) 17 817 15 839 648 504 
Zero or only one axle  272  79 648 425 
Zero GVW  200  0 648 425 
Above are "Clean(1)"    
    
Excluded based on direct photographic evidence  194  34 648 391 
Excluded based on indirect photographic evidence (e.g. 
very small gap, but only one truck in photograph) 
 8  7 648 384 
    
1st Axle spacing >20 m  54   
Of which, Clean(1)  24   
Rear part of split (accepted)  1   
Rejected, photo  1   
Rejected, no photo  22  22 648 362 
    
1st Axle spacing < 20m, but highly unlikely spacing / 
loads / overhang / speed combinations 
  40 648 322 
    
Additional trucks removed as part of split analysis   119 648 203 
Trucks merged as part of split  1 655 646 548 
    
Total valid trucks     646 548 
Total trucks removed     79 349 
    
Analysis of vehicles with ghost axles    
Identified as having ghost axles   908   
Of which, Clean(1)  899   
Already excluded based on photo/other evidence  10   
Rear part of split, with ghost axles, included  1   
Rear part of split, with ghost axles, excluded because 
leading part not clean  
 2   
Ghosts to be fixed and retained (and not part of splits)  886   
    
Summary analysis of total valid trucks    
Clean, not part of split and no ghost axles 643 985   
Ghosts fixed  886   
Split pairs merged 1 655   
Split trucks accepted as separate vehicles  22   
Total valid trucks 646 548   
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B.1.4 WIM data cleaning – Slovakia 
Data for 1,054,948 trucks in two lanes were loaded into a database from daily 
files. The basic data cleaning described below reduced this to 1,031,051 trucks, 
covering 660 days of recorded traffic out of a possible 822 days between 1st 
October, 2004 and 31st December, 2006. There are 460 weekdays and 187 
weekend days with what appears to be a full record.  
B.1.4.1 Basic data cleaning 
A record for an individual truck is considered unreliable if: 
 Any one axle load is either negative or greater than 40 t 
 The sum of the axle loadings is greater than the recorded GVW. 
 The maximum individual axle load is over 15 t, and this axle represents more 
than 85% of GVW. 
 The sum of the axle spacings is greater than the recorded wheelbase. 
 Any one axle spacing is either negative, or less than 0.4 m. 
 Any intermediate axle load or spacing is zero. 
 The number of recorded axle spacings does not correspond to the number of 
axle loads. 
 Any individual axle spacing is over 20 m. 
 The speed is outside the range 40 – 120 km/h inclusive. For Dutch data, a 
higher speed limit of 60 km/h was applied, but in this case the speed 
distribution is quite different, as can be seen in Figure B-45. 
 The vehicle length is zero or negative 
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 The wheelbase is less than 0.4 m. 
Various issues were identified which raised doubts about the reliability of the 
WIM equipment during a number of months in the first half of 2005. As 
Figure B-8 shows, there were very many unreliable readings in March and May 
2005. There was also a gap of just over a month in the recorded data, with no 
measurements available from 1.April to 3.May 2005. 
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Figure B-8 Vehicles removed as a result of basic cleaning. 
Following the basic cleaning described above, various unusual measurements 
remained in the first half of 2005. In March and May 2005, there was a relatively 
high number of vehicles in one direction with very small axle spacings (less than 
1 m), as can be seen in Figure B-9. From the beginning of the measurements in 
October 2004 up to May 2005, there were many extremely small gaps (less than 
0.2 s) between vehicles (Figure B-10). There was also an unusually high 
proportion of very heavy vehicles (GVW in excess of 60 t) in March and May 
2005 (Figure B-11). 
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Figure B-9 Unusually small axle spacings, after basic cleaning 
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Figure B-10 Vehicles with small wheel gaps (less than 0.2 s) behind, after basic 
cleaning  
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Figure B-11 Heavy trucks (over 60 t), after basic cleaning. 
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A high number of vehicles (over 18,000) were recorded as having an overhang 
(i.e. length – wheelbase) of 1023 cm, particularly so in the months up to May 
2005 (Figure B-12). This implausibly large value may be a default “error” value 
in the data logging equipment. As a result of the foregoing analysis, it was 
decided to use only the data between 1.Jun.2005 and 31.Dec.2006, and to exclude 
all vehicles with an overhang of 1023 cm. It seems unlikely that the unusual 
readings in the early months are genuine. Measurement error is the much more 
likely explanation, and the equipment seems to have been re-calibrated in May 
2005, although it has not been possible to confirm this. Care must be taken not to 
introduce bias into the data by excluding genuine extreme vehicles or seasonal 
variations, but as 19 months of apparently good data are available, it is unlikely 
that any bias has in fact been introduced. 
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Figure B-12 Overhang = 1023 cm as % of total, by month, after basic cleaning 
B.1.4.2 Split vehicles and ghost axles 
The wheel gaps are calculated for all clean vehicles. A small number have 
negative gaps, and as there is no obvious explanation for this, these trucks are 
eliminated. Very small gaps in the data appear to be associated with unusually 
small axle spacings (Figure B-13), which is unexpected and suggests ghost axles 
and split vehicles. 
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Figure B-13 Link between small wheel gaps and small axle spacings in the 
leading vehicle (< 1 m) 
B.1.4.3 Rules for ghosts and splits  
In the Slovakian data, there are a number of cases where there appears to be a 
combination of ghost axles and split vehicles. The example in Figure B-14 
illustrates the most common type of problem encountered, with these two vehicles 
recorded travelling 0.5 seconds apart: 
 
Figure B-14 Example of ghost axles and split vehicle. 
Both vehicles are somewhat implausible on their own – the spacing of 0.60 m on 
the first is very small, and the rear vehicle looks very like a tandem. The very 
73 km/h 43 km/h 
3.88 t 
4.01 t 4.98 t 
4.79 t 6.05 t 6.09 t 
1.60 m 
0.60 m 
1.63 m 1.30 m 
0.50 s 
  Appendix B  
 143 
different speeds are also highly unlikely with such a small gap, and it looks as if 
the WIM system has added two ghost axles to the leading vehicle (axles 2 and 4), 
and miscalculated the speed of this vehicle. The gap between the rear axle of the 
leading vehicle and the front axle of the following vehicle is calculated using the 
speed of the leading vehicle, and in this case would be 0.18 seconds. On a bridge, 
these would appear as a two-truck loading event, and in the classification of 
loading event types, it is important to be confident about the measured data. There 
are two possible ways of resolving this problem – either discard both vehicles 
from the WIM data set, or fix the problem by merging the two into a single 4-axle 
vehicle, and this is the approach adopted here. There are 250 cases of this 
particular problem in the data for Slovakia, and there are a small number of 
slightly different cases. The rules adopted for these apparent errors are: 
1. If (as in Figure B-14) a 4-axle truck has a spacing between axles 2 and 3 less 
than 1 m, the loads on axles 1 and 2 are similar, and the loads on axles 3 and 4 
are similar, and if this is also closely followed (headway < 1 s) by a 2 or 3-
axle truck whose last axle spacing is under 2 m, and whose speed is 
significantly higher, then 
 Delete axles 2 and 4 
 Merge the two vehicles, with speed equal to that of the following truck 
2. If a 3-axle truck has a spacing between axles 2 and 3 less than 1 m, the loads 
on axles 2 and 3 are similar, and if this is also closely followed 
(headway < 1 s) by a 2 or 3-axle truck whose last axle spacing is under 2 m, 
and whose speed is significantly higher, then 
 Delete axle 3 
 Merge two vehicles, with speed equal to that of the following truck 
3. If every 2nd axle spacing is under 1 m, and every pair of axles have similar 
loads, then 
 Delete every 2nd axle 
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 If this is also closely followed (headway < 1 s) by a 2 or 3-axle truck, 
whose last axle spacing is under 2 m, and whose speed is higher, then 
o Merge two vehicles, with speed equal to that of the following 
truck 
In the WIM data from June 2005 onwards, there were 250 cases of type 1, 4 cases 
of type 2, and 3 cases of type 3. There were a further 24 cases of type 3 where 
there were ghost axles on a vehicle, but no tandem or tridem following close 
behind, and these ghost axles were deleted. 
A summary of the results of the data cleaning process for Slovakia is given in 
Table B-8. 
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Table B-8 Analysis of reasons for excluding trucks - Slovakia
 a
 
Reason for exclusion Number 
of 
vehicles 
Number 
excluded 
for this 
reason only 
Speed greater than 120 km/h 5,953 5,389 
Overhang=1023cm 5,326 2,825 
Speed less than 40 km/h 2,405 1,472 
Number of axle loads does not correspond with 
number of axle spacings 
1,480 50 
One or more axle spacings between zero and 0.4 m 720 371 
Sum of axle spacings not equal to wheelbase 440 4 
One or more negative axle spacings 348  
Maximum axle load greater than 15 t, and more than 
85% of GVW 
230  
Vehicle length less than 0.4 m 188 55 
One or more axle loads greater than 40 t 168 7 
One or more axle spacings greater than 20 m 150 11 
Sum of axle loads not equal to GVW 44  
One or more negative axle loads 41  
Wheelbase less than 0.4 m 6  
Negative gaps 7 7 
Removed due to merging split vehicles 257 257 
Number of vehicles removed 13,327
 b
  
Clean 748,338  
Total 761,665  
Notes: 
a
 Only data from 1.June.2005 
b
 Many vehicles were removed for multiple reasons 
At all sites, “OK days” were identified – i.e. working days with a continuous 
record of traffic. These are identified by checking weekdays where the total truck 
traffic is unusually low, which could be national holidays. For truck properties – 
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GVW, axle layouts etc. – all days are used, but for daily maximum loading and 
comparison of load effects, only OK days are used. 
B.1.5 WIM data cleaning – Other sites 
In the WIM data for Wroclaw in Poland, two wheel weights are recorded for each 
axle – left and right, corresponding to the wheel(s) at either end of the axle. In 
most cases, the two wheel weights on each axle are equal or very similar. 
A points system was applied to identify doubtful readings, as detailed in 
Table B-9, and any vehicle with seven or more points is excluded. This is a 
refinement on the approach used for the first two sites, and allows for vehicles 
with one slightly doubtful reading to be retained, while others with multiple such 
readings are excluded.  
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Table B-9 Data cleaning rules applied to Poland and Czech Republic 
 Rule Action 
Rules applied to overall vehicle:  
GVW less than 3.5 t (cars) Reject 
Wheelbase less than 1 m Reject 
Wheelbase greater than 30 m and first or last axle spacing 
greater than 10 m 
Reject 
Wheelbase greater than 30 m and speed less than 30 km/h Reject 
Wheelbase greater than 40 m Reject 
Maximum axle load greater than 15 t and this axle represents 
more than 85% of GVW 
Reject 
Speed less than 20 km/h Reject 
Speed greater than 120 km/h Reject 
Speed between 20 and 40 km/h +5 points 
First axle spacing greater then 15 m Reject 
First axle spacing greater then 10 m +4 points 
Rules applied for each axle:  
Any left or right wheel weight zero or negative Reject 
Ratio of left/right wheel weights > 5 Reject 
Any axle load zero or negative Reject 
Axle load greater than 60 t Reject 
Axle spacing greater than 20 m Reject 
Points accumulated per axle:  
Ratio of left/right wheel weights between 2 and 3 +1 point  
Ratio of left/right wheel weights between 3 and 5 +2 points 
Axle load between 25 t and 40 t +2 points 
Axle load between 40 t and 60 t +5 points 
Axle spacing less than 0.4 m Reject 
Axle spacing between 0.4 and 0.7 m +2 points 
Axle spacing between 0.7 and 1.0 m +1 point 
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In the cleaned data for Poland, the maximum axle load is 31 t (on two trucks). On 
all trucks other than these two, the maximum axle load is less than 20 t. 
For the Czech Republic, the same rules were applied, apart from the rules relating 
to left and right wheel weights which are unique to the Polish site. 
The data from Slovenia had been cleaned by the provider – The Slovenian 
National Building and Civil Engineering Institute (ZAG) – and fewer rules were 
found to be required. These are listed in Table B-10. 
Table B-10 Data cleaning rules applied to Slovenia 
 Rule Action 
Sum of axle weights not within 50 kg of GVW (slight rounding 
errors are acceptable) 
Reject 
Sum of axle spacings not within 5 cm of wheelbase Reject 
Speed greater than 120 km/h Reject 
GVW less than 3.5 t (cars) Reject 
There did not appear to be any problems with ghost axles or split vehicles at the 
sites in Poland, the Czech Republic and Slovenia. 
B.1.6 Implications of data cleaning for bridge loading 
Bridge load effects on shorter spans are sensitive to individual axle loads and axle 
spacings, as well as GVW and wheelbase. Table B-11 analyses the extreme values 
for heavy axle loads, and short axle spacings, which remained in the WIM data 
after cleaning. There are relatively few vehicles with axles in excess of 20 t or 
maximum axle spacings in excess of 15 m. There are higher numbers of vehicles 
with individual axle spacings less than 1 m.  
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Table B-11 Extreme vehicle characteristics in WIM data 
Site Woerden, 
NL 
Branisko, 
SK 
Sedlice, 
CZ 
Vransko, 
SI 
Wroclaw, 
PL 
Number of clean vehicles 646,548 748,338 729,776 147,752 429,680 
Maximum Axle Load 33.5 34.3 25.0 19.6 31.5 
Number of vehicles with maximum axle load greater than … 
 30 t 3 4 0 0 2 
 25 t 12 11 0 0 2 
 20 t 45 42 128 0 2 
 15 t 830 1,902 433 3,959 1,697 
Minimum axle spacing (m) 0.40 0.40 0.40 0.90 0.40 
Number of vehicles with minimum axle spacing less than … 
 0.7 m 987 2,973 3,476 0 555 
 1.0 m 5,377 12,221 21,142 87 3,403 
Maximum axle spacing (m) 29.93 19.11 19.68 13.80 17.60 
Number of vehicles with maximum axle spacing greater than … 
 25 m 3 0 0 0 0 
 20 m 30 0 0 0 0 
 15 m 238 8 74 0 8 
 10 m 6,032 278 1,194 11 313 
Maximum first axle spacing (m) 19.21 19.11 14.94 8.48 14.20 
Number with maximum first axle spacing greater than … 
 15 m 20 3 0 0 0 
 12 m 74 4 57 0 4 
   8 m 6,828 8 223 15 104 
Note: All counts are for fully cleaned data. 
In order to examine the significance of this for bridge loading, the measured 
traffic is passed over bridges of different lengths and the resulting load effects are 
calculated. Some statistics on the measured vehicles which are part of the daily 
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maximum load effects are presented in Table B-12 for the Netherlands and in 
Table B-13 for the Czech Republic. It can be seen that relatively few vehicles 
with extreme axle loads or spacings are involved in the daily maxima.  
In the simulation, some additional rules on axle spacings (based on the measured 
data) proved necessary to avoid generating unrealistic vehicles. The method of 
modelling axle spacings is described in Section B.2.3, and uses trimodal Normal 
distributions for all except the largest axle spacing on each vehicle. There is 
therefore a small probability of generating a succession of extremely small axle 
spacings resulting in a very short wheelbase, and this has a significant effect on 
bridge loading. To avoid this, a constraint is imposed on the minimum permissible 
wheelbase based on the number of axles. Figure B-15 shows the minimum 
recorded wheelbase per number of axles at all sites. The linear fit is to the data for 
the Netherlands, but is a good fit for all sites, and is used to define the minimum 
permissible wheelbase in the simulation process. If a vehicle is generated with a 
shorter wheelbase, it is rejected. The constraint results in a minimum average axle 
spacing ranging from 1.47 m for a 5-axle vehicle up to 1.71 m for a 14-axle 
vehicle. 
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Figure B-15 Minimum observed wheelbase at each site by number of axles 
It is evident from the measured data that extremely small axle spacings are more 
likely on lighter vehicles, and there is rarely more than one spacing below 1 m on 
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any vehicle. Some photographic evidence in the Netherlands indicates that these 
small spacings can be due to a small trailer being towed by a truck. As a result, 
only one spacing on a simulated truck is permitted to be below 1 m, and the 
absolute minimum spacing is increased with increasing GVW. Below a weight of 
40 t, a minimum of 0.4 m is allowed. This rises to 0.6 m for vehicles between 40 
and 50 t, and to 0.7 m above 50 t. Heavy trucks with greater than 7 axles must 
have a tridem (three axles with combined spacing less than 4.5 m) at the rear. This 
avoids having one or two isolated axles at the rear which might otherwise happen 
in simulation. Some vehicles such as low loaders have quite large maximum axle 
spacings, but the spacing between the front two axles, i.e. in the tractor unit, tends 
not to be too large, and based on the measured data the rule applied in the 
simulation for 4-axle trucks is that this first spacing cannot be more than 8 m. For 
5-axles this maximum is reduced to 7 m, and for 6 or more axles, it is 6 m. 
Representative results from long-run simulations of 2,700 years of traffic are also 
shown in Table B-12 for the Netherlands, and in Table B-13 for the Czech 
Republic. These show that extreme values for individual axle loads and spacings 
do not appear to unduly influence estimated annual maxima for bridge load 
effects. 
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Table B-12 Extreme vehicle characteristics in bridge loading – Netherlands 
 Measured Simulated 
Number of daily / yearly maxima 98 days 98 days 2 700 years 2 700 years 
Span (m) 15 45 15 45 
Load effect
a
 LE1 LE3 LE1 LE3 
     
Maximum Axle Load 27.7 25.4 34.0 25.9 
Number of vehicles
b
 with maximum axle load greater than … 
 30 t 0 0 5 0 
 25 t 1 1 118 5 
 20 t 5 7 556 199 
 15 t 33 31 2,438 2,167 
Minimum axle spacing (m) 0.60 0.60 0.60 0.50 
Number of vehicles with minimum axle spacing less than … 
 0.7 m 1 1 3 6 
 1.0 m 4 10 80 40 
Maximum axle spacing (m) 13.0 17.2 20.8 17.4 
Number of vehicles with maximum axle spacing greater than … 
 25 m 0 0 0 0 
 20 m 0 0 1 0 
 15 m 0 2 25 10 
 10 m 26 67 930 2,155 
Maximum first axle spacing (m) 10.20 10.20 7.90 8.00 
Number with maximum first axle spacing greater than … 
 12 m 0 0 0 0 
   8 m 1 1 0 0 
Notes:  
a
 See Table A-4 for a description of load effects 
b
 The number of vehicles refers only to those vehicles that are part of the daily or yearly maximum 
loading scenarios, and not to the total number of vehicles measured or simulated. 
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Table B-13 Extreme vehicle characteristics in bridge loading – Czech Republic 
 Measured Simulated 
Number of daily / yearly 
maxima 
151 days 151 days 2 740 years 2 740 years 
Span (m) 15 45 15 45 
Load effect LE1 LE3 LE1 LE3 
     
Maximum Axle Load 24.9 24.9 36.4 32.5 
Number of vehicles with maximum axle load greater than … 
 30 t 0 0 21 1 
 25 t 0 0 85 49 
 20 t 11 6 610 380 
 15 t 21 20 2,160 1,740 
Minimum axle spacing (m) 0.40 0.40 0.50 0.40 
Number of vehicles with minimum axle spacing less than … 
 0.7 m 2 2 3 6 
 1.0 m 7 5 368 259 
Maximum axle spacing (m) 13.40 16.40 17.10 17.90 
Number of vehicles with maximum axle spacing greater than … 
 25 m 0 0 0 0 
 20 m 0 0 0 0 
 15 m 0 3 33 38 
 10 m 12 35 1,062 1,624 
Maximum first axle 
spacing (m) 
7.10 7.10 7.80 8.00 
Number with maximum first axle spacing greater than … 
   8 m 0 0 0 0 
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B.1.7 Data cleaning – comparison with other work 
Sivakumar and Ibrahim (2007) and Sivakumar et al. (2008) give 
recommendations for cleaning, or scrubbing, WIM data in the United States, and 
in Table B-14 these are translated into metric units and compared with the rules 
used in this work. The rules used in this work were developed independently, and 
the table is for comparison purposes only.  
Table B-14 Comparison of data cleaning rules 
United States 
(Exclude any vehicle if…) 
This work 
Speed below 16 km/h Exclude if speed below 20 to 60 km/h – 
varies with site, based on recommendation of 
WIM system operator 
Speed above 160 km/h Exclude if speed above 120 km/h. This may 
introduce a slightly conservative bias as 
trucks travelling faster than 120 km/h might 
reasonably be expected to be lighter on 
average 
Truck length greater than 36 m Not applied, may not be appropriate for 
vehicles with many axles 
Total number of axles less than 3 
or greater than 12 
2-axle vehicles are retained, and no upper 
limit is applied 
Sum of axle spacing greater than 
length of truck 
This rule is applied 
Sum of the axle weights differs 
from the GVW by more than 10% 
Exclude if sum of the axle weights differs 
from the GVW by more than 0.05 t 
GVW less than 5.4 t GVW less than 3.5 t are excluded 
Individual axle greater than 32 t Vehicles with individual axle greater than 
40 t are excluded, but after all cleaning, the 
maximum axle load remaining at all sites is 
34.3 t  
(See Table B-11) 
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Table B-14 Comparison of data cleaning rules (continued) 
United States 
(Exclude any vehicle if…) 
This work 
Steer (first) axle greater than 
11.3 t 
Not applied – many mobile cranes have 
heavy front axles, ranging up to 17 t 
Steer axle less than 2.7 t Not applied, there are many vehicles with 
lower weights recorded for the steer axle. 
First axle spacing less than 1.5 m Not applied, many vehicles are recorded with 
the first axle spacing between 1 m and 1.5 m. 
Any axle spacing less than 1 m Any axle spacing less than 0.4 m. This is 
probably too low, but does not have a 
significant effect on bridge loading (see 
Section B.1.6). 
Any individual axle less than 1 t Not applied 
There is reasonable agreement on many of the rules. Although similar WIM 
technology is used on both continents, the composition of the truck population 
may be somewhat different in the United States compared with Europe, and this 
may account for some of the differences identified in Table B-14. Sivakumar et al. 
(2008) note that some newer trucks with complex axle configurations may need 
rules specifically tailored to fit their use, and this almost certainly applies to the 
European data. They also give various calibration checks based on truck 
percentages by class compared with historical values, and on average 
characteristics of standard 5-axle semi-trailer (“Class 9”) trucks which they list as: 
 The GVW distribution should have a peak around 14 t for unloaded trucks, 
and 35 t for loaded trucks. A shift in the peaks may suggest calibration 
problems. 
 The percentage of these trucks above 45 t should be very low 
 The steer axle should be between 4 and 5 t 
 Tandem weights should be close to published values 
  Appendix B  
 156 
 Mean spacing between drive tandem axles should be comparable to historical 
values 
Standard European 5-axle container trucks in the WIM data have two peaks in the 
GVW distribution around 16 t and 37 t, although at some of the sites there is also 
a peak around 22 t. The percentage above 45 t is typically less than 1%, and the 
steer axle weights range between 4 and 8 t. The higher peak in the GVW 
distribution at the site in Poland is much broader than at other sites. These types of 
checks are most useful when calibrated historical data are available for a 
particular site, and can be used to detect calibration drift in the WIM sensors. For 
this study, sufficient information is not available on local patterns of 
transportation activity, and this makes it difficult to compare different sites on this 
basis. These checks also rely on the accurate identification of the vehicle category. 
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B.2 Traffic simulation 
B.2.1 Overview of simulation process 
The steps in generating a stream of vehicles in a single lane may be summarised 
as follows: 
1. Load data for all required statistical distributions 
2. Start clock at some chosen date and time 
3. Generate a truck 
3.1. Assign clock time to first axle of this truck (time of arrival on bridge) 
3.2. Generate a value for GVW 
3.3. Generate number of axles 
3.4. Generate axle spacings and wheelbase 
3.5. Distribute GVW to individual axle loads 
3.6. Generate speed 
3.7. If hour of day has changed, generate current flow rate (trucks/hour) 
3.8. Generate gap (in seconds) behind this truck based on flow rate 
3.9. Store details of this truck in memory for bridge-crossing programs to 
use 
3.10. Advance clock to first axle of next truck using the wheelbase and 
speed of this truck, and the gap behind this truck 
4. Repeat step 3 for each truck, and continue until required stream of traffic 
has been generated 
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B.2.2 GVW and number of axles 
The bivariate Normal density function for two random variables X  and Y  with a 
correlation coefficient of   is given by Hoel (1971): 
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Truncated maximum likelihood estimation is used to fit the tail of a bivariate 
Normal distribution, in a similar way to that described in Section A.2.1. For this 
optimisation process, initial values must be assumed for the five parameters 
YYXX  ,,,  and  . For each truck with a GVW greater than or equal to the 
threshold, the log likelihood function is calculated using the estimated parameter 
values as  ),(ln yxfLL   where x  is the GVW (t), y  is the number of axles, and 
),( yxf  is the density function given in (B-2). The optimisation process varies the 
values of the five parameters so as to maximise the sum of the log likelihood 
values for all trucks over the threshold, subject to the constraint that the 
proportion in the tail of the fitted bivariate Normal distribution should be the same 
as the proportion in the tail of the empirical distribution. 
As an example, the slow lane in the Czech Republic is used. For this, a threshold 
GVW value of 62 t is chosen using the method described in Chapter 2 and in 
Section A.2.3. There are 272 trucks above the threshold out of a total of 684 345 
measured in this lane. The tail of the empirical and fitted distributions are shown 
in Figure B-16. 
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(a) Empirical (b) Fitted Normal 
Figure B-16 Bivariate GVW and number of axles tail – slow lane, Czech Republic 
The fitted bivariate Normal tail can be used in the simulation by selecting a 
suitable GVW bin size and calculating the associated frequency in each section of 
the tail. These calculated frequencies can be combined with the measured 
frequencies for lower GVW values to generate a table of frequency for all pairs of 
GVW / number of axles combinations likely to occur. As the Normal distribution 
has an infinite tail, some realistic rules must be applied to prevent the simulation 
of, for example, a 2-axle truck with a GVW of 120 t. The maximum GVW vs. the 
number of axles for all sites is shown in Figure B-17, together with the maximum 
applied in the simulations for all sites. This maximum is calculated (in tonnes) as 
4015 AxlesN  up to 6 axles and 7010 AxlesN  for 7 axles or more. Above this, the 
frequency distribution is truncated (i.e. set to zero), and this prevents the 
generation of trucks with unrealistic GVW / number of axles combinations. 
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Figure B-17 Maximum GVW vs. number of axles for all sites 
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To assess the effects of these rules for maximum GVW vs. the number of axles, 
some sample results from long-run simulations are shown in Table B-15. This 
shows that the majority of trucks are well below the maximum GVW for the 
number of axles, and this would suggest that the simulation results are not unduly 
influenced by the chosen rules for maximum GVW. Load effect 3 in the 
Netherlands for a 45 m bridge has the highest numbers of relatively heavy trucks, 
but a closer examination shows that these are reasonably well spread over the 
range of all yearly maximum load effects, and are not concentrated at the upper 
end in a way that might influence the estimate of the characteristic maximum. 
Table B-15 Maximum GVW for number of axles – effects on bridge loading 
  Netherlands  Czech Republic 
Number of simulated 
yearly maxima 
 
2 700 2 700 2 700 
 
2 740 2 740  
Span (m)  15 45 45  15 45 
Load effect
 a  LE1 LE1 LE3  LE1 LE3 
Number of vehicles 
b
 above x% of the maximum GVW for number of axles: 
x=70%  1 112 1 371 2 571  1 016 1 304 
x=80%  330 567 1 797  195 294 
x=90%  93 117 508  16 23 
x=95%  30 33 146  2 3 
Notes: 
a
 See Table A-4 for a description of the load effects used. 
b
 The number of vehicles refers only to those vehicles that are part of the yearly 
maximum loading scenarios, and not to the total number of vehicles simulated. 
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B.2.3 Axle spacing 
For axle spacings, each vehicle class (as determined by the number of axles) is 
modelled separately. The axle spacings on each vehicle are ranked from the 
largest to the smallest, and are referred to as the first maximum, second maximum 
etc. Histograms for 9-axle trucks in the Netherlands are shown in Figure B-18, 
which shows the largest and second largest spacings, and Figure B-19 which 
shows the third, fourth and all other spacings. The spacing behind the first axle is 
referred to as position 1, the spacing between the second and third axles as 
position 2, and so on. It can be seen in Figure B-18(a) that the distribution is 
bimodal with frequent maximum spacings of about 3 m or 11 m. The second 
largest spacing is predominantly around 2 or 3 m. Figure B-18(b) shows that the 
most frequent position of the maximum spacing is near the middle (4 or 5), while 
the second largest spacing is most commonly near the front. 
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(a) Magnitude (b) Position 
Figure B-18 Largest two axle spacings for 9-axle trucks in the Netherlands (as in 
Figure 3-3) 
0%
25%
50%
75%
100%
0 1 2 3 4 5
Inter-axle spacing (m)
F
re
q
u
en
cy
3rd Max
4th Max
5th - 9th Max
 
0%
10%
20%
30%
40%
1 2 3 4 5 6 7 8
Position
F
re
q
u
en
cy
3rd Max
4th Max
 
(a) Magnitude (b) Position 
Figure B-19 Third and subsequent maximum axle spacings for 9-axle trucks in the 
Netherlands 
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Similar results for 5-axle vehicles in the Netherlands are shown in Figure B-20 
and Figure B-21. The axle layout of a standard European 5-axle truck is shown in 
Figure B-22. This shows that the maximum axle spacing for these trucks is 
5.70 m, in position 2, and that the second maximum is 3.80 m in position 1. This 
is reflected in the histograms in Figure B-20. The third and fourth largest spacings 
are in the tridem at the rear, in positions 3 and 4, and are typically 1.33 m, and this 
is reflected in Figure B-21. 
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(a) Magnitude (b) Position 
Figure B-20 Largest two axle spacings for 5-axle trucks in the Netherlands  
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Figure B-21 Third and fourth maximum axle spacings for 5-axle trucks in the 
Netherlands 
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Figure B-22 Standard European 5-axle container truck – tractor and semi-trailer  
The approach used here of modelling maximum spacings with variable positions 
has been found to give better results than earlier approaches of modelling spacings 
based on position only – i.e. fitting distributions to the first spacing, second 
spacing, etc. for each vehicle class. This latter approach works well when 
modelling standard vehicles such as in Figure B-22, but does not work as well 
with heavier vehicles with many axles. For short to medium span bridges, 
modelling overall wheelbase and groups of axles correctly is very important for 
simulated bridge loading to match loading calculated from measured traffic. 
Empirical distributions are used for the magnitude of the (first) maximum axle 
spacing, and a sample extract from one of these distributions is shown in 
Table B-16. Empirical distributions are also used for the positions of the first four 
maximum spacings, and a sample is given in Table B-17. 
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Table B-16 Sample extract from empirical distribution for maximum axle spacing 
(6-axle trucks, Czech Republic) 
Number of axles = 6 
 Maximum axle spacing (m) 
GVW (t) 1 2 3 4 5 6 7 8 9 10 
0 6 0 0 0 0 0 0 1 1 0 
5 11 5 8 4 3 1 3 0 3 0 
10 1 3 19 15 22 9 3 6 4 0 
15 0 1 10 68 154 45 8 18 7 2 
20 0 0 36 318 397 127 21 29 21 5 
25 0 1 7 129 183 73 21 20 19 17 
30 0 0 11 73 167 56 34 20 12 35 
35 0 0 46 175 202 97 26 30 11 12 
40 0 0 95 434 207 124 13 3 7 13 
45 0 0 105 335 153 99 9 3 13 11 
50 0 0 53 193 69 67 8 4 3 3 
55 0 0 4 24 19 13 4 1 3 4 
Table B-17 Sample empirical distribution for positions of largest spacings (6-axle 
trucks, Czech Republic) 
Position 1
st
 Max 2
nd
 Max 3
rd
 Max 4
th
 Max 
1 13% 78% 7% 2% 
2 5% 5% 24% 38% 
3 73% 13% 4% 5% 
4 7% 3% 36% 23% 
5 1% 1% 29% 33% 
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B.2.4 Fitting a trimodal Normal distribution 
For all axle spacings other than the (first) maximum, univariate trimodal Normal 
distributions are fitted to the measured data for each vehicle class. The density 
function for a trimodal Normal distribution is given by: 
),()1(),(),()( 3321222111  NppNpNpxf   
(B-3) 
where  
),( N  is the Normal density function with mean   and standard deviation  , 
10 1  p ,  10 2  p   and  1)(0 21  pp  
The proportions of the data associated with the first two modes are given by 
21, pp  and the remainder of the data are associated with the third mode. 
There are eight independent parameters – a mean and standard deviation for each 
of three modes, and two proportions. These can be estimated by standard 
maximum likelihood estimation. An example of the fitting of unimodal, bimodal, 
and trimodal Normal distributions is given in Figure B-23. As the number of 
modes used increases, the fit improves. 
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Figure B-23 Multimodal Normal curve fitting for 2nd maximum spacing, 8-axle 
vehicles in the Netherlands 
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B.2.5 Axle loads 
The percentage of the GVW carried by each axle is modelled using a bimodal 
Normal distribution for each axle position for each vehicle class (number of 
axles). Sample distributions are shown in Figure B-24 and Figure B-25 for 5- and 
8-axle trucks in the Netherlands.  
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Figure B-24 Percentage of GVW carried by each axle – 5-axle trucks, the 
Netherlands 
Note: The bimodal Normal fit is shown with dotted lines for the first three axles 
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(a) First four axles 
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(b) Rearmost four axles 
Figure B-25 Percentage of GVW carried by each axle – 8-axle trucks, the 
Netherlands 
Distributions at all sites are quite similar, and it can be seen that for some axles 
(e.g. the first axle on 5-axle trucks), there is a distinct bimodal shape. For many 
axles the distribution is unimodal, but not necessarily Normal, and a bimodal 
Normal can still give a significantly better fit, as can be seen in the example in 
Figure B-26 and Table B-18. 
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Figure B-26 Second axle on 5-axle trucks in the Netherlands, with unimodal and 
bimodal Normal fits. 
Table B-18 Parameters for fitted curves in Figure B-26 
Fit Mode Mean 
Standard 
deviation 
Percentage 
in mode 
Unimodal 1 28.0% 5.2% 100% 
Bimodal 
1 26.9% 2.6% 58.7% 
2 29.6% 7.2% 41.3% 
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B.2.5.1 Correlation between axle loads 
There is high correlation between the percentage of GVW carried by adjacent 
axles, and this generally increases when the axles are closely spaced. This is 
illustrated in Figure B-27 which shows the correlation between the percentage of 
GVW carried by adjacent pairs of axles on 8-axle vehicles in the Netherlands. The 
pairs are numbered from the front – the first two axles are pair 1, axles 2 and 3 are 
pair 2 and so on. The coefficient of correlation is lower near the front of the 
vehicles, and there is very high correlation towards the rear. The effect of axle 
spacing on correlation is also evident – when the spacing is below 2.5 m, the 
correlation is much higher than when the axles are further apart. The correlation 
also increases towards the rear of the vehicle where the axles tend to be more 
closely spaced. The correlation between all non-adjacent axles is also calculated 
and is shown as a dotted line (at 63% in this example) in Figure B-27. 
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Figure B-27 Correlation between axle loads – adjacent and non-adjacent axles – 
8-axle trucks, the Netherlands 
For each vehicle class, the coefficients of correlation are calculated for all 
adjacent pairs of axles, and a single coefficient is calculated for all non-adjacent 
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axles. These are then used to construct the correlation matrix. For example, the 
upper half of the symmetric correlation matrix for a 4-axle truck is given by: 
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(B-4) 
where 
jic ,  is the coefficient of correlation between the percentages of GVW 
carried by axles i and j. Different values of jic ,  are used depending on 
whether the spacing between the pair of axles is above or below 2.5 m. 
nac  is the coefficient of correlation between the percentages of GVW 
carried by all pairs of non-adjacent axles. 
In the simulation for each truck, the correlation matrix described above is used in 
conjunction with the bimodal Normal distributions for each axle to generate 
values for the load carried by each axle, using the method described in 
Section B.2.6. When all axle loads have been calculated, their sum is compared 
with the GVW, and if necessary, the individual axle loads are scaled pro-rata to 
ensure that their sum is equal to the GVW. 
B.2.6 Generation of multivariate correlated random numbers 
The method for generating multivariate Normal correlated random numbers with 
n  random variables is (Dowd 1998): 
1. Using sample data, or otherwise, calculate or estimate pair-wise correlation 
coefficients for all pairs of random variables, and variances for each random 
variable. Generate the symmetric nn  variance-covariance matrix V  where: 
ijjiijv   
(B-5) 
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For Standard Normal random numbers, 1 ji  , and this reduces to the 
Pearson correlation matrix: 
ijijv   
(B-6) 
The diagonal elements of this correlation matrix are all equal to 1. For 
independent (uncorrelated) random variables, the off-diagonal elements are all 
zero and this matrix becomes the identity matrix, I . 
2. Using Cholesky decomposition (Press et al. 1992), decompose the matrix into 
a lower triangular matrix A  such that  
VAA
T 
 
(B-7) 
3. Using the Box-Muller method (Press et al. 1992), generate a vector, z , of n  
random numbers drawn from a Standard Normal distribution. 
4. Transform the vector z  into x  by: 
μAzx 
 
(B-8) 
where μ  is the vector of mean values for each of the random variables. 
5. Repeat steps 3 and 4 m  times where m  is the number of observations 
required for each random variable. This results in an nm  matrix X  (at least 
notionally – in practice, this matrix is not stored – it is generated row by row). 
The values in each element of the vector x  are samples drawn from the 
required multivariate Normal correlated distribution. 
Iman and Conover (1982) extend this method to non-Normal marginal 
distributions. The additional steps required, based on the ideas behind their 
method, are: 
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Generate m  observations for each of the n  random variables based on the 
required marginal distribution of each variable. This gives an nm  matrix G  
with zero correlation. 
Reorder the elements in each column of G  so that the elements have the same 
rank (order statistic) within their column as the corresponding elements in X . 
For this study, large numbers of observations are required, and the method 
described could become very inefficient. To achieve the desired result, the 
matrices X  and G  are generated row by row using cumulative distribution 
functions as a proxy for rank. The steps are: 
6. Calculate the vector y  from the Normal cdf Φ  for each random variable: 
)(xy 
 
(B-9) 
The elements of y  are drawn from the uniform distribution on (0,1), and have the 
same scale-invariant measures of correlation (e.g. Spearman‟s rho and Kendall‟s 
tau) as the elements of x . 
7. Calculate the required vector g  as: 
)(
1
iii yΘg


 
(B-10) 
where 
1
iΘ  is the inverse cdf of the required marginal distribution of random 
variable i. 
In this study, the Standard Normal distribution is used in steps 1 to 4 above. 
Step 7 introduces the mean and variance of the required distributions. 
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B.2.7 Extrapolated vehicle classes 
B.2.7.1 Axle spacing 
The rules used throughout this work for classifying vehicles into three main types 
are: 
 A crane-type vehicle is defined as one where the largest axle spacing is less 
than 4.5 m, and the average axle spacing is less than 2.5 m.  
 A low loader is one where the largest spacing is 7.5 m or more.  
 All other vehicles (and all 2-axle vehicles) are classified as “standard”.  
The boundaries between the three classifications are somewhat arbitrary, but are 
based on an examination of the photographic evidence in the Netherlands. Some 
examples of crane-type vehicles are given in Figure B-28 and in Table B-20, and 
examples of low loaders are given in Figure B-29 and Table B-21. The relative 
numbers of the three classifications are shown as percentages of the total number 
of vehicles at each site in Table B-19. 
Table B-19 Percentages of vehicle types at each site 
Site Crane-type Low loaders Standard 
Netherlands 2.4% 3.8% 93.9% 
Slovakia 1.7% 1.0% 97.3% 
Czech Republic 0.7% 3.4% 99.3% 
Slovenia 2.7% 2.8% 97.3% 
Poland 2.3% 1.1% 96.6% 
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(a) 3-axle crane (b) 5-axle crane 
  
(c) 8-axle crane (d) 10-axle crane ballast 
Figure B-28 Examples of crane-type vehicles 
Table B-20 Data for crane-type vehicles pictured in Figure B-28 
Vehicle Axles GVW (t) 
Maximum axle 
spacing (m) 
Average axle 
spacing (m) 
(a) 3 40.5 2.76 2.17 
(b) 5 65.7 2.42 1.83 
(c) 8 110.1 2.86 1.93 
(d) 10 100.9 2.32 1.67 
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(a) 6-axle (b) 8-axle 
  
(c) 10-axle (d) 11-axle 
Figure B-29 Examples of low loaders 
Table B-21 Data for low loaders pictured in Figure B-29 
Vehicle Axles GVW (t) 
Maximum axle 
spacing (m) 
(a) 6 94.7 11.73 
(b) 8 58.1 15.79 
(c) 10 105.1 9.31 
(d) 11 102.2 10.08 
As GVW increases above 50 t, broadly similar trends in vehicle types are evident 
at all sites, as shown in Figure B-30 and Figure B-31. At all sites other than the 
Netherlands, there are very few vehicles in excess of 100 t, and as a result the 
trends above this level are uncertain. The approach used in the simulation is to use 
the measured data at each site as the basis for vehicle modelling up to a GVW of 
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100 t, but above this to use the Netherlands data as the template for axle 
configuration.  
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(c) Low loaders 
Figure B-30 Percentage of vehicles that are (a) crane-type, (b) standard and (c) 
low loaders 
Note: GVW is binned in 5 t intervals, and within each interval the percentages of each type are 
shown as discrete dots. The 20 t moving averages are shown with continuous lines  
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Figure B-31 Average maximum axle spacing at all sites 
In modelling vehicles with more axles than any observed at any site, some form of 
extrapolation is required for axle spacings and loads. In this work, all trucks in the 
Netherlands with 9 or more axles (i.e. up to the maximum observed number of 13 
axles) are used as the basis for extrapolation. There are various trends evident in 
this group of extremely heavy vehicles which are used in the extrapolation, but it 
is not possible to predict with certainty the exact configuration of vehicles beyond 
the extremes of any measured data. One important assumption that is made is that 
as GVW increases to extremely high values, low loaders become the predominant 
vehicle type. 
When the number of axles is within the observed range at a particular site, the 
measured axle spacings are used, unless the GVW is greater than 100 t, in which 
case the maximum spacings are based on the Netherlands data. 
When the number of axles is greater than any observed at the site, the trimodal 
Normal distributions fitted to 9 to 13-axle trucks in the Netherlands are used (even 
if the GVW is less than 100 t). As described earlier, five of these trimodal Normal 
distributions are fitted – one to each of the first four maximum spacings, and one 
to all other spacings. The trimodal Normal distribution fitted to the maximum 
spacing is shown in Figure B-32.  
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Figure B-32 Maximum axle spacing for all trucks with 9 axles or more – the 
Netherlands 
Maximum spacings drawn from the lower mode of the distribution in Figure B-32 
(around 4 m) will tend to generate crane-type vehicles. Figure B-30 shows that 
low loaders become the dominant type for extremely heavy GVWs, and this needs 
to be reflected in the simulation. For GVWs above a threshold based on the 
number of axles, only the upper mode of the distribution in Figure B-32 is used 
and this ensures that all extremely heavy vehicles are low loaders. This threshold 
(in tonnes) is given by:  
T = 5 NAxles + 80 (B-11) 
This is illustrated in Figure B-33 which shows the maximum observed GVW by 
vehicle type and number of axles in the Netherlands. The threshold only applies 
when the number of axles on the simulated vehicle is greater than the maximum 
observed at the site (which is 13 in the case of the Netherlands). 
When the number of axles is greater than any observed at the site, empirical 
distributions are used for the positions of the first four maximum spacings, again 
based on 9 to 13-axle trucks in the Netherlands. 
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Figure B-33 Maximum observed GVW by vehicle type and number of axles in the 
Netherlands 
B.2.7.2 Axle loading 
The distribution of axle loading is based on observed data up to the maximum 
number of axles observed (regardless of GVW). When the number of axles is 
greater than any observed, Normal distributions fitted to 9 to 13-axle trucks in the 
Netherlands are used. For each of these trucks in the observed data, the proportion 
of the GVW carried by each axle load is divided by the average proportion. The 
parameter calculated for axle i on a particular truck is:  
axles
i
i
N
GVW
A
p
1

 (B-12) 
The mean and coefficient of variation of these values are calculated for all trucks 
in each class (i.e. with the same number of axles), and for all trucks with 9 axles 
or more, and the results are shown in Figure B-34.  
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(b) Coefficient of variation 
Figure B-34 Axle loading for 9 to 13-axle trucks in the Netherlands 
The first four axles show most variability, and from axle 5 onwards, the 
proportion of the GVW carried by each axle is close to the average. In the 
simulation, when a truck is generated with more axles than any observed at that 
site, the proportion of the GVW carried by each axle is generated from a Normal 
distribution using the parameters listed in Table B-22. 
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Table B-22 Parameters for Normal distribution of axle loading 
Axle Mean COV 
1 0.91 0.34 
2 0.85 0.29 
3 1.09 0.23 
4 1.06 0.16 
≥5 1.00 0.15 
Correlation between adjacent and non-adjacent axle loads is simulated as 
described in Section B.2.5.1. Correlation coefficients are calculated from 
observed data for trucks in the Netherlands with 9 axles or more, as shown in 
Figure B-35. For vehicles with more axles than any observed, a constant value of 
95% is used for the correlation coefficient from axle 5 onwards. 
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Figure B-35 Correlation between adjacent axle loads – 9 to 13-axle vehicles, the 
Netherlands 
Correlation between loads carried by non-adjacent axles for each vehicle class is 
shown in Figure B-36. This is extrapolated beyond the maximum number of axles 
observed by using a constant value of 60% as shown by the dotted line in 
Figure B-36. 
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Figure B-36 Correlation between non-adjacent axle loads – 9 to 13-axle vehicles, 
the Netherlands 
B.2.8 Gaps ………..  
The modelling of gaps used for single-lane traffic in each direction is a modified 
form of the approach described by O'Brien and Caprani (2005). Whereas they 
measure vehicle separation using headways (the time in seconds between the front 
axles of two successive trucks arriving at a point on the road), the measure used 
here is the time between the rear axle of the leading truck and the front axle of the 
following truck. Throughout this work, the term “gap” is used to describe this 
inter-axle gap. This gap is a better proxy for the clear gap (bumper to bumper) 
between vehicles as it is not dependent on the vehicle length, although it does 
include the overhang at the rear of the leading truck and at the front of the 
following truck. For an average 5-axle truck with a 12.2 m wheelbase travelling at 
80 km/h, the headway is 0.55 seconds greater than the gap. 
One modification applied to the method described by O'Brien and Caprani (2005) 
is to allow for different gap distributions for different flow rates at very small 
gaps. As can be seen in Figure B-37, there is a significant difference between the 
gap distributions, in this example for two flow rates of 200 and 400 trucks per 
hour. 
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Figure B-37 Observed gap cumulative distributions – the Netherlands slow lane 
For each measured gap, the corresponding flow rate is taken as the total number 
of trucks in the lane during that particular hour. For the data in the Netherlands 
where the maximum flow observed is 698 trucks per hour, the flow rates are 
binned in intervals of 25 trucks/hour, whereas in Slovakia where the maximum 
observed flow is 143 trucks per hour, a bin size of 5 trucks/hour is used. At all 
sites, the gaps are binned in intervals of 0.1 seconds.  
The approach is to fit quadratic curves to sections of the cumulative distribution 
functions for small gaps, and to fit a negative exponential distribution above a 
certain threshold. The sections used here for the quadratic fits are 0 to 0.6 
seconds, 0.6 to 1.1 seconds and 1.1 to 2.6 seconds, with a negative exponential fit 
above 2.6 seconds. These composite fits are shown in Figure B-38. 
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Figure B-38 Curve fitting for gap distributions at two flow rates – 200 and 400 
trucks per hour. 
The negative exponential distribution function is: 
tetF 1)(
 
(B-13) 
and the parameter   is calculated to match with the empirical distribution at the 
transition point (2.6 seconds). 
One slight problem is apparent in the gap density functions shown in Figure B-39, 
with slight jumps at the transitions between the different sections – particularly 
evident in this example at the transition to the negative exponential fit at 2.6 
seconds. This is a relatively large gap for bridge lengths in the range considered 
(up to 45 m), as successive trucks travelling at 80 km/h would not be on the 
bridge unless the gap is less than 2 seconds. Fitting quadratic curves to the 
cumulative distribution results in linear sections on the probability density 
function, and adjusting the boundaries of the sections might make the transitions 
smoother, but the fits used are considered sufficiently accurate. 
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Figure B-39 Curve fitting for gap densities at two flow rates – 200 and 400 trucks 
per hour. 
B.2.8.1 Conditional Gap distributions 
The inter-dependence of successive gaps discussed in Section 3.4.5 is illustrated 
in Figure B-40 which shows the distribution of gaps in the slow lane for three 
successive trucks at two different flow rates, and for all flow rates combined. The 
curves show the distribution of the second gap, based on the size of the first gap, 
and for reference also shows the distribution of all gaps. This shows that small 
gaps (below 4 s) are more likely to be followed by another small gap, particularly 
at lower flow rates. As flow rates increase, this tendency becomes less 
pronounced. Similar results are observed at all sites. Combining all flow rates, as 
in Figure B-40(c), introduces an additional effect whereby a small first gap is 
more likely to occur when the flow rate is high which in turn makes it more 
probable that the second gap will also be small. However, the adjustment 
described below is used for all flow rates in the simulation, and is based on 
Figure B-40(c). This adjustment has been found to improve the match between 
observed and simulated load effects caused by two trucks in the same lane. 
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(a) Flow rate between 70 and 80 trucks per hour 
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(b) Flow rate between 200 and 240 trucks per hour 
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Figure B-40 Conditional gap distributions – slow lane, the Netherlands 
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Figure B-41 Linear relationship between conditional distributions (for gaps from 0 
to 10 seconds), all flow rates 
There is an almost linear relationship between the different distributions, and this 
is illustrated in Figure B-41 in which each conditional distribution is compared 
with the overall gap distribution. This relationship could be expressed as: 
i
i
all
allii
a
tF
tF
tFatF
)(
)(
)()(


 
(B-14) 
where ia  is a different constant for each of the four distributions in Figure B-41, 
and 1ia  for the three distributions below 4 seconds. This presents a problem 
because 1)( tFall  as t  increases, causing )(tFi  to become greater than 1 when 
1ia . To avoid this problem, an additional factor is introduced which ensures 
that each cdf remains within the interval [0,1]: 
)()1(
)(
)(
tFaa
tF
tF
iii
i
all


 
(B-15) 
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The values for the parameter ia  are obtained by minimising the chi-square 
measure of goodness of fit which gives greater weight to the fit at lower gap 
values. Values for the slow lane in the Netherlands are given in Table B-23. 
Table B-23 Conditional gap distribution parameters – slow lane, the Netherlands 
iF  ia  
0 < 1st Gap <=1 s 1.409 
1 < 1st Gap <=2 s 1.377 
2 < 1st Gap <=4 s 1.264 
1st Gap > 4 s 0.847 
The effect of this transformation on the conditional distributions is shown in 
Figure B-42 which shows that the fit is acceptably close. 
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Figure B-42 Adjusted conditional gap distributions 
In the simulation, a random number iu  is generated on (0,1). This is transformed 
to allu  by: 
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(B-16) 
This is used to calculate the inverse )(1 allall uF
  to give the required gap. 
B.2.8.2 GVW dependence of gaps 
In Section 3.4.5, it is noted that there appears to be a shift of 0.2 s in the entire gap 
distribution behind trucks with GVWs in excess of 70 t. At other sites, there are 
relatively few such extremely heavy trucks, and the evidence for a similar 
distribution shift is less conclusive. At the sites in Slovakia and the Czech 
Republic, there appears to be a possible shift of 0.1 s above 60 t, but in Slovenia 
there are only 15 trucks above this weight, and in Poland the time stamp 
resolution of 1 s is too coarse for any conclusions to be drawn. As a consequence, 
in the simulation a distribution shift is assumed only in the Netherlands. This may 
be slightly conservative at the other sites, but loading events featuring two trucks 
in succession have been found not to be critical for the bridge lengths considered.  
B.2.8.3 Footnote on gap modelling 
In subsequent work (Chapter 5 and Appendix D), the methods described above for 
modelling same-lane gaps are superseded by the smoothed bootstrap approach 
using traffic scenarios which is much simpler to implement. 
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B.2.9 Traffic flows 
For each site, all weekdays (Monday to Friday) are identified on which there is a 
continuous traffic record. For operational reasons, on some days the WIM system 
may not be active for some hours, and in compiling truck flow rate statistics, it is 
important to exclude these days. For each lane, the hourly average flow profile is 
calculated, and examples are shown in Figure B-43. 
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(a) Netherlands (b) Czech Republic 
0
50
100
150
200
0 4 8 12 16 20
Hour of day
S
lo
w
-l
an
e 
tr
u
ck
s 
/ 
h
o
u
r 
  .
0
4
8
12
F
as
t-
la
n
e 
tr
u
ck
s 
/ 
h
o
u
r 
  .
Slow
Fast
 
0
50
100
150
200
250
0 4 8 12 16 20
Hour of day
S
lo
w
-l
an
e 
tr
u
ck
s 
/ 
h
o
u
r 
  .
0
8
16
24
32
F
as
t-
la
n
e 
tr
u
ck
s 
/ 
h
o
u
r 
  .
Slow
Fast
 
(c) Slovenia (d) Poland 
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(e) Slovakia – bidirectional slow lanes  
Figure B-43 Hourly flow profiles 
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The total daily truck volumes are also calculated, and Weibull distributions are 
fitted to these distributions using maximum likelihood estimation, and the results 
are shown in Figure B-44, plotted both as histograms and on Gumbel probability 
paper (as described in Section B.3). 
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(a) Netherlands slow lane  
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(b) Slovakia direction 1  
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(c) Czech Republic slow lane  
Figure B-44 Daily traffic flows with Weibull distributions (continued on next 
page) 
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(d) Slovenia slow lane  
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(e) Poland slow lane  
Figure B-44 Daily traffic flows with Weibull distributions (continued) 
The Weibull distribution for maxima is given by (Castillo 1988): 
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(B-17) 
where  = Location,   = Scale, k > 0 = Shape. 
The Generalized Extreme Value (GEV) distribution is given by: 
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(B-18) 
where  = Location,   = Scale,  = Shape. 
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The Weibull distribution is a Type III extreme value distribution where the GEV 
shape factor is negative and its parameters are related to those of the GEV by: 
WGGGW
WG
k
k
k
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



1
 
(B-19) 
where the subscripts W and G refer to the Weibull and GEV distributions, 
respectively. 
It has been found in practice that the maximum likelihood estimation (MLE) of 
the GEV parameters with a constraint to ensure that the shape factor is negative is 
more reliable than applying MLE to the Weibull formulation given above – the 
numerical optimisation procedure converges more quickly and reliably to the 
correct solution using the GEV formulation. 
Note that in this case, an “extreme value” distribution is being used to model daily 
traffic flows which are not themselves extreme values. 
In the simulation, a flow rate is generated randomly from the fitted Weibull 
distribution, and the average hourly flows shown in Figure B-43 are scaled so as 
to match the generated flow rate. At any time in the simulated day, the hourly 
flow is used to generate inter-vehicle gaps. 
B.2.10 Truck speeds 
In the simulation, trucks speeds are generated by sampling from the empirical 
distributions for the appropriate lane. The speed distributions vary somewhat from 
site to site, as is evident in Figure B-45. As noted in Section B.1, trucks with 
measured speeds less than a site-dependent value between 20 and 60 km/h, or 
greater than 120 km/h, are excluded on the basis that the WIM measurements may 
not be sufficiently accurate. 
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(c) Czech Republic (d) Slovenia 
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Figure B-45 Speed distributions by lane at each site 
There is some dependence between speed and GVW, as can be seen in 
Figure B-46, but at most sites this dependence is slight, and is not modelled in the 
simulation. The dependence is more pronounced at the site in Poland where the 
speed drops as the GVW increases, and in Direction 2 in Slovakia. The WIM site 
in Slovakia is near to the entrance to the Branisko tunnel and there would appear 
to be an incline at this point as the speed of heavy trucks tends to be lower in 
Direction 2 and higher in the opposite direction.  
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As might be expected, the speed of successive vehicles shows quite high 
correlation, particularly when the gaps are small. This is reproduced in the 
simulation by using coefficients of correlation calculated from measured data for 
two cases – one when the gap between trucks is less than two seconds apart, and 
one when the gap is larger. The method of Iman and Conover (1982) described in 
Section B.2.6 is used to generate successive pairs of correlated values from the 
empirical speed distribution. 
Note that in the smoothed bootstrap method described in Chapter 5 and Appendix 
D, this dependence between speed and GVW, and between speed and gaps, is 
modelled from the empirical data directly. 
In the measured data, when a following truck is travelling close to and 
significantly faster than the truck in front, it will either have to reduce speed or 
begin an overtaking manoeuvre while on the bridge to avoid a collision. In the 
simulation of bridge loading, if two or more trucks in the same lane will be on the 
bridge simultaneously, the speeds of all are set equal to that of the leading truck. 
This simplification avoids the problem of seeking to predict driver behaviour.  
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(c) Czech Republic (d) Slovenia 
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Figure B-46 Speed – GVW relationship 
Note: GVWs are binned in 1 t intervals, and the 10 t moving average is shown 
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B.3 Results from simulation runs 
A complete set of results is included in Figures B-47 to B-56 which compare daily 
maximum load effects calculated for measured WIM data with 2000 simulated 
daily maxima at each site. The results are for five sites, listed in Table B-24, four 
bridge lengths – 15, 25, 35 and 45 m – and three load effects, listed in Table B-25.  
Table B-24 Sites used in simulation 
Abbreviation Site Country Directions 
recorded in 
WIM data 
NL Woerden Netherlands 1 
SK Branisko Slovakia 2 
CZ Sedlice Czech Republic 1 
SI Vransko Slovenia 1 
PL Wroclaw  Poland 1 
Table B-25 Load effects 
Abbreviation Load effect 
LE1 Mid-span bending moment, simply supported bridge 
LE2 Shear force at support, at entrance to bridge in primary lane, 
simply supported bridge 
LE3 Hogging moment over central support of two-span continuous 
bridge (only calculated for 35 and 45 m bridges) 
 
One of the lanes is designated as the primary lane. In same-direction traffic, this is 
the slow lane which contains the bulk of the truck traffic. This designation 
becomes more significant when lane factors are being used to model lateral 
distribution of loading – the reduction factors are applied to traffic in the 
secondary lane. In the initial comparison of measured with simulated traffic, the 
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bridge is treated as a simple beam, with the effects of lateral distribution being 
ignored. 
Daily maxima are plotted on Gumbel probability paper. For each run, the 
calculated load effect values are sorted in ascending order and an empirical 
probability is assigned to each value to calculate its “plotting position”. This is 
calculated for the value in position i in the sorted list of N values as : 
1

N
i
pi  (B-20) 
The load effect value is plotted on the X-axis, and the “standard extremal variate” 
is plotted on the Y-axis: 
))ln(ln( ii py   (B-21) 
Each bridge loading event is classified according to the number of vehicles on the 
bridge when the maximum occurs. A crossing event is defined as a period of time 
during which there is at least one axle on the bridge continuously. Each load 
effect is calculated at each time step (of 0.02 seconds), the maximum during the 
crossing event is identified, and the number of trucks with at least one axle each 
on the bridge at the maximum defines the loading event type. As extreme value 
theory is based on block maxima (in this case daily maxima), only those event 
types which occur a number of times each day are included on the following 
graphs. As this part of the work is focussed on bidirectional traffic, with each 
direction assumed to be completely independent, for the four sites at which only 
same-direction measurements are available, the slow lane in the measured data is 
compared with a simulated slow lane. At the site in Slovakia it is possible to 
compare bidirectional simulated traffic directly with the measured bidirectional 
traffic. The loading event types are designated as “ i + j ” where i is the number of 
trucks in the primary lane and j is the number of trucks in the secondary lane that 
participate in the loading event. The events included in the following graphs are 
given in Table B-26. 
  Appendix B  
 199 
Table B-26 Loading event types  
Event Designation Description 
1+0 1 truck in the primary (slow) lane 
2+0 2 trucks in the primary lane 
1+1 1 truck in each lane – a meeting event in bidirectional 
traffic 
2+1 2 trucks in the primary lane meeting 1 truck in the 
opposing lane in bidirectional traffic 
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(c) LE1, 25 m  (d) LE2, 25 m  
-2
0
2
4
6
8
0 5000 10000
Moment (kNm)
- 
ln
 (
 -
 l
n
 (
 p
 )
 )
 
-2
0
2
4
6
8
0 500 1000 1500
Shear (kN)
- 
ln
 (
 -
 l
n
 (
 p
 )
 )
 
(e) LE1, 35 m  (f) LE2, 35 m  
Figure B-47 Observed vs. simulated daily maxima – The Netherlands (1) 
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(a) LE1, 45 m  (b) LE2, 45 m  
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(c) LE3, 35 m  (d) LE3, 45 m  
Figure B-48 Observed vs. simulated daily maxima – The Netherlands (2) 
  Appendix B  
 202 
 
 
-2
-1
0
1
2
3
4
5
6
7
8
0 500 1000 1500 2000 2500
Moment (kNm)
- 
ln
 (
 -
 l
n
 (
 p
 )
 )
1+0 Sim
1+0 Obs
2+0 Sim
2+0 Obs
1+1 Sim
1+1 Obs
 
-2
0
2
4
6
8
0 200 400 600 800
Shear (kN)
- 
ln
 (
 -
 l
n
 (
 p
 )
 )
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(c) LE1, 25 m  (d) LE2, 25 m  
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(e) LE1, 35 m  (f) LE2, 35 m  
Figure B-49 Observed vs. simulated daily maxima – Slovakia (1) 
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(a) LE1, 45 m  (b) LE2, 45 m  
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(c) LE3, 35 m  (d) LE3, 45 m  
Figure B-50 Observed vs. simulated daily maxima – Slovakia (2) 
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(c) LE1, 25 m  (d) LE2, 25 m  
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(e) LE1, 35 m  (f) LE2, 35 m  
Figure B-51 Observed vs. simulated daily maxima – Czech Republic (1) 
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(a) LE1, 45 m  (b) LE2, 45 m  
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(c) LE3, 35 m  (d) LE3, 45 m  
Figure B-52 Observed vs. simulated daily maxima – Czech Republic (2) 
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(a) LE1, 15 m  (b) LE2, 15 m  
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(c) LE1, 25 m  (d) LE2, 25 m  
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(e) LE1, 35 m  (f) LE2, 35 m  
Figure B-53 Observed vs. simulated daily maxima – Slovenia (1) 
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(a) LE1, 45 m  (b) LE2, 45 m  
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(c) LE3, 35 m  (d) LE3, 45 m  
Figure B-54 Observed vs. simulated daily maxima – Slovenia (2) 
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(a) LE1, 15 m  (b) LE2, 15 m  
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(c) LE1, 25 m  (d) LE2, 25 m  
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(e) LE1, 35 m  (f) LE2, 35 m  
Figure B-55 Observed vs. simulated daily maxima – Poland (1) 
Note: The relatively poor fit for the 2+0 event is explained by the resolution of 1 s 
in the measured timestamps. This rounding to the nearest second means that some 
gaps appear to be unrealistically small. 
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(a) LE1, 45 m  (b) LE2, 45 m  
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(c) LE3, 35 m  (d) LE3, 45 m  
Figure B-56 Observed vs. simulated daily maxima – Poland (2) 
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Maximum lifetime traffic loading scenarios on short and medium 
span bridges 
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Appendix C Maximum lifetime traffic loading scenarios on short 
and medium span bridges 
C.1 Return period 
If the probability of exceeding a value z in any one year is p, then the return 
period in years of z is defined as (Ang and Tang 1975): 
p
zR
1
)( 
 
(C-1) 
This is the mean recurrence time of z. 
The characteristic value Z is defined as the value with a probability α of being 
exceeded in N years – e.g. 5% in 50 years in the Eurocode (EC1 2003). Assume 
the probability of Z being exceeded in 1 year is p, which by definition is: 
)(
1
ZR
p 
 
(C-2) 
The probability of Z not being exceeded in N years is: 
 
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and 
)(
)(
1
1 ZR
NN
e
ZR








 
 (C-4) 
when 1
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ZR  
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Therefore the probability of Z being exceeded in N years is: 
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Inverting equation (C-5) gives the commonly used approximation: 

NN
ZR 


)1ln(
)(
 
(C-6) 
For the Eurocode (EC1 2003), α = 5% and N = 50 years, giving an approximate 
return period of 1,000 years. 
The more accurate formula for return period found from equation (C-5) is: 
  N
ZR
1
11
1
)(


 
(C-7) 
This gives a return period for the Eurocode of 975.3 years.  
On a cumulative distribution plot of annual maxima, the characteristic value Z is 
the value that has a probability of not being exceeded in one year of: 
)(
1
1
ZR
p 
 
(C-8) 
i.e., Z is given by  
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(C-9) 
where Fa is the cumulative distribution function for the annual maxima. 
On a Gumbel probability plot, the corresponding value on the y-axis for the 
Eurocode characteristic value is: 
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(C-10) 
With 50 years of daily maxima and 250 weekdays per year (12,500 days): 
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C.1.1 Return period and mean maximum values 
The U.S. (AASHTO) and Canadian (OHBDC) bridge design codes are based on 
the mean 75-year and mean 50-year maximum load effects respectively (Nowak 
1993, 1994). These are close, but not equal, to the values with return periods of 75 
years or 50 years.  
Assume the annual maximum values of a particular load effect X have a 
cumulative distribution function F, where 
)()( xXPxF   (C-12) 
If these annual maxima are grouped in blocks of 75 years, then the 75-year 
maximum will have a distribution given by (Ang and Tang 1975): 
)()( 75 xFxG   (C-13) 
The load effect value with a return period of 75 years (X75) is given by equation 
(C-9): 

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(C-15) 
)365.0(175
 GX
 
 
Figure C-1(a) illustrates these calculations for a Weibull distribution fitted to 
simulated annual maximum bending moments on a 45 m bridge in the 
Netherlands with high lane factors. The 75-year return value (X75) is 18,240 kNm 
which is equal to F
-1
(0.987) and G
-1
(0.365). 
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It is approximately true in general (from equation  (C-4)) – that the value with a 
return period of N years has a probability of e
 -1
 = 0.36 of not being exceeded 
within a time span of N years (or conversely a probability of 0.64 of occurring at 
least once).  
The mean 75-year maximum is the mean of G(x). For symmetric distributions this 
is the same as the median value, which by definition is G
-1
(0.5). For skewed 
distributions, the mean differs from the median value. For all the load effects, 
spans and sites considered in this work, Weibull distributions fitted to the annual 
maxima tend to have shape factors (in the GEV formulation) close to zero, i.e., 
close to a Gumbel distribution, and have a slightly positive skew. As a result the 
mean 75-year and 50-year maxima tend to be slightly greater than the median 
values and they are typically between 1% and 3% greater than the values with 
return periods of 75 or 50 years respectively. In the example Figure C-1, the 
calculated 75-year mean maximum (18,715) equals G
-1
(0.562), and is 2.6% higher 
than the 75-year return value (18,240). 
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(b) Probability density functions 
Figure C-1 Distributions of sample annual and 75-year maxima 
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C.2 Lane Factors 
The traffic modelled in Chapter 4 is bidirectional, with one lane in each direction. 
For all sites, independent streams of traffic are generated for each of the opposing 
directions. In simulation, many millions of loading events are analysed, and for 
efficiency of computation it is necessary to use a reasonably simple model for 
transverse load distribution on two-lane bridges. This is achieved by calculating 
load effects for each vehicle based on a simple beam, and multiplying these load 
effects by a lane factor to account for transverse distribution. The lane factors 
used are based on finite element analyses which were performed on bridges with 
different spans (from 12 to 45 m), and different construction methods (solid slab 
for shorter spans, and beam and slab for longer spans, as shown in Figure C-3 and 
Table C-1). The beams used for the analysis are precast prestressed concrete 
bridge beams, and the profiles of these are shown in Figure C-2. The beam layout 
for each span is based on the manufacturer‟s guidelines, using a target span/depth 
ratio of 20. In the finite element analysis, the deck is modelled using a rectangular 
shell element with both bending and membrane capabilities, and six degrees of 
freedom at each corner node. The beams and shell elements are assumed be in the 
same plane, and the beam properties are based on the composite beam and deck 
section minus the second moment of area of the slab component about its own 
centroidal axis. 
For bending moment, the analysis is run first with one standard 5-axle truck at 
middle of the bridge in one lane, and then with two identical 5-axle trucks side-
by-side (this second load case could also be calculated using symmetry). For shear 
at the support, each truck is placed so that its rear axle is adjacent to the support. 
One lane is identified as the “primary” lane and the lane factor for vehicles in this 
lane is always taken as 1.0. The location of the maximum stress with one truck in 
the primary lane (“Max 1”) is typically under the outer edge of the primary lane, 
whereas with one truck in each lane, the location of the maximum (“Max 2”) may 
be at or near the centre of the deck. The relative contributions of each truck to the 
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stresses at each of the two locations are expressed as lane factors. For example, if 
the stress at location i with one truck on the bridge is 1,i and the stress at the same 
location with two trucks on the bridge is 2,i, then the lane factor at this location 
for the truck in the secondary lane is given by: 
i
ii
iLF
,1
,1,2
2,

 

 
(C-16) 
If the maximum stress occurs in a central beam, with equal contributions from 
both trucks, the lane factor for the secondary lane is 1.0. In other cases, the 
maximum stress occurs in a beam under the primary lane, and the lane factor for 
the secondary lane is significantly reduced. In the case of shear stress at the 
supports of a simply supported bridge, the maximum occurs under the primary 
lane when each truck is adjacent to the support, and the lateral distribution is very 
much lower than for mid-span bending moment. The lane factors calculated from 
these analyses are shown in Figure C-4 (a) for mid-span moment, in 
Figure C-4 (b) for support shear and in Figure C-4 (c) for hogging moment in a 
two-span bridge. 
  
(a) Y Beam (b) W Beam 
Figure C-2 Profiles of precast prestressed concrete beams (Banagher Concrete 
2009). (All dimensions in mm).
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(a) Solid slab, span 15 m 
 
(b)  Beam and slab, with central beam, span 24 m 
 
(c) Beam and slab span 36 m 
Figure C-3 Bridge deck types used for analysis of transverse load distribution 
Note: The points at which the maximum bending stresses occur with one and two trucks are 
indicated by “Max 1” and “Max 2” respectively 
Max 2 Max 1 
Max 2 Max 1 
Max 2 Max 1 
Max 2 Max 1 
Max 2 Max 1 
Max 2 Max 1 
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Table C-1 Bridge configurations for finite element analysis 
Bridge 
Length 
(m) Spans
a
 
Deck 
Type
c
 
No. of 
Beams 
Beam 
Centres 
(mm) 
Beam 
Type
d
 
Slab 
depth 
(mm) 
Total 
Depth 
(mm) 
Span/ 
Total 
Depth 
12 1 Solid Slab   n/a 575 575 21 
13.5 1 Solid Slab   n/a 675 675 20 
15 1 Solid Slab   n/a 825 825 18 
16.5 1 Solid Slab   n/a 925 925 18 
20 1 Beam & Slab 15 1,000 Y3 200 1,100 18 
24 1 Beam & Slab 15 1,000 Y4 200 1,200 20 
26 1 Beam & Slab 15 1,000 Y5 200 1,300 20 
28 1 Beam & Slab 15 1,000 Y6 200 1,400 20 
30 1 Beam & Slab 15 1,000 Y7 200 1,500 20 
34 1 Beam & Slab 8 2,000 W11 225 1,725 20 
36 1 Beam & Slab 8 2,000 W13 225 1,925 19 
38 1 Beam & Slab 8 2,000 W15 225 2,125 18 
40 1 Beam & Slab 8 2,000 W17 225 2,325 17 
44 1 Beam & Slab 8 2,000 W18 225 2,425 18 
46 1 Beam & Slab 8 2,000 W19 225 2,525 18 
34 2
b
 Solid Slab   n/a 800 800 21 
36 2 Solid Slab   n/a 850 850 21 
38 2 Solid Slab   n/a 900 900 21 
40 2 Solid Slab   n/a 950 950 21 
42 2 Solid Slab   n/a 1,000 1,000 21 
44 2 Solid Slab   n/a 1,050 1,050 21 
46 2 Solid Slab   n/a 1,100 1,100 21 
Notes:  
a
 Simple supports are assumed at the abutments in all cases. 
b
 For 2-span bridges, the deck is assumed to be continuous over the central support. 
c
 The deck width in most cases is 14 m, except for the single-span bridges between 20 and 30 m 
where the deck width is 15 m. In all cases there are two adjacent 3.65 m lanes for traffic. 
d
 All beams are prestressed concrete standard sections 
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 (a) Mid-span bending moment, simply supported 
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(b) Support shear at bridge entrance, simply supported 
Figure C-4 Lane Factors for secondary lane (continued on next page) 
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(c) Hogging moment over central support, 2-span continuous bridge 
Figure C-4 Lane Factors for secondary lane (continued from previous page) 
As an example, the profile of bending moments at mid span in a solid slab simply 
supported 15 m bridge for both load cases (one truck and two trucks) are shown in 
Figure C-5. This shows that the maximum bending moment with one truck on the 
bridge is 71.6 kNm per metre width and occurs at the outer edge of the slab. With 
two identical trucks side-by-side, the maximum bending moment is 126.3 kNm/m 
and occurs at the centre of the deck. In reality, the location of the maximum with 
two different trucks on the bridge will depend on their relative weights. With one 
extremely heavy truck meeting a very light truck, the maximum will occur at the 
outer edge, and the relative contribution of the lighter truck can be estimated by 
the lane factor given by: 
61.0
6.71
6.714.115


 
With two trucks of similar weight, the lane factor will be 
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96.0
6.64
6.643.126

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These lane factors are highlighted in Figure C-4 (the relevant points are circled). 
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Figure C-5 Bending moment at mid-span, simply supported solid-slab bridge, 
15 m span 
In reality, it will be a combination of the type of deck and bridge construction, the 
positions of the trucks on the bridge (both laterally and longitudinally) and the 
relative weights of each truck that will determine the actual distribution of loads 
and maximum stresses. The approach used here is a simplification, and considers 
two extreme cases, one with low lateral distribution, and the other with maximum 
lateral distribution. Two sets of lane factors are used in the simulation runs, one at 
either end of the calculated ranges – “low” and “high”. The factors used are 
shown in Table C-2, together with the three types of load effect that are examined 
in all simulation runs. 
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Table C-2 Lane Factors for secondary lane 
 Lane Factors 
Load Effect  Low High 
LE1: Mid-span bending moment, simply supported 0.45 1.0 
LE2: Support shear at bridge entrance
a
, simply supported 0.05 0.45 
LE3: Central support hogging moment, 2-span continuous 0.45 1.0 
Note: 
a
 The bridge entrance refers to traffic in the primary lane 
 
C.2.1 Girder distribution factors 
The U.S. AASHTO bridge design code specifies girder distribution factors (GDF) 
for beam and slab bridges, both for steel and prestressed concrete girders, and 
extensive work has been done on calibrating the code values by measuring strains 
on bridges (Eom and Nowak 2001; Kim and Nowak 1997). For each girder, the 
GDF can be calculated by dividing the bending moment carried by that girder by 
the total moment at that cross section caused by one truck. Sample GDFs 
calculated from the results of the finite element analysis of a 34 m simply 
supported beam and slab bridge with eight beams are shown in Figure C-6. The 
lane factors used in this study can be calculated from girder distribution factors, 
but the two types of factor are not directly comparable – they represent two 
different approaches to modelling lateral distribution of loading.  
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Figure C-6 Girder distribution factors for mid-span moment on a 34 m single-span 
bridge, with 8 beams at 2 m centres. 
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C.3 Program structure 
An overview of the structure of the simulation programs is given in Figure C-7. 
The programs are written in Microsoft Visual C++
®
 6.0 and compiled and run in a 
Windows XP
®
 32-bit environment. The programs model two lanes of traffic, with 
either both lanes in the same direction, or one lane in each direction (bidirectional 
traffic). There are two main executables – one to generate a stream of truck traffic 
in one direction (in one or two lanes), and another to calculate the bridge load 
effects that would be induced by two lanes of generated traffic crossing a bridge 
of a specified length. Parallel processing is achieved by having one traffic 
generation program (or two programs for bidirectional traffic) and up to eight 
bridge-crossing programs running simultaneously on the same computer. The 
benefits of this parallel processing are only fully realised when using a multi-
processor computer. The data describing the generated traffic are placed in blocks 
of shared memory by the traffic generation programs, and the bridge-crossing 
programs read these data from the memory blocks. One block is dedicated to each 
bridge-crossing program, with each block being a copy of the original block of 
generated traffic. The bridge-crossing program can also read from a data file 
containing WIM data so as to calculate load effects for measured traffic for 
comparison with results from simulation. 
Shared memory is implemented with file mapping objects using the 
CreateFileMapping() function available in Windows
®
 (Microsoft Developer 
Network 2009). An alternative approach that has also been implemented and 
tested is the Message Passing Interface (MPI) (Argonne National Laboratory 
2007). This allows each program to be run on different computers, with data being 
passed over the local area (Ethernet) network. As implemented, this latter method 
was found to be slower than using shared memory on a single computer, although 
on high-performance multi-processor machines which support MPI for inter-
process communication, MPI might prove to be a better option. 
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Figure C-7 Program structure 
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C.4 Loading event types  
In the simulation, the bridge-crossing program classifies load effect maxima 
according to the number and type of trucks on the bridge when the maximum 
occurs. The complete list of individual event types analysed is given in Table C-3. 
Some event types are composites of a number of other types – for example, the 
“1+0” event is further sub-classified according to the type of truck involved – 
crane-type, standard, or low loader. Other composite event types calculated 
include the overall maximum load effect in each time period, regardless of the 
number of trucks involved, and the events featuring one, two, three and four 
trucks on the bridge, regardless of lane. The bridge crossing program outputs load 
effect maxima for a selected time period – daily, monthly, or yearly. When yearly 
maxima are used, the convergence to an extreme value distribution is better, and 
in this case the overall maximum values give satisfactory estimates of lifetime 
loading. This topic is discussed further in Section C.6. 
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Table C-3 Loading event types 
Number 
a
 
Event 
Designation 
Trucks on 
Bridge at 
maximum 
Trucks in 
Primary Lane 
Trucks in 
Secondary 
Lane 
1.  1+0 1 1  0 
2.   1C+0 1 1 crane-type 0 
3.   1S+0 1 1 standard 0 
4.   1L+0 1 1 low loader 0 
5.  0+1 
 
1 0 1 
6.  2+0 2 2 0 
7.  1+1 2 1  0 
8.   1C+1 2 1 crane-type 1 
9.   1S+1 2 1 standard 1 
10.   1L+1 2 1 low loader 1 
11.  0+2 
 
2 0 2 
12.  3+0 3 3 0 
13.  2+1 3 2 1 
14.  1+2 3 1  2 
15.   1C+2 3 1 crane-type 2 
16.   1S+2 3 1 standard 2 
17.   1L+2 3 1 low loader 2 
18.  0+3 
 
3 0 3 
19.  4+0 4 4 0 
20.  3+1 4 3 1 
21.  2+2 4 2 2 
22.  1+3 4 1 3 
23.  0+4 
 
4 0 4 
24.  5 5 All combinationsb 
25.  6 6 All combinationsb 
Notes: 
a
 Section 4.6 refers to 22 distinct event types. There are 25 events listed in the above table, but the 
1+0, 1+1 and 1+2 events are each composites of three other event types, as shown. 
b
 Events involving either 5 or 6-trucks are not subdivided by lane. No 6-truck events occurred in 
any of the simulation runs for the range of bridge lengths used. 
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C.5 Significant loading events 
As described in 4.5, the purpose of using significant loading events is to confine 
the simulation to a subset of the sample space of loading events, and the approach 
used is to calculate bridge load effects only for those groups of trucks whose 
combined GVWs exceed a threshold which depends on both the site and bridge 
length. An initial short run of the simulation is performed where no threshold is 
set, and load effects are calculated for all vehicles. This quickly establishes a 
suitable initial threshold for longer simulation runs. This is illustrated in 
Figure C-8(a),(c),(e) for a 15 m bridge and in Figure C-9(a),(c),(e) for a 45 m 
bridge in Slovakia. These show the combined GVWs of vehicles which contribute 
to the daily maximum load effect on 1,000 simulated days. For each day, only the 
overall maximum load effect is considered, regardless of the number of trucks 
involved. The maximum load effects are sorted in ascending order. As might be 
expected, there is an upwards trend in the combined GVWs as the load effect 
value increases, and this is shown by the 100-value moving average. These results 
indicate that applying thresholds of 40 t for a 15 m bridge, and of 55 t for a 45 m 
bridge would exclude very few daily maxima. Much longer runs are shown in 
Figure C-8(b),(d),(f) and in Figure C-9(b),(d),(f), where 1,000 yearly maxima are 
plotted. These show that thresholds of 60 t for a 15 m bridge and 80 t for a 45 m 
bridge would not exclude any annual maxima. For even greater performance 
improvements, the threshold could be set higher using the criterion that the top 
300 (i.e. 30%) of yearly maxima are of most interest in the estimation of 
characteristic loading, in line with the curve-fitting method described in 
Section C.6.  
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(a) LE1 – daily maxima (b) LE1 – yearly maxima 
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(c) LE2 – daily maxima (d) LE2 – yearly maxima 
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(e) LE3 – daily maximaa (f) LE3 – yearly maxima 
Figure C-8 Combined GVWs causing maximum load effects – Slovakia, 15 m. 
Note: 
a
 A two-span continuous bridge with a total length of 15 m is an unlikely form of 
construction for modern highway bridges. 
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(a) LE1 – daily maxima (b) LE1 – yearly maxima 
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(c) LE2 – daily maxima (d) LE2 – yearly maxima 
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(e) LE3 – daily maxima (f) LE3 – yearly maxima 
Figure C-9 Combined GVWs causing maximum load effects – Slovakia, 45 m. 
The loading events which cause the maxima in Figure C-8 and Figure C-9 are a 
mixture of single-truck events and meeting events with one truck travelling in 
each direction. Maxima due to single-truck events only are shown for LE1 
(bending moment) in Figure C-10. At the site in Slovakia, the maximum measured 
GVW is 117 t and it is evident from Figure C-10(b) and (d) that most of the 
annual maxima in 1,000 years are caused by trucks with GVWs less than this.  
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It is also apparent in Figure C-8 to Figure C-10 that the scatter of the GVWs 
plotted reduces as the span increases. This is due to the fact that at shorter spans, 
the weights of individual axles and groups of axles, and the axle spacings, are 
significant in bridge loading, but that as span increases, GVW becomes the 
predominant influence. 
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(a) Daily maxima, 15 m (b) Yearly maxima, 15 m 
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(c) Daily maxima, 45 m (d) Yearly maxima, 45 m 
Figure C-10 One-truck events – GVWs causing maximum load effects – Slovakia, 
LE1 
To illustrate the performance improvements obtainable through this focus on 
significant loading events, timings for various simulation runs are shown in 
Table C-4 for four bridge lengths (15, 25, 35 and 45 m) at two sites. These 
timings are for a PC with a 1.73 GHz Intel
®
 Pentium
®
 Dual-Core processor. 
Different GVW thresholds were applied, with a 5 t increment for each bridge 
length – for example, the designation “40 – 55 t” in the table indicates thresholds 
of 40, 45, 50 and 55 t for bridge lengths 15, 25, 35, and 45 m, respectively. For 
comparison, runs were also done with no GVW threshold, i.e. with load effects 
being calculated for every vehicle, regardless of weight. It can be seen that even 
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for relatively low thresholds, very substantial savings in processing time can be 
achieved. In practice, the threshold of 40 – 55 t has been used as it strikes a 
balance between achieving faster processing times and obtaining sufficient details 
on event types involving three or more trucks which typically produce lower load 
effects than events featuring one or two trucks. In all cases, the traffic generation 
program generates a complete stream of truck traffic, with vehicles of all weights, 
and the selection of significant loading events, which is span-dependent, is done 
only within the bridge-crossing program. Some additional time savings, of the 
order of 5%, can be achieved by analysing only the overall maximum load effect, 
and not analysing all the event types described in Section C.4.  
Table C-4 Time in hours to simulate 1,000 years of bidirectional traffic on four 
spans using one dual-processor computer 
Site 
Trucks 
per day 
in each 
direction 
 
GVW Threshold 
None 40 – 55 t 60 – 75 t 70 – 85 t 
Slovakia 1,100  25 9 7 7 
Czech Republic 4,750  101 33 26 25 
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C.6 Using 1,000-year simulations to estimate lifetime maximum loading 
................ 
In this work, the lifetime maximum and characteristic load effects are found 
directly from a Monte Carlo simulation of 1,000 years of heavy vehicle traffic. 
Due to the randomness inherent in the process, successive 1,000-year simulation 
runs do not produce identical results, and the variation between runs becomes 
more pronounced in the upper tail. Running simulations for much longer periods – 
10,000 years or more – is one way of reducing the variation at 1,000 years to close 
to zero, and indeed obviates the need to fit any distribution to the results. However 
it has been found in this work that fitting a suitable distribution to the 1,000-year 
simulation results allows characteristic load effects to be estimated accurately and 
precisely – i.e. with minimal bias and variation. Simply fitting a GEV distribution 
to all 1,000 annual maximum load effects results does not always give reliable 
answers because, for some event types, the convergence to an extreme value 
distribution is not sufficient. This can be seen as changes in curvature, particularly 
at the lower end. The focus on significant loading events also changes the shape 
of the lower parts of the curves. The fact that the estimates for characteristic 
maximum load effects are extremely sensitive to the value of the GEV shape 
factor means that a more reliable and consistent estimation method must be 
employed. Consideration of the physical aspects of truck loading on bridges 
suggests that the results are unlikely to follow an unbounded Fréchet distribution. 
As GVW increases, so too will the number of axles, and there are physical limits 
on the weights that can be carried by individual axles. An argument can be made 
that the results are more likely to follow the bounded Weibull distribution. In the 
simulation model adopted, the upper tail of a Normal distribution is used to model 
the GVW of extremely heavy vehicles, and if bridge load effects were solely 
dependent on GVW, this would imply that the results would have a Gumbel 
distribution. The number of axles for extreme vehicles is also modelled with the 
tail of a Normal distribution. The minimum spacing between axles is limited by 
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the wheel diameter, and this could imply that there would be an upper bound on 
the resulting load effects.  
Two questions need to be addressed – how much of the upper part of the curve of 
annual maxima should be used, and which distribution is more suitable – Gumbel 
or Weibull? Castillo (1988) suggests using the upper n2  values which for 1,000 
annual maxima would mean that only the top 63 values are used. This corresponds 
to a standard extremal variate (y-value) on Gumbel paper of 2.72. A disadvantage 
of using too few values is that the results are more variable due to the random 
variation between successive simulations. An examination of the results of many 
simulations suggests that using the top 30% of values (a y-value of 1.0) would 
reduce the variability of the estimated characteristic load effects without being 
unduly affected by the lower end of the curve.  
To quantify the variability of the estimates, two exercises were performed – the 
first a theoretical one based on a selected Gumbel distribution, and the second one 
based on running simulations over many thousands of years. In the theoretical 
exercise, a parametric bootstrap (Efron and Tibshirani 1993) was done which 
involved drawing 100 sets of 1,000 values from a specific theoretical Gumbel 
distribution. The results of this are shown in Figure C-11. For each of the 100 sets 
of values, a Gumbel distribution was fitted and used to estimate the characteristic 
value corresponding to a probability of 1 in 1,000. Using all of the sample data 
(i.e. 1,000 values) gives an error range of between -1.0% and +1.5% in 95% of 
cases. Using only the upper n2  (63) values increases this error range to between 
-3.5% and +7.5%, whereas using the top 30% (300) values gives an error range of 
-2.0% to +3.5%. This theoretical exercise is a simplification – in the simulation of 
1,000 years of bridge loading, the distribution of all yearly maxima may not 
converge to a single extreme value distribution. The theoretical exercise illustrates 
the randomness inherent in the simulation process, and gives an initial indication 
of the variability associated with using different amounts of data in the fitting 
process.  
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Truncated maximum likelihood estimation (MLE) is used for curve fitting. As 
described in Section A.2.1, standard MLE assumes that the data are drawn from 
the entire distribution, whereas in this case, a censored set of data is being used – 
i.e. either the top n2  or 30% of all values. An additional constraint is needed in 
the optimisation algorithm when estimating the parameters of the fitted 
distributions, and the constraint chosen is that the proportion of data in the tail of 
the fitted distribution should be the same as the proportion of data in the tail of the 
measured data. This is achieved by ensuring that the fitted curve passes through 
the point (xT,pT), where xT is the smallest load effect value in the censored data 
and pT is the corresponding empirical probability (e.g. 0.7 in the case of the top 
30% of values). This means that at each iteration step in the optimisation, one of 
the parameters of the distribution being fitted is fixed by the current values of the 
other parameter(s). The Gumbel distribution has a cumulative distribution 
function given by: 
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At each iteration step, the scale factor  is calculated as: 
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The GEV distribution has a cumulative distribution function given by: 
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At each iteration step, the scale factor  is calculated as: 
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As described in Section B.2.9, fitting a GEV distribution with the constraint that 
the shape factor must be negative (i.e. Weibull) has been found in practice to be 
numerically more reliable than fitting the Weibull distribution directly. 
- 2
- 1
 0
 1
 2
 3
 4
 5
 6
 7
 8
8 000 9 000 10 000 11 000 12 000 13 000 14 000 15 000 16 000
Load effect
- 
ln
 (
 -
 l
n
 (
 p
 )
 )
1000-year level
Theoretical distribution
Maximum envelope
Minimum envelope
 
Figure C-11. Multiple samples from a theoretical Gumbel distribution 
- 2
- 1
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
 10
5 000 6 000 7 000 8 000 9 000 10 000
Moment (kNm)
- 
ln
 (
 -
 l
n
 (
 p
 )
 )
1000-year level
12000 years
 
Figure C-12 12,000 years of simulation for Slovenia of mid-span bending 
moment, 35 m span, showing annual maxima. 
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In order to assess the reliability of estimates based on 1,000-year simulations, a 
number of much longer simulations were performed for two of the sites, Slovakia 
and Slovenia, for two bridge spans, 35 m and 45 m. The results for the 35 m 
bridge in Slovenia are shown in Figure C-12. The threshold for significant loading 
events was set reasonably high to speed up the processing, with loading events 
where the combined GVW of all trucks involved was less than 80 t being ignored. 
This has some effect on the lower end of the curves in Figure C-12, tending to 
bring the lower tail to the left, but does not affect the upper half of the curve 
where the combined GVW for all annual maximum load effects is higher. In the 
case of Slovenia, over 12,000 years were simulated and in Slovakia, where daily 
truck volumes are lower, it was possible to simulate over 31,000 years of traffic 
on the two bridges. These very long simulations give very accurate reference 
values for various measures of lifetime loading. The characteristic 1,000-year load 
effect is calculated by fitting a Weibull distribution to the top 30% overall annual 
maxima. The mean and coefficient of variation (COV) of 50-year and 75-year 
load effects are calculated empirically by dividing the results into blocks of 50 
and 75 years. For example, in 12,000 years there are 240 blocks of 50 years. 
The very long runs are then divided into blocks of 1,000 years – 12 blocks in the 
case of Slovenia (shown in Figure C-12) and 31 in the case of Slovakia. These 
blocks each represent a separate 1,000-year simulation, and different methods are 
applied to estimate lifetime loading from these blocks. The methods used are: 
 Gumbel distribution fitted to top n2  (63) values 
 Gumbel distribution fitted to top 30% of values 
 Weibull distribution fitted to top n2  values 
 Weibull distribution fitted to top 30% of values 
Each of these methods is applied in two different ways: 
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 Fitting distributions to the annual maxima for each of 22 distinct and 
independent event types (as listed in Table C-3), and multiplying the 
cumulative distribution functions together to obtain the composite distribution 
statistics (“CDS”) as described by Caprani et al. (2008). 
 Fitting distributions to the overall annual maximum load effects, regardless of 
event type. 
These 8 (4 x 2) techniques are applied to each block of 1,000 values for 3 load 
effects on 2 bridges at each site. In Slovenia, this results in 12 estimates for each 
parameter, and 31 estimates in Slovakia. The mean and standard deviation of 
these are calculated, and the mean is compared with the reference value from the 
very long simulation. In this way, the bias and variation (COV) of the different 
techniques can be calculated, and the average results for bias are shown in 
Table C-5 and for variation in Table C-6.  
Table C-5 Bias of different estimation methods 
 
CDS Overall annual maxima 
 
 Gumbel Weibull Gumbel Weibull Empirical 
Estimated 
Parameter n2  
Top 
30% n2  
Top 
30% n2  
Top 
30% n2  
Top 
30% 
All 
Characteristic 
1,000-year 
load effect 
6.4% 16.8% 0.0% 3.5% 0.8% 4.1% -0.6% -0.5% 
 
50-year mean  2.0% 7.2% -0.1% 0.9% 0.1% 1.5% -0.1% 0.0% 0 
75-year mean 2.6% 8.6% -0.1% 1.2% 0.1% 1.8% -0.2% -0.1% 0 
50-year COV 52.3% 109.6% 2.0% 31.4% 7.9% 31.1% -4.1% -3.9% 0 
75-year COV 63.6% 123.4% 5.4% 41.7% 12.9% 36.8% -3.2% -3.7% 0 
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Table C-6 Variation of different estimation methods (as measured by COV) 
 
CDS Overall annual maxima 
 
 Gumbel Weibull Gumbel Weibull Empirical 
Estimated 
Parameter n2  
Top 
30% n2  
Top 
30% n2  
Top 
30% n2  
Top 
30% 
All 
Characteristic 
1,000-year load 
effect 
1.9% 1.8% 2.1% 2.6% 1.7% 1.2% 1.9% 1.9%  
50-year mean  0.9% 1.0% 0.9% 1.0% 0.9% 0.8% 0.9% 0.9% 1.0% 
75-year mean 1.1% 1.1% 1.0% 1.2% 1.0% 0.8% 1.0% 1.0% 1.2% 
50-year COV 8.3% 5.3% 14.8% 14.5% 10.4% 4.7% 13.9% 13.8% 19.2% 
75-year COV 8.6% 5.4% 17.4% 16.3% 10.3% 4.6% 16.3% 15.5% 24.6% 
 
1-truck  
% contribution 
to characteristic 
 
30.0% 34.3% 29.1% 60.1%      
 
2-truck  
% contribution 
to characteristic 
 
36.1% 13.6% 117.7% 110.5%      
 
3-truck  
% contribution 
to characteristic 
 
140.8% 125.3% 170.9% 144.0%      
The results for bias need to be treated with some caution in the case of the 
characteristic 1,000-year load effect because the reference value is itself 
calculated by fitting a Weibull distribution to the top 30% overall annual maxima 
from the very long runs. All of the methods give similar results for the 
characteristic value, with the exception of the Gumbel applied to the CDS which 
appears to be unduly conservative. Interestingly, and unlike the theoretical 
exercise with the Gumbel distribution (Figure C-11), there is very little difference 
for the Weibull distribution between using the top n2  values and the top 30% of 
values. The Weibull / CDS / top 30% method is chosen for further use in this 
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work although is appears to be slightly conservative, but this may be due to the 
method chosen for calculating the reference values.  
For the 50 and 75 year mean values, the empirical method is chosen. This 
involves simply dividing the 1,000 overall annual maxima into 20 blocks of 50 
values and 13 blocks of 75, and calculating the mean maximum of these blocks. 
Given that the reference values are calculated in the same way, albeit with much 
larger sample sizes, the bias will by definition be zero, but it can be seen that the 
variation is also acceptably low. Although the 50-year maxima may have a GEV 
distribution, the Central Limit Theorem (Freund 1992) implies that the mean of 
the maxima, when based on multiple samples of 50 years, has an approximately 
Normal distribution. 
Standard statistical theory indicates that for a given sample size, the estimate for 
the standard deviation is more variable than the estimate for the mean. The 
confidence interval for the estimate of the population mean,  , based on a sample 
size of n from a Normal population is given by (Freund 1992): 
n
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n
s
tx nn 1
_
1
_
    (C-21) 
where: 
_
x is the sample mean  
s is the sample standard deviation 
t is the t-distribution with n-1 degrees of freedom 
The 95% confidence interval for the estimate of the population variance 2  is 
given by: 
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where: 2 1; np is the value of the chi-square distribution with probability p and n-1 
degrees of freedom 
For example, using a sample of 20 values drawn from a Normal distribution with 
a sample mean of 100 and standard deviation of 5, the 95% confidence interval 
for the sample mean is [97.7, 102.3] (i.e. ± 2.3%), whereas the 95% confidence 
interval for the standard deviation is [3.8, 7.3], or [-24%, + 46%]. This is reflected 
in the estimates for the mean and COV of the maximum 50 and 75 year load 
effects as shown in Table C-5 and Table C-6. The COV of the empirical estimates 
for the mean is of the order of 1%, whereas the COV of the empirical estimates of 
the COV of the 50 and 75 year values is of the order of 20%. 
One potential advantage of the CDS method is that it gives estimates of the 
relative probabilities that the 1,000-year load effect will be caused by an event 
featuring, for example, one, two or three trucks. These estimates can be expressed 
in a statement such as “there is a 90% probability that the 1,000-year load will be 
caused by a single truck, and a 10% probability that it will be caused by two 
trucks”. However, as can be seen in Table C-6, there is large variation in these 
estimates between different simulation runs. An alternative approach is adopted in 
Section C.7.5, where the top 20 annual maximum loading events are analysed to 
give some indication of the type of loading events that might produce the 
characteristic load effect, but these are the results of specific simulation runs, and 
care must be exercised if seeking to draw more general conclusions from these.  
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C.7 Results from long run simulations of bidirectional traffic 
Representative results from simulation runs are presented in this section, in 
different forms: 
For simulated traffic in Slovakia (Section C.7.1) and the Czech Republic (C.7.2), 
yearly maximum load effects are plotted on Gumbel paper for four bridge lengths 
(15, 25, 35 and 45 m), for the three load effects and two sets of lane factors listed 
in Table C-2. The event types shown are listed in Table C-7, and are the most 
significant events for the spans considered. 
Table C-7 Event types included in graphs in sections C.7.1 and C.7.2 
Event Type Description 
1+0 One truck in the primary lane 
1+1 A meeting event, with one truck in each lane 
2+0 Two trucks in succession in the primary lane 
2+1 
Two trucks in succession in the primary lane 
meeting one truck in the secondary lane. 
1+2 
Two trucks in succession in the secondary 
lane meeting one truck in the primary lane. 
The measurements at the site in Slovakia are for traffic in two lanes in opposing 
directions and the measured, and simulated, traffic volumes and GVW 
distributions are different in each direction. In the Czech Republic, the measured 
traffic is in one direction only, and the opposing streams of traffic are simulated 
using the same distributions. As a result, the 2+1 and 1+2 event types are 
symmetrical when the lane factor is 1.0 (i.e. high lane factors for bending 
moment). 
It is evident that the two most important event types are the one-truck (1+0) event 
and the meeting event (1+1), with the latter tending to dominate when high lane 
factors are used. These graphs also illustrate the extent of convergence to an 
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extreme value distribution for each event type. Lack of convergence is indicated 
by changes in curvature and is evident in some cases, for example, in the 1+1 and 
2+0 events on the shorter spans in Slovakia (in Figure C-13 and Figure C-14). 
Convergence tends to improve with increasing bridge length as GVW becomes 
the dominant influence and other factors such as axle weight and wheelbase 
become less important. The traffic volumes at the site in the Czech Republic are 
approximately four times greater than in Slovakia, resulting in a larger block size 
and better convergence. 
Selected results for all five sites are shown on Gumbel plots in Section C.7.3. In 
these, the overall yearly maximum load effect is shown, regardless of event type. 
The Weibull fit to the top 30% of values is shown on each curve. The number of 
years simulated at each site is given in Table C-8. As noted in Section 4.3, the 
volume of traffic at the site in the Netherlands is unlikely to be encountered on a 
two-lane bidirectional bridge, and the loading results presented here for this site 
are probably somewhat conservative. 
Table C-8 Long run simulations – number of years simulated for each site 
Site 
Average Trucks 
per day in each 
direction 
Years 
simulated 
Netherlands (NL) 7,102 1,000 
Czech Republic (CZ) 4,751 7,300 
Slovenia (SI) 3,293 1,000 
Poland (PL) 4,022 1,700 
Slovakia (SK) 1,031 / 1,168 1,000 
A complete set of estimated lifetime load effect values is tabulated in 
Section C.7.4. For each site, span, load effect and lane factor, the 1,000-year 
return value and the mean and COV of the 50-year and 75-year maxima are given. 
The basis used for calculating these estimates is described in Section C.6. 
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An analysis of the top 20 loading events in 1,000 years of simulated traffic is 
presented in Section C.7.5 for each site, span, load effect and lane factor. Some 
general conclusions based on these tables are presented in Section 4.9. In the 
tables in Section C.7.5, meeting events (in the top 20 events) are analysed by 
calculating the average contribution to the load effect from the truck in the 
secondary lane in each meeting event. A value of 50% indicates an equal 
contribution from both lanes and is to be expected where the traffic in each lane is 
modelled from the same distributions (i.e. at all sites other than Slovakia), and 
where the lane factor is 1.0. 
In Section C.7.6, individual loading events are illustrated for all five sites, using 
the same combinations of span, load effect and lane factor as in the graphs in 
Section C.7.3. For each combination, two simulated loading events which produce 
load effects at or near the characteristic values are shown. 
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C.7.1 Slovakia, 1,000 yearly maxima, all spans, load effects, lane factors and 
key event types 
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(c) LE2, Low lane factors (d) LE2, High lane factors 
Figure C-13 Slovakia, 15 m bridge 
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(c) LE2, Low lane factors (d) LE2, High lane factors 
Figure C-14 Slovakia, 25 m bridge 
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(c) LE2, Low lane factors (d) LE2, High lane factors 
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(e) LE3, Low lane factors (f) LE3, High lane factors 
Figure C-15 Slovakia, 35 m bridge 
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(e) LE3, Low lane factors (f) LE3, High lane factors 
Figure C-16 Slovakia, 45 m bridge 
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C.7.2 Czech Republic, 1,000 yearly maxima, all spans, load effects, lane 
factors and key event types 
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(c) LE2, Low lane factors (d) LE2, High lane factors 
Figure C-17 Czech Republic, 15 m bridge 
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(c) LE2, Low lane factors (d) LE2, High lane factors 
Figure C-18 Czech Republic, 25 m bridge 
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(e) LE3, Low lane factors (f) LE3, High lane factors 
Figure C-19 Czech Republic, 35 m bridge 
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(e) LE3, Low lane factors (f) LE3, High lane factors 
Figure C-20 Czech Republic, 45 m bridge 
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C.7.3 All sites, overall yearly maxima, selected spans, load effects and lane 
factors 
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(e) Poland  
Figure C-21 Overall annual maxima, LE1, 15 m bridge, low lane factors.  
  Appendix C  
 256 
 
- 2
 0
 2
 4
 6
 8
 800  900 1 000 1 100 1 200
Shear (kN)
- 
ln
 (
 -
 l
n
 (
 p
 )
 )
 
- 2
 0
 2
 4
 6
 8
 500  600  700  800  900
Shear (kN)
- 
ln
 (
 -
 l
n
 (
 p
 )
 )
 
(a) Netherlands (b) Slovakia 
- 2
 0
 2
 4
 6
 8
 600  700  800  900 1 000
Shear (kN)
- 
ln
 (
 -
 l
n
 (
 p
 )
 )
 
- 2
 0
 2
 4
 6
 8
 500  600  700  800  900 1 000
Shear (kN)
- 
ln
 (
 -
 l
n
 (
 p
 )
 )
 
(c) Czech Republic (d) Slovenia 
- 2
 0
 2
 4
 6
 8
 600  650  700  750  800  850  900
Shear (kN)
- 
ln
 (
 -
 l
n
 (
 p
 )
 )
 
 
(e) Poland  
Figure C-22 Overall annual maxima, LE2, 25 m bridge, low lane factors.  
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(e) Poland  
Figure C-23 Overall annual maxima, LE3, 35 m bridge, high lane factors.  
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(e) Poland  
Figure C-24 Overall annual maxima, LE1, 45 m bridge, high lane factors.  
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C.7.4 Lifetime maximum load effect values 
Table C-9 Lifetime maximum load effects – LE1 – mid-span moment (kNm) 
Site 
Lane 
Factors 
Span 
(m) 
1,000-year 
return  
period 
50-Year 
Mean 
50-year 
COV 
75-Year 
Mean 
75-year 
COV 
Netherlands 
High 
15 4,095 3,714 5.9% 3,772 5.9% 
25 8,877 8,023 5.9% 8,153 5.8% 
35 14,274 12,926 5.9% 13,183 5.8% 
45 20,518 18,238 6.2% 18,578 6.2% 
Low 
15 3,113 2,917 3.4% 2,935 3.3% 
25 7,195 6,706 4.5% 6,717 4.4% 
35 11,755 10,874 4.7% 11,003 4.6% 
45 16,881 15,733 4.3% 15,910 4.1% 
Slovakia 
High 
15 2,995 2,643 6.2% 2,666 6.2% 
25 6,233 5,573 6.7% 5,667 6.7% 
35 9,862 8,776 6.9% 8,933 6.9% 
45 13,806 12,112 7.3% 12,318 7.3% 
Low 
15 2,731 2,506 4.7% 2,524 4.7% 
25 5,341 5,001 3.8% 5,061 3.8% 
35 8,368 7,864 3.5% 7,914 3.5% 
45 11,885 11,035 4.1% 11,145 4.1% 
Czech 
Republic 
High 
15 3,131 2,832 5.6% 2,877 5.5% 
25 6,773 6,129 5.6% 6,228 5.4% 
35 10,766 9,853 4.9% 9,994 4.6% 
45 15,170 13,877 4.8% 14,087 4.6% 
Low 
15 2,878 2,604 5.2% 2,643 5.2% 
25 5,855 5,419 4.2% 5,476 4.3% 
35 9,539 8,592 5.2% 8,699 5.4% 
45 13,671 12,322 5.3% 12,505 5.3% 
Slovenia 
High 
15 3,051 2,756 5.5% 2,792 5.5% 
25 6,584 5,797 6.3% 5,872 6.3% 
35 10,548 9,383 6.2% 9,498 6.1% 
45 14,800 13,097 6.3% 13,212 6.2% 
Low 
15 2,766 2,513 5.2% 2,553 5.0% 
25 5,630 5,240 4.2% 5,297 4.2% 
35 8,905 8,220 4.4% 8,288 4.5% 
45 12,893 11,497 6.4% 11,635 6.9% 
Poland 
High 
15 3,091 2,853 4.4% 2,902 4.3% 
25 6,388 5,951 4.4% 6,040 4.3% 
35 10,202 9,441 4.7% 9,563 4.7% 
45 14,413 13,170 5.2% 13,329 5.1% 
Low 
15 2,674 2,449 4.7% 2,501 4.6% 
25 5,656 5,160 4.6% 5,216 4.8% 
35 8,631 8,136 3.3% 8,227 3.3% 
45 12,208 11,396 3.9% 11,494 4.0% 
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Table C-10 Lifetime maximum load effects – LE2 – support shear (kN) 
Site 
Lane 
Factors 
Span 
(m) 
1,000-year 
return  
period 
50-Year 
Mean 
50-year 
COV 
75-Year 
Mean 
75-year 
COV 
Netherlands 
High 
15 866  812 3.3%  816 3.3% 
25 1,175 1,103 4.0% 1,117 3.9% 
35 1,406 1,339 3.5% 1,347 3.4% 
45 1,594 1,508 3.8% 1,521 3.7% 
Low 
15  863  797 3.9%  803 3.9% 
25 1,159 1,090 4.0% 1,102 3.9% 
35 1,387 1,321 3.5% 1,334 3.3% 
45 1,569 1,486 3.7% 1,502 3.5% 
Slovakia 
High 
15  737  689 3.9%  696 3.9% 
25  876  819 3.8%  828 3.9% 
35 1,003  935 3.9%  945 3.9% 
45 1,116 1,026 4.8% 1,045 4.7% 
Low 
15  735  686 3.9%  693 3.9% 
25  873  818 3.8%  828 3.9% 
35  992  934 3.6%  945 3.6% 
45 1,112 1,024 4.8% 1,042 4.7% 
Czech 
Republic 
High 
15  791  721 4.8%  730 4.8% 
25  966  894 4.1%  903 4.1% 
35 1,177 1,058 5.6% 1,073 5.6% 
45 1,317 1,187 5.8% 1,202 5.7% 
Low 
15  786  716 4.8%  726 4.8% 
25  961  883 4.2%  892 4.4% 
35 1,165 1,049 5.6% 1,061 5.5% 
45 1,293 1,173 5.3% 1,188 5.2% 
Slovenia 
High 
15  762  698 4.8%  708 4.5% 
25  936  861 4.6%  874 4.5% 
35 1,088  989 5.9% 1,005 6.1% 
45 1,268 1,081 8.4% 1,098 8.8% 
Low 
15  761  698 4.8%  708 4.5% 
25  934  858 4.9%  872 4.9% 
35 1,087  983 6.3%  998 6.6% 
45 1,305 1,078 9.8% 1,096 10.4% 
Poland 
High 
15  747  682 4.7%  693 4.7% 
25  920  848 4.1%  857 4.1% 
35 1,059  978 4.4%  988 4.4% 
45 1,165 1,080 4.8% 1,089 4.8% 
Low 
15  742  677 4.7%  686 4.7% 
25  894  841 3.4%  846 3.5% 
35 1,049  967 4.3%  978 4.3% 
45 1,140 1,060 4.3% 1,070 4.3% 
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Table C-11 Lifetime maximum load effects – LE3 – hogging moment (kNm) 
Site 
Lane 
Factors 
Span 
(m) 
1,000-year 
return  
period 
50-Year 
Mean 
50-year 
COV 
75-Year 
Mean 
75-year 
COV 
Netherlands 
High 
15 992  906 5.8%  930 5.7% 
25 2,070 1,893 5.6% 1,941 5.5% 
35 3,487 3,197 5.6% 3,257 5.5% 
45 4,819 4,454 4.9% 4,532 4.9% 
Low 
15  783  730 4.1%  738 4.1% 
25 1,664 1,562 3.8% 1,589 3.7% 
35 2,928 2,746 3.6% 2,776 3.5% 
45 4,140 3,893 3.3% 3,935 3.2% 
Slovakia 
High 
15  719  658 5.6%  672 5.6% 
25 1,460 1,314 6.7% 1,335 6.8% 
35 2,312 2,091 5.6% 2,122 5.4% 
45 3,122 2,851 5.3% 2,888 5.0% 
Low 
15  654  611 3.9%  620 3.7% 
25 1,311 1,202 4.9% 1,217 5.1% 
35 2,235 2,057 4.9% 2,090 4.5% 
45 3,081 2,809 5.2% 2,855 4.8% 
Czech 
Republic 
High 
15  785  700 6.0%  711 6.0% 
25 1,600 1,473 4.7% 1,495 4.4% 
35 2,687 2,439 5.3% 2,474 5.2% 
45 3,734 3,392 5.3% 3,456 5.2% 
Low 
15  691  637 4.0%  644 4.1% 
25 1,391 1,296 3.9% 1,311 3.9% 
35 2,489 2,279 4.9% 2,312 4.7% 
45 3,483 3,191 5.0% 3,236 4.8% 
Slovenia 
High 
15  718  657 5.0%  669 4.9% 
25 1,511 1,357 5.7% 1,361 5.7% 
35 2,569 2,270 7.2% 2,309 7.2% 
45 3,625 3,180 8.2% 3,238 8.2% 
Low 
15  642  598 4.0%  604 3.9% 
25 1,339 1,231 4.8% 1,246 4.7% 
35 2,428 2,115 7.7% 2,162 7.6% 
45 3,446 2,953 9.3% 3,024 9.4% 
Poland 
High 
15  765  715 3.9%  724 3.8% 
25 1,552 1,438 5.0% 1,458 4.9% 
35 2,459 2,254 5.2% 2,291 5.1% 
45 3,318 3,035 4.9% 3,082 4.8% 
Low 
15  639  609 3.3%  616 3.1% 
25 1,365 1,252 4.4% 1,266 4.3% 
35 2,263 2,092 4.6% 2,118 4.4% 
45 3,052 2,819 4.9% 2,848 4.7% 
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C.7.5 Lifetime maximum loading scenarios 
Table C-12. Top 20 loading scenarios in 1,000 years – LE1 – mid-span moment 
Span 
(m) Site 
Char 
Load 
Effect 
(kNm) 
Truck Type 
Primary Lane 
Truck Type 
Secondary 
Lane 
Average 
Combined 
GVW (t) 
% of events 
involving 2 
trucks 
Average 
Contribution 
from Secondary 
Lane in 2-truck 
events 
High lane factors 
15 
NL 4,095 Crane / Low-L Crane / Low-L 197.9 100% 50% 
SK 2,995 Any Any 118.5 85% 50% 
CZ 3,131 Any Any 156.2 75% 50% 
SI 3,051 Any Any 130.2 70% 50% 
PL 3,091 Any Any 129.6 100% 50% 
25 
NL 8,877 Crane / Low-L Crane / Low-L 214.3 100% 50% 
SK 6,233 Crane Std 128.1 100% 41% 
CZ 6,773 Any Any 171.1 100% 50% 
SI 6,584 Any Any 149.9 95% 50% 
PL 6,388 Any Any 148.8 100% 50% 
35 
NL 14,274 Crane / Low-L Crane / Low-L 214.8 100% 50% 
SK 9,862 Crane Std 139.2 100% 38% 
CZ 10,766 Any Any 170.6 100% 50% 
SI 10,548 Any Any 157.0 95% 50% 
PL 10,202 Any Any 156.8 100% 50% 
45 
NL 20,518 Crane / Low-L Crane / Any 230.8 100% 50% 
SK 13,806 Any Any 139.6 100% 37% 
CZ 15,170 Any Any 193.2 100% 50% 
SI 14,800 Any Any 158.9 95% 50% 
PL 14,413 Any Any 158.2 100% 50% 
Low lane factors 
15 
NL 3,113 Low-L / Crane Any 201.5 55% 16% 
SK 2,731 Crane / Any Any 102.6 5% 7% 
CZ 2,878 Low-L Std 153.6 30% 6% 
SI 2,766 Low-L / Crane Any 124.6 20% 7% 
PL 2,674 Low-L / Crane Std 130.3 20% 9% 
25 
NL 7,195 Low-L Std 219.1 45% 8% 
SK 5,341 Crane / Any Std 119.7 10% 15% 
CZ 5,855 Low-L / Crane Any 164.4 35% 11% 
SI 5,630 Crane / Low-L Std 133.5 30% 6% 
PL 5,656 Crane / Low-L Std 129.2 30% 8% 
35 
NL 11,755 Low-L Std 218.8 40% 6% 
SK 8,368 Crane / Any Std 125.8 15% 15% 
CZ 9,539 Low-L / Crane Any 170.5 45% 11% 
SI 8,905 Crane / Low-L Std 139.0 40% 8% 
PL 8,631 Crane / Low-L Std 139.0 30% 12% 
45 
NL 16,881 Low-L Std 225.2 50% 6% 
SK 11,885 Crane / Any Std 139.4 15% 14% 
CZ 13,671 Low-L Std 186.7 55% 7% 
SI 12,893 Low-L / Any Std 153.6 40% 7% 
PL 12,208 Any Std 149.1 35% 10% 
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Table C-13 Top 20 loading scenarios in 1,000 years – LE2 – Support shear 
Span 
(m) Site 
Char 
Load 
Effect 
(kN) 
Truck Type 
Primary Lane 
Truck Type 
Secondary 
Lane 
Average 
Combined 
GVW (t) 
% of events 
involving 2 
trucks 
Average 
Contribution 
from Secondary 
Lane in 2-truck 
events 
High lane factors 
15 
NL  875 Low-L / Crane Any 218.9 55% 11% 
SK  752 Crane / Any Any 101.7 10% 15% 
CZ  792 Low-L / Crane Any 131.1 20% 7% 
SI  794 Crane / Low-L Std 118.0 5% 7% 
PL  747 Low-L / Crane Std 116.3 10% 2% 
25 
NL 1,204 Low-L Std 212.8 25% 7% 
SK  878 Crane Std 118.7 5% 12% 
CZ  973 Low-L / Crane Std 160.4 30% 11% 
SI  960 Crane / Low-L Std 128.1 15% 6% 
PL  926 Crane / Low-L Std 133.7 30% 7% 
35 
NL 1,445 Low-L Std 223.0 45% 5% 
SK 1,025 Any Any 138.1 10% 14% 
CZ 1,171 Low-L Std 179.8 20% 8% 
SI 1,108 Low-L / Any Std 150.7 45% 6% 
PL 1,074 Low-L / Crane Std 152.1 40% 10% 
45 
NL 1,631 Low-L Std 230.8 60% 5% 
SK 1,149 Low-L / Any Any 151.1 30% 9% 
CZ 1,352 Low-L Std 185.4 35% 7% 
SI 1,209 Low-L Std 158.2 25% 4% 
PL 1,186 Low-L / Any Std 160.7 50% 11% 
Low lane factors 
15 
NL  870 Low-L Std 182.8 5% 0% 
SK  746 Crane / Any - 97.8 0% - 
CZ  788 Low-L / Crane Std 128.2 10% 0% 
SI  792 Crane / Low-L - 117.7 0% - 
PL  742 Low-L / Crane Std 115.4 10% 1% 
25 
NL 1,180 Low-L Std 209.5 20% 0% 
SK  872 Crane / Any - 116.8 0% - 
CZ  968 Low-L Std 163.4 5% 0% 
SI  956 Crane / Low-L Std 124.3 5% 0% 
PL  895 Crane / Low-L Std 131.4 10% 1% 
35 
NL 1,421 Low-L Std 217.0 30% 0% 
SK 1,018 Crane / Any - 134.5 0% - 
CZ 1,155 Low-L Std 176.6 10% 1% 
SI 1,084 Low-L / Any Std 148.0 15% 0% 
PL 1,060 Low-L / Crane Std 144.1 5% 0% 
45 
NL 1,603 Low-L Std 222.7 35% 0% 
SK 1,144 Low-L / Any Std 147.9 15% 1% 
CZ 1,292 Low-L Std 184.0 20% 0% 
SI 1,202 Low-L Std 154.5 25% 1% 
PL 1,162 Low-L / Crane Std 150.4 20% 0% 
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Table C-14 Top 20 loading scenarios in 1,000 years – LE3 – Hogging moment 
Span 
(m) Site 
Char 
Load 
Effect 
(kNm) 
Truck Type 
Primary Lane 
Truck Type 
Secondary 
Lane 
Average 
Combined 
GVW (t) 
% of events 
involving 2 
trucks 
Average 
Contribution 
from 
Secondary 
Lane in 2-truck 
events 
High lane factors 
35 
NL 3,579 Low-L / Crane Low-L / Crane 231.1 100% 50% 
SK 2,359 Low-L Std 150.3 35% 17% 
CZ 2,643 Low-L / Std Low-L / Std 189.5 100% 50% 
SI 2,681 Low-L / Std Low-L / Std 165.8 65% 50% 
PL 2,502 Any Any 175.6 70% 50% 
45 
NL 4,970 Low-L / Crane Low-L / Crane 245.0 100% 50% 
SK 3,183 Low-L Any 152.7 25% 19% 
CZ 3,683 Low-L / Std Low-L / Std 200.5 95% 50% 
SI 3,744 Low-L / Std Low-L / Std 171.8 60% 50% 
PL 3,388 Any Any 167.8 100% 50% 
Low lane factors 
35 
NL 2,961 Low-L Std 211.5 80% 5% 
SK 2,298 Low-L / Any Std 147.9 15% 5% 
CZ 2,484 Low-L Std 177.9 30% 5% 
SI 2,359 Low-L Std 156.9 25% 7% 
PL 2,300 Low-L / Any Std 153.4 20% 7% 
45 
NL 4,220 Low-L Std 220.5 65% 5% 
SK 3,138 Low-L Std 149.3 5% 2% 
CZ 3,499 Low-L Std 188.0 25% 7% 
SI 3,300 Low-L Std 160.9 25% 6% 
PL 3,105 Low-L / Any Any 153.6 25% 3% 
Notes:  
Results for this load effect are shown only for spans of 35 and 45 m as two-span bridges 
with an overall length of less than 30 m are probably an unlikely form of modern bridge 
construction. 
Truck types shown in Tables C-12 to C-14 are as defined in Section B.2.7.1: 
 Crane: Crane-type vehicle 
 Low-L: Low-loader 
 Std: Standard 
 Any: Any of the above three types 
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C.7.6 Lifetime maximum scenarios, all sites, selected spans, load effects and 
lane factors 
NL 
 LE: 1     3 199 kNm
 190  -  14
 LE: 1     3 206 kNm
 193  -  15
 29  -  5
 
SK 
 LE: 1     2 649 kNm
 109  -  6
 LE: 1     2 670 kNm
 89  -  4
 
CZ 
 LE: 1     2 833 kNm
 140  -  8
 35  -  5
 LE: 1     2 838 kNm
 120  -  7
 
SI 
 LE: 1     2 719 kNm
 123  -  9
 LE: 1     2 766 kNm
 114  -  8
 
PL 
 LE: 1     2 687 kNm
 108  -  7
 LE: 1     2 698 kNm
 56  -  5
 112  -  8
 
Figure C-25 Load Effect 1 – Mid-span moment, simply supported bridge. 
Bridge length: 15 m, Low lane factors.  
Note: GVW and number of axles are shown for each vehicle as e.g. 68 – 6 for a 6-axle vehicle 
with a GVW of 68 t. 
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NL 
 LE: 2     1 144 kN
 223  -  17
 LE: 2     1 145 kN
 219  -  15
 41  -  5
 
SK 
 LE: 2      849 kN
 115  -  8
 LE: 2      856 kN
 115  -  8
 
CZ 
 LE: 2      966 kN
 147  -  9
 LE: 2      969 kN
 168  -  14
 
SI 
 LE: 2      931 kN
 115  -  8
 LE: 2      945 kN
 136  -  10
 
PL 
 LE: 2      877 kN
 152  -  11
 LE: 2      886 kN
 130  -  10
 
Figure C-26 Load Effect 2 – Shear at support of simply supported bridge. 
Bridge length: 25 m, Low lane factors  
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NL 
 LE: 4     3 509 kNm
 129  -  10
 102  -  9
 LE: 4     3 618 kNm
 122  -  10
 142  -  14
 
SK 
 LE: 4     2 298 kNm
 165  -  12
 LE: 4     2 345 kNm
 127  -  9
 39  -  5
 
CZ 
 LE: 4     2 649 kNm
 40  -  5
 167  -  13
 LE: 4     2 660 kNm
 27  -  5
 152  -  12
 
SI 
 LE: 4     2 519 kNm
 148  -  12
 33  -  5
 LE: 4     2 681 kNm
 188  -  12
 
PL 
 LE: 4     2 397 kNm
 125  -  10
 46  -  5
 LE: 4     2 586 kNm
 121  -  10
 64  -  5
 
Figure C-27 Load Effect 3 - Hogging moment over central support, 2-span bridge 
Bridge length: 35 m, High lane factors 
L : 3 
LE: 3 
: 3
LE: 3 
L : 3 
LE: 3 
L : 3 
LE: 3 
LE: 3 
3
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NL 
 LE: 1     19 144 kNm
 115  -  9
 98  -  8
 LE: 1     20 209 kNm
 126  -  13
 111  -  10
 
SK 
 LE: 1     13 089 kNm
 38  -  5
 115  -  10
 LE: 1     14 019 kNm
 54  -  6
 101  -  8
 
CZ 
 LE: 1     15 082 kNm
 150  -  14
 38  -  5
 LE: 1     15 152 kNm
 187  -  16
 38  -  5
 
SI 
 LE: 1     13 916 kNm
 172  -  16
 38  -  5
 LE: 1     14 147 kNm
 53  -  7
 106  -  8
 
PL 
 LE: 1     14 322 kNm
 46  -  5
 128  -  11
 LE: 1     14 411 kNm
 121  -  10
 64  -  5
 
Figure C-28 Load Effect 1 – Mid-span moment, simply supported bridge. 
Bridge length: 45 m, High lane factors 
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Appendix D Modelling same-direction two-lane traffic for bridge 
loading 
D.1 Multiple presence 
Statistics on the frequency of occurrence of different types of events can be 
calculated from both observed and simulated data. Figure D-1 shows comparisons 
between all sites for different types of event, for simulated bidirectional traffic. 
The relative proportions of each event type depend on traffic volumes and span. 
The number of occurrences of each event type is counted for trucks in one 
direction only and is expressed as a percentage of the total number of trucks in 
that direction. The WIM data for the site in Slovakia is bidirectional traffic, and 
the comparison between observed and simulated is shown for this site (only) in 
Figure D-1, with the observed data shown as a dotted green curve. (For Figures D-
1(a), (c) and (d), the dotted curves are underneath the solid curves and are not 
clearly visible). 
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(a) Single truck  (b) Two following same-lane trucks 
Figure D-1 Simulated and, in the case of Slovakia, observed multiple presence 
statistics – bidirectional traffic 
(continued on next page) 
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(c) Two trucks meeting  (d) Multiple – more than two trucks 
Figure D-1 Simulated and, in the case of Slovakia, observed multiple presence 
statistics – bidirectional traffic  
(NL=Netherlands, CZ=Czech Republic, SI=Slovenia, PL=Poland, SK=Slovakia) 
(continued from previous page) 
 
Multiple presence statistics for two same-direction lanes are shown in Figure D-2 
for the measured traffic at the four same-direction sites. In Figure D-2, observed 
data are shown as solid curves, and results from simulation for the Netherlands 
and the Czech Republic are shown as dotted curves. The number of occurrences 
of each type of event is expressed as a percentage of the total number of trucks in 
both lanes. The definitions of the different event types are taken from Sivakumar 
et al. (2008): 
 Single: Only one truck is present on the bridge in any lane. 
 Following: Two trucks in the same lane, with varying headway distances 
with a gap less than the span length. 
 Side-by-Side: Two trucks in adjacent lanes with an overlap of more than 
one-half the truck length of the first truck. 
 Staggered: Two trucks in adjacent lanes with an overlap of less than one-
half the truck length of the first truck and a gap less than the span length 
 Multiple: Simultaneous presence of trucks in adjacent lanes and in same 
lane 
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These statistics are flow-dependent and Sivakumar et al. (2008) identify four 
levels of truck traffic, as measured by the average daily truck traffic (ADTT) in 
one direction: 
 Light volume: ADTT  1,000 
 Average volume: 1,000 < ADTT  2,500 
 Heavy volume:    2,500 < ADTT  5,000 
 Very heavy volume: ADTT > 5,000 
The sites in Slovenia (ADTT=3,300), Poland (4,000) and the Czech Republic 
(4,750) have heavy truck volumes, while the site in the Netherlands (7,100) has a 
very heavy volume. The figures for the U.S. in Figure D-2 are taken from the 
graphs in Sivakumar et al. (2008) for heavy volumes. 
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(b) Two following same-lane trucks 
Figure D-2 Multiple presence statistics – two same-direction lanes – observed 
and, for NL and CZ, simulated (dotted curves)  
(continued on next page) 
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(e) Multiple – more than two trucks 
Figure D-2 Multiple presence statistics – two same-direction lanes – observed 
and, for NL and CZ, simulated (dotted curves)  
(continued from previous page) 
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As described in Chapter 5, traffic in two same-direction lanes is simulated for the 
sites in the Netherlands and the Czech Republic using traffic scenarios, and the 
multiple presence statistics calculated from the simulation are shown in 
Figure D-2 as dotted curves. It is important to note that these statistics are outputs 
from the simulation process, and not inputs (although they are implicitly part of 
the traffic scenarios). 
It can be seen from Figure D-2(c) that the simulation process underestimates the 
frequency of occurrence of side-by-side events, particularly on shorter bridges. 
This can be explained by reference to the smoothing effect the simulation has on 
inter-lane gaps, as shown in Figure D-3. This smoothing effect is caused by a 
number of factors, as explained in sections 5.6 and D.5. With average speeds of 
around 23 m/s, inter-lane gaps of less than 1 second are necessary for side-by-side 
events to occur, and the smoothing reduces the proportion of gaps in this range by 
5.4% in the Netherlands and by 9.2% in the Czech Republic. This reduction is 
difficult to avoid in the simulation model, but can be expected to have a relatively 
minor effect on the estimation of characteristic load effects. For example, a 
reduction of 10% in the frequency of occurrence of a particular event means that 
1,000 years of simulation only includes 90% of the expected number of events, 
and would need to be extended to 1,111 years to include all the expected events in 
1,000 years. This extension will typically increase the estimated characteristic 
loading by between 0.2 and 0.3%. 
 
 
  Appendix D  
 276 
0%
2%
4%
6%
8%
-4 -3 -2 -1 0 1 2 3 4
Inter-lane gap (s)
F
re
q
u
e
n
c
y Observed
Simulated
 
(a) Netherlands 
0%
5%
10%
-4 -3 -2 -1 0 1 2 3 4
Inter-lane gap (s)
F
re
q
u
en
cy
Observed
Simulated
 
(b) Czech Republic 
Figure D-3 Inter-lane gaps  
D.2 GVW correlation 
Figure 5-3 in Chapter 5 illustrates the pattern found at the site in the Netherlands 
where there is a noticeable rise in the average GVW of trucks in the fast lane 
when they are close to a truck in the slow lane. Figure D-4 shows the patterns for 
both the observed and simulated traffic at all four sites with two same-direction 
lanes. The simulation in all cases uses the smoothed bootstrap / traffic scenarios 
model described in Chapter 5. The patterns in the Netherlands and the Czech 
Republic (Figure D-4 (a) and (b)) are very similar. In Poland (Figure D-4 (d)), 
there is a rise in the fast-lane GVWs when the inter-lane gap is small, but there is 
also a rise in the slow-lane GVW. The pattern in Slovenia (Figure D-4 (c)) is 
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different from the other three sites, but the providers of the WIM data 
subsequently confirmed that there were some calibration issues with the Bridge 
WIM system for fast-lane GVWs in multiple presence loading events and this 
may explain the difference in the graph. In all cases, the simulation reproduces the 
observed patterns quite accurately. The resolution of the time stamp 
measurements in Poland is 1 second, and this may explain the slight phase shift 
between the measured and simulated. Because of these issues with the WIM data, 
some limited simulation has been performed for same-direction traffic in Slovenia 
and Poland, but detailed bridge loading results are presented in Chapter 5 and in 
Section D.8 only for the sites in the Netherlands and the Czech Republic. 
Results are also shown in Figure D-4 to Figure D-8 for the uncorrelated 
simulation model described in Section 5.7, and these verify that there is no GVW 
correlation in the traffic generated using this model. In Figure D-4 (e) it can be 
seen that there is no significant variation in the average GVWs in either lane in 
the uncorrelated model. The fluctuations that are evident when the inter-lane gap 
is relatively large, are due to the small number of vehicle pairs at these gaps (as 
shown in Figure 5-3 in Chapter 5). 
Figure D-5 shows the observed and simulated coefficients of correlation between 
the GVWs of each fast-lane truck and the nearest slow-lane truck. The coefficient 
varies from 1.5% in the Czech Republic up to 18.5% in Poland, and once again, 
there is a good match between the observed and simulated. 
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(c) Slovenia (d) Poland 
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(e) Netherlands, uncorrelated model  
Figure D-4 Inter-lane GVW correlation – simulated vs. observed 
Notes:  
a
 Observed data are shown as dotted lines 
b
 Simulations are based on the smoothed bootstrap model, unless otherwise stated  
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(c) Slovenia (d) Poland 
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(e) Netherlands, uncorrelated model  
Figure D-5 Inter-lane GVW correlation coefficient 
The observed and simulated slow-lane autocorrelation functions (Section D.3.3) 
are shown in Figure D-6. For the autocorrelation function, coefficients of 
correlation are calculated between the weight of each truck (the leading truck) and 
the truck following it, between the leading truck and the second truck behind it, 
between the leading truck and the third truck behind it and so on. Figure D-6 
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shows that the simulation tends to underestimate the measured correlation but that 
the match is reasonably good for leading/following pairs (i.e., truck interval = 1). 
The other intervals are not that important for loading on bridges with lengths in 
the range considered here, as loading events with three or more trucks in the same 
lane on a bridge together have not been found to be critical. 
Figure D-6 (f) illustrates the intra-day variations in GVW at the sites in the 
Netherlands and the Czech Republic which are the likely cause of the underlying 
correlation levels evident in the autocorrelation functions. 
Figure D-7 shows the weight-dependent GVW correlation between pairs of 
leading and following trucks in the slow lane at each site. This is calculated by 
taking threshold GVW values in steps of 5 t from 25 t upwards. For each 
threshold value, all pairs of leading and following trucks are identified where both 
GVWs exceed the threshold, and the coefficient of correlation is calculated for the 
GVWs of all such pairs. For the observed data, 95% confidence intervals are 
shown for the calculated coefficient of correlation (see Section D.3.2). As the 
GVW threshold increases, the number of pairs of trucks decreases and the 
confidence interval becomes wider. There is a very distinct and similar pattern in 
the Netherlands and the Czech Republic, which may be the result of a tendency 
for heavier trucks to travel in pairs or groups. The trend in Slovenia and Poland is 
much less pronounced. Once again, the match between observed and simulated 
data is quite good. 
The observed and simulated fast-lane autocorrelation functions are shown in 
Figure D-8. It is evident that the simulation underestimates the measured 
correlation. Less than 10% of the traffic scenarios in the Netherlands (the most 
heavily-trafficked site) contain two or more fast-lane trucks and this makes it 
difficult to preserve the fast-lane correlation in the simulation. One possible 
solution might be to increase the size of the scenarios, but this would tend to 
reduce the variability within the simulation. As with the slow lane (Figure D-6), it 
is only the leading/following pair that is likely to be of any significance in bridge 
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loading, but for the bridge lengths considered, loading events featuring two fast-
lane trucks are not critical. 
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(e) Netherlands, uncorrelated model (f) GVW by time of day – Netherlands 
and Czech Republic 
Figure D-6 Slow-lane GVW autocorrelation 
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(e) Netherlands, uncorrelated model  
Figure D-7 Slow-lane weight-dependent GVW correlation 
Notes:  
a
 The 95% confidence intervals for the observed data are shown as dotted lines 
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(e) Netherlands, uncorrelated model  
Figure D-8 Fast-lane GVW autocorrelation 
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D.3 Correlation 
D.3.1 Measures of correlation 
The Pearson coefficient of linear correlation  for two random variables X and Y 
is a measure of the degree of linear dependence between the two variables. It is 
defined as: 
   
yx
yx
yx
yx YXE



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

 
(D-1) 
where  yx,  is the covariance of X and Y. 
The Pearson coefficient is used throughout this work, and is referred to as the 
“coefficient of correlation”. It is a measure of linear correlation, and has some 
limitations (Hoel 1971). Two measures of rank correlation which are widely used 
are Spearman‟s rho s, and Kendall‟s tau,   (Nelsen 1999; Press et al. 1992). For 
a given sample of n observations (xi , yi ) from two random variables X and Y, the 
rank Ri of each xi value within all X values in the sample, can be calculated as an 
integer in the range [1,n]. Similarly Si can be calculated as the rank of each yi 
value within all Y values.  
The Spearman coefficient is defined as the Pearson linear correlation coefficient 
of the ranks: 
   
SR
SR
s
SRE





 
(D-2) 
If, for example, there is a strongly non-linear relationship between two variables x 
and y, but small values of x are associated with small values of y, and large x 
values are associated with large y values, then the Pearson coefficient may 
“underestimate” the degree of correlation when compared with the Spearman 
coefficient. 
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Kendall‟s tau is defined as: 
dc
dc



 
(D-3) 
where c is the number of “concordant” pairs, and d is the number of “discordant” 
pairs (Nelsen 1999). 
All pairs (xi , yi ) and (xj , yj ) of observations are compared with each other. A pair 
is said to be concordant if {xi < xj and yi < yj } or {xi > xj and yi > yj }, and 
discordant if { xi > xj and yi < yj } or { xi < xj and yi > yj }. 
To calculate Kendall‟s tau requires the comparison of 
 
2
1NN
 pairs of 
observations. 
All three coefficients give values between -1 and 1, with zero indicating no 
correlation and a value of 1 indicating perfect correlation. However, for a given 
set of observations, the values of the three coefficients are not usually equal. 
From a computational point of view, Pearson‟s rho is the most efficient, requiring 
just one pass through the data to calculate  x ,  y , yx , 
2
 x  and 
2
 y . A 
suitable cumulative distribution function can be used to calculate the equivalent of 
the rank for each observation without the need to store and sort all observations, 
and using this technique makes the computation of Spearman‟s rho efficient. 
Kendall‟s tau is less practical for large sets of data. In a typical run of the 
simulation program, 21 different coefficients of correlation and autocorrelation 
are calculated for millions of pairs of slow and fast lane trucks (as shown in 
Figures D-5 to D-8). The calculation of Kendall‟s tau requires the storage and 
comparison of all pairs of data, and the computation time increases with 2N . As 
an approximation, ranks can be organised into a manageable number of bins, and 
the formula needs to be enhanced slightly to account for pairs of observations 
with equal (“tied”) ranks (Press et al. 1992). 
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Spearman‟s rho and Kendall‟s tau are, unlike Pearson‟s rho, “scale-invariant” – 
they remain unchanged under strictly increasing transformations of the random 
variables (Nelsen 1999). These transformations occur in simulation when 
cumulative distribution functions are used to transform random numbers from one 
distribution to a uniform distribution on (0,1) as happens in the method described 
by Iman and Conover (1982) (see Section B.2.6).  
The general approach taken in this study is to use the Pearson coefficient as just 
one measure of the match between different simulation models and the observed 
data. The final decision on which model to use is based on the goodness of fit 
between the simulated and observed daily maximum load effects. 
Figure D-9 compares the weight-dependent GVW slow-lane correlation in the 
Netherlands (as shown in Figure D-7) using the three different measures of 
correlation. For speed of computation, Spearman‟s rho and Kendall‟s tau are 
calculated for the first 13 days of data, whereas Pearson‟s rho is calculated for all 
128 days of data. 
0%
10%
20%
30%
40%
50%
60%
20 25 30 35 40 45 50
GVW Threshold (t)
D
ep
en
d
en
ce
Pearson Rho
Spearman's Rho
Kendall's Tau
 
Figure D-9 Slow-lane GVW correlation using different measures 
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The fact that the three coefficients are numerically different is to be expected. 
What is significant is that all three coefficients show quite similar structures, with 
an upward trend as the GVW threshold increases. 
 
D.3.2 Confidence intervals for the coefficient of correlation 
The 95% confidence intervals for the population correlation coefficient (ρ) shown 
in Figure D-7 are calculated using the method described by Fisher (1921) and 
Hoel (1971). The confidence interval depends on both the number of data points 
(N) and on the calculated estimate for the coefficient (r). A transformed variable z 
is defined as:  
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The variable z is approximately Normally distributed with mean and standard 
deviation: 
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Using these, a 95% confidence interval for z and hence r can be calculated. There 
is a requirement that the two random variables for which the coefficient of 
correlation is being calculated, should be at least approximately consistent with a 
joint Normal distribution (Hoel 1971), and this is the reasonably satisfied when 
correlation is being calculated for pairs of heavy trucks. 
D.3.3 Autocorrelation 
Autocorrelation is used in the analysis of time series in areas such as economics 
(Enders 1995) and signal processing. The term autocorrelation (or serial 
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correlation) denotes the correlation of a random variable with a time-shifted 
version of itself. A typical time series contains observations of a random variable 
X at equally spaced time intervals. The value of the random variable at each time 
t, Xt, is compared with the value of the variable at time st  , Xt-s, where s is some 
time lag. The coefficient of correlation is then calculated as a function of the time 
lag s, and this is referred to as the autocorrelation function: 
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(D-7) 
A series of truck GVWs can be considered as a time series at randomly spaced 
time intervals. In this study, the autocorrelation function is calculated using the 
variable “number of trucks apart” instead of a time lag. The coefficients of 
correlation are calculated between the weight of each truck (the leading truck) and 
the truck following it, between the leading truck and the second truck behind it, 
between the leading truck and the third truck behind it and so on. The results of 
this are shown for slow-lane trucks in Figure D-6 and for fast-lane trucks in 
Figure D-8.  
 
D.4 Gap simulation 
The problems associated with simulating inter-lane gaps are discussed in 
Section 5.5, and are illustrated in Figure D-10. In the uncorrelated model, the 
slow-lane gaps are simulated using curves fitted to the measured distributions for 
different flow rates. A fast-lane truck is generated for a percentage of slow-lane 
trucks (the percentage is taken from the measured traffic volumes in each lane), 
and the inter-lane gaps are simulated directly from the empirical distribution. The 
resulting simulated slow-lane and inter-lane gaps match the observed distributions 
quite well (Figure D-10 (a) and (c)), but the fast-lane gaps are not simulated well 
(Figure D-10 (e)). Similarly, a model could easily be constructed which would 
model the slow-lane and fast-lane gaps well, but this would mean that the inter-
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lane gaps would be wrong. The smoothed bootstrap method using traffic scenarios 
as described in the Chapter 5 solves this problem and provides a good match for 
all three gap distributions (Figure D-10 (b),(d),(f)). 
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(c) Inter-lane: UC (d) Inter-lane: SB 
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(e) Fast lane: UC (f) Fast lane: SB 
Figure D-10 Gap simulation (UC = Uncorrelated, SB = Smoothed bootstrap) 
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D.5 Kernel density estimation 
D.5.1 Bandwidth selection 
Kernel density estimators are used to smooth three variables – GVWs, gaps and 
speeds – and the bandwidth formulations used are given in Table D-1. As noted in 
sections 5.5 and 5.9, the choice of exact bandwidth parameters is somewhat 
arbitrary. In order to examine the implications of the choices made, a number of 
sensitivity analyses were performed, and the results of these are presented here. 
The criteria used in assessing results for different bandwidths are: 
 The distributions of the simulated variables should not oversmooth the data 
when compared with the measured distributions. It is difficult to identify 
precisely the point at which oversmoothing begins to occur, although, as the 
bandwidth is increased, the extent of oversmoothing becomes clear. 
 The simulation model should provide a good fit to the daily maximum 
measured load effects for all significant event types. The procedure used to 
evaluate goodness of fit is described in more detail in Section 5.7.  
 The simulated load effects for one-truck events should closely match the 
results obtained from the uncorrelated simulation model. In the uncorrelated 
model, the empirical GVW distribution is used up to a threshold value, and 
above this, the tail of a Normal distribution is used. This method of simulating 
GVW is used for bidirectional traffic, and the use of smoothing and of 
correlation between vehicle GVWs in same-direction traffic should not change 
load effects produced by one-truck events. 
 Characteristic maximum load effects are calculated for each combination of 
bandwidth parameters, and these give an indication of how sensitive the 
characteristic load effects are to the choice of bandwidth. 
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Table D-1 Kernel bandwidths  
Variable (x)  Kernel Bandwidth 
Slow-lane GVW (t)
a
 Normal
b
 
)(
08.0
2
xMax
x
 
Fast-lane GVW (t) Normal 
)(
065.0
2
xMax
x
 
Slow-lane gap (s) Triangle )4.0,2.0min( x  
Fast-lane gap (s) Triangle )6.0,3.0min( x  
Inter-lane gap (s) Triangle )16.0,08.0min( x
 
Slow-lane speed (km/h) Triangle 0.6 
Fast-lane speed (km/h) Triangle 1.0 
Notes:  
a
 For GVWs, Max(x) is the site-specific maximum observed GVW per lane 
b
 The kernel bandwidth is used up to a site-specific threshold GVW value; above this the 
   tail of a Normal distribution is used. 
The bandwidth structures for GVWs and gaps at sites in the Netherlands and the 
Czech Republic are shown in Figure D-11 to Figure D-15. The empirical 
frequencies f(x) are also shown, together with the distribution which results from 
the smoothing, and re-scaled values of )(1 xf . 
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(a) Slow lane (b) Fast lane  
Figure D-11 Bandwidth structure – GVW – Netherlands 
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(a) Slow lane (b) Fast lane  
Figure D-12 Bandwidth structure – GVW – Czech Republic 
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(a) Slow lane (b) Fast lane  
Figure D-13 Bandwidth structure – Same-lane gaps – Netherlands 
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Figure D-14 Bandwidth structure – Same-lane gaps – Czech Republic 
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Figure D-15 Bandwidth structure – Inter-lane gaps (headways) 
The rule given by Scott (1992) for the optimum bandwidth for Normal kernel 
functions and Normally distributed data is: 
2.006.1  nh   (D-8) 
The distributions here are not Normal – the speed distribution is closest to 
Normal, followed by the inter-lane gap distributions. The GVW distribution is 
multimodal, and the same-lane gap distributions have a lower bound just above 
zero and have very long tails. Scott‟s formula is useful in establishing initial 
estimates for suitable bandwidth values, but the physical aspects of the simulation 
of gaps and GVWs in particular, together with the sensitivity analysis described in 
this section, are used to refine these estimates. Table D-2 compares estimates 
based on Scott‟s rule with values used in the simulations. Truncating the gap 
distributions at 4 seconds is fairly arbitrary, but using the entire gap distributions 
gives unfeasibly large bandwidth estimates (due to the “non-Normality” of the 
data). Similarly, selecting only speeds between 70 and 100 km/h is somewhat 
arbitrary, but excluding the more extreme values means that a Normal distribution 
becomes a better fit for the observed data. 
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 Table D-2 Bandwidth based on Scott‟s rule compared with simulation values 
  Netherlands 
Czech 
Republic 
Variable  
Slow 
lane 
Fast 
lane 
Slow 
lane 
Fast 
lane 
GVW (t) Scott 0.83 1.39 0.85 1.42 
GVW – 40 t vehicle Simulation 0.77 1.38 0.99 0.81 
Speed (km/h) Scott 0.91 2.20 1.08 3.15 
Speeds between 70 and 
100 km/h 
Scott 0.74 1.18 0.71 1.38 
Speed (km/h) Simulation 0.6 1.0 0.6 1.0 
Inter-lane gap up to 4 s  Scott 0.37 0.33 
Inter-lane gaps at 2 s Simulation 0.16 0.16 
Same lane gaps up to 4 s  Scott 0.20 0.44 0.22 0.49 
Same lane gap at 1 second Simulation 0.2 0.3 0.2 0.3 
Note: Triangular kernel functions are used for speeds and gaps and, for these, the bandwidths 
obtained from Scott‟s formula have been multiplied by 2.43 (i.e. the reciprocal of 0.411 – see 
Section 5.6). 
For the sensitivity analysis, various simulation runs were performed for the sites 
in the Netherlands and the Czech Republic. In each run, the bandwidths described 
in Table D-1 were multiplied by factors ranging from zero to four, as listed in 
Table D-3. In most of the runs, GVWs over a site- and lane-specific threshold are 
replaced by generating a value from the Normal tail fitted to the measured data. In 
the “Zero” run, no smoothing is applied to the GVW, and in the “15GVW” run, 
kernel density smoothing is used for all GVWs. The results from this run are used 
to illustrate the problems that arise using this approach. 
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Table D-3 Sensitivity analysis – scaling factors 
Run ID GVW 
GVW 
Normal 
Tail Gap Speed Comment 
One 1 Y 1 1 
This is the reference model, 
and uses the chosen set of 
bandwidths 
Zero 0 N 0 0 
This uses the empirical traffic 
scenarios, with no smoothing
a
 
0GVW 0 Y 1 1  
2GVW 2 Y 1 1  
4GVW 4 Y 1 1  
15GVW 1.5 N 1 1 
The factor of 1.5 is found to 
give the best fit to the upper 
tail of the GVW distribution 
(when the Normal tail is not 
used). 
0Gap 1 Y 0 1  
2Gap 1 Y 2 1  
4Gap 1 Y 4 1  
10Speed 1 Y 1 10  
a
 For each simulated truck, its GVW is used as the basis for selecting the number of axles, the axle 
spacing, and the distribution of the GVW to individual axles. This effectively introduces some 
smoothing in the distribution of the resulting load effects – i.e. the calculated load effects for each 
traffic scenario are not identical to the measured load effects. 
For each run identified in Table D-3, two simulation runs were performed. The 
first is for 2,000 days (8 years), and gives daily maximum load effects which are 
used to calculate the goodness of fit to the measured load effects. The second run 
is for 2,500 years and gives yearly maxima which are used to estimate 
characteristic load effects.  
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D.5.2 Results of sensitivity analysis 
D.5.2.1 Oversmoothing 
The effects of changing the bandwidth for GVW smoothing are shown in 
Figure D-16. The smoothing is increased from zero in Figure D-16(a) to one (b), 
two (c) and four (d). Similarly for the fast lane in the Netherlands, the smoothing 
is increased from one (e) to four (f). It can be seen that there is significant 
divergence between the simulated and the observed distributions in (d) between 
60 and 75 t and in (f) between 30 and 40 t. The results for GVWs in the Czech 
Republic are similar.  
Figure D-17 shows the effect of smoothing on gap distributions for same-lane 
gaps in the Czech Republic, and Figure D-18 shows results at both sites for inter-
lane gaps. Three levels of gap smoothing are shown in each figure – one in (a) and 
(b), two in (c) and (d) and four in (e) and (f). It is the gaps below 2 seconds that 
are important for bridge loading on bridge lengths up to 45 m, and any excessive 
smoothing in this part of the distributions is undesirable. 
Figure D-19 shows the effect of smoothing on the distribution of speeds at both 
sites.  
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(e) One – Fast lane (f) 4GVW – Fast lane 
Figure D-16 GVW smoothing – Netherlands 
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(c) 2Gap – Slow lane (d) 2Gap – Fast lane 
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(e) 4Gap – Slow lane (f) 4Gap – Fast lane 
Figure D-17 Gap smoothing – Czech Republic 
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(c) 2Gap – Netherlands (d) 2Gap – Czech Republic 
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(e) 4Gap – Netherlands (f) 4Gap – Czech Republic 
Figure D-18 Gap smoothing – Inter-lane gaps 
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(a) One – Netherlands – Slow lane (b) 10Speed – Netherlands – Slow lane 
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(c) One – Czech Republic – Slow lane (d) 10Speed – Czech Republic – Slow 
lane 
Figure D-19 Speed smoothing 
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D.5.2.2 Goodness of fit 
The goodness of fit score is calculated for the key event types (and averaged for 
all relevant bridge lengths and load effects) in each of the runs listed in Table D-3 
using the method described in Section 5.7. The results are given in Table D-4 for 
the Netherlands and Table D-5 for the Czech Republic. Each score is compared 
with the best score for that event type: single-underlined values are between 1.25 
and 1.5 times the best score, and double-underlined values are more than 1.5 times 
the best score. It is clear that increasing the bandwidth used for smoothing gaps 
(the 0Gap, One, 2Gap and 4Gap runs) causes a marked deterioration in the fit for 
multi-truck loading events. Increasing the GVW smoothing has a lesser effect (the 
0GVW, One, 2GVW and 4GVW runs). Figure D-20 gives an example of the use 
of the goodness of fit scores.  
Table D-4 Scores for goodness of fit – Netherlands 
 Event Type 
Run ID 1+0 1+1 2+0 2+1 1+2 2+2 
One 2.7% 2.6% 5.9% 4.0% 2.5% 3.9% 
Zero 2.7% 2.6% 5.6% 4.2% 2.7% 4.3% 
0GVW 2.6% 2.7% 5.9% 4.0% 2.6% 4.1% 
2GVW 2.6% 2.8% 6.1% 4.2% 2.5% 4.2% 
4GVW 3.0% 3.5% 7.3% 4.0% 2.8% 4.1% 
15GVW 2.9% 2.8% 6.1% 4.2% 2.7% 3.9% 
0Gap 2.7% 2.7% 5.5% 4.2% 2.7% 4.0% 
2Gap 2.6% 2.8% 7.4% 4.3% 2.8% 4.9% 
4Gap 2.7% 2.7% 12.8% 6.3% 6.1% 4.5% 
10Speed 2.7% 2.7% 6.1% 4.1% 2.6% 4.3% 
Best 2.6% 2.6% 5.5% 4.0% 2.5% 3.9% 
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Table D-5 Scores for goodness of fit – Czech Republic 
 Event Type 
Run ID 1+0 1+1 2+0 2+1 1+2 2+2 
One 1.9% 2.0% 2.2% 3.5% 3.2% 5.1% 
Zero 1.9% 2.0% 2.0% 3.1% 2.9% 5.2% 
0GVW 2.1% 1.9% 2.2% 3.5% 3.0% 5.4% 
2GVW 2.2% 2.0% 2.5% 3.7% 3.1% 5.2% 
4GVW 3.6% 2.1% 4.0% 3.1% 2.9% 5.3% 
15GVW 2.1% 1.8% 2.3% 3.6% 3.6% 5.5% 
0Gap 1.9% 1.8% 2.1% 3.4% 3.0% 5.3% 
2Gap 2.0% 2.2% 2.9% 3.7% 2.8% 6.0% 
4Gap 1.9% 2.8% 7.1% 3.7% 7.6% 6.6% 
10Speed 1.9% 1.8% 2.3% 3.6% 3.0% 5.8% 
Best 1.9% 1.8% 2.0% 3.1% 2.8% 5.1% 
 
-2
0
2
4
6
8
1,000 2,000 3,000 4,000 5,000
LE1: Mid-span Moment, simply supported (kNm)
- 
ln
 (
 -
 l
n
 (
 p
 )
 )
Observed
One
4GVW
4Gap
 
Figure D-20 Event 2+0, Czech Republic, 35 m bridge, daily maxima 
Run ID Score 
One 3.4% 
4GVW 4.4% 
4Gap 8.6% 
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It can be seen in Figure D-20 that the 4GVW and 4Gap runs provide a poorer fit 
when compared with the “One” model. In this particular example, the goodness of 
fit scores are perhaps larger than might be expected from visual inspection of the 
graph, and this is caused by the relatively poor fit to the smallest three observed 
data points (circled). The deviation is calculated in terms of load effect, along the 
x-axis.  
D.5.2.3 One-truck events 
Sample results for the yearly maximum load effects caused by one slow-lane 
vehicle are shown in Figure D-21 and Figure D-22. These show that, as expected, 
the “Zero” model significantly underestimates the characteristic maximum when 
compared with the uncorrelated model (“UC”), and with other models. It is also 
apparent that the “15GVW” model which uses kernel density smoothing for all 
GVWs and does not use the Normal tail for extremely heavy trucks, produces 
significantly different yearly maxima. An examination of what is causing these 
maxima shows that they are dominated by vehicles which are produced by the 
smoothing of the GVWs of a very small number of the very heaviest vehicles at 
each site. Using a Normal tail means that all vehicles over the threshold (100 t in 
the Netherlands, 62 t in the Czech Republic) are equally likely to produce the 
extreme GVWs causing the yearly maxima. This logic also applies to loading 
events with one fast-lane truck, and to multi-truck scenarios which contain very 
heavy trucks over the threshold value. 
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Figure D-21 1+0 event, Netherlands, 35 m bridge, 2,500 yearly maxima 
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Figure D-22 1+0 event, Czech Republic, 35 m bridge, 2,500 yearly maxima 
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D.5.2.4 Characteristic load effects 
The characteristic maximum load effects (75-year means and 1,000-year return 
values) are calculated for each of the runs listed in Table D-3 at both sites for 24 
combinations of three load effects, four bridge lengths and two lane factors. Load 
effect values for key event types are compared by calculating their ratios with the 
corresponding values from the reference “One” model which uses the chosen 
bandwidth structure. This is same approach used in Table 5-4 in Chapter 5 and 
confidence intervals for individual ratios are discussed in Section D.7. Table D-6 
and Table D-7 list the average ratios for each event type, and the confidence 
intervals for these averages are smaller than those for individual ratios. An 
examination of the results from duplicate runs of each of the models listed in 
Table D-6 suggests that suitable approximate confidence intervals are 97.8 to 102 
for the 1,000-year values and 98.75 to 101 for 75-year values. Runs which 
produce characteristic load effects significantly lower than the reference model 
are single-underlined, and significantly higher values are double-underlined. 
It is useful to draw a distinction between statistical significance (which these 
tables highlight), and differences that might be significant for bridge loading. 
Thus a difference of 2% between models may imply that there is some non-
random difference between the models, but a difference of this magnitude may 
not be very important in bridge design or assessment. It is also worth noting that 
these tables show only the sensitivity of the results to changes in the bandwidths 
used, and no conclusions can be drawn from these particular results about which 
method is best. 
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Table D-6 Characteristic load effects compared with reference “One” – 
Netherlands  
(a) 1,000-year return period 
 
Event Type 
Run ID All 1+0 1+1 2+0 2+1 1+2 2+2 
Zero 88.2 87.8 87.6 97.7 97.4 93.6 96.0 
0GVW 100.4 101.1 99.3 100.0 98.8 99.4 97.9 
2GVW 100.3 100.0 100.4 104.7 102.1 100.7 102.5 
4GVW 101.8 100.6 102.2 106.2 107.8 100.6 106.8 
15GVW 100.2 102.8 95.0 100.8 101.0 106.4 100.9 
0Gap 98.7 98.9 98.3 99.6 97.0 97.4 96.6 
2Gap 100.0 99.6 100.3 105.2 104.2 103.1 109.3 
4Gap 99.4 99.8 98.2 122.5 119.8 100.9 127.0 
10Speed 99.7 99.9 99.8 99.7 100.8 99.4 100.2 
(b) 75-year mean 
 
Event Type 
Run ID All 1+0 1+1 2+0 2+1 1+2 2+2 
Zero 90.9 90.5 90.9 98.4 98.1 95.3 96.6 
0GVW 100.0 100.6 99.3 100.0 98.9 99.4 98.2 
2GVW 100.1 100.0 100.2 103.0 101.3 100.4 102.2 
4GVW 101.3 100.4 101.6 105.4 106.4 100.4 106.1 
15GVW 101.3 103.9 96.7 100.8 100.8 105.9 100.7 
0Gap 99.1 99.3 98.9 98.9 97.9 97.6 97.6 
2Gap 99.8 99.7 99.9 104.1 103.0 102.6 106.8 
4Gap 99.2 99.8 98.4 119.8 116.2 100.4 122.4 
10Speed 99.7 99.9 99.7 99.9 100.4 99.8 100.2 
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Table D-7 Characteristic load effects compared with reference “One” – Czech 
Republic 
(a) 1,000-year return period 
 
Event Type 
Run ID All 1+0 1+1 2+0 2+1 1+2 2+2 
Zero 91.3 92.1 86.2 70.7 78.1 80.6 96.2 
0GVW 100.8 101.1 100.2 100.0 98.5 99.3 97.6 
2GVW 99.1 99.6 99.4 98.6 99.1 98.6 101.5 
4GVW 101.8 102.1 100.8 98.8 99.1 100.2 108.3 
15GVW 100.0 101.6 94.8 74.8 82.0 88.4 100.2 
0Gap 99.5 99.8 100.0 98.9 100.6 95.3 96.8 
2Gap 99.8 99.5 101.0 100.5 97.8 103.7 107.3 
4Gap 99.3 101.0 98.2 101.4 97.4 97.4 124.3 
10Speed 99.8 101.2 99.1 100.0 98.0 99.1 99.2 
(b) 75-year mean 
 
Event Type 
Run ID All 1+0 1+1 2+0 2+1 1+2 2+2 
Zero 94.3 94.6 89.5 76.7 83.7 86.3 97.0 
0GVW 100.3 100.7 99.8 100.1 99.3 99.6 98.4 
2GVW 99.5 99.8 99.5 99.0 99.4 99.1 101.5 
4GVW 101.3 101.4 100.8 99.8 99.8 100.6 106.5 
15GVW 101.2 101.9 96.8 80.0 87.0 92.3 100.2 
0Gap 99.7 99.7 100.0 99.0 100.6 96.1 97.4 
2Gap 99.7 99.6 100.3 100.8 98.6 103.4 105.8 
4Gap 99.1 100.3 98.3 103.4 98.1 96.7 117.6 
10Speed 99.8 100.6 99.3 100.0 99.3 99.4 99.5 
 
  Appendix D  
 308 
D.5.2.5 Bandwidth selection - conclusions 
The 4GVW model can be excluded on the basis that it oversmooths the data – i.e., 
the bandwidths are too large (Figure D-16). The 4Gap model can be excluded on 
similar grounds (Figure D-17, Figure D-18). Both models also give significantly 
poorer fits to the measured load effects. The 2GVW and 2Gap model may 
represent the upper limit for smoothing, and for goodness of fit (Table D-4, 
Table D-5). The 10Speed model also clearly oversmooths (Figure D-19), but the 
characteristic load effects are not at all sensitive to the bandwidth chosen for 
speeds (Table D-6, Table D-7), and so the chosen values are considered to be 
satisfactory. The Zero model is included only as a baseline, and is not intended to 
be realistic. The comparison with the uncorrelated results for the one-truck events 
confirms that it is not suitable (Figure D-21, Figure D-22). This comparison also 
appears to rule out the 15GVW model which uses kernel density smoothing for all 
GVW values (and does not use the Normal tail). The use of the Normal tail makes 
a difference to some results, and is considered by the author to be better than the 
use of kernel density smoothing for extremely heavy GVWs. The results in 
Table D-6 and Table D-7 show that the 15GVW model gives lower estimates for 
the characteristic load effects for the 1+1 event, and this is due to the fact that 
using the Normal tail produces greater variability in scenarios where there is one 
extremely heavy truck in the slow lane (above the threshold for the Normal tail) 
accompanied by a truck in the fast lane. The kernel density smoothing of 
extremely heavy GVWs, as used in the 15GVW model, tends to give more 
bounded results for this event type.  
As a result of the foregoing analysis, it would appear that the GVW bandwidth 
should be in the range covered by the models 0GVW, One and 2GVW. Similarly, 
the gap bandwidth should be in the range covered by 0Gap, One and 2Gap. 
Table D-6 and Table D-7 show that the characteristic load effects for the more 
important event types (All, 1+0, 1+1) are not affected significantly by the choice 
of GVW or gap bandwidth within these ranges. As a result, the “One” model is 
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considered appropriate, and is used as the reference smoothed bootstrap model. 
For less important event types (2+0, 2+1, 1+2, 2+2) the 2Gap model, and to a 
lesser extent the 2GVW model, tend to produce higher characteristic values. At 
other sites, with different traffic patterns and bridge lengths than the ones 
considered here, these event types may become more important, making the 
choice of bandwidth more critical. 
D.6 Goodness of fit results – uncorrelated vs. smoothed bootstrap 
In Table 5-3 in Chapter 4, ratios which compare the goodness of fit of simulated 
daily maximum load effects from the uncorrelated and smoothed bootstrap model 
are averaged across all relevant load effects and bridge lengths. Table D-8 and 
Table D-9 expand this table to give ratios for each combination of load effect, 
bridge length and event type. Ratios significantly greater than 1 mean that the 
smoothed bootstrap model gives a better fit. The range of values for the 1+0 
event, for which both models give very similar results, suggests that an 
approximate confidence interval for these ratios is between 0.75 and 1.33 (i.e., 
within this range, both the uncorrelated and smoothed bootstrap model give 
equally good fits to the observed data). The values in these tables suggest that, in 
most cases, the smoothed bootstrap model provides an equivalent or better fit to 
the observed data. 
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Table D-8 Goodness of fit scores – Netherlands 
Bridge 
Length 
Load 
Effect 
Event type 
1+0 1+1 2+0 2+1 1+2 2+2 
15 
1 1.04 1.39     
2 0.98 2.09     
25 
1 1.05 1.42  1.20 0.77  
2 0.92 2.41  1.35 5.04  
35 
1 1.07 1.33 1.27 1.60 4.29  
2 1.12 2.37 1.05 1.50 8.88  
3 1.21 3.23 0.94 1.30 4.45  
45 
1 1.11 1.48 1.03 1.34 5.94 1.34 
2 1.07 2.59 1.13 1.38 6.61 0.73 
3 1.22 2.63 0.82 1.35 6.59 2.64 
        
Ratio of averages 1.08 2.05 1.02 1.37 4.97 1.33 
 
Table D-9 Goodness of fit scores – Czech Republic 
Bridge 
Length 
Load 
Effect 
Event type 
1+0 1+1 2+0 2+1 1+2 2+2 
15 
1 1.25 1.66     
2 1.34 1.32     
25 
1 1.11 1.29  1.40 1.55  
2 1.34 1.57  2.04 1.27  
35 
1 1.11 1.38 1.16 2.26 1.59  
2 1.09 1.59 0.70 2.36 2.94  
3 0.81 0.73 0.98 2.17 3.59  
45 
1 1.10 1.55 1.05 2.54 3.53 0.59 
2 0.90 1.47 1.43 2.73 3.79 1.86 
3 0.75 0.66 0.90 2.14 8.77 1.57 
        
Ratio of averages 1.05 1.28 1.04 2.19 2.92 1.11 
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D.7 Variability of characteristic load effect estimates 
For each combination of site, span, lane factor and load effect, a Weibull 
distribution is fitted to the top 30% (Section C.6) of yearly maxima calculated 
from simulation runs covering a period of 2,500 years. This distribution is used to 
calculate the characteristic load effect. Due to the randomness which is inherent in 
the simulation model (Figure C-11 and Figure C-12 in Appendix C), repeated 
simulation runs using the same model will produce slightly different answers. A 
parametric bootstrap approach (Efron and Tibshirani 1993) is used to estimate the 
variability of the calculated characteristic load effect. This is used to check 
whether the differences between the characteristic load effect values calculated 
using the smoothed bootstrap method are significantly different from those 
calculated using the uncorrelated model. The basis for the parametric bootstrap is 
to use the fitted Weibull distribution to generate a new set of 2,500 yearly 
maxima, and then to fit a new Weibull distribution to the top 30% of these values 
and calculate a new estimate for the characteristic value. This process is repeated 
many times, and the distribution of the characteristic values is used to estimate 
confidence intervals for the characteristic value. The size of these confidence 
intervals varies, depending on the parameters of the fitted Weibull distribution. 
An example illustrates the method here, using the results from the smoothed 
bootstrap model for load effect 1 (mid-span bending moment) on a 25 m bridge in 
the Netherlands with high lane factors. The GEV formulation of the Weibull 
distribution is: 
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(D-9) 
In this particular example, the parameters of the fitted distribution are: 
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143.0
kNm 36.400
kNm 3.6096






 
This gives a 1,000-year value of 7,855 kNm and a 75-year mean of 7,484 kNm. 
These parameter values are used to generate 2,500 values, and this is repeated 
1,000 times. The distributions of the resulting 1,000 estimates of the 75-year and 
1,000-year characteristic values are given in Figure D-23, together with fitted 
Normal distributions. 
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(a) 1,000-year return period (b) 75-year mean 
Figure D-23 Variability of characteristic values 
The Normal distribution is a good fit to the data, and is used to calculate 99% 
confidence intervals for the estimates of characteristic values. In this case, the 
confidence interval for the 1,000-year value is 7,855  3.4%, and for the 75-year 
value is 7,484  1.9%. This implies that results from repeated 2,500-year runs of 
the same simulation model would be expected to lie within this range. If results 
from two different simulation models fall outside this range, then the difference 
between the two models is statistically significant. Over the range of load effects 
and bridge lengths considered, the size of these confidence intervals varies 
between 2.8% and 5.4% for the 1,000-year value and between 1.5% and 2.9% for 
the 75-year value. Results are shown in Table 5-4 in Chapter 5. 
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D.8 Results for two same-direction lanes 
Representative results are presented in this section for two same-direction lanes in 
the Netherlands and the Czech Republic using the smoothed bootstrap model. 
Section D.8.1 shows Gumbel plots of key event types for selected bridge lengths, 
load effects and lane factors at both sites. An explanation of the event types is 
given in Table D-10. The graphs show that the 1+0 and 1+1 events are the most 
important, with the 1+2 event becoming important for longer bridges. The 1+1 
event becomes more important with high lane factors (lateral distribution). The 
2+0 and 2+1 events are of less importance. 
Table D-10 Event types included in graphs  
Event Type Description 
1+0 One truck in the slow lane 
1+1 
One truck in the slow lane beside a truck in the fast 
lane (i.e., a side-by-side or staggered event, as defined 
in Section D.1). 
2+0 Two trucks in succession in the slow lane 
2+1 
Two trucks in succession in the slow lane beside one 
truck in the fast lane. 
1+2 
One truck in the slow lane beside two trucks in 
succession in the fast lane. 
Section D.8.2 compares results for the smoothed bootstrap model with the 
uncorrelated model to show the effects of introducing correlation into the model. 
The event types shown are the 1+1, 1+2 and 2+0 (correlation has no effect on the 
1+0 event type). It can be seen that the effects of correlation tend to increase with 
longer spans. In some instances, the curves for both models tend to converge for 
more extreme events. The large differences in the 1+2 model are partly a 
reflection of the fact that the uncorrelated approach, as implemented, does not 
model fast-lane gaps well (as described in Section D.4). 
  Appendix D  
 314 
In Section D.8.3, results for characteristic maximum load effects are tabulated for 
the 50 and 75-year mean values and the 1,000-year return value. The results are 
also compared with those for two bidirectional lanes (as tabulated in 
Section C.7.4), and it can be seen that in cases of low lateral distribution where 
1-truck events tend to be dominant, there is very little difference. When lateral 
distribution is high, there are reductions of about 10% for same-direction traffic, 
because, in these cases, meeting events in bidirectional traffic can involve two 
very heavy trucks meeting whereas in same-direction traffic, it is very unlikely 
that two very heavy trucks will be travelling side-by-side. 
An analysis of the top 20 loading events in 1,000 years of simulated traffic is 
presented in Section D.8.4 for each site, bridge length, load effect and lane factor. 
Some general conclusions based on these tables are presented in Section 5.8. In 
the tables in Section D.8.4, 1+1 events (in the top 20 events) are examined by 
calculating the average contribution to the load effect from the truck in the fast 
lane in each event. In all cases, the truck in the slow lane is the dominating 
influence on the load effect. Trucks participating in these loading events are 
classified as crane-type, low-loaders (“Low-L”) or standard (“Std”), as defined in 
Section B.2.7.1. Where there is no clearly dominant vehicle type, the designation 
“Any” is used. 
In Section D.8.5, some typical individual loading events are illustrated for both 
sites. In each case, two simulated loading events which produce load effects at or 
near the 1,000-year characteristic values are shown. 
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D.8.1 Long run simulations – key event types  
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Figure D-24 Netherlands 
Legend: 
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Figure D-25 Czech Republic 
Legend: 
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D.8.2 Comparison of uncorrelated and smoothed bootstrap models 
……………… 
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Figure D-26 Netherlands 
Legend: 
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Figure D-27 Czech Republic 
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D.8.3 Characteristic load effect values 
Table D-11 Characteristic load effect values: LE1 – mid-span moment (kNm) 
(a) Two same-direction lanes  
Site 
Lane 
Factors 
Span 
(m) 
1,000-year 
return  
period 
50-Year 
Mean 
50-year 
COV 
75-Year 
Mean 
75-year 
COV 
Netherlands 
High 
15 3,687 3,404 4.5% 3,453 4.3% 
25 7,855 7,400 3.4% 7,484 3.2% 
35 12,477 11,768 3.3% 11,896 3.1% 
45 17,910 16,618 4.1% 16,838 4.0% 
Low 
15 3,098 2,897 3.7% 2,931 3.6% 
25 7,050 6,539 4.2% 6,628 4.0% 
35 11,624 10,655 4.8% 10,821 4.7% 
45 16,595 15,409 4.2% 15,620 4.0% 
Czech 
Republic 
High 
15 3,064 2,769 5.7% 2,818 5.6% 
25 6,627 5,979 5.7% 6,088 5.6% 
35 10,658 9,711 5.2% 9,878 5.0% 
45 14,997 13,705 5.1% 13,932 4.9% 
Low 
15 2,897 2,630 5.4% 2,675 5.3% 
25 5,888 5,473 4.0% 5,544 3.9% 
35 9,290 8,610 4.2% 8,724 4.1% 
45 13,421 12,297 4.8% 12,486 4.8% 
(b) Comparison with two bidirectional lanes 
Site 
Lane 
Factors 
Span 
(m) 
1,000-year 
return  
period 
50-Year 
Mean 
50-year 
COV 
75-Year 
Mean 
75-year 
COV 
Netherlands 
High 
15 -10% -8% -24% -8% -27% 
25 -12% -8% -42% -8% -45% 
35 -13% -9% -44% -10% -46% 
45 -13% -9% -33% -9% -35% 
Low 
15 0% -1% 9% 0% 10% 
25 -2% -2% -7% -1% -8% 
35 -1% -2% 3% -2% 3% 
45 -2% -2% -3% -2% -3% 
Czech 
Republic 
High 
15 -2% -2% 1% -2% 1% 
25 -2% -2% 3% -2% 5% 
35 -1% -1% 7% -1% 9% 
45 -1% -1% 6% -1% 6% 
Low 
15 1% 1% 3% 1% 2% 
25 1% 1% -4% 1% -8% 
35 -3% 0% -19% 0% -23% 
45 -2% 0% -9% 0% -10% 
Note: Percentages are calculated as (100)(S-B)/B where S is value for same-direction and B is for 
bidirectional traffic. 
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Table D-12 Characteristic load effect values: LE2 – support shear (kN) 
(a) Two same-direction lanes  
Site 
Lane 
Factors 
Span 
(m) 
1,000-year 
return  
period 
50-Year 
Mean 
50-year 
COV 
75-Year 
Mean 
75-year 
COV 
Netherlands 
High 
15 870 813 3.8% 822 3.7% 
25 1,180 1,082 4.8% 1,098 4.8% 
35 1,399 1,304 4.0% 1,321 3.8% 
45 1,562 1,458 3.9% 1,477 3.7% 
Low 
15 860 805 3.6% 814 3.5% 
25 1,161 1,072 4.4% 1,088 4.3% 
35 1,388 1,294 3.9% 1,311 3.8% 
45 1,543 1,447 3.6% 1,464 3.4% 
Czech 
Republic 
High 
15 794 726 5.0% 737 4.9% 
25 959 890 4.1% 902 4.0% 
35 1,152 1,049 5.2% 1,067 5.1% 
45 1,290 1,171 5.4% 1,191 5.3% 
Low 
15 791 722 5.0% 734 5.0% 
25 951 883 4.0% 895 4.0% 
35 1,133 1,036 5.0% 1,052 4.9% 
45 1,288 1,164 5.7% 1,185 5.5% 
(b) Comparison with two bidirectional lanes 
Site 
Lane 
Factors 
Span 
(m) 
1,000-year 
return  
period 
50-Year 
Mean 
50-year 
COV 
75-Year 
Mean 
75-year 
COV 
Netherlands 
High 
15 0% 0% 14% 1% 12% 
25 0% -2% 21% -2% 22% 
35 0% -3% 14% -2% 11% 
45 -2% -3% 2% -3% 0% 
Low 
15 0% 1% -7% 1% -9% 
25 0% -2% 11% -1% 10% 
35 0% -2% 13% -2% 14% 
45 -2% -3% -1% -3% -1% 
Czech 
Republic 
High 
15 0% 1% 3% 1% 1% 
25 -1% 0% 0% 0% -2% 
35 -2% -1% -7% -1% -9% 
45 -2% -1% -6% -1% -7% 
Low 
15 1% 1% 5% 1% 3% 
25 -1% 0% -4% 0% -9% 
35 -3% -1% -11% -1% -11% 
45 0% -1% 7% 0% 6% 
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Table D-13 Characteristic load effect values: LE3 – hogging moment (kNm) 
(a) Two same-direction lanes  
Site 
Lane 
Factors 
Span 
(m) 
1,000-year 
return  
period 
50-Year 
Mean 
50-year 
COV 
75-Year 
Mean 
75-year 
COV 
Netherlands 
High 
15 893 837 3.7% 847 3.5% 
25 1,853 1,731 3.8% 1,753 3.6% 
35 3,152 2,907 4.5% 2,948 4.4% 
45 4,419 4,095 4.2% 4,151 4.1% 
Low 
15 763 712 3.8% 721 3.7% 
25 1,663 1,536 4.4% 1,557 4.3% 
35 2,845 2,702 2.9% 2,728 2.7% 
45 4,116 3,864 3.5% 3,907 3.4% 
Czech 
Republic 
High 
15 763 693 5.3% 705 5.2% 
25 1,563 1,432 4.9% 1,455 4.7% 
35 2,581 2,352 5.2% 2,391 5.0% 
45 3,610 3,280 5.4% 3,337 5.2% 
Low 
15 681 642 3.4% 650 3.1% 
25 1,379 1,290 3.7% 1,305 3.6% 
35 2,489 2,272 5.1% 2,310 4.9% 
45 3,443 3,171 4.7% 3,221 4.4% 
(b) Comparison with two bidirectional lanes 
Site 
Lane 
Factors 
Span 
(m) 
1,000-year 
return  
period 
50-Year 
Mean 
50-year 
COV 
75-Year 
Mean 
75-year 
COV 
Netherlands 
High 
15 -10% -8% -35% -9% -39% 
25 -10% -9% -32% -10% -34% 
35 -10% -9% -20% -9% -20% 
45 -8% -8% -14% -8% -16% 
Low 
15 -3% -2% -7% -2% -9% 
25 0% -2% 15% -2% 17% 
35 -3% -2% -20% -2% -22% 
45 -1% -1% 6% -1% 6% 
Czech 
Republic 
High 
15 -3% -1% -11% -1% -13% 
25 -2% -3% 4% -3% 8% 
35 -4% -4% -2% -3% -3% 
45 -3% -3% 2% -3% 0% 
Low 
15 -1% 1% -16% 1% -24% 
25 -1% 0% -5% 0% -8% 
35 0% 0% 4% 0% 5% 
45 -1% -1% -6% 0% -8% 
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D.8.4 Top 20 loading scenarios 
Table D-14. Top 20 loading scenarios in 1,000 years – LE1 – mid-span moment 
Span 
(m) Site 
Char 
Load 
Effect 
(kNm) 
Truck Type 
Slow Lane 
Truck Type 
Fast Lane 
Average 
Combined 
GVW (t) 
% of events 
involving 2 
trucks 
Average 
Contribution 
from Fast Lane 
in 2-truck events 
High lane factors 
15 
NL 3,687 Low-L / Crane Crane / Std 187.2 100% 38% 
CZ 3,064 Any Std / Any 151.4 65% 43% 
25 
NL 7,855 Crane / Low-L Crane / Std 188.9 100% 35% 
CZ 6,627 Any Std / Any 161.4 85% 36% 
35 
NL 12,477 Low-L / Crane Std / Crane 210.0 100% 30% 
CZ 10,658 Any Std / Any 162.8 100% 36% 
45 
NL 17,910 Low-L Any 227.1 100% 25% 
CZ 14,997 Any Std / Any 182.6 100% 30% 
Low lane factors 
15 
NL 3,098 Low-L Std 177.6 30% 8% 
CZ 2,897 Low-L Std 142.0 5% 7% 
25 
NL 7,050 Low-L Std 212.5 30% 7% 
CZ 5,888 Low-L / Crane Std 157.1 50% 9% 
35 
NL 11,624 Low-L Std 219.0 30% 8% 
CZ 9,290 Low-L / Crane Std 176.1 35% 11% 
45 
NL 16,595 Low-L Std 223.0 40% 7% 
CZ 13,421 Low-L / Crane Std 182.3 20% 10% 
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Table D-15. Top 20 loading scenarios in 1,000 years – LE2 – support shear 
Span 
(m) Site 
Char 
Load 
Effect 
(kNm) 
Truck Type 
Slow Lane 
Truck Type 
Fast Lane 
Average 
Combined 
GVW (t) 
% of events 
involving 2 
trucks 
Average 
Contribution 
from Fast Lane 
in 2-truck events 
High lane factors 
15 
NL 870 Low-L Std 196.3 35% 12% 
CZ 794 Low-L - 143.8 5% 8% 
25 
NL 1,180 Low-L Std 212.9 25% 9% 
CZ 959 Low-L Std 167.1 15% 9% 
35 
NL 1,399 Low-L Std 216.4 20% 7% 
CZ 1,152 Low-L Std 176.2 10% 8% 
45 
NL 1,562 Low-L Std 226.9 35% 5% 
CZ 1,290 Low-L Std 184.3 25% 5% 
Low lane factors 
15 
NL 860 Low-L - 182.1 10% 1% 
CZ 791 Low-L / Crane - 142.0 0% 0% 
25 
NL 1,161 Low-L - 206.2 5% 1% 
CZ 951 Low-L - 162.0 0% 0% 
35 
NL 1,388 Low-L - 210.7 0% 0% 
CZ 1,133 Low-L - 175.1 5% 1% 
45 
NL 1,543 Low-L - 221.9 15% 0% 
CZ 1,288 Low-L - 177.1 5% 0% 
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Table D-16. Top 20 loading scenarios in 1,000 years – LE3 – hogging moment 
Span 
(m) Site 
Char 
Load 
Effect 
(kNm) 
Truck Type 
Slow Lane 
Truck Type 
Fast Lane 
Average 
Combined 
GVW (t) 
% of events 
involving 2 
trucks 
Average 
Contribution 
from Fast Lane 
in 2-truck events 
High lane factors 
35 
NL 3,152 Low-L Any 223.0 100% 24% 
CZ 2,581 Low-L Std / Any 182.2 60% 26% 
45 
NL 4,419 Low-L Any 231.8 95% 19% 
CZ 3,610 Low-L Std / Any 190.4 90% 16% 
Low lane factors 
35 
NL 2,845 Low-L Std 218.1 60% 7% 
CZ 2,489 Low-L Std 171.9 10% 9% 
45 
NL 4,116 Low-L Std 224.4 40% 5% 
CZ 3,443 Low-L Std 179.3 5% 7% 
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D.8.5 Typical 1,000-year loading scenarios 
NL 
 LE: 1     3 087 kNm
 191  -  14
 LE: 1     3 090 kNm
 50  -  6
 175  -  13
 
CZ  LE: 1     2 895 kNm
        127  -  7
 LE: 1     2 940 kNm
 29  -  5
           124  -  7
 
Figure D-28 Load Effect 1 – Mid-span moment, simply supported bridge. 
Bridge length: 15 m, Low lane factors 
 
NL 
 LE: 2     1 159 kN
 208  -  16
 LE: 2     1 162 kN
 217  -  16
 
CZ  LE: 2      956 kN
 150  -  8
 LE: 2      993 kN
 144  -  9
 
Figure D-29 Load Effect 2 – Shear at support of simply supported bridge. 
Bridge length: 25 m, Low lane factors  
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NL 
 LE: 3     3 168 kNm
 192  -  14
 50  -  6
 LE: 3     3 194 kNm
 150  -  11
 62  -  7
 
CZ  LE: 4     2 524 kNm
 141  -  9
 36  -  5
 LE: 4     2 559 kNm
 183  -  14
 
Figure D-30 Load Effect 3 - Hogging moment over central support, 2-span bridge 
Bridge length: 35 m, High lane factors  
 
NL 
 LE: 1     17 894 kNm
 170  -  14
 63  -  6
 LE: 1     17 917 kNm
 188  -  14
 47  -  5
 
CZ  LE: 1     15 089 kNm
 144  -  13
 45  -  5
 LE: 1     15 202 kNm
 171  -  14
 32  -  4
 
Figure D-31 Load Effect 1 – Mid-span moment, simply supported bridge. 
Bridge length: 45 m, High lane factors 
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Appendix E Comparison of sites with Eurocode 
E.1 Load Model 1 
Eurocode Load Model 1 (“LM1”) is intended to cover most of the effects of the 
traffic of lorries and cars and is also intended to cover flowing, congested or 
traffic jam situations with a high percentage of heavy lorries (EC1 2003). It is 
shown schematically in Figure E-1. An overall carriageway width of 9 m is 
assumed here, with three notional lanes, each 3 m wide. The load model consists 
of a tandem (i.e. 2 axles) in each lane, with axle loads of 300 kN in lane 1, 200 kN 
in lane 2 and 100 kN in lane 2. This gives GVWs of 61, 41 and 20 t respectively. 
The axles are spaced 1.2 m apart. The load model also includes uniformly 
distributed loads of 9 kN/m
2
 in lane 1, and 2.5 kN/m
2
 in lanes 2 and 3. For the 
purposes of comparison with the results from simulation, the lane factors 
described in Section C.2 are applied to the Eurocode loading in lanes 2 and 3. The 
Eurocode model includes a span-dependent dynamic amplification factor (Dawe 
2003) which, for 2 loaded lanes as used in the simulation, reduces linearly from 
1.3 for very short bridges (notionally a span of zero) down to a factor of 1.1 for 
spans greater than 50 m. The load effects calculated for the model are divided by 
this factor as all simulations are based on static load effects. 
 61  -  2
 41  -  2
UDL = 9 kN/m
2
 = 27 kN/m
UDL = 2.5 kN/m
2
 = 7.5 kN/m
UDL = 2.5 kN/m
2
 = 7.5 kN/m
 20  -  2
 
Figure E-1 Eurocode Load Model 1 
Note:  For each tandem, the gross weight in tonnes and the number of axles is shown as  
e.g. “61 – 2”. 
Load effects calculated for Eurocode Load Model 1, with dynamic effects 
removed, are shown in Table E-1.  
Lane 1 
Lane 2 
Lane 3 
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Table E-1 Load effects for Eurocode Load Model 1 
Lane 
Factors 
Span 
(m) 
LE1: Mid-
span moment 
(kNm) 
LE2: Shear at 
bridge support 
(kN) 
LE3: Hogging 
moment 
(kNm) 
High 
15 4,291 875 917 
25 8,684 1,058 1,874 
35 14,286 1,245 3,119 
45 21,224 1,444 4,685 
Low 
15 3,186 653 683 
25 6,511 800 1,412 
35 10,793 952 2,370 
45 16,133 1,112 3,583 
These load effects are compared with the characteristic values calculated using the 
simulation model for bidirectional traffic at each site, as shown in Table C-9, 
Table C-10 and Table C-11, and for each site the maximum difference from the 
four bridge lengths are shown in Figure E-2(a) for high lane factors and Figure 
E-2 (b) for low lane factors. The variation between bridge spans at a given site is 
quite small. 
As can be seen, the estimated lifetime loading for the site in the Netherlands is 
significantly in excess of the Eurocode load model, suggesting that an alpha factor 
of up to 1.50 should be used. The Eurocode model has significant loading in both 
lanes, and simulated load effects which are dominated by the loading in one lane 
tend to show the largest excesses. The four central European countries have fairly 
similar results, and are 20 to 30% lower than the Netherlands, but there are still 
significant excesses over the Eurocode, particularly for bridges with low lateral 
distribution. The results for the Czech Republic and Slovenia tend to be slightly 
higher than those for Poland and Slovakia.  
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(b) Low lane factors 
Figure E-2 Comparison of characteristic loads with Eurocode Load Model 1, 
bidirectional traffic. 
Notes:  
 At each site, for each load effect, the span with the highest r tio to th  Eurocode is used for 
these charts. 
 Dynamic effects have been removed from Eurocode LM1 – comparison is between static load 
effects 
The comparisons with Eurocode LM1 for two same-direction lanes are shown in 
Figure E-3 for the sites in the Netherlands and the Czech Republic. The 
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characteristic values for these are shown in Table D-11, Table D-12 and 
Table D-13. The corresponding figures for bidirectional traffic are also shown. It 
can be seen that the only significant difference in loading between bidirectional 
and same-direction traffic at these two sites arises for bending moment on bridges 
with high lateral distribution. In these cases, the characteristic loading for two 
same-direction lanes is up to 10% lower than for bidirectional traffic. When 
lateral distribution is low, the characteristic load effects are dominated by single 
truck loading in one lane, and this means that there is little or no difference 
between the bidirectional and same-direction cases.  
As noted in Section 4.4, the traffic flows in the Netherlands are unrealistically 
high for a two-lane bridge with bidirectional traffic, and as a result these 
characteristic load effects may be somewhat conservative. However, this does not 
apply in the case of two same-direction lanes, as these results are based on traffic 
which was measured in two same-direction lanes.  
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(b) Low lane factors 
Figure E-3 Comparison of characteristic loads with Eurocode Load Model 1, for 
bidirectional and two same-direction lanes of traffic. 
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E.2 Load Model 3 
Eurocode Load Model 3 (“LM3”) provides for a set of standardised models 
representing special vehicles (e.g. for industrial transport) which can travel on 
routes permitted for abnormal loads and is intended to be limited to particular 
cases. The specifications for the application of the models depend on whether they 
are assumed to be travelling at low speed or at normal speeds (70 km/h). The load 
model used here assumes the special vehicles are travelling at normal speeds, 
which is the case in the measured traffic. The Eurocode specifies that in this case, 
on a 2-lane bridge, a pair of special vehicles should be used with one in each lane. 
It also provides for a dynamic amplification factor to be applied, but throughout 
this work, static loadings only are used (i.e. a dynamic factor of 1.0). The 
standardised models of interest here are shown schematically in Figure E-4.  
 
LM3: 600
 61  -  4
 61  -  4
 LM3: 900
 92  -  6
 92  -  6
 LM3: 1200
 122  -  8
 122  -  8
 LM3:  1200 / 200
 122  -  6
 122  -  6
 LM3: 1500
 153  -  10
 153  -  10
 LM3: 1500 / 200 kNm
 153  -  8
 153  -  8
 LM3: 1800
 183  -  12
 183  -  12
 LM3: 1800 / 200
 183  -  9
 183  -  9
 
LM3: 600
 61  -  4
 61  -  4
 LM3: 900
 92  -  6
 92  -  6
 LM3: 1200
 122  -  8
 122  -  8
 LM3:  1200 / 200
 122  -  6
 122  -  6
 LM3: 1500
 153  -  10
 153  -  10
 LM3: 1500 / 200 kNm
 153  -  8
 153  -  8
 LM3: 1800
 183  -  12
 183  -  12
 LM3: 1800 / 200
 183  -  9
 183  -  9
 
(a) Eurocode LM3 – 600 to 1200 kN (a) Eurocode LM3 – 1500 to 1800 kN 
Figure E-4 Eurocode Load Model 3 –standardised models 
Note:  For each vehicle, the gross weight in tonnes and the number of axles is shown as  
e.g. “61 – 4”. 
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The load models have 150 kN axles, except those denoted by “/200” which have 
200 kN axles. The “1500/200” model has 1 x 100 kN and 7 x 200 kN axles. The 
total weight of the vehicle, in kN, is given by the load model identifier – e.g. 
“1200” denotes an 8-axle 1200 kN (122.3 t) vehicle. In all cases, axle spacings are 
1.5 m. 
For each site and bridge span, the characteristic load effects estimated from the 
simulations are compared with the load effects produced by each of the 
standardised models of LM3, and the model with the minimum gross weight that 
produces a load effect greater than or equal to the characteristic value for all spans 
is selected as the “required LM3”. The results of this analysis are summarised by 
individual load effect in Table E-2 for bidirectional traffic and in Table E-3 for 
same-direction traffic. The minimum amount by which the load effect produced 
by the required LM3 exceeds the characteristic load effect for all spans considered 
is shown as the “LM3 Excess”. Table E-4 shows the required LM3 to envelope all 
load effects. As can be seen, the load model required is typically determined by 
shear. 
Table E-2 Minimum LM3 model required for each site and load effect – 
bidirectional traffic. 
  LE1: Mid-span 
moment 
LE2: Shear at 
support 
LE3: Hogging 
moment 
Site 
Lane 
Factors 
LM3 
Required 
LM3 
Excess 
LM3 
Required 
LM3 
Excess 
LM3 
Required 
LM3 
Excess 
Netherlands 
High 1200 14% 1200/200 0% 1200/200 2% 
Low 1200 0% 1800/200 4% 1500/200 3% 
Czech 
Republic 
High 900 20% 1200 17% 1200 25% 
Low 1200 24% 1500 3% 1200/200 2% 
Slovenia 
High 900 23% 1200 21% 900 1% 
Low 900 2% 1500 2% 1200/200 0% 
Poland 
High 900 26% 900 3% 900 11% 
Low 900 8% 1200/200 1% 1200 8% 
Slovakia 
High 900 32% 900 7% 900 18% 
Low 900 11% 1200 0% 1200 9% 
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Table E-3 Minimum LM3 model required for each site and load effect – two 
same-direction lanes. 
  LE1: Mid-span 
moment 
LE2: Shear at 
support 
LE3: Hogging 
moment 
Site 
Lane 
Factors 
LM3 
Required 
LM3 
Excess 
LM3 
Required 
LM3 
Excess 
LM3 
Required 
LM3 
Excess 
Netherlands 
High 900 2% 1200/200 2% 1200 5% 
Low 1200 2% 1800/200 4% 1500/200 4% 
Czech 
Republic 
High 900 22% 1200 19% 900 2% 
Low 1200 26% 1500 4% 1200/200 3% 
 
Note: Underlined values are lower than the corresponding values for bidirectional traffic. 
Table E-4 Minimum LM3 model required for each site for all load effects – 
bidirectional and same-direction traffic 
  LM3 Required 
Site Lane Factors Bidirectional Same-direction 
Netherlands 
High 1200/200 1200/200 
Low 1800/200 1800/200 
Czech Republic 
High 1200 1200 
Low 1500 1500 
Slovenia 
High 1200  
Low 1500  
Poland 
High 900  
Low 1200/200  
Slovakia 
High 900  
Low 1200/200  
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