We study transitivity properties of edge weights in complex networks. We show that enforcing transitivity in affinity graphs leads to maximal transitive affinities which satisfy transitivity inequalities equivalent to ultra-metric and harmonic triangle inequalities. This can be used to define transitive closure on weighted graphs, and can be computed efficiently using a modified Floyd-Warshall algorithm. From this, we extend the clique concept from unweighted graph to weighted graph. These new concepts and theorems are extended to dissimilarity graphs. We outline several applications and present results of detecting protein functional modules in a protein interaction network.
probability that two proteins have a synergistic interaction. In a social network data (Freeman's electronic information exchange system data (Wasserman and Faust, 1994) ), the relationship between two persons has 5 scales: (1) don't know each other; (2) have heard of the other, but never met; (3) have met ; (4) are friends; (5) are close friends. Therefore, we focus on weighted graphs.
We approach the transitivity problem by seeking maximum mathematical consistency, and relate it to the well-known properties of metric distances, such as the triangle inequality and the ultra-metric inequality.
Note that we are not "asserting" that complex networks "must" follow mathematical consistency. Our goal is to see how far we can go by assuming mathematical consistency.
In §2 we introduce a new concept of transitive affinity and discuss its properties. We show that transitive affinity satisfies an inequality which is shown to be equivalent to the ultra-metric inequality of a distance metric. Through this, we introduce the concept of transitive closure of a weighted graph. An efficent algorithm is also presented. In §3- §4, the transitive closure on affinity graphs is extended to dissimilarity graphs and to situations where triangle inequalities hold.
In §5, we outline several applications of transitive closure of weighted graphs. In §6, we extend the clique concept from unweighted graph to weighted graph. In §7 - §8, we present results of detecting protein functional modules from protein interaction networks. A preliminary version of this work has appeared in Ding et al. (2005) .
2 Transitive affinity of a weighted affinity graph
Transitivity and associativity
We study transitive properties of affinity graphs where the edge weights measure pairwise affinities between nodes. We use the protein interaction as example.
Suppose protein p 1 strongly interacts with p 2 , say w 12 = 0.7. Suppose protein p 2 strongly interacts with p 3 , say w 23 = 0.9. Given these, there is a reasonable probability that protein p 1 also interacts with p 3 , i.e., there is a nonzero transitive affinity between p 1 and p 3 . There are three probable quantitative ways to characterize the transitivity:
T max (w 12 , w 23 ) = max(w 12 , w 23 ) = 0.9,
T avg (w 12 , w 23 ) = (w 12 + w 23 )/2 = 0.8,
T min (w 12 , w 23 ) = min(w 12 , w 23 ) = 0.7.
Let P 13 = (1, 2, 3) be the path connecting p 1 to p 3 . We say that T(w 12 , w 23 ) = T(P 13 ) = T(1, 2, 3) is the transitive affinity along path P 13 , which is a 2-hop path (passing through 2 edges). The question is: among the three possible choices, which one best captures the transitivity and satisfies many other consitency principles?
Suppose protein p 3 interacts with another protein p 4 . Thus a nonzero transitive affinity T(P 14 ) = T(1, 2, 3, 4) exists between p 1 and p 4 . For the transitive affinity to be consistent along a path of (1, 2, 3, 4), we require it have the associativity:
T(T(w 12 , w 23 ), w 34 ) = T(w 12 , T(w 23 , w 34 ))
With this associativity, T(w 12 , w 23 , w 34 ) is uniquely defined and is denoted as T(P 14 ). One can easily extend this to longer paths. It is clear that T avg does not satisfy associativity; this rules out T avg . Both T max and T min satisfy associativity. In general, transitivity is regulated by the weakest link on the path.
Thus we choose T = T min . In the rest of this paper, we study the transitivity associated with T min . The transitive affinity on the path
Maximal transitive affinity
Transitive affinity is defined on a specific path. In general, fixing nodes i, j, transitive affinities on different paths connecting i, j are different. For this reason, we define maximal transitive affinity between i, j as
where P ij is any possible path between i, j. Given a graph, the maximal transitive affinity between any pair of vertices is uniquely defined. We can show that
This implies the maximal transitive affinities bring nodes of the network more close than the original affinity metric. Furthermore, we can prove that Theorem 1. For any weighted graph, the maximal transitive affinity between any pair of vertices satisfies the following transitive affinity inequality relationship
Proof. Let(P ik , P kj ) be a path starting at i, going through k, and ending at j. P ij is a path starting at i and ending at j. Clearly {(P ik , P kj )} is a subset of {P ij }. Thus,
≥ max
= max
= min max
= min(h ik , h kj ).
⊓ -
Metric inequality
Here we show that the transitive affinity inequality is identical to the ultra-metric of a distance metric, and therefore, a general principle.
Recall the definition of the metric space. A function d(x i , x j ) = d ij on all pairs of objects in the space, i.e., pairwise dissimilarities, is a metric, if (m1) nonnegativity:
A metric function preserves the important notion of distance. Metric space has a large number of properties and is useful for many problems. A special case of metric space is ultra-metric space, where the triangle inequality is replaced by a stronger ultra-metric inequality
A dissimilarity function satisfying the ultra-metric inequality also satisfies the triangle inequality; however, not all metric functions satisfy ultra-metric inequality.
First, we note that similarity is a decreasing function of distance: the more similar two objects are, the smaller their distance is. Thus
, where f (·) is a monotonic decreasing function (more precisely, a nonincreasing function).
Theorem 2. The distance-based ultra-metric inequality is identical to the similarity-based transitive affinity inequality, assuming that
Proof. By construction,
The ultra-metric inequality Eq. (15) 
Transitive closure of a weighted graph
If we repeat the same line of discussions of transitive affinity in §2.1 - §2.2 on an unweighted graph, it is clear that the maximal transitive affinity h ij will be 1 between any two nodes in a connected component.
This process is very similar to the concept of transitive closure of a directed unweighted graph. Thus the transitive closure of an undirected unweighted graph is the complete graph on the nodes of any connected component.
Now we further extend this concept to an undirected weighted graph with weight {w ij }. We replace the original weight w ij by the maximal transitive affinity h ij . The new graph weights are thus consistent with the idea of transitivity of affinity relationship, because it satisfies the transitive affinity inequality. We therefore have Definition 1. The transitive closure of weighted graph G is formed by their maximal transitive affinity
Remark. This definition can be extended to the transitive closure of a weighted directed graph, by generalizing the maximal transitive affinity h ij to directed graphs in a straightfoward manner. For unweighted graphs, this definition reduces to the standard definition of transitive closure.
Computing transitive closure of a weighted graph
Computing maximal transitive affinity h ij by its original definition Eq.(6) is farily complicated. Instead, we compute them using the dynamical programming approach similar to the Bellman-Ford algorithm for computing the shortest path problem Cormen et al. (1998) . In Bellman-Ford algorithm, the deviation from the sub-optimal condition on each pair of nodes are iteratively tightened (relaxed in the original word).
Bellman-Ford algorithm is used to compute the shortest paths from a fixed node to the rest of the graph nodes. Generalizing Bellman-Ford algorithm to compute shortest path between all pair of nodes is the Floyd-Warshall algorithm which can be viewed as iteratively tightening the deviation from the suboptimal condition. In shortest path problem, the sub-optimal condition is the triangle inequality Eq.(14).
Coming back to our minimal transitive affinity h ij , the sub-optimal condition is the transitive affinity inequality Eq.(8) for which h ij must satisfies.
Theorem 3. The transitive closure of weighted graph G can be equivalently computed by iteratively increasing edge weights such that the transitive affinity inequality is satisfied.
This theorem is the consequence of Theorems 4A and 4B below. Proof. We first show that for 2-hop paths, maximal transitive weight is equal to the edge weight. Fixing i, j, we consider a 2-hop path i − k − j. Since weights satistify transitive affinity inequality, w ij must be larger or equal to 2-hop transitive weight t(P ikj ) for any k. Thus the 2-hop maximal transitive weight between i, j. must be w ij . This is valid for all i, j pairs.
Now consider 3-hop paths between i, j. Consider a 3-hop path i − k − l − j. Since for 2-hop paths, maximal transitive weight is equal to the edge weight, we can replace i − k − l by i − l, or replace k − l − j by k − j when computing maximal transitive weight. Thus we need consider only 2-hop paths i − l − j and
Apply the 2-hop path equivalence property, these two paths have the same maximal transitive weight as path i − j. Thus the maximal transitive weight for the path i − k − l − j is w ij . This is valid for all possible i, k, l, j.
The proof for 4-hop paths, 5-hop paths, etc. are the same. ⊓ -
be the path with the eventual minimal transitive affinity h ij . After successive relaxation (tightening) of edges (i,
in order, the transitive affinity h ij achieves the final optimal minimal transitive affinity. This holds no matter what other edges relax occur. (This is Lemma 24.15, path relaxation property in Cormen et al. (1998) ).
Proof. Given the optimal path, the length-2 transitive affinity is easily determined and this is obviously the optimal solution. The length-3 transitive affinity is easily determined based on the the length-2 transitive affinity and the weight of the 3rd edge. This is extended to the last edge on the path. ⊓ -Theorems 4A and 4B are the basis for the algorithm to compute minimal transitive affinity.
Modified Floyd-Warshall algorithm
Using Theorems 4A and 4B, we see that for computation of maximal transitive affinities on multi-hop paths, it is sufficient to consider 2-hop paths only and simultaneously tightening all h ij 's. Eventually h ij converges to the optimal solution. This 2-hop path (or triangle) only property is crucial to for an efficient algorithm implementation.
Since to verify whether a given graph weights satisfy transitive closure, we need to go through all possible triangles n 3 = n(n − 1)(n − 2)/3! = O(n 3 ) to check the transitive affinity inequality. This is the minimal computational cost.
Implementation of Theorem 4A and 4B can be shown to be a slight modification of the Floyd-Warshall algorithm for all-pair shortest paths in O(n 3 ). Since O(n 3 ) is the the minimal computational cost, the Floyd-Warshall algorithm is optimally efficient.
Given input W , the weight matrix of a network, the algorithm computes the maximal transitive affinity as the following:
Floyd-Warshall to compute transitive closure of graph with weights W .
The modification from standard the Floyd-Warshall algorithm is on Line 5, updating h ij , which uses Eq. (8) for satisfying the transitive affinity inequality.
The correctness of this algorithms is proved by the following.
(1) From Theorem 4B, for any optimal eventual path between any pair of nodes (i, j), the loop of k = 1, · · · , N ensure that h ij converge to the final correct solution. This happens for all pair of node simultaneously, thus all h ij are computed simultaneously.
(2) If at some point before the loop of k = 1, · · · , N is finished, some of h ij are already converged. Theorem 4A guarenttes that continued tightening does not cnange h ij any more.
We note that although minimal transitive affinity is uniquely defined, the edge function (the function defined on the edges) which satisfy the transitive affinity inequality is not unique: for any {h ij } who satisfy the transitive affinity inequality, {2h ij } also satisfies the inequality. This is not a problem, however.
Starting from w ij , our algorithm compute the minimal increases necessary for {h ij } to satisfy the transitive affinity inequality. This gives the unique maximal transitive affinity.
3 Transitive dissimilarity and closure of a dissimilarity graph
The concepts and results in §2 for affinity graphs can be extended to dissimilarity graphs where the edge weights D = (d ij ) measure the "dis-similarity" or "distance". The "transitive dissimilarity" (or "transitive distance") on path P ij is defined as
Fixing i, j, transitive dissimilarity depends on the particular path. Thus we define minimal transitive dissimilarity (analog of shortest path) between i, j as
We can easily show
For affinity graphs considered in §2, the maximal transitive affinity there satifies the ultra-metric inequality (see Theorem 1). For dissimilarity graphs considered here, the minimal transitive dissimilarity satifies the similar ultra-metric inequality:
Theorem 5. For any weighted dissimilarity graph, the minimal transitive dissimilarity between any pair of vertices satisfies the ultra-metric inequality
The proof is identical to the proof for Theorem 1. Therefore, {g ij } is consistent with the transitivity of dissimilarity relationship. We therefore define Definition 2. The transitive closure of weighted dissimilarity G is formed by the minimal transitive dissimilarity {g ij }.
Computing g ij by its original definition, Eq. (17), is farily complicated. Instead we can efficiently compute them using the ultra-metric inequality (following the same analysis in §2.4):
Theorem 6. The transitive closure of a dissimilarity graph can be equivalently computed by reducing edge dissimilarities such that the ultra-metic inequality is satisfied.
Intuitively, we can see this from Eq.(18). The transitive closure of a dissimilarity graph can be computed using the same Floyd-Warshall algorithm in §2.6, with Line 1 replaced by G = D, and Line 5 replaced by g ij = min(g ij , max(g ik , g kj )).
Transitive closure based on the triangle inequality
In §3, the transitive closure of a weighted dissimilarity graph is formed by the minimal transitive dissimilarity which obeys the ultra-metric inequality Eq.(19). The ultra-metric inequality is a stronger form of the triangle inequality. Indeed, the definition of transitive dissimilarity of Eq. (16) is a stronger form of transitivity (dissimilarity does not increase as hops increase).
Here we show that by modifying the definition of the transitive dissimilarity (to a weaker form), the resulting minimal transitive dissimilarity satisfies the triangle inequality Eq. (14) and the original FloydWarshall algorithm. The minimal transitive dissimilarity is in fact, the usual shortest path distance.
The main purpose of this section is show that transitive dissimilarity of §3 is an natural extension of the usual shortest path problem. Another purpose is to motivate the development of §4.2 on the transitive affinity which satisfy some kind of triangle inequality, a softer version of the transitive affinity introduced in §2.
Transitive closure of dissimilarity graphs w.r.t. the triangle inequality
Instead of the definition of Eq.(16), we redefine the "transitive dissimilarity" on path P ij as
This is a weaker form of transitivity dissimilarity, which increase as hops increase. This definition satisfies the associativity. The minimal transitive dissimilarity {g ij } is defined to be the transitive dissimilarity between (i, j) that gives the minimal value, in similar fashion as in Eq.(17). One can see that this is just the standard shortest path distance.
It is known that the shortest path distance satisfies Theorem 5A. For any dissimilarity graph, the minimal transitive dissimilarity defined through Eq. (20) and Eq.(17) satisfies the triangle inequality
Although this is obvious, we give a proof as follows (see proof of Theorem 1). P ij is a path starting at i and ending at j. (P ik , P kj ) is a path starting at i, going through k, and ending at j. Clearly {(P ik , P kj )} is a subset of {P ij }. Thus we have
Following Definition 2, we can define We can show that the minimal transitive dissimilarity {g ij } is smaller than the original dissimilarities, the inequality of Eq.(18). Following Theorem 6, we can prove Theorem 6A. The transitive closure of a dissimilarity graph w.r.t. the triangle inequality can be equivalently computed by iteratively reducing edge dissimilarities when tightening the sub-optimal condition, i.e., to satisfy the triangle inequality.
This transitive closure can be computed using the original Floyd-Warshall algorithm, i.e., the algorithm in §2.6, with Line 5 replaced by g ij = min(g ij , g ik + g kj ).
Therefore, given a dissimilarity graph G, we can compute the minimal transitive dissimilarity defined through Eq. (20) and Eq.(17). This forms the transitive closure of G w.r.t. the triangle inequality.
The benefit of transitive closure w.r.t. the triangle inequality is that the edge weights are modified (reduced) relatively small (in comparison to the transitive closure w.r.t. ultra-metric inequality).
Transitive closure of affinity graphs w.r.t. the harmonic triangle inequality
The concept of transitive closure of a dissimilarity graph w.r.t. to triangle inequality, discussed in §4.1, can be extended to affinity graphs.
Although the ultra-metric inequality of distance metric has a natural counterpart in affinity measures as shown in Theorem 2 in §2.3, the triangle inequality of distance metric has no clear counterpart in affinity measures.
The simplest and perhaps most natural counterpart is obtained by assuming that affinity is inversely proportional to distance: s ij = const/d ij . From this, we obtain
We call this the "harmonic triangle inequality" since it resembles the harmonic average:
). With this, we can define a new transitive affinity, similar to the transitive dissimilarity of Eq.(20),
in contrast to Eq.(5). Clearly, this transitive affinity satisfies associativity. From this, we can define the maximal transitive affinity through Eq.(6). Similar to Theorem 1, we have Theorem 1A. For any affinity graph, the maximal transitive affinity defined through Eq. (23) and Eq. (6) satisfies the harmonic triangle inequality Eq.(22).
The proof is the same as for Eq. (21)). This maximal transitive affinity forms the transitive closure of an affinity graph:
Definition 4. The transitive closure of an affinity graph w.r.t. the harmonic triangle inequality is defined by the maximal transitive affinity defined through Eq. (23) and Eq.(6).
This transitive closure can be computed using the same Floyd-Warshall algorithm in §2.6, with Line 5
The benefit of this transitive closure w.r.t. the harmonic triangle inequality is that edge weights are modified (increased) relatively small (in comparison to the transitive closure w.r.t. ultra-metric inequality in §2.4).
Applications of transitive closure
Here we discuss practical applications of transitive closure of weigted graphs.
First, in transitive closure, the originally not-so-densely connected subgraph structures become more dense, therefore this facilitates the discovery of these dense subgraph structures, i.e., communities in the network. In this direction, we will discuss an application to protein interaction in §7-8.
Second, in standard web link structure analysis, the web is represented by an unweighted directed graph. Since our approach emphasizes weighted graphs, we can incorporate webpage content into the link structure by weighting the link with the cosine similarity between the two webpage word contents. In this way, the transitive affinity along a path decreases with the number of edges because its strength is the weakest link between i, j. This is more natural than unweighted link analysis approaches.
Third, transitive closure provides a way to update affinity weights in a changing environment. Suppose we are given a social network. After a while two persons get married. This marriage will lead to a series of changes in the social network. Transitive closure provides a quantitative way to update the network weights. First the edge weight between the two persons in the graph is suddenly increased to maximum.
Second, the affinity weights between their in-laws are increased such that the transitive inequality holds for every node triple, etc.
Cliques on a weighted graph
A clique is the tightest structure or the densest subgraph in an unweighted graph, because every nodes in a clique connect to every other nodes. We generalize the concept of clique to weighted graphs and introduce an algorithm to compute them. The generalization is based on the theorem due to Motzkin and Straus (Motzkin and Straus, 1965) which relates maximal cliques of an unweighted undirected graph to the optimization of a quadratic function.
Let G = (V, E) be an unweighted undirected graph of n = |V | vertices and |E| edges with adjacency matrix A. Define a vector x = (x 1 , · · · , x n ) T on the vertices, i.e., x ∈ R n . Consider the optimization problem:
where x is restricted to the unit simplex S n defined as
The nonzero elements in the solution vector x play an important role. In particular, we define a characteristic vector of a subset C of vertices as The key to this generalization is the recognition of the L 1 -type constraint of Eq.(25) in the quadratic programming problem of Eq.(24) (The L p -norm of a vector x in n-dimensional space is defined as
It is well-known (Tibshirani, 1996; Hastie et al., 2001 ) that this L 1 -type constraint leads to sparse solutions, i.e., many if not most of entries in the final optimal solution x * are zero.
This sparsity property of the solution is the theoretical basis for our generalization of the Motzkin-Straus formalism to define cliques in weighted graphs. On the other hand, if the L 1 -type constraint of Eq. (25) is replaced by a L 2 constraint: i x 2 i = 1 and x i ≥ 0, the solution will not be sparse -almost every node will be in the clique.
1
The quadratic programming problem of Eq.(24) can be solved by a simple method developed in the biological evolution field (Pelillo et al., 1999) . The method is an iterative algorithm updating a current solution vector using:
We can show the following: (1) Feasibility of the solution: if the initial x ∈ S n [defined in Eq. (25)], it will remain in S n , since 
is monotonically increasing (or non-decreasing) under the above update rule:
Lagrangian multiplier λ is to enforce the constraint i x i = 1. Since L(x) is bounded above, the updating algorithm converges.
If adjacency matrix A is positive definite, the objective J is a convex function and the optimal maxima is also the global maxima. Unfortunately, for many applications, A is in generally indefinite. There are a large number of local maximas, each representing a densely connected subgraph.
We use the above updating algorithm to solve for cliques. After one local optimal solution is obtained, the clique corresponding to non-zero entries in the solution vector is extracted; these nodes are eliminated from the graph. We solve for another local optimal solution and its corresponding clique, etc.
Application to the protein interaction network
In §7 - §8, we present application of transitive affinity and transitive closure to protein interaction networks.
Proteins carry out cellular functions and processes in a modular fashion, involving multiple interacting proteins. Identification of protein functional modules thus becomes an urgent research topic. There is a large body of genome-wide comprehensive experiments on protein interaction networks. The two-hybrid genetic screen (Ito et al., 2001; Uetz. et al., 2000) yields binary interaction data. High throughput mass spectrometry methods (Gavin et al., 2002; Ho et al., 2002) combine tagged "bait" proteins and proteincomplex purification schemes with mass spectrometric measurements to yield physiologically relevant data on intact multi-protein complexes.
However, these high-throughput experiments are often associated with large false-positives. Protein interaction data obtained in two independent experiments (Ito et al., 2001 ) and (Uetz. et al., 2000) overlap by less than 4%. Therefore, using computational methods to predict protein interaction modules from these data is an important way to extract additional information.
An effective approach for predicting protein modules is to detect the densely connected subgraphs in protein interaction networks. The most intuitive definition of a densely connected subgraph is clique. One difficulty with this approach is that protein interactions are typically very sparse. Thus the cliques detected are very small. One way to overcome this problem is to use k-core (Ho et al., 2002; Bader and Hogue, 2002) , where each protein only interacts with a fraction of other proteins in the subgraph. This relaxes the strict definition of clique, but it introduces the issue of how to choose the parameter k. A different approach using hyperclique has also been developed (Xiong et al., 2005) .
We resolve the sparsity issue by using the transitive closure of §2. The idea is that on transitive closure, missing connection/interactions will be added and the graph becomes dense; therefore the detected cliques will be larger, thus more close to the true protein interaction modules.
Note that the simplest protein interaction network is unweighted, i.e., the interaction strength is either 1 or 0. This is a crude approximation. More refined descriptions use a weighted graph, assigning a probability or level of certainty that two proteins interact. Thus, the definition of cliques needs to be generalized to weighted graphs. This has been done in §6.
Experiments on Yeast multi-protein complex data
Two datasets of high-throughput mass spectrometry analysis of multi-protein complexes are available for the yeast S. Cerevisiae (Gavin et al., 2002; Ho et al., 2002) . Studies have showen that the tandem affinity purification using mass spectrometry (TAP-MS) dataset by Gavin, et al. (Gavin et al., 2002) has the highest accuracy for predicting protein functions. Hence we use this data.
A protein complex is an assembly of a small number of proteins in permanent contact and usually perform a clear and specific biological function. A multi-protein complex can be represented as a bipartite graph which in turn gives several important quantities (Ding et al., 2004) . 
From the bipartite graph, we can naturally obtain the following two weighted interaction networks:
Protein -Protein Interactions. The interaction strength between two proteins p i , p j is given by (BB T ) ij which is the number of protein complexes containing both proteins p i , p j . (BB T ) ii = the number of protein complexes that protein p i is involved.
Complex -Complex Cross Talk Associations. The interaction strength between two protein complexes c i , c j is given by (B T B) ij , which is the number of proteins shared by protein complexes c i , c j . Note (B T B) jj = the number of proteins contained in the protein complex c j .
To see clearly the net effects of transitive closure, we run the clique finding algorithm on two network weights: the original network W = BB T and its transitive closure W T C , which is obtained using the modified Floyd-Warshall algorithm of §2.6. Figure 1 shows the original sparse protein interaction network (the color-coded adjacency matrix) and the dense protein interaction network produced by the transitive closure. The graph has 1,440 distinct proteins. We obtain two sets of cliques C and C T C as the results, corresponding to W and W T C respectively. These cliques are also shown in Figure 1 We list the 10 largest cliques in Table 1 closure W T C . GO annotations show that cliques (b) and (c) have the same function as the merged clique:
structural constituent of ribosome. This example shows why we obtain fewer cliques on the transitive closure W T C , but the sizes of these cliques are much larger. Since the larger cliques have the same function as the smaller merged ones, the cliques on the transitive closure are biologically more relevant (complete) protein modules.
Note that there are a number of uncharacterized proteins in GO (boldface protein names in Table 1 ).
Since the GO annotation gives a clear biological function for most other proteins in the clique, we infer that these uncharacterized proteins should have similar functions. Thus our approach has the additional benefit of protein annotation.
Summary
We study transitive properties of affinity graphs. We show that maximal transitive affinity satisifies the transitive inequality which in turn is proved to be equivalent to the ultra-metric inequality of a distance metric. The maximal transitive affinity defines the transitive closure of the weighted affinity graphs.
These concepts can be equivalently extended to dissimilarity graphs. We prove that a modifed FloydWarshall algorithm is optimally efficient to compute transitive closures. Furthermore, transitive closure of weighted affinity and dissimilarity graphs are generalized to transitive closure w.r.t. triangle inequalities.
They change the edge weights relatively little and thus can apply to wider applications. These new metrics/concepts are parameterless, revealing intrinsic properties of the networks.
We apply transitive closure to protein interaction networks to overcome the sparsity problem. The
Motzkin-Straus formalism for identifying cliques is generalized to weighted interaction networks; densely connected protein modules are detected as cliques on the weighted graph and their biological significance are verified by Gene Ontology analysis.
