Abstract Let G be a graph with n vertices and m edges. A sparsifier of G is a sparse graph on the same vertex set approximating G in some natural way. It allows us to say useful things about G while considering much fewer than m edges. The strongest commonly-used notion of sparsification is spectral sparsification; H is a spectral sparsifier of G if the quadratic forms induced by the Laplacians of G and H approximate one another well. This notion is strictly stronger than the earlier concept of combinatorial sparsification.
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Introduction
Graph sparsification is the task of finding a sparse approximation to a given (possibly weighted) graph G. Specifically, we seek a weighted graph H on the same vertex set as G but with fewer edges, which approximates G in some respect. This enables one to approximately solve problems on G while performing calculations on a much simpler graph, which often gives substantially faster running times. This problem has been extensively studied by many researchers, and it has recently become a very active area of investigation as a result of its connections with numerous topics, including the construction of fast solvers for symmetric diagonally dominant linear systems (see, e.g., [6, 7, 12] ).
Benczúr and Karger [2] introduced the notion of combinatorial sparsification and proved that any graph G on n vertices has a combinatorial sparsifier H with O(n log n/ 2 ) edges. This H preserves the total weight of the edges crossing any cut of G up to a multiplicative 1 ± factor. (Note that this condition will require H to be weighted even if G is unweighted.) Moreover, the authors provided an efficient algorithm for computing H by sampling the edges of G according to certain very carefully chosen probabilities.
Recently, Spielman and Teng [11] defined the notion of spectral sparsification. A graph H is a 1 ± spectral sparsifier of G if it preserves the quadratic form induced by the graph Laplacian to within a multiplicative 1 ± factor. This definition is strictly stronger than combinatorial sparsification. In a remarkable paper, Spielman and Srivastava [10] showed that by sampling each edge with probability proportional to its effective resistance, adding it in with a certain weight, and taking O(n log n/ 2 ) independent samples in this manner, one obtains a 1 ± spectral sparsifier of G with high probability. 1 Furthermore, Spielman and Srivastava showed how to approximate all of the effective resistances to within a constant factor in timeÕ(m), where m is the number of edges of G; using these approximate values allows one to construct a sparsifier with only a constant blowup in the number of edges. 2 This leads to a nearly linear (specificallyÕ(m)) time algorithm for computing spectral sparsifiers.
Having a sparsifier allows us to approximately answer numerous algorithmic questions about a dense graph without doing as laborious a calculation. For example, we can approximate the values of cuts, the effective resistances between pairs of vertices, and many properties of the behavior of random walks on the graph. As such, sparsifiers can be used to give faster approximate algorithms to numerous problems; Benczúr and Karger did this in their paper. Additionally, in a setting where we do not have room to store a given dense graph in its entirety, or perhaps can only access it through slow memory, a sparsifier, which might be small enough to store in fast memory, can be a useful proxy.
This, along with the growing need to process extremely large graphs, leads us to ask if we can also construct the sparsifier for a graph G even if we have much less work space than it would take to represent G. In particular, we consider the semistreaming model, where we haveÕ(n) memory available. The algorithm of [10] requires access to the entire graph G, and thus, does not conform to the model. In this paper, we show how to build a sparsifier almost as quickly as with the original Spielman-Srivastava algorithm, while using at mostÕ(n/ 2 ) space and taking only one pass over G.
In our analysis, we will consider a more general setting, where we start with a graph G and its sparsifier H , and, as G is constantly updated, we want to maintain a 1 ± approximation to the current graph. Specifically, we consider the case of adding edges to G. (Setting the initial graphs G and H to be empty graphs on the vertex set V , we obtain the semi-streaming case discussed above; for details, see Sect. 4.6 .) It is not hard to see that as we add edges to G, by adding in those same edges to H , we get the desired approximation of G. Unfortunately, as we keep doing this, our sparsifier will contain increasingly many edges and may eventually become too large for our needs. Thus we will need to resample, to produce a sparsifier of smaller size. We show how to periodically do this resampling very fast, leading to amortized poly-logarithmic update time per edge added to G. The resampling algorithm relies on two main insights:
1. As we add new edges to G to produce a graph G , the effective resistances of the edges of G do not increase, and thus, neither does their probability of being selected for a sparsifier. Thus, if we can compute their new probabilities, we can rejection sample the edges in H and also appropriately sample the new edges to produce edges selected with the probability distributions from G , and hence a sparsifier of G . Thus, we need not consider all the probabilities in G , but only those of edges in H and the added edges. 2. Since H with the new edges well-approximates G , we can use it to quickly estimate the effective resistances for the edges we need; this estimate turns out to be good enough.
On a high level, the key idea of our construction is that the original sparsifier already contains a great deal of information, which we can reuse to save time instead of building a sparsifier from scratch. Importantly, though we use numerous approximations to estimate probabilities in our resampling procedure, the errors do not propagate to subsequent resampling steps. This is because the sampling procedure for producing a sparsifier is robust to small approximation errors, and our resampling effectively gives a low-space implementation of the algorithm to produce a 1 ± sparsifier with high probability. Once this is done, all future computations are performed with new estimates on probabilities, and the previous errors in the effective resistances are "forgotten." For a detailed discussion of this issue, see Sect. 4.4.
In addition to being a generalization of the semi-streaming problem, the setting we study has numerous applications. As [1] points out, by maintaining a sparsifier of a changing graph at all times, we will be able to perform certain calculations quickly whenever we need to know something about the current graph. Furthermore, in some cases, it might be that we have a family of graphs we can choose from, and all of them are variants on some base graph G (e.g., G with extra edges). In that instance, by sparsifying G, and using our procedure, one can quickly produce sparsifiers of the other graphs.
Related Work
The problem of graph sparsification in the semi-streaming setting was introduced by Ahn and Guha [1] , and it was then further studied by Goel, Kapralov, and Khanna [3] (the latter of which is concurrent to and independent of the present paper). Ahn and Guha constructed combinatorial sparsifiers in the semi-streaming model. However, while the space complexity of their algorithm wasÕ(n), the running time was O(mn), which is often too slow when the graphs are large. This is remedied by the present work, as well as by Goel, Kapralov, and Khanna, who obtain results that are similar to ours when one aims to construct combinatorial sparsifiers.
However, the graphs that we produce obey the strictly stronger constraints imposed by spectral sparsification. To our knowledge, ours is the first work to do this in the semi-streaming setting.
Furthermore, we believe that our algorithm is conceptually cleaner and simpler than that of [3] , and our techniques are quite different from theirs. The algorithm set forth by Goel et al. inherently requires a logarithmic number of passes through the data, and they maintain a multi-level collection of graphs and partitions of graphs. Then, using an ingenious construction and careful analysis, they find a way to implement this in a single pass. This results in a graph that has logarithmically more edges than necessary, which they then clean up at the end.
Our algorithm, on the other hand, operates inherently in a single pass. We simply add edges to our graph until it becomes large. When this occurs, we replace our graph with a sparser version still preserving the approximation guarantee and continue. By taking advantage of the stronger notion of sparsification that we are employing, and properly sparsifying and analyzing the probabilities, we are able to show that this simple algorithm produces the desired sparsifiers while requiring a poly-logarithmic amount of amortized work per edge and maintaining at all times a graph withÕ(n/ 2 ) edges.
The algorithm we propose is, however, several log factors slower than that of [3] . In addition, like the algorithm of Spielman and Srivastava, it is not completely selfcontained, as it crucially relies on the (non-elementary) fast solvers for symmetric diagonally dominant linear systems (e.g. [7] ).
Background
Throughout, let G = (V , E) be a graph on n vertices V = {1, . . . , n} and m edges. The Laplacian of G is given by L G := D G − A G , where A G is the adjacency matrix of G and D G is the diagonal matrix whose ith diagonal entry is the degree of vertex i.
It is a standard fact that for a connected graph, the matrix L G is positive semidefinite, with a one-dimensional kernel spanned by the constant vector.
Let L
For i ∈ V , we denote by χ i the n × 1 characteristic vector of i (having a 1 at the ith position and 0's everywhere else). For an edge e of G with endpoints i, j ∈ V , we let b e be the n × 1 vector χ i − χ j (where the choice of i or j to have the positive sign is made arbitrarily). Further, denote by B G the m × n edge-vertex incidence matrix, with rows indexed by the edges and columns indexed by the vertices, and whose eth row is b e . It is a standard fact that the Laplacian can be decomposed as
Finally, we discuss some notions from electrical network theory that will be relevant. Consider the graph as an electric network of nodes (vertices) and wires (edges), where each edge has resistance of 1. The effective resistance between vertices i and j is the voltage difference that would be induced between i and j if one unit of current were put in i and taken out from j . It can be shown that this is precisely equal to
For an edge e of G, the effective resistance of e, denoted by R e , is defined to be the effective resistance between the endpoints of e. Namely, we have
It is a standard fact that if G is connected, we have e∈G R e = n − 1. The sum is n − c if G has c connected components.
Spectral Sparsifiers
Fix notation as above. In what follows, we will write A B for matrices A and B when B − A is positive semidefinite. Definition 1 A 1 ± spectral sparsifier of G is a possibly weighted graph H such that the edge set of H is contained in that of G and
In other words, for all x ∈ R n , we have
Note that we have approximations for pseudoinverses as well. If H is a 1 ± sparsifier of G, it is the case that
In particular, because the effective resistance between i and j is given by evaluating the quadratic form defined by the Laplacian pseudoinverse at χ i − χ j , we see that the effective resistances between any two nodes in G and H are the same up to a 1/(1 ∓ ) factor.
In [10] , Spielman and Srivastava considered Algorithm 1 for generating a sparsifier of G.
Algorithm 1 Sparsify

Input: G = (V , E)
Set H to be the empty graph on V .
Sample edge e ∈ G with probability p e proportional to R e (i.e. p e = R e /(n − 1)) and add it in with weight 1/(Np e ) to H end for This algorithm produces a 1 ± sparsifier of G with high probability. To implement it, we need to know the effective resistances, as these give the sampling probabilities. Spielman and Srivastava were able to show how to approximate all the effective resistances in timeÕ(m). Up to log factors, this is optimal, since it takes (m) time to even write down all of the effective resistances. This fast way of estimating resistances gives a nearly-linear time (in m) algorithm for sparsifying G.
In the next section, we will analyze this algorithm and prove its properties. (We will first assume that we know the correct probabilities, and then show that the method still goes through if we have good estimates.) In addition, we will introduce a modified sparsification algorithm, which will be useful in our construction.
Notation Before proceeding, we make a few remarks about notation. Let G be a graph with n vertices. Let be another graph on the same vertex set as G. Then, G + is the graph given by adding the weights of the edges of to the corresponding edges of G.
In this paper, for the most part G and will be unweighted graphs, and will be edge-disjoint from G. In this case, G + represents the graph we get when we add the edges of to G. The definition agrees with the previous one if we regard missing edges as having a weight of 0, and those that are in the graph as having a weight of 1.
For an edge e not in G, we denote G + e the graph obtained by adding e to G.
Analysis of Sparsification Algorithms
For completeness, we will present a self-contained analysis of the SpielmanSrivastava sparsification algorithm and present an alternate proof of its correctness (similar to the one in Srivastava's thesis [13] ). It will also be helpful to compare this with our modified sampling algorithm. Throughout, for notational simplicity, we will assume that our graph G is connected and unweighted.
Different Analysis of Sparsification by Sampling
The result we get on the Spielman-Srivastava algorithm is a little stronger than what the authors gave in their paper. This is because we use a stronger concentration of measure theorem [4, 14] . . The Spielman-Srivastava sparsification scheme is essentially a way of sampling the v e to get something close to the identity. This will in turn be enough, by the following lemma. Proof We note that to prove that H is a 1 ± sparsifier of G it is enough to show the inequality (2) for all x ∈ ker(L G ) ⊥ , rather than all x ∈ R n . Indeed, writing a given x ∈ R n as x = y + z for y ∈ ker(L G ) ⊥ and z ∈ ker(L G ), we will see that all terms involving z will be 0.
Lemma 1 Suppose that we have
For a matrix A, the condition A − I n−1 ≤ means that |x T Ax − x T x| ≤ x T x for all x. This amounts to saying that 
Proof of Theorem 1
For i from 1 to N let e i be an edge sampled with probability proportional to its effective resistance. We will show that
holds with high probability. If the inequality holds, then by Lemma 1 it is easy to see that the graph H obtained by adding in edges e i with weight 1/(Np e i ) is a 1 ± sparsifier of G.
Write v e v T e = p e τ e τ T e , where, as in the algorithm p e = R e /(n − 1). Note that each τ e has norm √ n − 1 (and hence τ e τ T e has operator norm n − 1). Further, we see that if p is the probability distribution on edges assigning e a probability of p e then the expected value of τ e τ T e with respect to p is I n−1 . Because τ e τ T e = (1/p e )v e v T e , we see that the probability in (4) is exactly
The Ahlswede-Winter Theorem (a matrix version of the Chernoff bound) allows us to analyze the deviations from the expected value that we get when we independently sample. Using [14, Corollary 3] (also proved in [4] ), we see that the probability in (4) is at least 1 − n exp(
). The n − 1 in the denominator of the exponential function comes from the fact that each τ e τ T e has operator norm at most n − 1 (it is exactly n − 1 in this case).
By taking N = O(n log n/ 2 ) samples, we can make the probability larger than 1 − n −d ; we can get the claim for any given d by taking a big enough constant in the expression for N .
Therefore, we see that by sampling the τ e τ T e with the appropriate distribution, we get an approximation to the identity with high probability. Noting that τ e τ T e = (1/p e )v e v T e , we see that we get a 1 ± sparsifier with high probability.
The argument in [10] also required showing that by estimating the effective resistances, one could still get a high quality sparsifier. This is easy to prove given our formulation. ≤ (n − 1)p e /p e , which is at most α(n − 1). Then, analogously to the above proof, we see that the probability in (5) with theτ e i replacing the τ e i is now at least
Corollary 1 Suppose that we have estimatesR
where N is the number of samples we take. Therefore, taking N = αN gives us the desired high probability claim.
An Alternate Sparsification Algorithm
Instead of sampling edges with replacement, we can also run a procedure where we consider each edge, and accept or reject it with a certain probability. In this case, the number of edges in our sparsifier will be a random variable (though one tightly concentrated around its mean). Consider Algorithm 2. Naïvely, it looks like the sampling should take O(mN) time. However, we run the inner loop implicitly: the number of times we pick edge e follows a binomial distribution, and we can sample this quickly to drastically reduce the running time.
Indeed, the probability that we get j copies of edge e is β j := N j p j e (1 − p e ) j . Therefore, to sample the inner loop for a given edge e, we pick a uniformly random r Algorithm 2 Alternative sparsify Input: G Output: H , a 1 ± sparsifier of G (with high probability) for all edges e of G do for i from 1 to N = O(n log 2 n/ 2 ) do {Run this loop implicitly} With probability p e = R e /(n − 1) add e to H with weight 1/(Np e ) end for end for from [0, 1]. We compute β 0 , and if r ≤ β 0 , then we do not include e in the sparsifier. Otherwise, we generate β 1 , β 2 , etc. in turn, until we have found a j such that j −1 k=0 β k ≤ r < j k=0 β k ; we add j copies of e to H . For a particular edge e, the total running time is O(1) (to generate r, compute β 0 , and compare the two) plus a constant times the (random) number of samples of e we take.
Thus, because the total number of samples we take throughout the algorithm is O(N) with high probability, we have:
Proposition 1 The total running time of Algorithm 2 (if we know all the p e ) is O(m+ N) = O(m).
We know that O(m + N) = O(m) in the regime of interest because sparsification only makes sense when the number of edges in the sparsifier, O(N), is much smaller than that in the original graph. Now we are ready to prove the algorithm's correctness.
Theorem 2
The algorithm above produces a 1 ± sparsifier of G with high probability. Further, with high probability, the number of edges in the resulting graph is e all have norm n − 1), and is thus at most O(n log n) with high probability.
This is once again proved by matrix-valued Chernoff bounds, but the proof is a little more complicated since Y i can be large. However, this happens rarely, and does not affect the overall result. Consider the auxiliary random variableỸ i , which is the same as Y i when at most O(log n) of the X i,e (over e ∈ G) are nonzero, and 0 otherwise. We will prove that the expected value ofỸ i is very close to I n−1 . Further, since Ỹ i = O(n log n), we will be able to apply matrix Chernoff bounds to prove that N i=1Ỹ i is tightly concentrated around its expectation, hence to
Finally, because Y i andỸ i coincide overwhelmingly often, we will be able give a strong bound the probability of i Y i deviating from its expectation.
We know that
The second term is 0, and the third term is
e , each of norm n − 1. Therefore, the norm of Pr[
Therefore,
and
This follows by matrix Chernoff bounds, specifically [14, Corollary 3] . We need the n log n in the denominator of the exponent because O(n log n) is an upper bound on the norm of theỸ i . Furthermore,
Because E[Ỹ i ] is very close to I n−1 , the second quantity is tiny; with appropriate constants it can be made smaller than any inverse polynomial in n. It is certainly smaller than N/2. Therefore,
which is equal to Pr[
Using (7), we see that this quantity is at most
] is very close to 1, so we can absorb its contribution into the O(·) notation). For N = O(n log 2 n/ 2 ) as in the algorithm, this quantity is very small. 
(The second line follows because when A is true,
The final quantity is very small for N as above. This shows that Y is tightly concentrated around its expectations.
Because
where the e i are edges that were selected (with multiplicities), we see (again by Lemma 1) that Algorithm 2 puts in edges correctly to give a 1 ± sparsifier with high probability.
To prove that the size of the sparsifier is O(N) with high probability, we consider the A i,e . Then, the size of the sparsifier is
e∈G A i,e , whose expectation is N . Further, it is a sum of independent {0, 1}-valued random variables, hence by a Chernoff bound, it is tightly concentrated around its expected value.
Notice that our sparsifiers require O(log n) more edges than the SpielmanSrivastava sparsifiers. This is because of the stochasticity in the number of edges we select at each i. This quantity is 1 in expectation, and is at most O(log n) with high probability.
By the same argument as the one used to prove Corollary 1, we see that if we use estimatesp e =R e /( f ∈GR f ) such thatp e ≥ (1/α)p e for all e, then we will need to increase N by a factor of α in the algorithm to match the high probability guarantee of the algorithm that makes use of the correct effective resistances.
The result is even more flexible. For example, if we can guarantee that p e /α ≤ p e ≤ αp e for some small α ≥ 1 (it will be the case that α 2 in our setting) then by sampling using the probabilitiesp e we still get a 1± sparsifier with high probability. Indeed, the number of nonzero X i,e is still O(log n), and the norm of the τ e τ T e increases by at most an α factor, as in Corollary 1. We can thus carry the proof through almost unchanged. As before, we can increase N by a constant factor to overcome the increased error probability caused by our estimates.
Interestingly, the result holds even when e∈Gp e is something other than 1. The added flexibility that the method offers is useful to our analysis.
The Update Algorithm
We are now ready to present the main part of our work, where we show how to continually maintain a sparsifier of a growing graph. Throughout, for notational convenience, we will consider the setting of adding new edges to an unweighted graph G without adding new vertices. It is straightforward to generalize to the case where we add vertices, or where the graph is weighted and we may increase the weights of existing edges as well as add new ones, provided that the weights are polynomially bounded.
Setup
Initially, we assume that we are given access to the exact effective resistances when we need them to sample. We will later relax this requirement.
Suppose that G is a graph on n vertices and H is a 1 ± sparsifier of G generated by Algorithm 2. For conceptual convenience, we assume that if the sampling process of Algorithm 2 adds several copies of a given edge into H , it adds them as parallel edges; we will sometimes refer to edges of H as samples, as they are indeed random samples output by the algorithm. The number of samples we put into H is tightly concentrated around N .
Let e be an edge not in G; then it is clear that H + e is a 1 ± sparsifier of G + e. Indeed, we have
whence the desired statement follows. As we add edges to G, we can add those same edges to H , until the sparsifier gets too large, forcing us to resample. In this work, we say that this happens when it is of size CN for some constant C that we can choose at will.
We will formalize this situation as follows. Let G = (V , E) be a graph, and let H be its 1 ± sparsifier with around N edges. Let represent the added edges (i.e., it is a graph on V with edges exactly those that are added to G) such that H + has CN edges. (Note that H + is a 1 ± sparsifier of G := G + .)
Because H + is large, we want to construct a sparsifier H of G such that H has around N edges (i.e. we want to reduce the size of the sparsifier of G by some constant factor). We call this procedure resparsification. We would like this resparsification to take much less time than it would take to sample from scratch, namelyÕ(m/ 2 ). Sparsifying G from scratch gives us an average update time of O(m/n) per operation, which isÕ(n) when G is dense. We want aÕ(1) amortized time instead. The key insight is to use the information already contained in H , which will allow us to sample edges from the correct distribution in timeÕ(n/ 2 ), leading to the desired bound.
The main observation is that when we add a new edge to G, the effective resistances of the other edges cannot increase. This is more or less clear from the physical model, and is also fairly easy to prove. Indeed, if we are adding an edge e to G,
G+e . Thus, since effective resistances are given by evaluating the quadratic form defined by Laplacian pseudoinverses at particular vectors, we see that indeed they cannot increase. An alternate perspective and proof of this fact is given in [8, Lecture 9] .
Further, the sum of the effective resistances of all of the edges cannot decrease. (If adding the edge reduces the number of connected components, this quantity increases, otherwise it stays the same.) Thus, the probabilities of choosing the edges in the sparsification procedure cannot increase.
In what follows, we let R e (resp. R e ) be the effective resistances across edge e in G (resp. G ), and p e (resp. p e ) be the probabilities of selecting that edge (i.e. p e = R e / f ∈G R f , and similarly for p e ). We will denote the collections of the p e and p e by p and p respectively.
The prior observations make it easy to sample according to the probabilities p only having to consider edges in H and ! Indeed, we can run Algorithm 2 on to get proper samples of those edges. As for edges of G, for each sample e in H , with probability p e /p e we add it into H with weight 1/(Np e ), with N being the number of iterations in the inner loop of Algorithm 2. To see that this gives the correct distribution (over all the randomness of the algorithm, including that used to generate H ) we note that when considering a copy of an edge e that is in H , we know that it was placed into H with probability p e at one iteration of the inner loop. Now, instead of thinking about generating H and then generating H , we can imagine sampling edges from G for adding to H and H simultaneously via a two-step process. When considering an edge e of G at a given iteration, we:
1. Accept and add it in to H with probability p e .
If we accepted in
Step 1, we add it to H with probability p e /p e This process adds edge e to H with probability exactly p e . In our algorithm, we need not worry about edges not in H , because they were already rejected in Step 1, and thus, are irrelevant at Step 2. This is an overview of the algorithm, if we have access to the true probabilities p and p . The details are given as Algorithm 3.
Algorithm 3 Resparsification (knowing the correct probabilities)
Input: H, Output: H , a 1± sparsifier of G with O(n log 2 n/ 2 ) edges with high probability, 1: for all edges e of H do 2: Keep e with probability p e /p e and add it to H with weight 1/(p e N). 3: end for 4: {The next loop runs Algorithm 2 on } 5: for all edges e of do 6: for i from 1 to N do {Do this loop implicitly} 7: With probability p e put e into H with weight 1/(p e N) 8: end for 9: end for 10: return H Proposition 2 Algorithm 3 produces a 1 ± sparsifier H of G with high probability (over all the randomness used so far, including the randomness used to sample H ).
The number of edges in this H is tightly concentrated around N . Furthermore, the running time of this algorithm is O(N).
Proof The claims about the sparsifier quality and size are true because the algorithm is simulating a sampling process from the proper probability distribution on edges of G .
To see the running time claim, we note that since H has O(N) edges, rejection sampling them takes O(N) time. Furthermore, the second part of the algorithm, where we properly sample edges of , will give us at most O(N) samples with high probability, and since consists of O(N) edges, the analysis preceding Proposition 1 shows that this can be done in O(N) time with high probability.
Thus, to complete our construction, we will need a quick way of estimating the R e and R e , and from them the p e and p e .
Estimating Effective Resistances
Unfortunately, we are not able to exactly compute the effective resistances (and hence selection probabilities) quickly enough, so we will have to estimate them. As we have discussed, it is enough to provide estimates of the probabilities that are within a constant factor of the true quantities and this is what we will do.
The best known result for estimating effective resistances is given by the following theorem:
Theorem 3
There is an algorithm that, given a graph G with m edges, with high probability outputs an estimate of the effective resistance along all edges of G to within a constant factor. The algorithm runs in O(m log 2 n(log log n) 3 ) time.
This theorem follows by the analysis in [10] . The crucial step is computing an O(log n) × n matrix Z G such that (with high probability) for any vertices i and j , the quantity Z G χ i − Z G χ j 2 is within a [1/α, α] factor of the true effective resistance in G between i and j for some fixed small α ≥ 1. (We say that Z G encodes the effective resistances between vertices in G to within a [1/α, α] factor.) The bottleneck involves approximately solving O(log n) linear systems in L G , each of which takes O(m log n(log log n) 3 ) time, using the recent result of Koutis, Miller, and Peng [7] . By a result of Koutis, Levin, and Peng [5] running the solver to get a constant error guarantee (rather than the inverse polynomial one required by Spielman and Srivastava) is enough to provide the desired estimate of the effective resistances. An inverse polynomial error guarantee would require an extra O(log n) factor in the running time. Once the Z G matrix is computed, it takes O(m log n) time to calculate the effective resistances along all edges of G.
For our purposes, we need to estimate the effective resistances in G of all edges in H + , of which there areÕ(n/ 2 ), and we need to do this inÕ(n/ 2 ) time. Now, because H + is a 1 ± approximation of G , the effective resistance in H + between any two vertices is very close to the effective resistance in G between those same vertices. Thus, to give a good estimate of the effective resistances of all edges in H and in G we can compute their effective resistances in H + . By the above theorem, this takes timeÕ(n/ 2 ), since H + hasÕ(n/ 2 ) edges. In particular, we compute a matrix Z H + such that Z H + encodes the effective resistances in H + between all pairs of vertices to within a [1/α, α] factor, and use it to evaluate the estimated effective resistances along edges of H and . Note, however, that if running time were not an issue, we could in principle use Z H + to estimate the effective resistance in G between any pair of vertices. With high probability, the result would be within a [1/(α(1 + )), α/(1 − )] factor of the true values.
Putting It All Together
Now we are ready to show the final algorithm. Before we do, however, it will be convenient to have a few definitions.
Definition 2 Given a graph G, with true edge probabilities p = {p e } e∈G , and given a constant α ≥ 1, we say that a collection of probabilitiesp = {p e } e∈G is α-good with respect to G if for all e ∈ G it is the case that
Definition 3 With notation as in the above lemma, we say that a graph H is α-good with respect to G if it is generated by Algorithm 2 applied to G, with selection probabilitiesp for some α-goodp.
We know that there exists a small α ≥ 1 such that, given any graph G and a 1 ± sparsifier H , we can use H to compute probabilitiesp that are α-good for G. Specifically, we do this by first computing a matrix Z H encoding the effective resistances in H between vertices to within a good approximation factor, and then noticing that the effective resistances in G will also be well-approximated, since H is a sparsifier. This gives us estimates of the probabilities that are within a [1/α, α] factor of the true quantities, for a small fixed α ≥ 1. In what follows, we will focus on this α. For the purposes of the algorithm, we will use Z H to only compute the probabilities of edges we need. In the analysis, however, it will be useful to think about the probabilities of all the edges.
So, let G be a graph and H be α-good with respect to G for α as above. Then, it is a 1 ± sparsifier of G with high probability. Further H has O(N) edges with high probability. Let thep e be the estimates of the probabilities of edges in G, which were used to generate H . As before, will represent the new edges (of which there are O(N) = O(n log 2 n/ 2 )), and G := G + . Denote byp e the probabilities of edges in G , computed using H + , as described previously; they are α-good for G with high probability.
We have summarized the relevant notation in the Appendix. Consider Algorithm 4. For conceptual convenience, we will assume that we input the probabilitiesp e used to generate H , and we will output the probabilities used to generate H so that they are available in the next resparsification step. Keep e with probabilityp e /p e and add it to H with weight 1/(p e N). 8: end for 9: for all edges e of do 10: for i from 1 to N do {Do this loop implicitly} 11: With probabilityp e put e into H with weight 1/(p e N) 12: end for 13 : end for 14: return H and thep e for e ∈ H .
Algorithm 4 Resparsification
It is not hard to see that this algorithm simulates the random process for sparsifying G using Algorithm 2. (Again, we reuse the randomness used to generate H .) The procedure is almost identical to the one in Algorithm 3, with two changes. Firstly, we now sample with probabilities that are not exactly the true ones, but are good approximations. Secondly, we perform the modification in Step 4.
We remark that we need Step 4 since approximation errors might cause the estimate of the probability of an edge to go up after we have added , even though the true probabilities should go down. For rejection sampling to simulate the proper probability distributions, the probabilities have to be non-increasing. If it is the case thatp e ≤p e , then we can sample e for H with probability at mostp e , which is what our algorithm does. We show that the change does not in fact hurt our construction.
Lemma 2
Letp andp be collections of probabilities that are α-good for G and G respectively, and denote by p and p the collection of true probabilities of edges of G and G . Then, for all e ∈ G, it is the case that min(p e ,p e ) ≥ p e /α.
Proof Indeed, suppose p e and p e are the true probabilities of e in G and G respectively, and assume thatp e ≥ p e /α andp e ≥ p e /α for some α. As we noted previously, because effective resistances cannot increase as we add edges to a graph, we must have p e ≥ p e , hencep e ≥ p e /α ≥ p e /α, and hence min(p e ,p e ) is at least as big as p e /α. The desired claim follows.
We can conclude that if the hypotheses of the lemma hold, the collection of probabilitiesp , after the modification in Step 4 of the algorithm, is α-good for G . Algorithmically, we only do the modification for edges of H , and only have access to edges in H and . For the purpose of analysis we can think of modifying the probabilities of all edges in G (only the edges of H matter for the purposes of the algorithm, however). Now, fix α as in the text following Definition 3. We will show that if Algorithm 4 gets as input a graph that is α-good with respect to G it will produce, with high probability, a graph that is α-good for G . Therefore, the property of being α-good for the current graph is an invariant of the resparsification procedure.
Theorem 4
Let notation be as above, and consider running Algorithm 4 on input H and . Suppose that H is α-good with respect to G. Then, with high probability, the graph H output by Algorithm 4 is α-good with respect to G .
Proof Since H is α-good with respect to G, with high probability it is a 1 ± sparsifier of G. In this case, H + is a 1 ± sparsifier of G , and thus we can use it to give estimates of effective resistances and hence probabilitiesp that are α-good for G . (For the algorithm, we only need to compute the probabilities for edges in H and ; the matrix Z H + does, however, encode good estimates of all the effective resistances, and hence probabilities.) For each e ∈ H , the algorithm replacesp e by min(p e ,p e ), which still gives us a collection of α-good probabilities for G , by the above lemma. Then, the rejection sampling step effectively samples edges of G with these probabilitiesp . This gives us an α-good graph H .
Finally, consider running the full update algorithm, where we add edges to the original graph and its sparsifier, and resparsify every O(N) steps. Let G and G be the graphs at consecutive resparsification steps. If H is α-good for G, then the previous theorem tells us that with high probability, resparsifying G will give us an α-good graph H and associated probabilitiesp . Moreover, with high probability, H will have O(N) edges. Provided H is α-good (which happens overwhelmingly often), we will be able to continue the procedure. We can union bound the probability of failure over all the resparsification steps to see that with high probability, at all times we maintain a sparsifier of the subgraph received thus far. By another union bound argument, we see that with high probability all our sparsifiers have O(N) edges.
To compute the running time, we note that estimating the relevant effective resistances takesÕ(n/ 2 ) times since H + has O(N) edges with high probability. We only need to computeÕ(n/ 2 ) effective resistances (since we do this only for edges in H and those in ). Determining the probabilities and sampling also takesÕ(n/ 2 ) time. We resparsify everyÕ(n/ 2 ) steps, so we conclude that the update procedure takesÕ(1) steps per added edge.
By keeping careful track of the running times of the construction, we can prove:
Theorem 5 Our update algorithm takes O(log 2 n(log log n) 3 ) operations per added edge.
Proof The bottleneck of the algorithms is estimating the effective resistances. This takes O(n log 4 n(log log n) 3 / 2 ) time for a graph with O(n log 2 n/ 2 ) edges. Since we resparsify after adding O(n log 2 n/ 2 ) edges, the amortized cost is O(log 2 n(log log n) 3 ) per added edge.
Error-Forgetfulness of the Construction
Before concluding this section, we note one interesting property of our construction in Algorithm 4. Using H and H + , which are approximations to G and G respectively, we obtain estimates on effective resistances, which are slightly worse than those we would get had we used the full graphs G and G (but allow us to do the computation much faster). Despite the approximations that we make, by resparsifying using our algorithm we once again obtain a high-quality sparsifier (with high probability), allowing us to make the approximation all over. In other words, because we take enough samples, and do so intelligently, the errors we make in approximating the effective resistances do not propagate; the procedure has no memory for the approximations we made in the past. Compare this to a more naïve approach to the problem of resparsifying. If we have G, G , H and H + , defined as before, it is tempting to use Algorithm 1 or Algorithm 2 to sparsify H + directly to a smaller graph. Unfortunately, the resulting graphH is a 1 ± approximation of H + , which is a 1 ± approximation of G , soH is only guaranteed to be a (1 ± ) 2 ≈ 1 ± 2 sparsifier of G . In other words, the error propagates.
Straightforward Generalizations
It is easy to generalize the above construction to the following cases. First, the construction goes through almost directly for the case of weighted graphs, where we are allowed to add weighted edges. For example, the probability of selecting an edge becomes the weight of that edge times its effective resistance. The weights with which we add sampled edges depend on their weights in G, so in order to do this properly, we should store the weights of the edges in the current sparsifier.
We can also consider operations where we increase the weight of an edge e of G by some amount w. In this case, we imagine adding an edge parallel to e and with weight w to G, and proceed as before (we add e with weight w to H , and resparsify after some number of steps). The reason for considering parallel edges here is that while increasing the weight of an edge decreases the probabilities of other edges, it may increase the probability of that edge, which our construction would not be able to handle. If we instead add an independent copy of the edge, all the arguments go through.
Secondly, we can envision adding vertices as well as edges to G. Adding a vertex and connecting it by an edge to some existing vertex does not affect the effective resistances of the other edges, and it does not increase the number of connected components in the graph. Hence, once again, the probability of existing edges can only decrease, and we can use the same arguments. Here, by adding vertices, we increase the number of times we need to sample in the inner loop of Algorithm 2 in order to get a 1 ± approximation guarantee. If we have an upper bound on the number of vertices we will end up with, we can ensure that we take enough samples from the outset.
The Semi-streaming Setting
The update algorithm described above goes through almost unchanged in the semistreaming case (where we start with the empty graph). After adding the first CN edges (where N = O(n log 2 n/ 2 )), we use Algorithm 4 (with H set to the empty graph and set to the current graph), giving us a 1 ± approximation to the current graph, containing around N edges in expectation. The number of edges is in fact tightly concentrated around this expectation, and is almost certainly O(N). Then we continue as before, adding edges and resparsifying when needed.
For our algorithm to be valid in the semi-streaming model, we only need to prove that it requiresÕ(n/ 2 ) work space. But this is immediate, since, with high probability, we will only deal with graphs ofÕ(n/ 2 ) edges throughout the run.
If we would like to end up with a sparsifier containing O(n log n/ 2 ) edges, we can run Algorithm 1 on the output, which will change the final error guarantee from 1 ± to (1 ± ) 2 . This one-time amplification in error should be acceptable for most applications. If we need to end up with a 1 ± sparsifier, we just change the error requirement of our procedures to give us 1 ± /3 sparsifiers at intermediate steps, and find a 1 ± /3 sparsifier of the output (using Algorithm 1); this increases space requirements by a constant factor.
Conclusions and Future Work
We have presented an algorithm for maintaining a sparsifier of a growing graph, such that the average time isÕ(1) for each added edge. The main idea is a resampling procedure that uses information in the existing sparsifier to construct a new one very quickly. Our construction is robust and holds relatively unchanged for several natural variants. An interesting question left open by our work is whether similar results could be obtained in a dynamic model that permits the removal of edges as well. While this is somewhat unnatural in the semi-streaming setting, it is a very reasonable goal in the dynamic setting where one aims to maintain a sparsifier for a graph that is changing over time. Estimate of effective resistance along edge e in G p e R e /(n − 1), the true probability of selecting edge e when sparsifying G p eRe /(n − 1), an estimate to this probability p e R e /(n − 1), the true probability of selecting edge e when sparsifying G p eR e /(n − 1), an estimate to this probability
