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iResumen
El estudio que se presenta a continuacio´n esta´ relacionado con la caracterizacio´n de
soluciones positivas a problemas el´ıpticos no homoge´neos con exponente cr´ıtico de la
forma {
∆u+ f (u) = g(x) en Ω,
u(x) = 0 en ∂Ω,
revisando aspectos preliminares que sustentan los conceptos e ideas que se mencionan,
explorando algunas aplicaciones de la teor´ıa presentada en la parte inicial, y haciendo
e´nfasis en el estudio que autores como I. Ali, A. Castro, R. Benguria, J. Dolbeault y
M. Esteban han hecho al respecto.
Palabras Clave: Ecuaciones el´ıpticas, exponente cr´ıtico, ca´lculo variacional,
soluciones a ecuaciones el´ıpticas semilineales.
Abstract
The study presented below is associated with the characterization of positive solutions
to nonhomogeneous elliptic problems with critical exponent of the form{
∆u+ f (u) = g(x) en Ω,
u(x) = 0 en ∂Ω.
Preliminary issues underpinning the main concepts and ideas are reviewed. Studies
by authors such as I. Ali, A. Castro, R. Benguria, J. Dolbeault and M. Esteban are
considered.
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Introduccio´n
El trabajo que aqu´ı se expone prentende estudiar problemas semilineales de tipo{
∆u+ f (u) = g(x) en Ω,
u(x) = 0 en ∂Ω,
a partir de la teor´ıa ba´sica del ca´lculo variacional y del ana´lisis no lineal.
Este tipo de problemas han sido ampliamente estudiados en los u´ltimos 20 an˜os, donde
muchos de los trabajos que se han hecho al respecto muestran soluciones cla´sicas (aco-
tadas), enfoca´ndose principalmente en la determinacio´n de soluciones positivas. Gran
atencio´n han recibido los problemas el´ıpticos con exponente cr´ıtico.
Se toma en cuenta el trabajo realizado por I. Al´ı y A. Castro en [1] donde la regio´n Ω
es una bola unitaria de Rn con frontera suave, la funcio´n no lineal f (u) = |u|pu, siendo
p = 4N−2 el exponente cr´ıtico de Sobolev; y g(x) =−λ . A partir de estas condiciones y
bajo otros supuestos se caracteriza el tipo de soluciones al problema dado.
Posteriormente P. Zhao, C. Zhong y J. Zhu en [22] estudiaron un problema el´ıptico
semilineal no homoge´neo cuando el exponente cr´ıtico p> 4N−2 y recientemente A. Cas-
tro y F. Pacella han considerado el estudio de un tipo de problemas el´ıpticos donde el
exponente p < 4N−2 con el fin de observar el comportamiento de las soluciones a un
problema el´ıptico semilineal.
El documento presenta una estructura de tres cap´ıtulos: el cap´ıtulo uno menciona pre-
liminares ba´sicos relacionado con las ecuaciones el´ıpticas,algunos conceptos del ana´lisis
funcional, el ca´lculo de variaciones y los teoremas de inyeccio´n continua y compacta
en los espacios de Sobolev. El cap´ıtulo dos explora algunas aplicaciones a problemas
el´ıpticos semilineales de la teor´ıa expuesta en el cap´ıtulo uno, y finalmente el cap´ıtulo
tres describe las soluciones para un problema el´ıptico con exponente cr´ıtico a partir de
los resultados logrados en los estudios hechos por Alfonso Castro, Ismael Al´ı, Rafael
Benguria, Jean Dolbeault, Maria Esteban, Filomena Pacella, Mo´nica Clapp, Bernhard
Ruff, Otared Kavian y dema´s investigadores que han abordado el estudio del ana´lisis no
lineal, el ca´lculo de variaciones y sus aplicaciones en problemas el´ıpticos semilineales
v
vi
y no lineales.
El documento adema´s pretende motivar el estudio de las ecuaciones el´ıpticas con
exponente cr´ıtico, subcr´ıtico o supercr´ıtico, dado que es un campo donde hay mucho
por investigar.
Cap´ıtulo 1
Ecuaciones el´ıpticas con valores en
la frontera
El estudio que aqu´ı se presenta a lo largo del documento se relaciona con el problema
de frontera {
∆u+ f (u) = g(x) en Ω,
u(x) = 0 en ∂Ω.
donde Ω es una regio´n suave y acotada en RN , N ≥ 3 y ∆ es el operador laplaciano, que
depende del crecimiento de la funcio´n no lineal f .
Este problema se trabajara´ en el cap´ıtulo 3 del presente documento.
1.1. Preliminares
Se presenta en seguida la terminolog´ıa que se utilizara´ a lo largo del documento. Los
resultados que se presentan aqu´ı sin demostracio´n pueden consultarse con ma´s detalle
en [3], [11], [12] y [14].
Las ecuaciones el´ıpticas aparecen generalmente cuando se estudian procesos auto´nomos,
es decir, que no implican la variable del tiempo, y otros dependen solamente de variables
como el espacio. Un tipo de ecuacio´n que comu´nmente aparece es la ecuacio´n de
Laplace, cuya expresio´n general es:
∆u = 0, (1.1)
donde ∆ representa el operador Laplaciano.
Por ejemplo, si se toma un campo te´rmico estacionario, la ecuacio´n de conduccio´n del
calor
∆u = ut (1.2)
9
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donde la distribucio´n de temperatura no var´ıa con el tiempo, satisface la ecuacio´n de
Laplace.
Otro ejemplo de ecuacio´n el´ıptica se obtiene si se considera la presencia de fuentes de
calor externas, como la ecuacio´n
∆u = A, (1.3)
donde A representa la densidad de las fuentes te´rmicas. Esta ecuacio´n as´ı como cualquier
ecuacio´n no homoge´nea de Laplace se suele llamar ecuacio´n de Poisson.
Problemas en los cuales la ecuacio´n de Laplace juega un papel importante esta´ rela-
cionado con los campos vectoriales que se derivan de un potencial (electro-magne´tico,
gravitatorio, etc.). En tal caso, si en la regio´n donde se quiere obtener el potencial
no hay fuentes de campo, e´ste verifica la ecuacio´n de Laplace. Si por el contrario, ex-
iste una cierta densidad de e´stas, el potencial verifica la correspondiente ecuacio´n de
Poisson. Esto significa, que el tipo de problemas que se considera para la ecuacio´n de
Laplace no va a incluir condiciones iniciales, lo que provocara´ que la estructura de las
soluciones que se encuentran sea distinta a la que presentan otro tipo de ecuaciones
como las ecuaciones de ondas y difusio´n.
Notacio´n 1. Sea Ω⊂ RN abierto, y sea k ≥ 0,
• Se denota por Ck(Ω) el conjunto de funciones continuas ϕ :Ω−→R, que son k-veces
continuamente diferenciables en Ω.
• Se denota por Ck(Ω) el conjunto de funciones continuas ϕ :Ω−→R, que son k-veces
continuamente diferenciables en Ω, y cada una de sus derivadas parciales de orden
≤ k posee una extensio´n continua a la cerradura de Ω.
• C∞(Ω) :=⋂∞k=1Ck(Ω), C∞(Ω) :=⋂∞k=1Ck(Ω),
• Ck0(Ω) := {ϕ ∈Ck(Ω) : sop(ϕ)es compacto} donde sop(ϕ) := {x ∈Ω : ϕ(x) 6= 0} es el
soporte de ϕ, 0≤ k ≤ ∞.
Sea Ω⊂ RN un subconjunto abierto. Se denota por ∂Ω a la frontera de Ω.
Definicio´n 1. Decimos que Ω es de clase Ck si para cada x0 ∈ ∂Ω existen r > 0 y una
funcio´n ϕ ∈Ck(RN−1) tales que, reordenando y reorientando los ejes si es necesario, se
cumple que
Ω∩Br(x0) = {(x1, ...,xN) ∈ Br(x0) : xN < ϕ(x1, ...,xN−1)},
donde Br(x0) := {x ∈ RN : |x− x0| < r}. Se dice que Ω es suave si es de clase Ck para
todo k ∈ N.
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Si se define ϕ˜(x1, ...,xN) := xN − ϕ(x1, ...,xN−1) donde ϕ es como en la definicio´n 1,
entonces ϕ˜ ∈Ck(RN),
Ω∩Br(x0) = {x ∈ Br(x0) : ϕ˜ < 0}, y ∂Ω∩Br(x0) = {x ∈ Br(x0) : ϕ˜ = 0}.
Si k ≥ 1, el vector ∇ϕ˜ = (−∇ϕ,1) es distinto de cero y apunta hacia el exterior de Ω
en cada x ∈ ∂Ω∩Br(x0). Se define entonces la normal unitaria exterior a Ω en el punto
x como
η(x) =
∇ϕ˜
|∇ϕ˜| =
(−∇ϕ,1)
|(−∇ϕ,1)| ,
la cual no depende de la eleccio´n de ϕ . Se denota por η = (η1, ...,ηN) : ∂Ω −→ RN el
correspondiente campo vectorial. Si u ∈Ck(Ω) se define la derivada normal de u en el
punto x ∈ ∂Ω como
∂u
∂η
(x) := ∆u(x) ·η(x).
Se define el operador de Laplace de una funcio´n u(x) = u(x1, ...,xn) de clase C2 en una
regio´n Ω (conjunto abierto y acotado) como
∆=
n
∑
i=1
Di2.
Para u,v ∈C2(Ω) se tienen las identidades de Green:
∫
Ω
v∆udx =−
∫
Ω
∑
i
vxiuxidx+
∫
∂Ω
v · du
dη
dS
∫
Ω
v∆udx =
∫
Ω
u∆vdx+
∫
∂Ω
(v · du
dη
−u · dv
dη
)ds
Si en la primera ecuacio´n v = u y ∆u = 0 en Ω, o dudη = 0 en ∂Ω, se tiene que∫
Ω
∑
i
uxi
2 dx = 0.
Para u ∈C2(Ω) el integrando es no negativo y continuo, y por tanto tiende a anularse.
Luego u = constante en Ω, si Ω es un dominio. Esta observacio´n conduce a teoremas
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de unicidad para dos problemas esta´ndar de la Teor´ıa de Potencial:
Condiciones de Dirichlet: El problema de Dirichlet para la ecuacio´n de Laplace
en un recinto, consiste en encontrar las soluciones que toman un valor prefijado en la
frontera: {
∆u = 0
u|∂Ω = f
(1.4)
Condiciones de Neumann: El problema de Neumann para la ecuacio´n de Laplace
en un recinto, es el de encontrar las soluciones tales que su derivada segu´n la normal
exterior a la frontera toma un valor prefijado:{
∆u = 0
∂u
∂η
∣∣∣
∂Ω
= f
(1.5)
En la discusio´n de la unicidad de problemas lineales, se forma la diferencia de dos
soluciones, la cual es solucio´n de los mismos problemas con dato 0. Se encuentra que
la diferencia es una constante, que en el caso de Dirichlet debe ser 0. As´ı, una solucio´n
u ∈C2(Ω) del problema de Dirichlet es u´nica. Una solucio´n u ∈C2(Ω) del problema de
Neumann es u´nica.
Una de las cara´cter´ısticas ma´s importantes de la ecuacio´n de Laplace es que es
radialmente sime´trica, es decir, se preserva bajo rotaciones sobre un punto ξ ; lo que
hace posible que existan soluciones especiales v(x) de ∆u = 0 que son invariantes bajo
rotaciones sobre ξ (radialmente sime´tricas) y son de la forma
v = ψ(r),
donde
r = |x−ξ |
representa la distancia euclideana entre x y ξ .
1.2. Teorema de Representacio´n de Riez-Fre´chet
Algunos resultados importantes sobre espacios de Hilbert que se requieren se enunciara´n
a continuacio´n.
Definicio´n 2. Un espacio de Hilbert H es un espacio vectorial (sobre R) con un
producto escalar (·, ·) que es completo respecto a la norma dada por la expresio´n
‖u‖=
√
(u,u).
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Un ejemplo importante de espacio de Hilbert es el espacio L2(Ω), donde Ω es un abierto
en RN , con
L2(Ω) :=
{
u : Ω→ R : u es medible y
∫
Ω
|u|2 < ∞
}
.
El producto escalar y la norma correspondiente se definen como
(u,v)L2(Ω) :=
∫
Ω
uv, |u|2 :=
(∫
Ω
|u|2
)1/2
.
El siguiente resultado cla´sico del Ana´lisis Funcional caracteriza las funciones lineales y
continuas ψ : H −→ R.
Teorema 1. (Representacio´n de Riesz-Fre´chet) Si H es un espacio de Hilbert y
L : H −→R (o´ C) es un funcional lineal y continuo, entonces existe un u´nico u ∈H tal
que
(u,h) = Lh,
para todo h ∈ H, donde (u,h) denota el producto interno en H.
Demostracio´n.
La demostracio´n del teorema se muestra en [3], cap´ıtulo 5. 
Se tiene tambie´n el siguiente resultado importante.
Proposicio´n 1. (Principio de Dirichlet) Sea L : H −→ R un funcional lineal y
continuo. Existe u ∈ H tal que
(u,v) = Lv,
para todo v ∈ H, s´ı y so´lo si u es el mı´nimo del funcional J : H −→ R dado por
J(v) :=
1
2
‖v‖2−Lv.
Demostracio´n. Si (u,v) = Lv para todo v ∈ H, entonces
J(v) = J(u+ v−u) = 1
2
‖u+ v−u‖2−L(u+ v−u)
=
1
2
‖u‖2−Lu+(u,v−u)+ 1
2
‖v−u‖2−L(v−u)
= J(u)+L(v−u)+ 1
2
‖v−u‖2−L(v−u)
= J(u)+
1
2
‖v−u‖2.
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Por lo tanto, J(v)− J(u)≥ 0 para todo v ∈ H. Ahora, si u es el mı´nimo de J entonces,
para todo v ∈ H; 0 es un mı´nimo de la funcio´n Jv : R −→ R, Jv(t) = J(u+ tv). Esta
funcio´n es diferenciable en 0 y
J′v(0) = lı´mt−→0
Jv(t)− Jv(0)
t
= lı´m
t−→0
J(u+ tv)− J(u)
t
= lı´m
t−→0
1
t
(
t(u,v)+
t2
2
‖v‖2− tLv
)
= (u,v)−Lv.
En consecuencia, (u,v)−Lv = 0 para todo v ∈ H. 
1.3. Problema de Poisson
Sea {
−∆u+u = f (u) en Ω,
u = 0 en ∂Ω.
(1.6)
el problema de Poisson. Se busca una funcio´n u :Ω−→R que satisfaga (1.6), donde Ω
es un abierto acotado suave y f : Ω−→ R es una funcio´n continua dada. La condicio´n
de frontera u = 0 en ∂Ω se llama la condicio´n de Dirichlet (homoge´nea).
Definicio´n 3. Una funcio´n u ∈C2(Ω) que satisface (1.6), se llama solucio´n cla´sica de
(1.6).
Se observa que, si (1.6) posee una solucio´n cla´sica entonces necesariamente f ∈C0(Ω).
Proposicio´n 2. Si u ∈C2(Ω) es solucio´n cla´sica de (1.6), entonces∫
Ω
∇u ·∇ϕ +
∫
Ω
uϕ =
∫
Ω
fϕ, (1.7)
para toda funcio´n ϕ ∈C∞0 (Ω).
Demostracio´n. Sea ϕ ∈C∞0 (Ω). Al multiplicar ambos lados de la ecuacio´n −∆u+u =
f (u) por ϕ e integrando, se obtiene que u satisface
−
∫
Ω
(∆u)ϕ(x)dx+
∫
Ω
uϕdx =
∫
Ω
fϕdx
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Como ϕ se anula en ∂Ω, la fo´rmula de Green implica que
−
∫
Ω
(∆u)ϕ(x)dx =
∫
Ω
∇u ·∇ϕ.
En consecuencia, u satisface (1.7). 
Se observa que la ecuacio´n (1.7) tiene sentido para funciones u ∈ C1(Ω). Se puede
entonces preguntar si existe u ∈C1(Ω) que satisface (1.7). Se denota el lado izquierdo
de la ecuacio´n (1.7) por
(u,ϕ)1 :=
∫
Ω
∇u ·∇ϕ +
∫
Ω
uϕ,
que expresa el producto interno en C1(Ω).
Se denota por
‖u‖1 =
(∫
Ω
|∇u|2 +
∫
Ω
u2
) 1
2
la norma inducida por el producto escalar (·, ·)1. La funcio´n L f :C1(Ω)−→R dada por
L fϕ :=
∫
Ω
fϕ
es lineal. Ma´s au´n, al usar la desigualdad de Cauchy-Schwarz para el producto escalar
en L2(Ω), se obtiene
|L fϕ|=
∣∣∣∣∫Ω fϕ
∣∣∣∣≤ (∫Ω f 2
) 1
2
(∫
Ω
ϕ2
) 1
2
≤ C‖ϕ‖1, (1.8)
con
C2 =
∫
Ω
f 2.
De esta desigualdad se sigue que la funcio´n L f es continua en C1(Ω) con la norma ‖·‖1.
La ecuacio´n (1.7) se puede escribir ahora como
(u,ϕ)1 = L fϕ, (1.9)
para toda funcio´n ϕ ∈C∞0 (Ω). Si C∞0 (Ω) fuese completo con respecto a la norma ‖ · ‖1,
el Teorema 1 asegurar´ıa la existencia de una funcio´n u ∈C∞0 (Ω) que cumple (1.9). De-
safortunadamente C∞0 (Ω) no es completo con respecto a la norma ‖ · ‖1.
As´ı pues, se debe primero completar al espacio C∞0 (Ω). Un espacio me´trico X˜ es la
completacio´n de un espacio me´trico X si X es un subespacio denso de X˜ . Cualquier
espacio me´trico admite una completacio´n: basta agregarle clases de equivalencia de
sucesiones de Cauchy, del mismo modo que se construye a los reales a partir de los
racionales. La completacio´n es u´nica salvo isometr´ıa.
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Definicio´n 4. El espacio de Sobolev H10 (Ω) es la completacio´n de C
1
0(Ω) con la norma
‖ϕ‖1 =
(∫
Ω
|∇ϕ|2 +
∫
Ω
ϕ2
) 1
2
,
inducida por el producto interno (u,ϕ)1 definido anteriormente. Resulta que H10 (Ω) es
un espacio de Hilbert y C10(Ω) es un subespacio denso de H
1
0 (Ω).
Definicio´n 5. Una funcio´n u ∈ H10 (Ω) que satisface
(u,ϕ)1 = L f (ϕ)
se llama una solucio´n de´bil de (1.6).
Se observa que la desigualdad (1.8) es va´lida para f ∈ L2(Ω). En consecuencia, la
funcio´n L f :C1(Ω)−→ R dada por
L fϕ =
∫
Ω
fϕ
es lineal continua para toda f ∈ L2(Ω). Como C10(Ω) es denso en H10 (Ω), esta funcio´n
posee una u´nica extensio´n a una funcio´n lineal y continua en H10 (Ω), que tambie´n se
denotara´ por L f : H10 (Ω)−→ R.
Una consecuencia inmediata del Teorema de Riez-Fre´chet es la existencia y unicidad
de soluciones de´biles para el problema (1.6).
Teorema 2. Para toda f ∈ L2(Ω) existe una u´nica solucio´n de´bil u0 ∈ H10 (Ω) del
problema (1.6). Ma´s au´n, u0 es un mı´nimo del funcional J : H10 (Ω)−→ R dado por
J(v) =
1
2
‖v‖21−L f v.
Demostracio´n. Por el Teorema de Representacio´n de Riesz-Fre´chet existe un u´nico
u0 ∈ H10 (Ω) tal que
(u0,v)1 = L f v, ∀v ∈ H10 .
Por lo tanto, u0 es una solucio´n de´bil de (1.6). Por la Proposicio´n 1, u0 es un mı´nimo
de J. 
Durante mucho tiempo se aplico´ indiscriminadamente el Principio de Dirichlet a muchos
problemas de la f´ısica matema´tica. A menudo se confund´ıa al modelo con el feno´meno
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f´ısico al que describ´ıa. Por ejemplo, el hecho de que en la naturaleza siempre existe
una distribucio´n de equilibrio para una carga ele´ctrica en una superficie conductora,
se tomaba como evidencia suficiente para la existencia de una solucio´n del problema
matema´tico. Gauss, por ejemplo, afirmaba: En todo caso, la integral sera´ no negativa
y por tanto debe existir una distribucio´n (de carga) para la cual dicha integral alcanza
su valor mı´nimo. Sin embargo, hacia finales del siglo XIX, Weierstrass encontro´ un
ejemplo de un problema variacional que no admite una solucio´n mı´nima.
La cr´ıtica de Weierstrass al Principio de Dirichlet precipito´ al ca´lculo de variaciones
en una crisis de fundamentos. El esfuerzo de matema´ticos notables, como Weierstrass
mismo, Arzela`, Fre´chet, Hilbert y Lebesgue, que no estaban dispuestos a prescindir de
la maravillosa herramienta que era el Principio de Dirichlet, dio´ lugar en pocas de´cadas
a un formidable desarrollo de las matema´ticas.
Se enuncian a continuacio´n algunos resultados fundamentales de los espacios fun-
cionales:
Notacio´n 2. Sea p ∈ [1,∞). Se denota por Lp(Ω) al espacio Banach
Lp(Ω) :=
{
u : Ω→ R : ues medible y
∫
Ω
|u|p < ∞
}
.
con la norma
|u|p :=
(∫
Ω
|u|p
)1/p
.
.
Proposicio´n 3. (Desigualdad de Ho¨lder). Sean p,q∈ (1,∞), 1p + 1q = 1. Si u∈ Lp(Ω)
y v ∈ Lq(Ω) entonces uv ∈ L1(Ω) y se cumple que∫
Ω
|uv| ≤
(∫
Ω
|u|p
)1/p(∫
Ω
|v|q
)1/q
.
Demostracio´n. Se muestra en [3], cap´ıtulo 3. 
Teorema 3. (Desigualdad de Sobolev). Sea N ≥ 3. Entonces existe una constante
C > 0, que depende so´lo de N, tal que
|u|2∗ ≤C
(∫
Ω
|∇u|2
)1/2
, ∀u ∈ H1(RN),
donde 2∗ := 2NN−2 .
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Demostracio´n. Se muestra en [3], cap´ıtulo 8. 
Corolario 1. (Desigualdad de Poincare´). Sea Ω⊂RN abierto y acotado. Entonces
existe una constante C que depende de Ω tal que
|u|2 ≤C
(∫
Ω
|∇u|2
)1/2
∀u ∈ H10 (Ω).
Demostracio´n. Se muestra en [3], cap´ıtulo 8. 
1.4. Soluciones cla´sicas y soluciones de´biles
Proposicio´n 4. Si Ω es de clase C1 y u ∈ C2(Ω) es una solucio´n cla´sica de (1.6)
entonces u ∈ H10 (Ω) y u es solucio´n de´bil de (1.6).
Demostracio´n. La demostracio´n de esta proposicio´n se esboza en Evans [12]. 
Ahora bien, ¿co´mo saber si una solucio´n de´bil es una solucio´n cla´sica? Se observa lo
siguiente:
Proposicio´n 5. Si Ω es abierto en RN, f ∈C0(Ω) y u ∈C2(Ω) satisface∫
Ω
∇u ·∇ϕ +
∫
Ω
uϕ =
∫
Ω
fϕ, ∀ϕ ∈C∞0 (Ω),
entonces u satisface
−∆u+u = f en Ω.
Demostracio´n. Sea ϕ ∈C∞0 (Ω). Se escoge un abierto acotado Ω0 de clase C1 tal que
sop(ϕ)⊂Ω0 ⊂Ω. Aplicando la fo´rmula de Green, se obtiene∫
Ω
(−∆u)ϕ =
∫
Ω0
(−∆u)ϕ =
∫
Ω0
∇u ·∇ϕ =
∫
Ω
∇u ·∇ϕ.
Luego, ∫
Ω
(−∆u+u− f )ϕ =
∫
Ω
∇u ·∇ϕ +
∫
Ω
uϕ−
∫
Ω
fϕ = 0,
para todo ϕ ∈ C∞0 (Ω). Como C∞0 (Ω) es denso en L2(Ω), se cumple que −∆u+ u = f
c.t.p. en Ω; pero tanto −∆u+u como f son continuas en Ω, por tanto
−∆u+u = f en Ω,
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como se afirma en el enunciado de la proposicio´n. 
No es cierto en general que la solucio´n de´bil de (1.6) es de clase C2 en Ω. Se tiene, sin
embargo, el siguiente resultado de regularidad.
Definicio´n 6. Sea Ω ⊂ RN un abierto acotado y f ∈ L2(Ω). Una solucio´n de´bil del
problema {
−∆u+λu = f
u ∈ H10 (Ω)
(1.10)
es una funcio´n u ∈ H10 tal que∫
Ω
∇u ·∇ϕ +λ
∫
Ω
uϕ =
∫
Ω
fϕ
para todo ϕ ∈C∞0 (Ω).
Teorema 4. (De regularidad C∞) Sea Ω abierto y acotado, λ ∈ R y f ∈ C∞(R). Si
u ∈ H10 (Ω) es una solucio´n de´bil al problema (1.10). Es decir, si∫
Ω
∇u ·∇ϕ +λ
∫
Ω
uϕ =
∫
Ω
fϕ
para todo ϕ ∈C∞0 (Ω), entonces u∈C∞(Ω). Si adema´s Ω es suave, y f ∈C∞(Ω), entonces
u ∈C∞(Ω).
Demostracio´n. Ver Evans [12]. 
Corolario 2. Si Ω es abierto, acotado y suave, y f ∈ C∞(Ω), entonces el problema
(1.6) posee una u´nica solucio´n cla´sica u ∈C∞(Ω).
Demostracio´n. El Teorema 2 asegura que existe una u´nica solucio´n de´bil u ∈ H10 (Ω)
del problema (1.6). El Teorema 4 asegura que u ∈ C∞(Ω). En consecuencia, u = 0 en
∂Ω. La Proposicio´n 5 asegura adema´s que
−∆u+u = f en Ω.
es decir, u es una solucio´n cla´sica de (1.6). 
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1.5. Principio del Ma´ximo
Se vera´ a continuacio´n que´ resultados de este tipo son va´lidos en dimensio´n N ≥ 1.
Teorema 5. Sea u ∈H10 (Ω) una solucio´n de´bil del problema (1.6). Si f ≤ 0 c.t.p en Ω
entonces u≤ 0 c.t.p en Ω.
Demostracio´n. Se muestra en [12]. 
Si u ∈ C2(Ω) se tiene un resultado ma´s fuerte, el cual es consecuencia del siguiente
teorema.
Teorema 6. (Desigualdad de Valor Medio) Si u ∈C2(Ω) y ∆u≥ 0, entonces
u(y)≤ 1
nrN−1ωN
∫
∂Br(y)
uds y u(y)≤ 1
rNωN
∫
Br(y)
udx
para toda bola Br(y) := {x ∈ RN : |x− y| ≤ r} ⊂ Ω, donde ωN es el volumen de la bola
unitaria en RN.
Demostracio´n. Se muestra en Evans [12]. 
Teorema 7. (Principio fuerte del Ma´ximo de Hopf) Sea Ω abierto y conexo en RN, y
sea u ∈C2(Ω). Si ∆u≥ 0 en Ω y si u alcanza su ma´ximo en Ω entonces u es constante.
Demostracio´n. Supongamos que existe y ∈ Ω tal que u(y) = M := supu. Sea 0 < r <
dist(y,∂Ω). Por el Teorema 6 se tiene que
0 = M−u(y)≥M− 1
rNωN
∫
Br(y)
udx =
1
rNωN
∫
Br(y)
(M−u)dx≥ 0
Como M−u(x)≥ 0, se concluye que u(x) = M para todo x ∈ Br(y). Esto prueba que el
conjunto u−1(M) := {y∈Ω : u(y) =M} es abierto. Como u es continua en Ω este conjun-
to es relativamente cerrado en Ω. Dado que Ω es conexo, se concluye que u−1(M) =Ω,
es decir, u es constante en Ω. 
Corolario 3. Sea Ω⊂RN abierto, acotado y conexo, y sea f ∈C0(Ω). Si u ∈C2(Ω) es
una u´nica solucio´n cla´sica del problema{
−∆u = f en Ω
u = 0 en ∂Ω
y f ≤ 0 en Ω, entonces, o bien u = 0 o bien u< 0 en Ω.
Demostracio´n. Por el Teorema 5, u≤ 0 en Ω. Si u(x0) = 0 para algu´n x0 ∈Ω, el Prin-
cipio Fuerte del Ma´ximo asegura que u = 0 en Ω. Esto demuestra el corolario. 
CAPI´TULO 1. ECUACIONES ELI´PTICAS CON VALORES EN LA FRONTERA 21
1.6. Ca´lculo de Variaciones
Sea
A[u] = 0 (1.11)
una ecuacio´n diferencial parcial, posiblemente no lineal. El ca´lculo de variaciones
identifica una clase importante de tales problemas no lineales que se pueden solucionar
usando te´cnicas relativamente simples de ana´lisis funcional no lineal, en especial el
problema (1.11), donde el operador no lineal A[·] es la derivada de un funcional de
energ´ıa apropiado J[·], es decir:
A[·] = J′[·], (1.12)
J : H→ R es una funcio´n de clase C1.
As´ı, el problema (1.11) equivale a
J′[u] = 0 (1.13)
Si el funcional J[·] posee un valor mı´nimo en u, entonces u es solucio´n a (1.11).
El asunto que concierne aqu´ı es que, en algunos casos no es tan fa´cil resolver
directamente el problema (1.11) y por tanto se recurre a encontrar los puntos mı´nimos
(o ma´ximos) u otros puntos cr´ıticos del funcional J[·], para ello se usa como herramienta
la ecuacio´n de Euler-Lagrange que se describe a continuacio´n.
1.7. Ecuacio´n de Euler-Lagrange
Sea Ω ⊂ Rn un conjunto abierto y acotado con frontera ∂Ω suave, y sea la funcio´n
suave
L : Rn×R×Ω−→ R, (1.14)
el operador Lagrangiano.
Notacio´n 3.
L(p,z,x) = L(p1, . . . , pn,z,x1, . . . ,xn) (1.15)
para p ∈ Rn, z ∈ R y x ∈Ω.
Se asume entonces que el funcional J[·] tiene la forma expl´ıcita
J[ω] =
∫
Ω
L(Dω(x),ω(x),x)dx (1.16)
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para funciones suaves ω : Ω 7−→ R, que satisface la condicio´n de frontera
u = g en ∂Ω, (1.17)
para algunas funciones suaves particulares u que satisfacen la condicio´n de frontera
u = g en ∂Ω, y que son minimizadores del operador J[·] que esta´ dentro de todas las
funciones u que satisfacen (1.17). As´ı u es automa´ticamente una solucio´n de una cierta
ecuacio´n diferencial parcial no lineal.
En efecto, se toma cualquier funcio´n suave v ∈C∞0 (Ω) y sea la funcio´n a valor real
i(t) := J[u+ tv] (t ∈ R) (1.18)
Como u es un minimizador de J[·] y u+ tv = u = g en ∂Ω, se observa que i(·) tiene un
minimizador en t = 0, es decir,
i′(0) = 0. (1.19)
Calculando expl´ıcitamente la derivada y evaluando en t = 0, se llega a la ecuacio´n
diferencial parcial no lineal
−
n
∑
i=1
(Lpi(Du,u,x))xi +Lz(Du,u,x) = 0 (1.20)
en Ω, llamada comu´nmente Ecuacio´n de Euler-Lagrange asociada al funcional de ener-
g´ıa J[·] definido en (1.16).
De esta manera, cualquier minimizador suave de J[·] es una solucio´n de la ecuacio´n de
Euler-Lagrange (1.20), y as´ı para encontrar una solucio´n a (1.20) basta con determinar
los minimizadores de (1.16).
1.8. Teorema del Paso de la Montan˜a
Se describen ahora soluciones adicionales de la ecuacio´n de Euler-Lagrange (1.20), que
no son puntos minimizadores sino puntos “silla” del operador J[·].
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1.8.1. Puntos Cr´ıticos, deformaciones
Sea H un espacio de Hilbert con norma ‖ · ‖ y producto interior (,), y sea J : H −→ R
un funcional no lineal sobre H.
Definicio´n 7. Se dice que el funcional J es diferenciable en u ∈ H si existe un u´nico
vector v ∈ H tales que
J[ω] = J[u]+ (v,ω−u)+o(‖ω−u‖), (1.21)
con ω ∈ H. Si v existe, es u´nico, y J′[u] = v.
Definicio´n 8. Se dice que J esta´ en C1(H) si J′[u] existe para cada u∈H, y la aplicacio´n
J′ : H −→ H es continua.
Adema´s, se supone que
J′ : H −→ H
es Lipschitz continua sobre subconjuntos acotados de H.
Notacio´n 4. Se define C = {J ∈ C1(H) : J satisface las condiciones de la definicio´n
8}. Dado c ∈R, se definen los conjuntos Ac := {u ∈H : J[u]≤ c} y Kc := {u ∈H : J[u] =
c, J′[u] = 0}.
Definicio´n 9. Se dice que u ∈ H es un punto cr´ıtico si J′[u] = 0. El nu´mero c ∈ R es
un valor cr´ıtico de J si Kc 6= /0.
Definicio´n 10. Un funcional J ∈C1(H) satisface la condicio´n de compacidad de Palais-
Smale si cada sucesio´n {uk}∞k=1 ⊂ H satisface
a. {J[uk]∞k=1} es acotado, y
b. J′[uk]−→ 0 en H, entonces {uk}∞k=1es precompacta en H.
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Teorema 8. (Teorema de deformacio´n) Supongamos que J ∈ C satisface la condicio´n
de Palais-Smale. Adicionalmente supongamos que Kc = /0, entonces para cada ε > 0
suficientemente pequen˜o, existe una constante 0 < δ < ε y una funcio´n
η ∈C([0,1]×H;H) (1.22)
tal que las aplicaciones
ηt(u) = η(u, t) (1.23)
con 0≤ t ≤ 1 y u ∈ H; satisfacen las condiciones
a. η0(u) = u, si (u ∈ H),
b. η1(u) = u, si (u /∈ J−1[c− ε,c+ ε]),
c. J[ηt(u)]≤ J[u], si (u ∈ H,0≤ t ≤ 1),
d. η1(Ac+δ )⊂ Ac−δ
Demostracio´n.
Ver Evans [12], cap´ıtulo 8. 
Una versio´n ma´s general del Lema de deformacio´n se encuentra en [7].
Teorema 9. (Teorema del Paso de la Montan˜a) Supongamos que J ∈ C satisface la
condicio´n de Palais-Smale. Supongamos tambie´n que
a. J[0] = 0,
b. Existen constantes r y a positivas tales que
J[u]≥ a, si ‖ u ‖= r, (1.24)
y
c. Existe un v ∈ H donde
‖ v ‖> r, J[v]≤ 0; (1.25)
y se define el conjunto
Γ := {g ∈C([0,1],H) : g(0) = 0,g(1) = v}, (1.26)
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entonces
c = ı´nf
g∈Γ
ma´x
0≤t≤1
J[g(t)]. (1.27)
es un punto cr´ıtico de J.
Demostracio´n.
Se muestra en Evans [12], cap´ıtulo 8. 
1.9. Valores Propios del Laplaciano
Se considera el problema {
−∆u = λu
u ∈ H10 (Ω)
(1.28)
donde Ω⊂ RN es abierto y acotado.
En el art´ıculo [18] Pohozaev describe la clase de funciones propias del problemas de
tipo de la ecuacio´n 1.28, en particular menciona que, para N = 2, existen funciones
propias al problema dado bajo ciertas condiciones para f (u) = u y en el caso N ≥ 2
existen funciones propias del problema dado para funciones mono´tonas y co´ncava´s.
Definicio´n 11. Una solucio´n de 1.28 es una pareja (λ ,u) con λ ∈ R y u ∈ H10 que
satisface ∫
Ω
∇u · v = λ
∫
Ω
uv ∀v ∈ H10 (Ω). (1.29)
Se dice que λ ∈ R es un valor propio de −∆ en H10 si existe e ∈ H10 , e 6= 0, tal que
(λ ,e) es solucio´n de 1.28. En tal caso se dice que e es una funcio´n propia de −∆ en
H10 asociada a λ .
Se considera en H10 el producto escalar
(u,v) :=
∫
Ω
∇u ·∇v,
y se denota a su norma asociada por
‖u‖ :=
(∫
Ω
|∇u|2
)1/2
.
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La ecuacio´n 1.29 se puede escribir como
(e,v) = λ (e,v)L2(Ω) ∀v ∈ H10 .
Si |e|2 = 1, entonces ‖e‖2 = λ .
Se exponen ahora teoremas importantes en los espacios de Sobolev:
1.10. Teoremas de Inyeccio´n continua y compacta en los
Espacios de Sobolev
En todo el tema, Ω denotara´ un abierto no vac´ıo de RN , con N ≥ 2 entero, y por
definicio´n, para cada 1 < p< ∞,
‖∇u‖Lp(Ω)N =
N
∑
i=1
‖∂iu‖Lp(Ω).
Las demostraciones de los teoremas que siguen se pueden ver en [3], cap´ıtulo 9.
1.10.1. Teoremas de Inyeccio´n continua
Teorema 10. (Sobolev-Gagliardo-Nirenberg) Sea 1≤ p<N y denotemos p∗ al nu´mero
definido por
1
p∗
=
1
p
− 1
N
(
p∗ =
Np
N− p
)
.
Se satisface
W 1,p(RN) ↪→ Lp∗(RN),
con inyeccio´n continua. Adema´s, existe una constante positiva C =C(p,N) tal que
‖u‖Lp∗(RN) ≤C‖∇u‖Lp(RN)N , para toda u ∈W 1,p(RN). (1.30)
para toda u ∈W 1,p(RN).
Como consecuencia del teorema anterior, se obtiene el resultado siguiente:
Corolario 4. Sea 1 < p < N y denotemos p∗ al nu´mero definido por 1p∗ =
1
p − 1N . Se
satisface que
W 1,p(RN) ↪→ Lq(RN)
para toda q ∈ [p, p∗], con inyeccio´n continua.
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En el caso p = N se tiene el resultado siguiente:
Corolario 5. (Caso l´ımite p = N) Se satisface
W 1,N(RN) ↪→ Lq(RN),
para toda q ∈ [N,+∞), con inyeccio´n continua.
Teorema 11. (Morrey) Si p> N, entonces
W 1,p(RN) ↪→ L∞(RN),
con inyeccio´n continua. Adema´s existe una constante positiva C =C(p,N) tal que
|u(x)−u(y)|<C‖∇u‖Lp(RN)N |x−y|1−N/p, con x,y∈RN, para toda u∈W 1,p(RN).
(1.31)
De la desigualdad 1.31 es sencillo comprobar que si p > N, entonces toda funcio´n de
W 1,p(RN) posee un (y so´lo un) representante continuo, de hecho α-ho¨lderiano, en todo
RN , con α = 1−N/p.
Como consecuencia inmediata de los teoremas precedentes, se tienen los teoremas
siguientes:
Teorema 12. Sea Ω⊂ RN un abierto cualquiera no vac´ıo. Se satisfacen:
a) Si 1≤ p< N,entonces
W 1,p0 (Ω) ↪→ Lp
∗
(Ω),
con inyeccio´n continua, siendo 1p∗ =
1
p − 1N y de hecho existe una constante C =
C(p,N) > 0 tal que para toda u ∈W 1,p0 (Ω) se tiene
‖u‖Lp∗(Ω) ≤C‖∇u‖Lp∗(Ω),
b) si p = N, entonces
W 1,p0 (Ω) ↪→ Lq(Ω)
con inyeccio´n continua para toda q ∈ [p,+∞) y
c) si p> N, entonces
W 1,p0 (Ω) ↪→ Lq(Ω)
con inyeccio´n continua para toda q ∈ [p,∞] y adema´s existe una constante C =
C(p,N) > 0 tal que para toda u ∈W 1,p0 (Ω) se tiene que
|u(x)−u(y)|<C‖∇u‖Lp(Ω)|x− y|1−N/p,
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con x,y ∈Ω, donde, en particular en este caso,
W 1,p0 (Ω) ↪→C0(Ω)
Teorema 13. Sea Ω⊂RN un abierto de clase C1 con frontera acotada, o sea Ω=RN.
Se satisfacen:
a) Si 1≤ p< N,entonces
W 1,p(Ω) ↪→ Lp∗(Ω),
con inyeccio´n continua, siendo 1p∗ =
1
p − 1N ,
b) si p = N, entonces
W 1,p(Ω) ↪→ Lq(Ω)
con inyeccio´n continua para toda q ∈ [p,+∞) y
c) si p> N, entonces
W 1,p(Ω) ↪→ Lq(Ω)
con inyeccio´n continua para toda q ∈ [p,∞] y adema´s existe una constante C =
C(p,N) > 0 tal que para toda u ∈W 1,p(Ω) se tiene que
|u(x)−u(y)|<C‖u‖W 1,p(Ω)|x− y|1−N/p,
con x,y ∈ (Ω),donde, en particular en este caso,
W 1,p(Ω) ↪→C0(Ω)
Supo´ngase ahora que 1 < p<N/2 y que u∈W 2,p(Ω). Entonces u,∂iu∈W 2,p(Ω) y como
p< N/2 < N se tiene que u,∂iu ∈ Lp∗(Ω), esto es u ∈W 1,p∗(Ω). Gracias a la condicio´n
p< N/2 sigue que p∗ < N y por tanto por el Teorema 13 se tiene que
u ∈ L(p∗)∗(Ω),
con
1
(p∗)∗
=
1
p∗
− 1
N
=
1
p
− 2
N
,
Por aplicacio´n reiterada del Teorema 13 y de los resultados anteriores para el caso de
RN , se obtiene el siguiente:
Teorema 14. Sea k ≥ 1 un entero y sea Ω ⊂ RN un abierto de clase C1 con frontera
acotada, o sea Ω= RN. Se satisfacen:
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a) Si 1p− kN > 0, entonces W k,p(Ω) ↪→ Lq(Ω) con inyeccio´n continua, siendo 1q = 1p− kN .
b) Si 1p − kN = 0, entonces W k,p(Ω) ↪→ Lq(Ω) con inyeccio´n continua para todo q ∈
[p,+∞).
c) Si 1p − kN < 0, entonces W k,p(Ω) ↪→ L∞(Ω) con inyeccio´n continua, y adema´s si
k− Np > 0 no es un entero, y se denota
m = k− N
p
, θ = k− N
p
−m,
existe una constante C =C(k,N, p) > 0 tal que para toda u ∈W k,p(Ω) se tienen
‖∂αu‖L∞(Ω) ≤C‖u‖W k,p(Ω),
para todo |α| ≤ m, donde, en particular en este caso W k,p(Ω) ↪→Cm(Ω).
1.10.2. Teoremas de Inyeccio´n compacta
Se comienza con una caracterizacio´n de los espacios W 1,p en el caso p> 1.
Proposicio´n 6. Sean Ω un abierto no vac´ıo de RN y u ∈ Lp(Ω) con p > 1. Las tres
propiedades siguientes son equivalentes:
a) u ∈W 1,p(Ω)
b) Existe una constante C > 0 tal que∣∣∣∣∫Ω u∂iϕdx
∣∣∣∣≤C‖ϕ‖Lp′(Ω),
para toda ϕ ∈D(Ω) y todo i = 1,2, ...,N
c) Existe una constante C> 0 tal que para todo abierto Ω′ ⊂⊂Ω y todo h ∈RN tal que
|h|< dist(Ω′,RN \Ω), se satisface
‖τhu−u‖Lp(Ω′) ≤C|h|,
donde τhu(x) = u(x+h), y en tal caso se puede tomar C = ‖∇u‖Lp(Ω) en b) y c).
A continuacio´n se enunciara´ el teorema de Rellich-Kondrachov que establece que,
dado un dominio acotado Ω ⊂ RN con frontera suave, el espacio de Sobolev W 1,p(Ω),
1 < p< ∞ esta´ completamente inclu´ıdo en Lq(Ω) de manera compacta, donde q≥ 1 es
cualquier exponente finito cuando p > N y cualquier exponente estrictamente menor
que Np(N−p) cuando p< N.
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Teorema 15. (Rellich- Kondrachov) Sea Ω ⊂ RN un abierto acotado de clase C1. Se
satisfacen:
a) Si 1≤ p< N,entonces
W 1,p(Ω) ↪→ Lq(Ω),
con inyeccio´n compacta, para todo q ∈ [1, p∗), siendo 1p∗ = 1p − 1N ,
b) si p = N,entonces
W 1,p(Ω) ↪→ Lq(Ω),
con inyeccio´n compacta, para todo q ∈ [1,+∞), y
c) si p> N,entonces
W 1,p(Ω) ↪→C0(Ω),
con inyeccio´n compacta.
Como consecuencia del Teorema de Rellich-Kondrachov, si Ω⊂ RN es un abierto aco-
tado de clase C1, en particular W 1,p(Ω) ↪→ Lp(Ω) con inyeccio´n compacta, para todo
p ∈ [1,∞].
A la vez, las conclusiones del teorema de Rellich-Kondrachov son tambie´n va´lidas
sustituyendo W 1,p(Ω) por W 1,p0 (Ω), y en este caso para todo abierto acotado Ω⊂ RN .
Cap´ıtulo 2
Aplicaciones a Problemas el´ıpticos
semilineales
Consideremos el problema homoge´neo{
−∆u = f (u), en Ω
u = 0, en ∂Ω.
(2.1)
Supongamos que f es una funcio´n suave y para algu´n
1 < p<
n+ 2
n−2 . (2.2)
se tiene que
| f (z)| ≤C(1 + |z|p) y | f ′(z)| ≤C(1 + |z|p−1), (2.3)
donde z ∈ R y C es constante. Se supone a la vez que,
0≤ F(z)≤ γ f (z)z, (2.4)
para alguna constante γ < 12 , donde F(z) :=
∫ z
0 f (s)ds y z ∈ R. Se supone que para
constantes 0 < a≤ A se tiene que
a|z|p+1 ≤ |F(z)| ≤ A|z|p+1, (2.5)
con z ∈ R. La expresio´n (2.5) implica que f (0) = 0, de ah´ı que u ≡ 0 es una solucio´n
trivial a (2.1) En particular, la ecuacio´n
−∆u = |u|p−1u (2.6)
cumple las hipo´tesis dadas anteriormente.
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Teorema 16. (Existencia) El problema con valores en la frontera (2.1) posee al menos
una solucio´n de´bil u 6≡ 0.
Demostracio´n.
Se muestra en [12], cap´ıtulo 9. 
2.1. Identidad de Derrick-Pohozaev
Se describe a continuacio´n una ecuacio´n diferencial parcial el´ıptica no lineal en la cual
se aplican me´todos de desigualdades diferenciales como el problema no lineal del valor
l´ımite {
−∆u = |u|p−1u en Ω,
u = 0 en ∂Ω.
(2.7)
A partir de la teor´ıa expuesta en la parte inicial de este cap´ıtulo aplicada a (2.7), y
tomando
1 < p<
n+ 2
n−2 , (2.8)
se observa que (2.7)posee una solucio´n u 6≡ 0.
Ahora se supondra´ que
n+ 2
n−2 < p< ∞. (2.9)
El propo´sito es probar que, bajo ciertas condiciones geome´tricas en Ω, (2.9) implica
que u ≡ 0 es la u´nica solucio´n suave de (2.7). Adema´s se observara´ que la restriccio´n
a la condicio´n (2.8) dada en §2.2 se da de manera natural, y por tanto se puede decir
que p = n+2n−2 es un exponente cr´ıtico.
Definicio´n 12. Un conjunto abierto Ω se dice de forma de estrella con respecto a 0 si
para cada x ∈Ω, el segmento {λx : 0≤ λ ≤ 1} esta´ en Ω.
De manera general, si un conjunto Ω es convexo, es tambie´n en forma de estrella; pero
si Ω tiene forma de estrella no necesariamente es convexo.
Lema 1. (Vectores normales a una regio´n estrellada) Supongamos que ∂Ω ∈ C 1 y Ω
es estrellado con respecto a 0. Entonces
x ·ν(x)≥ 0, (2.10)
para todo x ∈ ∂Ω, donde ν es el vector unitario normal.
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Demostracio´n.
Se muestra en [12], cap´ıtulo 9. 
Teorema 17. (No existencia de soluciones no triviales) Supongamos que u ∈ C2(Ω)
es una solucio´n al problema (2.7), y el exponente p satisface la desigualdad (2.9).
supo´ngase adema´s que Ω es estrellado con respecto a 0 y que ∂Ω ∈ C 1, entonces u≡ 0
en Ω.
Demostracio´n Se multiplica la ecuacio´n (2.7)por x ·Du y al integrar sobre Ω se obtiene:∫
Ω
(−∆u)(x ·Du)dx =
∫
Ω
(|u|p−1u)(x ·Du)dx. (2.11)
Esta expresio´n se puede escribir como
I = II.
Ahora, de I, se tiene:
I : =−
n
∑
i, j=1
∫
Ω
uxixix jux jdx (2.12)
=
n
∑
i, j=1
∫
Ω
uxi(x jux j)xidx−
n
∑
i, j=1
∫
∂Ω
uxiν
ix jux jdS (2.13)
=: I1 + I2, (2.14)
donde
I1 =
n
∑
i, j=1
∫
Ω
(uxiδi jux j +uxix juxix j)dx (2.15)
=
∫
Ω
|Du|2 +
n
∑
j=1
( |Du|2
2
)
x j
dx (2.16)
=
(
1− n
2
)∫
Ω
|Du|2dx+
∫
∂Ω
|Du|2
2
(ν · x)dS. (2.17)
De otro lado, como u = 0 en ∂Ω, el vector Du(x) es paralelo al vector normal ν(x) en
cada punto de ∂Ω. As´ı, Du(x) =±|Du(x)|ν(x). A partir de esta desigualdad, se calcula
I2:
I2 =−
n
∑
i, j=1
∫
∂Ω
uxiν
ix jux jdS (2.18)
=−
∫
∂Ω
|Du(x)|2(ν · x)dS. (2.19)
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Luego I1 + I2 esta´ dado por:
I1 + I2 = I =
(
1− n
2
)∫
Ω
|Du|2dx− 1
2
∫
∂Ω
|Du(x)|2(ν · x)dS.
Ahora,
II : =
∫
Ω
(|u|p−1u)(x ·Du)dx (2.20)
=
n
∑
j=1
∫
Ω
|u|p−1ux jux j (2.21)
=
n
∑
j=1
∫
Ω
( |u|p+1
p+ 1
)
x j
x jdx (2.22)
=− n
p+ 1
∫
Ω
|u|p+1dx. (2.23)
As´ı, la expresio´n inicial I = II, queda(
1− n
2
)∫
Ω
|Du|2dx− 1
2
∫
∂Ω
|Du(x)|2(ν · x)dS =− n
p+ 1
∫
Ω
|u|p+1dx (2.24)(
n−2
2
)∫
Ω
|Du|2dx+ 1
2
∫
∂Ω
|Du(x)|2(ν · x)dS = n
p+ 1
∫
Ω
|u|p+1dx. (2.25)
Por el Lema 1, se obtiene la desigualdad
n−2
2
∫
Ω
|Du|2dx≤ n
p+ 1
∫
Ω
|u|p+1dx. (2.26)
Una vez que se multiplica la ecuacio´n −∆u = |u|p−1u por u, se tiene:
(−∆u)u = |u|p−1u2,
e integrando por partes, se tiene:∫
Ω
|Du|2dx =
∫
Ω
|u|p+1dx.
Reemplazando esto u´ltimo en (2.26), se tiene:(
n−2
2
− n
p+ 1
)∫
Ω
|u|p+1dx≤ 0.
As´ı, si u 6≡ 0, se sigue que n−22 − np+1 ≤ 0, esto es, p≤ n+2n−2 . 
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La igualdad (2.25)es llamada Identidad de Derrick-Pohozaev, que en particular implica
que, si Ω es convexo, entonces (2.7) no puede tener soluciones no nulas si p ≥ n+2n−2 .
Si p < n+2n−2 , entonces (2.7) posee infinitas soluciones. Versiones generalizadas de la
identidad (2.25) pueden encontrarse en trabajos de Pucci-Serr´ın,[20] y en Al´ı-Castro
[1].
A continuacio´n se presentan propiedades geome´tricas de soluciones de varias ecuaciones
diferenciales parciales. Se menciona el significado de solucio´n radialmente sime´trica,
donde se presenta una extensio´n del Principio del Ma´ximo para ecuaciones el´ıpticas de
segundo orden y los planos que se mueven.
2.2. Simetr´ıa Radial
Sea Ω= B0(0,1) la bola unitaria en R y sea el problema de Poisson:{
−∆u = f (u) en Ω,
u = 0 en ∂Ω.
(2.27)
Se revisara´n las soluciones positivas
u> 0 en Ω (2.28)
y se supondra´ que f :R−→R es Lipschitz continua, arbitraria. Veamos que u es nece-
sariamente radial, es decir, u(x) depende so´lo del radio r = |x|. Esta es una conclusio´n
muy fuerte dado que no se esta´ tomando en cuenta la no linealidad del problema.
Algunos problemas relacionados con soluciones radialmente sime´tricas se pueden ver
en [14].
2.2.1. Principio del Ma´ximo
Las pruebas de los lemas que se mencionan a continuacio´n dependera´n de una extensio´n
del Principio Ma´ximo para ecuaciones diferenciales parciales el´ıpticas de segundo orden,
como se puede ver en [14].
Lema 2. (Un refinamiento del Lema de Hopf) Supongamos que V ⊂ Rn es abierto,
v ∈C2(V ), y c ∈ L∞(V ). Supongamos que{
−∆v+ cv≥ 0 en V
f (u) v≥ 0 en ∂V (2.29)
Supo´ngase tambie´n que v 6≡ 0.
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a. Si x0 ∈ ∂V , v(x0) = 0, y V cumple la condicio´n del interior de la bola en x0, entonces
∂v
∂ν (x0) < 0.
b. Adema´s, v> 0 en V .
Obse´rvese aqu´ı que no se esta´ haciendo ninguna hipo´tesis referente al signo del coefi-
ciente de orden cero c.
Demostracio´n. Ver [12], cap´ıtulo 9. 
Lema 3. (Estimadores de Frontera) Sea u ∈ C2(Ω) que satisface (2.29) y (2.28),
entonces para dada punto x0 ∈ ∂Ω∩{xn > 0}, se tiene una de las siguientes alternativas
uxn(x0) < 0 (2.30)
o´
uxn(x0) = 0, uxnxn(x0) > 0 (2.31)
En otro caso, u es estrictamente decreciente como una funcio´n de xn alrededor de x0.
Demostracio´n. Ver [12], cap´ıtulo 9. 
Se menciona a continuacio´n un teorema relacionado con Simetr´ıa Radial:
Teorema 18. (Simetr´ıa Radial) Sea u ∈C2(Ω) que satisface (2.29) y (2.28), entonces
u es radial, esto es,
u(x) = v(r), (2.32)
con r = |x| para alguna funcio´n v : [0,1]−→ [0,∞) estrictamente decreciente.
Demostracio´n. Ver [14], cap´ıtulo 4. 
Cap´ıtulo 3
Soluciones Positivas para un
problema el´ıptico con exponente
cr´ıtico
La solubilidad de los problemas con valores en la frotera como el que inicialmente se
presento´ en el cap´ıtulo 1, {
∆u+ f (u) = g(x) en Ω,
u(x) = 0 en ∂Ω,
(3.1)
donde Ω es una regio´n suave y acotada en RN , N ≥ 3; depende del crecimiento de la
funcio´n no lineal f .
Este cap´ıtulo hace referencia al estudio de problemas de tipo 3.1 a partir del art´ıculo
de Al´ı-Castro [1].
Definicio´n 13. Una funcio´n f crece subcr´ıticamente si existe q ∈ (1, N+2N−2) tal que
lı´msup|u|−→∞
| f (u)|
|u|q < ∞. Una funcio´n f crece cr´ıticamente si lı´msup|u|−→∞
| f (u)|
|u|N+2N−2
∈ R.
Se considera ahora el problema (3.1) donde Ω es la bola unitaria en RN , f (u) = u|u|p
con p = 4N−2 el exponente cr´ıtico y g(x) =−λ , λ ∈ R, luego se tiene el problema{
∆u+u|u|p =−λ en Ω,
u(x) = 0 en ∂Ω.
(3.2)
El trabajo cla´sico de Gidas-Ni-Niremberg [13] dice que soluciones positivas al proble-
ma (3.2) en Ω son radialmente sime´tricas. A su vez, Benguria-Dolbeault-Esteban [2]
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describe el conjunto de soluciones radialmente sime´tricas que tienen problemas como
en (3.2) cuando el exponente p es cr´ıtico, subcr´ıtico o supercr´ıtico, siendo λ = 0. All´ı
se menciona que estas pueden ser acotadas con un nu´mero finito de ceros en el inter-
valo (0,1), singulares en el origen, au´n con un nu´mero finito de ceros y singulares con
cambio de signo oscilante en el origen. Tarantello [21] probo´ que existen al menos dos
soluciones positivas para (3.2) si g≥ 0
As´ı, el problema (3.2)escribiendo el operador ∆ en coordenadas esfe´ricas, se reduce al
estudio de
u′′+
N−1
r
u′+u|u|p +λ = 0, r ∈ (0,1) (3.3)
u′(0) = 0, (3.4)
u(1) = 0. (3.5)
3.1. Consideraciones Iniciales
Para estudiar (3.3),(3.4) y (3.5) en [1] se analiza la solucio´n u(r,λ ,d) del problema de
valores iniciales (3.3),(3.4) y
u(0) = d. (3.6)
En [1] se establece la Identidad de Pohozaev (ver Lema 4) para el problema (3.3),(3.4)
y (3.6), a partir de la Definicio´n 14.
Definicio´n 14. Dado d ∈ R, λ ∈ R se define el funcional de energ´ıa
E(r,λ ,d) =
(u′(r,λ ,d))2
2
+
(u(r,λ ,d))p+2
p+ 2
+λu(r,λ ,d). (3.7)
Lema 4. Sea u(r,λ ,d) una solucio´n al problema (3.3),(3.4) y (3.6). Si 0 ≤ r ≤ r,
entonces
rN−1H(r)− (r)N−1H(r) = N+ 2
2
∫ r
r
λ sN−1u(s)ds, (3.8)
donde
H(r) = rE(r)+
N−2
2
u(r,λ ,d)u′(r,λ ,d).
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Demostracio´n. Multiplicando (3.3) por rNu′(r), e integrando sobre [r,r] se tiene∫ r
r
sNu′(s)u′′(s)ds+
∫ r
r
(N−1)sN−1(u′(s))2ds+
∫ r
r
sNup+1(s)u′(s)ds+
∫ r
r
λ sNu′(s)ds= 0.
(3.9)
La expresio´n anterior se convierte en:
A+B+C+D = 0,
donde
A =
∫ r
r
sNu′(s)u′′(s)ds (3.10)
=
1
2
(
(u′(r))2rN− (u′(r))2rN−N
∫ r
r
sN−1(u′(r))2ds
)
; (3.11)
B =
∫ r
r
(N−1)sN−1(u′(s))2ds (3.12)
=
N−1
N
(
(u′(r))2rN− (u′(r))2rN)−2N−1
N
∫ r
r
sNu′(s)u′′(s)ds; (3.13)
C =
∫ r
r
sNup+1(s)u′(s)ds (3.14)
=
up+2(r)
p+ 2
rN− u
p+2(r)
p+ 2
rN−N
∫ r
r
up+2(s)
p+ 2
sN−1ds (3.15)
y (3.16)
D =
∫ r
r
λ sNu′(s)ds (3.17)
= λ rNu(r)−λ rNu(r)−λN
∫ r
r
sN−1u(s)ds. (3.18)
Sumando los resultados de A y B, se obtiene:∫ r
r
sNu′(s)u′′(s)ds =
1
2
(
rN(u′(r))2− rN(u′(r))2)− N
2
∫ r
r
sN−1(u′(s))2ds. (3.19)
As´ı, de
A+B+C+D = 0
se tiene el resultado
rNE(r)− (r)NE(r)−
∫ r
r
sN−1
[
N
(
up+2(s)
p+ 2
+λu
)
−
(
N−2
2
)
(u′(s))2
]
ds = 0. (3.20)
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De manera similar, al multiplicar (3.3) por rN−1u(r) e integrando sobre [r,r], se deduce
que∫ r
r
sN−1u(s)u′′(s)ds+
∫ r
r
(N−1)sN−2u(s)u′(s)ds+
∫ r
r
sN−1up+2(s)ds+
∫ r
r
λ sN−1u(s)ds= 0,
(3.21)
esta expresio´n es equivalente a
rN−1u(r)u′(r)− rN−1u(r)u′(r)−
∫ r
r
(N−1)sN−2u(s)u′(s)ds
−
∫ r
r
(u′(s))2sN−1ds+
∫ r
r
(N−1)sN−2u(s)u′(s)ds
+
∫ r
r
sN−1up+2(s)ds+
∫ r
r
λ sN−1u(s)ds = 0, (3.22)
donde
∫ r
r
(u′(s))2sN−1ds = rN−1u(r)u′(r)− rN−1u(r)u′(r)
+
∫ r
r
sN−1up+2(s)ds+
∫ r
r
λ sN−1u(s)ds. (3.23)
Ahora, al reemplazar (3.23) en (3.20), se tiene
rNE(r) =
∫ r
r
NsN−1
up+2
p+ 2
(s)ds+
∫ r
r
Nλ sN−1u(s)ds
− N−2
2
[
u′(r)u(r)rN−1−u′(r)u(r)rN−1 +
∫ r
r
sN−1up+2(s)+λu(s)
]
+ rNE(r)
=
(
N
p+ 2
− N−2
2
)∫ r
r
sN−1up+2(s)ds+
(
N− N−2
2
)∫ r
r
sN−1λu(s)ds
− N−2
2
u′(r)u(r)rN−1 +
N−2
2
u′(r)u(r)rN−1 + rNE(r).
Luego
rNE(r)+
N−2
2
u′(r)u(r)rN−1 =
N+ 2
2
∫ r
r
sN−1λu(s)ds+ rNE(r)+
N−2
2
u′(r)u(r)rN−1.
(3.24)
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Como
rE(r)+
N−2
2
u′(r)u(r) = H(r),
y
rE(r)+
N−2
2
u′(r)u(r) = H(r),
se sigue que
rN−1H(r)− (r)N−1H(r) = N+ 2
2
∫ r
r
λ sN−1u(s)ds. (3.25)
As´ı, queda demostrado el lema. 
Si se toma r = 0 en (3.25), se obtiene
N+ 2
2
∫ r
0
λ sN−1u(s)ds =
rN(u′(r))2
2
+
rNup+2(r)
p+ 2
+ rNλu(r)+
N+ 2
2
rN−1u′(r)u(r),
(3.26)
que es una igualdad de tipo Pohozaev. Otras desigualdades de tipo Pohozaev se pueden
ver en [6].
Corolario 6. El problema (3.1) posee soluciones no negativas para λ ≤ 0.
Demostracio´n. Al tomar r = 0 y r = 1 en (3.25), se obtiene
E(1)+
N−2
2
u(1)u′(1) =
N+ 2
2
∫ r
0
λ sN−1u(s)ds. (3.27)
Como u(1) = 0 por (3.5), entonces
u′(1)
2
=
N+ 2
2
∫ r
0
λ sN−1u(s)ds. (3.28)
Dado que u> 0, (3.28) conduce a que (u′(1))2 ≤ 0 para λ ≤ 0. As´ı, u≡ 0. 
Para una solucio´n positiva u de (3.1), se define la funcio´n
h(r) =−ru
′(r)
u(r)
, r ∈ [0,1). (3.29)
h es continua porque u y u′ lo son, adema´s, h(0) = 0. Dado que u(1) = 0, se tiene que
lı´mr−→1− h(r) = ∞. Adema´s h es una funcio´n creciente; en efecto,
h′(r) =−u(r)u
′(r)+ ru(r)u′′(r)− ru′(r)u′(r)
(u(r))2
. (3.30)
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Al sustituir (3.3) en (3.30), se tiene
h′(r) =
−u(r)u′(r)+λ ru(r)+ ru(r)up+2(r)+(N−1)u(r)u′(r)+ r(u′(r)2
(u(r))2
=
(N−2)u(r)u′(r)− rup+2(r)+ rλu(r)+ r(u′(r)2
(u(r))2
. (3.31)
Si se combina (3.26) con (3.31), se tiene
h′(r) =
λ (N+ 2)r1−N
∫ r
0 s
N−1u(s)ds− rup+2(r)
(
2
p+2 + 1
)
−λ ru(r)
(u(r))2
. (3.32)
Como u es decreciente, u(1) = 0 y u> 0, se sigue que
h′(r)≥
(
1− 2p+2
)
rup+2(r)+ 2Nλ ru(r)
(u(r))2
(3.33)
≥ 1− 2
p+ 2
rup(r)+
2
N
λ ru(r) (3.34)
≥ 2
N
rup(r) (3.35)
> 0. (3.36)
As´ı, h′(r) > 0 para r ∈ [0,1). 
Lema 5. Si u es una solucio´n positiva al problema (3.1), entonces existe un M0 > 0
y un u´nico r ∈ (0,1) tal que u(r) = M0r−
2
p . Ma´s au´n, si 0 <M <M0 entonces existen
exactamente dos nu´meros r1,r2 ∈ (0,1) tal que u(ri) = Mr
− 2p
i , i = 1,2.
Demostracio´n Sea r ∈ (0,1) tal que M0 = max{u(r)r−
2
p : r ∈ [0,1]} = u(r)r− 2p . As´ı el
grafo de u es tangente al grafo de M0r
− 2p en r y u(r)≤M0r−
2
p , para todo r ∈ [0,1].
Ahora, para M <M0, se muestra que el grafo de u intersecta a la gra´fica de Mr
− 2p en
exactamente dos nu´meros:
Se supone inicialmente que 0 < r1 < r2 < r3 < 1 son los primeros tres nu´meros tal que
u(ri) = Mr
− 2p
i , i = 1,2,3. Como u es decreciente, u(r1) < u(r2) < u(r3). Sea Z = Mr
− 2p ,
entonces Z(r2) = u(r2) y Z′(r2) > u′(r2). A su vez, Z′(r) = − 2pMr−
2
p−1, Z(r3) = u(r3),
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Z′(r3) < u′(r3). As´ı:
h(r3) =−r3u
′(r3)
u(r3)
<−r3Z
′(r3)
Z(r3)
=
2
p
, (3.37)
h(r2) =−r2u
′(r2)
u(r2)
<−r2Z
′(r2)
Z(r2)
=
2
p
(3.38)
de donde h(r3) < 2p < h(r2), luego h(r3) < h(r2) para r3 > r2 lo que contradice que h es
creciente. As´ı, r es u´nico. 
De (3.26) y la fo´rmula cuadra´tica se obtiene
ru′(r) =−N−2
2
u(r)± 1
2
A(r). (3.39)
con A(r) = [(N−2)2u2(r)− 8p+2r2up+2(r)−8r2λu(r)+ 4(N+ 2)λ 1rN−2
∫ r
0 s
N−1u(s)ds]
1
2 .
De (3.39) se tiene:
−ru
′(r)
u(r)
=
N−2
2
± 1
2
A(r)
u(r)
h(r) =
N−2
2
± 1
2
A(r)
u(r)
2
N−2h(r) = 1±
1
N−2
A(r)
u(r)
.
Como h(0) = 0 y lı´mr→1− h(r) = ∞, para r cercano a 0, se tiene:
2
N−2h(r) = 1−
1
N−2
A(r)
u(r)
, (3.40)
para r cerca de 1:
2
N−2h(r) = 1 +
1
N−2
A(r)
u(r)
. (3.41)
Dado que h es creciente y tomando las ecuaciones (3.40) y (3.41), se deduce que existe
un u´nico rˆ tal que 2N−2h(rˆ) = 1, es decir, A(r) = 0; con lo cual h(rˆ) =
2
p y r es el u´nico
elemento en [0,1] para el cual h(r) = 2p , por lo tanto, rˆ = r.
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Como u(rˆ) = M0rˆ
− 2p e integrando (3.33) en [0,r], se obtiene:∫ r
0
2
p
sup(s)ds =
2
N(N+2N−2)
(M
N+2
N−2
0 r
−1− 2p −M
N
N−2
0 r
−2− 4p )
=
2
N
rup(r) > 0.
Los lemas que se describen a continuacio´n muestran los requerimientos ba´sicos para la
demostracio´n del teorema principal. La prueba se muestra en el art´ıculo [1]:
Lema 6. Si rˆ es como el descrito anteriormente, entonces rˆ ≤ O(d− p2 ).
Lema 7. Si u es solucio´n a (3.3), (3.4) y (3.6) entonces
2
p
dud(r) =−N+ 22 λuλ (r)+
N−2
2
u(r)+ ru′(r). (3.42)
Lema 8. Si u es una solucio´n positiva a (3.3), (3.4) y (3.6), entonces
− 1
2N
≤− r
2
2N
≤ uλ (r,λ ,d)≤ 0 (3.43)
para r ∈ [0,1].
Lema 9. Si u(r2) = ( N−24(N+2))
1
p r
− 2p
2 con 0 < r˜ ≤ r2 < 1 entonces r2 ≤ O(d−
p
2 ).
En los lemas que siguen se quiere mostrar que ud(,λ ,d) < 0:
Lema 10. Sea u una solucio´n positiva a (3.3), (3.4) y (3.6) entonces
lı´m
d→∞
∫ 1
0
rN−1u(r,λ ,d)dr = 0. (3.44)
Lema 11. Si u es una solucio´n positiva a (3.3), (3.4) y (3.6), entonces∫ 1
0
rN−1up+1(r,λ ,d)dr ≤ o(
√
λ ). (3.45)
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Lema 12. Si u(r,λ ,d) es una solucio´n positiva a (3.3), (3.4) y (3.6) para λ ∈ [0,1]
tenemos
‖uλ (r,λ ,d)+
r2
2N
‖∞ ≤ o(λ
p
2(p+1) ) (3.46)
y, de ah´ı
lı´m
d→+∞
‖uλ (r,λ ,d)+
r2
2N
‖∞ = 0. (3.47)
Lema 13. Si u es una solucio´n positiva a (3.3), (3.4) y (3.6), y existen D> 0 y Λ> 0
tales que λ ∈ (0,Λ) y d > D entonces ud(1,λ ,d) < 0.
3.2. Teorema Principal
Ahora se presentara´ el Teorema principal del art´ıculo [1]:
Teorema 19. Existe una funcio´n continua F : (0,∞)−→ (0,∞) tal que u es una solu-
cio´n positiva del problema con valores en la frontera (3.1) si y solo si λ = F(u(0)).
Si u1, u2 son soluciones positivas del problema con valores en la frontera (3.1) con
u1(0) = u2(0) entonces u1 ≡ u2.
Ma´s au´n,
lı´m
d→0
F(d) = 0 lı´m
d→∞
F(d) = 0 (3.48)
y existe λ0 > 0 tal que si 0 < λ < λ0 entonces el problema con valores en la frontera
tiene exactamente dos soluciones.
En particular, el conjunto {(λ ,u) : u> 0,u satisface (3.1)} es conexo.
Demostracio´n.
Si u es una solucio´n positiva a (3.3), (3.4) y (3.6, por el Lema 8, uλ (1,λ ,d) < 0 y
segu´n el teorema de la funcio´n impl´ıcita se tiene que si S es una componente conexa de
{(λ ,d) : u(1,λ ,d) = 0,u(r,λ ,d) > 0, ∀r ∈ [0,1]}, entonces existe una funcio´n derivable
F : (0,∞)→ (0,∞) tal que λ = F(d) y S = {(F(d),d) : d ∈ (0,∞)}.
Integrando (3.3) en el intervalo [0,1] y acotando de manera apropiada se obtiene que
−d < −F(d)2N y por lo tanto lı´md→0F(d) = 0.
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Del Lema 10 se deduce que lı´md→∞ u(1/4,F(d),d) = 0. Por lo tanto, si lı´msupd→∞F(d)>
0 entonces para alguna sucesio´n {dn} → ∞, la sucesio´n {F(dn)/u(1/4,F(d),d)} → ∞.
As´ı, u(·,F(d),d) satisface que
u′′+
N−1
r
u′+(|u|p +F(dn)/u)u = 0.
Por el Teorema de comparacio´n de Sturm-Liouville se tiene que necesariamente
u(·,F(dn),dn) debe tener un 0 en [0,1/4], lo que contradice el hecho de que
u(·,F(dn),dn) > 0 en [0,1]. Por consiguiente F(d)→ 0 cuando d→ ∞.
Se comprobara´ ahora la u´ltima parte del teorema.
Como u(r,F(d),d) ≤ d para todo r ∈ [0,1], por el teorema de comparacio´n de Sturm-
Liouville se tiene que para un d > 0 pequen˜o, ud(r,F(d),d) > 0 y por el teorema de
la funcio´n impl´ıcita existe un δ > 0 y una funcio´n creciente φ : (0,δ )→ (0,∞) tal que
u(·,λ ,d) es una solucio´n a (3.3),(3.4) y (3.5) s´ı y solo si d = φ(λ ).
Sean S1 = {(F(d),d) : d ∈ (0,∞)} y S2 = {(F1(d),d) : d ∈ (0,∞)} las componentes conexas
de las soluciones positivas al problema (3.3),(3.4) y (3.5). Como lı´md→0F(d) = 0 se
observa que d = φ(F(d)) = φ(F1(d)). Por lo tanto como φ es u´nica, F(d) = F1(d), para
d cercano a 0, lo que implica que S1 = S2 y por consiguiente el conjunto de las soluciones
positivas para la ecuacio´n (3.2) es conexo.
Derivando u(1,λ (d),d) = 0 respecto a d se tiene: ud(1,λ (d),d)+uλ (1,λ (d),d) ·λ ′(d) =
0, dado que uλ (1,λ (d),d) < 0 segu´n el Lema 8. Como ud(1,λ ,d) < 0 segu´n el Lema
13 y lı´md→∞F(d) = 0, se tiene entonces que F es decreciente en (D,∞) lo que prueba
que para λ < F(D), el problema (3.2) tiene exactamente una solucio´n con u(0) > D.
Como φ es una funcio´n creciente, F tambie´n lo es. Por tanto, si λ ∈ (0,φ(δ )), entonces
(3.2) tiene exactamente una solucio´n. Luego si 0 < λ < mı´n{δ/2,F(D),mı´n{F(d);d ∈
[δ/2,F(D)]}}, entonces el problema (3.2) tiene exactamente dos soluciones positivas.

Cap´ıtulo 4
Conclusiones
A apartir del trabajo desarrollado en el presente documento se pueden mencionar los
siguientes aspectos:
El estudio de soluciones positivas a problemas el´ıpticos semilineales con exponente
cr´ıtico ha sido estudiado ampliamente en los u´ltimos an˜os, arrojando resultados
importantes como los encontrados por Ali-Castro [1], Benguria-Dolbeault-Esteban
[2], Clapp-Kevian-Ruf [5], Tarantello [21], Gidas-Ni-Nirenberg [13], Zhao-Zhong-
Zhu [22] entre otros.
El art´ıculo en que se basa el trabajo ha sido referencia para trabajos posteriores a
su publicacio´n, en particular para estudios realizados por Zhao-Zhong-Zhu quienes
caracterizaron las soluciones al problema mencionado para exponente supercr´ıtico.
Actualmente Alfonso Castro con Filomena Pacella esta´n analizando el mismo prob-
lema propuesto en el art´ıculo [1] para exponente supercr´ıtico, pues ya se han car-
acterizado las soluciones para exponente cr´ıtico y supercr´ıtico.
Queda pendiente por revisar el problema planteado en el documento para
conjuntos Ω que no sean acotados, que no sean bolas unitarias, para problemas
donde la funcio´n g(x) no sea constante, y colocar otras condiciones a la funcio´n
f (u), au´n hay mucho que trabajar en este sentido.
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