Introduction
In symbolic computation, polynomial multiplication is a fundamental operation akin to matrix multiplication in numerical computation. We present efficient implementation strategies for FFT-based dense polynomial multiplication targeting multi-cores. We focus on polynomials over finite fields since the so-called modular techniques reduce all computations to such fields of coefficients. Due to the constraints of 1-D FFT over finite fields, we assume 1-D FFTs are computed in a black box program, which is not necessarily a parallel one. This allows us to employ non-standard FFT techniques such as Truncated Fourier Transform (TFT) [5] which for many cases has better time and memory efficiency.
We explore the parallelism in the row-column algorithm for multidimensional FFT computations. We show that balanced input data can maximize parallel speedup and minimize cache complexity for bivariate multiplication. However, unbalanced input data, which are common in symbolic computation, are challenging. We provide efficient techniques, what we call extension and contraction, to reduce multivariate (and univariate) multiplication to balanced bivariate multiplication.
The techniques proposed in this paper are implemented in the Cilk++ language [2] , which extends C++ to the realm of multi-core programming based on the multi-threaded model realized in [4] . The Cilk++ language is also equipped with a provably efficient parallel scheduler by work-stealing [1] . We use the serial C routines for 1-D FFT and 1-D TFT from the modpn library [6] . Our integer arithmetic modulo a prime number relies also on the efficient functions from modpn, in particular the improved Montgomery trick [8] , presented in [7] . Our benchmarks demonstrate good speedup on multi-cores.
FFT-based Multivariate Multiplication
Let K be a field and
Assume there exists a primitive s i -th root of unity ω i ∈ K, for all i, where s i is a power of 2 satisfying
Then f g can be computed as follows.
Step 1. Evaluate f and g at each point of the n-dimensional grid ((ω
Step 2. Evaluate f g at each point P of the grid, simply by computing f (P )g(P ),
Step 3. Interpolate f g (from its values on the grid) via n-D FFT.
Complexity Estimates
We consider the parallel running time of the above algorithm with the multi-threaded programming model of [4] . Our cache complexity estimates is based on the theoretical model introduced in [3] . 
Let L be the size of a cache line. For some constant c > 0, the number of cache misses of Step 1 is upper bounded by n cs L + cs(
Remark. For n ≥ 2, Expression (5) is minimized at n = 2 and s 1 = s 2 = √ s. Moreover, when n = 2, under a fixed s = s 1 s 2 , Expression (4) is maximized at s 1 = s 2 = √ s.
Contraction to Bivariate from Multivariate and Extension of Univariate to Bivariate
We describe below the techniques of contraction and extension by examples. 
Balanced Multiplication
We define that a pair of bivariate polynomials
variable re-ordering and contraction). We obtain f g by
Step 1. Extending x 1 to {u, v}.
Step 2. Contracting {v, x 2 , . . . , x n } to v.
Determine the above extension Φ b such that f b , g b is (nearly) a balanced pair and f b g b has dense size at most twice that of f g.
Experimental Results
All our benchmarks are carried out on a 16-core machine with 16 GB memory and 4096 KB L2 cache. The processors are Intel Xeon E7340 @ 2.40GHz. Aiming at supporting higher-level parallel algorithms for solving systems of non-linear equations, our multiplication must perform efficiently in terms of serial running time, parallelism and cache complexity, on any possible input degree patterns, insisting on those which put code efficiency to challenge. Our experimental results demonstrate that our balancing techniques are not only theoretical but also practical, as shown in the following figures. 
