Human culture is fundamentally tied with language. We argue that the study of language change and diffusion in a society sheds light on its cultural patterns and social conventions. In addition, language can be viewed as a "model problem" through which to study complex norm emergence scenarios.
Introduction
A society can be viewed as a system of mutually-constraining norms. They range from simple norms like manners of greeting, to complex ones like marriage customs and rules for inheritance of property. These norms structure the way people interact by making behavior more predictable. Once established, they are generally self-reinforcing in that people prefer to conform, and violations are met with varying degrees of sanctions [1] .
Loosely speaking, norms are collective behavioral conventions that have an effect of constraining, structuring, and making predictable the behaviors of individual agents-that is, they are conventions that can exert a normative force that shapes individual agent behaviors-removing some behavioral possibilities from consideration and encouraging others-without a centralized "enforcement agency." We are particularly concerned about the emergence of norms and language. We view language as a type of norm. Existing models of norm emergence (e.g. [2,3]) can be applied to linguistic cases. However, the language case introduces three intricacies that enrich the general study of norms:
Large Normative Option Space. The multiplicative interaction between lexicon and grammar allows for an enormous number of possibilities. A population must converge on a shared lexical and grammatical convention within this very large space.
Complexly Structured Option States. A language has many interactions between component elements, such as lexical and grammatical constraints. Thus language as a normative case is quite different from other convention phenomena studied earlier (e.g. [2] ) that have a simple binary normative option space.
Ambiguity and Imperfect Knowledge. Agents have no direct access to others' preferred linguistic choices, but rather infer from limited samples. Again, this differs significantly from binary option spaces in which knowledge of other agents' states can be inferred perfectly: ¬1 = 0 and ¬0 = 1.
The general aim of this research is to understand the impact of these three issues on the emergence of norms by using language as a "model problem". In this paper we focus on studying the well known phenomena of sound change in language (such as the Great English Vowel Shift (GEVS) in England or the Northern Cities Vowel shift in the U.S. [4] ). Modeling sound change requires addressing the intricacies listed above.
Section 2 describes the sound change phenomena and describes our Agent Based Model (ABM). Section 3 describes our simulation results; and Section 4 concludes with a discussion of future work and conclusions.
The Great Vowel Shift
While language changes continuously, at some points there have been large, significant changes in language, one of these is known as the Great English Vowel Shift (GEVS).
The GEVS took place roughly from the middle of the fifteenth century to the end of the seventeenth century. It was a change in the pronunciation of certain vowels; "the systematic raising and fronting of the long, stressed monopthongs of Middle English" [5] . For example, the pronunciation of the word "child" went from [čild] ("cheeld ") in Middle English to [č@Ild] ("choild ") to [čAIld] ("cha-ild ") in Present Day English.
The GEVS is often seen as an example of a chain shift -a situation where one vowel changes pronunciation, thus "creating space" for another vowel to "move up". This causes a chained shift for a set of vowels -starting from a change by one vowel [4] . Figure 1 is a graphical depiction of the GEVS. The trapezoid is an abstract representation of the vowel space -the space of possible pronunciations of a vowel. The symbols represent vowels (in the standard International Phonetic Alphabet notation). Note that the topology of the vowel shift is linear, and thus we can model it in a linear array.
