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Abstract
Devices comprising the Internet of Things, such as sen-
sors and small cameras, usually have small memories and
limited computational power. The proliferation of such
resource-constrained devices in recent years has led to
the generation of large quantities of data. These data-
producing devices are appealing targets for machine learn-
ing applications but struggle to run machine learning al-
gorithms due to their limited computing capability. They
typically offload input data to external computing sys-
tems (such as cloud servers) for further processing. The
results of the machine learning computations are com-
municated back to the resource-scarce devices, but this
worsens latency, leads to increased communication costs,
and adds to privacy concerns.
Therefore, efforts have been made to place additional
computing devices at the edge of the network, i.e close
to the IoT devices where the data is generated. Deploy-
ing machine learning systems on such edge devices allevi-
ates the above issues by allowing computations to be per-
formed close to the data sources. This survey describes
major research efforts where machine learning has been
deployed at the edge of computer networks.
Keywords— edge device, low-power, machine learn-
ing, single board computer, edge computing, cloud, fog,
resource-constrained, IoT, deep learning, resource-scarce,
embedded systems.
1 Introduction
Due to the explosive growth of wireless communication
technology, the number of Internet of Things (IoT) de-
vices has increased dramatically in recent years. It has
been estimated that by 2020, more than 25 billion de-
vices will have been connected to the Internet [69] and
the potential economic impact of the IoT will be $3.9
trillion to $11.1 trillion annually by 2025 [70]. IoT de-
vices typically have limited computing power and small
memories. Examples of such resource-constrained IoT
devices include sensors, microphones, smart fridges, and
smart lights. IoT devices and sensors continuously gener-
ate large amounts of data, which is of critical importance
to many modern technological applications such as au-
tonomous vehicles. This data must be fed to a machine
learning system to extract information and make deci-
sions.
Unfortunately, limitations in the computational capa-
bilities of resource-scarce devices inhibit the implementa-
tion of ML algorithms on them. So, the data is offloaded
to remote computational infrastructure, most commonly
cloud servers, where computations are performed. Trans-
ferring raw data to cloud servers increases communication
costs, causes delayed system response, and makes any pri-
vate data vulnerable to compromise. To address these
issues, it is natural to consider processing data closer to
its sources and transmitting only the necessary data to
remote servers for further processing [23].
Edge computing refers to computations being per-
formed as close to data sources as possible, instead of
on far-off, remote locations [93, 17]. This is achieved by
adding an edge computing device (or simply, edge device)
close to the resource-constrained devices where data is
generated. Edge devices possess both computational and
communication capabilities. For example, an embedded
device such as an Nvidia Jetson TX2 could serve as an
edge device if it takes data from a camera on a robotic
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arm and performs data processing tasks that are used to
determine the next movement of the arm. Computations
too intense for edge devices are sent over to more powerful
remote servers. Performing computations at the network
edge (see [93, 95]) has several advantages:
• The volume of data needed to be transferred to a
central computing location is reduced because some
of it is processed by edge devices.
• The physical proximity of edge devices to the data
sources makes it possible to achieve lower latency
which improves real-time data processing perfor-
mance.
• For the case of data that still must be processed
remotely, edge devices can be used to discard per-
sonally identifiable information (PII) prior to data
transfer, thus enhancing user privacy and security.
• Decentralization can make systems more robust by
providing transient services during a network failure
or cyber attack.
• Edge computing increases scalability by expanding
compute capacity through a combination of edge and
IoT devices.
Edge computing is quickly emerging as an important
paradigm for IoT based systems; attempts are being to
use devices at the network edge to do as many compu-
tations as possible, instead of only using the cloud for
processing data. For example, Floyer studied data man-
agement and processing costs (see Figure 1) of a remote
wind-farm using a cloud-only system versus a combined
edge-cloud system [36]. The wind-farm consisted of sev-
eral data producing sensors and devices such as video
surveillance cameras, security sensors, access sensors for
all employees, and sensors on wind-turbines. The edge-
cloud system turned out to be 36% less expensive and the
volume of data required to be transferred was observed to
be 96% less, compared to the cloud-only system.
Figure 2 shows the growth of edge computing search
over the years. Major technology firms, the defense indus-
try, and the open source community have all been at the
forefront in investments in edge technology. For example,
researchers have developed a new architecture called Agile
Condor which uses machine learning algorithms to per-
form real-time computer vision tasks (e.g. video, image
processing, and pattern recognition) [50]. This architec-
ture can be used for automatic target recognition (ATR)
at the network edge, near the data sources. As an ex-
ample from the technology world, Microsoft introduced
HoloLens 21, a holographic computer, in early 2019. The
HoloLens is built onto a headset for an augmented real-
ity experience. It is a versatile and powerful edge device
that can work offline and also connect to the cloud. Mi-
crosoft aims to design standard computing, data analysis,
medical imaging, and gaming-at-the-edge tools using the
HoloLens. The Linux Foundation recently launched the
1https://www.microsoft.com/en-us/hololens/
Cloud-only Edge+Cloud
$0
$20,000
$40,000
$60,000
$80,000
$80,531
$28,927
Figure 1: Cost comparison of cloud-only management
and processing system of a remote wind-farm with an
edge-cloud combined system.
LF Edge2 project to facilitate applications at the edge
and establish a common open source framework that is
independent of OS and hardware. EdgeX Foundry3 is
another Linux Foundation project that involves develop-
ing a framework for industrial IoT edge applications [37].
GE4, IBM [2], Cisco [82] and Dell5 have all committed to
investing in edge computing and VMware is also develop-
ing a framework for boosting enterprise IoT efforts at the
edge [13]. In this last few years, edge computing is being
increasingly used for the deployment of machine learning
based intelligent systems in resource-constrained environ-
ments [111], which is the motivation for this survey.
A note on terminology. A related term, fog computing,
describes an architecture where the ‘cloud is extended’ to
be closer to the IoT end-devices, thereby improving la-
tency and security by performing computations near the
network edge [49]. So fog and edge computing are re-
lated, the main difference being about where the data is
processed: in edge computing, data is processed directly
on the devices to which the sensors are attached (or on
gateway devices physically very close to the sensors); in
fog computing, data is processed further away from the
edge, on devices connected using a LAN [51].
This survey focuses on machine learning systems de-
ployed on edge devices, and also covers efforts made to
train ML models on edge devices. We begin by summariz-
ing the machine learning algorithms that have been used
in edge computing (§2, §3), discuss ML applications that
use edge devices (§4), and then list the ML frameworks
frequently used to build such systems (§5). We then de-
2https://www.lfedge.org/
3https://www.edgexfoundry.org/
4https://www.ge.com/digital/iiot-platform/
predix-edge
5https://www.dellemc.com/en-us/service-providers/
edge-computing.htm
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Figure 2: The growth of ‘edge computing’ as a search term 2014-19 (Google Trends).
scribe the hardware and software required for fast deploy-
ment of ML algorithms on edge devices (§6.1, §6.2). Be-
fore concluding, we discuss the challenges hindering more
widespread adoption of this technology and present our
thoughts about possible future research directions in the
area (§7).
Paper Collection Methodology
We conducted exact keywords searches on Google Scholar,
Microsoft Academic, DBLP, IEEE, ACM digital library
and arXiv to collect papers related to machine learning
and edge computing, resulting in 124 papers. The follow-
ing search terms were used:
• (machine | deep) learning + edge computing
• (machine | deep) learning + (resource-scarce devices
| IoT)
• modified learning algorithms + edge computing
• (SVM | k-means | decision trees | convolutional neu-
ral networks | recurrent neural networks) + edge
computing
• resource-efficient deep neural networks + edge com-
puting
The following questions were used to determine whether
to include a paper in the survey:
1. Was edge computing used to improve ML efficiency
in a networked ML system?
2. Were ML algorithms specialized for resource-scarce
devices designed or applied in a new setting?
3. Were new results describing the deployment of ma-
chine learning systems on the edge reported?
If any of the questions above could be answered in the af-
firmative, the paper was included. After careful analysis
regarding the three questions mentioned above, we con-
sidered 88 out of the 124 papers collected for this survey.
2 Machine learning at the edge
We now discuss machine learning algorithms that have
been used in resource-constrained settings, where some
computations were done at the edge of the network. Note
that deep learning systems deployed on edge devices are
discussed separately (§3).
2.1 SVM, K-means, linear regression
With the increasing amount of information being gener-
ated at the network edge, the demand for machine learn-
ing models that can be deployed at the edge has also
increased.
Wang et al. introduced a technique that helps train
machine learning models at the edge of the network with-
out the help of external computation systems such as
cloud servers [110]. They focus on algorithms that use
gradient-based approaches for training, including SVMs,
K-means, linear regression and convolutional neural net-
works (CNN). Their technique minimizes the loss function
of a learning model by using the computational power of
edge devices. Multiple edge devices are used to perform
ML tasks and one edge device is used to aggregate the
results generated by the other (edge) devices.
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The aggregator has three main functions: collect pro-
cessed data from edge devices, make necessary changes
to that data, and send processed data back to the edge
devices for further processing. The algorithm repeatedly
performs two steps:
• Each edge device processes input data and gener-
ates a (local) model parameter. This is called local
update. To minimize the loss function, each edge
device uses gradient-descent to adjust the model pa-
rameter. Finally, it sends this model parameter to
the aggregator.
• The aggregator collects local model parameters from
edge devices, aggregates these parameters by taking
a weighted average, and sends back a single updated
parameter to the edge devices for running another
iteration to generate the next local update.
This continues until the ML model reaches an accept-
able accuracy. The frequent aggregation process quickly
provides an accurate result but increases resource con-
sumption and communication cost. The algorithm deter-
mines the optimum frequency of the aggregation phase to
ensure an accurate result using the available resources.
To demonstrate the effectiveness of their technique,
Wang et al. used three Raspberry Pi 3 devices and a lap-
top computer as their edge devices. All these devices were
connected via Wi-Fi and an additional laptop computer
was used as the aggregator. They used three datasets
(MNIST, Facebook metrics, and User Knowledge Model-
ing) to evaluate several models (including smooth SVM,
K-means, linear regression, and deep convolutional neu-
ral networks) and reported that their algorithm performs
close to the optimum with various ML models, making it
very effective for resource-constrained settings.
2.2 k-NN
Real-world applications increasingly demand accurate
and real-time prediction results for a variety of areas such
as autonomous cars, factories, and robots. Powerful com-
puting devices can provide real-time prediction results,
but in many situations, it is nearly impossible to deploy
them without significantly affecting performance (e.g. on
a robot). Instead, ML models must be adapted in a way
that makes them suitable for deployment on (small) edge
devices having limited computational power and storage
capacity. In this section, we discuss a modified version
of k-NN that helps to implement the k-NN algorithm in
resource-constrained settings.
Gupta et al. introduced a new technique, ProtoNN,
to train an ML model on a small edge device and perform
real-time prediction tasks accurately [40]. ProtoNN is a k-
NN based algorithm but has lower storage requirements.
The following issues arise when trying to implement a
traditional k-NN on a resource-scarce edge device:
1. Selecting an appropriate training data size: k-NN
generates prediction results using the entire training
dataset. Resource-scarce devices are unable to store
the entire dataset when the training data is large.
2. Prediction time: k-NN calculates the distance of a
given sample (which is to be classified) with each
training example of the training data. Due to small
computational power, resource-constrained devices
are unable to calculate all the distances required to
predict a sample in real-time.
3. Selecting an appropriate distance metric for better
accuracy: k-NN does not explicitly suggest which
distance metric a developer should use to get a better
prediction result. Standard metrics like Euclidean
distance and Hamming distance are not task-specific
and sometimes generate poor results [40].
To address these issues, ProtoNN excludes unneces-
sary training data, resulting in a smaller training dataset,
which is projected to a low dimension matrix and jointly
learned across all data points to get an acceptable accu-
racy. The main ideas behind ProtoNN are:
• To reduce the size of the input data, this algo-
rithm converts high dimensional data into fewer di-
mensions. This conversion operation reduces overall
model accuracy. To compensate for this, the algo-
rithm uses a sparse projection matrix that is jointly
learned to convert the entire dataset into fewer di-
mensions. This joint learning technique helps to pro-
vide good accuracy in the projected space.
• To represent the entire dataset, this algorithm
learns: a) a small number of prototypes from the
training data, and b) the label of each prototype.
Two techniques are used to determine prototypes:
random sampling and k-means clustering. In the
former, training data points are randomly selected
in the transformed space and these points are as-
signed as the prototypes. This approach is used
for multi-label problems. For binary and multi-class
problems, a k-means clustering algorithm is run on
all data points in the transformed space to determine
the cluster centers of data points, which are chosen as
prototypes. For example, a dataset with five kinds of
classes can be represented using just five data points
(the five cluster centers). This reduction decreases
the prediction time because fewer distances need to
be computed to classify a new sample.
• The algorithm learns prototypes & their labels
jointly with the sparse projection matrix.
On multi-label datasets, ProtoNN’s compression pro-
cess reduces the accuracy by 1% compared to popular
methods such as RBF-SVM and 1-hidden layer NN, while
providing 100 times the compression. ProtoNN can han-
dle general supervised learning in a dataset with millions
of examples and can run with just 16 kB of memory.
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Gupta et al. used 14 datasets6 in their experiments. They
deployed ProtoNN on an Arduino Uno (8 bit, 16 MHz
Atmega328P microcontroller, 2kB of SRAM and 32kB of
flash memory) to evaluate its performance and reported
almost the same classification accuracy as the state-of-
the-art.
They compared their result with k-NN, Stochas-
tic Neighborhood Compression (SNC), Binary Neighbor
Compression (BNC), Gradient Boosting Decision Tree
(GBDT), 1-hidden layer NN and RBF-SVM for this test.
They reported that ProtoNN attained an accuracy that
was within 1−2% of the best uncompressed baseline meth-
ods with 1−2 orders of magnitude reduction in model size.
In another experiment, they compared the performance of
ProtoNN with other methods: BudgetRF, Decision Jun-
gle, LDKL, Tree Pruning, GBDT, Budget Prune, SNC
and NeuralNet Pruning. ProtoNN was 5% more accu-
rate on most datasets in severely resource-constrained set-
tings, where model sizes are required to be less than 2 kB.
For character recognition, ProtoNN was 0.5% more accu-
rate than RBF-SVM, one of the best character recognition
method, while using an approximately 400 times smaller
model size. For large multi-label and multi-class datasets
like ALOI, MediaMill, and Eurlex, ProtoNN was within
1% the accuracy of RBF-SVM, but used a model size 50
times smaller, with approximately 50 times fewer floating-
point computations per prediction than RBF-SVM.
2.3 Tree-based ML algorithms
Tree-based machine learning algorithms are used for clas-
sification, regression and ranking problems. Classification
and regression are very common in resource-constrained
IoT settings. For example, they are used with IoT sen-
sors to classify defective products being produced on a
production line. In this section, we discuss a modified
version of a tree-based ML algorithm designed to run on
a resource-scarce device.
Even though the time-complexity of tree-based algo-
rithms is logarithmic with respect to the size of the train-
ing data, their space complexity is linear, so they are not
easily amenable to implementation on resource-scarce de-
vices. Aggressively pruning or learning shallow trees are
ways to shrink the model but lead to poor prediction re-
sults.
Kumar et al. introduced a novel tree-based algorithm,
Bonsai, with improved space complexity [56]. They
achieved acceptable prediction accuracy by testing this
algorithm in a resource-constrained environment. The
following techniques make Bonsai suitable for resource-
scarce devices:
• To reduce the model size, Bonsai learns a single, shal-
low, sparse tree. Unfortunately, this learning pro-
cess decreases the overall accuracy. To retain ac-
curacy Bonsai makes each node (all leaf and inter-
6CIFAR, Character Recognition, Eye, MNIST, USPS,
Ward, Letter-26, MNIST-10, USPS-10, CURET-61, ALOI,
MediaMill, Delicious, and EURLEX.
nal nodes) more powerful by allowing it to predict
a non-linear score. Each node learns matrices W
and V so that each node predicts the result vector
tanh(VTk · x) ◦WTk · x where ◦ represents the ele-
ment wise Hadamard product and x represents the
prediction point. The overall predicted vector for a
point x of the Bonsai model is generated by adding
all individual predicted vectors with the nodes lying
along the path traversed by point x. The difference
between Bonsai and the other tree-based algorithms
is that Bonsai uses both leaf and internal nodes to
generate a prediction result, while other algorithms
use only leaf nodes. This property allows Bonsai to
accurately learn non-linear decision boundaries using
just a few nodes of a shallow tree.
• The parameters W and V are dependent on the di-
mension of the dataset. High dimensional input data
increases the overall model size. To address this is-
sue, a learned sparse projection matrix is used to
input feature vector x reducing the vector into a low
dimensional space. This algorithm uses fixed point
arithmetic, which reduces computational overheads,
when deployed on resource scarce devices.
• All node parameters are learned jointly with opti-
mally allocated memory budget for each node. Bon-
sai allows parameter sharing during the training
phase which helps to reduce the model size and max-
imize prediction accuracy.
Bonsai was implemented7 and tested with a number
of binary and multi-class datasets. When deployed on
an Arduino Uno board, Bonsai required only 70 bytes
and 500 bytes of writable memory for binary and multi-
class classification respectively. Table 1 shows the overall
accuracy of the Bonsai model on different datasets.
3 Deep learning at the edge
Most deep learning (DL) algorithms need large amounts
of input data and huge computational power to generate
results. IoT devices are a good source of large data but
their limited computational power makes them unsuitable
for training and inference of DL models. So, edge devices
are placed near the IoT (end) devices and used for deploy-
ing DL models that operate on IoT-generated data. DL
models have been adapted and deployed on edge devices
in the following ways:
• Divide a DL network into two parts and deploy one
part on edge devices and the other part on cloud
servers (§3.1, §3.2). Such techniques have been
shown to provide the same accuracy as cloud-based
DL models while reducing the overall involvement of
cloud servers [81].
• Modify the architecture of deep learning models so
7https://github.com/Microsoft/EdgeML
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Table 1: Prediction accuracy attained by deploying
Bonsai on an Arduino [56].
Dataset Model size Accuracy(%)
RTWhale-2 2KB16KB
61.74
61.74
Chars4K-2 2KB16KB
74.28
76.67
Eye-2 2KB16KB
88.26
90.31
WARD-2 2KB16KB
95.85
96.89
CIFAR10-2 2KB16KB
73.02
76.64
USPS-2 2KB16KB
94.42
95.72
MNIST-2 2KB16KB
94.38
96.47
Chars4K-62 101 KB 58.59
CUReT-61 115 KB 95.23
MNIST-10 84 KB 97.01
that they can run on an edge device exclusively [57].
Unfortunately, this decreases the accuracy of DL
models, but special techniques to improve accuracy
have recently been designed (§3.3, §3.4).
3.1 Mapping deep learning models on
the cloud and edge
Li et al. developed a technique to train a DL model using
cloud servers and then divide the trained model into two
parts [64]. They refer to the layers near the output of a DL
network as higher layers and those near the input as lower
layers. The lower layers are deployed on edge devices and
the higher layers on the cloud. The main challenge is
to divide a deep learning network into two parts because
different networks have different computational overhead.
Also, the size and type of intermediate data in different
DL networks are different.
To deal with these challenges they designed a schedul-
ing algorithm which calculates the input data size and
computational overhead of all the tasks of a DL layer.
Then, the algorithm checks the service capability and
network bandwidth of all edge devices. If all edge de-
vices are capable of handling this input data then tasks
are deployed to all edge devices. If an edge device is un-
able to accommodate the input data then the algorithm
reduces the task number and finds an appropriate input
size and computational overhead for deploying tasks in
all edge devices. If the scheduling algorithm fails to find
a task with an appropriate input data size, then noth-
ing gets deployed on the edge devices and all the data
is transferred to the cloud server for computation. Li et
al. used the Caffe framework and tested ten CNN tasks
with different networks, claiming their online algorithm
can deploy more tasks to edge devices than two popular
online scheduling algorithms, viz. FIFO and LBF.
Convolutional neural networks are one of the most
popular machine learning models which have been used
to process the data coming from multimedia IoT appli-
cations such as scene tagging, image classification, face
recognition, and gender classification. Osia et al. intro-
duced a new CNN architecture for analyzing multimedia
data from different IoT sensors [81]. Currently, most mul-
timedia IoT applications use cloud-based CNN models to
analyze the data. However, cloud-based processing meth-
ods may compromise user privacy and consume a lot of
Internet bandwidth. Osia et al. designed an edge-to-
cloud CNN model, which enhances user privacy by run-
ning shallow portions of CNN processing tasks on edge
devices. They key is that the feature extraction module,
which runs on the edge. The rest of the CNN tasks are
performed on the cloud using modules which they call
analyzers. The general structure of their edge-to-cloud
CNN model is shown in Figure 3 (page 7).
The main challenge of such a cloud-edge CNN archi-
tecture is to identify an intermediate layer to design a
good feature-extractor module that only removes sensi-
tive information from user data without compromising
the accuracy of the CNN model. Osia et al. used the gen-
der classification model developed by Rothe et al. [91] for
identifying the best intermediate layer to discard personal
information from input data. This classification model is
a pre-trained model with 16 layers. They chose the 5th
layer as the intermediate layer and then used a Siamese
network architecture for fine-tuning the CNN model. The
fine-tuning by the Siamese architecture helps the interme-
diate layer identify sensitive user information from the in-
put. After discarding sensitive data, principal component
analysis was used to reduce the dimensionality of the in-
termediate features for compressing the data. The data is
then transferred to the cloud for further processing. They
reported the accuracy of their hybrid edge-to-cloud model
for gender classification to be 93%, which is similar to the
gender classification model proposed by Rothe et al., but
provides more privacy to the user’s data.
Most DL models discussed above use static configura-
tions to execute inference, such as dividing a model using
a particular layer and running one part on an edge device,
another part on cloud servers. However, edge devices may
have different computational capabilities and may there-
fore need dynamic configurations to deploy a DL model
on a device to achieve better accuracy. Ogden and Guo
designed a novel mobile deep inference platform called
MODI, which provides multiple deep learning models
and dynamically selects the best model at run-time [80].
Their platform has the following major components for
dynamically configuring a deep learning model:
• inference profilers: calculate resource requirements
for each inference task
• decision stubs: work with decision engines to collect
information from inference profilers and determine
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Figure 3: The CNN layer-separation mechanism of Osia et al. [81] (reproduced with permission from the
authors). The top part of this figure shows a pre-trained network. In order to divide this network into two
parts, an intermediate layer is chosen from this pre-trained network. The layers before the intermediate layer
are deployed on the edge device and the rest on the cloud server. The edge discards private information
from the input data and uploads intermediate data to the cloud server for further processing.
where to perform inference tasks
• decision engines: generate model distribution plans
• inference engines: execute a diverse set of deep
learning models across servers
• centralized managers: collect model usage and in-
ference statistics across the system and select which
models are to be deployed on mobile devices and
servers.
These components run jointly on end devices and servers
to provide the most suitable model for mobile devices
based on device resources and installed applications.
3.2 Distributed DNN architectures
Distributed deep neural network architectures map DNN
sections across the computing hierarchy (i.e. on the edge
or cloud) to facilitate local and fast inference on edge
devices wherever possible. The inference is done as early
as possible in the network.
3.2.1 DDNNs
Teerapittayanon et al. introduced distributed deep neu-
ral networks (DDNN8), where sections of a deep neural
network are mapped across distributed computing hier-
archies [103]. Their algorithm runs simultaneously on
cloud servers, edge devices, and resource-constrained end-
devices (such as surveillance cameras).
The general structure of a distributed deep neural net-
work is shown in Figure 4 (page 8). In such a model, a
big portion of the raw data generated by sensors is pro-
cessed on edge devices and then sent to the cloud for fur-
ther processing. Teerapittayanon reported that using this
DDNN reduced their data communication cost by a factor
of more than 20 for classification on a multi-view multi-
camera dataset [103]. They faced the following challenges
when designing the DDNN model:
• mapping the DNN on to a small device: designing a
suitable DNN architecture to fit in the small mem-
ory of the end devices is the primary task for re-
ducing communication cost between computational
devices and keeping the same accuracy as a cloud-
8https://github.com/kunglab/ddnn
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Figure 4: Structure of a distributed deep neural network (DDNN). Resource-constrained devices send sum-
mary information to a local aggregator which serves as a layer of the DDNN. The DDNN is jointly trained
with all resource constrained end-devices and exit points, so the network is capable of automatically col-
lecting and combining input data from different end-devices. If the information collected from a particular
end-devices is sufficient to classify a sample then classification is done locally (i.e. on the end-device itself).
Otherwise, the information is sent to the edge devices for further processing. If edge devices can complete the
classification, they send the result is back to the end-devices. Otherwise, edge devices send the information
to the cloud, where the classification process is completed, and the results returned to the end-devices.
8
based model
• data aggregation: aggregating the data produced by
sensors attached to end-devices
• learning jointly: multiple models may that may be
running on the cloud-edge network must be learned
jointly in order to make coordinated decisions
• creating an early exit point: typically a neural net-
work model has one input and one output layer, but
DDNNs need multiple output layers to support fast
inference at local devices.
The techniques they used to address these issues are sum-
marized below:
BNNs DDNNs use binary neural networks [47, 74] in
order to deploy trained models on resource-scarce
devices.
DDNN aggregation The data from end devices must
be aggregated to perform classification or regression
tasks. This process is called DDNN aggregation.
The DDNN is jointly trained with all end devices
and exit points, so the network is capable of auto-
matically collecting and combining inputs from dif-
ferent end-devices before each exit point. This au-
tomatic aggregation process helps avoid the need for
additional aggregator devices or manually combining
output from end devices. There are different types of
aggregation methods, such as max pooling, average
pooling9, and concatenation10.
Max pooling aggregates input vectors by taking the
maximum value of each component. The expres-
sion vj = max1≤i≤n vij represents how aggregation
is done using max pooling; vj represents the value
of the j-th component of the output vector, n rep-
resents the number of inputs and vij represents the
j-th component of the input vector.
Training the network Since a DDNN is distributed on
different devices (including edge devices and the
cloud), the most powerful device can be used for
training the network. Teerapittayanon et al. used
a cloud server for training the distributed deep neu-
ral networks. The training of DDNNs is difficult be-
cause of multiple exit points. To address this issue,
the network was trained jointly by combining losses
from each exit point during back-propagation. The
joint training technique is described in their work on
deep learning inference using early exiting [104].
Inference Distributed neural networks use local aggre-
gators to perform inference on new data. A local
aggregator collects data from end-devices and sum-
marizes the information. If the summary informa-
9In average pooling, the input vector is aggregated by tak-
ing the average of each component.
10In the concatenation method, all information of each com-
ponent is stored in the input vector. This aggregation method
is used in the cloud layer where full information is needed to
extract higher-level features.
tion is sufficient to classify a new sample accurately
then classification happens in this stage. If summary
information is insufficient, then end devices send all
data to the next stage where the edge devices are
located. After processing the data, if edge devices
can classify the sample correctly then it classifies
that sample at the edge, otherwise edge devices for-
ward summary information to the cloud and then
the cloud performs the final classification.
The success of a distributed neural network model de-
pends on keeping inter-device communication costs as
low as possible. As mentioned earlier, they achieved a
20 times reduction in communication costs on a multi-
camera multi-view dataset.
3.2.2 MoDNN
Mao et al. proposed a local distributed mobile com-
puting system (MoDNN) to deploy DNNs on resource-
constrained devices [71]. MoDNN uses a pre-trained DNN
model and scans each layer of a DNN model to iden-
tify layer types. If a convolutional layer is detected, the
layer input is partitioned by a method called Biased One-
Dimensional Partition (BODP). BODP helps reduce com-
puting cost by reducing the input size of convolutional
layers. If a fully connected layer is detected, the layer in-
put is assigned to different work nodes (mobile devices) to
achieve the minimum total execution time. They used the
ImageNet VGG-16 dataset and a pre-trained DNN model
for their experiment. MoDNN was implemented on the
LG Nexus 5 (with 2 GB memory, a 2.28 GHz processor,
running Android 4.4.2). They reported having success-
fully accelerated DNN computations by 2.17-4.28 times
with 2 to 4 mobile devices.
3.3 Depthwise separable convolutions
It is challenging to deploy CNNs on edge devices, owing
to their limited memory and compute power. Depthwise
Separable Convolutions provide a lightweight CNN archi-
tecture which reduces the computational cost of standard
CNNs by a ( 1
N
+ 1
D2
K
) factor, where N is the number of
output channels and Dk represents both the height and
width of the square kernel used in a convolutional neural
network. Depthwise separable convolutions were intro-
duced by Sifre and Mallat [96]. For the rest of this sec-
tion, we closely follow the terminology used by Howard
et al. [44, §3.1].
A standard CNNmodel uses each convolutional layer to
generate a new set of outputs by filtering and combining
the input. In contrast, depthwise separable convolutions
divide each convolutional layer into two separate layers
which serve the same purpose as a single convolutional
layer. This separation greatly reduces the computational
complexity and model size of this algorithm. The two
separate convolutional layers are:
• depthwise convolution: this layer applies a single-
channel filter to each multi-channel input.
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• pointwise convolution: this is a 1 × 1 convolutional
which combines the output of the depthwise convo-
lution.
Typically, the computational cost of a standard convolu-
tional layer of a CNN is given by:
CCStandard = DK ·DK ·M ·N ·DF ·DF (1)
where DK × DK is the dimension of the kernel, M , N
are the number of the input and output channels respec-
tively, and DF × DF × M is the dimensionality of the
feature map F . Depthwise separable convolutions split
this cost into two parts by using depthwise and pointwise
convolutional techniques. The total convolutional cost of
depthwise separable convolutions is equal to the combined
cost of depthwise and pointwise convolutions:
CCDSC = DK ·DK ·M ·DF ·DF +M ·N ·DF ·DF
Depthwise and pointwise convolutions help to reduce
computational complexity as represented by the follow-
ing equation:
CCDSC
CCStandard
= 1
N
+ 1
D2K
(2)
Equation 2 shows that using depthwise separable con-
volutions reduces the computational cost by factor of
( 1
N
+ 1
D2
K
) over standard CNNs. This cost reduction tech-
nique makes them faster and also more efficient in terms
of power consumption, which is ideal for edge devices.
3.3.1 MobileNets
Based on depthwise separable convolutions, Howard et al.
presented a new neural network architecture called Mo-
bileNets [44]. MobileNets strives to minimize the latency
of smaller scale networks so that computer vision applica-
tions can run on mobile (edge) devices. They compared
the performance of the MobileNets model to the tradi-
tional CNN model using ImageNet dataset, and reported
that the MobileNets uses only 4.2 million parameters,
when a traditional CNN uses 29.3 million parameters.
This parameter reduction process reduced the accuracy
by 1% but the number of multiplications and additions
dropped by more than 8 times, significantly improving
overall performance.
3.3.2 ShuffleNet
Zhang et al. have designed a new architecture called Shuf-
fleNet [117], using depthwise separable convolutions. To
reduce computational cost, they introduce two new oper-
ations, pointwise group convolutional and channel shuf-
fle. A grouped convolution is simply several convolutions
where input channels are grouped in different groups and
convolution is performed independently for each group
of channels. This strategy greatly reduces the compu-
tational cost. For example, if a convolutional layer has
4 input channels and 8 output channels. Then, the to-
tal computational cost is DK . DK . 4 . 8 . DF . DF (Equa-
tion 1). While with two groups, each taking 2 input chan-
nels and 4 output channels, the computational cost is
(DK . DK . 2 . 4 . DF . DF ).2 which is half as many oper-
ations. In this model, finding the appropriate number of
groups is crucial. The authors reached the best results
with 8 groups on the ImageNet dataset. Finally, a chan-
nel shuffle operation is added in this model to mix the
output channels of the group convolution. The authors
claim this new architecture is 3.1% more accurate than
MobileNets.
3.3.3 L-CNN
Nikouei et al. introduced a lightweight convolutional neu-
ral network called L-CNN [78] that is inspired by depth-
wise separable convolutions. L-CNN can run on edge de-
vices and is able to detect pedestrians in a real-time hu-
man surveillance system. They used a Raspberry Pi 3
Model B (with an ARMv7 1.2 GHz processor and 1 GB
RAM) to run this algorithm and reported that it was 64%
faster than MobileNets in detecting human objects in a
resource-scarce edge environment.
3.4 Other NN architectures
3.4.1 SqueezeNet
SqueezeNet [48] is a parameter efficient neural network
used in resource-constrained settings. This small CNN-
like architecture has 50 times fewer parameters than
AlexNet while preserving AlexNet-level accuracy on the
ImageNet dataset. By using deep compression with 6-bit
quantization, this model can be compressed to 0.47 MB,
which is 510 times smaller than 32-bit AlexNet. The au-
thors used two techniques to reduce the model size: a) by
using 1×1 filters instead of 3×3 filters b) by decreasing the
number of input channels . These techniques decrease the
number of parameters but affect the accuracy. To com-
pensate, the authors downsample later in the network to
have larger activation maps which lead to higher accu-
racy. The authors report that SqueezeNet exceeds the
top-1 and top-5 accuracy of AlexNet while using 50 times
smaller size model.
Pradeep et al. deployed a CNN model on an embed-
ded FPGA platform [88]. They use low bit floating-point
representation11 to reduce the computational resources
required for running a CNN model on FPGA. Their ar-
chitecture was tested with the SqueezeNet model on the
ImageNet dataset. The authors reported having achieved
51% top-1 accuracy on a DE-10 board at 100 MHz that
only consumed 2W power.
3.4.2 FastRNN & FastGRNN
Recurrent Neural Networks (RNNs) are powerful neural
networks used for processing sequential data, but suffer
118-bit for storage and 12-bit during computations.
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from inaccurate training and inefficient prediction. Tech-
niques to address these issues, such as unitary RNNs and
gated RNNs, increase the model size as they add extra
parameters. To shrink the model size Kusupati et al.
designed two new techniques, FastRNN and FastGRNN
[57]. In FastRNN, an additional residual connection is
used that has only two additional parameters to stabi-
lize the training by generating well-conditioned gradients.
FastRNN used the following formulas to update any hid-
den state (ht):
ht = σ(W · xt + U · ht−1 + b),
ht = αht + βht−1
where α 1 and β ≈ 1−α are trainable weights that are
parameterized by the sigmoid function, σ. FastRNN con-
trols the extent of its hidden layers by limiting α and β.
FastRNN has two additional parameters compared to the
traditional RNN, but it requires very little computation
which does not affect the performance of this algorithm.
After analyzing the performance of FastRNN Kusupati
et al. found that the expressive power of this model might
be limited for some datasets. So, they designed another
architecture called FastGRNN by converting the resid-
ual connection to a gate while reusing the RNN matrices.
FastGRNN has 2-4 times fewer parameters than other
leading gated RNN models such as LSTM, GRU, but pro-
vides the same or sometimes better accuracy than gated
RNN models [57].
It is possible to fit FastGRNN in 1-6 kilobytes which
makes this algorithm suitable for IoT devices, such as Ar-
duino Uno. The developers of this model reported 18–42
times faster prediction results compared to other lead-
ing RNN models by deploying FastGRNN on an Arduino
MKR1000. FastRNN and FastGRNN, both of which are
open-source12, have been benchmarked using the follow-
ing:
• utterance detection (e.g. "Hey Cortana") using the
Wakework-2 dataset
• utterance detection with background noise and si-
lence using the Google-12 dataset
• human activity recognition using HAR-2 and DSA-
19 datasets
• language modeling using the Penn Treebank (PTB)
dataset
• star rating prediction using the Yelp review dataset
and image classification using the MNIST dataset.
3.5 Training DNN models on edge de-
vices
In this section, we discuss DNN models in which both
training and inference is done on edge devices. These
models are especially important in situations where there
12https://github.com/Microsoft/EdgeML/
is a need to handle new problems arising after deployment
of a trained model on an edge device. Also, edge train-
ing is necessary to provide personalized support for smart
device users. For example, a pre-trained speech recogni-
tion model would not work equally well for people from
different parts of the world. In that case, re-training a
DNN model using a mobile phone would improve accu-
racy. However, due to resource limitation, training a deep
convolutional neural network on an edge device is daunt-
ing. Usually, deep learning applications deployed on the
network edge use cloud servers for training a DL model
and then run inference on edge devices.
3.5.1 Re-training of pruned networks
Chandakkar et al. designed a new architecture to re-train
a pruned network on an edge device (such as a smart-
phone) [19]. This model runs the following steps in cyclic
order to re-train a DNN model:
• A complete DNN is trained for an epoch (when
an entire dataset is passed forward and backward
through the DNN) on the original data.
• Layer-wise magnitude-based weight pruning is per-
formed with a user-defined threshold value. This
greatly reduces the computational complexity by re-
moving connections in a DNN model and makes it
suitable to run on a resource-scarce device. Unfor-
tunately, any pruning process reduces the accuracy
of a model. To overcome this issue, this approach
finds the indices of most important weights for an
important feature and excludes these elements from
being pruned.
• Finally, the pruned DNN network is used while train-
ing the next epoch.
3.5.2 Privacy-preserving learning
Mao et al. presented a privacy-aware DNN training archi-
tecture that uses differential privacy to protect user data
during the training [72]. This deep learning scheme is ca-
pable of training a model using multiple mobile devices
and the cloud server collaboratively, with minimal addi-
tional cost. First, this algorithm selects one convolutional
layer to partition the neural network into two parts. One
part runs on edge devices another part runs on the server
(AWS cloud server). The first part takes raw data with
sensitive user information as input and uses a differen-
tially private activation algorithm to generate the volume
of activations as output. These output activations con-
tain Gaussian noise, which prevents external cloud servers
from reproducing original input information using revers-
ing activations. These noisy output activations are then
transmitted to cloud servers for further processes. The
servers take output activations as input and run the subse-
quent training process. This model was evaluated using a
Nexus 6P phone and AWS based servers. The authors re-
port that they have achieved good accuracy by deploying
this model on Labeled Faces in the Wild dataset (LFW).
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Table 2: eGSD gradient drop ratio data reported by
Tao and Li [99].
Drop Ratio Total iterations Accuracy
25% 200000 95.31
50% 200000 91.22
87.5% 200000 88.46
75% 200000 83.85
75% 150000 83.76
75% 100000 81.13
3.5.3 eSGD
Exchanging model parameters and other data between
edge devices and cloud servers is mandatory for training
an edge-cloud-based DL model. However, as the size of
the training model increases, more data needs to be ex-
changed between edge devices and servers. The high net-
work communication cost is a bottleneck for a training
model. To reduce communication costs and keep model
accuracy high, Tao and Li introduced a new method called
Edge Stochastic Gradient Descent (eSGD) [99]. In this
approach, all edge devices run training tasks separately
with independent data and the gradient values generated
by the edge devices are sent to the cloud servers.
The server collects all gradients from edge devices and
performs gradient synchronization by taking their aver-
age. After that, it updates the parameters by using this
average value. These updated parameters are sent back to
the edge devices for the next training step. This process
is called parameter synchronization.
The authors noticed that only a small fraction of the
gradients need to be updated after each mini-batch. This
finding helps the authors to reduce communication cost
by taking only the required gradients and sending them
to the server. Unfortunately, this gradient selection tech-
nique decreases model accuracy. So, eSGD uses two mech-
anisms to maintain satisfactory training accuracy:
• ‘Important’ updating: After each mini-batch only a
small fraction of the gradient coordinates need to be
updated. eSGD determines these important gradi-
ents and transfers them to the server for updating
the parameters. This process significantly reduces
communication cost. Random weight selection is
used to select important gradients.
• Momentum residual accumulation: This mechanism
is applied for tracking and accumulating out-of-date
residual gradients, which helps to avoid low conver-
gence rate caused by the previous important updat-
ing method.
eSGD is capable of reducing the gradient size of a CNN
model by up to 90%. Unfortunately, high gradient shrink-
ing leads to bad accuracy. Tao and Li used MNIST in
their experiments and reported 91.22% accuracy with a
50% gradient drop (Table 2).
4 ML systems at the edge
The previous two sections covered techniques that have
been developed for machine learning inferencing (and, in
some cases, also training) on the network edge. This sec-
tion focuses on the actual applications of edge-based ML
and DL methods for deploying intelligent systems.
4.1 Real-time video analytics
Real-time video analytics systems are an integral part of
a wide range of applications, e.g. self-driving cars, traf-
fic safety & planning, surveillance, and augmented reality
[9]. Until recently, video analytics systems using ML al-
gorithms could only process about 3 fps whereas most
real-time video cameras stream data at 30 fps [52]. Edge
computing with IoT cameras has been used to address this
problem and provide improved real-time video analytics
services.
Ananthanarayanan et al. developed a video analytics
system called Rocket [9] that produces high-accuracy out-
puts with low resource costs. Rocket collects video from
different cameras and uses vision processing modules for
decoding it. Each module uses predefined interfaces and
application-level optimizations to process video data. A
resource manager is used to execute data processing tasks
on different resource-constrained edge devices and cloud
servers. A traffic analytics system based on the Rocket
software stack has been deployed in Bellevue, WA to track
cars, pedestrians, and bikes. After processing the data in
real-time, it raises an alert if anomalous traffic patterns
are detected. Rocket has been shown to be effective in
a variety of applications [10], which include a) a smart
crosswalk for pedestrians in a wheelchair, b) a connected
kitchen to pre-make certain food to reduce customer wait-
-times, c) traffic dashboard for raising an alarm in abnor-
mal traffic volumes, and d) retail intelligence for product
placement.
As the volume of video data produced by IoT and
other cameras has increased sharply, searching for rele-
vant video in large video datasets has become more time
consuming and expensive. Hsieh et al. introduced a low-
cost, low-latency video querying technique called Focus
[45]. This system generates indexes of multiple object
classes in the video and uses them to search a relevant
video. They used GT-CNN, a low-cost CNN architecture
with fewer convolutional layers for recognizing objects and
indexing the object classes of each video stream.
Xu et al. used an SVM classifier with the Histogram
of the Oriented Gradient (HOG) feature extraction al-
gorithm on edge devices to develop a real-time human
surveillance system [78, 114]. They used the COCO image
set archive to train the SVM classifier with around 20K
images and a Raspberry Pi 3 (model B with an ARMv7
1.2 GHz processor, 1 GB of RAM) to run the HOG and
SVM and were able to successfully distinguish between
human and nonhuman objects in real-time.
Qi and Liu used an embedded GPU to reach real-time
video processing speed (30fps) by using a quantized DL
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model [89]. They used Nvidia’s TensorRT framework
to quantize the CNN model parameter to 16-bit float
type. They deployed their model on an embedded GPU
(Nvidia Jetson TX2) and showed real-time videos analysis
with different video resolutions: 1080p and 720p. They
claimed that approaches based on model quantization and
pruning have the capability of improving the deployment
of deep learning models on the IoT edge.
Wang et al. introduced a bandwidth-efficient video an-
alytics architecture based on edge computing that enables
real-time video analytics on small autonomous drones
[109].
Kar et al. presented a CNN-based video analytics
system to count vehicles on a road and estimate traffic
conditions without the help of surveillance cameras [54].
They consider a vehicle as an edge device and deploy their
model on a dashboard camera on-board the vehicle. The
deployed model uses an object detection framework called
YOLO [90] to detect other vehicles on the road. They
used 8000 car images to train the model and then de-
ployed the trained model to identify a moving vehicle and
achieved an accuracy of 90%.
Ali et al. designed an edge-based video analytics sys-
tem using deep learning to recognize an object in a large-
scale IoT video stream [3]. There are four different stages
in this video analytics system: a) frame loading/decoding
and motion detection, b) preprocessing, c) object detec-
tion and decomposition, and d) object recognition. The
first three actions are performed on the edge infrastruc-
ture and the fourth one in the cloud. To improve accu-
racy, this model uses a filter that finds important frames
from the video stream and forwards them to the cloud for
recognizing objects. Their edge-cloud based model was
71% more efficient than the cloud-based model in terms
of throughput on an object recognition task.
4.2 Image recognition
Image recognition refers to the process of extracting
meaningful information from a given image, e.g. to iden-
tify objects in that image. Deep learning techniques such
as CNNs can be used to detect people, places, handwrit-
ing, etc. in an image. The prevalence of IoT cameras and
mobile devices has increased the importance of improved
image recognition techniques.
Until recently, data would almost always be transferred
to the cloud where the images captured by IOT or mobile
phones would be processed. Researchers have increasingly
begun to use edge computing techniques to process images
close to where they are captured. For example, there are
currently more than 2.5 billion social media users in the
world and millions of photographs and videos are posted
daily on social media [97]. Mobile phones and other de-
vices can capture high-resolution video which, uploading
which may require high bandwidth. By processing this
data on the edge, the photos and videos are adjusted to a
suitable resolution before being uploaded to the Internet
[95]. Caffe2Go13 is a lightweight framework that allows
deploying DL systems on a mobile device and helps to
reduce the size of the input layer of a DL model.
PII information in videos and images can be removed
at the edge before they are uploaded to an external server,
thereby enhancing user privacy.
IoT cameras and edge devices have been used with
DL algorithms to understand animal behavior [32], which
helps in the study of changes in animal habitats.
Liu et al. developed a food image recognition model
for automatic dietary assessment [66]. In this model, ma-
chine learning algorithms were deployed on edge devices
and cloud servers collaboratively. The main function of
the edge device is to identify a blurry image taken by
the user. Generally, the percentage of edge pixels for a
blurry image is lower than a clear image. They used this
feature and some other texture features (e.g., contrast,
correlation) as the input of a two-step K-means cluster-
ing algorithms to identify a blurry image. If the algo-
rithm finds a blurry and low quality image, then the user
gets a real-time notification to retake the picture. Other-
wise it segments the original image with different filters
to generate a clear image. Due to the completion of these
notification and segmentation processes in real-time on
an edge device, the overall run time for the algorithms
decreases greatly. After processing the food image on
the edge device, a clear image is sent to the cloud server
for further processing. The communication between the
edge device and the cloud servers is maintained by Apache
HttpClient services. In this experiment two publicly avail-
able datasets have been used for recognizing food images,
UEC-256/UEC-100 and Food-101. They reported their
food recognizing system is 5% more accurate than the ex-
isting approach (FoodCam(ft))[55] using the same dataset
(UEC-100).
Drolia et al. designed a prefetching and caching tech-
nique to reduce image recognition latency for mobile ap-
plications [30]. They used a Markov model to predict
which parts of the trained classifiers a user might use in
the future to recognize a new image. Based on this pre-
diction, this model caches parts of the trained classifiers
and generates smaller image recognition models. It also
changes feature extraction parameters based on network
conditions and computing capability of the mobile device.
Finally, it uses smaller recognition models that are cached
on the device and adjusted feature parameters to recog-
nize an image.
Tuli et al. introduced a deep learning-based real-time
object detection system using IoT, fog, and cloud com-
puting [106]. They used the YOLOv3 architecture [90]
by training on the COCO dataset to evaluate their sys-
tem. The authors have developed an open-source fog-
cloud deployment system called EdgeLens14 and demon-
strated the capability of this system by deploying object
detection YOLO software on multiple Raspberry Pi de-
13https://code.fb.com/android/
delivering-real-time-ai-in-the-palm-of-your-hand/
14https://github.com/Cloudslab/EdgeLens
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vices and cloud VMs.
4.3 Automatic Speech Recognition
There is immense community interest in developing an
offline speech recognition system that supports a digital
voice-assistant without the help of the cloud. Limited-
vocabulary speech recognition, also known as keyword
spotting is one method to achieve offline speech recog-
nition [112]. A typical keyword spotting system has two
components:
• a feature extractor: extract necessary features from
the human voice
• a neural network-based classifier: takes voice fea-
tures as input and generates a probability for each
keyword as output
DNN-based keyword spotting systems are not easily de-
ployable on resource-constrained devices. Lin et al. de-
signed a highly efficient DNN called EdgeSpeechNets to
deploy DL models on mobile phones or other consumer
devices for human voice recognition [65]. Their model
achieved higher (approx. 97%) accuracy than state-of-
the-art DNNs with a memory footprint of about 1MB
using Google Speech Commands dataset. They used the
Motorola Moto E phone with a 1.4 GHz Cortex-A53 mo-
bile processor as the edge device. EdgeSpeechNets used
36 times fewer mathematical operations resulting in 10
times lower prediction latency, a 7.8 times smaller net-
work size, and a 16 times smaller memory footprint than
state-of-the-art DNNs.
Chen et al. introduced a small-footprint keyword spot-
ting technique based on DNNs called Deep KWS, which is
suitable for mobile edge devices [21]. Deep KWS has three
components: a feature extractor, a deep neural network,
and a posterior handling module. The feature extractor
uses the KWS algorithm to analyze the input audio and
generate a feature vector. This feature vector is used as
input to the DNN to generate frame-level posterior prob-
abilities scores. Finally, the posterior handling module
uses these scores to generate the final output score of
every audio frame to recognize the audio. Their model
achieved 45% relative improvement with respect to the
Hidden Markov Model-based system. Chen et al. also de-
veloped a query-by-example keyword spotting technique
using a long short-term memory (LSTM) network instead
of standard DNN [22]. This model also has low compu-
tational cost and small memory footprint, and can easily
be executed on a resource-constrained edge device.
4.4 Privacy and security
The widespread use of IoT devices and their ability to
generate information has boosted personal data produc-
tion, but poor security protections on these devices has
simultaneously increased the potential for misuse of user
data.
Osia et al. designed a hybrid architecture that works
with edge and cloud servers collaboratively to protect user
privacy. All personal data is collected and processed on
personal edge devices to remove sensitive information [81].
Only data that is free of sensitive information is sent to
the cloud server for further processing.
Das et al. introduced a distributed privacy infrastruc-
ture for IoT that notifies users about nearby cameras,
what data is collected about them and how this data is
being used [27]. This framework can denatures user faces
if desired and uses five components to ensure user privacy:
• Internet of Things Resource Registry (IRR): Stores
and advertises the privacy-related information,
which helps the user to understand the policy.
• IoT Assistant (IoTA): IoTA is an android application
which needs to be installed on the user phone. This
application captures the resource published by IRR
and informs the user about nearby cameras, collected
data and what it does with the collected data. After
being informed about the data capturing system, the
user can configure their privacy preferences (e.g. opt-
in/opt-out of any service using sensitive data).
• Policy Enforcement Point (PEP): Ensures user-
defined privacy settings are deployed on cameras and
maintains a database for storing user’s setting for fu-
ture use.
• Face Trainer: Recognizes human faces using Open-
Face (a DNN based face recognition library).
• Privacy Mediator: Denatures human faces from live
video feeds.
To mitigate security risks to IoT networks, Pajouh et
al. proposed a model to identify suspicious behaviors such
as a user-to-root attack or a remote-to-local attack within
IoT networks [83]. They used the NSL-KDD dataset [100]
with the k-NN and Naive Bayes algorithm to classify nor-
mal and suspicious behaviors. This experiment was con-
ducted using a personal computer as an edge device with-
out the help of cloud servers, which showed that an edge
device can detect suspicious activity in IoT networks.
4.5 Fraud detection
With the increase in data being genereated by IoT and
smart devices, incidents of data fraud and theft are also
increasing. Machine learning is being used to prevent data
falsification and to authenticate data validity. Ghoneim
et al. developed a new medical image forgery detection
framework that can identify altered or corrupted medical
images [38]. They used a multi-resolution regression filter
on a noise map generated from a noisy medical image and
then used SVM and other classifiers to identify corrupted
images. The first part of their algorithm (that creates a
noisy map from a medical image) is done on an edge com-
puting device, and the rest is done on a cloud server. This
distributed approach decreases the time for data process-
ing as well as bandwidth consumption. They used the
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SVM algorithm and CASIA 1 and CASIA 2 datasets in
their experiment and reported 98.1% accuracy on CA-
SIA 1 and 98.4% accuracy on CASIA 2 dataset. Also,
the maximum bandwidth consumption during the experi-
ment of their proposed system without edge computing is
322 bits per second and with edge computing is 281 bits
per second.
4.6 Creating training datasets
Assembling and labeling a large training dataset and pro-
ducing accurate classifiers are typically accomplished by
the collaboration of human and ML algorithms [34]. Un-
fortunately, raw data collected from various data sources
often contains a huge amount of noise. Human experts
with specialized image identification skills or program-
ming skills are needed to create an accurate classifier in
domains such as military, environmental or medical re-
search. Discarding noise from the data as early as pos-
sible increases the speed of this training process. Early
discard refers to the removal of irrelevant data in the ini-
tial phase of processing pipelines. This could be on the
operating system layer, application layers, or transport
layers across the Internet. This early discard helps label
data quickly and reduces human involvement during data
assembling hence improve the efficiency of the system.
This early discard approach may apply to both live data
sources (e.g. video cameras) and archival data sources
(datasets dispersed over the Internet).
Feng et al. designed an architecture using edge comput-
ing that produces a labeled training dataset which can be
used to train a machine learning model [34]. They used
edge computing to discard irrelevant data at the early
stage using three targets (deer, the Taj Mahal, and fire
hydrants) that do not have a public dataset for training.
Their approach, named Eureka, uses HoG, SVM, Mo-
bileNets and R-CNN at the edge of the network to build a
labeled training dataset for the three targets. They were
able to reduce the human labeling effort by two orders of
magnitude compared to a brute-force approach.
4.7 Autonomous vehicles
An autonomous vehicle on average generates more than
50 GB of data every minute15. This data must be pro-
cessed in real-time to generate driving decisions. The
bandwidth of an autonomous vehicle is not large enough
for transferring this enormous amount of data to remote
servers. Therefore, edge computing is becoming an inte-
gral part of autonomous driving systems.
Navarro et al. designed a pedestrian detection method
for autonomous vehicles [76]. A LIDAR sensor gathers
data to detect pedestrians and features are extracted from
this data. These features include stereoscopic informa-
tion, the movement of the object, and the appearance
of a pedestrian (local features like Histogram of Oriented
15https://datafloq.com/read/
self-driving-cars-create-2-petabytes-data-annually/
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Gradients). Using the features obtained from raw LIDAR
data, an n-dimensional feature vector is generated to rep-
resent an object on the road. This feature vector is used
as input for the machine learning model to detect pedes-
trians. They use a Nuvo-1300S/DIO computer to run the
machine learning model inside an autonomous vehicle and
report 96.8% accuracy in identifying pedestrians.
Hochstetler et al. have shown that it is possible to pro-
cess real-time video and detect objects using deep learning
on a Raspberry Pi combined with an Intel Movidius Neu-
ral Compute Stick [43]. They reported that their embed-
ded system can independently process feeds from multiple
sensors in an autonomous vehicle.
4.8 Healthcare monitoring
Deep learning models are increasingly being used to an-
alyze medical data and images [108]. Anguita et al. de-
signed a new algorithm, Multiclass Hardware Friendly
Support Vector Machine (MC-HF-SVM), for building
models geared towards edge-devices, focusing on health-
care applications such as human activity recognition and
monitoring [11]. Their algorithm uses fixed-point arith-
metic to reduce computational cost. Signals from the sen-
sors (accelerometer, gyroscope) are used as input of the
MC-HF-SVM algorithm. Noise reduction filters are ap-
plied on the sensor signal and and the resulting noise-free
signal is sampled into fixed-width sliding windows to gen-
erate a feature vector, which is fed to the MC-HF-SVM
algorithm. Their algorithm requires less processing time,
memory and power, with only a 0.3% reduction in accu-
racy compared to the standard floating-point multi-class
SVM.
4.9 Smart homes and cities
Homes equipped with intelligent systems built using nu-
merous resource-constrained devices are increasingly be-
ing designed [41]. An important goal in the design of
such smart homes is ensuring the safety of children and
the elderly. Hsu et al. developed a fall detection sys-
tem that generates an alert message when an object falls
[46]. Their approach has three steps: a) a skeleton ex-
traction performed followed by ML prediction model to
detect falls, b) a Raspberry Pi 2 is used as an edge com-
puting device for primary data processing and to reduce
the size of videos or images, c) falls are detected using
machine learning on the cloud and users are notified in
appropriate cases.
Tang et al. designed a hierarchical distributed com-
puting architecture for a smart city to analyze big data at
the edge of the network, where millions of sensors are con-
nected [98]. They used SVMs in a smart pipeline monitor-
ing system to detect threatening events on the pipeline.
Their architecture has multiple layers:
• Sensing Networks: this layer contains numerous low-
cost sensors, which generate a massive amount of
data.
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• Edge computing layer: this level consists of low-
power computing devices (see §6). The main func-
tion of this layer is to quickly detect hazardous events
to avoid potential damages. For example, if a house
in the smart city experiences a leakage or a fire in
the gas line, this layer will detect the threat and
quickly shut down the gas supply of that home/area
without any help from cloud computing. Tang et
al. used support vector machine in edge devices to
detect potential threat patterns.
• Data center layer: This layer performs complex cal-
culations which are not possible on edge computing
devices. For example, relationship modeling for de-
tecting a massive thread event by analyzing big data
generated by the lower layer.
Chang et al. designed an edge-based energy manage-
ment framework for smart homes [20] that improves the
use of renewable energy to meet the requirements of IoT
applications. Since sunlight is the main source of renew-
able energy, they used a numerical weather prediction
(NWP) model [86] to predict weather impacting solar
energy generation. After obtaining forecast information
from NWP models, an energy scheduling module gener-
ates a cost-effective energy utilization schedule for the
smart home. Raspberry Pi 3 B was used to run their
framework at the location of its users, helping to protect
privacy-sensitive data.
Park et al. designed a new fault detection system for
edge computing (LiRed) using LSTM recurrent neural
networks [84]. A Raspberry Pi 3 Model B with 1 GB
memory and 16 GB flash storage was used as an edge de-
vice to run LiRed for detecting faults in a smart factory.
Evaluated in terms of F1 and F2 scores, their classifi-
cation technique performs better than SVM and RF for
detecting machine faults.
4.10 Safety and security
To improve pedestrian security, Miraftabzadeh et al. in-
troduced a new embedded algorithm pipeline using arti-
ficial neural networks with edge computing to identify a
person in real time [75]. Their technique maps the fa-
cial image of a pedestrian to a high-dimensional vector
by using a facial privacy-aware parameterized function.
This vector helps to identify and track individuals with-
out determining their true identity. They embedded a
ResNet (concurrent residual neural network) model with
every camera to extract a facial feature vector by real-
time CCTV video analysis. ResNet is trained with a
vectorized-l2-loss function for face recognition and a mul-
tivariate kernel density estimation matching algorithm is
applied for identity identification and security verifica-
tion. They reported achieving a 2.6% higher accuracy
over other state-of-the-art approaches.
Liu et al. developed an edge-based phone application
software to detect attacks in ride-sharing services [67].
Their model has three parts: a) audio capture & analy-
sis, b) driving behavior detection, and c) video capture &
analysis. In the audio capture and analysis step, an an-
droid mobile application runs a speech recognition model
to capture and analyze the audio during a ride. If it
detects certain keywords (e.g. ‘help’, ‘rescue me’) with
abnormal high-pitched sounds, it captures and uploads
video to the cloud server in real-time, where the video is
analyzed using a trained CNN model. If any abnormal
movement or dangerous objects are detected, the cloud
server shares the video with law enforcement agencies.
Dautov et al. introduced an intelligent surveillance
system using IoT, cloud computing, and edge comput-
ing [28]. This system processes sensitive data at the edge
of the network to enhance data security and reduces the
amount of data transferred through the network.
Xu et al. developed a smart surveillance system for
tracking vehicles in real-time [115]. Their system helps to
identify suspicious vehicles after traffic accidents. They
processed camera streams at the edge of the network and
stored space-time trajectories of the vehicles instead of
storing raw video data which reduces the size of the stored
data. Vehicle information can be found by querying these
space-time trajectories.
4.11 Document classification
Ding and Salem designed a novel architecture for au-
tomatic document classification (D-SCAML) which im-
proves data protection in edge environments [29]. D-
SCAML uses natural language processing and machine
learning techniques, such as decision trees and Naive
Bayes, to predict the likely nature of raw data and en-
forces security procedures on that data. Then this data
is processed, analyzed and classified using edge and cloud
servers collaboratively.
5 ML Frameworks
This section describes common frameworks that have
been used to deploy machine learning models on edge
devices. Table 3 (on page 17) summarizes common ML
frameworks, along with their core language, interface, and
applications.
TensorFlow Lite TensorFlow is a popular machine
learning framework, developed by Google. Tensor-
Flow Lite16 is a lightweight implementation of Ten-
sorFlow for edge devices and embedded systems.
TensorFlow Lite has been used for classification and
regression on mobile devices. It supports DL with-
out the help of a cloud server and has some neural
network APIs to support hardware acceleration17.
TensorFlow Lite can be run on multiple CPUs and
GPUs and is therefore well-suited for distributed ML
algorithms. The main programming languages for
16https://www.tensorflow.org/lite
17https://www.tensorflow.org/lite/performance/gpu_
advanced
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Table 3: Machine learning frameworks that have been used on edge devices.
Framework Core language Interface Part runningon the edge
Example
applications
TensorFlow Lite
(Google)
C++
Java
C/C++
Java
TensorFlow Lite
NN API
computer vision [109],
speech recognition [42, 1]
Caffe2
Caffe2Go
(Facebook)
C++ AndroidiOs NNPack
image analysis,
video analysis [53]
Apache MXNet
C++
Python
R
Linux
MacOS
Windows
Full Model object detection,recognition [78]
Core ML2
(Apple) Python iOS CoreML
image analysis [16]
NLP [105]
ML Kit
(Google)
C++
Java
Android
iOs Full Model
image recognition,
text recognition,
bar-code scaning [26]
AI2GO C, PythonJava, Swift
Linux
macOs Full Model
object detection,
classification [5]
DeepThings C/C++ Linux Full Model object detection [119]
DeepIoT Python Ubilinux Full Model
human activity
recognition,
user identification [116]
DeepCham C++Java
Linux
Android Full Model object recognition [62]
SparseSep - LinuxAndroid Full Model
mobile object
recognition,
audio classification [15]
Edgent - Ubuntu Major partof the DNN image recognition [63]
this framework are Java, Swift, Objective-C, C, and
Python. A performance evaluation study of Tensor-
Flow Lite by Zhang et al. showed that it occupied
only 84MB memory and took 0.26 seconds to exe-
cute an inference task using MobileNets on a Nexus
6p mobile device [118].
Caffe2 and Caffe2Go Caffe218 is a fast and flexible
deep learning framework developed by Facebook.
Caffe2Go is a lightweight and modular framework
built on top of Caffe2. Both frameworks provide
a straightforward way to implement deep learning
models on mobile devices and can be used to analyze
images in real time19. Caffe2Go20 can run on the
Android and iOS platforms with the same code. It
implements debugging tools by abstracting the neu-
18Caffe2 is now being merged with Pytorch.
19https://code.fb.com/android/
delivering-real-time-ai-in-the-palm-of-your-hand/
20https://caffe2.ai/blog/
ral network math. It uses fewer convolutional layers
than traditional neural networks and optimizes the
width of each layer to reduce model size.
Apache MXNet Apache MXNet21 is a lean, scalable,
open-source framework for training deep neural net-
works and deploying them on resource-scarce edge
devices. MXNet supports distributed ecosystems
and public cloud interaction to accelerate DNN
training and deployment. It comes with tools which
help to tracking, debugging, saving checkpoints, and
modifying hyperparameters of DNN models.
CoreML3 CoreML322 is an iOS-based ML framework
developed by Apple for building ML models and inte-
grating them with Apple mobile applications. It al-
lows an application developer to create an ML model
to perform regression and image classification. This
21https://mxnet.apache.org/
22https://developer.apple.com/machine-learning/core-ml/
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framework allows ML to run on edge devices with-
out a dedicated server. A trained DNN model is
translated into CoreML format and this translated
model can be deployed using CoreML APIs to make
an image classifier inside a mobile phone.
ML Kit ML Kit23 is a mobile SDK framework intro-
duced by Google. It uses Google’s cloud vision APIs,
mobile vision APIs, and TensorFlow Lite to per-
form tasks like text recognition, image labeling, and
smart reply. Curukogluall et al. tested ML Kit APIs
for image recognition, bar-code scanning, and text
recognition on an Android device and reported that
these APIs recognize different types of test objects
such as tea cup, water glass, remote controller, and
computer mouse successfully [26].
AI2GO Introduced by Xnor24, AI2GO helps to tune
deep leaning models for popular use cases on
resource-scarce devices. More than 100 custom ML
models have been built with this framework for on-
device AI inferencing. These custom models have
the ability to detect objects, classify foods and many
other AI applications [5]. This platform targets spe-
cialized hardware which includes the Raspberry Pi,
Ambarella S5L, Linux and macOS based laptops,
and Toradex Apalis iMX6. Allan conducted tests
to benchmark the AI2GO platform on a Raspberry
Pi and reported this platform to be 2 times faster
than TensorFlow Lite in machine learning inferenc-
ing using a MobileNets v1 SSD 0.75 depth model
[5].
DeepThings DeepThings is a framework for adapt-
ing CNN-based inference applications on resource-
constrained devices [119]. It provides a low memory
footprint of convolutional layers by using Fused Tile
Partitioning (FTP). FTP divides the CNN model
into multiple parts and generates partitioning pa-
rameters. These partitioning parameters with model
weights are then distributed to edge devices. When
all edge devices complete their computational tasks,
a gateway device collects the processed data and gen-
erates results. The authors deployed YOLOv2 using
DeepThings on Raspberry Pi 3 devices to demon-
strated the deployment capability of this framework
on IoT devices.
DeepIoT DeepIoT is a framework that shrinks a neural
network into smaller dense matrices but keeps the
performance of the algorithm almost the same [116].
This framework finds the minimum number of filters
and dimensions required by each layer and reduces
the redundancy of that layer. Developed by Yao et
al., DeepIoT can compress a deep neural network by
more than 90%, shorten execution time by more than
71%, and decrease energy consumption by 72.2% to
95.7%.
23https://firebase.google.com/products/ml-kit
24https://www.xnor.ai/
DeepCham Li et al. introduced a framework called
DeepCham which allows developers to deploy DL
models on mobile environments with the help of edge
computing devices [62]. DeepCham is developed
for recognizing objects captured by mobile cameras,
specifically targeting Android devices.
SparseSep SparseSep, developed by Bhattacharya and
Lane, is a framework for optimizing large-scale
DL models for resource-constrained devices such as
wearable hardware [15]. It run large scale DNNs and
CNNs on devices that have ARM Cortex processors
with very little impact on inference accuracy. It can
also run on the NVidia Tegra K1 and the Qualcomm
Snapdragon processors and was reported to run in-
ference 13.3 times faster with 11.3 times less memory
than conventional neural networks.
DeepX Lane et al. presented a software accelerator
for low-power deep learning inference called DeepX,
which allows developers to easily deploy DL models
on mobile and wearable devices [60]. DeepX dra-
matically lowers resource overhead by decomposing
a large deep model network into unit-blocks. These
unit-blocks are generated using two resource control
algorithms, namely Runtime Layer Compression and
Deep Architecture Decomposition, and executed by
heterogeneous processors (e.g. GPUs, LPUs) of mo-
bile phones.
Edgent Li et al. developed Edgent25, a framework for
deploying deep neural networks on small devices [63].
This framework adaptively partitions DNN compu-
tations between a small mobile device (e.g. Rasp-
berry Pi) and the edge computing devices (e.g. lap-
tops), and uses early-exit at an intermediate DNN
layer to accelerate DNN inference.
6 Hardware and Software
This section describes the software and low-power hard-
ware that have been used for deploying machine learning
systems at the network edge.
6.1 Hardware
Table 4 on page 19 lists embedded computing boards on
which ML models have been successfully deployed at the
network edge. Below, we describe the context in which
they have been used.
Raspberry Pi
The Raspberry Pi, a single-board computer devel-
oped by the Raspberry Pi Foundation, is one of the
most common devices used for edge computing. It
has been used to run ML inference without any extra
hardware. The Raspberry Pi 3 Model B has a Quad
25This is unrelated to Apache Edgent, an SDK for developing
streaming analytics at the edge that we discuss later (§5).
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Table 4: Computing devices that have been used for machine learning at the edge.
Device GPU CPU RAM Flashmemory
Power
consumption
Example
applications
Raspberry
Pi
400MHz
VideoCore
IV
Quad
Cortex A53
@ 1.2GHz
1 GB
SDRAM 32 GB 2.5 Amp
video
analysis [78, 114]
Coral
Dev Board
(Edge TPU)
GC7000 Lite
Graphics +
Edge TPU
coprocessor
Quad
Cortex-A53,
Cortex-M4F
1 GB
LPDDR4
8 GB
LPDDR4 5V DC
image
processing [18]
SparkFun
Edge -
32-bit ARM
Cortex-M4F
48MHz
(with 96MHz
burst mode)
processor
384KB 1MB 6uA/MHz speechrecognition [31]
Jetson TX1
Nvidia
Maxwell
256 CUDA
cores
Quad ARM
A57/2 MB
L2
4 GB
64 bit
LPDDR4
25.6 GB/s
16 GB eMMC,
SDIO, SATA 10-W
video, image
analysis [68] [61]
robotics [33]
Jetson TX2
Nvidia
Pascal
256 CUDA
cores
HMP Dual
Denver 2/2
MB L2 +
Quad ARM
A57/2
MB L2
8 GB
128 bit
LPDDR4
59.7 GB/s
32 GB eMMC,
SDIO, SATA 7.5-W
video, image
analysis [68], [92]
robotics [24]
Intel
Movidius
Neural
Compute
Stick
High
Performance
VPU
Myriad 2
Vision
Processing
Unit
1 GB 4 GB
2 trillion
16-bit
operations
per second
within
500 mW
classification [73]
computer
vision [14, 43]
ARM ML - ARM MLprocessor 1 GB -
4 TOPs/W
(Tera
Operations)
image, voice
recognition [107]
RISC-V
GAP8 -
nona-core
32-bit
RISC-V
microprocessor
@250 MHz
16 MiB
SDRAM - 1 GOPs/mW
image, audio
processing [35]
OpenMV
Cam -
ARM 32-bit
Cortex-M7 512KB 2 MB
200mA
@ 3.3V
image
processing [6]
BeagleBone
AI -
Cortex-A15
Sitara AM5729
SoC with 4 EVEs
1 GB 16 GB - computer vision [25]
EMC3531 -
ARM Cortex-M3
NXP Coolflux
DSP
- - - audio, videoanalysis38
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Cortex A53 @ 1.2GHz CPU, 400MHz VideoCore IV
GPU, 1GB SDRAM. Xu et al. used Raspberry Pi 3
as edge devices to develop a real-time human surveil-
lance system [78, 114]. Their system is able to dis-
tinguish between human and nonhuman objects in
real-time.
It has a micro-SD card slot to support flash mem-
ory up to 32 GB. Xnor.ai has developed a new AI
platform to run deep learning models efficiently on
edge devices such as embedded CPUs (e.g. Rasp-
berry Pi), phones, IoT devices, and drones without
using a GPU or TPU [58, 113].
Edge TPU and Coral Dev Board
The edge tensor processing unit (TPU26) is an ASIC
chip designed by Google for ML inference on edge de-
vices. It accelerates ML inference and can execute
convolutional neural networks (CNN). It is capable
of running computer vision algorithms, such as Mo-
bileNets V1/V2, MobileNets SSD V1/V2, and Incep-
tion V1-4. The TPU can also run TensorFlow Lite
and NN APIs. If a user selects the power efficient
mode, the Edge TPU can execute state-of-the-art
mobile vision models at 100+ fps 27. The Coral Dev
Board uses the Edge TPU as a co-processor to run
machine learning applications.
The Coral Dev board has two parts, a baseboard
and a system-on-module (SOM). The baseboard has
a 40-pin GPIO header to integrate with various sen-
sors or IoT devices and the SOM has a Cortex-A53
processor with an additional Cortex-M4 core, 1GB
of RAM and 8GB of flash memory that helps to run
Linux OS on Edge TPU.
The Coral USB accelerator28 is a device that helps to
run ML inference on small devices like the Raspberry
Pi. The accelerator is a co-processor for an existing
system, which can connect to any Linux system us-
ing a USB-C port. Allan deployed machine learn-
ing inference on different edge devices, including the
Coral Dev Board and conducted tests to benchmark
the inference performance [4, 8]. He reported that
the Coral Dev Board performed 10 time faster than
Movidius NCS, 3.5 time faster than Nvidia Jetson
Nano (TF-TRT) and 31 time faster than Raspberry
Pi for MobileNetV2 SSD model.
SparkFun Edge
SparkFun Edge is a real-time audio analysis device,
which runs machine learning inference to detect a
keyword, for example, "yes" and responds accord-
ingly29. Developed by Google, Ambiq, and Spark-
Fun collaboratively, it’s used for voice and gesture
recognition at the edge30 without the help of remote
26https://cloud.google.com/edge-tpu/
27https://coral.withgoogle.com/docs/edgetpu/faq/
28https://coral.withgoogle.com/products/accelerator/
29https://learn.sparkfun.com/tutorials/
sparkfun-edge-hookup-guide/all
30https://www.sparkfun.com/products/15170
services. It has a 32-bit ARM Cortex-M4F 48MHz
processor with 96MHz burst mode, extremely low-
power usage, 384KB SRAM, 1MB flash memory and
a dedicated BLE 5 Bluetooth processor.
It also has two built-in microphones, a 3-axis ac-
celerometer, a camera connector, and other in-
put/output connectors. This device can run for
10 days with a CR2032 coin cell battery. Ambiq
Apollo3 is a Software Development Kit is available
for building AI applications with the SparkFun Edge.
Nvidia Jetson
The Nvidia Jetson is an embedded computing board
that can process complex data in real-time. The Jet-
son AGX Xavier can operate with a 30W power sup-
ply and perform like a GPU workstation for edge AI
applications.
Jetson TX1 and TX2 are embedded AI computing
devices powered by Nvidia Jetson. These two small,
but powerful, computers are ideal for implementing
an intelligent system on edge devices such as smart
security cameras, drones, robots, and portable med-
ical devices.
JetPack is an SDK for building AI applications
with the Jetson. This SDK includes TensorRT,
cuDNN, Nvidia DIGITS Workflow, ISP Support,
Camera imaging, Video CODEC, Nvidia Vision-
Works, OpenCV, Nvidia CUDA, and CUDA Library
tools for supporting ML. It is also compatible with
the Robot Operating System (ROS31).
Intel Movidius
Intel Movidius32 is a vision processing unit which
can accelerate deep neural network inferences in
resource-constrained devices such as intelligent se-
curity cameras or drones. This chip can run custom
vision, imaging, and deep neural network workloads
on edge devices without a connection to the network
or any cloud backend.
This chip can be deployed on a robot placed in res-
cue operations in disaster-affected areas. The res-
cue robot can make some life-saving decisions with-
out human help. It can run real-time deep neural
networks by performing 100 gigaflops within a 1W
power envelope. Movidius Myriad 2 is the second
generation vision processing unit (VPU) and Myr-
iad X VPU is the most advanced VPU from Movid-
ius to provide artificial intelligence solutions from
drones and robotics to smart cameras and virtual
reality33. Intel also provides a Myriad Development
Kit (MDK) which includes all necessary tools and
APIs to implement ML on the chip.
ARM ML
The ARM ML processor [12] allows developers to
31https://www.ros.org
32https://www.movidius.com/
33https://www.movidius.com/myriadx
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accelerate the performance of ML algorithms and
deploys inference on edge devices. The ecosystem
consists of the following:
• ARMNN34, an inference engine that provides a
translation layer that bridges the gap between
existing Neural Network frameworks and ARM
ML processor, and
• ARM Compute Library35, an open source li-
brary containing functions optimized for ARM
processors.
The ARM ML processor can run high-level neural
network frameworks like TensorFlow Lite, Caffe, and
ONNX. The ARM NN SDK has all the necessary
tools to run neural networks on edge devices. This
processor is designed for mobile phones, AR/VR,
robotics, and medical instruments. Lai and Suda de-
signed a set of efficient neural network kernels called
CMSIS-NN36 to maximize the performance of a neu-
ral network using limited memory and compute re-
sources of an ARM Cortex-M processor [59].
RISC-V
The RISC-V [85] is an open instruction set architec-
ture (ISA) and the GAP8 is a RISC-V architecture
microprocessor that has been used for edge comput-
ing [101]. It has 9 cores capable of running 10 GOPS
at the order of tens of mW. This 250 MHz processor
is designed to accelerate CNNs for the edge comput-
ing and IoT market. Greenwaves has developed a
tool, TF2GAP8, that automatically translates Ten-
sorFlow CNN applications to GAP8 source [102].
OpenMV Cam
OpenMV Cam37 is a small, low-powered camera
board. This board is built using an ARM Cortex-M7
processor to execute machine vision algorithms at
30 FPS. This processor can run at 216 MHz and has
512KB of RAM, 2 MB of flash, and 10 I/O pins. The
main applications of this device are face detection,
eye tracking, QR code detection/decoding, frame dif-
ferencing, AprilTag tracking, and line detection [6].
BeagleBone AI
BeagleBone AI is a high-end board for develop-
ers building machine-learning and computer-vision
applications [25]. This device is powered by an
SoC – TI AM5729 dual core Cortex-A15 pro-
cessor featuring 4 programmable real-time units,
a dual core C66x digital-signal-processor, and 4
embedded-vision-engines core supported through a
TIDL (Texas Instruments Deep Learning) machine
learning API. It can perform image classification,
34https://mlplatform.org/
35https://www.arm.com/why-arm/technologies/
compute-library
36https://github.com/ARM-software/CMSIS_5
37https://openmv.io/collections/cams/products/
openmv-cam-m7
object detection, and semantic segmentation using
TIDL.
ECM3531
ECM353138 is an high-efficiency ASIC based on the
ARM Cortex-M3 and NXP Coolflux DSP processors
for machine learning applications. The name of the
processor of this ASIC is called Tensai, which can
run TensorFlow or Caffe framework. This processor
offer 30-fold power reduction in a specific CNN-based
image classification.
SmartEdge Agile & Brainium
The SmartEdge Agile39 device along with the ac-
companying Brianium software help build artificial
intelligence models and deploy them on resource-
constrained devices. This SmartEdge Agile device
sits at the edge environment and uses Brainium’s
zero-coding platform to deploy a trained intelligent
model on the edge [7].
6.2 Software
SeeDot SeeDot is a programming language, developed
by Microsoft researchers, to express machine learn-
ing inference algorithms and to control them at
a mathematical-level [39]. Typically, most learn-
ing models are expressed in floating-point arith-
metic, which are often expensive. Most resource-
constrained devices do not support floating-point
operations. To overcome this, SeeDot generates
fixed-point code with only integer operations, which
can be executed with just a few kilobytes of RAM.
This helps SeeDot run a CNN on a resource-
scarce microcontroller with no floating-point sup-
port. SeeDot-generated code for ML classification
that uses Bonsai (§2.3) and ProtoNN (§2.2) is 2.4 to
11.9 times faster than floating-point microcontroller-
based code. Also, SeeDot-generated code was 5.2-9.8
times faster than code generated by high-level syn-
thesis tools on an FPGA-based implementation.
AWS IoT Greengrass AWS IoT Greengrass40 is soft-
ware which helps an edge device to run serverless
AWS Lambda functions. It can be used to run ML
inference on an edge device, filter device data, sync
data and only transmit important information back
to the cloud.
Azure IoT Edge The Azure IoT Edge41 is a platform
that can be used to offload a large amount of work
from the cloud to the edge devices. It has been used
to deploy machine learning models on edge devices
and cloud servers. Such workload migration reduces
38https://etacompute.com/products/
39https://www.avnet.com/wps/portal/us/solutions/iot/
building-blocks/smartedge-agile/
40https://aws.amazon.com/greengrass/
41https://azure.microsoft.com/en-gb/services/
iot-edge/
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data communication latency and operates reliably
even in offline periods.
Zephyr OS Zephyr42 is a real-time operating system
with a small-footprint kernel, specially designed for
resource-constrained devices. This OS supports mul-
tiple architectures, such as Intel x86, ARM Cortex-
M, RISC-V 32, NIOS II, ARC, and Tensilica Xtensa.
Zephyr OS is a collaborative project, which is hosted
by the Linux Foundation under the Apache 2.0 li-
cense.
7 Challenges and Future Direc-
tions
In order to fully utilize the benefits offered by edge com-
puting, researchers have to address a number of issues
that significantly inhibit the emergence of edge-based
machine learning applications.
Cost of training DL models. Since training a
deep learning model on edge devices is difficult, most
existing machine learning systems use the cloud for
training. Some attempts have been made to train models
on edge devices (such as by using model pruning and
model quantization) but edge-trained models often have
lower accuracy, and therefore designing power-efficient
algorithms for training neural networks on edge devices
is an active research area. Training deep neural networks
on resource-constrained devices is difficult due to the
memory and computational requirements of such deep
learning models. There remains continued interest in
developing new methods and frameworks that map
sections of a deep learning model onto the distributed
computing hierarchy and exploring the use of specialized
hardware (such as ARM ML processors) to speed up
deep learning training and inference.
Heterogenous Data. The different types of IoT sen-
sors available on the market often create a heterogeneous
environment in edge-based intelligent systems. To deal
with the diversity of data, ML algorithms need to learn
using types of data that have different features like image,
text, sound, and motion. Multimodal deep learning is
used to learn features over multiple modalities (e.g.,
audio and video [77]). Even though these algorithms
seem to be a potentially attractive, in practice, it is
difficult a) to design appropriate layers for feature fusion
with heterogeneous data and b) to deploy models on
resource-scarce devices.
Challenges in Distributed ML. To handle the
enormous amount of data produced by IoT sensors,
researchers have designed an edge-based distributed
learning algorithm (§3.2) over distributed computing
hierarchies. The hierarchy consists of the cloud servers,
42https://www.zephyrproject.org/what-is-zephyr/
the edge devices, and end-devices like IoT sensors. Such
algorithms provide acceptable accuracy with datasets
that are naturally distributed, for example, fraud detec-
tion and market analysis. However, the influence of the
heterogeneity of data on the accuracy of a distributed
model is an open research issue [87].
Using unlabeled data and building new
datasets. An important characteristic of deep learning
algorithms is their ability to train using unlabeled input
data. The availability of large amount of unlabeled data
generated by edge and end devices is a very good source
for building new datasets but advanced algorithms require
to create new datasets with less noisy labels.
Augmentation of edge and other sensor data to
enhance deep learning performance is another research
opportunity. Data augmentation uses a small amount
of data (transferred from sensor to edge devices or from
edge devices to cloud servers) to generate new data.
Augmentation helps ML models avoid overfitting issues
by generating enough new training data [79]. However,
the performance of data augmentation by edge devices
or cloud servers needs to be evaluated before its use in a
learning model, especially for small datasets.
Increasing Model Accuracy. It has been shown
that edge-based deep learning techniques can be used
in the health care sector (§4.8), but safety-critical areas
such as this need the intelligent systems to have high
accuracy before deploying in the health care sector.
Another barrier that remains is the unavailability of
annotated datasets.
Augmented Cognition. Researchers are now explor-
ing how deep learning and edge computing can be used for
augmenting human cognition to create adaptive human-
machine collaboration by quickly giving expert guidance
to the human for unfamiliar tasks and for amplifying
the human’s memory capabilities [94]. Such techniques
promise to transform the way humans with low cognitive
abilities can perform both routine and complex tasks, but
questions pertaining to security, privacy and ethics need
to be addressed before such systems are deployed.
8 Conclusion
Edge-based machine learning is a fast-growing research
area with numerous challenges and opportunities. Using
edge devices for machine learning has been shown to im-
prove not only the privacy and security of the user but
also system response times.
This article provides a comprehensive overview of tech-
niques and applications pertaining to the deployment of
machine learning systems at the network edge. It high-
lights several new machine learning architectures that
have been designed specifically for resource-scarce edge
computing devices and reviews important applications of
edge-based ML systems. Widely adopted frameworks es-
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sential for developing edge-based deep learning architec-
tures as well as the resource-contained devices that have
been used to deploy these models are described. Finally,
the main challenges to deploying machine learning sys-
tems on the edge are listed and several directions for fu-
ture work are briefly described.
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