Many nonlinear models have been proposed to forecast groundwater level. However, the evidence of chaos in groundwater levels in landslide has not been explored. In addition, linear correlation analyses are used to determine the input and output variables for the nonlinear models. Linear correlation analyses are unable to capture the nonlinear relationships between the input and output variables. This paper proposes to use chaos theory to select the input and output variables for nonlinear models. The nonlinear model is constructed based on support vector machine (SVM). The parameters of SVM are obtained by particle swarm optimization (PSO). The proposed PSO-SVM model based on chaos theory (chaotic PSO-SVM) is applied to predict the daily groundwater levels in Huayuan landslide and the weekly, monthly groundwater levels in Baijiabao landslide in the Three Gorges Reservoir Area in China. The results show that there are chaos characteristics in the groundwater levels. The linear correlation analysis based PSO-SVM (linear PSO-SVM) and chaos theory-based back-propagation neural network (chaotic BPNN) are also applied for the purpose of comparison. The results show that the chaotic PSO-SVM model has higher prediction accuracy than the linear PSO-SVM and chaotic BPNN models for the test data considered.
INTRODUCTION
There are many landslides in the Three Gorges Reservoir Area especially after the impoundment of the Three Gorges Reservoir. The instability of many reservoir landslides has been related to the dramatic changes in the groundwater seepage field (Asch et al. ; Zhang et al. ) . Therefore, the prediction of groundwater levels is of critical importance for landslide prevention (Keqiang et al.
).
Generally speaking, groundwater level prediction models include physically based and data-based models (Adamowski & Chan ) . Some physically based models such as the ARX model (Knotters & Bierkens ) , process-based spatio-temporal model (Schmidt & Dikau ) or the water-table fluctuation method (Park & Parker Since groundwater level processes are non-linear in unconfined aquifers, a nonlinear model that can capture not only the overall appearance but also the underlying dynamic behavior of all of the nonlinear processes is required.
Both chaos theory (Sivakumar et al. ) and fractal theory (Zhang & Yang ) can be used to explore the nonlinear dynamic behavior of groundwater level time series.
Both of these are sensitive to the initial conditions of the dynamic system, and there are self-similar characteristics in the chaos attractor and the fractal structure (Baas ).
However, these methods usually explore the nonlinear system from different perspectives. The fractal theory mainly explores the structure of the attractor in geometrical space while the chaos theory mainly explores the evolution characteristic of the nonlinear system from the perspectives of time series (Peitgen et al. ) .
Recently, chaos theory has been widely used in the nonlinear analysis of hydrological time series (Gutiérrez et al. ) . Evidence of chaos has been demonstrated in many hydrological phenomena such as water level (Liong et al. According to embedding theory (Takens ) , in the longterm evolution of a chaotic groundwater level time series, information about the hidden states of the whole dynamic system can be preserved through a univariable groundwater level output. It is significant to effectively predict a nonlinear time series using a univariable model because sometimes it is difficult to obtain other correlated variables. The chaotic model is able to do nonlinear prediction using a univariable time series. In the PSR method from the chaotic model (King & Stewart ) , a univariable groundwater level can be constructed into a multi-dimensional phase-space.
As a result, the inputs and output of the nonlinear model can be obtained from the reconstructed multi-dimensional phase spaces.
It is necessary to choose a nonlinear model for chaotic groundwater level model building. As noted previously, ANN models (without the incorporation of chaos theory) have been extensively applied to forecast groundwater levels. ANN has limitations, however, including locally optimal values and the requirement of extensive data. Recently, support vector machines (SVM) were developed for time series prediction (Cortes & Vapnik ) . SVM models have many advantages, including excellent generalization performance and global optimum. They have gained special attention in many areas such as electronic power prediction Meanwhile, the SVM model without chaos theory has also been used for groundwater level prediction (Behzad et al. ; Guzman et al. ; Gong et al. ) . The main problem with SVM is the determination of its parameters. 
Data pre-processing
To prevent large values from overriding small values, the original groundwater levels are transformed into the desired range [0, 1] as:
where x old,i (i ¼ 1, 2, Á Á Á Á Á Á , N) are the original groundwater levels, N is the number of groundwater levels, x old, min and
x old, max are the lower and upper bounds of the original groundwater levels. x i are used to predict groundwater level and the results are back-transformed to obtain the final predicted groundwater levels:
where y i is the predicted groundwater level.
Phase space reconstruction
The fundamental properties of chaotic time series are the sensitivity to initial values, an evolution trace that becomes exponentially further apart as time increases, and the amplification of small disturbances in the nonlinear dynamic.
Because geological conditions, rainfall and reservoir water level can affect the groundwater levels, the groundwater level time series is treated as a chaotic evolutionary system in this study. The PSR method (Kennel et al.  ) is used to model the deterministic regular of strange attractors of groundwater level. The PSR method provides a simplified, multi-dimensional representation of a univariable nonlinear time series. In this approach, the nonlinear dynamics of a groundwater level can be fully embedded in a multidimensional phase space as: 
Determination of delay time
Typically, τ is determined using either the correlation analysis method (Aguirre ) or the mutual information method (Fraser & Swinney ) . Both methods are generally suitable for noiseless long chaotic time series, and there are no commonly accepted guidelines for selection of parameters.
Meanwhile, if a large value is selected for τ, the difficulty of computing the nonlinear model will increase greatly (Wolf ). In this study, the τ of daily, weekly and monthly groundwater levels are all set to 1, because the measurements of groundwater levels are finite and noisy. Huang et al. () show that reasonably good groundwater level forecasts were obtained when τ was set to 1.
Determination of embedding dimension
The m is the minimum number of state variables required to describe the chaotic system. If m is too large, longer groundwater level time series and more complex computations are needed. As a result, the efficiency of the nonlinear model will be reduced because of data redundancy. If m is too small, the strange attractors cannot be reconstructed (Cao ) . The FNN method (Kennel et al.
) is one of the most popular methods for estimating optimal m because it is insensitive to the finite and noisy data points. It is used in this study.
The determination of the m using FNN method starts with an embedding space named R m . Suppose
is its nearest neighbor. The Euclidean distance between these two elements is calculated as:
The Euclidean distance between the projections of these two points into E mþ1 is given by:
The parameter S is defined as a measure of the distance between x iÀmτ and x Near iÀmτ in R mþ1 , normalized against their distance in R m as:
The FNN method is aimed to search for all the data points which are neighbors in a particular embedding dimension m and which do not remain so when increasing the m to m þ 1. In this study, the ratio S of the distances between a particular data point X i and its nearest neighbor X Near i in the m þ 1th and mth dimensions is computed. If the S is larger than a particular threshold S tol , the neighbor is false. The S tol is determined according to the number of reconstructed phase spaces. The S tol can be set to 10 when the distribution of the reconstructed phase spaces in the dynamic system is sparse; and the S tol can be set to a greater value when the distribution of the reconstructed phase spaces in the dynamic system is intensive (Kennel & Abar- banel ; Han ). There are just tens of phase spaces in the weekly and monthly groundwater levels, and hundreds of phase spaces in the daily groundwater levels in this study. Hence, the S tol is set to 10. A greater S tol can be used if there are thousands of phase spaces in the groundwater levels. When the percentage of FNN falls to 5%, the corresponding embedding dimension is considered high enough to represent the dynamics of the groundwater level.
Evidence of chaos identification
If there are chaos characteristics in the groundwater levels, 
where k is a constant that normalizes the initial separation.
The first step is to reconstruct the attractor dynamics from a univariable time series. The reconstructed trajectory, X, can be expressed as a matrix where each row is a phase-space vector. That is:
where X i is the ith data point of the dynamic system, M is the number of data points on the reconstructed attractor, For a N-point groundwater level time series, {x 1 , x 2 , Á Á Á Á Á Á , x N }, each X i is given by:
Thus X is a M × m matrix. The constants m, M, τ and N are related as:
After reconstructing the dynamics, the nearest neighbor of each point can be located on the trajectory. The nearest neighbor X Near j is found by searching for the point that minimizes the distance to the particular reference point X j as:
where d j (0) is the initial distance from the jth point to its nearest neighbor, and kk denotes the Euclidean norm.
The L is then estimated as the mean rate of separation of the nearest neighbors. Based on the definition of L given in Equation (7), the jth pair of nearest neighbors diverge approximately at a rate given by:
where t i ¼ iΔt, Δt is the sampling period of the time series, k j is the initial separation of the jth pair of nearest neighbors. Taking the logarithm of both sides of Equation (12),
Equation (13) represents a set of approximately parallel
, each with a slope roughly proportional to L. The L can be calculated using a leastsquares fit to the 'average' line defined by
where 〈 Á 〉 denotes the average over all j. This process of averaging is the key step to calculate accurate L using finite and noisy time series. If the dynamic system of groundwater levels contains chaos characteristics, the LLE must be greater than zero. This is because that, for a two trajectories with nearby initial conditions on the dynamic system, if the LLE is smaller than zero, the trajectories cannot diverge exponentially when time increases (Eckmann & Ruelle ) .
Calculation of correlation dimension
Correlation dimension is one of the most efficient methods to identify the evidence of chaos. The method uses a fractal dimension, which is non-integer for chaotic systems. The
Grassberger-Procaccia (G-P) approach (Grassberger & Procaccia ) is suitable for finite time series and easy to implement. It is used in this study to calculate the correlation dimension of groundwater levels.
Suppose X i and X j are the two points in the phase space, the correlation function is given by Theiler ():
where H is the Heaviside step function, with H(u) ¼ 1 for u ! 0, and H(u) ¼ 0 for u < 0, r is the radius of the sphere centered on X i or X j ; if the time series is characterized by an attractor, C(r) can be related to radius r as:
where D(m) is the correlation dimension. Take the logarithm of Equation (16) and rearrange it as:
A series of D(m) can be obtained by increasing the m. 
PSO-SVM model
After the evidence of chaos in the groundwater levels is identified, the evolution of groundwater levels can be predicted as:
where y i represents the one day, one week and one month ahead groundwater levels. f(X i ) is a deterministic function.
In this study, SVM is used to construct f(X i ). ) is a non-linear kernel-based regression method. It is developed based on statistical learning theory. SVM maps the input data into a higherdimensional feature space by nonlinear mapping and then solves a linear regression problem in the higherdimensional feature space. It is aimed to find the best regression hyperplane with smallest structural risk in the feature space. One of the most popular SVMs is the ε-SVM which locates the hyperplane with an ε-insensitive loss value. The ϵ-SVM is formulated as:
Support vector machine

SVM (Cortes & Vapnik
where φ(X i ) is a nonlinear mapping from the input space to the feature space, w is a vector of weight coefficients and b is a bias constant. w and b are estimated by the following optimization problem:
subjected to
To cope with feasibility issues and to make the method more robust, points from the ε-insensitive band are not eliminated. Instead, these points are penalized by introducing slack variables ξ i , ξ i Ã:
where the cost constant C 0 > 0 determines the trade-off between model complexity. After taking the Lagrangian and conditions for optimality, the solution in dual form is
where α i , α i Ã are non-zero Lagrangian multipliers and the solution for the dual problem. K(X i , X) is the kernel function which represents the inner product 〈φ(X i ), φ(X)〉. In this study, the radial basis function (RBF) is used:
where γ is the width parameter of RBF kernel. In this study, the cost constant C 0 , the insensitive loss ε and the kernel function parameter γ are determined by the PSO algorithm. 
Accuracy assessment
Three assessment methods are used to evaluate the prediction effectiveness and precision of different models. The RMSE is calculated as:
where x old,i is the original groundwater level,ŷ i is the final predicted values, and N 0 is the length of predicted data.
The RMSE indicates the discrepancy between the monitoring and predicted values. The lower the RMSE is, the more accurate the prediction. In addition, the goodness of fit (R 2 ) is also used to assess the accuracy in this study.
The R 2 represents the percentage of the initial uncertainty that is explained by the prediction models:
Meanwhile, the Nash-Sutcliffe model efficiency coefficient (NSE) (Pulido-Calvo & Gutierrez-Estrada ) is also used to assess the performance of the three models as: are used in this study, as shown in Figure 9 .
Reconstruct the phase spaces of groundwater levels
The phase spaces of normalized daily (x D(i) ), weekly (x W(i) ) and monthly (x M(i) ) groundwater levels are reconstructed.
The τ of all groundwater levels are set to 1. The optimal m of daily, weekly and monthly groundwater levels are 3, 3 and 2, respectively, as shown in Figure 10 . The reconstructed phase spaces are shown in Table 1 .
Evidence of chaos in groundwater levels Figure 11 shows a curve of 〈 ln d j (t i )〉 versus iΔt. Also shown in Figure 11 is the L of groundwater levels. For the groundwater level series, the initial point is chosen near the attractor and the transient points are discarded. In Figure 11 Correlation dimension is also used to identify the evidence of chaos. For the daily, weekly and monthly groundwater levels, the corresponding D(m) are calculated when m is increased from 1 to 20, 15 and 20, respectively.
The relationships of ln C(r) and ln r in daily, weekly and monthly groundwater levels are shown in Figure 12 . It can be seen that when m is increased to 11, 10 and 15, the slopes of the lines converge to a constant. Therefore, there are chaos characteristics in the daily, weekly and monthly groundwater levels.
Parameters of PSO-SVM model
Based on the reconstructed phase spaces and evidence of chaos, groundwater levels are predicted by PSO-SVM model. The position vector of a particle represents a parameter combination (C 0 , ε, γ) of the SVM. The final position vector is regarded as the optimal parameter combination of SVM, as shown in Table 2 . The final predictive values are shown later in Figure 14 .
In this study, the daily groundwater levels are relatively long time series with small fluctuations. Therefore, the C 0 of SVM for the daily groundwater levels should be high enough to fit the training data well, so as to predict the test data well.
However, the weekly and monthly groundwater levels are very limited time series with large fluctuations. A high C 0
will result in the problem of over-fitting. Therefore, the C 0 of weekly and monthly groundwater levels is low to allow appropriate errors in the training process.
Comparisons with other models
Linear PSO-SVM model Table 3 . The obtained parameters are shown in Table 4 . The final predictive results are shown later in Figure 14 .
Chaotic BPNN model
In order to compare the PSO-SVM model with the BPNN model, the same input and output variables that were used Figure 10 | The optimal m of daily, weekly, and monthly groundwater levels. Figure 14 .
Comparison of the three models
Training accuracies of the three models
The training accuracies of the three models for the daily, weekly and monthly groundwater levels are shown in Table 5 . It can be seen from Table 5 that the daily, weekly and monthly groundwater levels are trained well by the three models. It can also be seen from Table 6 that the testing accuracies of the three models are reasonably good.
Hence, there are no overtraining signs in the three models.
Comparison of the prediction results
The final prediction results of one day, one week and one month ahead groundwater levels are compared in Table 6 and Figure 14 . It can be seen from Figure 14 that although some prediction values deviate from the monitoring data, the chaotic PSO-SVM model predicts well the groundwater level especially for the daily and weekly groundwater levels. However, as highlighted by the green ellipse in Figure 14 , the fluctuation of the daily, weekly and monthly groundwater levels are not well predicted by the chaotic BPNN and linear PSO-SVM models.
The prediction performances of the three models are also compared in Table 6 , with the three indices RMSE, R 2 and NSE. It can be seen from Table 4 that the daily data has the highest prediction accuracy, and the monthly data has the lowest prediction accuracy. It can also be seen from The bias metric is also used to estimate the prediction performances of the three models for the daily, weekly and monthly groundwater levels. It can be seen from 
CONCLUSION
Based on chaos theory, this study proposes the chaotic PSO-SVM model for groundwater level predictions. Two criteria are proposed to ensure that there is evidence of chaos in the groundwater levels. The first one is that the LLE should be greater than zero. The second criterion is that the values In summary, the chaotic PSO-SVM model has advantages in determining the input-output variables through nonlinear method, and obtaining more accurate predictive values of groundwater levels than the linear PSO-SVM and chaotic BPNN models. The proposed chaotic PSO-SVM model can be used to predict the real world groundwater levels.
