The results of empirical studies are limited to particular contexts, difficult to generalise and the studies themselves are expensive to perform. Despite these problems, empirical studies in software engineering can be made effective and they are important to both researchers and practitioners. The key to their effectiveness lies in the maximisation of the information that can be gained by examining existing studies, conducting power analyses for an accurate minimum sample size and benefiting from previous studies through replication. This approach was applied in a controlled experiment examining the combination of automated static analysis tools and code inspection in the context of verification and validation (V&V) of concurrent Java components. The combination of these V&V technologies was shown to be cost-effective despite the size of the study, which thus contributes to research in V&V technology evaluation.
INTRODUCTION
Verification is concerned with checking that a computer program conforms to its specification, whilst validation is concerned with checking that it meets the requirements of the client; together they are often referred to as V&V. Although empirical studies of V&V technology date back 25 years, few of these studies focus on concurrent programs. A concurrent program consists of two or more processes that cooperate in performing a task [1] . Communication between the two processes is facilitated by shared variables or message passing. Concurrent programs are often non-deterministic in that they may return different outputs for the same inputs and as a result they are more complex than sequential programs. Concurrent programs are also prone to specific defects such as interference and deadlock [36] .
Interference is an interleaving of threads that results in incorrect updates to the state of a shared object. Deadlock is a situation in which there are no eligible actions to be performed by the program. V&V in the context of concurrency deals with these complexities and is quite diverse. The study presented here focuses on the V&V of concurrent components rather than systems or programs. Components have been defined by Szyperski [47] as a unit of composition with contractually specified interfaces and explicit context dependencies. In our context, the components are one or more Java classes accessed by multiple threads.
Due to the diversity of V&V technologies, practitioners need to know when particular technologies are most cost-effective. Empirical studies can help provide this information, but one study cannot provide enough evidence as its results are limited to its setting [41] . As it is difficult to generalise data from single empirical studies, an empirical contribution to a field of research can be achieved through the stepping-stones of small studies [5] . Small studies of V&V technology rely on existing evaluation literature that is analysed as part of an informal gap analysis of the research area. Another benefit of existing studies is the possibility of replication and taking advantage of reusable materials. Small studies will be examined in this article to provide guidance on how they can be designed in order to ensure the maximisation of the information gained.
The focus of the study presented in this article is an evaluation of the TestCon method [33] ; a V&V method for concurrent Java components that combines concurrency-specific code inspection steps with automated static analysis tools and a dynamic analysis tool. The aim of the empirical study was to examine the costeffectiveness of different combinations of V&V technology, specifically automated static analysis and code inspection. Automated static analysis tools are applied to bytecode of Java components and report on defects without their execution. One can intuitively assume that the tools can improve costeffectiveness by automating part of the code inspection process, but this assumption needs to be empirically evaluated to discover whether this is actually the case. A V&V practitioner has to read tool reports and the tool may fail to report some defects and also report some defects erroneously (false positives). The experiment supported some cost-effectiveness benefits for the combination of automated static analysis tools with code inspection in terms of percentage of defects detected and the percentage of false positives detected. However, improvement in efficiency was not found to be statistically significant, even though observations of the timing data did provide some evidence for the cost benefits of applying automated static analysis tools.
In Section 2, we review the related work and in Section 3 we introduce the TestCon method. In Section 4, we discuss issues related to the maximization of empirical studies and how they relate to the study conducted and discussed in Section 5. Section 6 provides a discussion of the results of the experiment in light of the issues related to maximization. Section 7 provides concluding comments.
RELATED WORK
Studies evaluating V&V technologies date back to the 1970s with the work of Hetzel [16] and Myers [39] . These studies comparing V&V technologies were replicated by Basili and Selby [3] , followed by Kamsties and Lott [23] and Wood et al. [52] . They compared the effectiveness of structural and functional testing as well as code inspection. There was no clear front runner apparent in any of the studies, but since the V&V technologies discovered different types of defects, it was assumed that a combination of V&V technologies would be more cost-effective. Selby [44] , in fact, performed a study that provided evidence for this theory. The results of his study were based on the examination of combined results of subjects applying different V&V technologies. All these studies evaluated defect detection of V&V technologies on sequential programs.
The examination of a combination of V&V technologies is relevant to the evaluation of the TestCon method. The method has been examined through a mutant-based exploration [31] , but up to this point no experiment has been performed to examine the combination of V&V technologies.
A handful of empirical studies have been conducted to evaluate V&V technology for concurrent programs. These studies include an evaluation of deadlock detection methods for Ada programs [10] , an evaluation of Constrained Specification-based (CSPE) testing for concurrent programs using faults produced by mutant generators [7] , and an evaluation of Atomizer, a dynamic checker for atomicity, on 12 benchmark programs [14] . There has been no evaluation of the combination of V&V technologies in this context and in all the studies listed, the technologies were not applied by practitioners. Additionally, automated static analysis tools have been evaluated in terms of their ability to predict field failures [40] and another study compared two of the automated static analysis tools that are part of the TestCon method [15] .
BACKGROUND
In practice, most testing approaches involve some kind of methodology that combines V&V technologies. The TestCon method [33] combines code inspection, automated static analysis tools, FindBugs [17] and Jlint [2] , and dynamic analysis using ConAn [32] . FindBugs and Jlint inspect Java bytecode for occurrences of bug patterns (sections of code that appear to have defect). Both tools have the ability to report several concurrent bug patterns; FindBugs can detect defects related to interference and Jlint can detect deadlock cycles. The TestCon method consists of the following 9 steps:
Step 1: Execute FindBugs. Review reports of inconsistent synchronization bug patterns. Use step 2 to determine if any bug pattern detected by FindBugs is an actual error. FindBugs may also fail to identify a synchronisation fault.
Step 2: Examine reports of Inconsistent Synchronization. Ensure all shared variables are protected by synchronised blocks. Each access to a shared variable should be synchronised on the same object. Static shared variables should be synchronised on a static lock.
Step 3: Examine Lock References. Ensure that lock references are not reassigned.
Step 4: Encapsulate shared variables. Shared variables that have package or public scope can be accessed outside the component; ensure that they are properly encapsulated to prevent outside access.
Step 5: Execute Jlint. Review Jlint reports of deadlock bug patterns. Use step 6 to determine if the bug pattern detected by Jlint is an actual error.
Step 6: Examine Lock Graphs. For components with 2 or more locks, build a lock graph. Create a node for each distinct node used to synchronise a block. For each pair of nested synchronised blocks, draw a directed edge from the outer lock to the inner lock. A cycle confirms the possibility of deadlock.
Step 7: Examine Notifications. Browse the FindBugs report for the No (notify instead of notifyAll) bug pattern. Check for appropriate use of notify and notifyAll (notify wakes up at most one thread whereas notifyAll wakes up all threads).
Step 8: Examine Condition Synchronisations. Browse the FindBugs report for bug patterns that involve calls to wait(). Examine the wait loop in a synchronised block. Determine if it has the desired synchronisation condition.
Step 9: Use ConAn. Use the ConAn tool to test the functional behaviour of the component and call completion times. To use the tool one must first identify test conditions, then construct test sequences, execute the test driver and finally analyse the tool's report.
Steps 1-4 focus on defects that lead to interference, steps 5-6 focus on deadlock defects and the remaining steps focus on functional requirements and correct process synchronisation. The study documented in this paper does not evaluate step 9, the dynamic analysis with the ConAn tool. Identification of test conditions is a non-trivial task that greatly depends on the skills of the practitioner. Since the evaluation is focusing on the costeffectiveness of the code inspection and automated static analysis, removing the dynamic analysis from the evaluation reduces possible confounding effects due to different skill levels of subjects.
MAXIMISING EMPIRICAL STUDIES

Conducting a Gap Analysis
Empirical evaluation is a costly and time-consuming process with limitations [41] . It is difficult to design a context from which the results of an empirical study can be generalised and individual studies cannot be expected to produce completely generalisable results. Basili et al. [5] recommend running families of experiments so that each study will have its own set of threats to validity and corresponding context. A family of studies also implies that there is some form of replication that relates the studies. Therefore prior to conducting an empirical study in a research area, one needs to be aware of related studies and how the new study relates to these.
To design the experiment, an informal gap analysis should be conducted, based on the existing literature of empirical studies.
Several papers [21, 22, 46] surveying empirical evaluation of V&V technologies were extremely helpful in this process. The analysis for the study documented in this article showed that the programs evaluated in experiments comparing V&V technologies were all sequential programs. The combination studies [44, 52] did not observe the cost-effectiveness of V&V techniques performed at the same time; they actually performed a post-hoc analysis of the individual application of V&V technologies and combined the results. Lastly, although there are existing concurrency studies, they did not involve participants applying V&V technologies. The gap analysis can be greatly helped through the use of a systematic literature review such as the one advocated by Kitchenham that provides clear methodology to determine the knowledge needed to "complement existing knowledge" [19] . This study greatly benefited from the literature survey being run alongside the experiment.
Conducting a Power Analysis
Prior to running a controlled experiment, it is important to conduct a power analysis . The power of a study determines the probability that its results would correctly reject the null hypothesis. A study being conducted in a new context needs to have a high power associated with it, to ensure that statistically significant results can be found, thus encouraging further research in this context. The power for the experiment was set at 0.80, thus making the probability of committing a Type II error (the probability of failing to reject the null hypothesis when it is actually false) 0.20. Results that are not statistically significant in an experiment with low power are not very useful, because a lower power suggests that there is little probability the null hypothesis will be rejected correctly. A misleading result in a study of a novel research area can discourage further empirical study.
Cohen's [9] sample size tables can be used to come up with an appropriate sample size for a study with statistical significance through the use of a combination of significance criterion, power and effect size. The effect size depends on the design of the study; for example, whether it will involve conducting a t-test or an ANOVA [12] . It can be determined by using previous studies or expert opinion, but when dealing with a new experimental context this may not be possible. In this case, an experimenter can estimate the means and variance they expect to come up with an estimated effect size. The estimated effect size of the study was set to 0.80, a large but practical effect size.
The significance criterion can be set to the traditional value of 0.05, but this may not be ideal in all circumstances. An experimenter has to determine the balance of Type II vs Type I errors that is appropriate for their study -they cannot choose it blindly. The significance criterion for this experiment was relaxed from the usual 0.05 to 0.10 as it was important to see what significant effects could be found in this novel context, even though the probability of a Type I error (the probability rejecting the null hypothesis incorrectly) is increased. The experimental design was a Two-Way ANOVA to examine both the effects of the TestCon steps and automated static analysis tools and resulted in a total of 4 treatment groups as depicted in Table 1 . Combining the estimated effect size with the significance criterion and power, Cohen's [9] sample size tables were used to determine that there needed to be at least 4 participants per group in an experiment with 4 groups (a total of 16 participants). 
Being Economical
Although the size of a study may be small, the experiment can still be meaningful [48] . The experiment documented in this article allows for the observation of V&V technologies in the context of concurrent components as opposed to relying on intuition. This observation of the V&V technologies can then lead to a better understanding and the possibility of asking new questions that were not considered prior. The small study can then lead to larger studies, due to the confidence brought about in the result of the small study, or to the development of the research area through other small studies in a family of experiments.
The design chosen for the study can also help the study be economical. In this study a Two-Way ANOVA was chosen over two One-Way ANOVA experiments examining the effects of TestCon and automated static analysis tools separately. This approach reduced the number of participants needed by half and allowed for the examination of the possible interaction of the two main effects [18] .
An experimenter can also be economical in the experimental constructs applied in the study. Replicating prior studies can reduce the time spent on producing experimental constructs such as data collection forms. It can also provide ideas about metrics that need to be studied which may have otherwise been overlooked. This study greatly benefited from a differentiated replication [30] of the Kamsties and Lott study [23] . Although researchers may be reluctant to replicate studies, there is a wide scope in replication where a previous study can be moulded to work with an entirely different experimental design in a new context [30] . In addition to experimental materials, the metrics used in previous studies can be a great asset. Kamsties & Lott [23] measured the motivation and self-perceived mastery of V&V technology to observe their possible effects and these measures were included in our experiment. Such metrics are important when dealing with a convenience (not random) sample in an experiment to see how the motivation of the participants willing to volunteer affects their performance.
Experimental constructs, such as programs, for the evaluation of V&V technologies are currently provided through an infrastructure [11] . Additionally, a benchmark of concurrent programs has been developed [49] . Benchmarks are discouraged in the evaluation of V&V technologies, because they may not be complete and may thus provide incorrect information as to the effectiveness of the V&V technologies [24] . Keeping this limitation in mind, benchmarks can still be of use to empirical studies [48] , providing a resource of programs that can be used to obtain observations in a particular experiment.
Once the experiment is complete, sharing defect reporting forms, questionnaires, and programs can further facilitate replicability and thus provide support for future studies. Experiments that are well-documented, include power analysis, and give detailed descriptions of their limitations [6] further enhance their contribution to a research area. Complete documentation can aid in reducing the tacit-knowledge problem [45] . This wealth of information in turn aids in gap analysis, systematic literature reviews and meta-analysis [42] (combining the results of studies to gain more information from their individual results).
EXPERIMENT 5.1 Goals, Hypotheses and Metrics
Applying the Goal Question Metric paradigm [4] , the following goals of the study and their corresponding metrics have been defined: As recommended by [20] , each null hypothesis is denoted H 0ij , whilst each alternative hypothesis is denoted as H 1ij . The i corresponds to the goal identified and j is a counter in the case that more than one hypothesis is formulated per goal.
The templates for the hypotheses and the associated metrics are as follows: The goal of determining the effectiveness of a V&V technology is achieved through the measure of defects detected. The more defects a technology is likely to detect, the more effective it is. The fewer false positives the V&V technology reports the more effective it is so that time is not spent on resolving issues that are not defects. Similarly, a V&V technology is more efficient than another if it can detect defects in less time.
The metrics corresponding to the three goals of the study are indirect measures [27] defined as follows:
Percentage of seeded defects detected, PA: Motivation and self-perceived mastery of the V&V technologies were also recorded in the experiment. Motivation was measured by the subject's response on a data collection form based on an ordinal scale from 0 to 5. The motivation scale and question is the same as that in the experimental package presented by Lott and Rombach [35] . Mastery of the treatment V&V technology was measured through the subject's response on a data collection form based on an ordinal scale and question from Lott and Rombach's experimental package. An alternative to self-perceived mastery of the V&V technology is through objective tests that can give a more accurate measure [6] . Kamsties and Lott [23] examined mastery and motivation in order to see if better results in the application of certain V&V technologies were due to the motivation for taking part in the study or the mastery of the V&V technologies of the participants, as opposed to the benefits of applying the technology. The following hypotheses correspond to the goals related to the motivation and mastery of the technology:
4. Determine if detection effectiveness depends on the motivation of the participant to take part in the study. 
Design and Power Analysis
As depicted in Table 1 , each individual taking part in the study applied the tools and the particular code inspection technique through one of four treatments.
The treatments with the steps of TestCon refer to defect detection applied following a number of defined steps either solely related to the use of automated static analysis tools or code inspection. The treatments without the steps of TestCon are ad-hoc.
Therefore the main effects due to the V&V task (tool use vs code inspection) and the main effects due to the V&V method (control vs TestCon) can be assessed. Note that treatment 2 only has the steps of TestCon that are associated with the automated static analysis tools so that the tool use can be compared without the additional steps of code inspection. It can therefore be observed whether using the tools with code inspection steps is more effective than using the tools alone without additional steps. The TestCon steps shared by treatments 2 and 4 are step 2 (in treatment 4 both steps 1 and 2 of the TestCon method were included), step 6 (in treatment 4 both steps 5 and 6 of the TestCon method were included), and steps 7 and 8. The order of application of the steps is also different for these steps in treatments 2 and 4 (treatment 2 order: 2, 6, 7, 8; treatment 4 order: 2, 7, 8, 6) so that the steps are ordered based on using FindBugs first and then Jlint.
Subjects and Objects of the Study
The experiment was run with 16 students enrolled in the Concurrent and Real-Time Systems course (3rd year course) at The University of Queensland. The students volunteered and were rewarded for taking part in the study for 90 minutes. Since the students volunteered to participate in the study the sample of the population is defined as a convenience (rather than a random) sample from the population of novice software engineers [28] . The V&V technologies were applied to 4 concurrent Java components (Mutex, FIFOReadWriteLock, ReadersWritersSync, Piper). The first 2 components are modified versions from the java.util.concurrent package (release 1.3.4) [29] , the third is a component specifically designed for the study using the FIFOReadWriteLock component from the same package, and the last is a component from the concurrent Java components benchmark [13] . Defects were seeded to make sure that all steps of the TestCon method could be analysed. Eight defects in total were seeded among the components and the first and fourth components had one defect each prior to seeding. Six of the 10 defects were reported by the automated static analysis tools, whilst 4 were only detectable by inspection of the code.
Data Collection and Execution
Data Collection Procedure
The experiment was run during the second half of the course once all participants had been introduced to the concurrency concepts needed to complete the study. All data was collected on sheets modified from the existing templates available from the lab package [34] of the Kamsties and Lott experiment [23] . This included an information sheet to be completed prior to applying the V&V technology to document the experience of the participants. Then each participant filled in a defect-detection report to list the defects detected, the time at which they were detected and the duration of the step of the TestCon method (if applicable). Participants that applied the FindBugs and Jlint tools listed all the concurrent defects that the tools reported and noted whether or not they were false positives. Additionally information was collected by the experimenter regarding the time spent applying the technology (in full) and the time spent applying the Jlint and FindBugs tools. Following the experiment, the participants were asked to report their perceived mastery of the V&V technology as well as whether or not they conformed to the particular process presented in training. One cannot assume that there has been process conformance and this information must be collected, because a participant may apply the V&V technology in a different way than expected and confound the results [6] . Data was also collected on how the participants applied the tools (whether or not they used special settings or filters).
Sample
All participants were introduced to concurrency aspects in Java so that they should understand the defects in the experiment. On the information sheet, they reported an average of 3 years experience in Java (minimum 0.2, maximum 5) and listed an average of 4 courses in Java (including Concurrent and Real-Time Systems) with a minimum of 1 and a maximum of 8 courses. No participants that used the automated static analysis tools reported prior experience in the use of Jlint and FindBugs or any other static analysis tools. None of the participants reported using special settings or filters when applying the tools. Few of the participants performing a code inspection treatment had taken a course including material on code inspection (minimum 0, maximum 2). Confidentiality of the information sheets was assured by filling in a numeric subject identifier on the set of information sheets for each participant.
Preparation
Participants were randomly assigned to one of the four treatment groups and received training in the particular V&V technology that they applied. This 20 minute training procedure consisted of a scripted presentation including slides presented to the individual outlining the V&V technology (each participant also had a copy of the slides to peruse throughout the study). Secondly, each participant was introduced to the 4 components by an overview of their corresponding interfaces (again using slides available to the participant). Lastly, participants were familiarised with the components by perusing them without applying a V&V technology to ensure that they understood all the programming constructs.
Analysis and Interpretation
Statistical analysis was performed using the SPSS statistical package (Version 11.5). Despite the fact that the sample is a convenience rather than a random sample and the sample size is low, a parametric ANOVA analysis was run given that the results had a normal distribution and there was homogeneity among treatment groups according to the SPSS analysis on these factors [8] . Additionally, ANOVA analysis has been shown to be robust and it is relatively insensitive to violations of the assumption of normality as well as the assumption of equal variances [37] . The correlation between motivation and effectiveness of testing technique was done using the Spearman rank-correlation test [53] as it dealt with ordinal values.
Analysis of effectiveness
The data regarding the number of participants detecting a defect per treatment group is presented on the chart in Figure 1 . On the whole, treatments 2, 3 and 4 outperform treatment 1 and no treatment detected defect 8-M2 (related to the condition of the loop containing a wait statement). Figure 1 also shows that the combination of TestCon with tools does as well or outperforms TestCon inspection alone for all steps except for step 6 (a deadly embrace defect that can only be detected through code inspection). The result for this step 6 may be due to over-reliance on the automated static analysis tool that prevents the user from applying code inspection thoroughly. Table 2 presents the results of a Two-Way ANOVA of the defect detection effectiveness. The bottom row in Table 2 shows that we cannot reject H 010 since the F value is less than 1 and therefore the study does not show interaction between Tool Use and the application of TestCon (p=0.688;p>0.10). The F value in the TESTCON row is greater than 1, suggesting that there is more variation between groups than within groups, from which one can infer that there is a difference in the effectiveness of TestCon steps applied with tools or code inspection in terms of the percentage of defects detected. However H 012 is not rejected (p=0.157;p>0.10) as the result is not statistically significant. The F value related to the application of automated static analysis tools is greater than 1 and H 011 is rejected as shown in the TOOLUSED row of the Table 2 (p=0.099;p<0.10) . Table 3 shows the descriptive statistics related to the Two-Way ANOVA of defect detection effectiveness based on percentage of seeded defects detected. Tables 3, 5 and 7 have the following conventions: the Columns row contains the averages for all treatments not using tools (TOOLUSED -N) and those using tools (TOOLUSED -Y) and the Rows column contains the averages for all treatments using TestCon steps (TESTCON -Y) and those not using the TestCon steps (TESTCON -N). Table 3 shows that using automated static analysis tools is more effective than just doing code inspection or code walk-through as the percentage of seeded defects detected is greater than when tools are not used since the values in column TOOLUSED-Y are consistently greater than those in column TOOLUSED-N. The values of rows TESTCON-Y are greater than TESTCON-N showing that the treatments that include TestCon steps detect a higher percentage of the defects, but this result is not statistically significant since H 012 was not rejected. Table 6 shows that there is no significant interaction between tool use and TestCon application in the bottom row (F value is greater than 1 but p>0.10), therefore H 030 is not rejected. Although the F value for the TOOLUSED row is much greater than 1, the result is not quite significant (p=0.106;p>0.10) and H 031 is not rejected suggesting that defect-detection rate is not affected by the use of automated static analysis tools. Table 7 . Defect detection efficiency, a summary of descriptive statistics -mean (std. dev.). All values correspond to the seeded defect detection rate (seeded defects detected per hour). Table 7 does show that when tools were used the defect-detection rate (in terms of defects detected per hour) was higher (with high variability). The F value is lower than 1 in the TESTCON row of Table 6 and H 032 is not rejected, therefore defect-detection rate is not shown to be affected by the application of TestCon steps. The application times of the steps of the methods in Table 8 show that steps 7 and 8 (that are concerned with the appropriate use of notification and condition synchronisations) take less time on average when applying code inspection with the automated static analysis tools. Step 2
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Analysis of motivation and mastery of V&V technology
Correlation values indicate that performance does not depend on the self-reported motivation and mastery of V&V technology values. The R value for the motivation is 0.344 and is lower than the critical r (α=0.05) of 0.503 for a Spearman rank-correlation test. Since the mastery of defect-detection technology was asked separately for the use of Jlint and FindBugs there are two R values: 0.059 and 0.111, both also lower than the critical r. H 04 and H 05 are therefore not rejected.
Limitations of the Study
Threats to validity are categorised under internal, external, conclusion and construct validity [50] .
Internal validity
Since the study was conducted on volunteer participants, as opposed to a random sample of students (or practitioners), the reliability of the performance results in the study may depend on their willingness to take part in the study. The motivation analysis results show that motivation did not influence performance.
The experimental environment was a meeting room with only the participant and experimenter present, which may affect the focus of the individual as it may feel like an exam or similar test. Although each participant was trained individually, care was taken to script and provide slides to the participants so the training they received would be as consistent as possible.
The participant number can also greatly influence the results of the study. The fewer participants taking part in the study, the more likely that highly skilled individuals will be grouped in a particular treatment that can depend more on their skills than the actual V&V technology. Although the group of individuals taking part in this study were as homogeneous as possible (they were all enrolled in the same course and should therefore have a similar amount of experience regarding concurrency defects) their skill variability could still influence the results, but the self-perceived mastery of the V&V technology does not correlate to effectiveness results.
External validity
The study was not conducted on a random sample of software engineers, greatly reducing its external validity. It was also not conducted on practitioners of the V&V technology, although the results can be generalised to software engineering novices [28] who have just been introduced to Java concurrency.
The concurrent Java components may not be representative of those found in industry as they are relatively small (60-105 LOC) and one of them was a modified student program, whilst two others were the result of splitting up another more complex component. For the purpose of examining the V&V technologies at the unit (rather than integration or system) level, these components should be sufficient. Two of them were modified components from the java.util.concurrent package [29] .
The total number of lines of code inspected was approximately 137 (not including comments and lines with 1 or less characters, i.e., braces) and subjects were given 60 minutes to inspect the code which is consistent with Russel's [43] recommendation of inspecting no more than 150 LOC per hour. The limit of 60 minutes may not reflect the time that software engineering professionals would spend on defect detection as they may not adhere to strict limits. Additionally, this time limit may influence the results as some subjects may feel they need to complete the task in the 60 minutes provided; this can influence their speed and effectiveness of defect detection as they may be trying to complete the task in the given time. Some subjects may believe that they have to use up all the alloted time and this may not reflect the actual defect-detection rate of the treatment applied.
The seeded defects may not be representative of defects found in industry, but care was taken to make them representative of concurrency defects and to ensure that the 8 relevant steps of the TestCon method could be evaluated.
Conclusion validity
Effectiveness was measured by the percentage of actual defects found and the percentage of defects reported that were false positives. Efficiency was measured using the percentage of actual defects found and the time of the application of the V&V technology. These measures can be repeated and lead to high conclusion validity. However, the participant's motivation and mastery of V&V technology scores are subjective and may give very different responses in other situations. Mastery of the V&V technology can be determined more effectively through an objective test but time constraints made it difficult to collect such data. As in the Kamsties and Lott study [23] , data on the participants' mastery of the V&V technology was collected after the V&V technology was applied, thus ensuring the participants had a better idea of their ability at applying the technology than they would after the training alone.
Construct validity
Effectiveness and efficiency are common measures applied in the evaluation of V&V technologies. Motivation was previously measured in the Kamsties and Lott [23] study, as was the mastery of the V&V technology.
Conclusions
Discussion of Results
The results of the experiment show that the use of static analysis tools (such as Jlint and FindBugs) can be more effective than code inspection (with or without the TestCon steps). This may be due to the fact that the participants are not familiar with the defects that need to be detected and therefore cannot recognise them in the code. Experienced practitioners should not have this problem, but even so, they may forget certain defects or fail to recognise them, therefore the tools can still prove to be useful.
Efficiency is not improved for the participants that applied static analysis tools and the TestCon method; this may actually be due to the size of the components analysed (especially with respect to the tool use). Defect detection on larger components may show that the use of static analysis tools is more efficient. An analysis of the descriptive statistics regarding individual Testcon steps shows that applying TestCon with automated static analysis tools increases the defect-detection rate.
Lessons Learned
The lessons learned in the study were primarily regarding data collection. Listing courses was not a very accurate measure of skills in Java as many students could not remember the courses they took or they took them at different institutions thus making it difficult to add up courses. Manual collection of data, such as time, makes the statistical analysis of the study time-consuming and suffers from possible bias based on the interpretation of the collection forms.
Recording the application time of the TestCon method steps automatically can save participant application time and produce a more accurate reflection of the costs involved.
Relation to Existing Evidence
Although not all the results regarding cost-effectiveness were statistically significant, overall there is an agreement between the findings of this study and that of Selby [44] and Wood et al. [52] regarding combinations of V&V technologies. This study did not apply post-hoc comparison of combinations of V&V technologies, instead it applied a 2-Way ANOVA design to perform the comparisons. Importantly, the study provided examination of V&V technologies in the context of concurrent Java components with a number of subjects taking into account their variation in skills.
Future Work
Further research in this context can be done through empirical studies examining different combinations of V&V technologies (such as dynamic analysis) for concurrent components. Additionally a more realistic context in terms of participants (and greater participant numbers) and environment, components and defects (specifically real vs seeded defects) can improve the external validity of a future study. It is also vital to be more aware of what is actually advocated in the practice of V&V application in this context, so a useful comparison can be made, specifically of novel vs currently used V&V technologies; a state-of-practice questionnaire on V&V for concurrent programs was conducted following this experiment [51] . The ease of replication of this study can be greatly increased through the development of reusable experimental constructs such as automated data collection and marking. Skills can be measured more accurately through the use of objective tests. Objective testing and automated data collection can also reduce the experimental bias [26] .
DISCUSSION
A significant benefit of maximising the information gained from empirical studies in software engineering is the realisation that the study is not (and cannot) be performed in isolation; it is being performed in the context of related studies that have been conducted as well as potential studies to be conducted in the future. This study benefited a great deal from existing studies in the research area. Without these studies, the results and the lessons learned would not be as useful.
To increase researchers' awareness of existing software engineering studies, a gap analysis should be performed. Previous studies provide a great deal of information (and possibly apparatus) for the study that is about to be conducted. First and foremost they guide the researcher so that they are able to see how their study fits in with existing research and if their study actually replicates existing work. Researchers are weary of replicated studies, because they feel they are not contributing new research [30] , but single studies without replication do not carry enough weight to contribute effectively to the body of knowledge. When examining studies in the related context and their threats to validity it is important to see if those threats can be overcome. It is also important to look beyond what is reported in the threats to validity; observing that previous studies that examined a combination of V&V technologies only collected information on participants that performed one V&V technology provided the insight that the application of a combination of V&V technologies had to be observed.
Although an informal analysis was helpful in researching related studies to the study documented in the article, a more systematic approach (as outlined by Kitchenham [25] ) could have been more effective. Even systematic literature reviews can be held back by current research literature databases that are incomplete (not all empirical studies are published) and not easy to use. Ideally, all empirical studies in software engineering should be classified and kept in a repository. Although testing technique studies have been surveyed by Juristo et al. [22] with this purpose, the survey does not include V&V tools and other V&V technologies that are not based on test case selection.
When designing a study, power analysis should really not be taken lightly. Take into consideration the circumstances of the study being conducted and choose a power and significance criterion that gives your study an opportunity to provide significant results. Previous related studies and appropriate documentation can help. Additionally, it is beneficial to involve people with expertise in statistics; this study benefited from such consultation. Finally, to assist in the replication of the study currently being conducted the results need to be documented properly and shared with other empirical researchers.
Advantages of the Maximising Strategy
The major advantage of applying the maximising strategy was the information gained despite the size of the study. This came as a result of the large amount of information collected throughout the study. Using modified versions of the forms provided for the replication of experiments of V&V technologies [35] , it was ensured that as much relevant information as possible would be taken into account. The observation from the evaluation also provided some further insight regarding the application of automated static analysis tools with code inspection. Given the tools and code inspection steps, it was expected that participants would report defects by diligently applying both techniques. Although the participants conformed to the steps set out in their treatment, they became dependent on the reports of the tools. Dependence on the tools was not a concept considered prior to performing the experiment.
Due to the concern of false positives reported by the tools, it was important to examine the effectiveness based on the percentage of false positives detected. This metric showed that both the use of automated static analysis tools and the TestCon method actually improve effectiveness. In fact, because the participant is applying a tool they have more information regarding the actual defects and therefore are less likely to report a defect incorrectly.
Drawbacks of the Maximising Strategy
The primary drawback of applying the maximising strategy was that of a lower statistical significance. A small sample size usually coincides with lower significance and some questionable results. Based on the power analysis, the number of participants in the study needed to be 16 for an estimated effect size (Cohen's f [9] ) of 0.8 or higher. However the effect size observed in the study, applying Cohen's effect size equation [9] to the sample means and variance (of percentage of defects detected), was actually 0.5 which requires 7-10 participants per treatment group (28-40 in total ). An analysis of the descriptive statistics associated with the defects detected per V&V technology shows that combining TestCon with automated static analysis tools improves effectiveness, but this data needs to be supported by a future study with statistical analysis and a larger sample size.
Performing a small study also provides some drawbacks in generalizing the results to industrial contexts. For example, the use of small components in the evaluation may not be ideal to convince practitioners that a particular V&V technology (or combination thereof) will be more cost-effective for their context. Also applying the V&V technology to a small component may not produce statistically significant results (as happened for efficiency).
CONCLUSION
Due to the concern regarding the costs of empirical studies, this research documents the design of relatively small study that focuses on maximising the information that can be gained. The process of designing such a study begins with an appropriate gap analysis, followed by an analysis of power to determine sample size as well as the use of existing materials to reduce the preparation costs and maximise the information collected.
A controlled experiment was run to determine the cost-effectiveness of the combination of V&V technologies for concurrent Java components. Results of the study showed that the use of automated static analysis tools with code inspection is beneficial. Although the study was small, it produced observations that are only available through empiricism. Despite the drawbacks of small studies, maximising information, being economical and performing studies in the context of a family of experiments can help researchers overcome the limitation of single studies.
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