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In this study a remote sensing approach based on multi-sensor satellite data for the creation of 
different hydrological products is presented. It includes different methods for deriving general 
water masks from optical multi-spectral remote sensing data and sensors using synthetic 
aperture radar (SAR), as well as their joint processing. Result layers are calculated for the 
maximum flood extent, the relative frequencies of flood observations and the total flood 
duration for all three study years (10/2007 - 09/2008, 10/2008 - 09/2009, 10/2016 – 09/2017). 
Since the study combines already validated methods, quality layers provide information about 
the confidence of the results. Further analyses such as the aggregation of the annual results 
allow insights into the complex surface water dynamics in the transnational study area of the 
Iishana Zone (Namibia/Angola). 
Zusammenfassung 
In dieser Studie wird ein fernerkundlicher Ansatz basierend auf mulit-sensoraler Satellitendaten 
zur Erstellung von verschiedenen hydrologischen Produkten präsentiert. Er beinhaltet 
verschiedene Methoden zu Ableitung von allgemeinen Wassermasken aus optischen multi-
spektralen Fernerkundungsdaten und SAR-Sensoren, sowie deren gemeinsame 
Weiterverarbeitung. Hierbei werden Ergebnisse zum maximalen Flutausmaß, der relativen 
Häufigkeiten von Flutbeobachtungen und der gesamten Flutdauer für alle drei 
Untersuchungsjahre (10/2007 - 09/2008, 10/2008 - 09/2009, 10/2016 – 09/2017) einzeln 
berechnet. Da die Studie bereits validierte Methoden zusammenführt, geben Qualitätslayer 
Informationen über die Güte der Ergebnisse. Weiterführende Auswertungen, wie die 
Aggregation der Jahresergebnisse, geben Aufschluss über die komplexen Oberflächenwasser-
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The number of natural hazards is increasing worldwide (Skakun et al. 2014). Climate change 
plays a major role here, above all through an intensification and rise of extreme hydrological 
events (Farmer 2015; Gilau et al. 2011; Thomson 2018). With 40% of all, floods are the most 
common geo-risks (Persendt et al. 2015), affecting about 1 billion people which currently live 
in flood-prone regions and this number could possibly double by 2050 (Long et al. 2014). 
Simultaneously these intensified hydrological cycles also result in droughts, which among 
natural hazards on average cost the most lives (Persendt et al. 2015; Thomson 2018). Climatically 
highly variable semi-arid regions with seasonally inundated floodplains have to face both 
hazards: Flooding and droughts (Gilau et al. 2011). Here particular importance lies in 
understanding the spatiotemporal pattern of surface water dynamics. Further factors like large-
scale land use and land cover change, as well as increasing water demand by agriculture, industry 
and domestic use reinforce this relevance (Angula and Kaundjua 2016; Kluge et al. 2008; Marsh 
1992; Mendelsohn et al. 2013; Tulbure et al. 2016).  
The study area, the Iishana Zone in the Cuvelai Basin (CB), a rapidly developing rural area in 
northern Namibia and southern Angola, represents one such affected region (Calunga et al. 
2015; Mendelsohn et al. 2013; Persendt et al. 2015). Due to highly variable rainfall over time 
and space, it can be confronted with severe floods and droughts, causing crop failures and 
restrictions in food security (Mizuochi et al. 2014) A further complicating factor here is data 
scarcity. Missing gauge measurements, a lack of long-time data series and not well-defined 
drainage lines make it difficult to understand the large and complex hydrological system with 
its wide varying channels and pans (Awadallah and Tabet 2015; Goormans et al. 2015; 
Mendelsohn et al. 2013; Mendelsohn and Weber 2011; Mufeti et al. 2013; Persendt and Gomez 
2016; Persendt et al. 2015). Here earth observation by remote sensing with its increasing data 




valuable high spatial and high temporal information (Awadallah and Tabet 2015; Martinis et al. 
2015a; Wieland and Martinis 2019). 
Existing work was already carried out on the study area using remote sensing methods. Studies 
have been conducted using weather satellites to evaluate past and present levels of 
meteorological rainfall events to understand climatic patterns (Awadallah and Tabet 2015; 
Mendelsohn and Weber 2011; Persendt et al. 2015). Paired with digital terrain models, these 
data are also used for hydrological modelling (Goormans et al. 2015; Mufeti et al. 2013) and 
partly extraction of the drainage network of the study area (Persendt and Gomez 2016). 
Furthermore data from the passive sensor Advanced Microwave Scanning Radiometer – Earth 
Observation (AMSR-E) and its follower mission AMSR-E 2 were also used to gain an 
understanding of surface flooding (Groeve 2010) and to assess new agricultural potentials such 
as rice cultivation in synthesis with scenes from the Moderate-Resolution Imaging 
Spectroradiometer (MODIS) (Hiyama et al. 2014; Mizuochi et al. 2014). However, up to now 
the focus has usually been either on a spatially coarse resolution survey of the entire Iishana 
Zone or more precise analyses carried out in a smaller area of interest (AOI). In terms of 
methodology, the work should therefore be oriented towards sensor-multiple studies, which 
take aggregations of flooding observations into account with higher resolution in time and 
space. The comparison of different seasonal or annual flood extents derived from multi-spectral 
Landsat data (Skakun et al. 2014; Tulbure et al. 2016) together with radar data (Long et al. 2014) 
as well as their further processing, for example to frequency maps (Skakun et al. 2014) are of 
special interest.  
Therefore, this thesis focuses on the synthesis of different flood or water masks. These two terms 
(flood and water) are used synonymously due to the high variability of the occurrence of surface 
water and the almost missing existence of permanent water. To derive these flood or water 




(SAR) like Envisat-ASAR, Advanced Land Observing Satellite (ALOS)-PALSAR, its successor 
ALOS2-PALSAR, TerraSAR-X and Sentinel-1 as well as the optical satellites Landsat 5 and 
Landsat 8 are used and methods developed by the German Aerospace Center (DLR) are applied 
(Martinis et al. 2015a; Martinis et al. 2015b; Twele et al. 2016; Wieland and Martinis 2019). The 
goal is to generate, compare and aggregate annual hydrological products with high spatial and 
temporal information density (Shakya 2018), which contributes to the understanding of the 
runoff system in the Iishana Zone and thus can be used in the context of sustainable water and 
land use as well as for flood risk management. 
 
2 Study Area 
This work focuses on the central western part of the Cuvelai Basin (CB) (figure 1, p.11). The 
CB is surrounded by the Cunene River Basin in the west and the Okavango River Basin in the 
east and includes nine major hydrological drainage zones (Faulstich et al. 2018; Mendelsohn et 
al. 2013). One of these is the Iishana Zone, which represents the study area of this thesis. With 
a size of about approximately 18,000 km2 the study area encloses the Omadhiya Lakes in the 
southeast, borders the Cunene River (both figure 1, p.11) in the northwest and is located with 
a little more than half in Namibia and the rest in Angola, which are separated by the border at 
17° 23' S (Faulstich et al. 2018). Due to this transboundary location, the Iishana Zone has no 
clear administrative boundaries, but is rather a natural area. Following Faulstich et al. 2018, it 
extends diamond-shaped meridionally from 16° 28' S to 18° 14' S and zonally from 14° 30' E to 
16° 00' E (figure 1, p.11). This overlaps largely with the Ishanas outline defined by Mendelsohn 
et al. 2013. Subsequent processing of raster data will only take the extent and not the shape of 
the study area into account and therefor the results will include parts of the Cunene River and 








the natural and anthropogenic characteristics of the Iishana Zone, which are relevant in the 
context of this study. This includes the climate, geomorphology and hydrology, soils and 
vegetation as well as selected aspects of human geography, like infrastructure or settlements 
together with their population and their water and land use. 
2.1 Climate 
The semi-arid climate in the Iishana Zone is subject to the seasonally changing influences 
between subtropical high-pressure systems (in dry season / winter) and the inter-tropical 
convergence zone (in rainy season / summer). During the warmer rainy season from October 
(Mendelsohn et al. 2013) / November (Faulstich et al. 2018; Persendt et al. 2015) to April the 
humid air masses from the equator bring more than 99% of the annual precipitation (Marsh 
1992), especially in January, February and March. In the colder winter months from May to 
September (Mendelsohn et al. 2013) / October (Faulstich et al. 2018; Persendt et al. 2015) the 
sinking air masses of the anticyclones cause clouds to dissipate and thus are the reason for the 
dry season (Faulstich et al. 2018; Mendelsohn et al. 2013; Persendt et al. 2015). According to 
the effective climate classification of Köppen and Geiger, the Iishana Zone is assigned to a hot-
arid steppe climate (BSh) (Kottek et al. 2006). This is confirmed by high average annual 
temperatures of 22°C (Mendelsohn et al. 2013) to 24° C (Kaseke et al. 2016) with monthly 
peak-means of 35° C to 40° C during the earliest summer months (Mendelsohn et al. 2013). 
Additionally the ratio between the mean annual precipitation from 350 mm – 550 mm 
(Faulstich et al. 2018; Mendelsohn et al. 2013) / 700 mm (Kaseke et al. 2016) and the potential 
evapotranspiration from 2200 mm (Kaseke et al. 2016) / 2600 mm – 3200 mm (Faulstich et al. 
2018; Mendelsohn et al. 2013) shows the aridity of the Iishana Zone (Kaseke et al. 2016; 
Mendelsohn et al. 2013). 
However, these fuzzy values show a general spatial distribution over the CB with its Iishana 




Zone, the mean annual potential evapotranspiration rises in opposite direction from northeast 
to southwest (Mendelsohn et al. 2013). But even more important for understanding the climate 
is its high inter- and intra-annual variability. While not only annual precipitation sums vary 
strongly between 25% in the northeast to 40% in the south, their temporal onset and duration 
during the rainy season is also different. An additional missing pattern of the recurrence of 
precipitation over decades makes it increasingly difficult to use the land and its water (Calunga 
et al. 2015; Faulstich et al. 2018; Marsh 1992; Mendelsohn et al. 2013; Persendt et al. 2015). This 
is also marked by the convective heavy rainfalls in the later months of summer, which usually 
come down in less than an hour with afternoon thunderstorms. These showers are locally 
concentrated and variable in their spatial occurrence (Mendelsohn et al. 2013). 
2.2 Geomorphology and Hydrology 
With an altitude of 1100m to 1200m above sea level, the geomorphological large-scale terrain 
of the Iishana Zone falls with an extreme low slope gradient of 1 ‰ in Angola and 0.5 ‰ in 
Namibia from northwest towards to southeast (Faulstich et al. 2018; Mendelsohn et al. 2013). 
The characteristic landscape of the Iishana Zone as one of the major six landscapes in the CB 
has been formed by older and recent aeolian and fluvial processes. This resulted in a flat, 
extensive network of not-well defined channels, interconnected or isolated water pans (in 
Namibia: singular: oshana, plural: iishana) and ridges (omitunda) in between, with even slight 
differences in topography of less than 10m (Mendelsohn et al. 2013; Persendt and Gomez 2016).  
Rainfall fills these small geomorphological depressions and channels with water, creating partly 
episodic and partly ephemeral water bodies (Awadallah and Tabet 2015; Faulstich et al. 2018). 
This accumulation of water is then used by humans, animals or plants. In come cases it 
evaporates, infiltrates, stands or even flows over the flat web of channel southwards, depending 
on the amount of precipitation (Marsh 1992; Mendelsohn et al. 2013). Drainage through the 




2km), occurs erratically and can be stopped by re-routing meandering or inland deltas (Faulstich 
et al. 2018; Mendelsohn et al. 2013; Persendt and Gomez 2016). Only with larger sums of 
precipitation the iishana (figure 1, p.11) can interconnect and flow south into the Omadhyia 
Lakes, which in turn can drain the water masses endorheically via the Ekuma River into the 
Etosha Pan (Awadallah and Tabet 2015; Goormans et al. 2015; Marsh 1992; Mendelsohn et al. 
2013; Persendt et al. 2015; Strohbach 2008). 
It is therefore assumed that during more extreme rainfall water from southern Angola will 
combine with those in Namibia and cascade into further iishana. According to Faulstich et al. 
2017, the last two decades have seen especially high precipitation in 2008, 2009, 2010, 2011, 
2013 and 2017. Particularly high floods (efundja) have occurred 11 times over the last 73 years 
(status 2013 and including 13 years of no information), such as in 2008, 2009 and 2011 
(Awadallah and Tabet 2015; ICSMD 2009; Mendelsohn et al. 2013; Persendt et al. 2015; ZKI 
2008, 2009). With water depths of up to 7m these floods reach levels that endanger human 
lives, their health, cause damage to property, infrastructure and economic losses in agriculture, 
industry, commerce and tourism (Faulstich et al. 2018; Mandl et al. 2012; Mendelsohn et al. 
2013; Ministry of Agriculture, Water and Forestry of Republic of Namibia 2011; Persendt et al. 
2015; Shifidi 2016). For instance in 2009, 102 people died by the impacts of flooding and 65,000 
were displaced from their homes (Mendelsohn et al. 2013). Although this pluvial flooding 
occurs variably from year to year due to the dependence of precipitation and following no 
recurrence-pattern (Awadallah and Tabet 2015; Faulstich et al. 2018), an increase in the extent 
and severity of the floods can be observed compared to previous decades. This is due to soil 
erosion on the omitunda which accumulates in the iishana, raising them and thus causing larger 
areas of flooding due to decreasing differences in relief (Mendelsohn et al. 2013; Persendt et al. 
2015). This development highlights the need for future disaster risk reduction, including early 




(Amadhila et al. 2013; Awadallah and Tabet 2015; Calunga et al. 2015; Faulstich et al. 2018; 
Filali-Meknassi et al. 2014; Gilau et al. 2011; Mendelsohn et al. 2013). This also involves a post-
event risk assessment to determine the severity of the flooding by means of maximum spatial 
dimensions, its duration and the average magnitude within the year (Awadallah and Tabet 
2015). 
This will be of particular importance when analyzing the advantages of moderate floods, which 
occurred approximately 30 times in the last 73 year (status of 2013 and including 13 years of no 
data) (Persendt et al. 2015). These are necessary for any land use in the Iishana Zone and refilling 
groundwater aquifers by infiltration through sand (Marsh 1992; Mendelsohn et al. 2013; Niipele 
et al. 2015). Thus underlying calcrete and limestone layers can form a multi-strata aquifer system 
at a depth of 10m - 80m. Due to the permeability of the sandy sediments, the groundwater has 
a fundamental salinity and can be polluted by fluorides, nitrates and sulphates (Christelis and 
Struckmeier 2001; Faulstich et al. 2018; Mendelsohn et al. 2013; Persendt et al. 2015). Especially 
in dry years, when the availability of surface water of the iishana is very low to non-existing, 
the partly easy access to shallow groundwater plays a major role. Droughts like recently in three 
consecutive years from 2013 to 2015, where particularly little precipitation fell, can lead to a 
strong restriction of food security and thus to fatalities and economic losses (Faulstich et al. 
2018; Kerdiles et al. 2015; Lütkemeier and Liehr 2015; Calunga et al. 2015).. 
2.3 Soils and Vegetation 
The soils of the Iishana Zone are influenced by geomorphological and climatic conditions and 
thus represent different degrees of influence by water, wind and evapotranspiration. While the 
east is generally sandier and the south more saline, the small-scale differences in relief usually 
determine the composition of wind-blown sands on the omitunda and alluvial clays on the 
ground of the iishana. Especially the transition zones between the low-lying channels and the 




and calcisols, while in the south saline arenosols can additionally occur. At the same time, 
dissolution and precipitation processes can lead to the formation of near-surface crusts of 
silicate, lime or clay, which forms impermeable layers and thus reduce infiltration and increase 
surface runoff (Faulstich et al. 2018; Mendelsohn et al. 2013; Persendt and Gomez 2016). 
All conditions described so far are also reflected in the spatial and temporal distribution of the 
vegetation. Differences across the Iishana Zone can be especially seen along the higher 
omitunda, where a woody vegetation mix of shrub and tree savannah is found together with 
the dominant species Colophospermum mopane. On these ridges, mopane shrubland with 
growth heights of 1m - 3m can be found in the southwest, while mopane woodland with 
somewhat larger vegetation can be found in the north. These are supplemented in the east by 
Kalahari woodlands, which grow patchy on the larger sandy areas, and by Makalani palms on 
somewhat more saline soils (Faulstich et al. 2018; Leggett et al. 2003; Mendelsohn et al. 2013; 
Strohbach 2001; Wagenseil and Samimi 2007). In contrast, the more frequently flooded iishana 
are mostly covered by grasslands, due to saline and loamier conditions. Especially in the south 
saline grasslands prevail with up to 150 different species (Marsh 1992; Mendelsohn et al. 2013). 
In addition to this spatial variability, the seasonal nature of the rainy and dry periods also plays 
a major role in the occurrence of vegetation. Especially the growth of the grasses is dependent 
on the availability of surface water and therefore shows a high seasonal and inter-annual 
variability. (Hassler et al. 2010; Leggett et al. 2003; Mayr and Samimi 2015; Mendelsohn et al. 
2013; Wagenseil and Samimi 2007).  
2.4 Human Geography 
Due to the fertility of the soils and the availability of surface water, the CB is the most densely 
populated rural region in Namibia (with almost 40% of the population of the country) and also 




people lived in the CB, 70% of them in Namibia and 30% in Angola (Mendelsohn et al. 2013). 
Within this basin, the Ishana Zone has the highest population density with up to 40 
(Mendelsohn et al. 2013) - 100 (Persendt et al. 2015) people per square kilometer. Only about 
20% of the population lives in cities, the majority in one metropolitan area on the Namibian 
side, including Oshakati (2011: 36,541) and its twin city Ongwediva (2011: 20,260), which 
together is a fast growing administrative and commercial area (figure 1, p.11). Other towns as 
Ondangwa (2011: 22,822) and Oshikango in Namibia or the comparatively small provincial 
capital Ondjiva in Angola are dominated by transnational trading (figure 1, p.11). They are 
connected by a major trunk road, which plays an important economic role with a daily 
exchange of millions of US dollars (Awadallah and Tabet 2015; Mendelsohn et al. 2013; Muir 
and Hattingh 2012). 
2.5 Water and Land Use 
The fact that this populated natural area is only separated by an administrative transnational 
border is proven not only by the common origin of the people from the Owambo tribe, but 
also by the similarities of their ways of living, represented by their land and water use 
(Mendelsohn et al. 2013). 
The water supply of the Iishana Zone is generally tripartite. First, the surface water of the Iishana 
Zone represents the most important source for most of the population, although it is heavily 
polluted, making it harmful to health and not suitable for drinking. Secondly, different types 
of groundwater are used. Because the easy-accessible surface-near groundwater can be heavily 
polluted, at some places deeper groundwater layers are occasionally drilled into, in order to use 
its water for consumption. In addition, the Calque-Oshakati Canal (figure 1, p.11) was built in 
1973, which carries water from the Cunene River to Oshakati and is used as the main source 




reduces and pollutes the open water masses provided by the canal (Faulstich et al. 2018; Kluge 
et al. 2008; Mendelsohn et al. 2013). 
Naturally and originally an agro-silvi-pastoral system is predominant, a combination of rain-fed 
subsistence agriculture (especially pearl-millet, supplemented by sorghum, corn and peanut), 
pastoral livestock farming (especially cattle, goats and donkeys) and small-scale deforestation as 
fuel and building material (Hooli 2016; Kerdiles et al. 2015; Marsh 1992; Mendelsohn et al. 
2013; Newsham and Thomas 2011). Even today almost exclusively rain-fed agriculture with pearl 
millet (mahangu) is practiced as well as extensive livestock farming, but in general hardly 
produced for sale. Rather a generally high variety of livelihoods is caused by the rapid social 
transition from subsistence to cash economy. Pastoralism and agriculture is thus often practiced 
alongside another main employment (Faulstich et al. 2018; Hiyama et al. 2014; Mendelsohn et 
al. 2013; Newsham and Thomas 2011; Niipele et al. 2015). Simultanously local specialization of 
land use is also evident as irrigation systems are built in places along the Etaka Canal south of 
the Olushandja Dam (figure 1, p.11) and most of the cattle are concentrated on a few owners. 
Due to this departure from indigenous land use systems and the increasing population, there is 
a general pressure to the use of the resources of land and water (Niipele et al. 2015). Therefore, 
land degradation is clearly visible, in particular from space by the differences along the national 
border. While on the Namibian side the land appears brownish due to a higher population 
density and higher pressure of land and water use, the less populated area of Angola appears 






3 Data and Methods 
The aim of this chapter is to describe the different input data in the context of the multi-sensor 
approach and to explain their step-by-step processing. In the methods section, general 
principles of water detection by remote sensing and the resulting different generation processes 
of water masks are described as well as their further processing and the methods of the final 
hydrological products. 
3.1 Multi-Sensor Data 
Due to the generally low availability of data for the analysis of hydrological phenomena in the 
Iishana Zone, an application of remote sensing data in this area shows great potential 
(Awadallah and Tabet 2015; Persendt et al. 2015; Persendt and Gomez 2016). Since one goal of 
the study is a final product of temporal dimension with the unit of days, it is important to 
achieve the best possible temporal resolution over the periods of investigation. Especially since 
not only one hydrological flood event of a few weeks is analysed, but the dynamics of surface 
water over a whole year. In addition, no sensor-specific products are generated or required, 
since the calculation of the flooding duration is based on general water masks (Shakya 2018). 
This offers a remote sensing multi-sensor approach (Martinis et al. 2015b; Wieland and Martinis 
2019), whereby firstly the temporal repetition rate of observations can be significantly improved, 
and at the same time the advantages and disadvantages of different sensors for water detection 
can be balanced, but also mutually reinforced (Long et al. 2014; Töyrä et al. 2001). A detailed 
data research, taking in account several possible investigation periods, data accessibility, sensor-
specific appropriateness of products and already existing processing chains, resulted in the use 
of multi-spectral optical data as well as SAR data. Table 1 and 2 (p.20) provide an overview of 
the sensors included in the analysis. Wet and dry season are combined to form an annual basis 
(October – September of following year) for the investigation periods. 10/2007 – 09/2008 and 




2009; Mendelsohn et al. 2013; Persendt and Gomez 2016; Persendt et al. 2015; ZKI 2008, 2009) 
and 09/2016 – 10/2017 because of a high precipitation sum (Faulstich et al. 2018) and to 
incorporate the new available data from the Sentinel-1 mission embedded in the Copernicus 
Program of the European Space Agency (ESA). 
 
Table 1: Overview of all used SAR products (Airbus Defence and Space 2015; Buckreuss et al. 2008; ESA 2019a, 
2019b; Miranda 2016) 





ALOS PALSAR – FBS GEC* 6.25 70*90 SinglePol HH 
ALOS PALSAR – FBD GEC* 12.5 70*90 DualPol HH+HV 
ALOS PALSAR – PLR GEC* 12.5 30*90 QuadPol 
HH+HV+VH+VV 
ALOS2 PALSAR – SM3 FBD 1.1* 10 70*70 DualPol HH+HV 
Envisat ASAR – IMP 12.5 70-90*110-130 SinglePol (VV|HH) 
Envisat ASAR – WSM 75 400-450*variable SinglePol (VV|HH) 
Sentinel-1B GRD 10 250*175 DualPol VV+VH 
TSX-ScanSAR 7.5 100*150 SinglePol HH 
TSX-Stripmap 2.5 15-30*50-75 SinglePol HH 
TSX-Spotlight 2 10*10 SinglePol HH 
    
* Product Level: ESA GEC = JAXA 1.5, ESA SLC = JAXA 1.1 
 
 
Table 2: Overview of all used multi-spectral products (United States Geological Survey 2019) 
Product Name Pixel Spacing (m) Coverage (km) Bands Repetition Time 
(days) 
Landsat 5 L1 30 (bands 1-5, 7) 170*183 7 16 





Especially in the field of radar data, a larger variety of different sensors and products is used for 
the investigation of the years 2007/2008 and 2008/2009 (figure 2). This is due to a low 
repetition rate of observations over time, caused by earlier more event-based and commercial 
missions like TerraSAR-X (Buckreuss et al. 2008) or ALOS(2) PALSAR (Persendt and Gomez 
2016; Rosenqvist et al. 2007) instead of contiguous automated open data sensing like Sentinel-
1 (Potin et al. 2016; Twele et al. 2016). An example can also be seen in figure 3, p.22 (2007/2008 
mid to end of March) and figure 4, p.23 (2008/2009 early March), where a significantly higher 
observation frequency occurs during acute flooding periods (ICSMD 2009; ZKI 2008, 2009). 
These figures also show the strong difference in data density between the first two periods of 
investigation and the last 2016/2017, which is also evident in the much more systematic 
distribution of data over time in figure 5 (p.24). 



















It should also be mentioned that the sensed coverage per overflight of the study area is very 
different. In addition to the sensor properties like range or azimuth distances (table 1 and 2 
p.20), this is also reflected per overflight and sensor in the figures of the temporal resolutions 
per investigation year (figure 3-5, p.22-24). Figure 6 shows a summary of these years comparing 
the different sensors in their proportion of the spatial sum of all cumulative overflights. This 
confirms the enormously improved resolution in 2016/2017, especially by Sentinel-1, as well as 
high contrasts between the number of overflights per sensor in figure 2 (p.21) and their 
respective share of the cumulative coverage (figure 6), for example between ALOS PALSAR 
and Envisat ASAR in 2008/2009. 
3.2 Generation of Water Masks 
For the derivation of surface water masks different challenges exist for optical and SAR data. It 
is obvious that the usefulness of optical data is severely limited by clouds, which is an immense 
disadvantage due to the coupling of floods to precipitation. However, in cloudless views water 
surfaces can be easily detected by these passive sensors due to the contrasting spectral signature 
of water, which shows very low reflection values, to other land coverings. Also unfavorable sun-




sensor-surface geometries can lead to sun glint effects, which erroneously can increase the 
actually low reflection strongly (Jensen 2016; Martinis et al. 2015b; Wieland and Martinis 2019). 
Active sensor systems, operating with electromagnetic wavelengths in the microwave range, 
allow radar satellites to avoid exactly these problems and capture scenes both during cloud 
cover or at night (Jensen 2016; Martinis et al. 2015b). Since smooth water surfaces show very 
low or no backscattering values in radar data and can therefore stand out strongly from 
surrounding areas, SAR satellites are considered by scientific consensus to be the most common 
way of detecting surface water (Long et al. 2014; Martinis et al. 2015b). Water detection is 
therefore strongly dependent on surface properties and on their interaction with the used 
wavelength (Jensen 2016; Li and Yang 2015). Thus, it can happen that water is not detected, 
when the water surface roughness is increased by waves or double-bounce effects caused by 
vegetation. In turn areas can also be erroneously classified as inundated, when other smooth 
surface structures such as agricultural areas, sand, bare ground or asphalt are involved. Although 
it is possible for SAR sensors to distinguish between flooded vegetation and non-flooded 
vegetation, flooded vegetation areas are not considered in this study. (Martinis et al. 2015b; 
Martinis et al. 2018; Williams and Greeley 2004). Sensor internal differences also play an 
important role. While the X-band waves interact much stronger at the direct surface, the middle 
C-Band and the even longer L-band waves penetrate deeper into the land cover, which leads 
to a decreasing contrast between water and non-water areas for longer wavelengths (Twele et 
al. 2016). Furthermore, co-polarized images, receiving the same polarization of the waves as 
sent (for example HH or VV) are preferable to cross-polarized acquisitions (for example HV), 
which are mainly volume scattering sensitive. Within the co-polarized scenes, HH polarizations 
are more suitable than VV, since VV polarizations are more susceptible to vertical structures 




In the following, the different methods for surface water detection (figure 7: The three boxes 
on the left) are explained, which have been chosen due to the multi-sensor approach. All 
methods were developed in the German Remote Sensing Data Center of DLR, which has a 
long-time experience in the field of surface water mask extraction (Martinis et al. 2015b). 
RapidMappingFlood (RaMaFlood) is originally for purposes in emergency fast-response 
mapping, which can be used for all types of available SAR data, and is here applied semi-
automatically (Martinis et al. 2015b). By this method all products of the sensors Envisat ASAR 
and ALOS PALSAR, both provided by open source ESA Earth Online, and ALOS-2 PALSAR, 
accessed on JAXA AUIG2, were processed (first column of figure 7). After the preprocessing 
via SNAP, including a radiometric calibration to sigma naught (dB), speckle filtering and 
geometric correction (Li and Yang 2015; Oliver and Quegan 2004), the individual scenes are 




prepared as input data for the RaMaFlood-Tool. This corresponds to a reprojection to UTM, 
rescaling of the value range from -40db to 0db to 0 to 400 and clipping to the extent of the 
study area. During preprocessing, valid masks are also generated, which binary differs between 
the valid and invalid pixels and will be used later. The RaMaFlood processor is based on image 
segmentation, thresholding for initialization of classification and subsequent post-classification 
within the e-Cognition Developer software (Martinis et al. 2015b). Because of often low contrast 
between water and non-water areas and resulting unimodal histograms of the scenes, especially 
in L-band, a relatively fine uni-scale segmentation and manual thresholding is selected (Martinis 
et al. 2009; Martinis 2010; Martinis et al. 2011; Martinis et al. 2015b). Finally, a binary majority 
filter is applied to from L-band derived water masks and all masks, both water and valid, were 
transformed back to WGS84 to be used later as input for further processing. 
The fully automated processing chain of Sentinel-1 based flood mapping (part of the second 
column for RADAR in figure 7, p.27) developed by Twele et al. 2016 is designed for ground 
range detected Sentinel-1 data in interferometric wide swath mode. Due to its systematic and 
continuous sensing in VV and VH polarization, Sentinel-1 and its fully automatic processing is 
well suited for rapid mapping in emergency cases as well as for continuous monitoring of surface 
water dynamics (ESA 2019b; Twele et al. 2016). The automated processing chain used in this 
study includes SAR data preprocessing, initial classification using automatic thresholding, fuzzy-
logic-based classification refinement and final classification including auxiliary data (Twele et 
al. 2016). The Sentinel-1 datasets for this analysis are selected manually and downloaded via the 
Alaska Satellite Facility. Preprocessing is necessary by removing the margin areas of the scenes, 
which strongly influence the results. Due to the use of an automatic (Martinis et al. 2009), 
overestimation of water areas occurs especially in the late dry season, where the histograms are 




automatically with RaMaFlood. Using the output data of the automated processing chain, valid 
masks can be subsequently created for each corresponding water mask.  
Like the methods described so far, the fully automated TerraSAR-X flood service (part of the 
second column for RADAR in figure 7, p.27) has also been developed for real-near time flood 
detection in context of rapid disaster management by Martinis et al. 2015a. The processing of 
the data contain similar steps to the Sentinel-1 based flood service and was validated as effective 
and robust on several study areas worldwide (Martinis et al. 2015a). The used TerraSAR-X 
scenes acquired in the ScanSAR, Stripmap and Spotlight modes are accessed via the EO-Web 
provided by DLR (Airbus Defence and Space 2015; Buckreuss et al. 2008). Based on the output 
data, valid masks are created, and margin corrections are performed on error-affected results.  
In order to achieve a high spatial and temporal resolution at monitoring hydrological 
phenomena, Wieland and Martinis 2019 developed a modular processing chain for automated 
flood monitoring from multi-spectral satellite data (part of the third column for OPTICAL in 
figure 7, p.27), complementing the previously SAR data-based flood services. As it is focused 
on images with high spatial resolution and large swath widths, it is applied in this study for 
optical Landsat 5 and Landsat 8 images. By pooling the raw images with several water relevant 
products (for example the Normalized Differenced Water Index) convolutional neural networks 
enable a precise water detection at every geography and any time. Already within the processor, 
the additional classification of clouds, shadow, land and snow leads to the creation of valid 
masks. Due to margin errors and misclassifications in the area of clouds and cloud shadows, 
especially in cirrus clouds, the masks derived from Landsat 5 must be modified subsequently 
(Wieland and Martinis 2019). By an additional water probability layer, the threshold value could 




3.3 Reprocessing of Water Masks 
Since a method for combining and reprocessing an aggregation of these water masks (Binary 
Mask Processor in figure 7, p.27) was developed by Shakya 2018 in cooperation with DLR, only 
the basic principles of the calculation and individual changes are outlined below. All processing 
described in this sub-chapter (input, data preparation, multi-processing using parallel processing 
for the central computation, and output generation) is done with python 3.x within the 
Anaconda environment. 
All input files are prepared independently of the original satellite in order to have the same data 
structure. Sorted by sensor for each scene there is a folder named after the time of recording in 
date and time, which contains its water mask and the corresponding valid mask, all in WGS84. 
In addition, there is a shapefile which shows the extent of the study area (Shakya 2018)  
This input data is then prepared for analysis as followed: First, the binary water and valid masks 
are merged, which is originally not included in the processing chain of Shakya 2018. This results 
in one summarized layer per scene with three values, from 0 as no water, over 1 implying water 
up to 2, which describes invalid pixels (Skakun et al. 2014). This is followed by a clipping of all 
scenes onto the investigation area, as well as the spatial merging of several sensor-like scenes 
within one day to one overflight. Despite the same data structure, the individual images differ 
greatly in their spatial resolution. To be able to start common calculations, all layers must be 
aggregated to a common pixel size (Shakya 2018). To keep the change of the individual scenes 
as small as possible and to ensure greater confidence in the spatial resolution of the results, the 
scene with the smallest deviation from the arithmetic mean of the pixel size of all overflights is 
selected and serves as the basis for a subsequent resampling. This is also different from Shakya 
2018, where all scenes are brought to the highest available resolution. At the same time, the 
spatial extent and origin of each raster layer is adjusted to the study area for the exact 




The core calculation runs, as described in Shakya 2018, in three parallel processes. In this study 
it is not necessary to calculate an optional backward duration for a specific flooding, as the 
analysis is not event-based, but is intended to capture seasonal dynamics over a whole year 
(Shakya 2018). The aggregation of all water masks per investigation period, in order to extract 
several hydrological-related products, is done according to the following principle: 
By considering one temporal stack of a georeferenced pixel p through every different scene s 
within the total amount of scenes n of one investigation year y (figure 8, p.32), different 
composition of the three possible values p=0 (no flood), p=1 (flood), p=2 (invalid) create the 
following output layers for each investigation period: ‘Relative Frequency’ (relFreq), ‘Total 
Duration’ (TD) and the ‘Quality Layer’ (QL) QA, QB and QC (figure 7, p.27). All calculations 
are made pixelwise for one georeferenced pixel p and do not include any neighbor. Therefore, 
no spatial variables for the x and y coordinates are given in the equations and the geospatial 
raster is just a matrix output format for all pixels. The only dimension is a temporal stack of ps 
for the year y with its corresponding sum of overflights n: The relFreq (equation 1, p.32) is the 
proportion of the amount (frequency = F) of flooded pixels (p=0) per sum of valid observations 
(p=0 OR p=1) (Pekel et al. 2016; Shakya 2018; Skakun et al. 2014; Tulbure et al. 2016). The TD 
(equation 2, p.32) is the sum of the days between two consecutive water observations. These 
periods of days are named th as a part of all flooding periods k. The QL QA, QB and QC from 
Shakya 2018 are also used. Layer QA (equation 3, p.32) is the sum of the days between the last 
non-water occurrence before a flood and the first water pixel, included in a flooding period th 
, represented as ai out of all pre-flood periods l. Layer QB in turn (equation 4, p.32) records the 
days for the transition time between the last water pixel of a flood to the first non-water pixel. 




p.32) in turn indicates the density for p of valid flood observations (FO), multiplied with 100, 
to the TD of the corresponding pixel (Shakya 2018). 
 
𝑟𝑒𝑙𝐹𝑟𝑒𝑞𝑦(𝑝) =  
𝐹𝑦𝑛(𝑝𝑦𝑠 = 1)
𝐹𝑦𝑛(𝑝𝑦𝑠 = 0) + 𝐹𝑦𝑛(𝑝𝑦𝑠 = 1)
     (1) 
𝑇𝐷𝑦 =  ∑ 𝑡ℎ
𝑘
ℎ=1
     (2) 
𝑄𝐴𝑦 =  ∑ 𝑎𝑖
𝑙
𝑖=1
      (3) 
𝑄𝐵𝑦 =  ∑ 𝑏𝑗
𝑚
𝑗=1
      (4) 
𝑄𝐶𝑦 =  
𝐹𝑦𝑛(𝑝𝑦𝑠 = 1) ∗ 100
𝑇𝐷𝑦
    (5) 




3.4 Product Processing 
The previous output layers serve as the basis for calculating further results. Here, analyses can 
be carried out both on an annual level and on a temporally aggregated level over all three years 
of investigation (figure 7, p.27). All methods described here are applied by open source software 
RStudio. 
The additional results per investigation period include a layer for the ‘Number of valid 
Observations’, a mask of ‘Permanent Water’, the ‘Maximum Water Extent’ (MWE) and a 
statistical ‘Frequency Distribution’ of the TD. As a by-product of the relFreq, the ‘Number of 
valid Observations’ (denominator in equation 1, p.32) can additionally be generated as output, 
which provides information about annual and spatial differences in data density. Furthermore, 
the definition of Pekel et al. 2016 is used to differentiate between permanent and flooded water 
surfaces in order to be used as masks for the result layers. Since one year with 365 days is not 
completely covered in time (figure 3-5, p.22-24), all water bodies are defined as permanent, 
where the number of days with water presence within the TD layer is higher than the maximum 
possible number of days minus 30 (Pekel et al. 2016). Although MWE layers are also considered 
by Pekel et al. 2016, Skakun et al. 2014 and Tulbure et al. 2016, in their analyses they only take 
at least one observation of water through the investigation period as a prerequisite. This is a 
crucial difference to the method used here, where only those areas are included in the MWE, 
that are covered by water for at least one day and thus require at least two consecutive water 
observations. Furthermore, a slightly generalised ‘Frequency Distribution’ of the TD is drawn 
up for every study year in order to identify possible patterns in a later annual comparison. 
Additional to the results per investigation period, temporally aggregated layers over the three 
investigation years y are calculated. This contains simple reclassifications as well as statistical 
statements about the inter-annual means and variabilities of the floods. General summaries of 




water surfaces are only overall-permanent if their pixels are classified as permanent over all 
years, the aggregated MWE is divided into three categories of water occurrence (WO): once, 
twice or three times (Long et al. 2014; Skakun et al. 2014). In addition to this, statistics on 
averages ?̅? (equation 6 and 7) and variability relRange (equation 8a and 8b) are determined for 
the relFreqy and TDy over the investigation periods. As relFreqy and TDy represent one value of 
the georeferenced pixel p, mathematical calculations can be expressed with the only variable y 
in time dimension. Here the methods of averaging differ. While for TD the only possible way 
is a calculation of the arithmetic mean (equation 6), for relFreq a new overall frequency over 
all scenes yn of every investigation period y is formed (equation 7), which in turn results in a 
resampling of all scenes for joint calculation. 
?̅?𝑇𝐷 =  𝑇𝐷𝑦̅̅ ̅̅ ̅          (6) 










However, the calculation of the variability is done in the same way for both layers (equation 
8a, b). Per georeferenced pixel it contains the averaging ?̅? in the numerator and the absolute 
range (max – min) of the result layers over the three investigation years y in the denominator. 
By this combination, the probability and variability of the occurrence of water is taken 
simultaneously into account. 
𝑟𝑒𝑙𝑅𝑎𝑛𝑔𝑒𝑇𝐷 =  
?̅?𝑇𝐷
𝑚𝑎𝑥 {𝑇𝐷1, 𝑇𝐷2, 𝑇𝐷3} − 𝑚𝑖𝑛  {𝑇𝐷1, 𝑇𝐷2, 𝑇𝐷3}
          (8𝑎) 
𝑟𝑒𝑙𝑅𝑎𝑛𝑔𝑒𝑟𝑒𝑙𝐹𝑟𝑒𝑞 =  
?̅?𝑟𝑒𝑙𝐹𝑟𝑒𝑞
𝑚𝑎𝑥 {𝑇𝐷1, 𝑇𝐷2, 𝑇𝐷3} − 𝑚𝑖𝑛  {𝑇𝐷1, 𝑇𝐷2, 𝑇𝐷3}




While layer QC (equation 5, p.32) is taken unchanged as one of the two QL, layer QA (equation 
3, p.32) and QB (equation 4, p.32) are combined to calculate the ‘Number of uncertain Days’ 
(NUD). Based on the simplifying assumption that the flood begins (layer QA) or ends (layer 
QB) in the middle between a flooding and a non-flooding period, both are divided by two and 
added for displaying the sum of days where water could additionally be present but is not 
captured (equation 9): 
𝑁𝑈𝐷𝑦 =  
𝑄𝐴𝑦
2
+   
𝑄𝐵𝑦
2
    (9) 
 
4 Results 
The aim of this chapter is to describe the results obtained by applying the methods described 
so far. The focus is on the results of three hydrological-related products: The ‘Maximum Water 
Extent’ (MWE), the ‘Relative Frequency’ (relFreq), and the ‘Total Duration’ (TD) of flooding. 
The order of the products simultaneously implies an increase in the information content within 
the inundation areas, from the mere water occurrence (WO) within one year up to the temporal 
dimension within the inundated areas. A subsequent further view on the respective ‘Frequency 
Distributions’ of the TD for the investigation years widens the analysis. At least two different 
‘Quality Layers’ (QL) regarding the hydrological products provide an alternative to a common 
validation. Because of the presentation of the whole large study area, differences in the spatial 
distribution over the Iishana Zone can be better seen in the maps than the results around various 





4.1 Maximum Water Extent (MWE) 
The MWE, shown in figure 9 (p.37) indicates all areas where water has been detected at least 
one day within the investigation period. Although this layer does not provide information about 
differences within the floods, it focuses on variations in the spatial extent, distribution and 
concentration of flooding over the whole study area comparing the three various years A (wet 
and dry season from 10/2007 – 09/2008), B (wet and dry season from 10/2008 – 09/2009) and 
C (wet and dry season from 10/2016 – 09/2017). Comparing the sheer extent of the maximum 
flooded area per year A has the biggest one with nearly 6,000 km2 followed by almost 5,500 
km2 in C and at least a little less than 5,500 km2 in B. But this layer becomes more meaningful, 
however, if the concentration of the flooding is considered. On the one hand in C almost the 
entire Iishana Zone was affected nearly even, which can be seen especially by the inundated 
areas in the northwestern center and the northeast of the study area, where the overall extent 
in A and B is smaller. On the other, spatial concentration of the floods can be found most 
evidently in the south east of the study area around the Omadhiya Lakes, as you can see also in 
the zoom sections. Particularly in B, a concentration of flooding to the southeast is most 
striking. Hence A forms a transition from widespread and evenly distributed flooding behavior 
in C to a more concentrated but smaller flooding in B. 
The temporally aggregated layer in the last row of figure 9 (p.37) shows the years of WO per 
pixel. 41.7 % of all flooded pixels are only flooded in one year, while 32% were covered with 
surface water through all three years of investigation and in at least 26.3% water was detected 
in two years. The contrast that more than 73% were either once or always covered by water 
shows at the same time a high variability of water recurrence, especially in the northwestern 
parts, as well as a clear pattern of water bearing drainage systems during a flood, particularly in 






Figure 9: ‘Maximum Water Extent’ for each year (A, B, C) and their mean and relative range (D), as well 




4.2 Relative Frequency (relFreq) 
Figure 10 (p.39) shows the relFreq of the three investigation periods and two over the years 
aggregated layers. All layers, except the ‘Relative Range of relative Frequency’, reflect the 
proportion of WO to the sum of all valid observations. On this, striking areas can be identified 
over all three years of investigation in the map of ‘Overall relative Frequency’ (bottom left). 
Beside the most northwestern linear feature, the Cunene River, which has a separate catchment 
area and no drainage influence to the Iishana Zone (Mendelsohn et al. 2013), the Omadhiya 
Lakes in the southeast (visible also in the zoom sections) and the Olushandja Dam in the west 
are recognizable among the areas with the highest values of the relFreq. In addition, the more 
variable iishana can be seen distributed all between these striking features and seem to flow 
into the Omadhiya Lakes. Regarding these channels and pans of the Iishana Zone the following 
general pattern can be assumed. The more southeastern surface water occurs, the more close, 
linear and connected the network becomes and the more northwestern, the more separated, 
individual and smaller are inundation areas in contrast. Despite these overall similarities, clear 
differences can be seen between the investigation periods. It is apparent that the relFreq in A 
and B show a larger area of higher values in comparison to C and therefore the linear and oval 
waterbodies in A and B form a more holistic image of the drainage network, while in C the 
oval water feature can be seen more clearly. 
The ‘Relative Range of relative Frequency’ (bottom right) combines the general probability of 
spatial WO, represented by the ‘Overall relative Frequency’, with their temporal variability, 
expressed by the absolute range. The lower the values the more probable and stable is the 
recurrence of surface water on this pixel. Here you can see especially larger connected areas, 
forming clear features with a higher probability of recurrence. In contrast the very small 
punctual points around the Omadhiya Lakes in the southeast nearly form a diffuse area of 





Figure 10: ‘Relative Frequency’ for each year (A, B, C) and their overall and relative range (D), as well 




supplementing on smaller extents in the northwest and the north, where the differences 
between the years were already evident within the MWE layers 
4.3 Total Duration (TD) 
The TD layer shows the sum of all inundated days per pixel (Shakya 2018). Like the relFreq, 
the maps in figure 11 (p.41) also show two different levels of content, the three annual 
investigation periods and the two temporal aggregated layers. It is in general evident that most 
areas are flooded on average only briefly over a few days. Sites affected by a longer flooding 
period coincide with the striking feature of the relFreq (for example the Omadhiya Lakes and 
Olushandja Dam) and area often more oval than linear. After the differences in the overall 
spatial distribution were described previously, the main contribution of the TD is to point out 
the variability within the inundation areas. Therefore, the different complexities of flooding 
become evident, as an example especially in the zoom sections. Here it is noticeable that only 
very few areas have permanent surface water, as defined by Pekel 2016. While the striking areas 
of generally longer inundation duration at Omadhiya Lakes have nearly the same spatial outline 
over the years, they differ in their temporal dimension. In A the biggest part of permanent 
water can be found in the east of the Omadhiya Lakes. Additionally, surrounding lakes are 
inundated several months and their broader transition areas over a few weeks. While in B the 
sheer extent of flooding is bigger, the most eastern lake has no permanent water but a surface 
WO of a few months. The enclosing areas, which were flooded over several months in A, just 
have flooding durations of a few weeks. Also C has its own pattern: Comparing the spatial 
extent it is clearly the smallest of all investigation periods and as well as in B no areas are flooded 
permanently. But in contrast there is no special lake which stands out with a higher inundation 





Figure 11: ‘Total Duration’ for each year (A, B, C) and their mean and relative range (D), as well as 




Regarding the two aggregated layers in the last row of figure 11 (p.41), there are in general 
almost none areas at all which are covered permanently through every year (except a few non-
visible pixels inside the Olushandja Dam), but the ‘Relative Range of Total Duration’ clearly 
distinguishes the stably flooded areas with a high rate of surface water recurrence to the 
surrounding variable and less likely inundated areas. Recognizable patterns are the same as in 
the ‘Relative Range of relative Frequency’ (figure 10, p.39). Considering the temporal 
dimension of a flooding given by the TD, a rising complexity within the inundated area is 
therefore evident. 




Figure 12 (p.42) compares the ‘Frequency Distributions’ of the TD layers between the 
hydrological years. The spatial and temporal differences in the origin and the courses of these 
flood years limit the comparability of the observed periods. Nevertheless, similarities are 
discernible, especially between the first two investigation years. In general, a strong decrease of 
the absolute frequency can be observed with increasing flooding time and from about 100 days 
on, only sporadically insular flooded areas can be found. The three years are also connected by 
a striking low within the first days. But here a temporal shift is visible. While in 2016/2017 the 
frequency collapse appears already at about 5 days, in 2008/2009 this dip is noticeable shortly 
before 10 days and in 2007/2008 clearly after 10 days. Comparing the first two investigation 
periods a pattern of three peaks becomes clear, but a geographical mapping of the common 
peaks did not reveal any spatial coupling. The reasons for such distribution can therefore be of 
a general nature, which will be further responded to in the discussion. 
4.4 Validation 
Since the DLR methods for generating the various water masks are already validated, the focus 
is on a quality assessment of the previously declared output products. Although emergency 
maps for fast response (ICSMD 2009; ZKI 2008, 2009) could have been used for the validation 
of single flood masks, but it would not represent the quality of the output layers, also because 
these maps work in the same rapid mapping context as the DLR methods do. 
You can find the validation of the four methods as followed: RaMaFlood in Martinis et al. 
2015b, the fully automated TerraSAR-X based flood service in Martinis et al. 2013 and Martinis 
et al. 2015a, the fully automated processing chain for Sentinel-1 based flood mapping in Twele 
et al. 2016, and the modular processing chain for automated flood monitoring from multi-





Figure 13: Two ‘Quality Layers’ for each year, including the 'Number of uncertain Days' and the Ratio 




Because the MWE and the relFreq just represent the information of the flood masks without 
deriving another dimension or information level, no specific validation is performed here, but 
certain error susceptibilities can be found in the discussion part. As no similar product like the 
TD is available for the study area, no common validation of this product can be done. Therefore, 
the QL from Shakya 2018 are used and slightly modified. 
Figure 13 (p.44) shows two layers for each investigation period. The ‘Number of uncertain 
Days’ (NUD) depicts the transition periods within the unit of days between a beginning or an 
end of flooding to its prior or subsequent valid observation of no surface water (Shakya 2018). 
It now indicates all days, which might have been erroneously not detected as floods. When 
comparing the three investigation periods, the lower underestimation of flooding in 2016/2017 
is thus clearly evident. While in general larger areas of high values of the NUD can be found in 
2007/2008, both 2007/2008 and 2008/2009 are less affected in the east. 
It is also necessary to take the vulnerability to possible overestimation of days during flooding 
periods into account. The longer the time intervals between two consecutive FO, the higher 
the probability that areas that have dried up and flooded again will not be detected (Shakya 
2018). This is observed by the ‘Ratio FO * 100/ TD’. The higher the ratio between the valid FO 
and the TD, the finer and more reliable is the flooding period in days. While generally higher 
values can also be found here in 2016/2017, in combination with the TD it can be seen over all 
three periods that the longer areas are flooded, the less precise the duration in days becomes, 
which can be seen in the example of the Omadhiya Lakes. 
 
5 Discussion 
The aim of the chapter is a critical analysis of the selected data, methods and results. In the 




multi-sensor approach and the data used for water detection are discussed first, followed by the 
advantages and disadvantages of the processing, strengths and weaknesses in the interpretation 
and quality of the derived products. A more general interpretation of the results in the context 
of the hydrological system of the Iishana Zone can be found in the subchapter of ‘Surface Water 
Dynamics of the Iishana Zone’. 
5.1 Multi-Sensor Satellite Data for Derivation of Surface Water Products 
While in many studies complex issues are solved by simultaneous multi-modal observations, 
the selection of several satellites in this study is primarily used for temporal supplementation 
and secondarily for content complementation (Töyrä et al. 2001). Therefore the main reason 
for choosing a multi-sensor approach is the simple increase in temporal data density (Mizuochi 
et al. 2014), and therefore the different products do not flow together in one data pool for the 
creation of single water masks. So the input datasets contain different and above all 
complementary information of the land surface (Töyrä et al. 2001), which avoids the 
specification of a certain bias, but at the same time increases the variety of reasons for error 
susceptibility. 
Different processes thus standardize the input data from variable sensor of variable acquisition 
modes with respective advantages and disadvantages to general common water masks (Long et 
al. 2014; Martinis et al. 2015b). Within the various radar sensors, for example, the wavelength 
plays a particularly important role. While at shorter wavelengths (X-band for TerraSAR-X) the 
contrast between different land cover, such as between sand and water, is more pronounced 
(Williams and Greeley 2004) in comparison to longer electromagnetic pulses (L-band for 
ALOS(2)-PALSAR) which in turn are less susceptible to slight roughness on the surface, such 
as smaller water waves or water plants (Martinis et al. 2015b). Differences between the sensors 
becomes even clearer when comparing optical and radar data. Here, two physically completely 




With optical sensor systems only the spectral reflection values of the surface are observed, 
whereas radar can penetrate deeper into the cover with increasing wavelength (Jensen 2016). 
This has a strong effect on the detection of vegetation-covered water surfaces. While in optical 
data the vegetation is dominant and it cannot be distinguished between flooded and non-
flooded vegetation (Mizuochi et al. 2014; Pekel et al. 2016; Skakun et al. 2014; Töyrä et al. 
2001; Wieland and Martinis 2019), in radar data it is possible to detect water under vegetation 
due to an enormously increased backscatter signal caused by the double-bounce effect (Long 
et al. 2014; Martinis et al. 2015b). Since the analyses are carried out both during rainy and dry 
seasons, seasonal vegetation on water surfaces varies greatly. By only observing open surface 
water, also with radar data, flooded areas are indeed underestimated, especially during the late 
rainy season, when the vegetation is richer and linked to presence of water. But at the same 
time this leads to a content-related and methodical contingency of water detection. Due to the 
multi-sensor approach and a necessary comparison between the optical- and radar-derived water 
masks, it is therefore not considered necessary to detect flooded vegetation with SAR satellites. 
Furthermore, in processing there are many steps between the original data and the unified 
water masks, including data download, preprocessing, water mask generation and the respective 
post-classification (Martinis et al. 2015a; Martinis et al. 2015b; Twele et al. 2016; Wieland and 
Martinis 2019). The higher the variety of different remote sensing products used in a study, the 
more different the individual processing steps become (Long et al. 2014). A resulting decrease 
in automation (Martinis et al. 2015b) and several manual interventions increases therefore the 
susceptibility to errors and the risk of decreasing comparability. As an example, six different 
data portals are required to download the 12 remote sensing products (table 1 and 2, p.20). Also 
the use of four different methods for the derivation of the water masks show strong differences: 
In contrast to the fully automated processing chains for Landsat (Wieland and Martinis 2019) as 




(Martinis et al. 2015b) relies on the expertise of the user through manual thresholding. Again, 
the resulting water masks must in turn be treated differently to provide a standardized input 
for further reprocessing within the Binary Mask Processor (figure 7, p.27). For example, this is 
noticeable even within same processing chains, since water masks of Landsat 5 and Landsat 8 
are both derived with the method of Wieland and Martinis 2019 for multi-spectral satellite data. 
While the Landsat 8 masks can be used directly as output from this automated processor, 
Landsat 5 requires a margin correction and in case of heavy cirrus clouds a complete 
manipulation of the water and valid masks. Subsequent reprocessing within the Binary Mask 
Processor also changes the data quality of the unified water masks. By reprojecting and 
resampling to a common pixel size, the spatial precision of the pixel location decreases (Long 
et al. 2014). In summary the multi-sensor approach combines different strengths and weaknesses 
of the sensors for water detection, which compensate each other and thus make the analysis 
more robust against biases. But also the spatial accuracy becomes less by the separated water 
mask generation and the subsequent unifying process (Persendt and Gomez 2016; Töyrä et al. 
2001).  
By continuing with the susceptibility to these problems during further processing, spatial 
accuracy as well as the size of the scenes and their effects on the result layers must be considered 
(Long et al. 2014; Skakun et al. 2014; Tulbure et al. 2016). Since each overflight has a different 
position and coverage of the study area, observations within one investigation period are made 
with different frequencies and time variations per georeferenced pixel in comparison to its 
neighbors. This influences the comparability of individual pixels within a result layer, which is 
also expressed by the QL per year (figure 13 p.44) or the ‘Number of valid Observations’ (figure 
14, p.50). Therefore both, the first and the last image of one investigation year should cover the 
entire study area to ensure a comparability between the maximum time frame as a common 




Additionally, the comparability of the respective results between the study years is strongly 
influenced by the temporal resolution of the overflights per year. The MWE is most affected by 
these restrictions. Its accuracy compared to actual flooded areas can be distorted due to the 
strong dependence of the time of sensing (Skakun et al. 2014). However, due to the activation 
of the Center for Satellite Based Crisis Information (ZKI) of DLR in mid-March 2008 (ZKI 
2008) and the International Charter Space and Major Disasters (ICSMD) at the end of February 
2009 (ICSMD 2009; ZKI 2009), there is an increased repetition rate of observations during 
acute flood emergencies (figure 3 and 4, p.22 and p.23). This concentration of observations 
also influences the relFreq (figure 10, p.39), as there is now a higher data density and therefore 
a higher frequency of observations during heavy flooding. This now shows in turn the strength 
of the calculation of the TD. By considering the time dimension, the floods get a kind of 
equalization of the data density. For a risk assessment this is of great value because not only the 
spatial extent but also the duration of the flooding indicates its severity (Awadallah and Tabet 
2015). However, the used method for deriving the TD contains a general bias of 
underestimating the flooding times, as water probably occurs before and after the clear detected 
flooding periods, which is shown by the NUD in figure 13 (p.44). At the same time, there is a 
risk of overestimating the duration during periods of less observations particularly during the 
dry season, which is the reason for the correlation between long flooded areas in the TD and 
low values in QC. 
While in the ‘Data and Methods’ section the temporally different distribution of images within 
a year was already mentioned (figures 3-5, p.22-24), figure 14 (p.50) shows the general 
difference in the frequency of valid observations. A comparison between 2007/2008 and 
2008/2009 shows the importance of considering both, the general amount of valid observations 
and the quality of the layer. Although 2007/2008 has a slightly better general coverage of 




implies a higher error. This is caused by a broader temporal distribution of scenes over the year 
2007/2008 including also observations during the dry season (figure 3, p.22). In contrast, 
2008/2009 has a concentration of observations during the flood event within the rainy season 
and very less during the dry season (figure 4, p.23), which explains the lower values for NUD, 
but at all a worse temporal coverage over the whole year (figure 14). Furthermore, a strong 
increase of data in 2016/2017 may be the clearest statement of figure 14, which proves that 
2016/2017 (represented by map C in the previous figures of the ‘Results’ chapter) is hereby the 
most reliable year. The reason therefore lies in an enormous rise of data availability due to the 
ESAs Copernicus Program. ALOS-2 PALSAR is almost obsolete in the analysis of 2016/2017 and 
the publicly available missions of Landsat 8 and Sentinel-1B dominate the data density (figures 
5, p.24). This potential can be further increased by the inclusion of the multi-spectral and 
optical Satellite Sentinel-2 (Wieland and Martinis 2019). 
Figure 14: Number of valid observations per investigation year. The reason for a general better coverage in the east 




5.2 Surface Water Dynamics of the Iishana Zone 
In the following, the individual results of the study years are now interpreted and general 
statements about the hydrology of the study area are drawn up. In the ‘Results’ chapter it 
became clear that each period of investigation has its own characteristics in the spatial extent 
and the distribution of the flooding. Generalized every year follows its own flood pattern:            
A = biggest inundated area, B = most concentrated distribution and C = most evenly and 
widespread flooding. This is also clearly visible for the flooding in 2007/2008 and 2008/2009 
in Mizuochi et al. 2014. Due to these annually different characteristics of the floods, the 
calculation of the arithmetic mean for TDy is less meaningful than the observation of individual 
years or the variability layer. It also proves the strong spatial dependence of pluvial floods on 
the precipitation and its volume, spatial distribution, intensity, and duration of the rainy season 
(Awadallah and Tabet 2015; Mendelsohn et al. 2013; Mendelsohn and Weber 2011; Persendt 
2016; Persendt and Gomez 2016; Persendt et al. 2015). Here, further research linking the 
distribution of precipitation and the spread of the flood through runoff networks is 
recommended like in Persendt and Gomez 2016. Even more important is the implementation 
of a robust and effective hydrological model to predict floods in current emergency situations 
(Goormans et al. 2015; Mufeti et al. 2013). The flood masks created in this study can be auxiliary 
used for this purpose (Mason et al. 2016).  
Due to the high spatial resolution of 30m, clear connections of the flooded areas can be 
recognized, which provide information about the drainage network. It can be assumed that 
isolated larger pans are predominant in the northwest, while in the southeast wide connected 
run-off channels prevail and are supplemented by numerous isolated mini-pans around the 
Omadhiya Lakes. Due to this lacking connectivity between the iishana in the northwest of the 
study area the flooding is there more pluvial-driven than in the southeast, where down-flowing 




the landscape genesis as the northwestern Iishana Zone is said to be longer cut-off from a bigger 
common drainage system through the CB than the eastern part and therefore in evidence has 
the most saline soil conditions (Mendelsohn et al. 2013).  
These assumptions are proven by figure 15, which shows three drainage systems in the Iishana 
Zone, each flowing interrelatedly into the Omadhiya Lakes. This is a first approach to derive 
connected or isolated water areas and thus to understand flowing patterns. Therefore the layer 
'Years of Water Occurrence' of the MWE is used, split into its three values and reduced to the 
biggest connected inundated area. On the left side a drainage system can be seen, composed of 
connected pixels which have been flooded in at least one of the three investigation year. Here 
linked iishana over three quarters of the study area are visible as well as a partially connectivity 
to the Central Drainage of the CB in the northeast, which can be recognized by its branched 
channels. But only in unlikely extreme events of very high rainfall, distributed all over the 
Iishana Zone, all these channels could form together its large catchment area of 3170 km2. 




Already in the map in the middle of figure 15 (p.52) the connected network is halved to 1529 
km2. Due to a minimum of two years of WO, this is a more likely representation of the drainage 
system, which could flow in the Omadhiya Lakes during heavy flooding. On the right in figure 
15 (p.52), channels can be seen which join and flow together with a high degree of confidence 
at almost every flood, but accordingly have only a very small extent of 589 km2. This 
interpretation means that the statements about the hydrology would have to be examined more 
critically where it is assumed, that flooded areas all over the Iishana Zone regularly form 
channels and flow off towards the southeast (Awadallah and Tabet 2015; Faulstich et al. 2018; 
Mendelsohn et al. 2013; Mizuochi et al. 2014). This could only be the case in very extreme 
events, and then especially in more eastern areas. Therefore, during moderate floods, 
accumulated water thus distributes worse by the drainage system than previously assumed. 
Furthermore, the channels generally have on average shorter flooding durations than the 
surrounding pans, indicating the drainage effect of the channels and the storage function of the 
pans of the iishana. This can be seen in the figure 10 (p.39), where the most reliable year C 
shows that especially high values of the relFreq can be seen within oval water bodies. The 
isolated peaks of significantly longer flooding duration in the ‘Frequency Distribution’ in figure 
12 (p.42) could also represent these particularly large water bodies. This confirms that once 
connected pans split off the drainage system after a certain time and thus carry water for a 
longer duration (Awadallah and Tabet 2015; Mendelsohn et al. 2013; Persendt and Gomez 
2016). On the contrary, unconnected smaller pans and simultaneously shorter presence of 
surface water confirm the high infiltration and evapotranspiration rates (Marsh 1992; 
Mendelsohn et al. 2013). Even more spatial and temporal precise analyses of the drainage system 
including a derivation of major and minor channels on a smaller scale is recommended and can 




This strongly varying dynamics within the TD is also shown by the ‘Frequency Distributions’ 
in figure 12 (p.42). This is especially underlined by the common high and low within the first 
few days. This peaks pixel could provide information on the spatial location of the precipitation, 
since these areas are only flooded for a short time and drain off or infiltrate quickly. However, 
their detection is too dependent on the overflight dates from the sensors to make a comparison 
between the years meaningful. Furthermore, this post-flood assessment can be expanded by the 
statement that the higher the peaks are and the more stretched their distribution in the time 
dimension along the x-axis, the more hydrologically severe the flood event is. Consequently, 
the year 2007/2008 would be most affected, closely followed by 2008/2009 and 2016/2017 at 
least. Unfortunately, despite common peaks in the first two years of the study, no spatial 
similarities between the respective areas within these duration peaks could be identified. The 
reason for this should be due to fundamental differences in spatial origin and courses of the 
floods. The fact that although clear similarities in the ‘Frequency Distribution’ can be found is 
an evidence of a general drainage process or flooding course which can be spatially unbound. 
Further investigations are recommended, since a contribution to an integrated water resource 
management (IWRM) can be made by for example designating the most suitable and sustainable 
agricultural areas or for assigning high-risk areas to develop hazard managements within 
settlements. 
 
6 Conclusion and Outlook 
This study proves a suitable application of multi-sensor satellite data for the derivation of surface 
water products. By calculating the 'Maximum Water Extent', the 'Relative Frequency' and the 
'Total Duration' for three flooded years in the Iishana Zone, new insights into the complex 




spatial extent, but also of the temporal dimension of the surface water allows new 
interpretations. Thus, three main statements could be made. First, each flood follows its own 
spatial concentration pattern, which confirms the strong dependence of the spatial distribution 
of precipitation. Secondly, the spatial extent of the connected drainage system, which drains 
into the Omadhiya Lakes, is strongly dependent on the amount of accumulated precipitation 
and the resulting interactivity of the iishana, due to the extremely shallow geomorphology and 
small-scale relief differences. Furthermore, the size of a connected network of clearly defined 
and regularly flooded channels is smaller than previously assumed. Thirdly, the inundation areas 
show a high temporal variability within the network, which illustrates the differences between 
pans and channels together with their respective hydrology. 
The accuracy of the results of the last investigation year 2016/2017 shows the increasing 
potential of remote sensing data evaluation (Paganini et al. 2018; Wieland and Martinis 2019). 
By a recommended addition of optical Sentinel-2 data to the analysis, its radar twin-mission 
Sentinel-1 and the Landsat mission could in future allow freely available data in spatial resolution 
of less than 30m and a temporal coverage of at least one image per week. The increasing data 
density is also accompanied by a technological improvement in processing methods, whereby 
more reliable products could be created (Wieland and Martinis 2019). With a recommended 
annually gapless analysis of the Iishana Zone, including also the dry years, the seasonal variability 
and dynamic of surface water could be even better recorded on the basis of long-term series 
(Tulbure et al. 2016). The results of this study can and should also be used for further 
understanding of the hydrological system of the Iishana Zone: As example for derivation of 
water depths and water volume estimation, extraction of major drainage lines and connectivity 
between the iishana, for groundwater-refilling potential, absolute evapotranspiration 




But above all there is potential in the application of these research findings, to generate usable 
and comprehensible products for local management. This is extremely important, since in times 
of more and intensified natural risks and a simultaneously rising demand on natural resources, 
the vulnerability to the Iishana’s population increases. (Angula and Kaundjua 2016; Calunga et 
al. 2015; Gilau et al. 2011; Newsham and Thomas 2011). Here ‘Southern African Science Service 
Centre for Climate Change and Adaptive Land Management’, a project for understanding 
climate and weather variabilities, also highlights the CB as one of five regional hotspots in South 
Africa (Helmschrot and Jürgens 2015; Kaspar et al. 2015).  
A central network for flood management, especially within the rapidly growing cities like 
Oshakati and their illegal settlements (Muir and Hattingh 2012), should be implemented (Gilau 
et al. 2011). The SensorWeb project for northern Namibia (Frye et al. 2013; Kussul et al. 2012; 
Mandl et al. 2012) can be used as a starting point for fast response actions and can be 
supplemented by flood forecasting during events and hydrological models (Filali-Meknassi et 
al. 2014; Goormans et al. 2015; Hunukumbura et al. 2007; Mason et al. 2016; Mufeti et al. 
2013). 
Beside these natural, ecological factors there is a need of a transdisciplinary research, like social-
ecological influences in resource management. IWRM strategies try to strengthen the ability of 
the system to adapt adequately to its land and water use by implementation of new technologies 
and creating a multi-resource mix (Kluge et al. 2008). Embedded in holistic and local IWRM 
projects, like CUVEwaters (Bischofberger et al. 2015; Ibisch et al. 2013; Klintenberg et al. 
Ocotber, 2007; Schulz et al. 2015), the states and local governance (Gilau et al. 2011; Ministry 
of Agriculture, Water and Forestry of Republic of Namibia 2011) as well as non-governmental 
organizations (Amadhila et al. 2013) can on site provide access to geographical information via 
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