We characterize the algebraic structure of semi-direct product of cyclic groups, ZN ⋊ Zp, where p is an odd prime number which does not divide q − 1 for any prime factor q of N , and provide a polynomial-time quantum computational algorithm solving hidden symmetry subgroup problem of the groups.
the condition that q − 1 is not divisible by p. Finally, we propose an efficient quantum algorithm for HSSP on the group by applying this reduction scheme to an efficient quantum computational algorithm for the related HSP [20] . This paper is organized as follows. In Section II we briefly review some algebraic properties and the definition of HSSP, and in Section III we recall a sufficient condition of group actions proposed in [19] , under which a HSSP can be reduced in polynomial time to a HSP. In Section IV we provide some homomorphic properties of semi-direct product of cyclic groups, and characterize its stabilizer subgroups, and in Section V we show that there exist an efficient quantum algorithm which can solve HSSP on Z N ⋊ Z p , where p is an odd prime number which does not divide q − 1 for any of the prime factors q of N . Finally, we summarize our result in Section VI.
II. PRELIMINARIES
A group action of a group G on a set M is a binary function • : G × M → M (with the notation •(g, m) = g • m), which satisfies g • (h • m) = (gh) • m and e • m = m for any g, h ∈ G, m ∈ M and the identity element e of G. We denote g • L = {g • m : m ∈ L} for a subset L ⊆ M .
For each m ∈ M , its stabilizer subgroup G m is defined as {g ∈ G : g • m = m}, which consists of the elements in G fixing m under the group action. The group action • of G on M is faithful if m∈M G m = {e}, that is, e is the only element of G that fixes every element of M . For any subgroup H of G, H also acts naturally on M . The H-orbit of m ∈ M is the subset of M defined as H • m = {h • m : h ∈ H}. The H-orbits form a partition H * = {H • m : m ∈ M } of M . For a partition π = {π 1 , . . . , π ℓ } of the set M , the group of symmetries of π is the subgroup π * = {g ∈ G : (∀i) g • π i = π i }, which consists of the elements stabilizing every class of the partition π under the group action.
The subgroup H * * of G is the closure of H [21] , which consists of the elements in G stabilizing every H-orbit. The closure of a partition π is π * * , which consists of the orbits of its group of symmetries. We note that H is always a subgroup of H * * and H is said to be closed if H = H * * , that is, there exists a partition π such that H = π * . Similarly, π is said to be closed if π = π * * . We denote by C(G) the family of all closed subgroups in G. Now let us recall the formal definition of the HSSP [19] ; for a finite group G, a finite set M , an action • : G×M → M and a family H of closed subgroups of G, let us assume that an oracle function f is given, which is defined on M to some finite set S such that f (x) = f (y) if and only if H • x = H • y for some subgroup H ∈ H. The HSSP is to determine the subgroup H.
The subsets of M whose elements have the same function value of f form a partition of M , denoted by π f . Each party of this partition is called a level set of f . Although there can be several subgroups of G whose orbits coincide with the level sets of f , the closures of these subgroups are the same. The unique closed subgroup that satisfies the promise is π * f , and this is the output of the HSSP. (f is said to hide H by symmetries.) For a prime power q, the general affine group Aff q is the group of invertible affine transformations over the F q , which can be represented as the semi-direct product of groups; for finite groups K, H and a homomorphism φ : h → φ h from H to the group of automorphisms of K, the semi-direct product of K and H, denoted by K ⋊ φ H, is the cartesian product of K and H with the group operation defined as (k, h)
Using the notion of semi-direct product, Aff q can be represented as F q ⋊ F * q , where F * q denotes the multiplicative group of F q . The natural group action of Aff q on F q is defined as (b, a) • x = ax + b. For each c ∈ F q , the stabilizer of c is the subgroup H c = {((1 − a)c, a) : a ∈ F * q }. H c is a closed subgroup, and it has two orbits {c} and {d ∈ F q : d = c}. By letting H = {H c : c ∈ F q }, Grover's search over F q to find c can be regarded as a HSSP to find a closed subgroup H c in H; for any input x and the oracle function f c such that f c (x) = δ c,x , where δ c,x is the Kronecker delta, f c hides H c as a symmetry subgroup. Since we can recover c from any generator (b, a) of H c simply by computing (1 − a) −1 b, the query complexity of the HSSP is at least that of Grover's search. Because Grover's search has query complexity Ω(q 1/2 ) [22] , it can be shown that the query complexity of HSSP on the affine group Aff q over F q is Ω(q 1/2 ).
III. A REDUCTION SCHEME OF HSSP TO HSP
In this section, we recall a general condition of the group action, under which a HSSP can be reduced in polynomial time to a HSP [19] . For a given oracle function f over M , which hides some subgroup H of G by symmetries, we construct a suitable function f HSP over G, which hides H. Definition 1. For a finite group G and a group action • : G × M → M of G on the finite set M , let H be a subgroup of G, and H be a family of subgroups of G including H. A set B ⊆ M is said to be an H-strong base if
for every g ∈ G and the stabilizer subgroup G g•m of g • m. B is said to be an H-strong base when it is H-strong for every subgroup H ∈ H.
We note that m∈M HG m = H * * . Thus M itself is always a C(G)-strong base. Furthermore, if B is an H-strong base, then B is also an (x −1 Hx)-strong base for every x ∈ G. Therefore, we can show that if H consists of conjugated subgroups then B becomes an H-strong base when it is an H-strong base for some H ∈ H, and that if H is closed under conjugation by elements of G then B is an H-strong base if and only if m∈B HG m = H for every H ∈ H.
Based on the concept of H-strong bases, the authors in Ref. [19] proposed a reduction scheme from a HSSP to a HSP. Proposition 1. Let G be a finite group, and let • be an action of G on M . Suppose that the function f : G → S hides some H ∈ H by symmetries. Let B = {m 1 , . . . , m t } be an H-strong base. Then H is hidden by the function
Proposition 1 implies that if we can choose a proper subset B of M , which is an H-strong base, the HSSP can always be reduced to the HSP. Furthermore, it naturally leads us to the following proposition, which provides a sufficient condition for a polynomial-time reducibility of HSSP to its related HSP.
Proposition 2. Let G be a finite group, M a finite set, • a polynomial time computable action of G on M , and H a family of subgroups of G. If there exists an efficiently computable H-strong base in M , then HSSP on the group G is polynomial time reducible to HSP of G.
When the group G is a semi-direct product group, an efficient characterization of H-strong base [19] has been proposed as follows. Let us assume that G is isomorphic to the semi-direct product of its subgroups K and H, that is, G ≃ K ⋊ φ H. The group action defined here is
where x ∈ K and g = yh for some y ∈ K and h ∈ H. If we consider the set H consisting of the all conjugate groups of H, that is, H = {gHg −1 |g ∈ G}, then being an H-strong base is equivalent to being an H-strong base. For an efficient characterization of H-strong base, we recall the concept of separation among elements of K with respect to the group action and its orbits; for u, v ∈ K with u = v, we say that an element z ∈ K separates u and v if
Then the following proposition provides us with a necessary and sufficient condition to characterize H-strong base [19] .
Proposition 3. Let B ⊆ K. Then B is an H-strong base if and only if for all u = v in K there exists z ∈ B which separates u and v.
IV. SEMI-DIRECT PRODUCT OF CYCLIC GROUPS
A. Semi-direct product of cyclic groups and group action For any positive integer M and N and any group homomorphism φ from Z N into Z M , the semi-direct product group
For any odd prime p and positive integer n with n ≥ 2, let G = Z p n ⋊ φ Z p be the semi-direct product with respect to a homomorphism φ from Z p to the automorphism group Aut (Z p n ) of Z p n . Because φ is a homomorphism, we have
for any a ∈ Z p and b ∈ Z p n . We also note that φ(1)(1) is relatively prime to p n , and thus the semi-direct product group G is completely determined by the image of φ (1)
that is, φ(1)(1) is one of elements of Z * p n with order p. Hence, it is straightforward to verify that φ (1)(1) is of the form
for some r ∈ {0, 1, · · · , p − 1} [16] . Thus we assume that r = 0 to avoid the trivial case of the direct product Z p n × Z p , and equivalently use the notions of φ (1)(1) and rp n−1 + 1 for some r ∈ {1, · · · , p − 1} throughout this paper. Let us define two subgroups K and H of G as
and consider a group action
for any (y, h) ∈ G and (x, 0) ∈ K (or equivalently, for any x, y ∈ Z p n and h ∈ Z p .) It is clear that the identity element (0, 0) in K is fixed by any element of H under the action •. Furthermore, the following theorem completely characterizes the elements of K that are fixed by H. Proof. From the definition of group action in Eq. (8), we have
If y is not relatively prime to p n , then we can assume y = sp j for some 1 ≤ j ≤ n − 1 and 0 ≤ s ≤ p − 1. Together with Eq. (6), we have
and thus (0, h) • (y, 0) = (y, 0) for any (0, h) ∈ H if y is not relatively prime to p n . Conversely, let us suppose that (0, h) fixes (y, 0) with y being relatively prime to p n . From Eq. (9), we have
or equivalently, y φ(1)(1) h − 1 is divided by p n . Because y is relatively prime to p n , Eq. (11) is true if and only if
In other words, (0, h) fixes (y, 0) with respect to the action • if and only if Eq. (12) holds. However, this contradicts to the fact that p is the smallest positive integer satisfying Eq. (5) since 1 ≤ h ≤ p − 1. Thus for any (0, h) ∈ H and (y, 0) ∈ K such that y is relatively prime to p n , (0, h) does not fix (y, 0) ∈ K.
Let us define the subset P 0 × {0} of K where P 0 = {pk|0 ≤ k ≤ p n−1 − 1} consists of the elements in Z p n , which are not relatively prime to p n . Then Theorem 1 implies that H is the stabilizer subgroup of G that fixes every element in P 0 × {0}. For this reason, we also denote H = H P0×{0} . Theorem 1 also implies that the semi-direct product of cyclic groups G = Z p n ⋊ φ Z p for general p and n under the action in Eq. (8) is not a Frobenius group because, not only the identity element (0, 0), every element in H has more than one fixed element.
The following theorem shows that the action of H on any element of K that is not in P 0 × {0} is faithful, that is, for any (y, 0) ∈ K such that y is relatively prime to p n , two different elements of H lead (y, 0) to different elements in K under the action •.
By the assumption, we have yφ (1)(
Since y is not a zero divisor in Z p n , we have
However Eq. (15) implies φ(1) (1) h−h ′ = 1 (mod p n ), which contradicts to the fact in Eq. (5) 
From Theorem 1 together with Theorem 2, we note that the orbits of H are singleton subsets {(pk, 0)} of P 0 × {0} and some subsets of K, each consisting of |H| number of elements. The theorems also implies that H is a closed subgroup and its orbits form a closed partition of K. In the following subsection, we will consider the general form of closed subgroups of G = Z p n ⋊ φ Z p and their orbits in accordance of H.
B. Stabilizer Subgroups
In this section, we consider stabilizer subgroups of each element in K with respect to the group action in Eq. (8) . Let us first consider a partition of K; for each t ∈ {0, 1, · · · , p − 1}, we define P t to be the set of elements in Z p n whose remainder is t when divided by p, that is, P t = {pk + t|0 ≤ k ≤ p n−1 − 1}. It is clear that K can be partitioned into subsets P t × {0}.
Theorem 3. For any (x, 0) ∈ P t × {0} with t ∈ {0, 1, · · · , p − 1},
where (x, 0) H (−x, 0) = {(x, 0) (0, h) (−x, 0) | (0, h) ∈ H} is the conjugate subgroup of H in G.
Proof. Because x ∈ P t , x = pk + t for some 0 ≤ k ≤ p n−1 − 1,
where the last equality is due to
Now for any (0, h) ∈ H, we have
which completes the proof. Now we have the following theorem, which completely characterizes the stabilizer subgroups of each element in K.
Theorem 4. For any (y, 0) ∈ K such that y ∈ P t , (y, 0) is fixed by (x, h) ∈ G under the group action • if and only if (x, h) ∈ (t, 0) H (−t, 0) .
Proof. Because y ∈ P t , let y = pk + t for some k ∈ {0, 1, · · · , p n−1 − 1}, then for any (0, h) ∈ H we have,
with
where the last equality is due to the binomial expansion of rp n−1 + 1 h under modulo p n . Now we have
which implies that any element in (t, 0) H (−t, 0) fixes (y, 0). Conversely, suppose that there exists (x, h) ∈ G which fixes (y, 0) under the action •, that is
where
From Eq. (23), we have
where y = pk + t. Thus
which completes the proof.
From Theorem 3 and Theorem 4, we note that, for each t ∈ {0, 1, · · · , p − 1}, the conjugate group (t, 0) H (−t, 0) of H is the stabilizer group of each elements in P t × {0} with respect to the group action •. Similarly with Theorem 2, it is also straightforward to verify that (t, 0) H (−t, 0) acts faithfully on any element of K that is not in P t × {0}. They are closed subgroups of G and their orbits form closed partitions. We will denote H the set of all conjugate subgroups of H in G;
In this section, we present an efficient quantum algorithm for HSSP defined on G = Z p n ⋊ φ Z p with respect to the group action in Eq. (8) and the set of closed subgroups H in Eq. (27). By considering an efficient reduction scheme of HSSP defined on G onto its related HSP, we show that there exists a quantum algorithm solving HSSP on Z p n ⋊ φ Z p in a polynomial time with respect to the size of the group.
From Propositions 1 and 2, we note that for a given set G with a set of closed subsets H, there exists a polynomialtime reduction scheme from HSSP to HSP if we can efficiently construct an H-strong base of small size. For the case when G is a semi-direct product group, Proposition 3 provides us with an efficient way to convince the existence of an H-strong base. Furthermore, if the group is a semi-direct product of cyclic groups, G = Z p n ⋊ φ Z p , the following theorem gives a lower bound of the probability that element in K separates given two distinct elements of K with respect to the action in Eq. (8).
Theorem 5. For given (u, 0) and (v, 0) in K with u = v (mod p n ) and a randomly chosen element (z, 0) from K, the probability that (z, 0) separates (u, 0) and (v, 0) is no less than 1 − 
which is equivalent to (v + z, 0) = (φ(h)(u + z), 0) by the definition of group action in Eq. (8) . Thus (z, 0) does not separate (u, 0) and (v, 0) if and only if there exists (0, h) ∈ H (or equivalently there exists h ∈ Z p ) such that
Because φ(h) is a homomorphism, Eq. (29) is also equivalent to
Now we note that the right-hand side of Eq. (30) becomes
where the last equality is by the binomial expansion of φ (1)(1) h = rp n−1 + 1 h . Similarly, the left-hand side of Eq. (30) can also be expressed as 
Case 1: Let us first consider the cases when v − u is not divisible by p n−1 , that is
for some c ∈ {0, 1, · · · , p − 1} and d ∈ {1, · · · , p − 1}. For this case, it is readily seen that Eq. (33) never holds because
for any (0, h) ∈ H, and thus every (z, 0) in K separates (u, 0) and (v, 0).
Case 2: Now let us consider the cases when v − u is divisible by p n−1 , that is,
for some c ∈ {1, · · · , p − 1} (because u = v, c = 0). For this case, Eq. (33) becomes
which is equivalent to
for some h ∈ Z p . Here we note that h ∈ {1, 2, · · · p − 1} because u = v (mod p n ), and also r ∈ {1, 2, · · · p − 1} because φ(1)(1) = rp n−1 + 1 = 1 (mod p n ). In other words, neither h nor r is a zero divisor in Z p n , and thus their inverse elements also exist in Z p n . Furthermore, Eq. (38) holds if and only if z = ch
for some m ∈ {0, 1, · · · , p n−1 − 1}. Eq. (39) implies that given u and v satisfying Eq. (36), there are p n−1 possible choices of m for each h ∈ {1, 2, · · · p−1} such that Eq. (39) holds. In other words, if u and v satisfy Eq. (36) then there are (p − 1)p n−1 choices of (z, 0) in K, for which (z, 0) does not separate (u, 0) and (v, 0). For this case, the number of (z, 0) in K separating (u, 0) and
, which is the number of z in Z p n that does not satisfy Eq. (39). Now let us consider the probability of randomly chosen (z, 0) in K that separates (u, 0) and (v, 0). From Case 1 and 2, we note that every (z, 0) in K separates (u, 0) and (v, 0) if v − u is not divisible by p n−1 . If v − u is divisible by p n−1 then there are p n−1 number of (z, 0) separating (u, 0) and (v, 0). Thus the probability of randomly chosen (z, 0) in K that separates (u, 0) and (v, 0) is
If u = v (mod p n−1 ), Eq. (36) implies that for every u in Z p n , there are p − 1 number of possible v satisfying u = v (mod p n−1 ). Thus the total number of the unordered pairs {u, v} satisfying u = v (mod p n−1 ) is p n (p − 1)/2 (the factor 1/2 is to avoid doubly counting the unordered pair {u, v}). Because there are p n 2 ways to choose {u, v} from Z p n , we have (8), and H is the set of all conjugate groups of H in G. If B ⊆ K is a uniformly random set of size ℓ, with ℓ = Θ ln |K| log 1/ǫ ln(
, then B is an H-strong base with probability of at least 1 − ǫ.
Proof. Let B be a uniformly random subset of K of size ℓ. By Proposition 3, it is sufficient to prove that for every u = v (mod p n ), there exists an element in B which separates (u, 0) and (v, 0) with probability of at least 1 − ǫ. In this proof, we will consider an upper bound of the probability of the opposite event.
From Theorem 5, the probability that a random (z, 0) from K does not separate (u, 0) and (v, 0) for a fixed pair u = v (mod p n ) is at most p−1 p n −1 . Therefore, the probability that none of the elements in B separates (u, 0) and (v, 0) is not more than p−1 p n −1 ℓ . Thus, the probability that for some pair u = v (mod p n ) none of the elements in B separates u and v is less than or equal to
, which is at most ǫ by the choice of ℓ.
For G = Z p n ⋊ φ Z p , Theorem 6 implies that we can efficiently compute an H-strong base of small size for the set of closed subgroups H. Therefore, by Proposition 2, HSSP on Z p n ⋊ φ Z p is efficiently reduced to a HSP on Z p n ⋊ φ Z p . Finally, we would like to remark that there exists a polynomial-time quantum algorithm solving HSP on Z p n ⋊ φ Z p for any odd prime p and positive integer n [16, 20] . Thus we can have an efficient quantum algorithm for HSSP on
Corollary 1. Let G = Z p n ⋊ φ Z p be the semi-direct product of cyclic groups with an odd prime p and a positive integer n such that n ≥ 2. K = Z p n × {0}, H = {0} × Z p are two subgroups of G where G acts on K with respect to the group action in Eq. (8) and H is the set of all conjugate groups of H in G. Then there exists a polynomial-time quantum algorithm solving HSSP on G. Now, we consider a possible reduction scheme of HSSP defined on Z N ⋊ φ Z p to a HSSP on Z p n ⋊ φ Z p for some case of N , by using the same arguments as in Ref. [20] . We first consider the case when N = q s p n for some prime q such that (p, q) = 1 and p does not divide q − 1, and we further consider more general case of N .
If N = q s p n , the fundamental theorem of finitely generated abelian groups implies that Z N is isomorphic to Z q s × Z p n , and thus we will assume G = (Z q s × Z p n ) ⋊ φ Z p . Similar to the case of HSSP on Z p n ⋊ φ Z p , let us consider the subgroups of G, K = (Z q s × Z p n ) × {0} and H = {(0, 0)} × Z p , and the group action
for any (a, b, h) ∈ G and (x, y, 0) ∈ K. (or equivalently, for any a, x ∈ Z q s , b, y ∈ Z p n and h ∈ Z p .) The set of closed subgroup H ′ is given by the set of all conjugate groups of H, and the oracle function f is defined on K to some finite set S such that
for some subgroup H ′ ∈ H ′ . The task of HSSP on G is to determine the subgroup H ′ . We now take into account the following proposition [20] Proposition 4. Let p and q be distinct primes satisfying p ∤ q − 1, then
for some homomorphism ψ from Z p to Aut(Z p n ).
Proof. Since φ(p) = φ(0) is the identity map I on Z q s × Z p n , we have
where (a, 0) = φ(1)(1, 0) and a p = 1 (mod q s ). Since the order of Z * q s is q s−1 (q − 1) and p ∤ q − 1, we obtain that a must be 1, that is, φ trivially acts on Z q s . Thus, for each α ∈ Z p , φ(α) = I 0 × ψ(α), where I 0 is the identity map on Z q s and ψ is a homomorphism from Z p to Aut(Z p n ).
Therefore, the operation of the semi-direct product group is as follows:
which implies Eq. (45).
Proposition 4 implies that for any (a, b, 0) ∈ K, and (0, 0, h) ∈ H, we have
Thus, the set of closed subgroups H ′ consists of all conjugate groups of H whose element has 0 in the first coordinate;
From Theorem 3 in Section IV B, we have the following corollary.
In other words, if we recall Eq. (27), which is the set H of the closed subgroups defined for the HSSP on Z p n ⋊ φ Z p , we note that there exists a natural one-to-one correspondence between
Now we characterize the group action in Eq. (43) and the stabilizer subgroups of each element in K under this action. For any (a, b, h) ∈ G and (x, y, 0) ∈ K, suppose (x, y, 0) is fixed by (a, b, h) under the action, then we have
Thus for any (a, b, h) ∈ G, if (a, b, h) fixes any element (x, y, 0) in K then a + x = x (mod q s ), which implies a = 0 (mod q s ). In other words, (a, b, h) = (0, b, h) belongs to a conjugate group of H in H ′ . We also note that Eq. (51) implies that b + φ(h)(y) = y (mod p n ). Thus we have the following corollary.
Corollary 3. For any (x, y, 0) ∈ K such that y ∈ P t = {pk + t|0 ≤ k ≤ p n−1 − 1}, (x, y, 0) is fixed by (0, b, h) ∈ G under the group action • if and only if (0, b, h) ∈ (0, t, 0) H (0, −t, 0).
Proof. This is a direct consequence from Theorem 4 in Section IV B.
From the definition of the oracle function in Eq. (44), we note that for any (x, y, 0) and (x ′ , y ′ , 0) in K, we have f (x, y) = f (x ′ , y ′ ) if and only if
for some H ′ ∈ H ′ . By Corollary 2, we also note that H ′ = (0, t, 0) H (0, −t, 0) for some t ∈ {0, 1, · · · , p − 1}. Thus Eq. (52) 
where [(0, t, 0)(0, 0, h)(0, −t, 0)] • (x, y, 0) = (0, t − ψ(h)(t), h) • (x, y, 0) = (x, t − ψ(h)(t) + ψ(h)(y), 0), 
Now, together with Corollary 1, we have the following corollary, which states the existence of a polynomial-time quantum algorithm solving HSSP on Z N ⋊ φ Z p for some case of N . k such that p does not divide each p j − 1 for all j ∈ {1, 2, · · · , k}. K = Z N × {0} and H = {0} × Z p are two subgroups of G where G acts on K with respect to the group action in Eq. (62) and H is the set of all conjugate groups of H in G. Then there exists a polynomial-time quantum algorithms solving HSSP on G.
VI. SUMMARY
We have first investigated algebraic properties of semi-direct product of cyclic groups, and then have presented an efficient reduction scheme of HSSP on Z N ⋊ Z p to its related HSP for the case when any prime factor q of N satisfies the condition that q − 1 is not divisible by p. Finally, we have proposed an efficient quantum algorithm for HSSP on the group by applying this reduction scheme to an efficient quantum computational algorithm for the related HSP.
