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Una de las aplicaciones de ingeniería de tráfico más utilizadas en redes IP-MPLS
es la protección de enlaces y nodos de la red mediante LSPs de modo que pueda
llevarse a cabo una recuperación rápida del tráfico en casos de fallo. Las ventajas de
utilizar MPLS en estos esquemas de protección frente a utilizar el reencaminamiento
IP es bien conocida y documentada en la comunidad científica, fundamentalmente,
rapidez de reacción, lo que conlleva una menor pérdida de tráfico.
Uno de los requisitos para poder proteger recursos en una red es ser capaz de
encontrar un camino alternativo (o disjunto) al principal que no utilice los recursos
protegidos. En los últimos años ha habido un esfuerzo por llevar estos esquemas de
protección al interdominio. El principal problema para aplicar los esquemas intra-
dominio a la protección de tráfico interdominio es el desconocimiento topológico de
la red que impide obtener de manera sencilla los caminos de protección, disjuntos
a los caminos principales. Parte de este desconocimiento viene dado por el modelo
de encaminamiento interdominio por agregación utilizado en Internet basado en el
protocolo BGP-4.
Existen en la literatura algunos esquemas distribuidos propuestos para solucio-
nar este problema, pero todos ellos requieren compartir información topológica entre
los dominios y la posibilidad de caer en topologías trampa, que sumen a estos me-
canismos en un “prueba y error” retardando el establecimiento de los caminos. En
la actualidad existe otra opción que está adquiriendo fuerza, la utilización de PCEs,
entidades especializadas en computar caminos. La utilización de estos PCEs permite
utilizar esquemas centralizados/distribuidos para la obtención de caminos disjuntos
que sean utilizables en la protección de flujos de datos interdominio. Si bien no es
una opción viable actualmente puesto que se está definiendo su arquitectura y pro-
tocolos básicos en el IETF en estos momentos.
En la presente Tesis Doctoral se proponen diversas soluciones que permiten ob-
tener y señalizar dos caminos MPLS disjuntos (principal y de protección) interdo-
minio. Se propone una modificación al protocolo BGP-4 de forma que a los domi-
nios les sea posible tener información de dos AS_PATHs disjuntos que lleven a otro
dominio. Si cada uno de los caminos sigue un AS_PATH distinto los caminos serán
intrínsecamente disjuntos. Utilizando el modelo de encaminamiento actual se propo-
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nen, además, dos esquemas distribuidos de cómputo y señalización de los caminos
principal y de respaldo. El primero de ellos, evita las topologías trampa, tiene en
cuenta la posible división en áreas de los diferentes dominios y respeta la privacidad
entre los dominios, siendo un esquema especialmente rápido en el establecimiento
de los caminos. El segundo de ellos, utiliza la protección interna de cada dominio
para facilitar el cómputo de los caminos y reutilizar LSPs de respaldo. Finalmen-
te, se realiza un estudio sobre cómo podrían utilizarse los p-ciclos propuestos por
Stamatelakis y Grover para proteger los enlaces interdominio.
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Desde la aparición de las redes de comunicaciones una de las principales preocu-
paciones siempre ha sido cómo solucionar un fallo físico en algún equipo o enlace.
Las primeras redes de comunicación utilizadas, los circuitos punto a punto, adole-
cían de un gran problema, el fallo de un enlace dejaba sin conectividad todas las
comunicaciones establecidas por dicho enlace. El mismo problema tenían las redes
de circuitos conmutados, si bien, en éstas existen caminos alternativos, las comuni-
caciones ya establecidas se perdían ante el fallo de un enlace.
La solución inicial a este problema pasa por la utilización de líneas de protección.
Gracias a estas líneas podemos proteger enlaces y nodos que fallen y así poder seguir
estableciendo comunicaciones. En las redes de circuitos conmutados las conexiones
establecidas se perderán igualmente, sólo salvándose las nuevas conexiones. Para
proteger también las conexiones establecidas se han utilizado dos formas distintas
de actuar. Primera, mecanismos de protección más sofisticados que las líneas de
respaldo, y segunda, la modificación de el concepto de red, de modo que sea ésta la
encargada de ofrecer caminos alternativos a los intercambios de datos que se estén
llevando a cabo.
La idea general detrás de los mecanismos de protección es la planificación de
caminos alternativos que entran en funcionamiento en el momento del fallo. Esto es
un paso más allá de disponer simplemente de una línea de respaldo. Existen diversos
mecanismos de protección de enlaces diseñados para las redes de circuitos [1][2].
Una de las principales diferencias de las redes de conmutacion de paquetes res-
pecto de las redes de conmutación de circuitos es que en éstas el camino que va a
seguir la información se decide al inicio de la comunicación y toda la información
enviada desde el emisor hasta el receptor sigue el camino estipulado. Es por este
motivo que la red no ofrece por sí misma un mecanismo de recuperación de las co-
municaciones en marcha, los mecanismos de recuperación de las comunicaciones
deben ser extrínsecas a la red, diseñados a propósito. Sin embargo, en las redes de
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conmutación de paquetes la información se divide en fragmentos, paquetes, que se
envían de forma independiente, de modo que ante la caída de un enlace la red busca
un nuevo camino para llegar al destino y los nuevos paquetes pueden llegar a este
por el nuevo camino sin que se pierda la comunicación, aunque puede que sí parte
de la información.
Al contrario de lo que pudiera parecer, la idea de que las redes de conmutación
de paquetes son la panacea contra la pérdida de comunicaciones ante la caída de
un enlace no es del todo cierta. El problema existente detrás es la respuesta a la
siguiente pregunta: ¿cuánto tiempo tardará la red en encontrar el camino alternativo
a utilizar? (en el caso de que exista). La respuesta ideal es que fuese cero. Pero,
dado que esto es imposible la respuesta ideal realista es que fuese menor que el
intervalo de llegada de paquetes al nodo, de modo que una vez caido el enlace, antes
de que llegue el siguiente paquete, el nodo conozca el camino alternativo. Cuanto
más cercano sea el tiempo final a este tanto mejor. Como haremos notar después, este
tiempo de recuperación es, en muchos casos, muy superior al deseado, e incluso al
permitido.
En las redes de paquetes existen protocolos y algoritmos de encaminamiento au-
xiliares al protocolo de red que les sirven a los nodos o routers para conocer los
caminos que permiten llevar la información desde un origen a un destino, i.e. RIP
(Routing Information Protocol) [3], OSPF (Open Shortest Path First) [4] o IS-IS
(Intermediate System to Intermediate System) [5]. Estos protocolos en su mayoría
son dinámicos, esto es, permiten adaptarse a cambios en la red. De este modo ante
la caida de un nodo o un enlace los protocolos y algoritmos de encaminamiento, se
ponen en marcha para obtener las nuevas alternativas que eviten el fallo. En este sen-
tido estas redes son autónomas ante fallos, se adaptan a los cambios por sí mismas.
El problema viene de la mano de el tiempo de reacción. Desde que ocurre el fallo en
la red hasta que se tienen los caminos alternativos pueden pasar segundos, e incluso,
en algunos casos, minutos [6].
Con la proliferación de Internet1 la utilización de redes de paquetes se ha ex-
tendido ampliamente, no por sus cualidades como red respecto a la recuperación
rápida de fallos, pero sí por sus cualidades como red con límite de usuarios blando,
utilización eficiente de recursos, facilidad de ampliación, facilidad de aumentar la
fiabilidad, etc, y también por su capacidad de recuperarse automáticamente y auto-
nomamente ante fallos, aunque no sea de un modo especialmente rápido.
Precisamente, debido a la proliferación de este tipo de redes y la creciente de-
manda de servicios que se les pide a las redes de comunicaciones, cada vez se hace
1Durante esta memoria distinguiremos entre red de paquetes, red IP e Internet. Ningúna de las
tres cosas es lo mismo, Internet es una red IP, pero no todas las redes IP son parte de Internet. Las
redes IP son redes de paquetes, pero no todas las redes de paquetes son redes IP. Utilizaremos una u
otra denominación según queramos enfatizar unas u otras cualidades.
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fallos, no siendo suficiente el mecanismo simple de la propia red.
Como sabemos, Internet es una red de redes; esto, a grandes rasgos, quiere decir
que distintas tecnologías de redes se unen para formar una única red. A cada una
de estas redes, en terminología Internet, y en primera instancia, se las denomina
dominios2.
Dentro de estos dominios, los administradores, instalan nuevas tecnologías de
red para proveer un mayor número de servicios y obtener una utilización más efi-
ciente de la red. Una de estas nuevas tecnologías es MPLS (Multiprotocol Label
Switching) [7], protocolo de conmutación de etiquetas que permite la creación de
caminos virtuales por los que se enviarán los paquetes IP. Estos caminos pueden no
ser los resultantes de ejecutar un protocolo de encaminamiento. De hecho, este es
uno de los motivos por los cuales MPLS está adquiriendo mucha fuerza entre los
operadores, dada su facilidad para ser utilizado como herramienta de ingeniería de
tráfico sobre la red.
Actualmente, hay multitud de sistemas de recuperación de fallos dentro de un
AS (Autonomous System) o Sistema Autónomo o región administrativa, que utiliza
MPLS en su red [8]. Estos sistemas protegen un camino MPLS que se está utilizando
para transportar flujos de un router a otro. Como veremos en la sección siguiente,
hay sistemas más o menos escalables, sencillos o automáticos. La oferta es amplia y
cada operador puede escoger el que más le convenga.
Dentro de un mismo dominio el reto a superar no es cómo conseguir que el
camino principal (primary LSP) y el camino de respaldo (backup LSP) no compartan
recursos entre sí (enlaces o nodos), es decir, que sean disjuntos. El algoritmo que
obtiene el par de caminos disjuntos óptimo a partir del grafo completo de la red fue
propuesto por Suurballe en el año 74 [9]. Los estudios actuales en el intradominio
buscan cómo optimizar los caminos establecidos, minimizar la utilización de ancho
de banda, minimizar el tiempo de respuesta o encontrar un compromiso entre estos
factores.
Sin embargo, el problema de obtener estos caminos disjuntos es obtenerlos para
proteger un flujo de datos que atraviese dos o más dominios [10][11]. Normalmente,
la información topológica de un dominio no está disponible en el resto de dominios
y no es factible utilizar directamente el algoritmo propuesto por Suurballe.
Normalmente, el cálculo de estos caminos disjuntos requiere de mecanismos dis-
tribuidos (i.e. PPRO (Primary Path Route Object) [12]) o centralizados/distribuidos
(i.e. PCE (Path Computation Element) [13]), pero siempre existe una componente
distribuida. Esta hace que el procedimiento de cálculo y señalización de los cami-
2Dominio se refiere a un conjunto de elementos de red que forman parte del mismo contexto
administrativo, como por ejemplo, un Sistema Autónomo o un area IGP
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nos se haga en colaboración, siendo las soluciones propuestas en el interdominio
procedimientos de cálculo de caminos disjuntos muy dependientes de las fases de
señalización de estos.
En el IETF (Internet Engineering Task Force) se están discutiendo algunas pro-
puestas sobre cómo proveer sistemas de respaldo utilizando MPLS interdominio. En
general, el interés mostrado por la comunidad es debido a que GMPLS (Generalised
MPLS) será el protocolo que se utilizará en el futuro en las redes ópticas.
Hagamos un breve repaso a los grupos de trabajo del IETF relacionados con el
desarrollo de MPLS o algunas de sus facetas.
Multiprotocol Label Switching WG (mpls) Este grupo de trabajo, que cuenta
con más de 45 RFCs, se ha encargado de la estandarización de la tecnología de
conmutación de etiquetas, así como de la implementación de la creación de LS-
Ps (Label Switched Path) sobre las distintas tecnologías de nivel 2 (Frame Relay,
ATM, Ethernet, etc), incluyendo el encapsulamiento y los procedimientos y proto-
colos de distribución de etiquetas. Actualmente, todos los elementos fundamentales
de la arquitectura de MPLS (reenvío, cabeceras, señalización,. . . ) están estandariza-
das, y las preocupaciones actuales del grupo son, entre otras, las extensiones para
MPLS P2MP (Point to Multipoint), la propuesta de mecanismos para MPLS OAM
(Operations and Management) o estudiar, conjuntamente con el grupo CCAMP, los
aspectos de ingeniería de tráfico para multiples áreas y multiples dominios. [14].
Common Control and Measurement Plane WG (ccamp) Con alrededor de 25
RFCs estandarizadas, es el grupo encargado de coordinar dentro del IETF los tra-
bajos de definición del plano de control común de caminos físicos y túneles de in-
geniería de tráfico utilizados por los proveedores de servicios. Este plano de control
común incluye la adquisición y distribución de los atributos necesarios para estable-
cer los caminos y túneles. Entre las tareas más relevantes de coordinación de este
grupo están; ampliar los protocolos de encaminamiento (OSPF, IS-IS) y señaliza-
ción (RSVP-TE) necesarios para soportar el cálculo y establecimiento de caminos;
definir, junto a los grupos de trabajo MPLS y PCE la señalización y los mecanis-
mos de routing para poder establecer caminos y túneles interdominio; y estudiar la
migración de MPLS a GMPLS [15].
Path Computation Element WG (pce) Creado en Agosto de 2004, es el grupo
de trabajo encargado de definir una arquitectura de cálculo de caminos para hacer
ingeniería de tráfico usando LSPs GMPLS. Además de la arquitectura, el grupo
se encarga de definir los protocolos de comunicación entre los distintos PCEs o
entre un PCE y un PCC (Path Computation Client). La arquitectura definida esta
7pensada para un sólo dominio o para la comunicación entre un conjunto reducido de
dominios [16].
Layer 2 Virtual Private Networks WG (l2vpn) Dentro de este grupo se intentan
definir y especificar diversas soluciones para proveer redes privadas virtuales de ni-
vel 2 (L2VPNs). En particular el grupo es responsable de estandarizar una solución
para proveer un servicio de LAN privada virtual, VPLS (Virtual Private LAN Servi-
ce), sobre capa 2 que emule una LAN sobre una red IP o una red MPLS. Una de las
restricciones más importantes del grupo es no estandarizar ningún nuevo protocolo.
El WG debe obtener una solución válida sólo extendiendo protocolos ya estadariza-
dos [17].
Layer 3 Virtual Private Networks WG (l3vpn) La función de este grupo de
trabajo es la estandarización de varias soluciones de red privada virtual de capa
3. Una de estas soluciones debe proveer una VPN (Virtual Private Network) IP en
una red BGP/MPLS. Dentro de los escenarios a estudiar por este grupo de trabajo se
incluyen varios en los que diferentes dominios deben colaborar [18].
Inter-Domain Routing WG (idr) y Secure Inter-Domain Routing WG (sdir)
Son los grupos de trabajo encargados de la estandarización de BGP-4 y de los aspec-
tos de seguridad en el routing interdominio respectivamente [19] [20]. Este último
debe definir una arquitectura de encaminamiento segura, tanto para unicast como
para multicast, teniendo en cuenta la practicidad de la solución, es decir, debe poder
ser implementable. En cuanto al primero de los grupos de trabajo, IDR, mantiene
la actualización, promoción y usabilidad de BGP-4 como principales objetivos. El
segundo, SIDR, se encarga de los aspectos de seguridad.
A continuación pasaremos a explicar someramente cómo funciona MPLS y al-
gunas de sus aplicaciones más importantes. Primero, explicaremos las soluciones de
protección de intradominio que más se utilizan actualmente, para pasar a plantear las
soluciones interdominio que se están discutiendo en el IETF. Terminaremos expo-
niendo el camino que seguirán nuestras investigaciones entorno al trabajo de Tesis
Doctoral a que este documento se refiere.
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Capítulo 2
Estado del arte
2.1. MPLS y sus aplicaciones
En este apartado explicaremos brevemente cómo funciona MPLS y algunas de
sus principales aplicaciones. Con esto trataremos de ofrecer una visión de las posi-
bilidades que ofrece MPLS como herramienta de ingeniería de tráfico. Una de las
principales características de MPLS es aumentar la disponibilidad de la red. Esta
disponibilidad puede verse aumentada si, además, interactuan los distintos dominios
entre sí realizando ingeniería de tráfico interdominio.
2.1.1. Funcionamiento general de MPLS
MPLS es un protocolo de comunicaciones habitualmente situado entre los nive-
les de enlace y red basado en la conmutación de paquetes mediante etiquetas.
Una red MPLS consiste en un conjunto de LSRs (Label Switching Router) co-
nectados entre sí. Cuando un paquete entra en la red, el LSR frontera obtiene la FEC
(Forwarding Equivalency Class) del paquete a partir de la información contenida
en las cabeceras de nivel superior. A partir de la FEC el LSR frontera asigna una
etiqueta al paquete y obtiene el siguiente salto. De este modo el LSR de borde ha
introducido el paquete (lo mismo hará con todos aquellos con la misma FEC) en un
LSP que llegará a un router de salida del dominio MPLS. Esto es debido a que cada
router MPLS del camino toma la decisión de reenvío basándose únicamente en la
etiqueta del paquete, con lo que todos los paquetes con igual FEC y con el mismo
LSR de entrada a la red siguen el mismo LSP o camino MPLS [21].
MPLS, al igual que ATM (Asynchronous Transfer Mode) o Frame Relay, es una
tecnología de conmutación de paquetes basada en circuitos virtuales. Más adelante
veremos las aplicaciones más importantes de MPLS, pero muchas de ellas simple-
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mente son derivadas de las posibilidades de trabajar con túneles no dependientes de
IP y poder obviar la información de reenvio del nivel de red. A diferencia de ATM o
Frame Relay, MPLS no depende de ninguna tecnología de nivel inferior o superior
concreta. Debido a esta naturaleza multiprotocolo su implantación es más sencilla,
ya que no es necesario, entre otros motivos, modificar el resto de tecnologías asocia-
das.
La principal ventaja de utilizar MPLS que se suele argüir inicialmente es que la
conmutación de etiquetas es más rápida que las búsquedas en las tablas de encamina-
miento IP [22]. Esto era cierto hace algunos años, pero actualmente, la utilización de
harware específico, como las TCAMs (Ternary Content Addressable Memory) [23],
hace que el tiempo consumido en las búsquedas en las tablas de forwarding IP sea
similar al tiempo de búsqueda en las tablas de etiquetas MPLS [24].
Hay investigaciones que van incluso más allá, en este trabajo reciente [24] Per-
saud et al. muestran cómo incluso utilizando un Network Processor IXP1200 [25]
sin hardware optimizado para las búsquedas IP (CAM o TCAM) hay casos para los
que el retardo en el reenvio en un LSR es similar al de un router IP. Las pruebas de
Persaud muestran que dependiendo de la velocidad de la línea de salida y el tamaño
del paquete IP, en general, para paquetes IP mayores de 150 octetos, el reenvío IP y
el reenvío MPLS sufren retardos similares.
Pero las utilidades de MPLS van más allá que la simple velocidad en la conmuta-
ción de etiquetas. En el MPLS-VPLS Resource Center [8], disponen de una lista de
ventajas/aplicaciones consideradas como las más importantes para utilizar MPLS.
De estas, a continuación, vamos a ver alguna de las más importantes.
2.1.2. Aplicaciones
Voz sobre MPLS. Hay dos vías para llevar la voz sobre una red MPLS (VoMPLS).
La primera de ellas, VoIP (Voice over IP) sobre MPLS, es encapsular las tramas de
VoIP sobre una red MPLS. En este caso la red MPLS simplemente realiza el trans-
porte. En algunas implementaciones es posible realizar compresión de cabeceras
para optimizar el envío [26].
La segunda vía, VoMPLS (Voice over MPLS) propiamente dicho, es encapsular
las muestras de voz directamente sobre MPLS. En [27] se explica cómo realizar
esta operación, así como, cómo encapsular la señalización, el canal asociado o los
dígitos de marcación DTMF (Dual Tone Multi-Frequency).
VPLSs. Una VPLS es un servicio Ethernet global, nacional o regional utilizado
para extender la red de área local de un cliente a multiples sitios remotos ofreciendo
una conectividad multipunto completa [28]. Es la RFC 4448 [29] la que explica
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cómo encapsular Ethernet para transportarlo en redes MPLS.
Desde el punto de vista de los proveedores de servicio, implementar el servicio
de VPLS sobre MPLS lo convierte en una solución al problema eficiente, escalable
y segura. Los clientes pueden beneficiarse de ventajas adicionales, como poder ob-
tener una solución de conectividad multipunto económica con posibilidad de ofrecer
calidad de servicio [30].
En [31] y en [32] se definen los mecanimos necesarios para el autodescubri-
miento de PEs (Provider Edge Router) y la creación de los pseudowires, conexiones
punto a punto entre los PEs. Para la señalización de VPLSs se utiliza BGP [31],
definiéndose un BGP NLRI (Network Layer Reachability Information). Para la in-
formación de VPLSs se utiliza LDP (Label Distribution Protocol) [32], en el que se
define un nuevo TLV (Type Length Value).
Uno de los temas objeto de atención por los investigadores sobre una red VPLS
es el servicio multicast. [33] [34] proponen un algoritmo para el cálculo de árboles
multicast en un dominio VPLS que optimice el número de estados multicast en los
routers de la red VPLS de modo que sea más escalable que otras soluciones tradi-
cionales. Esta optimización, a cambio, recae en un aumento del uso del ancho de
banda, puesto que se basa en el cálculo de un árbol agregado para varias VPLSs
cuyo objetivo de construcción es obtener el árbol de menor retardo.
Los túneles que propone utilizar el IETF para la red VPLS son punto a pun-
to. Algunos investigadores, en cambio, proponen la utilización de túneles punto a
multipunto, para optimizar la utilización de la red, proponiendo algoritmos para mi-
nimizar la utilización del número de caminos necesarios [35] [36] [37].
La creación y establecimiento de tuneles punto a multipunto deben proveerlos
los protocolos de señalización. En el grupo de MPLS del IETF se esta definiendo
una extensión para RSVP-TE (RSVP Traffic Engineering) que soporte este tipo de
túneles [38]. Gracias a la posibilidad de crear estos túneles aparece un nuevo espacio
de soluciones posibles para implementar VPLSs.
Moerman et al. [39] han mostrado, gracias a la red UTOPIA, que es posible
utilizar una red VPLS basada en MPLS para ofrecer servicios “Triple Play”.
VPNs. Como muestra de la importancia que están adquiriendo recientemente las
VPNs en MPLS veremos la evolución de las RFCs con dos actualizaciones en 2006.
En la RFC 2547 [40], de marzo de 1999, se definió como un operador podía crear
VPNs en su backbone IP utilizando MPLS como tecnología de reenvío y BGP como
protocolo de intercambio de rutas. Posteriormente esta RFC fue reemplazada por la
RFC 4364 [41], de febrero de 2006, y esta ha sido recientemente sustituida, en junio
de 2006, por la RFC 4577 [42]. Esta RFC tiene como principal cambio ofrecer la
posibilidad de utilizar OSPF como protocolo de encaminamiento entre los routers
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del cliente, CEs (Customer Edge Router), y los routers del proveedor, PEs, de modo
que el cliente no necesite configurar BGP para poder utilizar la VPN.
En muchos de los temas que se estudian de forma genérica para MPLS algunos
investigadores buscan su aplicación concreta a las VPNs. Así, por ejemplo, Siriak-
karap et al. en [43] proponen una técnica de protección de caminos para VPN basada
en dos nuevos objetos RSVP (Resource Reservation Protocol), el objeto DETOUR
y el objeto CONSTRAINT, con los que obtienen el camino de respaldo óptimo con
menor carga media de CPU de los routers utilizados sin incurrir en un mayor número
de saltos.
En Cisco han llevado a cabo estudios sobre la seguridad de estas redes. En [44]
se hace un estudio comparativo con VPNs basadas en ATM o Frame Relay, llegando
a la conclusión de que a pesar de que el control en MPLS esté basado en la capa 3,
es posible ofrecer el mismo tipo de seguridad que en aquellas.
En 2004, Ren et al. [45] analizaron los problemas de seguridad de las VPNs
basadas en MPLS y propusieron un esquema de securización basado en IPSec (In-
ternet Protocol Security) que no tiene casi contraprestaciones en la calidad de la red,
retardo, tráfico enviado y sobrecarga de cabeceras.
No sólo se busca la seguridad global de la red, sino que también se busca la
integración de redes seguras con redes no seguras, así, por ejemplo, en [46] se
explica cómo transportar de manera segura tramas MPLS utilizando IPSec en el
núcleo de la red. Aunque luego el transporte pueda ser MPLS dentro de la red, con
lo que tendríamos, una trama MPLS con un paquete IP en su interior que contiene
un paquete IPSec con la trama MPLS de la VPN en su interior.
QoS. Existen distintos esfuerzos por integrar MPLS en redes con QoS, tanto Diff-
Serv como IntServ. Rouhana y Horlait fueron de los primeros en proponerlo [47].
En [48] se describe cómo dar soporte a DiffServ en una red MPLS. Nótese que
no es una tarea trivial puesto que en DiffServ la etiqueta que determina el PHB
(Per Hop Behaviour), esto es, el comportamiento que debe tener el router frente
a un paquete, se encuentra en la cabecera IP, cabecera que no se inspecciona en
un router MPLS interior. Esto lleva al otro problema importante: cómo mapear el
campo DSCP de DiffServ/IP (6 bits) en el campo EXP de MPLS (3 bits). En [48]
están estandarizados dos modos de realizar esta tarea, E-LSP (EXP-Inferred-PSC
LSP), y L-LSP (Label-Only-Inferred-PSC LSP).
Avallone et al. han realizado una comparación en [49] de las prestaciones so-
bre una red de pruebas de cinco PCs en diferentes escenarios; Best Effort, DiffServ,
MPLS y DiffServ en MPLS, dando resultados esperanzadores para el último de es-
tos.
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Un aspecto importante en toda arquitectura de calidad de servicio es cómo im-
plementarla en el router. En [50] se describe el diseño e implementación de los prin-
cipales componentes para proveer calidad de servicio, i.e. planificador, clasificador,
acondicionador, etc., de un router MPLS frontera basado en un procesador de red.
Fabricantes de procesadores de paquetes de propósito general, como Intel, es-
tán empezando a sacar al mercado procesadores de red con implementaciones de
DiffServ sobre MPLS [51].
En el caso de ser necesario garantizar cierta calidad de servicio durante un fallo,
se deben tener en cuenta ciertas consideraciones. Por ejemplo, en el caso de realizar
reservas de caminos con restricciones de QoS el orden del cálculo de los caminos
puede llevar a obtener una solución para todos ellos o a no encontrarla, a pesar de
existir una. En [52], sección 5.15, se realiza un estudio detallado de estas conside-
raciones, explicando cúales son y cómo se deberían afrontar en una implementación
real.
2.2. Sistemas de protección. Terminología
Reencaminamiento vs. protección. La recuperación basada en reencaminamien-
to calcula y establece el camino o segmento de respaldo bajo demanda después de
ocurrir el fallo (aunque en ocasiones el cálculo puede ser anterior al fallo, no así la
señalización del establecimiento, estaríamos distinguiendo entre caminos preplani-
ficados y calculados dinámicamente [52]). En cambio, en una recuperación basada
en protección, el camino o segmento de respaldo ha sido calculado y establecido
previamente al fallo. Sólo en caso de fallo el tráfico se conmuta al camino preesta-
blecido [53].
Recuperación global vs. recuperación local. En todo tipo de recuperación exis-
ten dos LSRs clave. El PSL (Path Switch LSR) que es el LSR encargado de conmu-
tar o duplicar el tráfico que viene del camino principal al camino de respaldo1. Y
el PML (Path Merge LSR) que es el LSR que restituye el tráfico que llega por el
camino de respaldo al camino principal. En otras palabras, el camino de respaldo
se situa entre el PSL y el PML sustituyendo el segmento de camino principal que
estaba situado entre estos LSRs.
En una recuperación local sólo se busca alternativa a los elementos que han fa-
llado, es decir, el PSL y el PML se situan lo más cerca posible al elemento de red
que haya fallado. En caso de ser un enlace serán los LSRs adyacentes al enlace. En
1En el apéndice A se definen los conceptos de camino principal (definición A.10) y de camino de
respaldo(definición A.11).
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el caso de ser un nodo el que falle el PSL y PML serán los LSRs vecinos de dicho
nodo que ha fallado.
En una recuperación global se sustituye todo el camino principal por el camino
de respaldo. Esto significa que el PSL será el LSR de entrada del camino principal
y el PML será el LSR de salida del camino principal [52]2.
Como es evidente, las recuperaciones local y global son los extremos de una
serie de posibilidades, en las que se pueden recuperar segmentos de mayor o menor
longitud.
Tipos de protección Podemos dividir los mecanismos de recuperación basados en
protección en cinco subtipos. Cada uno de estos subtipos además puede referirse a
dos conceptos diferentes, reserva de recursos o asignación de protecciones. Así, por
ejemplo, en el tipo de protección 1:1 podemos referirnos a que los recursos reserva-
dos en el camino de respaldo están reservados al tráfico de un solo camino principal
en caso de fallo o simplemente que un camino de respaldo sólo tiene asignado un
camino principal a proteger. En las descripciones de los tipos de protección que
realizaremos a continuación utilizaremos la terminología relativa a la asignación de
protecciones, con la reserva de recursos sería igual.
1+1 Un camino de respaldo sólo protege un camino principal. Además, el tráfico del
camino principal es enviado simultaneamente por el camino de respaldo. Es
el PML el encargado de seleccionar en cada momento de cuál de los caminos
obtener el tráfico.
1:1 Un camino de respaldo sólo protege un camino principal. En este caso sólo se
envia el tráfico por el camino de respaldo si hay un fallo en el camino principal.
1:n Un camino de respaldo protege n caminos principales. Estos caminos principa-
les pueden tener trayectos distintos siempre que tengan en común el PSL y el
PML.
m:n m caminos de respaldo protegen n caminos principales. Estos caminos princi-
pales pueden tener trayectos distintos siempre que tengan en común el PSL y
el PML.
Camino dividido Varios caminos de respaldo se utilizan para llevar el tráfico de
un camino principal. Se puede configurar el ratio de tráfico a transportar por
cada camino de respaldo. Este tipo de protección se utiliza cuando se quieren
reservar recursos y no se pueden asegurar con un solo camino. El PML es el
2Aunque las ideas generales sobre recuperación global y local se hayan obtenido de [52] la no-
menclatura utilizada es la propuesta en [53] puesto que es la más extensamente utilizada, incluidas
las RFCs, en el ambito de MPLS.
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encargado de reordenar el tráfico que llega desde los diferentes caminos de
respaldo.
2.3. Sistemas de protección intradominio
En este apartado veremos algunas de las propuestas de protección intradominio,
y que son la idea base para algunos de los mecanismos interdominio.
En la RFC 4090 [54] se definen dos esquemas de fast reroute, es decir, de pro-










Figura 2.1: Red MPLS ejemplo
One-to-one Este esquema de recuperación reserva un camino de respaldo, de-
nominado desvío, para cada camino principal, denominado camino protegido. Por
tanto, estamos ante un esquema 1:1. Veamos cómo funciona con ayuda de un ejem-
plo. En la figura 2.2 podemos ver dos caminos protegidos, CP1 (R1-R3-R4-R5-R7) y
CP2 (R2-R3-R4-R5-R8). Para proteger estos caminos ante fallos en el enlace R3-R4
o en el nodo R4 son necesarios 2 desvíos, D1 (R3-R6-R5-R7) y D2 (R3-R6-R5-R8).
Si se quiere proteger frente a fallos en todos los enlaces y nodos de un camino es
necesario realizar los desvíos en todos los LSRs pertenecientes a un camino.
En el ejemplo propuesto, cuando existe un fallo en R4 el PSL R3 en lugar de
realizar la conmutación de etiquetas para continuar por el camino CP1, conmuta
las etiquetas de los paquetes de ese camino por las del camino D1 y lo envía por
3Aunque el nombre pueda llevar a error, fast reroute se refiere a un esquema de recuperación
basado en protección. Tener los caminos de respaldo preestablecidos es la única manera de poder
realizar recuperación “rápida”.













Figura 2.2: Ejemplo esquema fast reroute one-to-one
la interfaz R3-R6, de modo que los paquetes quedan conducidos por D1 hasta el
destino final. Para CP2 y D2 se realiza lo mismo.
En la RFC se recomienda que siempre que sea posible los desvíos se encuen-
tren con los caminos protegidos y realizar en el PML un merging de etiquetas. La
finalidad de esto es reducir el numero de entradas de reenvío en los routers para los
desvíos.
Facility backup Este esquema de recuperación permite compartir un camino
de respaldo, denominado bypass para varios caminos protegidos. Por tanto, estamos
ante un esquema 1:n. Igual que en el caso anterior nos ayudaremos de un ejemplo,













Figura 2.3: Ejemplo esquema fast reroute facility backup
Al igual que antes tenemos dos caminos protegidos, CP1 y CP2. En la figura
podemos ver que existen dos caminos de bypass, B1 (R3-R6-R5) y B2 (R3-R4).
Normalmente se dice que el camino B2 es de tipo NHOP (Next Hop) y el camino B1
de tipo NNHOP (Next-Next Hop). B2 sólo protege frente a caídas del enlace R3-R4,
en cambio, B1, además, protege frente a fallos en el nodo R4.
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El funcionamiento de ambos bypass se basa en la utilización de label stacking
de MPLS. En el caso de un bypass NHOP, como es B2, el PML se situa en el
nodo adyacente al enlace protegido. Cuando el enlace falla y es necesario activar el
mecanismo de recuperación , el nodo PSL, en el ejemplo R3, conmuta la etiqueta
del paquete como hace normalmente y luego añade la etiqueta del tunel de bypass
enviandolo a R6. Cuando R6 recibe el paquete reenvía este a R4 haciendo cambio
de etiquetas o utilizando PHP (Penultimate Hop Popping). Este paquete una vez en
R4 y fuera del tunel de bypass tiene la misma etiqueta que esperaría R4 si hubiese
llegado por CP1 o CP2, aunque ha llegado por otra interfaz, pero con asignación de
etiquetas per platform es indiferente de dónde haya llegado el paquete.
En el caso de ser un bypass NNHOP, como es B1, el PML se situa en el nodo
siguiente al que se quiere proteger dentro de los caminos protegidos. Es por esto que,
utilizando bypass NNHOP, los caminos protegidos deben compartir dos enlaces y
un nodo. En el caso de bypass NHOP sólo es necesario que compartan un enlace.
El funcionamiento de este tunel en caso de fallo es similar al anterior, R3 realiza
un cambio de etiquetas y utilizando label stacking envia el paquete por B1 hasta
R5. Una vez el paquete está en R5 y fuera del tunel de bypass el paquete sigue
el curso normal. Nótese que para que esto funcione la etiqueta con la que debe
recibir el paquete R5 y que conmuta R3 antes de introducir tráfico en el tunel es la
que esperaría de R4, etiqueta que sólo conocen R4 y R5. Es por esto que se deben
proveer mecanismos para que R3 pueda descubrir esta etiqueta y pueda utilizarla en
caso de fallo, de este modo si R5 dispone de asignación de etiquetas per platform, al
ser indiferente el interfaz de entrada de los paquetes, continuaría enviando el tráfico
por el túnel original. En la RFC 4090 [54] se describen las extensiones necesarias
a RSVP-TE para poder realizar este descubrimiento de etiquetas y poder establecer
tanto protecciones one-to-one como facility backup.
Este esquema de protección es mucho más escalable que one-to-one, debido a
que con un solo bypass podemos proteger todos los caminos que circulan por un
enlace y/o nodo, con independencia de su número. Por supuesto, es posible elegir
qué caminos se quieren proteger con un determinado bypass, no es necesario que
sean todos los que comparten el enlace o segmento a proteger.
Otros tipos de recuperación [55] es un interesante artículo que realiza una pano-
rámica de los mecanismos de protección más conocidos de MPLS. Aquí solamente
introduciremos los conceptos de dos de ellos a modo de ejemplo.
Makam et al. [56] propusieron uno de los primeros métodos de protección para
redes MPLS. Es un método de recuperación global básico. Éste puede utilizarse co-
mo método de protección y como método de reencaminamiento. El funcionamiento
básico consiste en que el nodo que detecta el fallo envía un aviso al LSR de entrada
del LSP protegido para que éste conmute el tráfico, y, en su caso lo establezca, por el
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camino de respaldo. El principal problema de este esquema es que el nodo que de-
tecta el fallo debe enviar un aviso al LSR de cabecera (head-end). Durante el tiempo
que tarda esta notificación es posible que se pierdan muchos paquetes.
El esquema propuesto por Hasking et al. [57] intenta paliar el problema del es-
quema anterior. El nodo que detecta el fallo reenvía el tráfico a la cabecera del LSP,
por el llamado reverse backup, y una vez ahí se reenvía por el camino de respaldo.
La pérdida de paquetes con este sistema se minimiza, puesto que es el propio nodo
que detecta el fallo quien realiza la operación de recuperación. Además no es nece-
sario implementar un mecanismo de notificaciones de fallo entre LSRs. Por contra,
el consumo de ancho de banda es mayor puesto que hay por parte del camino que el
tráfico va y vuelve durante el fallo, desde la cabecera hasta el PSL y desde éste de
nuevo hasta la cabecera para introducirlo en el camino de respaldo.
Existen muchos otros esquemas de recuperación ante fallos en redes MPLS, al-
gunos de ellos proponen la creación de árboles de notificación [58] o la concatena-
cion de caminos para la protección de multiples fallos simultaneos [59].
P-ciclos La tecnología de p-ciclos fue introducida por W. D. Grover y D. Sta-
matelakis para la recuperación rápida de enlaces en el año 98 [60]. Consiste en la
preconfiguración de anillos de recuperación cuya virtud es que su distribución por
una red mallada es tal que son capaces de ser utilizados para recuperar cualquier
enlace de la red. Este primer trabajo estaba planteado para la recuperación de los
enlaces a nivel físico, intentaban obtener los tiempos y simplicidad de recuperación
de las redes en anillo en una red mallada.
Los p-ciclos se presentaron como un mecanismo con la principal ventaja de los
esquemas de recuperación de las redes de anillo, la velocidad de recuperación, y la
principal ventaja de los esquemas de recuperación de redes malladas, el uso eficiente
de la capacidad reservada para el respaldo.
Los p-ciclos son una tecnología de cómo proteger una red de tipo malla utilizan-
do anillos de protección preconfigurados, por tanto, no es una tecnología exclusiva
de MPLS, de hecho las primeras ideas fueron para utilizarlos en redes tipo WDM y
Sonet [60]. Posteriormente fue propuesto como esquema para redes MPLS/IP [61].
Originalmente los p-ciclos se concibieron como protección frente a caídas de
enlaces. Más tarde se ha estudiado también cómo utilizar los p-ciclos para prote-
gerse de la caida de nodos utilizando los “p-ciclos rodeando un nodo”. Este nuevo
concepto se presentó por primera vez en [61]. Consiste en la creación de un p-ciclo
utilizando los nodos que rodean completamente el nodo que se quiere proteger. Pos-
teriores trabajos realizan estudios más avanzados, por ejemplo, de cómo máximizar
la protección de enlaces y nodos utilizando sólo “p-ciclos rodeando un nodo” [62].
Además de extensiones a la protección de nodos también se han propuesto so-
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luciones para la protección de segmentos de camino [63]. En este trabajo, Grover y
Shen extienden el concepto de p-ciclo de modo que lo que se proteja no sean enla-
ces sino caminos, más acorde a las técnicas de recuperación de MPLS. Estos nuevos
p-ciclos los denominan “p-ciclos de flujo”, puesto que realmente si un camino lleva
un flujo estos p-ciclos servirían para proteger flujos completos, y no enlaces, es un
concepto de protección completamente diferente.
Uno de los temas más complejos de los p-ciclos es determinar cuántos y qué
p-ciclos utilizar para proteger una red completa de la manera más eficiente. Existen
diversos trabajos que van en esta línea [64] [65] [66].
Tal es esta búsqueda de eficiencia que se han llegado a definir los p-ciclos no-
simples, de modo que con un menor número de p-ciclos o utilizando menos capaci-
dad libre de la red se puede obtener un nivel similar de protección. También permiten
proteger zonas de una red que no podrían protegerse mediante p-ciclos simples. Un
p-ciclo no-simple consiste en un p-ciclo que puede pasar por un nodo y/o enlace
varias veces [67].
2.4. Sistemas de protección interdominio
En el IETF se han presentado diferentes trabajos [68][69][70] dedicados al es-
tudio de las particularidades del interdominio en las redes de nueva generación que
incluyen MPLS y redes ópticas. [71] resume el trabajo del OIF (Optical Internetwor-
king Forum) y del IETF en redes ópticas multidominio. En particular, este estudio
se centra en las restricciones y consideraciones especiales de las redes ópticas trans-
parentes y en los temas asociados con las redes ópticas multidominio. [68] describe
brevemente los distintos tipos de fallos que deben ser resueltos por un mecanismo
de fast rerouting interdominio.
Una de las primeras soluciones propuestas al problema de la protección de LSPs
en el interdomino fue la de Huang et al. en [72]. La solución propuesta se basa en la
utilización de mecanismos de protección independientes en el interior de los domi-
nos y en sus fronteras. En el interior de los dominios se utilizaría un LSP principal y
uno de respaldo. Para protegerse de fallos en el interdominio se utiliza un mecanismo
convencional de recuperación local. Este mecanismo ha sido llamado por los autores
IBLBT (InterDomain Boundary Local Bypass Tunnel ). En la figura 2.4 se muestra
un ejemplo de funcionamiento de este mecanismo. Sólo comentaremos que, como
puede verse en la figura, para proteger un camino principal es necesario utilizar 4
caminos de respaldo, siendo necesario señalizar 3 de ellos en el interdominio.
Hay que destacar que este tipo de solución, no es una solución extremo a ex-
tremo, sino que se basa en recuperación local de enlaces. Los trabajos posteriores










Figura 2.4: Ejemplo de recuperación rápida intra e inter dominio (IBLBT)
abogan, en su mayoría, por recuperación de tipo global para LSPs interdominio.
Farkas et al. están estudiando la posibilidad de utilizar p-ciclos en el interdomi-
nio [73]. La idea sería configurar p-ciclos que unan dominios, y utilizando algún
tipo de protección independiente en el interior de los dominios. De forma que el
p-ciclo interdominio entra en juego cuando se cae alguno de los enlaces o nodos
interdominio.
Uno de los problemas detectados más importante cuando se trabaja con distintos
dominios no es sólo proteger un LSP interdominio, sino ser capaz de obtener un LSP
de respaldo que sea capaz de proteger un LSP principal; esto es, que sea disjunto en
recursos de red (nodos y enlaces). Por este motivo, los trabajos más recientes en el
interdominio también tienen en cuenta el mecanismo de cálculo del camino disjunto
que servirá de protección.
Anteriormente, se han propuesto distintas soluciones para resolver el cálculo de
un camino TE interdominio [68], que en sí mismo ya es complejo. También, como
hemos visto, se han propuesto algunas soluciones a la protección interdominio. Pero,
debido a la complejidad que requieren las soluciones al problema, los trabajos más
recientes unen el cálculo de los LSPs con la señalización de los mismos y con el
tipo de protección a utilizar, dando una solución completa. A continuación vamos a
explicar algunas de las propuestas presentadas hasta ahora.
2.4.1. Método basado en PCE
En el año 2005 el IETF inició un nuevo grupo de trabajo llamado PCE WG [16].
El PCE es un elemento de red utilizado para calcular caminos MPLS o GMPLS
dentro de un dominio. El camino a calcular puede ser solicitado por un nodo del do-
minio o por un nodo autorizado de otro dominio. De este modo los PCEs pueden ser
utilizados para calcular y señalizar caminos MPLS interdominio extremo a extremo.
Si bien la arquitectura de PCE empieza a estar plenamente definida [13], no así
sus posibles aplicaciones. Cómo utilizar la arquitectura PCE para obtener y señalizar
caminos MPLS interdominio, de momento, no está estandarizado, todo lo que hay en
la literatura son propuestas de uso particulares. Según propone Ricciato et al. en [10]
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el procedimiento podría ser el que describimos a continuación. Nos ayudaremos de
un ejemplo basado en la figura 2.5.
     Dominio 4Dominio 3Dominio 2   Dominio 1




























































































































Figura 2.5: Ejemplo de utilización de PCE
El router cabecera solicita a su PCE un par de caminos disjuntos a un determina-
do destino a través de una secuencia de ASes, AS Path. Este PCE reenvía la petición
al PCE del siguiente dominio. Así sucesivamente hasta que se alcanza el PCE del
dominio destino, el dominio 4. Este último PCE calcula todos los posibles pares de
caminos disjuntos dentro de su dominio y envía dicha información al PCE del que
recibió la petición. Éste realiza el mismo cálculo teniendo en cuenta la información
recibida, de modo que envía al PCE anterior todos los pares de caminos disjuntos
posibles hasta el destino. Así sucesivamente hasta que el PCE 1 obtiene el par de
caminos disjuntos óptimo extremo a extremo que le envía al nodo que realizó la
petición.
Este método se denomina “pensar antes de romper” porque el establecimiento
del LSP se posterga hasta que se tiene toda la información del camino que se quiere
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establecer. Esta solución da como resultado el par óptimo de caminos disjuntos ex-
tremo a extremo, pero tiene algunos inconvenientes. Dos de los más destacables son;
que es necesario una ampliación estructural de la red para poder realizarlo, y que la
compartición de información de routing entre dominios es una situación que los ad-
ministradores suelen evitar. Es por esto que, aunque no sean óptimas, se barajan
también otras posibles soluciones.
En este mismo trabajo [10] Ricciato et al. nos presenta un interesante análisis
de algunas de estas propuestas con esquema distribuido para el cálculo de caminos
disjuntos, además de un análisis de su efectividad en redes reales.
2.4.2. Métodos PPRO y ARO
Estos dos metodos distribuidos de cálculo y señalización de caminos disjuntos
interdominio fueron las primeras propuestas serias de solución distribuida al proble-
ma del cálculo de caminos disjuntos interdominio.
El método PPRO utiliza dos fases para establecer los caminos, una por ca-
mino [12].
En la primera fase se calcula el camino principal y se señaliza. Para ello cada
nodo de entrada a un dominio calcula el camino dentro de su dominio y lo señaliza
hasta el nodo de salida. En este punto, el nodo de entrada de el dominio siguiente
realiza la misma operación concatenando el camino que ha calculado con el camino
que se ha señalizado hasta él. Esta operación se repite hasta el nodo final forman-
do un camino principal extremo a extremo. El nodo final envía en el mensaje de
respuesta RESV de RSVP un objeto RRO (Record Route Object).
La información contenida en este objeto será utilizada por el nodo inicial en
la segunda fase. El contenido íntegro del objeto RRO se incluye en el contenido
del nuevo objeto PPRO que se adjunta al mensaje de PATH de esta segunda fase,
en la que se calcula y señaliza el camino de respaldo. El procedimiento para el
calculo y señalización de este camino de respaldo es exactamente el mismo que en
el caso del camino principal, excepto que en los calculos de los caminos internos a
un determinado dominio se deben excluir todos aquellos nodos y SRLGs (Shared
Risk Link Group) contenidos en el PPRO.
Como se explica en [10][74], e introduciremos en la sección 2.4.4, el problema
es que es posible que la elección de ambos caminos de manera no simultánea lleve
a no encontrar dos caminos disjuntos, aunque estos existan (topología trampa).
El método ARO (Associated Route Object) en cambio, propone otra forma de
buscar estos caminos distribuidos disminuyendo la probabilidad de caer en una to-
pología trampa [75]. En este método, los caminos disjuntos dentro de un dominio se
calculan simultáneamente utilizando un algoritmo de búsqueda de caminos disjuntos
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más cortos basado en la información proporcionada por el protocolo IGP (Interior
Gateway Protocol) que se esté utilizando [9].
Con esta información se garantiza que el camino de respaldo disjunto existe den-
tro del dominio. Se señaliza el camino principal y se añade al objeto RSVP ARO el
camino de respaldo calculado. Esta operación se realiza a la entrada de cada dominio
que es necesario atravesar, hasta que se llega al nodo final. Por último, la informa-
ción contenida en el objeto ARO es utilizada para señalizar el camino de respaldo.
Sin embargo, este esquema también adolece de algunos problemas, y es que, al
igual que el método PPRO, puede caer en una topología trampa, haciendo necesario
buscar caminos alternativos desde un dominio anterior, en el que ya se señalizó el
camino principal. Hay que volver hacia atrás porque si el algoritmo de búsqueda de
caminos disjuntos dentro de un dominio resuelve que estos no existen puede que
sí que existan desde otros routers de entrada a la red. Esto obligaría a modificar
los caminos del dominio anterior para que entren en el dominio actual por routers
diferentes, desde los que puede que sí que se encuentren el par de caminos disjuntos.
A este procedimiento se le denomina crankback [76], proceso que explicaremos más
adelante y que, típicamente, está presente en las redes de conmutación de circuitos
que requieren cierta reserva de recursos.
Terminaremos diciendo que la definición de el objeto PPRO forma parte de el
estudio sobre señalización extremo a extremo que el IETF lleva a cabo en [12]. En
este trabajo se definen elementos y procedimientos RSVP necesarios para la señali-
zación de caminos GMPLS extremo a extremo en los distintos tipos de protección,
1+1, 1:1, 1:n, reencaminamiento, etc. La propuesta no es específica de caminos in-
terdominio, se refiere a métodos de recuperación extremo a extremo con los caminos
dados. Define cómo señalizar, cómo indicar qué tipo de protección se utilizará en-
tre el camino principal y el camino de respaldo, etc. No indica nada de métodos o
procedimientos para obtener dichos caminos disjuntos.
El estudio sobre el procedimiento de ARO está abandonado. El esfuerzo actual
del IETF en la línea sobre cómo calcular dos caminos disjuntos que atraviesan di-
versos dominios se centra en la propuesta de mecanismos generales que permitan,
basados en estos, ofrecer multitud de soluciones. Este cambio de filosofía es muy
interesante porque permite que con la definición de pocos procesos y objetos se pue-
dan proponer soluciones acordes a distintos escenarios particulares sin necesidad
de modificar a cada nueva propuesta los protocolos involucrados (nuevos objetos
RSVP, nuevos objetos IGP, etc).
Este cambio de visión es especialmente interesante en el ámbito interdominio,
donde los escenarios pueden ser muy diversos. Por ejemplo, dependiendo de la canti-
dad de información que los dominios involucrados quieran o puedan compartir entre
sí el procedimiento podrá ser más o menos sencillo y óptimo. No es lo mismo que
los dominios se correspondan con áreas IGP, todas gestionadas por el mismo opera-
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dor y donde se podrá compartir mucha información topológica, a que los dominios
se correspondan con Sistemas Autónomos, con mayor o menor grado de confianza,
pero entre los que no se revelan información topológica. Estos dos casos no deben
compartir la misma solución de búsqueda de caminos disjuntos. Si fuese la misma
solución ésta debería ser tan general que si fuese relativamente adecuada para ambos
casos sería muy compleja y si no fuese lo suficientemente compleja no sería la más
adecuada a cada caso.
En el siguiente apartado explicaremos algunos de estos objetos y procedimientos
más generales que se están proponiendo y cómo estos sirven para definir soluciones
similares a PPRO o ARO en el interdominio.
2.4.3. Objetos XRO y EXRS
La especificación de estos dos objetos y sus posibles usos se están definiendo
actualmente en el IETF [77]. Primero los explicaremos y posteriormente daremos
alguna pincelada sobre sus posibles usos.
El objeto RSVP XRO (eXclude Route Object) permite especificar una lista abs-
tracta de nodos que no deben ser incluidos en un camino. Con el termino “nodo
abstracto” se incluye a diferentes tipos de nodos, todos ellos válidos, tales como,
direcciones IP, redes IP, SRLGs o, incluso, Sistemas Autónomos enteros.
Un nodo que recibe un mensaje de PATH con un objeto XRO no puede expandir
un camino a otro que contenga nodos incluidos en dicho objeto XRO, o en el caso de
no ser necesaria una expansión y sólo deba decidir el siguiente salto este no puede
ser un nodo incluido en el objeto XRO4.
El objeto RSVP EXRS (Explicit eXclusion Route Subobject) es un subobjeto del
objeto ERO (Explicit Route Object). En este objeto se almacena una lista de nodos
que deben ser evitados entre dos nodos, el anterior y posterior a él de la lista de
nodos de la ruta explícita.
Se debe señalar que ambos objetos tienen una función específica, pero pueden
utilizarse para diversos propósitos. Por ejemplo, estos objetos se pueden utilizar tan-
to para procedimientos intradominio como interdominio, puesto que es su definición
no especifica un uso concreto.
Sirva como ejemplo que es posible utilizar el objeto XRO en lugar del objeto
PPRO, antes descrito, con el mismo procedimiento de cálculo obteniendo la misma
solución, puesto que, al fin y al cabo, el objeto PPRO lo único que contiene son los
4Hay excepciones en las que la elección puede incluir un nodo del objeto XRO. Cuando un nodo
aparece en la lista de nodos a excluir con el bit L a 1, el nodo debería ser evitado, SHOULD en termi-
nología IETF, pero no es obligatorio evitarlo, y por tanto, podría aparecer. En cambio, en el caso de
ser 0 el bit L, el nodo tiene que ser evitado obligatoriamente, MUST en terminología IETF.
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nodos del camino principal que deben ser evitados en la construcción del camino de
respaldo, esto es, una lista de nodos que deben ser evitados.
En el siguiente apartado vamos a introducir las topologías trampas poniendo
como ejemplo cómo estas pueden afectar estas al procedimiento de PPRO.
2.4.4. Topologías trampa
Con topología trampa nos referimos a aquellas en las que existiendo un par de
caminos disjuntos entre dos pares de nodos el método de cómputo y señalización no
es capaz de encontrarlos o necesita de varios intentos (por medio de procedimientos
de crankback) para encontrarlos. En general un método cae en una trampa topológica
por calcular de manera independiente el camino principal (i.e. PPRO) o por señalizar
el camino antes de calcularlo completamente (i.e. ARO).
Una cierta topología puede ser una trampa para un esquema de búsqueda y no
serla para otro, de hecho hay esquemas que intentan evitar estas trampas. Aquí, a
modo de ejemplo, veremos el caso de una topología trampa para el esquema PPRO,







Figura 2.6: Ejemplo de topología trampa en el esquema PPRO
Si recordamos la metodología de PPRO, primero se calcula y establece el ca-
mino principal y una vez establecido éste se calcula, teniendo en cuenta los nodos
y enlaces por los que pasa el camino principal, y establece el camino de respaldo.
Fijémonos ahora en la figura, cuando se calcula el camino principal desde o a d el
resultado de camino más corto es eA2 – r – sA2. Establecido este camino como ca-
mino principal no es posible calcular un camino disjunto para el camino de respaldo.
Esto ocurre aún existiendo un par de caminos disjuntos entre o y d.
Una solución general al problema de las topologías trampa es utilizar proce-
dimientos de crankback, los cuales permiten explorar más posibilidades volviendo
atrás en los cálculos y probando con otros caminos. En nuestro ejemplo se volvería a
calcular un camino principal que no fuese el calculado previamente. Si aún así diese
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error se podría seguir intentando hasta un cierto número de veces o hasta explorar
todas las posibilidades, lo que podría consumir demasiado tiempo y recursos.
2.4.5. Procedimiento de crankback
Puesto que el proceso de crankback no es la solución a un problema concreto
de un determinado esquema es más correcto definir un procedimiento de crankback
general que pueda ser utilizado por todas aquellas propuestas que precisen de él.
En [78] Farrel et al. explican el proceso de crankback, extendiendo RSVP-TE
para que soporte esta nueva funcionalidad. El proceso de crankback genérico con-
siste en reencaminar un LSP desde un punto en el que ha habido un error a la hora
de establecerlo. Este error puede deberse, por ejemplo, a que no hay recursos en el
momento del establecimiento (si había durante el cálculo) o a que hay una porción
del LSP que hace imposible encontrar un camino disjunto a los enlaces y nodos se-
leccionados para el camino de respaldo y hay que elegir una alternativa para poder
encontrar un camino de respaldo válido.
2.5. Limitaciones de BGP en la búsqueda de caminos
disjuntos interdominio extremo a extremo
Hasta ahora hemos considerado la búsqueda de caminos disjuntos utilizando la
misma secuencia de Sistemas Autónomos desde un origen hasta un destino. Esto
requiere el cálculo de caminos disjuntos dentro de cada AS. Una alternativa a este
procedimiento sería que cada uno de los caminos llegase al destino por un AS_PATH
distinto. De modo que siendo distinta la secuencia de AS atravesados los caminos
son intrisecamente disjuntos. El problema radica en que utilizando BGP como pro-
tocolo de routing inter-AS esto no es posible.
BGP en lugar de anunciar en la red un destino y el coste (distancia) de alcan-
zarlo anuncia una red y una secuencia de ASes (AS_PATH) para alcanzar dicha red
destino. Por eso se dice que BGP es un procolo de routing de tipo path-vector.
Como BGP no muestra información de routing interno, utilizar BGP no garan-
tiza que se utilice el camino más corto a un destino. En general, BGP minimiza
el numero de ASes que es necesario atravesar, independientemente del número de
saltos interno, retardo extremo a extremo o ancho de banda de las líneas.
Las políticas de uso de BGP pueden ser utilizadas para influir en la selección de
las rutas, pero en general, de todas las rutas para un determinado destino que llegan
a un router de borde de un dominio de los routers de borde de los dominios vecinos
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BGP, este debe escoger la de menor número de ASes y desechar el resto. Esto sig-
nifica que los routers de borde de un dominio sólo conocen una forma de alcanzar
un determinado destino. Este hecho impide poder utilizar BGP para realizar inge-
niería de tráfico interdominio. La información disponible a nivel BGP es muy escasa
y limitada. En particular, no es posible calcular caminos alternativos o caminos con
ciertas restricciones. La única ingeniería que se puede hacer es de tipo local [79]
(e.g. el Multi Exit Discriminator permite seleccionar el router de entrada para un
destino y el atributo Local_preference permite seleccionar el router de salida).
Por eso, si se quiere utilizar una estrategia de búsqueda de caminos disjun-
tos que atraviesen ASes disjuntos sería necesaria una modificación del protocolo
BGP [80][81]. En [82] se puede ver un ejemplo de cómo se podría aprovechar esta
utilizando PCE.
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Capítulo 3
Planteamiento del problema y
objetivos
En este capítulo se presenta el problema que estudia esta Tesis Doctoral, mos-
trando los escenarios donde se va a trabajar así como los inconvenientes de las so-
luciones propuestas hasta ahora. Para finalizar se plantearán los objetivos que se
pretenden cubrir en este trabajo.
3.1. Problema a resolver
La protección de recursos de red utilizando MPLS ha sido muy tratada en la
literatura e implantada en las redes reales, pero siempre referidas a recursos dentro
de una misma red, esto es a recursos que dependen del mismo administrador.
El problema, al que se pretende dar solución, surge cuando lo que se quiere pro-
teger son recursos del interdominio, es decir, recursos utilizados para conectar entre
sí dominios de gestión administrativa distintos. Las soluciones propuestas deberán
ser simples, viables y escalables.
Hay dos motivos principales por los que no es trivial proteger estos recursos. Pri-
mero, no siempre es factible computar un camino alternativo por otros dominios que
evite el dominio en el que han fallado los recursos. A nivel de Sistemas Autónomos,
esto se debe a que el protocolo de encaminamiento interdominio utilizado, BGP, es
un protocolo que informa de caminos entre ASes, no del grafo de dominios, por lo
que no se dispone de un camino alternativo entre estos ASes. Segundo, por estar in-
volucradas redes de gestión administrativa independiente ocurre que desde una red
no se tiene conocimiento del grafo de la red del resto de dominios involucrados. Es
por este motivo que un dominio no es capaz de computar un camino alternativo a
otro camino de forma que ambos transcurran por el mismo dominio. Esta limita-
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ción lleva a utilizar mecanismos de computación distribuida. Aún así hay que tener
cuidado con la información compartida, así como con el tiempo de convergencia de
cómputo de estas técnicas distribuidas y la dificultad/complejidad de implantarlo en
una red.
Generalmente, cuando en la literatura se habla de protección de recursos en una
red esta suele venir acompañada de un análisis de la capacidad extra que hay que
reservar en la red para el sistema de protección. Fundamentalmente se analiza cuánto
ancho de banda extra es necesario en la red para protegerla del fallo de uno de
los enlaces o nodos de la misma. Estos esquemas suelen compartir la capacidad
reservada para protección en un enlace entre varios enlaces protegidos. Típicamente,
en este análisis se compara la capacidad necesaria del esquema propuesto con otros
esquemas existentes para proteger toda una red y concluir qué esquemas consumen
más recursos y cuáles menos [52].Esto está referido a la protección de enlaces dentro
de un dominio.
En contraste, esta Tesis Doctoral se centra específicamente en el cómputo y es-
tablecimiento de caminos disjuntos de ingeniería de tráfico en redes donde se ha
reservado en todos los enlaces una capacidad suficiente para los LSPs de respaldo.
En otras palabras, no se trata de hacer CbR (Constraint-based Routing) al uso, en
el que típicamente se buscan caminos con una determinada capacidad residual, ya
que cualquier mecanismo de este tipo es susceptible de ser empleado para que un
operador obtenga información de la ocupación/capacidad de las rutas internas de un
competidor. Por consiguiente, nos centramos en un tipo de CbR donde la restricción
es exclusivamente la calidad de disjunto de un camino respecto a otro, y se pretende
realizar en base sólo a información de encaminamiento existente o con modifica-
ciones mínimas en los esquemas de encaminamiento IGP o EGP (Exterior Gateway
Protocol).
En definitiva, la presente Tesis Doctoral se centra en evolucionar el actual siste-
ma encaminamiento en redes IP best effort, como Internet, para proporcionar reen-
caminamiento rápido a agregados de tráfico concretos gracias a MPLS. Esto supone
un avance sobre el sistema de encaminamiento actual, el cual reacciona en caso de
fallos en la red proporcionando rutas alternativas, con tiempos de recuperación no
acotados, sin asegurar que la nueva ruta mantendrá sus prestaciones.
En el siguiente apartado se muestran los escenarios sobre los que se resolverá en
esta Tesis Doctoral la problemática planteada.
3.2. Escenarios de uso
En la figura 3.1 se muestra el escenario general sobre el que se desarrolla esta
Tesis Doctoral. Como puede verse consiste en una serie de dominios con BGP y un
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IGP interconectados entre sí. Siempre hay un dominio origen (Dominio 1 en la figu-
ra) y un dominio destino (Dominio 7 en la figura) que albergan sendos LSRs, LSR O
y LSR D, entre los que se quiere establecer un LSP principal y uno de respaldo que
lo proteja. La aplicación principal de esta funcionalidad será ofrecer “reencamina-
miento rápido” para tráfico sensible a cortes de transmisión como puede ser el tráfico
de voz entre pasarelas, enlaces sobre Internet, circuitos conmutados, o sistemas de
tiempo real crítico.
Dominio 2 Dominio 3
Dominio 1 Dominio 7
Dominio 4
LSR O LSR D
Dominio 6Dominio 5
Figura 3.1: Escenario general con múltiples AS_PATHs.
El dominio de origen no tiene porqué conocer la topología completa de domi-
nios, por ejemplo, si se utiliza BGP como EGP, sólo conocerá un camino de domi-
nios (AS_PATH) entre origen y destino. A su vez, un router de un dominio no tiene
porqué conocer la topología interior del dominio al que pertenece, por ejemplo, si se
utilizan distintas áreas OSPF como IGP sólo conocerá la topología de su área, no de
todo el dominio.
Dominio 2 Dominio 3Dominio 1 Dominio 7
LSR O LSR D
LSP principal
LSP de respaldo
Figura 3.2: Escenario con un único AS_PATH.
Dividiremos el problema en dos casos; primero, cuando sólo se conoce un AS_PATH
y por tanto hay que localizar dos caminos disjuntos entre origen y destino que com-
partan dominios (figura 3.2); y segundo, cuando se conocen dos AS_PATHs dis-
juntos entre origen y destino y hay que computar un camino por cada uno de los
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Dominio 2 Dominio 3
Dominio 1 Dominio 7
Dominio 4




Figura 3.3: Escenario con dos AS_PATHs.
AS_PATHs (figura 3.3). Este último es un supuesto muy interesante no estudiado en
la literatura.
A continuación se analizan los inconvenientes de las soluciones actuales para
poder estudiar analizar qué virtudes se requieren de las soluciones buscadas y plas-
marlas en los objetivos generales de esta Tesis Doctoral.
3.3. Inconvenientes de las soluciones actuales
En contenido de este apartado es una visión desde otro punto de vista de los
inconvenientes, ya comentados en el apartado 2.4, de las soluciones dadas en la
literatura al problema aquí planteado.
Fundamentalmente existen dos tipos de soluciones propuestas hasta ahora, las
distribuidas o “por dominio”, como ARO y PPRO, y “basada en PCE”.
En [83] se analizan estos dos tipos de aproximación al computo de LSPs in-
terdominio, “por dominio” y “basada en PCE”. En dicho artículo Dasgupta y cia.
justifican la utilización de PCE debido a los problemas de la aproximación “por do-
minio”. En este trabajo se analizan los problemas de ambos esquemas en el cómputo
de caminos que requieran reserva de recursos, no en la búsqueda de caminos disjun-
tos, pero en ambos casos el análisis es similar y por ello válido. En [10] también
se realiza un análisis en este sentido, pero centrado en el cómputo de caminos dis-
juntos. Fundamentalmente, los problemas en los esquemas distribuidos vienen de
la necesidad de utilizar técnicas de crankback, que puede provocar un aumento de
procesamiento en los nodos intermedios, implicándolos en una búsqueda y una se-
ñalización que puede ser infructuosa, así como una alta variabilidad en el tiempo
de cómputo de los caminos. Esta variabilidad en el tiempo de cómputo, asociada
con el crankback, implica la necesidad de limitar el tiempo de crankback, con la
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posibilidad de no disponer de una solución aún existiendo [83].
La utilización de técnicas de crankback se ha venido justificando como un meca-
nismo necesario para evitar las topologías trampa [10][78]. Cuando en una red hay
recursos agotados que no pueden cursar tráfico el grafo de red a la hora de computar
caminos se ve modificado, de modo que haya que evitar estos recursos. Este hecho
hace que el grafo de red sobre el que hay que computar caminos no sea el grafo
original de la red, y donde era difícil encontrar una topología trampa aparezca una
fácilmente. Por este motivo, es importante ser capaz de evitar las topologías trampa,
porque, si bien, es posible que no existan en el grafo completo de una red si puedan
aparecer cuando hay que tener en cuenta requerimientos de calidad de servicio (QoS)
o cuando al grafo de red se le añade el concepto de SRLG (véase el apéndice A), ya
que en ambos casos el grafo se convierte en un subgrafo de la red.
El principal problema de PCE es la necesidad de implantar y gestionar infraes-
tructura adicional en cada uno de los dominios. Con lo que si se utiliza este tipo
de solución, para realizar LSPs interdominio todos los dominios involucrados están
obligados a realizar modificaciones importantes en su red y en la forma de planificar-
la. Además, como se ha citado, es improbable que los operadores estén dispuestos a
federar elementos que pueden desvelar las capacidades de sus rutas, ya que pese a
plantearse como objetivo de diseño la posibilidad de ocultar detalles internos de la
red en las consultas, la sola respuesta afirmativa o negativa a una consulta permite
inferir información. Otro problema secundario es que debido a que el elemento que
realiza la computación no son los nodos de red en sí mismos, si no en un elemento
externo (PCE), es posible que desde que se computó el LSP hasta que se señaliza
algún recurso se haya ocupado y se requiera una recomputación del LSP, luego, en
algún caso, puede llegar a ser necesario utilizar técnicas de crankback entre PCEs
para recalcular el camino, cayendo, aunque en menor medida, en los problemas antes
mencionados, pudiéndose convertir, además, en puntos únicos de fallo.
Otro problema importante a tener en cuenta y que en [83] se soslaya es que el
retardo en computar y señalizar los LSPs utilizando PCE es mayor que en otras téc-
nicas, como por ejemplo las “combinadas”, en las que el cómputo y la señalización
se realizan en un sólo paso [74]. Se requiere de tres pasos, uno de computación,
otro de establecimiento, y otro de resolución de “token”, para todo el proceso. En un
primer paso, la petición de cómputo se propaga de PCE en PCE desde el PCE del
AS origen al de destino para volver al nodo origen con el cálculo del camino reali-
zado. Una vez que el origen tiene el camino calculado inicia la fase de señalización
(segundo paso), pero en cada LSR de entrada a un origen se debe consultar al PCE
local cuál es el camino a utilizar dentro del dominio (tercer paso). Este último paso
es necesario si se utilizan identificadores opacos de caminos (o “tokens”) para ser
compartidos entre dominios y así preservar la privacidad entre dominios.
En los esquemas distribuidos o “por dominio”, como ARO o PPRO, el cómputo
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y señalización se pueden realizar en un único paso o a lo sumo en dos. La única
ventaja real de PCE es la obtención de la solución óptima con el coste de una mayor
complejidad, a costa de incluir infraestructura importante adicional en la red.
En base a estos inconvenientes y los escenarios de uso se han elaborados los
objetivos generales de esta Tesis Doctoral.
3.4. Objetivos
El objetivo principal de esta Tesis Doctoral es estudiar los retos técnicos de
los sistemas de protección en escenarios de red IP-MPLS multidominio y proponer
soluciones simples y viables en la práctica a los mismos. Este objetivo principal se
concreta en los siguientes objetivos particulares:
Encontrar un algoritmo de búsqueda de caminos disjuntos interdominio que
evite las topologías trampa, evitando costosas soluciones de tipo PCE.
Procurar que el algoritmo a su vez no necesite un mecanismo de crankback
para conseguir su proposito en el 100 % de los casos posibles.
Definir un mecanismo de señalización completo para el establecimiento de los
caminos disjuntos, principal y respaldo, que contemple el algoritmo propues-
to. Para el caso interdominio y el caso interárea.
Proponer una modificación de BGP que permita computar AS_PATHs disjun-
tos que permita computar los caminos principal y de respaldo disjuntos de un
modo sencillo.
Estudiar una alternativa PCE, proponiendo mecanismos distribuidos que sean
más eficientes que PCE en el intercambio de información y tiempo de esta-
blecimiento, cumpliendo con los requisitos de aislamiento y privacidad de los
dominios involucrados.
Analizar las posibilidades reales de utilizar p-ciclos para realizar protección
multidominio.
Parte II
Propuestas de mecanismos de soporte




Cómputo de caminos disjuntos entre
pares de nodos en el interior de un
dominio
En este capítulo se va a explicar y demostrar el funcionamiento de un algoritmo
de búsqueda de caminos disjuntos entre dos pares de nodos. En nuestro caso se tra-
tará de dos nodos de entrada a un dominio y dos nodos de salida del mismo dominio,
pero podrían ser cuatro nodos cualesquiera. Tras una introducción al problema que
se intenta resolver y una exposición de la notación que se utilizará posteriormente,
se presenta el algoritmo y su funcionamiento. Tras unos ejemplos ilustrativos se de-
mostrará formalmente que, cumplidas las condiciones de partida, siempre se obtiene
una solución válida mediante el algoritmo propuesto. Analizando las propiedades
del algoritmo se demostrará que éste obtiene una solución siempre que ésta exista,
incluso cuando no se cumplan las condiciones de partida antes mencionadas. Segui-
damente se realiza un breve análisis de la posible generalización del algoritmo para
más de dos pares de nodos. En las conclusiones finales se destacarán las propiedades
del algoritmo.
En el capítulo 5 se presentará un mecanismo de protección multidominio basado
en la utilización de este algoritmo.
4.1. Introducción
Antes de abordar el cómputo de caminos disjuntos extremo a extremo que pasen
por varios dominios en los siguientes capítulos, es preciso abordar el cálculo de
caminos disjuntos dentro de un único dominio, desde un par de nodos de entrada a
un par de nodos de salida. Para ello suponemos un dominio cualquiera, como por
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ejemplo, el dominio K de la figura 4.1. El objetivo es obtener un par de caminos
disjuntos que unan los nodos de entrada, ek1 y e
k





manera distribuida, es decir, no se supone la existencia de un PCE que compute el
par de caminos óptimo, y teniendo en cuenta que cada router puede tener una visión






Figura 4.1: Dominio con dos nodos de entrada y dos nodos de salida
Dados estos dos pares de nodos pueden darse dos conjuntos de soluciones; pri-
mera, dos caminos disjuntos, uno entre e1 y s1 (Ps{e1,s1}) y otro entre e2 y s2 (P
s
{e2,s2});
y segunda, uno entre e1 y s2 (Ps{e1,s2}) y otro entre e2 y s1 (P
s
{e2,s1}). En la figura 4.2
se muestra una representación gráfica de estos caminos, caminos que, en realidad,
consisten en una secuencia de nodos y enlaces desde uno de los nodos de entrada













Figura 4.2: Soluciones posibles
El algoritmo presentado a continuación es capaz de determinar una de las dos
soluciones posibles presentadas anteriormente a partir de la información proporcio-
1A partir de este momento, cuando sólo haya un dominio y no haya lugar a la ambigüedad se
utilizará ei (si) en lugar de eki (s
k
i ).
2A partir de este momento, por simplicidad de notación, se utilizará P1,2 como alternativa de
P{e1,s2} en los contextos donde no haya ambigüedad.
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nada, de manera independiente, por los nodos de entrada al dominio. Esta informa-
ción, por parte de cada uno de los nodos de entrada, no es más que un par de caminos
disjuntos hasta cada uno de los nodos de salida (véase la figura 4.3). Por tanto, P1,1
y P1,2 son dos caminos disjuntos desde e1 hasta s1 y s2 respectivamente. De igual









Figura 4.3: Dos pares de caminos disjuntos, un par desde cada nodo de entrada a los
nodos de salida
A partir de estos cuatro caminos, facilitados de manera independiente por los no-
dos de entrada, y por medio del algoritmo que se va a presentar es posible computar
dos caminos disjuntos entre los nodos de entrada y salida del dominio (figura 4.2).
Antes de explicar el algoritmo se van a detallar cuáles son los requisitos previos
del mismo para poder ser aplicado.
4.2. Requisitos previos
Ya se ha explicado el objetivo del algoritmo; a partir de la información que de
manera independiente proporciona cada nodo de entrada de un dominio a la entidad
que ejecuta el algoritmo éste computa dos caminos disjuntos entre los nodos de
entrada y salida de dicho dominio. La información que proporciona cada uno de los
nodos de entrada es un par de caminos disjuntos desde ese nodo hasta los nodos de
salida (i.e. P1,1 y P1,2 para el nodo e1 en el ejemplo de la figura 4.3).
Para que los nodos de entrada puedan calcular estos caminos deben disponer del
grafo de red de todo el dominio. Si en el dominio existen herramientas de ingeniería
de tráfico, y así debe ser para poder computar y crear caminos de respaldo, se uti-
lizará un protocolo de encaminamiento basado en estado de enlaces, como OSPF o
IS-IS. Estos protocolos proveen a todos los nodos de la red la información topológica
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necesaria.
Como ya se aclaró en el capítulo de introducción, dominio aquí se refiere a un
conjunto de elementos de red que forman parte del mismo contexto administrativo,
como, por ejemplo, un Sistema Autónomo o un área IGP.
Disponiendo del grafo del dominio cada nodo de entrada, éste sólo necesita eje-
cutar un algoritmo de búsqueda de caminos disjuntos, como el propuesto por Suur-
balle [9], para obtener los caminos disjuntos a los nodos de salida.
Dados estos cuatro caminos el algoritmo es capaz de computar dos caminos dis-
juntos entre los dos pares de nodos, entrada y salida. Por tanto, siempre que sea
posible computar P1,1, P1,2, P2,1 y P2,2 será posible encontrar ese par de caminos
disjuntos entre los nodos de entrada y los de salida. La pregunta que cabe hacerse
ahora es cuándo es posible encontrar aquellos.
En el apéndice A hay desarrollado un pequeño estudio sobre redes k-conectadas.
En el caso particular de las redes 2-conectadas podemos definirlas de la siguiente
manera.
Definición 4.1. Una red es 2-conectada si el grafo de la red permanece conectado
si se eliminan menos de 2 nodos del grafo.
Una consecuencia directa de esta definición es que:
Definición 4.2. Una red 2-conectada es una red en la que entre todo par de nodos
de la red existen al menos dos caminos disjuntos que los unen.
Proposición 4.1. Si se añade un nuevo nodo conectado a dos nodos de una red
2-conectada la nueva red sigue siendo 2-conectada.
Demostración. La red de la figura 4.4 se muestra una red 2-conectada a la que se le





Figura 4.4: Añadiendo un nuevo nodo a una red 2-conectada.
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Como se ha dicho en la definición 4.1 una red 2-conectada lo es si al eliminar
un nodo la red sigue conectada. Se probarán todas las posibilidades de los nodos
implicados:
1. Si se elimina el nodo añadido n sigue quedando la red original, que es 2-
conectada y, por tanto, la red sigue conectada.
2. Si se elimina el nodo 1 la red original sigue conectada puesto que era 2-
conectada y al eliminar un nodo no se desconecta y el nodo nuevo n sigue
conectado a la red por medio de 2. Por tanto, la red, después de eliminar el
nodo 1, sigue conectada
3. Si se elimina el nodo 2 estamos en el mismo caso anterior.
Eliminando cualquiera de los tres nodos involucrados en el “crecimiento de la
red” esta sigue manteniéndose conectada, por tanto, la red resultante es 2-conectada.
Lema 4.1. En una red 2-conectada siempre es posible encontrar P{e1,s1} y P{e1,s2}
disjuntos entre sí, y P{e2,s1} y P{e2,s2} también disjuntos entre sí.
Demostración. Para la demostración basta con demostrar que desde un nodo cual-
quiera, e.g. e1, es posible encontrar dos caminos disjuntos a otros dos nodos cuales-
quiera, e.g. s1 y s2, si la red es 2-conectada.
En la figura 4.5 se puede ver un esquema de la situación planteada. Se ha aña-






Figura 4.5: Caminos disjuntos en una red 2-conectada.
Según la definición 4.2 entre todo par de nodos de una red 2-conectada es posible
establecer dos caminos disjuntos. En particular, es posible hacerlo entre e1 y n. Como
s1 y s2 son los dos únicos nodos que conectan a n con el resto de la red cada uno
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de estos caminos disjuntos deberá pasar por uno de los nodos, y sólo uno de ellos.
Tenemos entonces dos caminos disjuntos que comienzan en e1 y uno de ellos pasa
por s1 y el otro por s2.
Por tanto una red 2-conectada es condición suficiente (no es necesaria) para po-
der utilizar el algoritmo, puesto que es una red sobre la que se puede calcular los
caminos de partida.
Parece razonable pensar que una red sobre la que se quiere realizar protección de
enlaces y nodos, tanto a nivel intradominio como interdominio, sea suficientemente
redundante como para poder proveer caminos alternativos entre todos los nodos, es
decir, que al menos sea 2-conectada.
A continuación, se explica la notación utilizada, tanto en el algoritmo y la de-
mostración que se detallan a continuación, como en la generalización del algoritmo
a N nodos que se realiza posteriormente.
4.3. Notación utilizada
Ne es el número de nodos de entrada del dominio.
Ns es el número de nodos de salida del dominio.
Pi, j =< i,n2,n3, . . . ,nm−1, j > es el camino entre el nodo de entrada i y el nodo
de salida j.
Pi, j ⊥ Px,y indica que los caminos Pi, j y Px,y no tienen ningún elemento en
común, con la posible excepción del primer y/o último elemento, es decir,
puede ocurrir que i = x y/o j = y. Comiencen o finalicen en el mismo nodo
estos caminos no se cortan en ningún otro punto, es lo que se denominará
caminos disjuntos.
Pi, j 6⊥ Px,y indica que los caminos Pi, j y Px,y tienen algún elemento intermedio
en común, es decir, no son disjuntos.
Psi, j es un camino solución que une el nodo de entrada i con el nodo de salida
j.
• Como máximo un camino solución puede salir de cada nodo de entrada
y como máximo un camino solución puede llegar a cada nodo de salida.
• Además, todos los Psi, j son disjuntos entre sí (por eso son solución).
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Por ejemplo, en el caso de dos nodos de entrada (Ne = 2) y dos nodos
de salida (Ns = 2), como en la figura 4.3, hay dos conjuntos de solucio-













} se refiere a
cualquiera de ellas.
• Los n caminos solución también se pueden denotar como 〈P1, . . . ,Pn〉s en
el caso de que el punto de origen y destino sea indiferente. Así por tanto
en el caso de que sean dos los caminos solución, estos vendrán indicados
por 〈P1,P2〉s.




. Se entiende por primer cruce como el primer nodo o enlace3 común
a ambos caminos comenzando por i.







, o de modo simplifica-
do, Pi, j ⊕ x,y, denota el camino construido por la concatenación del segmento
constituido por Pi, j desde su inicio hasta su cruce con Px,y y el segmento dado
por Px,y desde su cruce con Pi, j hasta el final. Es un camino, por tanto, que
comienza en i y termina en y, Pi,y.
4.4. Algoritmo propuesto. Algoritmo de las Parejas
Disjuntas.
En este apartado se presentará un algoritmo para el cálculo de caminos disjuntos







} a partir de los Pi, j proporcionados por los nodos de entrada.
Este algoritmo se denomina APD (Algoritmo de las Parejas Disjuntas).
En los próximos capítulos de esta Tesis Doctoral se verán algunas de las posibles
aplicaciones de este algoritmo, pero el escenario que lo motivó se describe a conti-
nuación. En una situación multidominio, existe un dominio X que necesita que un
camino principal y uno de respaldo pasen por un dominio K, estos deben ser disjun-
tos dentro de este dominio. El dominio X tiene constancia de la existencia de ek1 y
3El primer elemento en común de dos caminos puede ser un enlace, aunque no provengan del
mismo nodo o terminen en el mismo nodo, ya que pueden ir por la misma zanja física y compartir el
mismo SRLG.
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ek2, pero no del grafo interno del dominio K, grafo que además K no va a facilitar
a X . Si no hay presencia de PCEs en los diferentes dominios, el cómputo debe ser
distribuido, pero ya se ha visto que en los cómputos distribuidos existentes es fácil
caer en trampas topológicas (sección 2.4.4).
Si ek1 y e
k
2 calculan de manera independiente dos caminos disjuntos, uno a cada
uno de los nodos de salida, sk1 y s
k
2, cualquier nodo que disponga de estos cuatro
caminos utilizando este algoritmo es capaz de obtener siempre dos caminos disjuntos
entre los nodos de entrada y salida del dominio K.
La información de entrada al algoritmo son Pek1,sk1 , Pek1,sk2 , Pek2,sk1 y Pek2,sk2 , o, simple-
mente, P1,1, P1,2, P2,1 y P2,2 tal que P1,1 ⊥ P1,2 y P2,1 ⊥ P2,2. Con esta información,







El algoritmo APD consiste en dos pasos:








y escoger aquellas que sean disjuntas.
a) Si ninguna es disjunta ir al paso 2.
b) Elegir la de menor coste4. El algoritmo termina.
2. Si existe el correspondiente cruce, computar las siguiente parejas de caminos
〈
P1,1, [P2,2 ⊕ 1,2]
〉
(4.3)〈
P1,2, [P2,2 ⊕ 1,1]
〉
(4.4)〈
[P1,1 ⊕ 2,2] , P2,1
〉
(4.5)〈
[P1,1 ⊕ 2,1] , P2,2
〉
(4.6)
y escoger aquellas que sean disjuntas.
a) Elegir la de menor coste. El algoritmo termina.
4El coste puede estar definido de diversas maneras, i.e. el conjunto de los dos caminos sea el de
menor número de saltos o aquel en el que el camino principal sea el de menor número de saltos








Figura 4.6: Ejemplo 1 de utilización del algoritmo APD. Paso 1.
Teorema 4.1. Si se disponen de un par de caminos disjuntos, P1,1 y P1,2, desde un
nodo, e1, hasta otros dos nodos, s1 y s2, y de otro par de caminos disjuntos, P2,1 y
P2,2, desde otro nodo, e2, hasta los mismos dos nodos anteriores, s1 y s2, entonces
siempre es posible obtener un par de caminos desde e1 y e2 hasta s1 y s2 disjuntos
entre sí.
La demostración de este teorema y del correcto funcionamiento del algoritmo
APD se realiza en la sección 4.4.2. Previamente se muestran algunos ejemplos de
funcionamiento del algoritmo.
4.4.1. Ejemplos
En este apartado se muestran algunos ejemplos de funcionamiento del algoritmo
APD.
Ejemplo 1 En la figura 4.6 se puede ver una red simple utilizada para mostrar un
sencillo ejemplo de uso del algoritmo APD.
Del grafo de la red se puede ver que los caminos disjuntos computados por e1 y
e2 serían
P1,1 = e1−R1−R2− s1
P1,2 = e1−R3−R5− s2
—————–
P2,1 = e2−R3−R2− s1
P2,2 = e2−R4−R5− s2
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Figura 4.7: Ejemplo 2 de utilización del algoritmo. Pasos 1 y 2.
de tal modo que P1,1 y P1,2 sean disjuntos (P1,1 ⊥ P1,2), y P2,1 y P2,2 también
disjuntos (P2,1 ⊥ P2,2).
Ejecutando el algoritmo y empezando por el paso 1, tenemos las parejas:
Pareja 1 (P1,1, P2,2) = (e1−R1−R2− s1, e2−R4−R5− s2)
Pareja 2 (P1,2, P2,1) = (e1−R3−R5− s2, e2−R3−R2− s1)
La pareja 2 no es disjunta, con lo que ésta se descarta. De modo que sólo queda
la pareja 1, por lo que la solución del algoritmo es directamente la pareja 1.
Solución:
Ps1,1 = P1,1 = e1−R1−R2− s1
Ps2,2 = P2,2 = e2−R4−R5− s2
Ejemplo 2 Con ayuda de la red de la figura 4.7 se presenta ahora un ejemplo más
de utilización del algoritmo APD que requiere ir al paso 2.
En este caso los caminos disjuntos calculados por e1 y e2 son
P1,1 = e1−R1−R3− s1
P1,2 = e1−R2−R4− s2
—————–
P2,1 = e2−R2−R1− s1
P2,2 = e2−R4−R3− s2
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Aunque estos no sean los caminos disjuntos óptimos dado el grafo de red de
la figura, la condición de disjuntez, unido a condiciones de QoS o políticas locales
en e1 y e2 puede llevar a que el cómputo resulte en los caminos propuestos en el
ejemplo.
Ejecutando el algoritmo y empezando por el paso 1 se tienen las parejas:
Pareja 1 (P1,1, P2,2) = (e1−R1−R3− s1, e2−R4−R3− s2)
Pareja 2 (P1,2, P2,1) = (e1−R2−R4− s2, e2−R2−R1− s1)
Ninguna de las parejas es disjunta, luego ninguna sirve como solución. Se debe
ejecutar el paso 2 del algoritmo, lo que hace calcular las parejas:
Pareja 3 (P1,1, P2,2 ⊕ 1,2) = (e1−R1−R3− s1, e2−R4− s2)
Pareja 4 (P1,2, P2,2 ⊕ 1,1) = (e1−R2−R4− s2, e2−R4−R3− s1)
Pareja 5 (P1,1 ⊕ 2,2, P2,1) = (e1−R1−R3− s2, e2−R2−R1− s1)
Pareja 6 (P1,1 ⊕ 2,1, P2,2) = (e1−R1− s1, e2−R4−R3− s2)
(NOTA: Se ha marcado en negrita el nodo de cruce)
Las parejas 4 y 5 no son disjuntas, por lo que se descartan; en cambio las parejas
3 y 6 sí lo son, y ambas con el mismo coste, por tanto, la solución del algoritmo es,
por ejemplo, la pareja 6.
Solución:
Ps1,1 = e1−R1− s1
Ps2,2 = e2−R4−R3− s2
Nótese que el ejemplo propuesto es un caso extremo en el que los caminos ofre-
cidos por e1 y e2 se cruzan todos con todos. Es un ejemplo del caso peor de cruces
entre caminos, pero es un buen ejemplo de funcionamiento del algoritmo propuesto.
Como puede verse la solución obtenida no es óptima, puesto que pasar simple-
mente por R1 para Ps1,1 y R4 para P
s
2,2 tiene menor coste. Si bien, la solución compu-
tada utiliza los caminos computados por e1 y e2, respetando por tanto el cómputo
de estos . Esta solución es un compromiso entre obtener una solución, minimizar el
coste y respetar los caminos originales computados por e1 y e2. Recordemos que los
caminos de los que se parte en este ejemplo no son los óptimos, pero esto puede ser
por cumplir requisitos de QoS o criterios locales.
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Figura 4.8: Ejemplo 3 de utilización del algoritmo. Topología trampa.
En la demostración se probará que cumplidas las condiciones de partida siem-
pre existe al menos una solución y que el algoritmo propuesto siempre es capaz de
encontrar una de ellas, además esta la obtiene con un coste computacional peque-
ño. Sin embargo, también es posible reconstruir un grafo parcial con los caminos
obtenidos y ejecutar sobre él un algoritmo de cálculo de caminos disjuntos como
el de Suurballe [9] y obtener así la pareja óptima sin tener en cuenta las decisiones
locales.
Ejemplo 3 En este último ejemplo se muestra cómo actúa el algoritmo ante una
de las topologías trampa que se estudiaron en la sección 2.4.4. En la figura 4.8 se
encuentra redibujada en un esquema de apariencia similar al resto de ejemplos la
topología trampa que se mostró en la figura 2.6.
Como se puede ver, esta red no es una red 2-conectada y además desde e2 no es
posible encontrar un par de caminos disjuntos a los nodos de salida. En este caso e2
computará los caminos “lo más disjuntos posible”5. En la demostración del algorit-
mo (sección 4.4.2) también se demostrará que para poder encontrar una solución no
siempre es necesario que P1,1 y P1,2 sean completamente disjuntos y que P2,1 y P2,2
también lo sean6.
Con lo que tenemos que:
P1,1 = e1−R1−R4− s1
P1,2 = e1−R2− s2
P2,1 = e2−R3−R2− e1−R1−R4− s1
P2,2 = e2−R3−R2− s2
5Tal y como se indicó en el algoritmo
6Piense en el caso en el que la solución es directamente P1,1 y P2,2.
4.4. Algoritmo propuesto. Algoritmo de las Parejas Disjuntas. 49
Ejecutando el algoritmo y empezando por el paso 1 tenemos las parejas:
Pareja 1 (P1,1, P2,2) = (e1−R1−R4− s1, e2−R3−R2− s2)
Pareja 2 (P1,2, P2,1) = (e1−R2− s2, e2−R3−R2− e1−R1−R4− s1)
La pareja 2 no es disjunta, con lo que esta queda descartada. Sólo queda la pare-
ja 1 que sí lo es, con lo que la solución del algoritmo es la pareja 1.
Solución:
Ps1,1 = e1−R1−R4− s1
Ps2,2 = e2−R3−R2− s2
Nótese que se ha evitado la trampa sin caer en ella en primera instancia.
La siguiente sección está dedicada a la demostración de que, cumplidas las con-
diciones de partida, el algoritmo APD siempre encuentra una solución, y que por
tanto dadas las condiciones de partida siempre existe una solución.
4.4.2. Demostración
En este apartado se pretende demostrar el teorema 4.1 y el correcto funciona-
miento del algoritmo APD propuesto.
La demostración se basa en los caminos propuestos en la figura 4.3. Se verá
que todas las posibles situaciones de cruces de caminos que pueden producirse se
solucionan con alguna de las parejas de caminos propuestas en el algoritmo APD
(ecuaciones 4.1 - 4.6). De este modo quedará demostrado que con los datos de par-
tida, P1,1, P1,2, P2,1 y P2,2 existe siempre al menos una solución y que el algoritmo es
capaz de calcularla.
El árbol de los posibles situaciones que se pueden producir, desde el punto de
vista de los cruces entre los caminos, se muestra en la tabla 4.1.
En esta tabla están contenidos todos los posibles cruces entre los cuatro caminos.







existen y son disjuntos siempre que P1,1 ⊥ P1,2 y P2,1 ⊥ P2,2.
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
P1,1 ⊥ P2,2 (1)
P1,1 6⊥ P2,2

P1,2 ⊥ P2,1 (2)
P1,2 6⊥ P2,1

P1,1 ⊥ P2,1, P1,2 ⊥ P2,2 (3)
P1,1 ⊥ P2,1, P1,2 6⊥ P2,2 (4)
P1,1 6⊥ P2,1, P1,2 ⊥ P22 (5)
P1,1 6⊥ P2,1,P1,2 6⊥ P2,2 (6)
(4.7)
Tabla 4.1: Árbol de posibles situaciones desde el punto de vista de los cruces entre
los caminos.
Las situaciones (1) y (2) de (4.7) son triviales. Si P1,1 y P2,2 son disjuntos estos




. De igual mo-





. Estas dos posibles soluciones son las que se han propuesto
como paso 1 del algoritmo.
En las situaciones restantes, de la (3) a la (6) de la tabla 4.1, ocurre que P1,1 6⊥
P2,2 y P1,2 6⊥ P2,1. Para obtener las soluciones de estas situaciones se estudiarán los
siguientes cuatro casos.
Caso A P1,1 ⊥ P2,1, esto es P1,1 y P2,1 no se cruzan. El caso A es válido como so-
lución para las situaciones (3) y (4) de la tabla 4.1. Uno de los dos caminos solución
puede ser Ps2,1 = P2,1, para lo que hay que encontrar el disjunto que vaya desde el
nodo e1 de entrada al nodo s2 de salida, es decir, Ps1,2. Como P1,1 es disjunto a P2,1
(condición de partida del Caso A), se puede utilizar este camino como salida desde
el nodo e1. Hay que llegar al nodo s2 y dado que P1,1 6⊥ P2,2 (condición de partida) se
puede continuar por P2,2 desde el cruce hasta el nodo de salida s2. Debido a que P2,1
y P2,2 son disjuntos se ha encontrado un Ps1,2 = P1,1 ⊕ 2,2 disjunto a P
s
2,1. La solución
del Caso A queda por tanto 〈P1, P2〉s =
〈
[P1,1 ⊕ 2,2] , P2,1
〉
.
Caso B P1,2 ⊥ P2,2, esto es P1,2 y P2,2 son los disjuntos, no se cruzan. Es el ca-
so homólogo al Caso A. Este caso cumple las condiciones de las situaciones (3)
y (5) de la tabla 4.1. El razonamiento es similar al anterior; como primer camino
solución se puede tomar el camino directo Ps1,2 = P1,2. Ahora hay que computar
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Ps2,1, camino que sale de e2 y llega a s1. El camino disjunto a P1,2 que sale de e2
es P2,2 (condición de partida del Caso B). Cuando este se cruza con P1,1 se cambia
de camino para llegar a s1. Es condición de partida que P1,2 y P1,1 son disjuntos.
con lo que Ps2,1 = P2,2 ⊕ 1,1 disjunto a P
s
1,2. La solución del Caso B queda por tanto
〈P1, P2〉s =
〈
P1,2, [P2,2 ⊕ 1,1]
〉
.
Con los Casos A y B se ha dado solución a las situaciones (3), (4) y (5) de la
tabla 4.1. Sólo queda encontrar una solución para la última de las situaciones, la
(6). En esta opción todos los caminos de partida se cruzan con todos, P11 6⊥ P21,
P11 6⊥ P22, P12 6⊥ P21 y P12 6⊥ P22, y es importante tener en cuenta la posición relativa
de los cruces. Si se parte teniendo en cuenta el cruce
P1,1⊕
P2,2
existen 4 opciones, que
este cruce sea anterior o posterior a los otros cruces de P1,1 y P2,2. A continuación












(que es anterior a
P1,1⊕
P2,1











(que es anterior a
P1,2⊕
P2,2







: se corresponde con un nuevo caso a estudiar, el Caso
C. Siguiendo un razonamiento similar a los casos anteriores se tiene que P2,2
es disjunto a P1,1 hasta
P1,1⊕
P2,1
(que es anterior a
P1,1⊕
P2,2








: se corresponde con otro nuevo caso a estudiar, el Caso




(que es anterior a
P1,1⊕
P2,2
) y P2,2 es disjunto a P2,1. También se estudiará
a continuación.
Nótese que en ninguna opción los cruces que se suponen anteriores o posteriores
pueden darse en el mismo punto, puesto que se estarían cruzando en un mismo
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punto, por ejemplo para 1.) P1,1, P2,1 y P2,2, dos caminos que son disjuntos como
condición inicial, en el ejemplo, P2,1 y P2,2. Por lo tanto, estos cruces nunca podrán
ser simultáneos y siempre se producirá una de las cuatro situaciones analizadas.
La situación (6) queda resuelta por alguno de los Casos A, B, C o D. Se han
detallado los dos primeros, a continuación se detallarán los dos últimos.







camino solución puede tomarse Ps2,2 =P2,2. Hay que encontrar un P
s
1,1 disjunto a este,
es decir, que vaya desde el nodo de entrada e1 al nodo de salida s1. Camino disjunto
a P2,2 que salga de e1, al menos hasta que se cruza con él, es P1,1. Para evitar el cruce
con P2,2 y puesto que cruza con P2,1 con anterioridad (condición de partida del Caso
C) el camino cambia en el cruce al camino P2,1, disjunto a P2,2 y que además llega a
s1. Queda, por tanto, como segundo camino solución Ps1,1 = P1,1 ⊕ 2,1 disjunto a P
s
2,2.
Y la solución del Caso C queda por tanto 〈P1, P2〉s =
〈
[P1,1 ⊕ 2,1] , P2,2
〉
.






. Es el Caso hómologo
al Caso C. Como primer camino solución puede tomarse, en este caso, Ps1,1 = P1,1.
Por tanto, hay que encontrar un Ps2,2, camino entre el nodo de entrada e2 al nodo
de salida s2, disjunto a este. En este caso, camino disjunto a P1,1 que salga de e2,
hasta que se crucen, es P2,2. Para evitar el cruce con P1,1 y puesto que cruza con
P1,2 con anterioridad (condición de partida del Caso D) se cambia al camino P1,2
en el cruce, disjunto a P1,1 y que además llega a s2. Queda como segundo camino
solución Ps2,2 = P2,2 ⊕ 1,2 disjunto a P
s
1,1. Y la solución del Caso C queda por tanto
〈P1, P2〉s =
〈
P1,1, [P2,2 ⊕ 1,2]
〉
.
Las parejas solución de estos 4 casos, que resuelven las situaciones (3), (4), (5) y
(6), son las propuestas en el segundo paso del algoritmo. En la Tabla 4.2 se resumen
las diferentes soluciones para todas las situaciones posibles.
4.4.3. Análisis del algoritmo
En la demostración planteada anteriormente realmente se han demostrado dos
cosas; primera, siempre que e1 y e2 puedan calcular de manera independiente dos
caminos disjuntos a los nodos de salida, s1 y s2, existen al menos un par de caminos
disjuntos que unen estos nodos de entrada y salida; y segundo, el algoritmo planteado
es capaz de calcular una de estas soluciones en todos los casos.
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






= 〈P1,1, P2,2〉 (1)
P1,1 6⊥ P2,2







= 〈P1,2, P2,1〉 (2)
P1,2 6⊥ P2,1

P1,1 ⊥ P2,1,P1,2 ⊥ P2,2 ⇒ Caso A y Caso B (3)
P1,1 ⊥ P2,1,P1,2 6⊥ P2,2 ⇒ Caso A (4)
P1,1 6⊥ P2,1,P1,2 ⊥ P2,2 ⇒ Caso B (5)
P1,1 6⊥ P2,1,P1,2 6⊥ P2,2 ⇒ Caso A, Caso B,
Caso C y Caso D (6)
(4.8)
Donde,






= 〈[P1,1 ⊕ 2,2] , P2,1〉 (4.9)






= 〈P1,2, [P2,2 ⊕ 1,1]〉 (4.10)






= 〈[P1,1 ⊕ 2,1] , P2,2〉 (4.11)






= 〈P1,1, [P2,2 ⊕ 1,2]〉 (4.12)
Tabla 4.2: Árbol de posibles situaciones desde el punto de vista de los cruces entre
los caminos con sus soluciones.
Es fácil ver que existen ocasiones en las que hay más de una posible solución. Por
ejemplo, en algún caso la pareja P1,1 ⊕ 2,1 y P2,2 ⊕ 1,2 podría ser una solución válida,
pero no aporta nada a la demostración. Nótese que todas las soluciones propuestas
por el algoritmo tienen al menos uno de los caminos calculados por los nodos de
entrada. De este modo queda un algoritmo sencillo con solución siempre y que tiene
en cuenta las políticas locales de decisión.
Como ya se ha indicado, en el caso de querer prescindir de las políticas locales y
buscar la solución óptima es posible construir un subgrafo con los caminos P1,1, P1,2,
P2,1 y P2,2 y aplicar el algoritmo de Suurballe [9] para obtener la solución óptima.
Una de las suposiciones que se ha realizado es que la red sobre la que se está
trabajando es 2-conectada. A continuación se analizará qué sucede si esta suposición
no es cierta y por tanto no es posible computar caminos disjuntos desde cada nodo
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de entrada a los nodos de salida. O que aún siendo una red 2-conectada la existencia
de requisitos de QoS hace que estos caminos no se puedan computar por falta de
recursos.
4.4.3.1. Falta un camino
Supongamos que uno de los caminos no se ha podido calcular, por ejemplo el
P1,27, o bien no es completamente disjunto con P1,1. En este caso las situaciones se
simplifican, quedan reflejadas en la tabla 4.3.

P1,1 ⊥ P2,2 (1)
P1,1 6⊥ P2,2

P1,1 ⊥ P2,1 (2)
P1,1 6⊥ P2,1 (3)
(4.13)
Tabla 4.3: Árbol de casos posibles desde el punto de vista de los cruces entre los
caminos cuando falta P1,2.
Siguiendo un razonamiento paralelo al realizado durante la demostración del al-
goritmo podemos concluir lo siguiente. La situación (1) sigue siendo trivial, con




. En la situación (2) la solución se co-
rresponde con el Caso A, 〈P1, P2〉s =
〈
[P1,1 ⊕ 2,2] , P2,1
〉




sea anterior o posterior a
P1,1⊕
P2,1
. Si el cruce es anterior, la solución
previa, el Caso A, es válida. En el caso de que sea posterior, entonces la solución se
corresponde con el Caso C, 〈P1, P2〉s =
〈
[P1,1 ⊕ 2,1] , P2,2
〉
.
Las tres soluciones requeridas son parejas propuestas en el algoritmo, por tanto,
no hay que preocuparse a la hora de utilizar el algoritmo de si algún camino falta
o no es disjunto con su pareja, porque aún así existe siempre una solución y se
puede calcular con el algoritmo propuesto. Tenemos pues el siguiente corolario al
teorema 4.1.
Corolario 4.1.1. Con tres de los cuatro caminos disjuntos siempre es posible obte-
ner una solución.
7Para el resto de caminos se puede seguir un razonamiento similar o renombrar los nodos de
entrada y salida para hacer coincidir el camino ausente con el P1,2.








Figura 4.9: Ejemplo 4 de utilización del algoritmo. Caminos de partida no comple-
tamente disjuntos.
4.4.3.2. No hay caminos disjuntos desde cada nodo de entrada
Estudiemos un caso peor, ninguna de las dos parejas es disjunta. Aún así, en al-
gunos casos, todavía se puede encontrar una solución. Si uno de los caminos desde
una de las entradas no existe o comparte gran parte del camino con su par (e.g. P1,1
y P1,2), entonces, los caminos del otro nodo (P2,1 y P2,2 en este ejemplo) deben ser
disjuntos a partir del primer cruce con P1,1 o P1,2, dependiendo de cuál se esté uti-
lizando como parte de la solución. Es por esto que los caminos en cuestión pueden
compartir recorrido hasta que empiecen a cruzarse. Por lo que realmente los cami-
nos calculados por e1 y e2 deben ser lo más disjuntos posible, entendiendo por “lo
más disjuntos posible” que en caso de que no puedan ser completamente disjuntos
es mejor que sea el trayecto final de los caminos el que sea disjunto. Sirva como
ejemplo el propuesto en la figura 4.9.
Para la que tenemos:
P1,1 = e1−R1− s1
P1,2 = e1−R1−R3− s2
P2,1 = e2−R2−R3− s1
P2,2 = e2−R2− s2
Ejecutando el algoritmo y empezando por el paso 1 se tienen las parejas:
Pareja 1 (P1,1, P2,2) = (e1−R1− s1, e2−R2− s2)
Pareja 2 (P1,2, P2,1) = (e1−R1−R3− s2, e2−R2−R3− s1)
La pareja 2 no es disjunta, con lo que esta se descarta. Sólo queda la pareja 1 que
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sí lo es, con lo que la solución del algoritmo es la pareja 1.
Solución:
Ps1,1 = e1−R1− s1
Ps2,2 = e2−R2− s2
Se ha visto que si la red es 2-conectada siempre es posible encontrar los Pi, j y
que a partir de estos, se ha demostrado que, siempre es posible encontrar un par de
caminos disjuntos. Pero qué ocurre si existe una solución, y la red no es 2-conectada,
¿es posible computar siempre esta solución utilizando el algoritmo descrito?.
Ya se ha visto que aún en el caso de que uno de los cuatro caminos no esté pre-
sente siempre existe una solución. Entonces hay que analizar casos más restrictivos
que este, partiendo de que al menos hay un par de caminos disjuntos entre los nodos
de entrada y salida, es decir, existe al menos una solución válida. Para ello se ana-
lizarán estos casos y se verá que siempre se obtienen los caminos suficientes para
llegar a la solución.
El peor caso es cuando sólo hay una solución posible al problema, es decir sólo






}. Para los ejemplos se va a utilizar Ps1,1 y




2,2. Hay que asegurar que los
nodos y enlaces que forman estos caminos forman parte de los los Pi, j. Existen tres
posibles situaciones, que Ps1,1 y P
s
2,2 sean los únicos caminos que unan los nodos de
entrada y salida, que existan varios y no se elijan estos por e1 y e2 o que existan
varios y sí se elijan.
El primer caso es trivial, si son los únicos caminos e1 calculará como camino a s1
el único existente, P1,1 = Ps1,1, lo mismo ocurrirá con P2,2 = P
s
1,1, siendo indistintos
los otros caminos calculados, P1,2 y P2,1, puesto que P1,1 y P2,2 son solución.
En el caso de que existan más opciones que unan los nodos de entrada con los
de salida pero los nodos de entrada no elijan los caminos solución y los elegidos no
sirvan para tal fin es porque P1,1 y P2,2 se cortan en algún punto. Este punto de corte
asegura que hay un posible camino entre e1 y s2 y entre e2 y s1, con lo que existirían
y los nodos de entrada podrían calcular los caminos P1,2 y P2,1. Si estos caminos
siguen a sus homólogos hasta el cruce y a partir de ahí continúan por el otro camino
lo que ocurre es que, por ejemplo, P1,2 coincide con P1,1 hasta su cruce con P2,2 y
a partir del cruce continúa por P2,2 hasta s2. En esta situación en realidad la única
información que se tiene son los caminos P1,1 y P2,2, puesto que los otros dos son
coincidentes en todo momento con parte de estos. Pero esta situación no puede darse
porque e1 y e2 deben calcular sus caminos lo más disjuntos posibles y en este caso
existen dos caminos más disjuntos, puesto que hay una alternativa más (el camino
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solución) para llegar a los nodos de salida. De este modo P1,1 y P1,2 no serían tan
coincidentes y el algoritmo APD obtendría la solución.
Veamos un ejemplo. En la figura 4.10 se muestra esta situación; la única solución
posible sería P∗1,1 = e1−R1−R4− s1 y P∗2,2 = e2−R2−R5− s2. La elección de
caminos que podría elegir e1 que no funcionaría sería P1,1 = e1−R1−R3−R4−s1 y
P1,2 = e1−R1−R3−R5−s2 si además e2 elige P2,1 = e2−R2−R3−R4−s1 y P2,2 =
e2−R2−R3−R5−s2. Pero e1, y e2, no elegirían este par de caminos puesto que hay
otra pareja más disjunta, P1,1 = e1−R1−R4− s1 y P1,2 = e1−R1−R3−R5− s2, en











Figura 4.10: Solución única.
Por tanto, si se mantiene la máxima de que los caminos calculados sean lo más
disjuntos posible siempre que exista una solución el algoritmo APD será capaz de
obtenerla.
Definición 4.3. Dos caminos que parten de un mismo origen son lo más disjuntos
posibles si en el caso de no poder ser completamente disjuntos si la parte de camino
común es lo más pequeña posible, compacta y situada en el inicio de los caminos.
4.5. Generalización
En este apartado se va a realizar un breve estudio del caso general en el que
se desea calcular N caminos disjuntos entre los nodos de entrada, ei, y los nodos de
salida, s j. Hay Ne nodos de entrada y Ns nodos de salida, y todos los nodos de entrada
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Figura 4.11: Caminos disjuntos desde cada nodo de entrada a los nodos de salida.
Caso general
han calculado los Ns caminos disjuntos, uno a cada nodo de salida, necesarios. En la
figura 4.11 se muestra un esquema de la situación de partida.
Bajo estas condiciones existen tres posibles situaciones;
Ne = Ns Si el número de nodos de entrada y salida son el mismo, entonces el número
de caminos disjuntos, N, que se pueden trazar es N = Ne = Ns.
Ne < Ns Si el número de nodos de entrada es menor que el número de nodos de
salida entonces sólo se podrán calcular N = Ne caminos disjuntos, puesto que
estos ocuparán cada uno un nodo de entrada, cualquier camino de más necesi-
taría repetir nodo de entrada y dejaría de ser disjunto.
Ne > Ns Si el número de nodos de entrada es mayor que el número de nodos de
salida entonces sólo se podrán calcular N = Ns caminos disjuntos, puesto que
estos ocuparán cada uno un nodo de salida, cualquier camino de más necesi-
taría repetir nodo de salida y dejaría de ser disjunto.
En los dos últimos casos se puede realizar una preselección de qué nodos de
entrada y salida se quieren interconectar.
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Aquí sólo se tratará de mostrar que es posible obtener los caminos disjuntos a
partir de la información de partida. No se va a realizar una demostración exhaustiva
puesto que este caso no tiene especial interés en la realización de esta tesis doctoral.
Posibles aplicaciones para este tipo de cálculo podría ser realizar reparto de carga
en conexiones interdominio entre distintos caminos. Al igual que en el caso de 2
nodos los caminos de partida calculados por los nodos de entrada deben ser lo más
disjuntos posible, pudiendo alguno de ellos ni siquiera haber sido calculado.
Se deben encontrar N caminos disjuntos de entre los N2 caminos computados
por los nodos de entrada, estos caminos pueden cruzarse entre sí. Sólo se analizarán
dos posibles casos, aquel en el que ningún camino se cruza con ningún otro camino,
y aquel en el que todos los caminos se cruzan con todos.
En el primer caso, es posible elegir directamente los Pi,i directamente como so-
lución, puesto que al no cruzarse con ninguno son disjuntos con todos.
En el segundo caso, todos los caminos se cruzan con todos, esta situación se
corresponde con una red tipo crossbar. En un crossbar siempre es posible conectar
cualquier entrada con cualquier salida sin necesidad de compartir los caminos [84].
4.6. Conclusiones
En este capítulo se ha presentado un algoritmo para computar dos caminos dis-
juntos dentro de un dominio, desde dos nodos de entrada a dos nodos de salida.
Para poder realizar estos cálculos el algoritmo se basa en los caminos computados
de manera independiente por cada uno de los nodos de entrada al dominio, lo que
permitiría poder computar caminos disjuntos dentro del dominio sin necesidad de
compartir toda la información topológica de la red.
El algoritmo de cómputo propuesto respeta al máximo las decisiones locales de
los nodos de entrada, intentado ajustarse al máximo a los caminos propuestos por
los nodos de entrada.
Se ha visto cómo utilizando esta metodología es posible computar un par de ca-
minos disjuntos siempre que estos existan, es decir, si hay una solución el algoritmo
es capaz de computarla sin caer en ninguna trampa y, por tanto, sin necesidad de
utilizar mecanismos de backtracking.
Se ha generalizado la utilización del algoritmo al cómputo de N caminos disjun-
tos, aunque esta aplicación no tiene interés en el marco de esta Tesis Doctoral.
La metodología propuesta está indicada para ser utilizada dentro de un dominio.
En capítulos siguientes se verá cómo utilizarla para resolver problemas multidomi-
nio.
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Capítulo 5
Cómputo de caminos disjuntos por
áreas IGP
En este capítulo se va a explicar cómo utilizar las propiedades del algoritmo ex-
puesto en el capítulo 4 en un mecanismo distribuido de cómputo de caminos disjun-
tos extremo a extremo. Para ello primero se explicará dicho mecanismo propuesto
mediante un ejemplo. A continuación, se procederá a explicar cómo utilizar este me-
canismo incluso cuando los dominios estén divididos en diferentes áreas OSPF, lo
que implica sólo un conocimiento parcial de la red interior. Para esta tarea también
se utilizará el algoritmo del capítulo 4. Por último, se incluye un resumen junto a las
conclusiones finales de este capítulo.
5.1. Introducción
Ya se ha visto al hablar sobre los mecanismos PPRO y ARO1 que el problema de
éstos es la posibilidad de caer en trampas topológicas. También se hizo hincapié en
que utilizando PCE esto podía ser evitado computando todos los posibles caminos
en cada dominio para elegir de cada dominio aquellos que resulten en los cami-
nos extremo a extremo óptimos, sin embargo con algunos problemas y carencias,
comentadas en 2.4 y 3.
Si no se dispone de un PCE en cada dominio entonces es necesario utilizar un
mecanismo distribuido. La característica común de los mecanismos distribuidos vis-
tos es que el LSR de entrada de un dominio es el que computa el tramo del LSP
dentro de su dominio. Este hecho fuerza el punto de entrada al siguiente dominio,
lo que permite la caída en trampas topológicas que obligan a utilizar mecanismos de
cranckback que dificultan y retardan el establecimiento de los caminos. existen dos
1Sección 2.4.
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formas de evitar este tipo de problematica; Primera, que el LSR de entrada compute
todos los posibles pares de caminos disjuntos dentro del dominio, desde cada posible
par de LSRs de entrada a cada posible par de LSRs de salida. Segunda, simplificar el
método anterior de modo que sea más escalable y que a la vez no caiga en trampas
topológicas.
Para poder utilizar la primera de ellas es necesario que el LSR de entrada tenga
conocimiento del grafo completo de toda la red. Si el dominio, Sistema Autónomo,
está dividido en áreas IGP, entonces esto no ocurre, el LSR de entrada no tiene el
conocimiento suficiente de la red como para poder computar todos esos caminos
disjuntos, de hecho es posible que no tenga conocimiento ni para calcular un par de
ellos y tenga que recurrir a un mecanismo de cómputo interdominio.
5.2. Mecanismo de cómputo distribuido y estableci-
miento de caminos disjuntos utilizando el algo-
ritmo propuesto en el capítulo 4
En esta sección se propone un posible mecanismo de descubrimiento y señaliza-
ción de dos caminos disjuntos interdominio utilizando las características del algorit-
mo detallado en el capítulo 4. Es posible proponer diferentes mecanismos que explo-
ten las características del algoritmo; aquí presentaremos el que, en nuestra opinión,


























Figura 5.1: Esquema de cómputo distribuido de caminos disjuntos utilizando el al-
goritmo propuesto en el capítulo 4.
Para ejemplificar el mecanismo general se utilizará la red de la figura 5.1, como
puede verse se indican los mensajes de PATH y RESV, con un número se indica la
secuencia de los mensajes. El LSR O, del dominio AS O, quiere computar y estable-
cer dos caminos interdominio disjuntos, un camino principal y otro de respaldo, con
el LSR D, del dominio AS D. Como puede verse en la figura esto implica pasar por
los dominios AS A y AS B.
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Ya se ha visto que utilizando los mecanismos de PPRO y ARO, sección 2.4, es
posible caer en una trampa topológica. Gracias al algoritmo del capítulo 4 y al me-
canismo distribuido de cómputo explicado a continuación es posible calcular estos
caminos sin caer en una trampa topológica.
El LSR O computa dos caminos disjuntos, uno a cada uno de los nodos de entra-
da del siguiente AS, el que le permite alcanzar D: eB1 y eB32. Una vez computados
envía un mensaje de PATH a uno de ellos, el elegido para el camino principal, e.g.
eB1, con los caminos computados. Estos caminos se incluyen en un nuevo obje-
to RSVP-TE, el DPMMO (Disjoint Paths Multiples Origins Multiples Destinations
Object), explicado en el anexo B.2.
Cuando eB1 recibe el mensaje de PATH este obtiene (computa o recibe) de cada
LSR de entrada del dominio (sólo aquellos que además comparten dominio “previo”,
AS 0, con eB1) los caminos disjuntos hasta los LSRs de entrada del dominio siguien-
te, ASA3. Estos caminos se corresponden con eB1−eA1, eB1−eA2 y eB1−eA3 por
un lado y eB3− eA1, eB3− eA2 y eB3− eA3 por otro. Cada uno de los grupos son
disjuntos entre sí.
Existen dos posibilidades; primera, cuando eB1 es capaz de computar todos estos
caminos debido a que todos los nodos involucrados forman parte del mismo domi-
nio y este LSR tiene acceso al grafo completo de la red. Segunda, cuando eB1 no
es capaz de computar estos caminos porque el dominio está dividido en diferentes
áreas IGP. En este caso eB1 podrá recibir esta información del modo explicado en la
siguiente sección.
Una vez obtenidos estos caminos, eB1 los incluye en el mensaje de PATH, en
el correspondiente objeto DPMMO, y lo reenvía a uno de los nodos de entrada del
siguiente dominio, e.g. eA1.
Este LSR, eA1, puede obtener, al igual que eB1, los distintos caminos disjuntos
en el interior de su dominio, eA1− eD1 y eA1− eD3 por un lado, eA2− eD1 y
eA2− eD3 por otro y, por último, eA3− eD1 y eA3− eD3, disjuntos por origen.
Estos caminos pueden ser incluidos en un nuevo objeto DPMMO y añadirlo al
mensaje de PATH o bien puede, utilizando los caminos del objeto DPMMO existente
en el mensaje de PATH que le llegó, utilizar el algoritmo del capítulo 4 y obtener
los caminos disjuntos (por origen) que engloben los dos dominios, eB1− eD1 y
eB1−eD3 por un lado y eB3−eD1 y eB3−eD3 por otro. Estos caminos se incluyen
en un nuevo objeto DPMMO que sustituye al antiguo. De este modo se consiguen
compactar los datos sin perder información.
2En el caso de haber sólo un área interior esta tarea es trivial, si el AS es multiárea se puede
utilizar el mecanismo explicado en la sección 5.3.
3Nótese que cada grupo de caminos disjuntos desde un LSR de entrada a los diferentes LSRs de
salida tiene el mismo color en la figura, y diferente al resto de colores. Estos son los caminos que
sirven de entrada al algoritmo del capítulo 4.
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Una vez realizado esto el mensaje de PATH llega a eD1. Este último LSR calcula,
gracias al algoritmo y la información contenida en el mensaje de PATH, los dos
caminos disjuntos a utilizar entre < sO1,sO2 > y < eD1,eD2 >, añade los caminos
computados por el LSR O y añade los que él compute entre eD1 y D y eD2 y D.
Así obtiene los dos caminos disjuntos extremo a extremo. A continuación envía esta
información a D en dos objetos RSVP-TE de tipo RRO. D puede responder con dos
mensajes de RESV para establecer los dos caminos, el principal y el de respaldo,
disjuntos extremo a extremo, o bien, siguiendo un procedimiento más convencional,
enviar los dos objetos RRO a O y que sea este quien inicie la señalización (mensaje
de PATH + RESV) para establecer cada uno de los caminos.
Resumiendo, el LSR de origen calcula caminos disjuntos a los nodos de entrada
del siguiente dominio. A partir de ese momento, un LSR de entrada de cada dominio
computa los grupos de caminos disjuntos desde los nodos de entrada del primer do-
minio a los nodos de entrada del siguiente dominio del LSR que está computando (o
se añade la información a tramos). A continuación, el LSR de entrada del último do-
minio, con la información de que dispone, calcula los dos caminos disjuntos extremo
a extremo. Finalmente, el nodo destino establece los caminos computados (o envía
los caminos computados al origen para que sea este quien inicie el establecimiento).
Es posible que en alguna ocasión un LSR de entrada no sea capaz de compu-
tar tres caminos disjuntos desde un LSR de entrada a los tres LSRs de entrada del
siguiente dominio al conjugar dos dominios. Esto puede ocurrir porque el número
de LSRs interdominio entre el primer y segundo sea menor, e.g. dos, al número de
LSRs de salida, e.g. tres, tal y como se muestra en la figura 5.2. Se puede ver que
al tener que calcular i1 los caminos disjuntos desde e1 a s1, s2, y s3 utilizando la
información facilitada por e1, no es posible computar tres caminos disjuntos. En
ese caso se deben obtener los tres caminos “lo más disjuntos posibles” o añadir la









AS B AS A
Figura 5.2: Caminos disponibles para obtener caminos unificados a los dos domi-
nios.
Como quedó dicho en el capítulo 4, en el que se explica el algoritmo, es suficiente
con que estos sean “lo más disjuntos posibles”. i1 puede computar los caminos de
modo que se mantengan todas las posibilidades marcadas en la figura 5.2, y así
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poder resumir los datos a enviar sin perder información. Por ejemplo, si se eligen
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Figura 5.3: Caminos unificados de dos dominios.
De este modo, con los caminos parciales y utilizando el algoritmo es posible
obtener un par de caminos disjuntos entre cualquier par de nodos de < e1,e2,e3 >,
< s1,s2,s3 >.
Tal y como ya se ha comentado, este resumen de datos no es más que una optimi-
zación, ya que es posible que cada LSR de entrada simplemente incluya los caminos
de su dominio como un objeto DPMMO extra, no como sustitución del anterior. De
este modo, el LSR destino, D, dispondrá de todos los cómputos parciales en lugar de
un resumen. Esto, que implica paquetes de señalización mayores, es más eficiente
en consumo de tiempo y recursos en los LSRs intermedios, ya que estos se limitan
a incluir los caminos, que además pueden tener precomputados.
Enviar la información de los caminos interiores al resto de dominio puede con-
siderarse una política no correcta en muchos dominios. En el siguiente apartado se
propone un mecanismo de actuación para evitar tener que compartir este tipo de
información entre dominios.
5.2.1. Ocultación de información interior
En el mecanismo explicado anteriormente los dominios comparten entre sí cierta
información topológica de sus dominios con el resto de ellos durante su ejecución.
Esto, en la mayoría de los casos, no es adecuado y es deseable poder evitarlo.
En realidad, para poder construir los caminos disjuntos finales, no es necesario
que un LSR (origen o destino) disponga de toda la información, basta con que ca-
da LSR de entrada al dominio sea capaz de hacerlo. La decisión que se debe tomar
globalmente es cuáles son los nodos interdominio que se deben elegir para los cami-
nos principal y de respaldo que permitan establecer los dos LSPs de modo que sean
disjuntos y sin tener que recurrir a mecanismos de cranckback.
66 Capítulo 5. Cómputo de caminos disjuntos por áreas IGP
Para ello, al LSR D de la figura 5.1 le basta con saber dónde empiezan y terminan
los caminos disjuntos computados por los LSR de entrada. Por ejemplo, D con la
información de que eB1 es capaz de computar unos caminos disjuntos hasta sB1, sB2
y sB3, y que eB3 es capaz de hacerlo hasta sB1 y sB2 ya sabe que entre los pares de
nodos de entrada eB1 y eB3 hasta los pares de nodos de salida sB1 y sB2 se pueden
establecer un par de caminos disjuntos (el algoritmo explicado en el capítulo 4 es
capaz de asegurar esto). Sin saber cuáles son los caminos concretos, sí puede saber
que entre esos dos pares de nodos es posible obtenerlos.
Es por este motivo que los LSRs de entrada de los dominios no tienen por qué
dar la información de cuáles son los caminos computados, es suficiente con poner
en qué LSRs de salida terminan. Este tipo de información, los LSRs de entrada y
salida, es pública, puesto que son nodos interdominio y no hay mayor problema en
añadirla en los mensajes interdominio.
Una vez que D dispone de toda la información ofrecida por los LSRs de entrada
de cada dominio puede seleccionar los LSRs interdominio por los que deben pasar
los caminos principal y de respaldo de modo que sean disjuntos y computados sin
caer en trampas topológicas.
D envía esta información al origen, O, y este inicia la señalización de los ca-
minos principal y de respaldo informando de las parejas de LSRs seleccionados en
cada salto interdominio. Debido a que los diferentes LSRs de entrada a un dominio
disponen de la misma información, ejecutando los mismos algoritmos de cómputo
obtienen, de manera independiente, los mismos caminos disjuntos. Cada uno de los
LSR utilizará el que le corresponda para construir el tramo de LSP por el interior del
dominio hasta el LSR de salida.
El objeto RSVP-TE IDLO (Inter-Domain LSRs Object) que contiene estas pa-
rejas de LSRs se especifica en el apéndice B.3. Se utiliza un objeto IDLO por cada
uno de los Sistemas Autónomos, indicando los cuatro LSRs involucrados y de qué
AS forman parte. Los campos LSR de entrada 1 y LSR de salida 1 del objeto se
rellenan con los LSR de entrada y salida a utilizar en el AS indicado para el camino
principal, los LSR de entrada 2 y LSR de salida 2 del objeto se rellenan con los LSR
de entrada y salida a utilizar en el AS indicado para el camino de respaldo.
En el siguiente apartado, se explicará que ocurre cuando un Sistema Autónomo
está dividido en áreas IGP, que limitan el conocimiento de la red, y cómo distribuir
la información necesaria a los diferentes LSRs de entrada.
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5.3. Dominio AS dividido en áreas OSPF
El mecanismo explicado en el apartado 5.2 bien podría funcionar computando
todas las parejas posibles de caminos disjuntos entre los LSRs de entrada y salida.
Pero si los LSRs de entrada no disponen de todo el grafo de la red, el dominio
está dividido en áreas IGP, esto no sería posible. A continuación se va a exponer
un mecanismo interior para que los LSRs de entrada de los dominio obtengan, aún
sin disponer del grafo completo, los caminos disjuntos a los LSRs de salida de los
diferentes dominios conectados que requiere el mecanismo interdominio explicado
anteriormente.
Además, consiguiendo que un LSR de entrada de un dominio contase con los
caminos disjuntos desde él hasta los LSRs de salida a otro dominio y pudiese tener
esta información de todos los LSRs de entrada común4 podría computar un par de
caminos disjuntos desde cualquier par de LSRs de entrada (del dominio del que llega
la petición) a cualquier par de LSRs de salida (a otro dominio).
La red de la figura 5.4 muestra un Sistema Autónomo en el que existen tres áreas
OSPF. En el área 1 se encuentran los dos LSRs de entrada al dominio desde el AS
anterior. En el área 2 los dos LSRs de salida al AS siguiente. El área 0, o backbone,
















Figura 5.4: División de un Sistema Autónomo en tres áreas.
Para que utilizando OSPF el dominio sea 2-conectado es necesario que haya al
menos dos routers de borde entre un área y el área 0, ya que en caso de sólo haber
uno si este falla ese área se queda sin conectividad con el área 0 y por consiguiente
sin conectividad con el resto del dominio.
En OSPF cada área tiene una base de datos con el grafo completo de su área,
aquellos nodos que son frontera de dos áreas tienen el grafo completo de ambas
4Aquellos LSRs que son routers de borde con el mismo dominio.
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áreas5. Todos los routers calculan el SPT (Shortest-Path Tree) siendo ellos la raíz
del árbol. Los nodos fronteras envían al backbone un resumen de alcanzabilidad de
su otra área, de modo que los routers en el backbone saben cómo llegar a todos los
destinos del dominio. En ese momento los routers frontera envían un resumen de
alcanzabilidad por medio del área 0 al resto del áreas dentro de su áreas que no sean
el backbone. De este modo, al final de proceso, cada router de un área tiene el grafo
completo de su área e información de alcanzabilidad (y coste) al resto de destinos
del dominio por cada uno de los routers frontera de su área.
Con la información disponible en los routers frontera estos pueden computar los
caminos disjuntos desde ellos a los routers de borde del dominio (si existe alguno),
ya que disponen del grafo de todo el área. Por ejemplo, en la figura 5.5, R4 puede
computar P4,76 y P4,8 disjuntos7. Del mismo modo puede hacerlo R6. Esta informa-
ción puede repartirse entre todos los routers frontera del backbone.
Cada router frontera del backbone puede entonces computar los caminos disjun-
tos desde él a los routers de borde del mismo dominio vecino. Por ejemplo, en la
figura, R3 puede calcular gracias a P4,7, P4,8, P6,7 y P6,8 un par de caminos disjuntos
dentro del área 1 que le permiten computar (dispone además del grafo de red del
área 0) dos caminos disjuntos desde él a los routers de salida del dominio, P3,7 y
















Figura 5.5: Computo y distribución de rutas disjuntas en un AS con tres áreas.
Una vez que los routers frontera del backbone tienen computados estos caminos
se los envían a los routers de borde a otros dominios que haya en cada una de las
5Durante todo el capítulo se distinguirá entre routers frontera y routers de borde. Un router fron-
tera se refiere a un router que pertenece a dos áreas IGP. Un router de borde se refiere a un router
limítrofe con otro dominio. Puede suceder que un router frontera sea simultáneamente un router de
borde.
6P4,7 se refiere al camino que va desde el router 4 (R4) hasta el router 7 (s7).
7Nótese que en las figuras los caminos que son disjuntos entre sí se han marcado del mismo color.
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áreas. Al igual que los routers frontera estos routers de borde pueden calcular cami-
nos disjuntos desde ellos a los routers de borde de otro dominio que estén en otras
áreas. Por ejemplo, e1 puede computar gracias a P3,7, P3,8, P5,7 y P5,8 los caminos
disjuntos P1,7 y P1,8.
e1 no sólo puede obtener este par de caminos que atraviesan el dominio entero
hasta los routers de borde del siguiente dominio, si no que también puede computar
los de e2 (están en el mismo área). Justamente esta es la información que e1 necesita
para incluir en el menaje de PATH del mecanismo explicado en la sección anterior. Si
bien, a continuación, veremos que es mejor opción que cada LSR de borde compute
sus propios caminos y los distribuya al resto de LSRs.
Para ello hay que pensar en un escenario más complejo, en el que los routers de




















Figura 5.6: División de un Sistema Autónomo en cinco áreas.
De igual modo que antes, e1, después de todo el proceso, es capaz de computar
dos caminos disjuntos hasta los nodos de borde con AS 2, P1,9 y P1,10 (ver figura 5.7).
El problema, en este caso, es que al estar en áreas diferentes el propio e1 no puede
computar los caminos desde e2.
Por este motivo es necesario añadir un paso más al mecanismo explicado arriba.
Una vez computados los caminos disjuntos al conjunto de routers de borde de otro
dominio, los routers de borde deben enviar estos caminos computados al resto de
routers de borde que lo sean del mismo dominio. Este intercambio de información
se puede realizar por medio de IBGP (Interior BGP). De este modo, al final del
proceso, cada uno de los routers de borde con un dominio, e.g. e1 y e2 que son
routers de borde con AS 0, tienen computados los caminos disjuntos a los routers de
borde de otro dominio, e.g. s9 y s10 que los son de AS 2.
Puede verse que en el caso de los caminos computados por e2 no serán disjuntos
del todo, ya que el tramo dentro del área 2 deberá ser compartido, pero una vez




















Figura 5.7: Computo y distribución de rutas disjuntas en un AS con cinco áreas.
en el backbone ambos caminos son disjuntos hasta el final. Ya se vio, cuando se
explicaron los ejemplos del algoritmo, que realmente bastaba con que los caminos
fuesen “lo más disjuntos posible”. Cualquier cruce entre los caminos de e1 y e2 se
producirá fuera del área 2 lo que no interfiere negativamente en el cómputo de la
pareja de caminos disjuntos.
Otra característica de este modo de proceder es que los caminos los computa
cada uno de los routers de borde y este los distribuye al resto de routers. La ventaja
consiste en que este mecanismo, al estar muy ligado al algoritmo presentado en
el capítulo 4, respeta las políticas locales de cómputo de cada router de entrada.
Esta característica también fue resaltada como positiva en el análisis que se hizo del
algoritmo (sección 4.4.3).
Resumen del mecanismo de obtención de caminos disjuntos de un nodo a los
nodos de salida en un dominio multiárea. El mecanismo se puede dividir en 6
pasos:
1. Los routers frontera entre el área k y el backbone computan el grupo de cami-
nos disjuntos desde ese router al conjunto de routers de borde que pertenezcan
al área k y que comparten el mismo dominio vecino.
2. Esta información es intercambiada entre los routers frontera del backbone me-
diante OSPF.
3. Cada router frontera del backbone computa, gracias a la información recibida,
el grupo de caminos disjuntos desde ese router al conjunto de routers de borde
que comparten el mismo dominio vecino independientemente del área al que
pertenezcan.
4. Cada router frontera entre el área k y el backbone distribuye esta información
a los routers de borde que pertenezcan al área k mediante RSVP-TE.
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5. Cada router de borde computa, gracias a la información recibida, el grupo
de caminos disjuntos desde ese router al conjunto de routers de borde que
comparten el mismo dominio vecino independientemente del área al que per-
tenezcan.
6. Finalmente, cada router de borde envía los caminos computados al resto de
routers de borde con los que comparte dominio vecino mediante OSPF.
Estos mensajes intercambiados entre los routers pueden enviarse mediante un
LSA (Link State Advertisement) de OSPF. El problema reside en que no existen
mensajes LSA que permitan enviar secuencias de nodos y enlaces para informar
de un camino. Sería necesario definir un nuevo tipo de LSA, el P-LSA (Path-LSA).
Este sería similar al R-LSA (Router-LSA), que permite informar sobre un conjunto
de enlaces en el mismo LSA [4], pero en el que además de enlaces se pueden incluir
nodos.
Podría también pensarse en utilizar mensajes RSVP-TE para trasnportar esta
información por ser información sobre caminos, pero en realidad la información
intercambiada es utilizada para conocer si es posible realizar encaminamiento dis-
junto simultáneo, es decir, información de encaminamiento, por lo que nos parece
más adecuado utilizar el protocolo de encaminamiento, en este caso OSPF, para este
menester que un protocolo de reserva de recursos como es RSVP.
5.4. Caminos disjuntos por parejas en lugar de por
grupos
Puede ocurrir que en alguna ocasión los nodos de salida contra los que hay que
calcular los caminos disjuntos desde el mismo nodo de entrada sean más de dos,
como en la figura 5.8.(a). En ese caso, aunque existan las diferentes soluciones esto
no asegura que los tres (o más) caminos a computar sean disjuntos entre sí. Puede ser
necesario computar los caminos disjuntos por parejas de nodos. En la figura 5.8.(b)
se puede ver el caso en el que hay que calcular dos parejas diferentes. Podrían ser
necesarias tres, pero si Pa1,1 y P
b





ser necesario ponerlas explícitamente.
Para incluir en los mensajes de PATH, e1, en lugar de un objeto DPMMO puede
necesitar utilizar más de uno. Al tener todos ellos el mismo nodo de origen queda
claro que son diferentes grupos de caminos que forman parte del mismo conjunto.



















Figura 5.8: Caminos disjuntos de un nodo de entrada a varios nodos de salida en
grupo o por parejas.
5.5. Conclusiones
En este capítulo se ha presentado un mecanismo para el cómputo de caminos
disjuntos extremo a extremo que crucen por por la misma secuencia de Sistemas
Autónomos. Para ello, el mecanismo está basado en el algoritmo presentado en el
capítulo 4. También se ha explicado el mecanismo intradominio que hay que llevar a
cabo en un dominio dividido en diversas áreas IGP para obtener y distribuir la infor-
mación de routing necesaria. Una vez que este mecanismo interior está en marcha,
los LSRs de entrada a los diferentes dominios disponen de la información requerida
en el procedimiento de cómputo del mecanismo interdominio.
Este mecanismo interdominio puede establecer los caminos principal y de res-
paldo con un solo intercambio de mensajes de señalización (PATH + RESV). En
este caso, se ha visto, que los caminos computados en cada uno de los distintos do-
minios deben ser enviados en los mensajes de PATH y que, por tanto, es necesaria la
compartición de información topológica entre los diferentes dominios.
A continuación se ha explicado que con el coste de utilizar dos intercambios de
mensajes de señalización, el primero para obtener los nodos interdominio a utilizar y
el segundo para establecer los caminos principal y de respaldo, es posible computar
y establecer los caminos disjuntos interdominio extremo a extremo sin necesidad de
compartir información topológica entre dominios.
En cualquiera de ambos casos, por el hecho de utilizar el algoritmo explicado en
el capítulo 4, es posible afirmar que si existe solución al problema este mecanismo
es capaz de encontrarla en primera iteración, sin caer en trampas topológicas.
Se puede decir, entonces, que, hasta donde llega nuestro conocimiento, este me-
canismo es el primero propuesto para el cómputo y establecimiento de LSPs interdo-
minio disjuntos que es distribuido, evita las topologías trampa, permite la ocultación
de las topologías entre dominios, tiene en cuenta la división en áreas IGP de los
dominios y es escalable que se ha propuesto.
Capítulo 6
Protegiendo únicamente la zona
interdominio
En este capítulo se va a estudiar un mecanismo de respaldo interdominio que uti-
liza varios LSPs de protección complementarios para proteger el LSP principal. Un
LSP de respaldo interdominio extremo a extremo para proteger los nodos y enlaces
interdominio y LSPs locales, internos a cada dominio, para proteger nodos y enlaces
en el interior de un dominio concreto.
Para ello primero se explicarán los diferentes tipos de esquemas de respaldo in-
tradominio existentes y cómo todos ellos son capaces de proteger todos los recursos
interiores de un dominio. Una vez vistos los recursos que el respaldo intradominio
no es capaz de proteger se propone un LSP de respaldo interdominio que los proteja.
Seguidamente se analiza el consumo de recursos utilizando este esquema, te-
niendo en cuenta que dentro de un dominio hay dos tipos de LSPs de respaldo, los
“locales” al dominio y el interdominio.
Finalmente, se explica la señalización necesaria para establecer los LSPs princi-
pal y de respaldo utilizando un nuevo objeto RSVP-TE, el IDRO. Para concluir, un
resumen de lo expuesto y unas conclusiones.
6.1. Introducción
Ya se ha visto que hay dos vías fundamentales para proteger un LSP interdo-
minio. Establecer el LSP de respaldo que pase por la misma secuencia de Sistemas
Autónomos que el LSP principal o establecerlo por una secuencia de Sistemas Autó-
nomos diferentes. En el primer caso hay que procurar que los caminos elegidos para
ambos LSPs sean disjuntos. En el segundo caso estos caminos son intrínsecamente
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disjuntos.
En este capítulo estudiaremos un mecanismo de respaldo válido para ambos es-
cenarios, pero que adquiere plena funcionalidad en el primero de ellos. La principal
característica de este esquema es que los dos LSPs interdominio pueden compartir
parte del camino, relajando las restricciones de caminos disjuntos y así facilitando
su cálculo. Tiene además la ventaja de que si en los diferentes dominios existen
mecanismos de protección intradominio en uso es posible optimizar el consumo de
recursos en los dominios respecto a otros esquemas. En cambio, si estos mecanismos
no existen el consumo de recursos resulta algo superior que en otros esquemas.
6.2. Divide y vencerás
En esta sección se van a estudiar los dos tipos LSPs de respaldo utilizados en
el esquema de respaldo propuesto en este capítulo; LSP de respaldo intradominio y
LSP de respaldo interdominio.
6.2.1. Recuperación intradominio de un LSP interdominio
La forma más rápida de proteger un LSP ante el fallo de un enlace o un nodo es
utilizando un mecanismo de recuperación local, después recuperación de segmento
y, finalmente, recuperación global o extremo a extremo.
La ventaja de la recuperación global es que un único LSP de respaldo protege
ante el fallo de cualquier elemento del LSP principal. En la recuperación local es
necesario un LSP de respaldo por cada enlace y por cada nodo que se quiera proteger.
Un compromiso entre ambos esquemas es proteger por segmentos (para más detalle
véase la sección 2.2).
Las propuestas de recuperación interdominio actuales son propuestas de tipo
global, se intenta proteger todo el LSP principal con un único LSP de respaldo ex-
tremo a extremo. Esto obliga a que todo el LSP de respaldo sea disjunto al principal.
Realizar este cómputo mediante esquemas distribuidos “tradicionales” tiene los pro-
blemas discutidos en la sección 2.4.
Sin embargo, en recuperación interdominio, también es posible utilizar esque-
mas de recuperación “local”. “Local” aquí significa el interior de un dominio. La
recuperación local intradominio se refiere a un un enlace o a un nodo. En este caso
con recuperación “local” para un LSP interdominio se refiere a la recuperación que
de manera local al dominio se realiza sobre el segmento del LSP interdominio que
corresponde con dicho dominio.
Se va a ver con más detalle qué ocurre cuando se realiza recuperación global,
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de segmento y local dentro de un dominio para proteger el segmento de un LSP
principal interdominio que transita por dicho dominio.
Recuperación global En la figura 6.1 se puede ver un ejemplo de recuperación
del segmento del LSP interdominio LSP 1 en el dominio Dominio 2. El LSP de
respaldo, B1, es un LSP global, extremo a extremo dentro del dominio que protege
todo el segmento interno del LSP principal.
Dominio 1 Dominio 2 Dominio 3
LSP 1
B1
Figura 6.1: Ejemplo de LSP de recuperación global intradominio.
Recuperación de segmento En la figura 6.2 en este caso muestran dos LSPs de
recuperación, B1 y B2. Cada uno de ellos respalda un sub-segmento del LSP inter-
dominio, LSP 1, de modo que entre ambos son capaces de recuperar cualquier fallo
de LSP 1 dentro del dominio.
Dominio 1 Dominio 2 Dominio 3
LSP 1
B1 B2
Figura 6.2: Ejemplo de LSPs de recuperación por segmentos intradominio.
Recuperación local Por último, en la figura 6.3, se muestra el caso en el que se
realiza recuperación local dentro del Dominio 2. En este caso son necesarios cinco
LSPs de recuperación, B1 - B5, tal y como se vio en la sección 2.3 que es necesario
para realizar fast reroute. Cada uno de ellos recupera el fallo de un nodo, B1 y B2, o
un enlace, B3, B4 y B5.
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Figura 6.3: Ejemplo de LSPs de recuperación local intradominio.
Como se puede ver hay estrategias que utilizan más LSPs de respaldo que otras.
El compromiso está entre mayor o menor velocidad de reacción y mayor o menor
número de LSPs necesarios. Cuantos más LSPs de respaldo se utilicen existirá un
PSL y un PML más próximos al fallo que permitirán una recuperación más rápida.
Para cada una de estas estrategias de recuperación se puede utilizar tanto reenca-
minamiento como protección (las ventajas y desventajas de uno y otro se analizaron
en el apartado 2.2). Incluso se pueden utilizar otras estrategias, como, por ejemplo,
Makam [56] o Hasking [57], en lugar de estas más sencillas.
Tal y como se puede ver en todos los casos, los LSP de respaldo son capaces de
proteger todos los nodos y enlaces del LSP interdominio principal. Lo único que no
se capaz de proteger “localmente” son los propios nodos interdominio. Estos nodos
y enlaces interdominio hay que protegerlos mediante recuperación interdominio.
En las disertaciones que siguen se utilizará el esquema de recuperación mostra-
do en la figura 6.1, recuperación global intradominio, como ejemplo cuando haga
falta referirse a un esquema de protección “local”, aunque cualquiera de los posibles
esquemas de recuperación “local” en el intradominio para el LSP interdominio pue-
da ser utilizado. Si en algún ejemplo se requiere concretar sobre un caso específico
se citará el caso explícitamente. De este modo, se pretende aislar la problemática
interdominio de la recuperación intradominio concreta utilizada. Se considerará que
el esquema específico de recuperación intradominio es capaz de proteger el LSP in-
terdominio principal de cualquier fallo dentro del dominio, excepto de un fallo en
los nodos frontera y en los enlaces interdominio, tal y como se ha visto en los tres
ejemplos mencionados arriba.
6.2.2. Recuperación interdominio de un LSP interdominio cuan-
do existe recuperación local intradominio
A pesar de utilizar recuperación “local” dentro de los dominios ya se ha visto
que los nodos y enlaces interdominio quedan sin proteger. Es necesario entonces un
LSP de respaldo interdominio extremo a extremo.
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Por el hecho de seguir necesitando realizar un un LSP de respaldo interdominio
pudiera parecer que no se ha mejorado nada, incluso, empeorado la situación por
tener que realizar recuperación “local”. En realidad, lo que se ha mejorado es que el
LSP de respaldo interdominio sólo necesita proteger la zona interdominio, no todo
el LSP principal. A esto se une el hecho de que los dominios en realidad sí protegen
sus enlaces y nodos y con este esquema se está aprovechando esta circunstancia.
En la figura 6.4 se muestra un ejemplo. Como se puede ver el LSP de respaldo,
BG1 comparte parte del camino con el LSP de respaldo “local”, B1. Pero no es un
problema, puesto que no es necesario que sean disjuntos. Cuando falla un recurso
interno del dominio entra en funcionamiento la recuperación “local” del dominio,
y se utiliza B1, en el caso de un fallo interdominio se utilizaría BG1. Por lo que
BG1 y B1 pueden compartir camino físico y recursos (en el caso de que los LSPs de
respaldo estén preestablecidos) ya que no se utilizarán simultáneamente.




Figura 6.4: Ejemplo de LSP de respaldo interdominio cuando existe recuperación
intradominio.
Debido a esta particularidad tampoco es necesario que el LSP principal y el de
respaldo interdominio sean completamente disjuntos. Sólo en los nodos y enlaces
interdominio, puesto que durante los fallos en recursos internos de un dominio la re-
cuperación se realiza con los LSPs de respaldo “locales”. Si el fallo es interdominio
entonces se utilizará el LSP de respaldo interdominio, BG1, pero puesto que no ha
fallado nada en el dominio los recursos internos de estos pueden ser compartidos.
En la figura 6.5 se presenta un ejemplo en el que el LSP de respaldo interdomi-
nio comparte parte del camino de respaldo “local” en el Dominio 2. Si hubiese un
fallo en el enlace R25−R26 bastaría con notificar a R21 para utilizar el LSP de respaldo
B1, quedando solucionado un problema a nivel interno por el propio dominio. En
cambio, un fallo en el nodo R21 provocaría una notificación de R
1
3 hacia O para con-
mutar al LSP de respaldo extremo a extremo, camino disjunto al LSP principal en el
recurso fallido.
De este modo se simplifica mucho la búsqueda de un LSP de respaldo extremo a
extremo, puesto que este y el LSP principal no deben ser disjuntos en todo el camino.
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Figura 6.5: Ejemplo de LSP de respaldo interdominio cuando existe recuperación
intradominio. El LSP principal y de respaldo comparten parte del camino.
De hecho no es necesario que sea disjunto en el interior de los diferentes dominios,
con lo que la posibilidad de caer en una trampa topológica1 interna es nula si los
nodos de entrada y salida de los dominios en el LSP principal y de respaldo son
distintos2.
Cuanto más tramo de camino compartan el LSP de respaldo interdominio con
el LSP principal y los de respaldo “locales” mayor eficiencia habrá en el uso de
recursos debido a que podrán compartir reservas. Esto es posible, por un lado, porque
el LSP principal y el de respaldo interdominio nunca se utilizarán simultáneamente
y debido a que el camino “local” está protegido por los LSPs “locales” serían estos
últimos los utilizados; y por otro, porque el LSP de respaldo interdominio y los
LSPs de respaldo “locales” protegen zonas distintas, luego el primero de ellos puede
reutilizar los recursos de los últimos.
A continuación se analizarán algunos de los aspectos más importantes de esta
propuesta.
6.3. Análisis
En el esquema de recuperación propuesto en este capítulo existen dos LSPs de
respaldo para cada LSP principal dentro de cada dominio. Esto, en una primera
impresión, puede parecer menos eficiente en el uso de recursos que cualquiera de
los esquemas revisados en la sección 2.4 o de los propuestos en esta Tesis Doctoral,
en los que sólo existe un LSP de respaldo, pero no tiene porqué ser así. Si se tiene en
cuenta que los dominios que implementan una red MPLS tienen algún mecanismo de
recuperación de sus propios enlaces es posible utilizar esta protección intradominio
para los recursos internos del dominio optimizando el uso de los recursos internos.
1Véase el apartado 2.4.4.
2Se presupone que la red es totalmente accesible, esto es, cualquier nodo de entrada es capaz de
conectarse con cualquier nodo de salida.
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Esta protección interna se llevará a cabo en cualquier caso (se tenga en cuenta o
no en la recuperación interdominio), debido, además, a que los dominios prefieren no
dar a conocer a terceros fallos internos de su red y reparlos internamente. Por tanto,
a la hora de diseñar un mecanismo de recuperación interdominio es más eficiente
tener esto en cuenta.
El LSP de respaldo interdominio se ha visto que es necesario para proteger los
recursos interdominio. Tener en cuenta la protección “local” existente en los do-
minios a la hora de planificar el LSP de respaldo interdominio posibilita no sólo
no consumir más recursos, sino ahorrar en ellos. Cuantos más recursos comparta el
LSP de respaldo interdominio con los LSP de respaldo “locales” o el LSP principal
dentro del dominio menor será el uso de recursos.
Es posible realizar un análisis del coste en el que se incurre por utilizar esta estra-
tegia, con dos LSPs de respaldo, frente a otras estrategias diferentes. En la figura 6.6
se muestra un dominio en el que se destacan únicamente los LSRs relevantes. Los
dos LSRs de entrada utilizados, uno para el LSP principal, E1, y otro para el de res-
paldo, E2. También los LSRs de salida del dominio utilizados en el LSP principal y
el de resplado, S1 y S2 respectivamente. Se va a estudiar los casos mejor y peor, por
lo que del interior sólo son necesarios tres caminos alternativos. Supuestos costes
unitarios, los enlaces n1, n2 y n3 representan un camino de LSRs y enlaces con coste
total n1, n2 y n3 respectivamente, y además, n1 < n2 < n3. Así pues, el coste el LSP


























Figura 6.6: Coste en recursos utilizados de los LSPs dentro de un dominio
A continuación se van a estudiar las diferentes situaciones posibles dentro de un
dominio. Se supone que el LSP principal siempre se establece siguiendo el camino
E1 - I1 - I4 - S1, y que por tanto su coste es 2+n1.
En la figura se han especificado los primeros y últimos enlaces dentro del domi-
nio para mostrar las diferentes posibilidades. Debido a esto el coste resultante de un
camino que atraviese el dominio es 2+ ni. Para simplificar se utilizara la siguiente
notación: n′i = 2+ni.
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En este estudio se va a suponer que el LSP principal siempre se establece por
el camino óptimo, si bien en algunos esquemas esto no es posible al requerir que
el LSP principal y de respaldo sean completamente disjuntos. Como ya se ha dicho
este inconveniente no es tal en el esquema que aquí se propone, puesto que el LSP
principal y el de respaldo no necesitan ser disjuntos en el interior del dominio y se
establecen de manera independiente.
Caso 1. LSP principal y de respaldo disjuntos sin protección “interior”. Es-
te caso se corresponde con el coste que se tendría en la mayoría de los esquemas
interdominio.
El LSP de respaldo se establecerá por E2 - I2 - I5 - S2, con un coste total de 2+n2.
Por tanto el coste total de este caso (sumando el coste de todos los LSPs):
C1T = 4+n1+n2 (6.1)
Caso 2. LSP principal y de respaldo disjuntos con protección “interior” disjun-
ta. Este sería el caso peor, se utiliza protección interior pero no se tiene en cuenta
y el LSP de respaldo interdominio se computa disjunto a ambos.
El LSP de respaldo interior se establecerá por E1 - I2 - I5 - S1, con un coste total
de 2+n2.
El LSP de respaldo interdominio se establecerá por E2 - I3 - I6 - S2, con un coste
total de 2+n3.
Por tanto el coste total de este caso (sumando el coste de todos los LSPs):
C2T = 6+n1+n2+n3 (6.2)
Como se puede ver se corresponde con el caso peor.
Caso 3. Existe protección interior y se tiene en cuenta, el LSP de respaldo in-
terdominio se computa lo más solapado posible al LSP principal o al LSP de
respaldo “interior”. Este caso se corresponde con el caso óptimo de utilización
del esquema de recuperación propuesto en este capítulo.
El LSP de respaldo interior se establecerá por E1 - I2 - I5 - S1, con un coste total
de 2+n2.
El LSP de respaldo interdominio se establecerá por E2 - I1 - I4 - S2, con un coste
total de 2+ n1., pero si se comparten los recursos entre ambos LSPs el coste real
será de 2.
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Por tanto, el coste total de este caso (sumando el coste real consumido de todos
los LSPs):
C3T = 6+n1+n2 (6.3)
Se puede suponer que n1 ≈ n2 ≈ n3 = n, lo que indica que el número medio de
saltos para atravesar el dominio son n+ 2. Utilizar esta simplificación no es desca-
bellada facilita los cálculos.







En el caso mejor, el aumento de coste es sólo de ∆CT =C3T −C1T = 2, indepen-
dientemente del tamaño de la red. En el caso peor es de ∆CT =C2T −C1T = n′, o lo
que es lo mismo, aproximadamente igual al número de saltos necesarios para atra-





















También puede calcularse la relación entre los recursos utilizados por el LSP de
respaldo interdominio en el interior del dominio y los recursos utilizados por el LSP
principal en el interior del dominio.
En el caso de tener dos LSP disjuntos extremo a extremo, el principal y el de
respaldo, el aumento de recursos es del 100 %. Este es el caso de los esquemas de
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En cambio, si sí se tiene en cuenta el mecanismo de respaldo intradominio, y se
considera que los recursos consumidos por este son fijos, tenemos dos casos. Cuando







Cuando sí se comparten recursos entre el LSP principal, el de respaldo “local”
y el de respaldo interdominio. Entonces, el aumento en uso de recursos puede verse







(Nótese que si, por ejemplo, el LSP de respaldo interdominio comparte todo el
camino interior del dominio con el LSP de respaldo “interior” el aumento en el uso
de recursos dentro de la red por culpa del LSP de respaldo interdominio es solamente
de 2)







Si, por ejemplo, el número medio de saltos para atravesar una red es 5, la mejora






= 60 % (6.13)
Es decir, que se pueden llegar a ahorrar un 60 % de los recursos para construir
el LSP de respaldo interdominio dentro del dominio en cuestión utilizando el meca-
nismo propuesto en este capítulo, ya que tiene en cuenta la existencia de los LPS de
protección intradominio.
Cabe destacar que si bien los cálculos realizados son aproximados se ha supues-
to el esquema de respaldo intradominio que menos recursos consume. Es probable
que con otros esquemas (de segmento o globales) dentro del dominio la mejora sea
mayor.
Tenemos, por un lado, que el aumento de consumo de recursos puede llegar a ser
del 50 %, pero si se tiene en cuenta que los recursos para el respaldo “local” ya están
siendo utilizados, se construyan los LSP interdominio o no, entonces podemos con-
siderar que teniendo en cuenta y utilizando estos LSPs interiores se pueden ahorrar
recursos (hasta un 60 % en una red de 5 saltos).
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Hay que hacer notar que el cálculo del LSP de respaldo interdominio se simplifi-
ca, puesto que el único requisito es que no compartan los recursos interdominio, sin
restricciones en el interior de cada dominio. Además, la información de los recursos
interdominio es conocida por el resto de dominios, es pública, por lo que no es ne-
cesario compartir información privada entre los dominios, lo único importante es el
nodo de entrada y salida de cada dominio.
Cabe destacar también que debido a que los LSP principal y de respaldo pueden
(y deben) compartir recursos en el interior del dominio no hay restricciones especia-
les que cumplir. Entonces, si la red es completamente accesible3, y debido a que el
LSP principal y el de respaldo no deben cumplir requisitos adicionales, estos siem-
pre se pueden establecer de manera independiente. No hay posibilidad de caer en
trampas topológicas, ya que se establecen dos LSPs de manera independiente, y, por
tanto, no es necesario ningún mecanismo de crankback para asegurar el éxito en el
establecimiento de los LSPs.
En el siguiente apartado se verá cómo utilizar RSVP-TE para señalizar tanto el
LSP principal como el de respaldo interdominio.
6.4. Señalización
En este apartado se va a explicar el mecanismo completo de cómputo y señaliza-
ción que establecen los LSPs principal y de respaldo para una conexión interdominio
entre Sistemas Autónomos. Se hará especial hincapié en la señalización utilizada.
Para la señalización se supondrá que los dominios son Sistemas Autónomos, en
los que la compartición de información entre ellos es muy limitada y este esquema
de recuperación puede ser muy beneficioso. Esto es debido a que no es necesario
compartir información extra entre los diferentes dominios y aún así esto no provoca
problemas de topologías trampa.
Para el mecanismo de señalización que se va a explicar a continuación es ne-
cesario utilizar un nuevo objeto RSVP-TE, el objeto IDRO (Inter-Domain Routing
Object), detallado en el anexo B.1. Este nuevo objeto especifica cuatro subobjetos
de borde de un dominio en el siguiente orden; recursos de entrada principal, LSR de
entrada de respaldo, recursos de salida principal, LSR de salida de respaldo. Ade-
más se incluye el identificador del dominio al que pertenecen los LSRs. Con esta
información de cada dominio es suficiente para poder proteger un camino principal
interdominio.
En la figura 6.7 se muestra un esquema de los mensajes de señalización intercam-
3Se puede alcanzar cualquier nodo desde cualquier otro de la red. Esto lo cumple cualquier red
de comunicaciones.
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biados durante el cálculo y establecimiento de los caminos principal y de respaldo.
Señalización que se va a detallar a continuación.
El LSR O, del dominio AS O, quiere establecer un LSP con el LSR D, del domi-
nio AS D. Para ello, primero selecciona el LSR de salida de su dominio que le lleve
a D. Si el LSR O es un LSR de borde, además, puede calcular la lista de dominios
que debe atravesar el LSP, en caso contrario, podría averiguarlo o no. Si no es capaz
de hacerlo, en el mensaje de PATH para construir el LSP principal no incluirá un
objeto ERO con la lista de ASes. En caso de que sí pueda hacerlo, es posible aña-
dirlo, pero no imprescindible. Este objeto ERO no es imprescindible puesto que el
AS_PATH ya está prefijado de antemano, es el que han aprendido los Sistemas Au-
tónomos por medio de BGP. El mensaje de PATH seguirá dicho camino (tanto para
el LSP principal como para el LSP de respaldo) aunque no lo indique explícitamente
el objeto ERO. Un motivo para incluirlo sería si el AS_PATH seleccionado no es el
calculado por BGP y se quiere que los LSPs se establezcan por una secuencia de
ASes diferente.
Una vez realizados estos cálculos el LSR O envía un mensaje RSVP-TE de PATH
para establecer el camino principal y obtener la información necesaria que le permita



























ERO(AS B, AS A, D)
+IDRO1(eB1, eB3, sB1, sB3) +IDRO2(eA1, eA3, sA1, sA3)
IDRO1, IDRO2
ERO(eB3, sB3, eA3, sA3, D), XRO(eB1, sB1, eA1, sA1)
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Figura 6.7: Señalización IDRO
Este mensaje de PATH pasa por el LSR de salida del dominio AS O, sO1. Éste
LSR, basado en el destino del mensaje de PATH, determina que el siguiente salto
es un LSR de entrada a AS B, en el caso del ejemplo de la figura eB1. EL LSR
de entrada al dominio añade en el mensaje de PATH un nuevo objeto IDRO. En él
incluye, además del identificador del dominio, la siguiente información; a sí mismo
y el SRLG por el que le llega la petición como recursos de entrada principal; debe
seleccionar el LSR de salida del dominio que le llevará al destino, puede incluirlo
como parte de el campo recursos de salida principal o dejarlo para que lo haga
este, y encaminar el mensaje de PATH hacia él. Adicionalmente (no es obligatorio),
puede seleccionar los LSRs que harán de entrada y salida al dominio para el LSP de
respaldo e incluirlos como LSR de entrada de respaldo y LSR de salida de respaldo
en el objeto IDRO. Esta selección la hará el LSR en función de si en el dominio se
tiene alguna preferencia por los LSRs a utilizar para el LSPs de respaldo o no. Si
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el LSR de entrada principal no hace esta selección esta se irá realizando de manera
distribuida durante la señalización del LSP de respaldo.
El mensaje de PATH va de LSR en LSR dentro del dominio AS B hasta alcanzar
el LSR de salida, sB1. Este debe rellenar la información del subobjeto recursos de
salida principal que estén sin incluir. Una vez realizada esta operación el proceso se
repite hasta alcanzar el LSR de entrada y salida del siguiente dominio del siguiente
dominio, y así sucesivamente hasta llegar al penúltimo dominio.
Una vez el mensaje de PATH ha llegado a sA1 este determina utilizar eD1 como
LSR de entrada principal al dominio destino y desde aquí llega al LSR destino.
Cuando el LSR de destino ha recibido el mensaje de PATH este responde con
un mensaje RSVP-TE de tipo RESV para establecer el LSP. En dicho mensaje de
RESV el LSR D copia todos los objetos IDRO, y en el mismo orden, que han llegado
en el mensaje de PATH.
Cabe destacar que en el caso de utilizar identificadores globales el SRLG del
subobjeto de recursos de salida principal de un dominio debería ser el mismo que el
SRLG del subobjeto de recursos de entrada principal. Si los identificadores son lo-
cales al dominio estos se podrán distinguir por el identificador de dominio existente
en el objeto IDRO.
Establecido el LSP principal sólo queda calcular y señalizar el LSP de respaldo.
Señalizado durante el fallo de algún recurso o previamente a este, esto es, se realice
reencaminamiento o protección, el mecanismo es el mismo, sólo cambia el instante
de tiempo en que se establece el LSP.
A partir de los objetos IDRO recibidos por el LSR O en el mensaje RESV de
señalización del LSP principal debe construir dos objetos RSVP-TE nuevos, un de
tipo ERO y otro de tipo XRO para el mensaje de PATH de señalización del LSP de
respaldo.
El objeto ERO contendrá aquellos LSRs de respaldo que se hayan especificado
en los subobjetos LSR de entrada de respaldo y LSR de salida de respaldo de los
objetos IDRO recibidos, ya que son los preferidos por los distintos dominios para
establecer el LSP de respaldo. Los que no se especifiquen, será el encaminamiento
local a cada nodo el que vaya decidiendo el camino, pero evitando los recursos
especificados en el objeto XRO.
El objeto XRO contendrá los LSRs y SRLGs principales especificados en los
subobjetos recursos de entrada principal y recursos de salida principal de los ob-
jetos IDRO recibidos, ya que estos no pueden ser utilizados en el LSP de respaldo
debido a que son, precisamente, los recursos a proteger.
Con esta información, objetos XRO y ERO, se envía un mensaje de PATH al
destino y se espera el mensaje de RESV que establece el LSP de respaldo que es
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capaz de proteger los recursos del interdominio.
6.5. Conclusiones
En este capítulo se ha presentado un nuevo esquema de respaldo interdominio
en el que se tiene en cuenta que los dominios realizan recuperación “local”, esto es,
protegen sus propios recursos de manera interna.
Se han mostrado los posibles esquemas de respaldo que se pueden utilizar en el
interdominio, y como independientemente del utilizado, estos son capaces de prote-
ger frente al fallo en cualquier recurso del dominio, excepto en los LSRs de borde.
Tampoco es posible proteger desde el interior de un dominio los enlaces interdomi-
nio.
Debido a que sólo hay que proteger los recursos interdominio se relajan las res-
tricciones que debe cumplir el LSP de respaldo respecto al LSP principal. Sólo es
necesario que sean disjuntos en el interdominio. Además, no es necesario compar-
tir información privada interior entre los dominios. Se ha visto también que el LSP
principal siempre es el óptimo, puesto que al no tener restricciones dentro de los
dominios no hay problema de caer en una trampa topológica y el LSP de respaldo
puede establecerse de manera independiente dentro de los dominios.
Se ha realizado un análisis cualitativo y cuantitativo en el consumo de recur-
sos empleando este esquema, resultando en un ahorro de recursos si los LSPs de
respaldo “interior” y extremo a extremo comparten recursos.
Finalmente, se ha presentado la señalización a utilizar para llevar a cabo el es-
tablecimiento de los LSP principal y de respaldo. Para poder llevar a cabo dicha
señalización se ha introducido un nuevo objeto RSVP-TE, el IDRO, cuyo detalle se
da en el apéndice B.1.
Si en una red hay implantado MPLS en los routers es más que probable que una
de las aplicaciones que se utilice sea la protección de enlaces dentro del dominio, y
con esta la de LSPs. Suponiendo pues que es el propio dominio quien protege los
LSPs (intradominio o interdominio) ante fallos dentro de la red, los LSPs de respal-
do interdominio no deberían preocuparse de proteger estos recursos. Sólo deberían
preocuparse de aquellos que los dominios por sí mismos no pueden proteger, y re-
quieren de colaboración con otros dominios para ello. Estos recursos son los del
interdominio. Por lo que el esquema de respaldo presentado en este capítulo puede
ser válido en un gran número de escenarios.
Ante el fallo de un recurso en el interior de un dominio se utilizan los mecanis-
mos de recuperación intradominio, en el caso de un fallo en un recurso interdominio
se utiliza el LSP de respaldo interdominio. La ventaja de este esquema es que un
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fallo dentro de un dominio no trasciende al resto de dominios.
En los esquemas de respaldo interdominio “tradicionales” un fallo en cualquier
nodo o enlace del LSP principal provoca un cambio al LSP de respaldo. Esto requiere
que cualquier fallo interno de un dominio se notifique al LSR origen y, por tanto, que
la notificación de fallo circule por otros dominios. Típicamente, esto no es deseable
por parte de los Sistemas Autónomos, ya que si son reacios a compartir información
topológica mucho más a informar sobre fallos en su red.
La simplificación en el cómputo de los LSPs es mucho mayor que en otros me-
canismos, debido a que el LSP principal se computa como el LSP óptimo extremo a
extremo sin tener en cuenta otros factores. El cómputo del LSP de respaldo también
se computa como el LSP óptimo extremo a extremo pero con la única restricción de
no compartir los mismos recursos interdominio. La señalización planteada asegura
que esta información esté disponible para cuando hay que computar y señalizar el
LSP de respaldo.
Utilizando este esquema no sólo se simplifica el cómputo de los LSPs, si no que
la señalización requerida para ello es sencilla, simplificando la lógica de cada nodo.
Y puede resultar en un ahorro de los recursos utilizados dentro de un dominio.
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Capítulo 7
Obtención de AS_PATHs disjuntos
extremo a extremo
En este capítulo se va a estudiar las posibilidades de BGP para la obtención de se-
cuencias de dominios disjuntos extremo a extremo (AS_PATHs). Se verá cuáles son
sus principales limitaciones y cómo estas obstaculizan, en muchos casos, la obten-
ción de estos AS_PATHs que permitirían el cómputo de caminos disjuntos extremo
a extremo. A continuación se presentará una modificación al mecanismo de selec-
ción de rutas y a la información intercambiada en BGP que permitiría utilizar BGP
como herramienta de ingeniería de tráfico para la obtención de caminos disjuntos
multidominio. Se demostrará cómo estas modificaciones son válidas y ofrecen una
solución siempre que el grafo de dominios sea 2-conectado. Las explicaciones se
acompañarán de ejemplos. Finalmente, se realizará un resumen de lo expuesto para
terminar con las conclusiones sobre el trabajo presentado.
7.1. Introducción
Cuando se quiere proteger completamente un “trunk” (o agregado de flujos) de
datos entre dos nodos de la red, el camino de protección debe ser disjunto al camino
principal de datos. De este modo con un sólo camino alternativo se puede proteger
el tráfico ante el fallo de cualquier nodo o enlace del camino principal. Cuando el
agregado de flujos atraviesa varios dominios BGP hay tres modos de obtener un
camino de respaldo disjunto al camino principal.
Un primer modo es computar un par de caminos disjuntos que transcurran por
los mismos dominios pero que los nodos y enlaces por los que pasan ambos caminos
sólo coincidan en el nodo origen y el destino. Un segundo modo es computar un ca-
mino por una secuencia de dominios y el otro camino por otra secuencia de dominios
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diferente. De esta forma cada camino se puede computar de manera independiente,
ya que asegura que ambos caminos son disjuntos el hecho de que atraviesen domi-
nios disjuntos. Por último, un tercer modo es una solución mixta, en la que parte de
los caminos transcurren por distintos ASes, y por tanto intrínsecamente disjuntos, y
parte del camino por los mismos ASes, y hay que computarlos de modo que lo sean
en esa parte del camino.
Cuando los dominios de los que se trata son Sistemas Autónomos, o dominios
BGP, el segundo y tercer modo no es posible realizarlo con la única información
proporcionada por BGP. La agregación de rutas BGP, el filtrado y selección que
realizan los Sistemas Autónomos de las rutas y la utilización del AS_PATH hace
que no sea posible, en la mayor parte de los casos, computar dos secuencias de ASes
disjuntos.
Las propuestas de esquemas de protección interdominio van destinadas, en su
práctica totalidad, hacia métodos del primer modo de actuación (veánse los aparta-
dos 2.4 y 2.5), computar el camino principal y el de respaldo en la misma secuencia
de dominios.
En este capítulo, en cambio, se va a proponer un sistema de cómputo interdo-
minio del segundo modo de obtención de caminos que permita implantar diferentes
esquemas de protección. Los dominios se supondrá que son Sistemas Autónomos y
que utilizan BGP como protocolo de intercambio de rutas entre ellos.
Antes de presentar la propuesta se revisará brevemente el funcionamiento del
intercambio de información de encaminamiento en BGP y cómo éste limita el co-
nocimiento de la topología de dominios. En el siguiente apartado realizaremos un
sucinto análisis de este mecanismo aportando algún ejemplo que nos servirá para
ilustrar las limitaciones.
7.2. Funcionamiento del AS_PATH en BGP
La información de encaminamiento intercambiada en BGP es sobre la alcanza-
bilidad de los destinos. Esta información de alcanzabilidad viene dada, básicamente,
por el AS_PATH, una lista con una cadena de Sistemas Autónomos que están “dis-
puestos” a llevar los paquetes a un determinado destino, el destino alcanzable por
medio de ese AS_PATH y el siguiente salto para llegar al destino. Las distintas en-
tidades BGP con esta información podrían construir un grafo de alcanzabilidad de
destinos, donde los nodos intermedios son siempre Sistemas Autónomos. El meca-
nismo completo de intercambio de información entre peers BGP está definida en la
RFC 1771 [85].
En cuanto al mecanismo de selección de rutas y reenvío de las mismas a los
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Figura 7.1: Esquema del mecanismo de selección en BGP.
1. Cuando una entidad BGP recibe un mensaje de UPDATE con una ruta de un
peer esta se incluye en la Adj-RIB-In, la RIB (Route Information Base) con
las rutas aprendidas de un determinado peer BGP1. En esta primera fase del
mecanismo de selección se determina el grado de preferencia de cada una de
las rutas recibidas. Cuando hay algún cambio o alguna nueva ruta en una Adj-
RIB-In se acciona la fase dos del mecanismo de selección.
2. De entre todas las rutas disponibles para un destino, entre todas las Adj-RIB-
In, se selecciona la considerada mejor2. Una vez seleccionada se incluye en
la Loc-RIB; esta RIB contiene las rutas que se utilizarán localmente. Cuando
hay algún cambio o alguna nueva ruta en la Loc-RIB se acciona la fase tres del
mecanismo de selección.
3. Se seleccionan de entre las rutas del Loc-RIB cuáles se enviarán a qué peers
BGP; para ello se incluye en las respectivas Adj-RIB-out, la RIB con las ru-
tas que se envían a un determinado peer BGP3, y se envían los mensajes de
UPDATE correspondientes.
1Existe una Adj-RIB-In por cada peer BGP.
2Los criterios, y orden de aplicabilidad para seleccionar las rutas viene descrito en la RFC 1771.
El primer criterio a tener en cuenta es el grado de preferencia de la ruta. Aquí no se describirán más
detalles por carecer de interés para comprender el mecanismo general.
3Existe una Adj-RIB-Out por cada peer BGP.
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Nótese que las rutas que se envían al resto de peers BGP desde una determinada
entidad BGP son una selección de aquellas que están en la Loc-RIB y que por tanto
el router utilizará localmente.
Los mensajes de UPDATE son los mensajes BGP utilizados para intercambiar
información de alcanzabilidad entre los peers BGP. Entre otro tipo de información
importante e información opcional que se puede añadir hay tres valores de especial
relevancia, el AS_PATH, el NEXT_HOP y el NLRI.
El AS_PATH es la secuencia de ASes que hay que atravesar para llegar a los
destinos marcados en el NLRI. Este es una lista de prefijos IP a los que se llega por
medio de la ruta de ASes que se está anunciando. El NEXT_HOP es la dirección IP
del router frontera del AS que envía el mensaje de UPDATE que debe ser utilizada
como siguiente salto para los destinos listados en el NLRI.
Los distintos routers frontera de un Sistema Autónomo que utiliza BGP se man-
tienen informados de las distintas rutas recibidas por medio de IBGP, y de este modo
todos los routers BGP de un AS disponen de la misma información. Por ello, excep-
to que se diga explícitamente lo contrario, cuando nos refiramos a un router BGP de
un dominio nos referiremos a cualquiera de ellos, puesto que todos disponen de la
misma información interdominio (salvo la debida a rutas específicas).
Resumiendo, un router BGP recibirá al menos una ruta para un determinado
destino de cada uno de sus peers BGP (excepto que el router forme parte de un AS
que está en el AS_PATH de la ruta elegida por parte del peer) y de todas estas rutas
debe elegir una de ellas, añadirse como AS en el AS_PATH y anunciar la ruta a sus
peers BGP, excepto a aquellos que formen parte del AS_PATH.
Este funcionamiento hace que la información de que dispone en las tablas RIB
(Route Information Base) un router BGP de un AS no sea suficiente para obtener
un grafo de ASes 2-conectado que le permitiese obtener AS_PATHs disjuntos a otro
AS. En el siguiente apartado se utilizará un ejemplo para ilustrar el funcionamiento
del intercambio de rutas en BGP y mostrar que, en general, no está disponible infor-
mación suficiente para obtener dos AS_PATHs disjuntos desde un AS origen y un
AS destino.
7.2.1. Ejemplo de propagación de información de alcanzabilidad
en BGP y su limitación
Utilizando el mecanismo de selección de BGP se puede seguir el ejemplo pro-
puesto en la figura 7.2. Se trata de una red de ASes interconectados, formando un
grafo 2-conectado. En el ejemplo se mostrará, para las rutas destinadas al dominio
AS 4, el estado de las diferentes tablas RIB de los routers de cada AS y se señalará

























































Topología de red percibida por AS 3
(e)
Figura 7.2: Ejemplo de propagación de rutas con BGP
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cuándo se envía un mensaje de UPDATE.
En la figura se utilizan las siguientes convenciones:
Sólo se manejan las rutas con destino AS 4.
Se muestra una tabla RIB con todas las rutas manejadas.
Si una ruta se acaba de recibir se marca en rojo. Ésta obliga a ejecutar de nuevo
el mecanismo de selección.
Las rutas antiguas están marcadas en negro.
La ruta seleccionada, y que por tanto debe ser enviada a los peers BGP (ex-
cepto que forme parte de la ruta), se marca con fondo azul. Esta ruta es la que
se encuentra en la Loc-RIB.
Si un AS tiene que enviar un mensaje de UPDATE se indica con un flecha de
color azul señalando al AS al que se le envía.
Cada subfigura del ejemplo contiene los tres pasos del mecanismo de selección
de rutas de BGP. Para cada AS se realiza lo siguiente:
• Si en la subfigura anterior había una o más flechas terminadas en él,
entonces, se incluyen las nuevas rutas en la RIB, estas se marcarán en
rojo.
• Si hay nuevas rutas marcadas en rojo en la RIB se vuelve a elegir la
mejor ruta.
• Si la ruta seleccionada ha cambiado se seleccionan los peers a los que de-
be ser enviada mediante un mensaje de UPDATE y se marca con flechas
azules.
Cuando haya que elegir entre varias rutas se elegirá la más corta (se conside-
rará la de mayor grado de preferencia), si hay empate una de ellas al azar.
Supuesto que el dominio AS 4 acaba de conectarse y ha establecido una sesión
BGP con sus vecinos, éste empezará a anunciar a sus peers las redes que conoce y a
las que está dispuesto a encaminar paquetes. En la figura 7.2 (a) AS 4 está enviando
un mensaje de UPDATE incluyendo los prefijos Net 4 que conoce. En la figura (b) se
puede ver como los vecinos, AS 5 y AS 1 al recibir el mensaje de UPDATE de AS 4
han incluido la nueva ruta en sus tablas de encaminamiento (RIB). Como la tabla
de encaminamiento se ha visto modificada es necesario efectuar el paso dos del
mecanismo de selección, elegir la mejor ruta al destino. En este caso como sólo hay
una ruta se selecciona esta directamente. Debido a que la nueva ruta seleccionada
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es diferente a la que se había seleccionado previamente (no había ninguna) debe
anunciarse la existencia de esta nueva ruta a los ASes vecinos, a los que se les envían
los mensajes de UPDATE. Al llegar los mensajes de UPDATE a los distintos ASes,
figura (c), estos incluyen las nuevas rutas en las RIBs, se procesan y se selecciona la
mejor.
Al llegar estos mensajes a los ASes, estos incluyen las nuevas rutas en las RIBs,
figura (d). Ninguna de estas nuevas rutas ha sido seleccionada como mejor que la
que se tenía, por lo que no hay ninguna ruta actualizada y por tanto ningún AS tiene
que enviar un mensaje de UPDATE. Se llega a la estabilidad en la red, teniendo cada
AS una ruta para llegar a AS 4.
Puede observarse cómo al final del proceso todos los dominios tienen una ruta
seleccionada en las RIB, y por tanto también en las FIB (Forwarding Information
Base), para alcanzar el destino AS 4. Este es el cometido de BGP: proporcionar un
camino de ASes para alcanzar un determinado destino. Sin embargo, también puede
verse que en las tablas RIB no hay información suficiente para obtener un camino
alternativo disjunto al destino, sólo disponen de ella algunos de los ASes. Es el caso
de AS 6 y AS 7 en la figura. Por ejemplo, AS 6 tiene en su FIB que para llegar a
AS 4 debe ir por AS 5, pero además dispone en sus tablas RIB de la ruta AS 7-AS 1.
Esta información no está disponible en las tablas de reenvío, pero una herramienta
de Ingeniería de Tráfico como MPLS podría utilizar esta información para crear un
LSP de respaldo pasando por estos dominios.
El principal problema es que en la mayoría de los casos la información necesaria
no está disponible de manera global, como se requeriría para realizar conexiones
MPLS multidominio. El motivo es precisamente el diseño de los protocolos de en-
caminamiento interdominio, orientados a la escalabilidad mediante agregación (con
pérdida) de la información de alcanzabilidad. Ejemplo de esto puede verse en la fi-
gura (e), en la que se muestra la topología de red percibida por AS 3 mediante BGP.
En la siguiente sección presentaremos un mecanismo que nos permitirá disponer
de esta información en todos los dominios.
7.3. Porpuesta de extensión de BGP para poder obte-
ner AS_PATHs disjuntos entre ASes
En este apartado se va a proponer una modificación que puede realizarse a BGP
para que todos los ASes dispongan de información suficiente como para poder obte-
ner dos secuencias de AS disjuntas para alcanzar un destino. Es decir, que cualquier
Sistema Autónomo sea capaz de obtener un ciclo de ASes que contenga al destino y
a sí mismo. Todo esto sin alterar el mecanismo de selección de la ruta principal de
96 Capítulo 7. Obtención de AS_PATHs disjuntos extremo a extremo
BGP.
Primero se describirá en que consiste la modificación a realizar, se expondrá un
ejemplo de funcionamiento, para a continuación demostrar la validez funcional de
la propuesta, y terminar con un análisis de escalabilidad del mecanismo propuesto.
7.3.1. Propuesta de modificación de BGP
Para el mecanismo que se va a plantear son necesarias tres nuevas RIBs, la Adj-
RIB-Disj-In, la Loc-RIB-Disj y la Adj-RIB-Disj-Out. Si bien, se pueden utilizar las
RIB originales de BGP [85] añadiendo un flag que indique si la ruta es principal o
secundaria (disjunta).
El mecanismo para la obtención, cálculo y reenvío de las rutas principales no
se ve afectado ni modificado en modo alguno, manteniendo los tiempos de conver-
gencia actuales, así como el número de mensajes intercambiados o el tamaño de las
tablas. La idea es establecer un mecanismo en segundo plano para la obtención de
rutas disjuntas a las principales, llamadas rutas secundarias. Para ello también se
utiliza un mecanismo en tres fases similar al que se utiliza en las rutas principales











































Figura 7.3: Esquema del mecanismo de selección de rutas BGP disjuntas propuesto.
1. Cuando una entidad BGP recibe un mensaje de UPDATE con una ruta secun-
daria de un peer incluye esta ruta en la Adj-RIB-Disj-In, la RIB con las rutas
secundarias aprendidas de un determinado peer BGP. En esta primera fase
del mecanismo de selección se determina el grado de preferencia de cada una
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de estas rutas recibidas. Cuando hay un cambio o alguna nueva ruta en una
Adj-RIB-In o en una Adj-RIB-Disj-In se acciona la fase dos de este mecanis-
mo. También se activa cuando hay un cambio en la Loc-RIB, ya que indica un
cambio de ruta principal y esto puede requerir un cambio en la ruta secundaria.
2. De entre todas las rutas disponibles para un destino (tanto principales, inclui-
das en Adj-RIB-In, como secundarias, incluidas en Adj-RIB-Disj-In) se selec-
ciona, de entre las disjuntas a la ruta principal, la mejor. Si se ha seleccionado
alguna se incluye en la Loc-RIB-Disj; esta RIB contiene las rutas secundarias
que se utilizarán localmente. Cuando hay algún cambio o una nueva ruta en la
Loc-RIB-Disj se acciona la fase tres de este mecanismo de selección.
Si no se ha podido seleccionar una ruta alternativa disjunta se debe comprobar
si existe una ruta entre las principales para la que sí es posible obtener una
ruta secundaria disjunta. En tal caso, se debe disminuir el grado de preferen-
cia de la ruta principal actual de modo que sea elegida la otra ruta principal,
para la que sí existe una ruta secundaria disjunta. Este mecanismo evita que la
selección de la ruta principal sea una “trampa” para la que no hay ruta disjunta
(aún existiendo dos rutas disjuntas entre sí). Si se recibe una nueva ruta secun-
daria se debe comprobar si la ruta anterior es válida para restituir su grado de
preferencia.
3. Se seleccionan de entre las rutas del Loc-RIB-Disj cuáles se enviarán a qué
peers BGP, se incluyen en las respectivas Adj-RIB-Disj-out y se envían los
mensajes de UPDATE con las rutas secundarias correspondientes.
Una ruta secundaria no puede ser elegida como ruta principal, puesto que el
siguiente AS no encaminaría bien los paquetes, debido a que al tratarse de una ruta
secundaria no tiene por qué estar en uso. Sin embargo, una ruta principal sí puede ser
seleccionada como ruta secundaria, ya que se eligen las rutas disjuntas a la principal
tanto de Adj-RIB-In como de Adj-RIB-Disj-In.
Si ha habido un cambio en las tablas y se selecciona una ruta principal, que pre-
viamente había sido elegida como secundaria, se activa el paso dos del mecanismo,
que obliga a elegir otra ruta secundaria, ya que esta debe ser disjunta a la recién
seleccionada como ruta principal.
En el siguiente apartado se mostrará un ejemplo de utilización del nuevo meca-
nismo sobre la red del ejemplo anterior.
7.3.2. Ejemplo de funcionamiento
Sobre la misma red que se utilizó en el ejemplo anterior se va mostrar el funcio-
namiento de este nuevo mecanismo. Todo el ejemplo se muestra en la figura 7.4.
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Para esta figura se utilizan ademas de las convenciones utilizadas en el ejemplo
anterior las siguientes:
Los mensajes de UPDATE de rutas secundarias se marcan en verde.
Las rutas secundarias seleccionadas se marcan con fondo verde.
Las rutas que se han recibido como rutas secundarias se marcan entre “*”.
• De color rojo para las recién recibidas.
• De color negro para las antiguas.
Cada subfigura del ejemplo contiene además de los tres pasos del mecanismo
de selección de rutas de BGP los tres pasos del mecanismo de selección de
rutas secundarias. Para cada AS se realiza lo siguiente:
• Si en la subfigura anterior había una o más flechas terminadas en él,
entonces: se incluyen las nuevas rutas en la RIB, se marcan en rojo, in-
dicando si son principales (sin “*”) o secundarias (con “*”).
• Si hay nuevas rutas marcadas en rojo en la RIB se vuelve a elegir la
mejor ruta (principal y/o secundaria, según corresponda).
• Si la ruta seleccionada (principal o secundaria) ha cambiado se selec-
cionan los peers a los que debe ser enviada mediante un mensaje de
UPDATE. En la figura se marca con flechas azules (principal) o verdes
(secundaria).
Como puede verse en la figura, los 4 primeros pasos, hasta el (d), son los mismos
que en el ejemplo 7.2, ya que hasta este momento no ha sido posible calcular ninguna
ruta disjunta a las principales en ningún nodo. Las rutas principales obtenidas en los
distintos nodos han seguido el mismo proceso y son las mismas. Es en ese paso, el
(d), cuando varios dominios, AS 6 y AS 7, tienen en la Adj-RIB-In rutas disjuntas
(rutas sin “*”) a las rutas principales seleccionadas (rutas sin “*” con fondo azul).
A partir de este momento no hay ningún cambio en las rutas principales debido
a que no se añade ninguna nueva ruta en las Adj-RIB-In, ni se modifica el grado de
preferencia a ninguna ruta, lo que hace que no se dispare el mecanismo de selección
de rutas de BGP (paso 2).
Volviendo al ejemplo, en la figura (d), la ruta recibida por AS 6 desde AS 7, 7-1-4,
es disjunta a la seleccionada previamente como principal, 5-4, y se marca como ruta
secundaria (fondo verde). De igual modo ocurre en AS 7, siendo elegida la ruta 6-
5-4 como ruta secundaria. Estas nuevas rutas secundarias seleccionadas provocan el
































































































































Mensaje de UPDATE de rutas disjuntas
Ruta disjunta selecionada
*1-4* Ruta disjunta
Figura 7.4: Ejemplo de propagación de rutas con la modificación de BGP introducida
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envío de nuevos mensajes de UPDATE de rutas secundarias a los vecinos (marcados
con flechas de color verde).
Una vez enviados los nuevos mensajes de UPDATE, figura (e), las rutas nuevas
se guardan en la Adj-RIB-Disj-In correspondiente (rutas con “*”). Después el paso 2
del mecanismo de selección determina las rutas secundarias más adecuadas en todos
aquellos AS en los que se tiene una ruta secundaria nueva. Todos aquellos nodos que
seleccionan una ruta y esta es distinta a la selección anterior deben ejecutar el paso
tres del mecanismo de selección, enviar los mensajes de UPDATE con las nuevas
rutas secundarias a los vecinos (flechas de color verde).
Siguiendo este proceso en los pasos (f) y (g) llegamos al estado final, en el que
todos los AS han seleccionado una ruta principal y una secundaria disjunta y no ha
habido ningún cambio respecto a la situación anterior.
En este estado final puede verse que todos los ASes disponen de las mismas rutas
principales que en el ejemplo anterior, conseguida además en el mismo momento,
y que todos disponen de una ruta alternativa, disjunta a la principal, para llegar al
destino tratado, el AS 4. Por ejemplo, AS 3 dispone de la ruta 1-4 para llegar al
dominio AS 4 y dispone de la ruta disjunta alternativa 7-6-5-4. Lo mismo ocurre con
el resto de ASes.
En el siguiente apartado se demostrará que utilizando este nuevo mecanismo de
selección e intercambio de rutas todos los dominios disponen de una ruta alternativa
y disjunta para llegar a los distintos destinos. También se discutirá la utilidad de esta
información.
7.3.3. Demostración
En este apartado se va a demostrar que utilizando el mecanismo propuesto todos
los nodos de la red, si esta es 2-conectada, dispondrán de dos rutas, una principal
y otra disjunta. Se irán proponiendo y demostrando teoremas que servirán para la
demostración del teorema final, el teorema 7.4.
Hay una serie de características del intercambio de rutas en BGP (algunas de
ellas comunes a todos los protocolos de encaminamiento) que es preciso introducir:
Proposición 7.1. Principio de optimalidad. Si el dominio AS O tiene una ruta con
destino AS D seleccionada y pasa por el dominio AS I, entonces la ruta entre AS I
y AS D es común para ASO y AS I.
Demostración. AS I sólo anuncia el AS_PATH, AS_PAT HID, hacia el destino AS D
que él mismo utiliza. De los AS_PATH recibidos sólo se utiliza uno, en ningún ca-
so se combinan varios para obtener el que se utilizará. Al AS_PATH elegido se le
102 Capítulo 7. Obtención de AS_PATHs disjuntos extremo a extremo
añade información, e.g. el propio número AS, en ningún caso se modifica o elimi-
na información existente. El AS_PATH elegido por AS I, AS_PAT HID, es la única
ruta que AS I propagará con destino a AS D y el resto de ASes sólo le añadirán
nuevos números AS. Cualquier AS_PATH destinado a AS D que contenga a AS I es
porque contiene la ruta AS_PAT HID. Por tanto, cualquier dominio AS O que tenga
un AS_PATH destinado a AS D y pase por AS I contiene AS_PAT HID, por lo que
comparten todo el camino desde AS I hasta AS D.
La topología de ASes es 2-conectada; una propiedad de este tipo de redes es que
siempre es posible obtener dos caminos disjuntos desde un nodo X de la red a otro
nodo Y cualesquiera de ella (veáse el apéndice A). A estos caminos los llamaremos
AS_PAT HXY y AS_PAT H_DISJXY respectivamente.
Teorema 7.1. Supuestos dos ASes, AS A y AS B, conectados a un tercero, AS O de
modo que existen los AS_PATHs; AS_PAT HAD, AS_PAT HBD y AS_PAT H_DISJBD
con destino AS D. Si el camino principal de AS O hacia AS D es vía AS A, por
lo que AS_PAT HOD = AS O−AS_PAT HAD, entonces, existe un AS_PAT H_DISJOD
disjunto a AS_PAT HOD tal que AS_PAT H_DISJOD = AS O−AS_PAT HBD o
AS_PAT H_DISJOD = AS O−AS_PAT H_DISJBD.
Demostración. Como puede observarse en la figura 7.5 el camino disjunto al camino
principal hasta AS D tiene que ser alguno provisto por AS B, ya que la ruta principal
de AS O pasa por AS A y la ruta secundaria no puede pasar por AS A.
Cualquiera de los dos caminos, AS_PAT HBD o AS_PAT H_DISJBD, que no cor-
te a AS_PAT HAD es válido como solución. No es posible que los dos corten con
AS_PAT HAD porque si no, según la proposición 7.1, ambos caminos compartirían el
final de sus trayectos entre sí y con AS_PAT HAD, pero AS_PAT HBD y AS_PAT H_DISJBD
son disjuntos, por lo que, al menos uno de ellos es disjunto a AS_PAT HAD y, por tan-
to, solución.
Corolario 7.1.1. Si tanto AS A como AS B disponen de dos AS_PATHs disjuntos a
AS D, entonces AS O podrá obtener siempre dos AS_PATHs disjuntos a AS D
Demostración. Independientemente de qué AS, AS A o AS B, se seleccione para
el camino principal hacia AS D, el otro AS dispone de dos AS_PATHs disjuntos a
AS D, con lo que es posible aplicar el teorema 7.1.
Corolario 7.1.2. Si se dispone de dos parejas de AS_PATHs disjuntos desde un AS
(AS O) a otros dos ASes (AS A y AS B) entonces es posible obtener un AS_PATH
entre AS O y AS A disjunto a otro AS_PATH entre AS O y AS B.
Es fácil ver que una red 2-conectada está formada por ciclos unidos, precisa-
mente una de las características de estas redes es poder computar caminos disjuntos










Figura 7.5: Propagación de rutas secundarias.







Figura 7.6: Caminos disjuntos en una red 2-conectada forman un ciclo.
Lema 7.1. Utilizando el mecanismo de selección de rutas propuesto en la sec-
ción 7.3.1 se cumple el teorema 7.1.
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Demostración. La única forma en la que un mecanismo de selección no cumpli-
ría con el teorema 7.1 sería que dicho mecanismo eligiese como AS_PAT HOD a
AS O−AS_PAT HBD y que, además, AS_PAT HAD no fuese disjunto a AS_PAT HBD,
de modo que no fuese posible seleccionar un AS_PAT H_DISJOD válido (veáse la
figura 7.5). Si esto ocurriese, en el mecanismo propuesto aquí, al AS_PATH elegido
como principal (AS_PAT HBD) se le baja el grado de preferencia, lo que hace ejecutar
de nuevo el mecanismo de selección del AS_PATH principal, de modo que en esta
ocasión será elegido el AS_PAT HAD, cumpliéndose así el teorema 7.1.
Lema 7.2. En una red 2-conectada de Sistemas Autónomos existen dos nodos adya-
centes de cada ciclo simple4 que reciben al menos dos rutas BGP para llegar a un
destino y éstas son disjuntas. Esto es cumple para cualquier destino del ciclo
Demostración. Si un determinado AS_PATH, ASP 1, a un destino, AS D, avanza
por una secuencia de ASes dispuestos en ciclo este dejará de avanzar cuando en un
AS no sea seleccionado ese AS_PATH. El nodo que no seleccione dicho AS_PATH,
AS X, es porque ha recibido otro AS_PATH, ASP 2, “mejor” a ese destino, por el
otro lado del ciclo. El AS adyacente, AS Y, que fue el último en seleccionar ASP 1
recibirá de AS X el ASP 2, por ser la ruta que AS X ha seleccionado para AS D y no
estar AS Y en ella, ya que el AS_PATH destinado a AS D que contiene a AS Y es
ASP 1 y no ASP 2.
AS X y AS Y disponen ambos de los AS_PATHs ASP 1 y ASP 2, que además
son disjuntos, por contener cada uno de ellos secciones del ciclo distintas. En la
figura 7.7 se puede ver gráficamente.
Teorema 7.2. Utilizando el mecanismo de selección de rutas propuesto en la sec-
ción 7.3.1 todos los nodos de un ciclo simple obtienen un AS_PATH y un AS_PATH_DISJ
disjuntos a cualquier otro nodo del ciclo.
Demostración. Según el lema 7.2 hay dos nodos con dos rutas disjuntas en sus RIBs
para un determinado destino. Una de ellas será la ruta principal, la otra será seleccio-
nada por el mecanismo de selección de rutas como la ruta secundaria. Uno de estos
dominios (AS X en la figura 7.7) tiene como dominio adyacente el dominio del que
aprendió la ruta principal (AS F). Entonces, existe un dominio (AS F) adyacente a
otro dominio (AS X) del que no aprendió la ruta principal y que dispone de dos rutas
disjuntas. Según el teorema 7.1 aquel dominio (AS F) es capaz de obtener la ruta
secundaria disjunta de la principal hacia el destino.
Este dominio, con dos rutas disjuntas (AS F), ofrece la misma posibilidad al
siguiente dominio del ciclo. Así hasta llegar al destino. En el otro semiciclo las rutas
4Con ciclo simple se quiere recalcar que el conjunto de nodos forman un único ciclo, es decir, que
a cada nodo sólo se le consideran dos enlaces.











































Figura 7.7: Al menos dos nodos BGP de un ciclo tienen al menos 2 rutas a un destino
concreto del ciclo.
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disjuntas avanzan del mismo modo desde el otro dominio que disponía de dos rutas
disjuntas (AS Y).
Teorema 7.3. Si dos o más nodos adyacentes de un ciclo simple tienen un AS_PATH
y un AS_PATH_DISJ disjuntos a un determinado destino X (no necesariamente per-
teneciente al ciclo), entonces utilizando el mecanismo de selección propuesto en la
sección 7.3.1 todos los nodos del ciclo obtendrán un AS_PATH y un AS_PATH_DISJ
disjuntos al destino X.
Demostración. Sabemos, por el teorema 7.2, que dos ASes adyacentes, AS A y AS B
(ejemplo de la figura 7.8), tienen dos rutas disjuntas a AS D y que AS O dispone
también de dos rutas disjuntas a AS A y AS B. Por tanto, según el corolario 7.1.2,
AS D puede obtener dos caminos disjuntos hasta AS A y AS B.
Es posible considerar a AS A y AS B como un único AS, que inyecta al ciclo
dos pares de rutas disjuntas hacia AS D. Siguiendo el mismo razonamiento que en
el lema 7.2, este par de rutas disjuntas se propagarán por el ciclo. Cuando un AS
recibe los dos pares de rutas, de entre las primarias debe elegir la que utilizará como
primaria. Si elige la del AS A la ruta secundaria la seleccionará de entre las dos que




Figura 7.8: Dos nodos en un ciclo con dos caminos disjuntos a un destino cada uno
permiten calcular dos caminos disjuntos al resto de nodos.
Teorema 7.4. Utilizando el mecanismo de selección propuesto en la sección 7.3.1
todos los dominios de una red de Sistemas Autónomos 2-conectada obtienen un
AS_PATH y un AS_PATH_DISJ disjuntos a cada destino de la red.
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Demostración. Una red 2-conectada está formada por al menos un ciclo simple.
Puede estar formada por más de un ciclo, en cuyo caso los ciclos se unen entre sí
para formar la red. Para que un ciclo forme parte de la red tiene que tener en común
al menos dos nodos con otro ciclo de la red, sino dejaría de ser una red 2-conectada.
Por ejemplo, en la red de la figura 7.9 los ciclos A y B no forman una red 2-conectada
porque el nodo común Y es el único nodo que interconecta ambos ciclos, con lo que
no es posible encontrar dos caminos disjuntos entre un nodo del ciclo A, AS S, y otro
del ciclo B5, AS Z, ya que ambos deberían de pasar por Y .
Según el teorema 7.2, todos los nodos de los ciclos simples que contienen el AS
destino obtienen 2 rutas BGP disjuntas al AS destino. Cualquier ciclo adyacente a
uno de estos comparte dos o más nodos contiguos, sino no sería una red 2-conectada.
Entonces, un ciclo adyacente a otro que contiene el dominio destino tiene dos o más
nodos consecutivos con dos rutas disjuntas al dominio destino, por el teorema 7.3
todos los nodos de ese ciclo pueden obtener dos rutas disjuntas al destino. Lo mismo
ocurrirá con los ciclos adyacentes a este, y así de manera recursiva con toda la red.
Explicado para un destino, lo mismo es válido para todos los posibles destinos
de la red, propagando las rutas desde su propio ciclo hacia los demás.
AS S
AS Y AS Z
ciclo A
ciclo B
Figura 7.9: Una red con dos ciclos y un sólo nodo común entre los ciclos no es
2-conectada
En el siguiente apartado se va a estudiar un ejemplo de uso del esquema de
encaminamiento propuesto y cómo este puede ser útil en la creación de caminos de
respaldo de conmutación rápida utilizando MPLS.
5Recuerdese que una de las principales características de las redes 2-conectadas es que es posible
calcular dos caminos disjuntos entre dos nodos cualesquiera de la red.
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7.3.4. Análisis del mecanismo propuesto mediante un ejemplo de
uso
En este apartado se va a examinar en detalle un ejemplo más complejo de utili-
zación del mecanismo propuesto. Una vez obtenidas las rutas por todos los Sistemas
Autónomos se verá cómo utilizar estas para realizar protección interdominio y cómo
sería el funcionamiento en caso de fallo. El ejemplo es el mostrado en la figura 7.10.
Se ha elegido este ejemplo por formar parte de la familia de grafos de red en los que
BGP tiene una mala convergencia, según se ha estudiado en la literatura [6][86][87].
7.3.4.1. Ejemplo
En este ejemplo se utilizan los mismos convencionalismos generales que en la
figura 7.4. Además existen los siguientes particulares para esta figura:
AS 3 no forma parte de los dominios que tienen acuerdos para reenviarse rutas
secundarias.
• Sus peers no le enviarán UPDATEs con rutas secundarias.
• AS 3 no seleccionará una ruta de sus RIBs como ruta secundaria para
ningún destino para enviársela a sus peers BGP.
AS 1, debido a las preferencias locales, prefiere la ruta por AS 3 antes que la
ruta por AS 6 para alcanzar AS 7.
• Esto provoca que en la iteración 4, figura (d), AS 1 cambie de ruta princi-
pal, enviando un UPDATE con la nueva ruta y un WITHDRAWAL con
la antigua, que obliga a eliminar de las RIBs a los peers dicha ruta.
Merece especial mención lo que le ocurre a AS 2 con su ruta secundaria (lo mis-
mo pasa con AS 4). En el paso (d), AS 2 ha seleccionado de entre las rutas principales
a 1-6-7 como su ruta secundaria y envía UPDATEs con esta información a sus peers.
Sin embargo cuando AS 1 recibe la ruta que pasa por AS 3 este la prefiere a 6-7 y la
cambia, obligando a eliminarla de las tablas al resto de ASes, incluido AS 2. En el
mismo momento, AS 1 selecciona dicha ruta como ruta secundaria, con lo que junto
al WITHDRAWAL de 1-6-7 como ruta principal envía un UPDATE con la misma
ruta como ruta secundaria. AS 2, en el paso (e), selecciona esta misma ruta como
ruta secundaria y por tanto no envía nada.
En una implementación real, y dependiendo de los tiempos de recepción de los
UPDATEs y WITHDRAWALs, existirían pasos intermedios de intercambio de rutas




































3-1-4 Nueva ruta recibida
1-4 Ruta procesada
Mensaje de UPDATE










































Figura 7.10: Rutas alternativas con BGP en topologías de convergencia lenta.
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hasta llegar a esta situación, puesto que la ruta, aunque es la misma, es de otra RIB
y provocaría los correspondientes mensajes de WITHDRAWAL y UPDATE. Por
claridad en el esquema del ejemplo se han omitido estos pasos intermedios. Fíjese
que, a pesar de esto, los mensajes correspondientes a las rutas principales no varían
respecto al caso de utilizar el mecanismo de BGP tradicional, primero un UPDATE,
y a continuación el WITHDRAWAL y UPDATE para rectificar la ruta.
Teniendo en cuenta sólo el mecanismo tradicional de BGP, un fallo en el enlace
AS 5-AS 7 puede provocar un proceso de “cuenta hasta infinito” [86] que sume a
AS 1 en creer que puede seguir alcanzando a AS 7 por AS 2, AS 3 o AS 4 alternati-
vamente. Al final del proceso de convergencia AS 1 podría enviar el tráfico por AS 6
sin pérdidas.
Sin embargo, como puede verse en la figura (e), utilizando el esquema de enca-
minamiento propuesto, AS 1 tiene conocimiento de una ruta alternativa a AS 7 en
todo momento, con lo que podría utilizarla para reencaminar el tráfico aunque el
enlace entre AS 5-AS 7 siga sin funcionar. Una vez solucionado el fallo o cuando la
estabilidad en las rutas BGP ofrezcan un camino alternativo, AS 1 podría enviar su
tráfico por la ruta indicada por BGP.
Si bien, para poder recuperarse rápidamente del fallo en el enlace AS 5-AS 7 no
basta con conocer esta ruta adicional, es necesario poder actuar y hacerlo a tiempo.
Utilizando sólo IP/BGP no es trivial implementar un mecanismo que solvente la
situación mientras BGP converge. El funcionamiento de IP/BGP hace que el tiempo
de notificación para AS 1, tiempo que transcurre desde que ocurre el fallo hasta
que AS 1 detecta el fallo, es elevado. De hecho, AS 1 no detecta ningún fallo, sólo
notará que han cambiado algunas rutas hacia ciertos destinos, pero no puede saber
el motivo real, con lo cuál, aunque pudiese actuar, no sabría a que reaccionar, ni
que rutas alternativas puede o debe utilizar, ya que no tiene conocimiento de que
enlace o dominio ha fallado. Es necesario una herramienta de Ingeniería de Tráfico,
i.e. MPLS, para poder saber a qué reaccionar y cómo reaccionar, también para poder
utilizar las rutas alternativas obtenidas con el mecanismo de selección de rutas.
7.3.4.2. Recuperación rápida en caso de fallo
Supuesto que AS 1 ha completado el aprendizaje de rutas BGP, y que dispone
de las rutas principal y secundaria a AS 7 se va a mostrar cómo AS 1 mediante
MPLS, y con ayuda de las rutas secundarias, puede realizar un fast reroute del tráfico
destinado a AS 7.
En AS 1 para transportar el “trunk” que se quiere proteger destinado a AS 7
puede construirse un LSP interdominio utilizando la ruta habitual de BGP, 3-5-7.
Para ello, basta con señalizar un LSP utilizando RSVP-TE con un objeto ERO con
los dominios AS3, AS 5 y AS 7 como “strict hops” [88]. De este modo se creará
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un LSP extremo a extremo interdominio desde el router R13 hasta el router R75,
figura 7.11, que atraviesa los dominios AS 3 y AS 5. El tráfico del dominio AS 1
destinado a AS 7 alcanzará el router R13 y este lo introducirá por el túnel LSP 1 hasta
AS 7. Es decisión del dominio AS 1 si se utilizan LSPs intradominio para alcanzar














Figura 7.11: Fast rerouting con MPLS.
Este túnel se utilizará tanto para enviar tráfico como para poder detectar fallos
en el camino y saber dónde han sido. El esquema de respaldo puede ser tanto por
reencaminamiento o por protección6, es decir, el LSP de respaldo puede haberse
preestablecido o hacerlo en el momento de detección de fallo. Dependerá de la po-
lítica seguida por el dominio y los acuerdos que mantenga con el resto de dominios,
pero ambas posibilidades pueden llevarse a cabo, la información del AS_PATH se-
cundario está siempre disponible.
Para crear este túnel de respaldo existen dos formas, que sea R16 o el propio R13
los que inicien la señalización de establecimiento y que, por tanto, sean el inicio del
túnel de respaldo. El LSP de respaldo también se señalizará mediante RSVP-TE con
los dominios AS 6 y AS 7 como “strict hops”.
En el caso de ser R16 el que señalize el LSP de respaldo, LSP-B1 en la figu-
ra 7.11, haría falta modificar las rutas IGP para que los routers del dominio AS 1
enviasen el tráfico destinado a AS 7 hacia el router R16, en lugar de hacia R13. A este
inconveniente en el dominio origen se une que el tráfico en el dominio destino, AS
7, llegaría por un router distinto al que llegaba el tráfico antes del fallo.
6Véase la sección 2.2 para más detalle.
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El cambio de las rutas IGP puede hacerse fácilmente si tanto R16 como R13 in-
yectan rutas IGP destinadas a AS 7 con mayor precedencia para las inyectadas por
R13. En caso de fallo, R13, router que es notificado del fallo, cambiaría a una menor
precedencia en dichas rutas, seleccionándose inmediatamente a R16 como router de
salida para el tráfico a AS 7 en todos los routers del dominio AS 1 [89].
Que el LSP de respaldo tenga un punto de salida distinto al LSP principal en
AS 7 puede resultar una ventaja en el caso de que haya sido precisamente el router
R75 el que haya fallado, y no el enlace entre AS 5 y AS 7.
Si fuese R13 el que señaliza el LSP de respaldo, LSP-B2 en la figura 7.11, el
proceso de reencaminamiento sería más sencillo y rápido, aunque menos óptimo.
En cuanto el router R13 recibe la notificación del fallo puede conmutar el tráfico
destinado a AS 7 por el túnel de respaldo sin necesidad de modificar las rutas IGP
y, por tanto, de manera transparente a todos los routers de AS 1. Esta solución no es
óptima porque el tráfico dirigido a AS 7 en lugar de ir directamente a R16, debe pasar
primero por R13.
Para la señalización del LSP-B2 hay que utilizar un objeto ERO que debe con-
tener como primer salto a R16, después los dominios por los que debe pasar, y por
último, de manera opcional, a R75. El LSP de respaldo en este caso, al contrario
que en el anterior, puede terminar en R75 porque R13, como inicio del LSP principal
puede conocer el LSR en el que finaliza dicho LSP e incluirlo en el objeto ERO
de señalización del LSP de respaldo para que este termine en él. Esta opción sería
viable para LSP-B1, cuando R16 es el que señaliza en LPS de respaldo, si pudiese
saber cuál es el LSR final del LSP principal, R13 podría notificárselo. Como R75 es
un router de borde de AS 7 este es conocido por el resto de Sistemas Autónomos por
BGP, con lo que no es información que los AS no puedan o no quieran compartir.
La elección de incluir a R75 o no en el objeto ERO conlleva ciertas implicaciones.
Si el LSP de respaldo termina en R75, durante el fallo no es necesario llevar a cabo
ninguna modificación en ningún sistema. Es totalmente transparente para el resto de
routers, tanto de AS 1 como de AS 7, y no precisa de configuración de políticas de
acceso adicionales en R76 que permitan recibir tráfico IP de AS 1 desde este router.
Políticas que, por otra parte, probablemente fuesen necesarias si el túnel terminase
en R76. Pero teniendo en cuenta que habría que permitir la construcción de LSPs de
respaldo de AS 1 que lleguen a AS 7 por R76 estas políticas de acceso ya tienen que
existir, por lo que en realidad no es un impedimento. La gran ventaja de terminar el
LSP de respaldo en R76 es que este también protegería ante fallos de R75.
En nuestra opinión la mejor opción es iniciar el LSP de respaldo en R13, ya que
involucra menos cambios dentro de AS 1 y terminarlo en R76, puesto que protege
también de fallos en R75.
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7.3.4.3. Análisis del mecanismo presentado
En cualquiera de los casos anteriores, una vez llegada la estabilidad en las rutas
BGP, se pueden reestablecer los túneles de acuerdo a las nuevas rutas BGP. Siguien-
do este procedimiento la pérdida de paquetes puede llegar a ser nula, si se crea
también el reverse backup7, o casi nula. El tiempo de notificación y recuperación de
MPLS depende fundamentalmente de la longitud entre el punto de fallo y el PSL del
LSP, sobre todo si el LSP de respaldo ya está señalizado de antemano. Dentro de un
dominio este tiempo puede variar entre unos pocos milisegundos y un segundo [90].
Si hay varios dominios involucrados el tiempo de recuperación a lo sumo sería de
algún segundo. Entonces, con un tiempo de no más de uno o dos segundos el tráfi-
co interdominio está restaurado en cualquier situación. Merece la pena resaltar este
tiempo de reacción comparado con las varias decenas de minutos que pueden llegar
a tardar en estabilizarse las rutas BGP [6].
La clave de esta recuperación rápida está en que gracias al LSP que hay formado
es posible conocer que existe un fallo y a qué tráfico afecta. El router de entrada al
túnel es informado en poco tiempo del fallo, pudiendo reaccionar este rápidamente.
El túnel de respaldo puede estar preestablecido o no. Las ventajas y desventajas
de la protección vs. el reencaminamiento se discutieron en el apartado 2.2 y son
válidas en este caso. Sólo cabe comentar si es posible realizar un sistema basado en
reencaminamiento (cálculo y señalización bajo demanda).
Debido a que el mensaje de NOTIFY llega al router de entrada al túnel, R13, antes
de que se inicie el reajuste de rutas BGP, este todavía dispone de las rutas secundarias
válidas para poder señalizar en ese momento los LSPs de respaldo. Es posible, por
tanto, utilizar tanto un esquema de protección como de reencaminamiento, quedando
la elección al operador de red conforme a los requisitos de la misma.
Una de las principales ventajas de disponer de caminos disjuntos a nivel de Siste-
ma Autónomo es que no es necesario compartir ningún tipo de información adicional
entre los diferentes dominios. Con la información que comúnmente se intercambian
los ASes entre sí, AS Number e identificadores de los routers de borde, es suficiente,
como hemos visto, para poder establecer los túneles MPLS principales y de respal-
do. No es necesario proveer ningún mecanismo de ocultación de información en un
AS que utilice el mecanismo descrito.
En este nuevo mecanismo también hay lugar para las políticas de control y admi-
sión. En el ejemplo de la figura 7.10 AS 7 debe permitir terminar túneles de respaldo
en su dominio iniciados por AS 1, además AS 6 debe permitir ser tránsito entre AS 1
y AS 7 en caso de fallo.
Todos los mecanismos propuestos hasta la fecha, especialmente PCE, presupo-
7Véase la sección 2.3.
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nen que el mecanismo utilizado sólo será utilizado en un conjunto reducido de ASes,
no en todo Internet. Normalmente se justifica indicando que por problemas de esca-
labilidad no es viable manejar la información requerida por dicha solución de todos
los ASes.
En el caso del esquema propuesto en esta Tesis Doctoral, el tiempo de conver-
gencia y tamaño de las tablas de rutas para las rutas principales (rutas “clásicas” de
BGP) no se ve alterado. Esto es debido a que el proceso de selección y envío de las
rutas principales no se ha visto modificado por el proceso de selección y envío de
rutas secundarias8.
Respecto a la convergencia y tamaño de las rutas secundarias depende del núme-
ro de ASes involucrados. En el caso peor, con todo Internet, el tamaño de las tablas
de encaminamiento secundarias y el tiempo de convergencia son similares a los de
los principales. Un AS, para un determinado destino, tendrá como mucho una entra-
da por cada AS con el que haga peering en las RIB de rutas secundarias, al igual que
en las RIB de rutas BGP convencionales. Manejando la misma cantidad de rutas y
teniendo el mismo número de peers el tiempo de convergencia para obtener las rutas
secundarias será similar al de obtener las rutas principales. Eso sí, hasta que no se
tienen rutas principales seleccionadas en los routers no se pueden empezar a obtener
las secundarias, por tanto, el tiempo de convergencia es similar pero todo el proceso
se pospone hasta que las RIB tienen las rutas BGP principales.
En el caso peor, la implantación en toda la internet del mecanismo, la escalabili-
dad de la propuesta está supeditada a la de BGP, incrementando el uso de memoria,
red y tiempo, como mucho, al doble de lo consumido por BGP “clásico”.
7.3.4.4. Acuerdos entre ASes
Ocurre habitualmente que los diferentes Sistemas Autónomos tienen contratos
particulares con otros Sistemas Autónomos. Estos acuerdos definen qué tipo de trá-
fico pueden intercambiarse entre ellos y en qué cantidad. Es difícil creer que cual-
quier AS pueda realizar túneles MPLS (o de cualquier otro tipo) que finalicen en
cualquier otro AS o atraviesen cualquier AS. El modelo de colaboración será pare-
cido al actual, explícito. Modelo en el cuál sólo los ASes con un acuerdo podrán
finalizar túneles interdominio en los routers de otro dominio. Siguiendo este mode-
lo, lo mismo aplica para los túneles de respaldo, sólo aquellos ASes con acuerdos
podrán enviar tráfico de respaldo entre ellos. Se formaran pequeñas “islas” de ASes
con acuerdos, en las que algunos de los ASes pueden formar parte de varias “islas”,
haciendo de tránsito en los respaldos.
En la figura 7.12 puede verse un ejemplo de dos “ìslas” diferentes de ASes que
8Sí se ve alterado por un aumento del tráfico de control.
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tienen acuerdos entre sí. Los AS 4 y AS 5 forman parte de las dos “ìslas”. También
aparecen en la figura las rutas BGP principal y secundaria de cada AS cuando el
destino es AS 8, y en el caso del AS 1 aparecen este par de rutas para todos los AS de
la figura. Por supuesto, los AS que no pertenecen a la “isla” B no tienen rutas BGP
secundarias para estos AS (en particular a AS 8).
El aumento de las RIB secundarias y la convergencia para obtener las rutas se-
cundarias es la correspondiente a 5 dominios en cada “isla”, tamaño y tiempo des-
preciable frente al de manejar las inmensas tablas BGP de cualquier dominio.




























Figura 7.12: Grupos de Sistemas autónomos con acuerdos distintos.
Se va a mostrar, con un ejemplo basado en la figura 7.12, que incluso en el caso
peor, en el que todo un AS deja de funcionar la funcionalidad de respaldo que no son
de tu isla no se pierde. Tal y como está en la RIB de AS 1, éste envía el tráfico a AS 7
y a AS 8 a través de AS 5. Debido a que entre AS 1 y AS 7 o AS 8 no hay acuerdo
alguno AS 1 encaminará el tráfico hacia estos destinos por el LSP abierto con AS 5.
Si sucede un fallo en el enlace entre AS 5 y AS 7 será AS 5 quien encamine todo
el tráfico destinado a AS 7 y AS 8 por sus túneles de respaldo a dichos ASes, incluido
el que le ha enviado AS 1 por medio del LSP que les conecta.
Si el fallo se produjese en todo el AS 5, entonces, AS 1 utilizaría el LSP de respal-
do que pasa por AS 4 hasta AS 59. Si el fallo es de todo AS 5 entonces AS 1 recibirá
otra notificación de fallo por el LSP de respaldo. Esto le puede hacer sospechar que
el fallo no es un enlace si no todo el AS. Con el tráfico a AS 5 no hay nada que hacer,
9AS 1 no puede saber si el fallo es de todo AS 5 o sólo el acceso desde AS 3.
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pero todo el resto de tráfico que simplemente pasa por AS 5 puede reencaminarse
hasta el AS anterior del túnel de respaldo entre AS 1 y AS 5, esto es, hasta AS 4. Para
ello se puede utilizar el LSP que lleva hasta él 10. Una vez el tráfico en AS 4 este
utilizará sus LSPs principales o de respaldo para alcanzar los diferentes destinos.
Este problema sólo ocurre cuando un AS que forma parte de dos “islas” (AS 5)
falla y hay que reenviar el tráfico no destinado a ese AS por uno de los otros AS que
conecta a otra “isla” (AS 4). Utilizar el AS anterior en el LSP de respaldo o principal
no siempre tiene por qué funcionar. La mejor opción sería que los ASes supiesen
cuáles de los ASes con los que tiene acuerdos pertenecen a más de una “isla”.
En todos los casos descritos de utilización de la ruta de respaldo se ha indicado
su utilización en cuanto el fallo es detectado. Después del mismo, la utilización del
LSP de respaldo puede prolongarse hasta que el fallo es arreglado, hasta que las
nuevas rutas BGP son estables y se pueden volver a utilizar o en cualquier momento
intermedio en el que se quiera optimizar la utilización de la red. La decisión será del
operador de la misma.
7.4. Conclusiones
En este capítulo se ha presentado una modificación al mecanismo de selección
de rutas de BGP. Mediante esta modificación los diferentes Sistemas Autónomos
de la red pueden obtener, además del AS_PATH convencional de BGP para cada
destino, un nuevo AS_PATH para cada destino, denominado AS_PATH_DISJ, que
es disjunto en ASes al AS_PATH seleccionado por el AS para dicho destino.
Se ha explicado como utilizando BGP convencional no es posible obtener dos se-
cuencias de AS disjuntas para llegar a cada destino, y cómo el mecanismo propuesto
sí. Para ello se han mostrado diferentes ejemplos de funcionamiento del mecanis-
mo, explicando paso a paso el intercambio de mensajes entre los distintos Sistemas
Autónomos y el contenido de las RIBs de dichos ASes.
Se ha demostrado analíticamente que si la red de ASes es 2-conectada todos
los dominios obtienen dos rutas, AS_PATH y AS_PATH_DISJ, disjuntas entre sí al
resto de dominios.
Se ha presentado un ejemplo de uso de dicho mecanismo, y cómo utilizando
MPLS y las rutas computadas por el mecanismo propuesto es posible implementar
un mecanismo de reencaminamiento rápido interdominio.
Durante el análisis se ha señalado que el consumo de recursos, tanto en tiempo
como en memoria, necesarios para el cómputo de las rutas disjuntas es similar al
10Entre el principal y el de respaldo el que todavía este conectado, ya que uno de ellos puede haber
dejado de funcionar si pasa por AS 5, como, por ejemplo, en este caso el LSP de respaldo.
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necesario para computar las rutas BGP convencionales. No obstante, buscando una
solución realista se ha analizado el caso en el que los dominios no aceptan LSPs
extremo a extremo desde cualquier otro dominio, sólo de aquellos con los que tiene
un acuerdo, con los que forma una “isla”. En este caso también es posible tener
mecanismos rápidos de reencaminamiento entre ASes aunque no pertenezcan a la
misma “isla”. Para que esto sea posible en todos los casos, independientemente de si
falla un enlace o todo un AS, es necesario que haya al menos dos ASes de una “isla”
que formen parte de otra “isla”.
El trabajo presentado en este capítulo cubre una carencia conocida de BGP, de-
bido a la agregación de rutas, que facilita la ingeniería de tráfico multidominio y,
en particular, permite la utilización de mecanismos de recuperación rápida frente a
fallos en recursos, routers o enlaces, interdominio.
El mecanismo de selección de rutas presentado es coherente y respeta las políti-
cas y acuerdos entre sistemas autónomos, del mismo modo en que BGP lo es.
Hasta donde llega nuestro conocimiento, el trabajo aquí presentado, incluidos
los teoremas y demostraciones, son totalmente novedosos. Además es la primera
propuesta escalable y distribuida que permite obtener AS_PATHs disjuntos entre los
diferentes Sistemas Autónomos sin interferir en el funcionamiento normal de BGP,
incluidas las políticas internas y de interdominio de los Sistemas Autónomos.
Este mecanismo permite además recuperarse ante la caída de todo un Sistema
autónomo, y no sólo de un enlace interdominio, como ocurre con las estrategias
planteadas en la literatura (sección 2.4).
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Capítulo 8
Consideraciones sobre los p-ciclos
multidominio
En este capítulo se van a realizar una serie de consideraciones acerca de la posi-
ble utilización de los p-ciclos para la protección interdominio. Se verá también qué
es necesario para poder llevarlo a cabo y cómo podría ser el mecanismo de reacción
en caso de que hubiese un fallo en un enlace interdominio.
8.1. P-ciclos interdominio
Realizar un p-ciclo multidominio entre un conjunto de dominios consiste en se-
leccionar qué enlaces interdominio se utilizarán para obtener el ciclo de protección.
Esto suponiendo que se conozca cuáles son los dominios que van a formar parte de el
p-ciclo, puesto que es posible proteger varios dominios con más de un p-ciclo [91].
Utilizar más de un p-ciclo para proteger puede hacerse por diversos motivos, los
principales son disminuir el tiempo de reacción y minimizar la utilización de recur-
sos [92]. En todo caso, una vez decididos qué dominios van a protegerse con un
p-ciclo es necesario encontrar un p-ciclo que los recorra a todos. Es decir, es nece-
sario encontrar un AS_PATH que recorra todos los dominios. Para ello es necesario
poder encontrar dos AS_PATHs disjuntos que vayan de un dominio a otro, puesto
que estos formarán un ciclo. Como ya se ha comentado en esta Tesis Doctoral hay
diversas razones por las que con el protocolo de encaminamiento actual utilizado en
Internet, BGP, esto no es posible (sección 2.5) [82] [79].
Aún así existen tres posibles formas de obtener estos ciclos, modificar BGP,
utilizar PCE o utilizar una configuración manual.
1. El principal problema de BGP es que es imposible conocer, fundamentalmen-
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te por razones de escalabilidad, el grafo completo de dominios de la red, có-
mo están interconectados entre sí. El número de caminos distintos que ofrece
BGP entre dos dominios dados es uno. Con esta limitación no es posible rea-
lizar ingeniería de tráfico a nivel de ASes. Pequeñas modificaciones, como la
propuesta en esta Tesis Doctoral en el capítulo 7, en BGP pueden permitir te-
ner un mayor conocimiento de esta red de dominios permitiendo realizar algo
de ingeniería de tráfico. En particular, con la propuesta de esta Tesis Doctoral,
obtener AS_PATHs disjuntos entre ASes que permitirían construir un p-ciclo.
Con este tipo de modificaciones no es posible tener conocimiento de todo el
grafo de modo que permita realizar verdadera ingeniería de tráfico, es decir,
con las modificaciones propuestas, por ejemplo, no es posible decidir con total
libertad en qué orden o cuáles son los dominios que formarán el p-ciclo, y en
general será así pues si no estaríamos ante una solución no escalable. Por tanto,
este tipo de solución sólo sería válida si se quisiese que el p-ciclo atravesase
por algunos dominios sin importar si también protege a otros dominios o en
qué orden lo hace, no si se quisiese definir exactamente cuáles son los ASes
involucrados de antemano y en qué orden se quieren proteger [91].
2. Como también se ha comentado en esta Tesis Doctoral (sección 2.4) en el
IETF se está definiendo el PCE. Se trata de una arquitectura diseñada pa-
ra computar caminos, tanto intradominio como interdominio. Para la compu-
tación interdominio, el propio grupo del IETF indica que, está limitada a unos
pocos dominios. Estos dominios deben compartir alguna información entre
ellos, es por esto, razones de seguridad y escalabilidad, que sólo unos pocos
dominios pueden estar involucrados entre sí [16].
Si se quiere proteger con un p-ciclo un conjunto de ASes es posible formar
un “grupo PCE”. El grafo completo de unión entre estos dominios puede ser
compartido y así obtener todos los posibles p-ciclos que los involucren y elegir
el más adecuado en cada momento.
Esta es, sin duda, la opción óptima para un grupo pequeño y predefinido de
ASes. No hay que olvidar que están presentes los problemas ya comentados
para PCE, fundamentalmente, es necesario extender la arquitectura de los do-
minios involucrados, además de establecer lazos de confianza entre ellos. Otro
punto en contra a tener en cuenta es que PCE todavía no está definido total-
mente, ni la arquitectura, ni los protocolos, ni los procedimientos, con lo que
su utilización queda para un incierto futuro.
3. Por último, y actualmente la más viable de todas, es la configuración manual
de los p-ciclos. Los cambios topológicos de los enlaces de interconectividad
entre un conjunto reducido de dominios no es frecuente. Los enlaces pueden
fallar y recuperarse, pero un cambio permanente, un enlace añadido o uno eli-
minado, ocurre raramente. En el caso en el que los p-ciclos se utilizan como
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mecanismo de protección no es necesario recalcular el p-ciclo durante el fallo
de un enlace. Por este motivo los p-ciclos utilizados para protección interdo-
minio entre un conjunto conocido de antemano de dominios pueden calcularse
y configurarse manualmente.
Si el conjunto de dominios no es conocido de antemano o se necesita una solu-
ción automática (no manual) entonces hay que recurrir a una de las propuestas
anteriores.
Tan pronto como el AS_PATH de dominios para el p-ciclo es computado hay
que decidir por dónde se establecerá, a nivel interdominio, exactamente el p-ciclo,
esto es, cuáles de los enlaces interdominio se utilizarán. Una vez que se tiene toda
esta información es posible establecer el p-ciclo.
Hasta ahora sólo se ha tenido en cuenta el p-ciclo en el interdominio, qué domi-
nios recorre y qué enlaces utiliza, pero no cómo se unen los enlaces interdominio
internamente entre sí , esto es, el enlace del p-ciclo que accede a un dominio con
el enlace del p-ciclo que sale del dominio. Esta unión puede realizarse de múltiples
maneras, por ejemplo, utilizando caminos interiores directos o p-ciclos intradomi-
nio [91].
8.2. Ejemplos de fallo de enlaces
En esta sección se van a exponer dos ejemplos de cómo se podrían utilizar los
p-ciclos en caso de fallo en un enlace interdominio. La figura 8.1 muestra el p-ciclo
que se ha configurado para los cinco dominios de la figura. El p-ciclo configurado
utiliza los enlaces interdominio D1-D2-D3-D5-D4-D1, protegiendo estos y además
protegiendo el enlace interdominio D2-D4, que no forma parte del p-ciclo pero que
queda protegido por él1.
En el primer ejemplo se verá la señalización necesaria cuando falla un enlace
que forma parte del p-ciclo. En el segundo veremos la señalización cuando falla un
enlace que no pertenece al p-ciclo.
Fallo de un enlace interdominio que forma parte del p-ciclo Si falla un enlace
interdominio del p-ciclo, por ejemplo el enlace D1-D4 de la figura 8.2, algunos
LSPs multidominio pueden verse afectados, como por ejemplo el LSP 1 en la figura.
Cuando el router R14 detecta el fallo este envía un mensaje TE de tipo Notify por
el p-ciclo para informar de que se ha detectado un fallo y que el p-ciclo está en
1En la literatura a este tipo de enlaces se les denomina “straddling links”.






















Figura 8.1: P-ciclo multidominio protegiendo 5 dominios.
uso. Este mensaje alerta al router R41 de que debe extraer los paquetes del p-ciclo y
volver a inyectarlos en el LSP 1. Inmediatamente los routers R14 y R41 reencaminan
los paquetes del LSP 1 al p-ciclo y de este al LSP 1 respectivamente. Por medio de
este mecanismo ningún otro router del LSP es consciente del fallo.
El mensaje de Notify además de alertar a estos dos routers de la nueva situa-
ción alerta al resto de routers de que el p-ciclo ya está en uso y que no puede ser
utilizado por otros routers. Cabe recordar que los p-ciclos sólo protegen de un fa-
llo simultáneamente. Existen algunas optimizaciones que permiten que en algunas
circunstancias se pueda proteger más de un fallo [93].
Fallo en un enlace interdominio que no forma parte del p-ciclo Si el que falla
es un enlace interdominio que no pertenece al p-ciclo, como el enlace D2-D4 de
la figura 8.3, la señalización requerida es un poco más compleja. Cuando el router
R24 detecta el fallo, los LSPs afectados por el fallo, como LSP 2 en la figura, deben
reencaminar los paquetes hasta el p-ciclo. Para poder realizar esto, el router interdo-
minio, que no pertenece al p-ciclo, debe conocer cuál es el router más cercano del
dominio que sí pertenece al p-ciclo. Entonces, el router R24 envía a este router, R23
en la figura, un mensaje TE Notify para indicarle que le va a reenviar el tráfico del






















Figura 8.2: Fallo de un enlace del p-ciclo.
LSP 2 va para que lo conmute por el p-ciclo y que el siguiente salto del LSP 2 es R42
del Dominio 4. R24 conmuta el LSP 2 hacia R23 por medio de un LSP intradominio.
El router R23 recibe el mensaje de Notify y los paquetes del LSP 2 desde R24.
A su vez envía un mensaje TE Notify por el p-ciclo para informar de un fallo en un
enlace de tipo “straddling”, que el p-ciclo está en uso y que el router del Dominio
4 debe extraer el tráfico del p-ciclo y reenviarlo al router R42. El router R45 envía el
tráfico a R42 por medio de un LSP intradominio y este conmuta el tráfico al LSP 2,
restaurando el camino normal. Todo esto ocurre sin que el resto de routers del LSP
2 se percaten del fallo.
Cabe hacer notar que la dificultad aquí reside en que los routers que no forman
parte del p-ciclo deben tener conocimiento de la existencia de este y cuál es su router
de conexión con el p-ciclo. Este conocimiento sólo deben tenerlo los router frontera
de los dominios que además quieran proteger sus enlaces interdominio. Los router
intradominio que no están involucrados en este mecanismo de protección interdomi-
nio y aquellos routers que no se quiera proteger (y que no formen parte del p-ciclo)
tampoco tienen por qué tener conocimiento de la existencia del p-ciclo, por lo que
no parece que sea un gran inconveniente configurar aquellos nodos en los que se
quiera proteger sus enlaces interdominio.
























Figura 8.3: Fallo de un enlace que no es parte del p-ciclo.
En este último caso de fallo además es posible llevar a cabo algún tipo de op-
timización, por ejemplo, en el Dominio 2 el tráfico del LSP 2 puede conmutarse
desde R2K a R23 directamente en lugar de desde R24 a R23. En el Dominio 4 podría
realizarse el mismo tipo de optimización.
8.3. Conclusiones
Los p-ciclos pueden resultar una herramienta interesante para la protección mul-
tidominio, pero todavía tienen algunas inconvenientes que salvar.
Son interesantes porque la gestión de los mismos es sencilla, y los routers invo-
lucrados son los imprescindibles para brindar la protección.
Por contra, de momento, la única opción viable para su cómputo y estableci-
miento es la manual. Además utilizando p-ciclos sólo es posible proteger los enlaces
interdominio, puesto que para proteger también los nodos, en general, utilizando p-
ciclos son necesarios los llamados p-ciclos “rodeando un nodo” cuya construcción
en un entorno multidominio sería muy compleja [93].
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En este capítulo vamos a resumir las principales conclusiones que se desprenden
de la presente Tesis Doctoral .
En la presente Tesis Doctoral se han propuesto diversas soluciones al problema
de proteger LSPs MPLS interdominio. Para ello, se analizaron previamente los es-
quemas, tanto intradominio como interdominio, más importantes propuestos hasta
la fecha.
Las soluciones propuestas pueden dividirse en dos tipos, búsqueda de caminos
disjuntos por secuencias de ASes disjuntos y búsqueda de caminos disjuntos por la
misma secuencia de ASes.
Para la primera de ellas, es necesario modificar el protocolo de encaminamiento
interdominio actual, BGP-4. En esta Tesis Doctoral se ha presentado una modifi-
cación al mecanismo de decisión de rutas de BGP. Mediante esta modificación los
diferentes Sistemas Autónomos de la red pueden obtener, además de un AS_PATH
convencional BGP para cada destino, un nuevo AS_PATH para cada destino, deno-
minado AS_PATH_DISJ, que es disjunto en ASes al AS_PATH computado por el
AS para dicho destino.
Se ha mostrado cómo utilizando BGP convencional no es posible obtener dos se-
cuencias de AS disjuntas para llegar a cada destino, y cómo el mecanismo propuesto
sí, sin alterar los tiempos de convergencia de la ruta principal.
Se ha demostrado analíticamente que si la red de ASes es 2-conectada todos los
dominios obtienen dos secuencias de ASes a cada uno de los dominios denominadas
AS_PATH y AS_PATH_DISJ que son disjuntas entre sí.
Se ha presentado cómo es posible, utilizando MPLS y las rutas computadas por
el mecanismo propuesto, implementar un mecanismo de reencaminamiento rápido
multidominio.
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Se ha analizado el consumo de recursos, tanto en tiempo como en memoria,
necesarios para el cómputo de las rutas disjuntas y se ha visto que es similar al
necesario para computar las rutas BGP convencionales.
También se ha analizado el caso en el que los dominios no aceptan LSPs extre-
mo a extremo desde cualquier otro dominio, sólo de aquellos con los que tiene un
acuerdo, con los que forma, lo que se ha llamado, una “isla”. En este caso también es
posible tener mecanismos rápidos de reencaminamiento entre ASes aunque no per-
tenezcan a la misma “isla”. Se ha mostrado que para que esto sea posible en todos
los casos, independientemente de si falla un enlace o todo un AS, es necesario que
haya al menos dos AS de una “isla” que formen parte de otras “islas”.
El mecanismo BGP aquí presentado es totalmente novedoso. Es la primera pro-
puesta escalable y distribuida que permite obtener AS_PATHs disjuntos entre los
diferentes Sistemas Autónomos.
Este mecanismo permite además recuperarse ante la caída de todo un Sistema
autónomo, y no sólo de un enlace interdominio, como ocurre con las estrategias
planteadas en la literatura (sección 2.4) o en el resto de propuestas de esta Tesis
Doctoral.
Dentro de la segunda opción se han propuesto dos esquemas. Un primer esquema
que computa caminos disjuntos extremo a extremo, sin caer en trampas topológicas
y teniendo en cuenta la posible división de un dominio en distintas áreas IGP. Y
un segundo esquema que tiene en cuenta los caminos de respaldo ya establecidos
en el interior de los dominios y los utiliza para proteger las zonas intradominio,
preocupándose especialmente de proteger la zona interdominio.
Para el primer esquema ha sido necesario presentar y demostrar previamente un
algoritmo de cómputo de caminos disjuntos con características especiales.
El algoritmo presentado computa dos caminos disjuntos dentro de un dominio,
desde dos nodos de entrada a dos nodos de salida. Para poder realizar estos cálculos
el algoritmo se basa en los caminos computados de manera independiente por cada
uno de los nodos de entrada al dominio. Esto permite poder computar caminos dis-
juntos dentro del dominio sin necesidad de compartir toda la información topológica
de la red.
El algoritmo de cómputo propuesto respeta al máximo las decisiones locales de
los nodos de entrada, intentado ajustarse al máximo a los caminos propuestos por
los nodos de entrada.
Se ha visto que utilizando esta metodología es posible computar un par de ca-
minos disjuntos siempre que estos existan, es decir, si hay una solución el algoritmo
es capaz de computarla sin caer en ninguna trampa y, por tanto, sin necesidad de
utilizar mecanismos de backtracking.
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Utilizando el algoritmo propuesto se ha presentado un mecanismo para el cómpu-
to de caminos disjuntos extremo a extremo que crucen por la misma secuencia de
Sistemas Autónomos. Se ha explicado también el mecanismo intradominio que hay
que llevar a cabo en un dominio dividido en diversas áreas IGP para obtener y dis-
tribuir la información de encaminamiento necesaria. Una vez que este mecanismo
interior está en marcha, los LSRs de entrada a los diferentes dominios disponen de
la información requerida en el procedimiento de cómputo del mecanismo multido-
minio.
Este mecanismo multidominio puede establecer los caminos principal y de res-
paldo con un solo intercambio de mensajes de señalización (PATH + RESV), tam-
bién con dos. En este caso, se ha visto, que los caminos computados en cada uno de
los distintos dominios deben ser enviados en los mensajes de PATH y que, por tanto,
es necesario compartir información topológica entre los diferentes dominios, por lo
que realmente no es aconsejable su uso.
También se ha visto que con el coste de utilizar dos intercambios de mensajes de
señalización, el primero para obtener los nodos interdominio a utilizar y el segundo
para establecer los caminos principal y de respaldo, es posible computar y establecer
los caminos disjuntos multidominio extremo a extremo sin necesidad de compartir
información topológica entre dominios, por lo que se considera más adecuado utili-
zar este mecanismo de dos intercambios de mensajes.
En cualquiera de ambos casos, por el hecho de utilizar el algoritmo es posible
afirmar que si existe solución al problema este mecanismo es capaz de encontrarla
en primera iteración, sin caer en trampas topológicas.
Se puede decir, entonces, que, hasta donde llega nuestro conocimiento, este me-
canismo es el primero propuesto para el cómputo y establecimiento de LSPs disjun-
tos multidominio que es distribuido, evita las topologías trampa, permite la oculta-
ción de las topologías entre dominios, tiene en cuenta la división en áreas IGP de los
dominios y es escalable.
El segundo mecanismo propuesto es un nuevo esquema de respaldo interdominio
en el que se tiene en cuenta que los dominios realizan recuperación “local”, esto es,
protegen sus propios recursos de manera interna.
Se han mostrado los posibles esquemas de respaldo que se pueden utilizar en el
intradominio, y cómo independientemente del utilizado, estos son capaces de prote-
ger frente al fallo en cualquier recurso del dominio, excepto en los LSRs frontera.
Tampoco es posible proteger desde el interior de un dominio los enlaces interdomi-
nio. Por tanto, estos son los únicos recursos, nodos y enlaces interdominio, que se
deben proteger.
Debido a que sólo hay que proteger los recursos interdominio se relajan las res-
tricciones que debe cumplir el LSP de respaldo respecto al LSP principal. Sólo es
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necesario que sean disjuntos en el interdominio. Además, no es necesario compartir
información privada interior entre los dominios.
El LSP principal siempre es el óptimo, puesto que al no tener restricciones den-
tro de los dominios no hay problema de caer en una trampa topológica y el LSP
de respaldo puede establecerse de manera independiente al principal dentro de los
dominios.
Se ha realizado un análisis cualitativo y cuantitativo en el consumo de recur-
sos empleando este esquema, resultando en un ahorro de recursos si los LSPs de
respaldo “interior” y extremo a extremo comparten recursos.
Si en una red hay implantado MPLS en los routers es más que probable que una
de las aplicaciones que se utilice sea la protección de enlaces dentro del dominio,
y con esta la de LSPs. Suponiendo pues que es el propio dominio quien protege
los LSPs (intradominio o multidominio) ante fallos dentro de la red, los LSPs de
respaldo multidominio no deberían preocuparse de proteger estos recursos. Sólo de-
berían preocuparse de aquellos que los dominios por sí mismos no pueden proteger,
y requieren de colaboración con otros dominios para ello. Estos recursos son los del
interdominio. Por lo que este esquema de respaldo propuesto en la presente Tesis
Doctoral puede ser válido en un gran número de escenarios.
Ante el fallo de un recurso en el interior de un dominio se utilizan los mecanis-
mos de recuperación intradominio, en el caso de un fallo en un recurso interdominio
se utiliza el LSP de respaldo multidominio. La ventaja de este esquema es que un
fallo dentro de un dominio no trasciende al resto de dominios.
En los esquemas de respaldo multidominio “tradicionales” un fallo en cualquier
nodo o enlace del LSP principal provoca que se cambie al LSP de respaldo. Esto
requiere que cualquier fallo interno de un dominio se notifique al LSR origen y, por
tanto, que la notificación de fallo se transmita por otros dominios.
Para terminar, se puede decir que esta Tesis Doctoral propone tres esquemas dis-
tribuidos de respaldo para comunicaciones multidominio. Entre los tres esquemas se
abarcan las diferentes posibilidades de un modo totalmente novedoso, distribución
de rutas disjuntas por BGP, computo y señalización de caminos disjuntos extremo
a extremo sin caídas en trampas topológicas y sin necesidad de compartir informa-
ción topológica entre dominios y computo y señalización del camino principal y
de respaldo que protege la zona interdominio y colabora con la protección “local”
intradominio para aumentar la eficiencia en la reserva de recursos.
Capítulo 10
Trabajo futuro
La continuación del trabajo desarrollado en esta Tesis Doctoral pasa por publicar
sus resultados en revistas de alto impacto así como enviar algún Internet Draft que
explique los resultados de esta Tesis Doctoral. En particular la propuesta de modifi-
cación de BGP-4 de modo que se permita la obtención de AS_PATHs disjuntos entre
distintos Sistemas Autónomos.
Junto a la publicación de los resultados sigue la continuación de los trabajos de
investigación para ampliar el marco de los escenarios en los que se pueden aplicar los
mecanismos aquí propuestos. Viendo si modificar el escenario implica modificar de
algún modo los mecanismos y por tanto necesitar una generalización de los mismos.
Un trabajo muy interesante y muy novedoso sería realizar un análisis de cómo se
comportarían los mecanismos propuestos ante peticiones de caminos disjuntos con
restricciones de QoS. Muy probablemente fuese necesario modificar los mecanismos
o restringir el escenario de aplicación a uno más sencillo.
Estudios preliminares nos han permitido ver que es posible aplicar el algoritmo
de cómputo de caminos disjuntos en redes cuyo protocolo de encaminamiento esté
basado en vector distancias. Un estudio más profundo en este tema es necesario
para buscar las limitaciones tiempos de búsqueda ahorro frente a una búsqueda por
inundación, etc.
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Capítulo 11
Lista de contribuciones
Las principales contribuciones de esta Tesis Doctoral son:
Algoritmo APD Se ha propuesto un nuevo algoritmo de cómputo distribuido de
caminos disjuntos que evita topologías trampa mediante el cual es posible ob-
tener caminos disjuntos entre dos pares de nodos (dos de entrada y dos de
salida). Cada uno de los nodos de entrada calcula caminos disjuntos a los
nodos de salida (pueden ser más de dos) desde sí mismos. Con los caminos
calculados de manera independiente por cada uno de los nodos de entrada es
posible seleccionar cuáles son los nodos de salida más adecuados así como
cómo obtener los caminos disjuntos a ellos desde los nodos de entrada se-
leccionados. Se han mostrado ejemplos de utilización y se ha demostrado su
validez matemáticamente así como su capacidad para encontrar siempre una
solución cuando esta existe.
Mecanismo en escenarios multiárea utilizando el APD Partiendo del funciona-
miento del APD se ha diseñado un mecanismo de intercambio de información
entre routers de borde de diferentes áreas de un mismo dominio de modo que
los routers frontera del dominio sean capaces de computar dos caminos dis-
juntos desde un par de routers frontera de entrada al dominio a otro par de
routers frontera de salida del dominio pasando por las diferentes áreas de un
sólo paso, sin necesidad de iniciar una petición de computación que englobe a
todo el dominio.
Mecanismo en escenarios multiAS utilizando el APD Utilizando el APD no es
necesario conocer toda la topología de red para poder computar caminos dis-
juntos multidominio. Partiendo de esta idea se ha diseñado un mecanismo de
intercambio de información entre diferentes dominios para poder realizar es-
te cómputo de un modo sencillo. Este mecanismo permite a su vez mantener
oculta la información interior de cada dominio al resto de los mismos.
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Mecanismo eficiente de protección multidominio reutilizando recursos de los
dominios Si se quiere realizar protección interdominio es factible pensar que
en el interior de los dominios también se realiza protección de enlaces, seg-
mentos o caminos completos. Si esto es así, realmente no es necesario que to-
do el camino interdominio extremo a extremo sea protegido con otro camino
de respaldo completamente disjunto. Los recursos interiores de un dominio
quedan protegidos por ellos. En esta Tesis Doctoral se propone un mecanismo
mediante el cuál solo se protege la zona interdominio delegando la protección
interior a cada uno de los dominios. De este modo el uso de recursos en el
interior de los dominios es más eficiente y la creación del camino de respaldo
multidominio mucho más sencilla.
Propuesta de modificación de BGP que permite obtener AS_PATHs disjuntos
entre cada par de Sistemas Autónomos Siempre que se habla de caminos
disjuntos multidominio para protección se piensa en caminos disjuntos que
transcurren por la misma secuencia de ASes. Esto es debido a que en el esta-
do del arte es difícil encontrar alguna propuesta que difiera de esta visión del
problema. Y es difícil encontrarla porque la información de que dispone un do-
minio impide poder elegir la secuencia de ASes para alcanzar un destino. Esta
limitación viene impuesta por el protocolo de encaminamiento interdominio,
BGP. En esta Tesis Doctoral se ha propuesto una modificación al protocolo
BGP que permite obtener a los dominios dos secuencias de ASes disjuntas pa-
ra alcanzar a cualquier otro dominio. Obteniendo un camino por cada una de
estas secuencias se obtienen dos caminos intrínsecamente disjuntos. Todo es-
to con una complejidad adicional, consumo de recursos, etc. que no supera en
ningún caso el doble de lo consumido por BGP actualmente. También se pro-
pone cómo puede ser utilizado sólo entre un conjunto reducido de dominios y
no entre todos los dominios de la Red, con lo que el consumo de recursos extra
es mínimo y más acorde a los objetivos de todos los mecanismos propuestos,
en los que siempre se indica que sólo es posible entre ASes que hayan llegado







Definición A.1. Una red es un conjunto de nodos y enlaces.
Red =<N ,L >
donde,N es el conjunto de nodos de la red con capacidad de reconfiguración yL
es el conjunto de enlaces de la red.
Normalmente en una red los enlaces son bidireccionales, es decir, un enlace une
dos nodos en ambos sentidos.
Definición A.2. Enlace bidireccional. Dados dos nodos, n1 ∈N y n2 ∈N , en una
red <N ,L > entonces se cumple que si l1,2 =< n1,n2 >∈L entonces también
l2,1 =< n2,n1 >∈L .
Figura A.1: Red lógica.
La topología lógica de una red es la que viene determinada por el conjunto
< N ,L >, por ejemplo la mostrada en la figura A.1. Sin embargo, en muchas
ocasiones un fallo físico provoca el fallo en varios enlaces, debido a que estos pue-
den estar relacionados a nivel físico, tal y como se puede ver en la figura A.2. Es por
esto que es conveniente poder relacionar enlaces entre sí.
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Zanja física común
Figura A.2: Red física.
Para ello podemos definir un nuevo conjunto de enlaces con atributos, L ′, de
modo que
L ′ =<L ,A >
, donde A es el conjunto de atributos, tal que A=< color,BW,ocupacion(t),SRLG, . . . >
Definición A.3. La nueva definición de red “física” vendrá dada por
Red =<N ,L ′ >
De los conjuntos de atributos el más interesante es el SRLG.
Definición A.4. SRLG es el identificador de un grupo de enlaces con el mismo
riesgo [94].
De modo que
SRLG ⊂ N, números naturales que enumeran recursos físicos, tales como, zanjas,
tramos de canalización, arquetas, etc atravesados por un enlace.
Es posible definir la función SRLG del siguiente modo:
Definición A.5. SRLG(l1,2) :L −→N∗ devuelve los SRLGs contenidos en el enlace
l.
Nótese que este modelo de red (con SRLGs) soporta múltiples enlaces entre dos
nodos. Como ejemplo véase la figura A.3.
Un camino es una secuencia ordenada de nodos y enlaces con atributos en una
red de un nodo de la red a otro. Formalmente:
Definición A.6. Dada la red N =<N ,L ′ >
, entonces p(n1,nm) =< n1, l1,2,n2, l2,3, ..., lm−1,m,nm > /ni ∈N , li ∈L y p ∈P





Figura A.3: Dos nodos unidos por más de un enlace.
Definición A.7. Nodos(p) :P −→N + devuelve el conjunto de nodos del camino
p.
Definición A.8. Enlaces(p) :P −→L ′+ devuelve el conjunto de enlaces del ca-
mino p.
Definición A.9. Dos caminos, p1 y p2, son disjuntos sii ∀ni ∈ Nodos(p1) y ∀li ∈
Enlaces(p1) ocurre que ni 6∈ Nodos(p2) y li 6∈ Enlaces(p2).
Definición A.10. El camino principal entre dos nodos de una red es el camino que
seguirán los paquetes transmitidos desde el primero de ellos al segundo. En el caso
de ser una red MPLS este camino estará formado por LSRs y coincidirá con el LSP
principal construido en la red.
Definición A.11. El camino de respaldo entre dos nodos de una red es el camino
que se utilizará en caso de fallo de algún elemento de red del camino principal. En
el caso de ser una red MPLS este camino estará formado por LSRs y coincidirá con
el LSP de respaldo construido en la red.
Exiten dos tipos de redes k-conectadas, las redes con grafo de red k-nodo-conectadas
y las redes con grafo de red k-enlace-conectadas.
Definición A.12. Una red R con el conjunto de nodos N (R) se dice que es k-
nodo-conectada siN \X es conectada para todo X ⊆N (R) con |X |< k.
Es decir, una red es k-nodo-conectada si la red permanece conectada si se elimi-
nan menos de k nodos de la red.
Definición A.13. Una red R con el conjunto de enlaces L (R) se dice que es k-
enlace-conectada siR \X es conectado para todo X ⊆L (R) con |X |< k.
Es decir, una red es k-enlace-conectada si la red permanece conectada si se eli-
minan menos de k enlaces de la red.
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Generalmente cuando no se especifica se entiende que se habla de una red k-
nodo-conectada. Por ejemplo, en esta Tesis Doctoral cuando se refiere a una red
2-nodo-conectada se utiliza simplemente el termino red 2-conectada. En esta Te-
sis Doctoral, y en general en literatura matemática, una red 2-nodo-conectada, 2-
conectada o biconectada es el mismo tipo de red.
Lema A.1. Si k(R) es el grado de nodo-conectividad de la red R y k′(R) es el
grado de enlace-conectividad de la red R se cumple siempre que k(R) ≤ k′(R)
para cualquierR.
Teorema A.1. Además, si lambda(R) es el mínimo número de caminos indepen-
dientes (disjuntos) entre dos nodos cualesquiera de la red R, entonces k(R) =
λ (R) (teorema de Menger).
Una red 2-conectada, por tanto, es una red en la que existen al menos 2 caminos
disjuntos entre cada par de nodos. Retirar (que haya un fallo en) un nodo o un en-
lace de la red no la desconecta, con lo que sigue existiendo un camino que conecta




En este apéndice se va a especificar el formato del objeto IDRO (Inter-Domain
Routing Object) propuesto en esta Tesis Doctoral como parte de la solución del










Figura B.1: Especificación del objeto RSVP de tipo IDRO.
El objeto IDRO está formado por una tupla de siete elementos. Estos son; el
número de AS, el SRLG de entrada del LSP principal, el LSR de entrada del LSP
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principal, el LSR de entrada del LSP de respaldo, el LSR de salida del LSP principal,
el SRLG de salida del LSP de respaldo y el LSR de salida del LSP de respaldo. Como
se puede ver hay tres tipos de subobjetos diferentes, número AS, SRLGs y LSRs. La
figura B.1 muestra un esquema del objeto.
Los subobjetos SRLG EP, LSR EP, LSR SP y SRLG SP del objeto IDRO deben
ser incluidos en un objeto XRO, por tanto deben cumplir las especificaciones de
los subobjetos de tipo XRO. Los subobjetos AS number, LSR ER y LSR SR pueden
incluirse en un objeto de tipo ERO, por lo que deberán respetar el formato de los
subobjetos de tipo ERO.
Cada uno de los subobjetos presentes en el objeto IDRO está definido en diver-
sas RFCs. Debido a que estos subobjetos pueden ser utilizados posteriormente en
objetos de tipo XRO o ERO se utilizarán los subobjetos tal y como están definidos
para estos objetos RSVP-TE.
Para todos los subobjetos que se van a definir el valor del bit L puede significar
dos cosas.
Si el destino es un objeto de tipo ERO entonces, si el bit L está activado indica
que el objeto representa un salto de tipo “loose”. Si el bit L no está activado indica
que el objeto representa un salto de tipo “strict” [88].
En cambio si el subobjeto destino es de tipo XRO entonces, si el bit L está activo
significa que el nodo debe ser evitado. Si el bit L no está activo implica que el nodo
tiene que ser excluido [95].
AS number El subojeto AS number viene especificado en la RFC 3209 [88] como
un nodo abstracto del objeto ERO. En la figura B.2 se puede ver la disposición de
los campos:
L Tipo Longitud Número AS
16 bits8 bits7 bits1 b
it0 31
Figura B.2: Subobjeto AS number
Tipo: 32
Longitud: 4
B.1. Objeto IDRO 143
AS number: Número de Sistema Autónomo. Es un nodo abstracto que repre-
senta al conjunto de nodos que pertenece al Sistema Autónomo.
SRLG El subobjeto SRLG viene definido en la RFC 4874 [95] como un subobjeto
del objeto XRO pero modelado según el modelo de subobjetos de tipo ERO definidos
en la RFC 3209 [88]. En la figura B.3 se puede ver la disposición de los campos:
L Tipo Longitud SRLG Id (4 octetos)
16 bits8 bits7 bits1 b
it0 31
SRLG Id (continuación) Reservado
Figura B.3: Subobjeto SRLG
Tipo: 34
Longitud: 8
SRLG Id: Identificador de 32 bits del SRLG.
Reservado: Este campo está reservado. Debe estar puesto a cero al transmitirlo
y tiene que ser ignorado en la recepción.
Subobjeto LSR El objeto LSR representa a un nodo o un conjunto de nodos.
Existen dos posibles subobjetos, un prefijo IPv4 o un prefijo IPv6.
Los subobjetos prefijo IPv4 y prefijo IPv6 vienen definidos en la RFC 3209 [88]
como un subobjeto del objeto ERO y RRO, también se han redefinido en la RFC
4874 [95] para el objeto XRO. La diferencia entre ambos, además del significado del
bit L es el último campo, que bien puede ser un campo de atributos (objeto XRO)
o de flags (objeto ERO). En función del objeto destino se utilizará un significado u
otro. En estas RFCs se muestran los distintos significados de este campo.
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L Tipo Longitud Dirección IPv4 (4 octetos)
16 bits8 bits7 bits1 b
it0 31
Dirección IPv4 (continuación) Flags/AtributoLongitud de prefijo
Figura B.4: Subobjeto IPv4
Prefijo IPv4 En la figura B.4 se muestra un esquema de este subobjeto. El
significado de cada campo es el siguiente:
Tipo: 1
Longitud: 8
Dirección IPv4: Una dirección unicast de 32 bits.
Longitud del prefijo: Prefijo a tener en cuenta de la dirección.
Prefijo IPv6 En la figura B.4 se muestra un esquema de este subobjeto. El
significado de cada campo es el siguiente:
Tipo: 2
Longitud: 20
Dirección IPv6: Una dirección unicast de 128 bits.
Longitud del prefijo: Prefijo a tener en cuenta de la dirección.
B.2. Objeto DPMMO
En este apéndice se va a especificar el formato del objeto DP1MO (Disjoint Paths
One Origin Multiples Destinations Object) propuesto en esta Tesis Doctoral como
parte de la solución del mecanismo propuesto en el capítulo 5.
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L Tipo Longitud Dirección IPv6 (16 octetos)
16 bits8 bits7 bits1 b
it0 31










Figura B.6: Especificación del objeto RSVP de tipo DP1MO.
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El objeto está formado por un identificador de LSR, que identifica el LSR que
ha generado el objeto y una serie de subobjetos DP1MO.
El identificador de LSR es un subobjeto de tipo prefijo IPv4 o prefijo IPv6. Sus
formatos están definidos en el apéndice B.1. Todos los campos de estos dos subobje-
tos se definen igual que en el caso del apéndice B.1 excepto el campo Flags/Atributo
que aquí adquiere un significado distinto y el bit L que no aplica.
El campo de Flags/Atributo, ahora número de orígenes, es un número entero que
indica cuantos subobjetos DP1MO contiene el objeto.
A continuación especificaremos el subobjeto DP1MO.
B.2.1. El subobjeto DPOMO
El subobjeto DP1MO está formado por diversos campos mostrados en la figu-








Figura B.7: Especificación de un subobjeto de DP1MO
El LSR de origen y cada uno de los destinos es un subobjeto de tipo prefijo IPv4
o prefijo IPv6. Son los LSRs de los que se van a especificar los caminos disjuntos,
desde el origen a los diferentes destinos.
Es este caso, el campo Flags/Atributo adquiere un significado especial depen-
diendo de si se corresponde con un origen o con un destinos.
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En el caso del origen, el campo se trata de número de destinos, y se corresponde
con un número entero que indica cuantos destinos viene a continuación.
En el caso de los destinos, el campo se trata de longitud del camino, y se co-
rresponde con un número entero que indica el número de elementos incluidos en el
elemento camino correspondiente a ese destino. Si este valor es cero es que no se va
a especificar el camino para ese destino. De este modo, este mismo objeto es válido
para ser utilizado cuando se quiere ocultar la información interior y sólo se facilitan
los LSR de entrada y salida.
Cada uno de los caminos es una lista de subobjetos de tipo prefijo IPv4, prefijo
IPv6 o SRLG que indican el camino desde el origen al destino. Los subobjetos son
los mismos especificados en el apéndice B.1. Estos dos nodos, origen y destino, no
es necesario ponerlos, puesto que se conoce cuáles son.
B.3. Objeto IDLO
En este apéndice se va a especificar el objeto IDLO (Inter-Domain LSRs Object)
propuesto en esta Tesis Doctoral como parte de la solución del mecanismo propuesto








Figura B.8: Especificación del objeto RSVP de tipo IDLO
Como puede comprobarse en la figura B.8 el objeto IDLO está formado por 5
subobjetos, el número de AS, y cuatro LSRs, dos de entrada y dos de salida.
El subobjeto AS number se corresponde con el definido en el apéndice B.1. Los
otros cuatro subojetos, de tipo LSR, LSR de Entrada 1, LSR de Entrada 2, LSR
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de Salida 1 y LSR de Salida 2, pueden ser de tipo prefijo IPv4 o prefijo IPv6. Sus
formatos están también definidos en el apéndice B.1.
LSR de Entrada 1 y LSR de Entrada 2 son los LSR de entrada del dominio
AS number que se utilizarán como parte de los LSPs, principal y de respaldo, que
se quieren utilizar. No se especifica cuál es principal y cuál es de respaldo porque
depende del dominio anterior, de a dónde acceda el LSP principal que se está cons-
truyendo desde dominios anteriores.
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APD Algoritmo de las Parejas Disjuntas, 43–46, 49, 56, 57, 133
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