For an actively emitting source such as cooking or smoking, indoor measurements have shown a strong ''proximity effect'' within 1 m. The significant increase in both the magnitude and variation of concentration near a source is attributable to transient high peaks that occur sporadically-and these ''microplumes'' cause great uncertainty in estimating personal exposure. Recent field studies in naturally ventilated rooms show that close-proximity concentrations are approximately lognormally distributed. We use the autocorrelated random walk method to represent the time-varying directionality of indoor emissions, thereby predicting the time series and frequency distributions of concentrations close to an actively emitting point source. The predicted 5-min concentrations show good agreement with measurements from a point source of CO in a naturally ventilated house-the measured and predicted frequency distributions at 0.5-and 1-m distances are similar and approximately lognormal over a concentration range spanning three orders of magnitude. By including the transient peak concentrations, this random airflow modeling method offers a way to more accurately assess acute exposure levels for cases where well-defined airflow patterns in an indoor space are not available.
INTRODUCTION
Near an indoor emission source, air pollutant levels are elevated and highly variable due to non-instantaneous air mixing-this ''proximity effect'' causes great uncertainty in estimating a person's exposure level. [1] [2] [3] [4] [5] [6] [7] [8] Previous indoor field studies 8, 9 have found that concentrations close to an actively emitting source can be represented as the superposition of two non-time-averaged components: a smoothly varying background concentration and a rapidly fluctuating added concentration. The background, associated with emissions that have had time to become well mixed in a room, can be predicted using the well-mixed mass balance model. [10] [11] [12] The rapidly fluctuating ''microplume'' component is attributable to the transient directionality of the freshly emitted plume stream due to turbulent eddies indoors. 8 With transient spikes up to 100 Â the background levels, 8 this fresh emission component is highly variable and difficult to predict, causing great uncertainty in shortterm exposures (i.e., minutes) close to an actively emitting source.
To model the exposure close to an indoor source, various mass transfer models have been proposed that use isotropic turbulent diffusion to characterize the transport of air pollutants indoors. Analytical solutions of Fick's Law have been used to describe turbulent diffusion and to model indoor concentrations versus distance from a point source, for continuous [13] [14] [15] [16] and short duration 17 sources. Detailed discussions of these analytical models have been published. 18, 19 A recent study 20 used the same Fickian diffusion formulation and an emission function to model the turbulent diffusion of intermittent contaminant releases indoors. All these models predict a symmetrical pollutant distribution with respect to the source based on the assumption that the directionality of the emitted plume stream is transient and random. Conducting a series of tracer experiments, Cheng et al. 16 have found that this assumption is applicable to cases where the infiltration and exfiltration occur alternately through each open window in a naturally ventilated room due to timevarying indoor-outdoor temperature differences and outdoor wind conditions. Thus, when averaged over cycles of the resulting airflow oscillations, the directionality becomes less important. As expected, these models have increasing accuracy when the time scale of the change in plume stream direction is much shorter than the duration over which exposure is averaged. However, for exposure durations comparable to or shorter than the direction change time scale, the exposure will be highly variable in time and space, but this variability cannot be captured by these indoor dispersion models.
Scheff et al. 21 and Nicas 22 modeled advective air flow indoors using a deterministic and a stochastic approach, respectively, to consider the directional pollutant transport. With a focus on forced air flow situations, these models do not, however, directly simulate the time-varying directionality of the emitted plume stream in naturally ventilated rooms.
A recent field study 8 found that, after subtracting the background levels for concentrations close to an actively emitting source, the distributions of the remaining concentration fluctuations are approximately lognormal and can be well characterized by a statistical model. This finding represents another example of the lognormal pattern commonly seen in environmental observations (i.e., particle size distributions in the atmosphere and element concentrations in the Earth's crust). 23 Thus, our first goal was to develop a method to model the timevarying directionality of the freshly emitted plume stream, and most importantly, the resulting lognormal pattern of concentrations. Instead of using a deterministic approach involving computational fluid dynamics, we chose a stochastic modeling framework. This allowed us to simulate the complex dispersal behavior due to normal air turbulence indoors for cases where detailed time-varying velocity fields in indoor spaces are not available. The probabilistic property of the model also allowed us to predict not only the mean but also the distribution of highly variable transient concentrations close to a source, using fewer input parameters and with less computational effort, making it more accessible to a typical exposure scientist. Our second goal was to use this model to estimate the air velocity and the time scale for changes of plume stream direction in a typical naturally ventilated residence. With these estimates, this model can predict spatial and temporal variations of short-term exposures (i.e., minutes) close to an indoor emission source, based on mass transfer principles.
METHODS

Model Structure
To model the rapidly varying concentration component due to fresh emissions, we invoke the particle tracking method 24, 25 to describe the mass transport of air pollutants indoors. In our simulation, a microplume, represented as a puff, is released at each time step Dt from a point to numerically approximate a continuous source. For transport in the x-direction, the movements of successively released puffs are described as: 
For Eq. 1, x i,j and x i-1,j are the positions of the jth released puff at the ith and (i-1)th time steps, respectively. Here, u i,j is the velocity of the jth puff at the ith time step. To simulate the random directionality of the emissions, we represent the initial velocity of the first released puff u 1,1 as a random variable Z from a normal distribution with mean equal to 0 and SD equal to a characteristic velocity u c (Eq. 2a). This approach gives this leading puff, when released, equal odds of moving in either the positive or negative direction. 
The initial velocities u i,j of subsequent puffs are modeled using the initial velocities of the previously released puffs u i-1,j-1 and the random variable Z; a weighting parameter r between 0 and 1 adjusts their weight of influence (Eq. 2b). This correlation method allows successively released puffs to follow each other, creating a meandering puff stream that resembles tobacco smoke. The subsequent velocities of each puff u i,j are modeled similarly, except that each is instead correlated with its own previous velocity u i-1,j (Eq. 2c). This autocorrelated random walk method allows each puff to move without an unrealistically drastic change in directionality; it has been used in various environmental mass transfer applications. [26] [27] [28] Introducing the random variable Z in Eqs. 2a, 2b and 2c, we maintain an expected value of 0 for u i,j over the entire puff evolution course, thereby simulating the cases where mean advective air movement in a naturally ventilated room is negligibly small. In our model, the adjustable parameter r in Eqs. 2b and 2c is expressed as an exponential, with an autocorrelation time scale t (Eq. 3) to satisfy the Langevin equation in statistical physics.
For t 44 Dt, two successive velocities would be almost identical, preserving the puff stream directionality over a long time period; when t oo Dt, the two velocities would be nearly time independent and random. This formulation is applied here to model the time scales of the change in the plume stream direction t that can lead to different frequencies of concentration fluctuations at a fixed location. Following the widely used assumption of isotropic turbulence in indoor spaces, [15] [16] [17] 20, 22 we simulate the three-dimensional transport of air pollutants using the autocorrelation formulation (Eqs. 1-3) with the same u c and t applied to the x-, y-and z-directions. Figure 1a , a single example of the modeled spatial puff distribution after 5 min of emissions at the origin, shows that the autocorrelation formulation allows sequentially released puffs to create a meandering stream in space, with a transient directionality. In contrast, the superposition of puff distributions from 100 realizations of the 5-min simulation (Figure 1b) gives a symmetrical distribution. This lack of directionality occurs because the expected value for u i,j has been set to 0 in order to simulate the symmetrical timeaveraged concentration fields observed in naturally ventilated rooms. 16 Using this method, we can simulate not only the time-averaged behavior of turbulent diffusion indoors, but also its transient transport characteristics.
We simulate the molecular or Brownian diffusion using the Einstein diffusion equation (Eq. 4), where the mean square displacement s 2 , 29 a measure of the average distance gas molecules or particles inside a pollutant puff travel due to diffusion, depends on time t and diffusivity D (Eq. 4). Here, s 2 can be thought of as the spatial spread of each puff. Applying the finite difference method to Eq. 4, the variance of the jth puff at the ith time step s 2 i, j can be expressed as: In Eq. 5, s 2 i-1, j is the variance of the jth puff at the (i-1)th time step. By treating each released puff as an instantaneous pollutant source, we can calculate the concentration C(x r , y r , z r ) i at an indoor receptor point x r , y r , z r and time step i by superposing the Fick's Law solutions 30 of all existing puffs with known positions x i, j , y i, j , z i, j and spreads s 2 i, j (Eq. 6).
In Eq. 6, q is the mass emission rate of the indoor source. N is the total number of puffs released. The positions of the puffs (x i,j , y i,j , z i,j ) are computed based on the autocorrelation formulation (Eqs. 1-3) applied independently to the x-, y-and z-directions. The spread of the puffs (s 2 i,j ) are modeled by the discretized form of the Einstein diffusion equation (Eq. 5). Typically, the Lagrangian particle tracking method involves introducing a large number of particles per time step to simulate the pollutant diffusion and counting the particle number to evaluate the concentration. 24, 25 Our method handles the diffusion process with a simple Eulerian representation (Eq. 5), allowing concentration to be analytically computed based on the solution of Fick's Law or the Gaussian Distribution Function (Eq. 6). This numerical method, developed for large-scale plume transport simulations in different environmental media (i.e., atmosphere, surface water and groundwater), 31 is optimal for our indoor near-source application, as it greatly reduces computational effort and numerical errors.
To focus on concentration fluctuations due to fresh emissions, we do not introduce boundaries in our model for wall reflection and pollutant removal mechanisms. This approach prevents the buildup of background concentrations in our simulation, allowing direct prediction of the rapidly fluctuating fresh emission component close to an actively emitting source.
Field Measurements
To test how well this modeling approach can predict the rapidly fluctuating concentration component for an actively emitting indoor point source, we use data from an experiment we conducted previously in a living room of a detached, two-story single family house in Redwood City, CA, USA. This home was only ventilated by open windows during the experiment-we will refer to this as a "naturally ventilated" indoor space.
We released 99.99% CO (Scott Specialty Gas, Plumsteadville, PA, USA) continuously with a tube (with an inner diameter of 1/4'') at a point near the room's center at a constant outlet velocity of 0.007 m/s or a flow rate of B13 cm 3 /min (246 mg/s at 25 1 C, 1 a.t.m.), controlled by a Model 5896 mass flow controller (Emerson Electric, St Louis, MO, USA). To better examine the upper parts of the distributions of short-term exposures close to a source, we reduced the normal emission rate (B500 mg/s) by half in this particular one experiment (experiment C7 in Acevedo-Bolton et al. 8 ) to minimize off-scale monitor measurements.
A VelociCalc 8385 Hotwire Anemometer (TSI, Shoreview, MN, USA) measured air speeds at a point near the center of the room, down to 0.01 m/s. Two real-time SF 6 monitors (Brü el Kjaer, Naerum, Denmark), placed at the two ends of the room, measured the decreasing concentrations of SF 6 (released at the beginning of the experiment) every 1 min, over B4 h. The ACH (0.51 h À 1 ) was estimated by the log-linear regression between the concentration and time (for details, see Cheng et al. 16 ). In our experiment, no windows/doors were open in the monitored living room, but three windows were open (4-6 00 ) in other rooms of the house. This indirect ventilation setting was used to minimize the removal of the rapidly fluctuating fresh emission component we aimed to predict in the model.
A large array of real-time CO monitors (Langan Products, San Francisco, CA, USA) surrounded the source at horizontal distances of 0.25 to 5 m, logging measurements every 15 s over a period of B8.5 h. The source and monitors' heights were 1.0 m, approximating adult breathing height. Further details of this indoor tracer study are described in Acevedo-Bolton et al. 8 We chose eight monitors from this array to evaluate the model at points close to the source: 4 at 0.5 m and 4 at 1.0 m from the source, each 90 o apart in the horizontal plane. These two close-proximity distances allowed rigorous testing of our model for predicting extreme variations of concentration. These two sites also were relatively far away from wall and furniture obstructions, minimizing reflection and removal processes. The closest monitors to the source (0.25 m) were ruled out, because 420% of the measurements reached the monitors' upper data logging limits (105-140 p.p.m.). From each time series of 15-s readings, we computed 5-min time-averaged concentrations to (i) reduce monitor time response bias too10% (see Cheng et al. 32 ), and (ii) represent an exposure duration typical for an actively emitting indoor source like smoking or cooking.
To extract the fresh emission component, we subtracted the well-mixed background concentrations predicted by the mass balance model (Eq. 7) from our measured 5-min averages:
In Eq. 7, C bg is the background concentration at time t, and ACH is the air change rate (0.51 h
) measured by a SF 6 tracer gas release (see Cheng et al. 16 ). C o is the equilibrium background concentration of CO in the room, estimated as the time-averaged concentration over the last 2-h period (B1.8 p.p.m.) measured farthest from the source (5 m), where the fresh emission component is minimal. Subtracting background concentrations yielded some negative values for the first 1-h emission period. The accuracy of Eq. 7 in predicting background concentrations increases as the well-mixed part of CO becomes the bulk of emitted mass in the room. But during the initial emission period, when a large fraction of the emitted mass exists in the concentrated microplume state, the background levels are overestimated. Thus, we chose to exclude this initial 1-h emission period from our analysis, and focus solely on the subsequent 7.5-h of measurements.
Pooling all 5-min averages from each circle of four monitors yielded two data sets, each with 4 Â 7. Our model produces fluctuations of concentration at a fixed position with two different time scales (Figure 2) . The larger time scale of ''plume stream fluctuation'' is created by the entire emitted puff stream approaching or leaving a receptor while sweeping around the source. It is connected with t, which describes how rapidly a puff stream changes its directionality. When a receptor is immersed within the puff stream, the smaller time scale of ''microplume fluctuation'' is produced by each concentrated puff arriving or departing from the receptor while moving radially outward from the source. It stems from u c , which delineates how quickly the concentrated puffs travel across the receptor.
These fluctuation characteristics are consistent with field observations close to indoor air pollution sources. 3, 8 The durations of the plume stream fluctuations are in general on the order of t ¼ 2000 s (or B30 min), consistent with the expectation that t reflects the length of time that the puff stream persists in a single direction.
Our model represents the directionality of the plume stream as a random process. We can evaluate the probability distribution to which the predicted concentrations at a fixed position converges stochastically, and under what circumstances a reasonable convergence is reached, for a given time scale of the velocity autocorrelation t. Figure 3a shows frequency distributions of the concentration from one realization (N r ¼ 1) and ensembleaveraged distributions from 100 to 1000 realizations (N r ¼ 100 and 1000). The ensemble-averaged distributions were obtained by averaging each set of concentrations with the same cumulative frequency, but predicted from different realizations. As N r increases, the ensemble results are more reproducible for a given N r and become comparable to that of a larger N r . For N r Z100 (equivalent here to a total simulation time T total ¼ N r Â T Z1000t), the linear regressions between one set of the ranked 5-s concentrations averaged over one N r and another set of the ranked 5-s concentrations averaged over either the same or a different N r give slopes of 0.96-1.04 and R 2 40.998 (n ¼ 20000 s/ 5 s ¼ 4000). As expected, a larger ratio of T total /t better captures the cycles of the puff stream direction change, reducing the stochastic variability. Applying this criterion (T total Z1000t) to a range of t values (1 À 5000 s), we found comparable convergence (R 2 40.995; slopes of 0.94-1.06; n ¼ 4000). Introducing four receptors horizontally with 90 1 spacing at 0.5 m from the source, the pooled 5-s concentrations (n ¼ 4 Â 4000 ¼ 1.6 Â 10 4 ) more rapidly converge giving R 2 40.998 and slopes of 0.98-1.02 for T total Z500t. As expected, having more receptors in space increases the odds of capturing the possible concentration fluctuations.
When T total /t is sufficiently large (T total /t Z1000), a logarithmicprobability plot of the data (Figure 3a ) becomes nearly straight, indicating that the predicted frequency distribution is approximately lognormal (two-parameter lognormal model fit, R 2 B0.99, n ¼ 4000). It is strikingly similar to experimental observations in a naturally ventilated room. 8 To examine how different autocorrelation time scales t influence the predicted frequency distribution of concentrations, we vary the autocorrelation time scale t without changing other simulation settings. Figure 3b shows ensemble-averaged frequency distributions corresponding to t of 2000, 200 and 20 s (N r ¼ 100, 10 and 1, respectively, to satisfy T total Z1000t; n ¼ 4000). For cumulative percentages 410%, all three concentration distributions are approximately lognormal (two-parameter lognormal model fit, R 2 B0.99, n ¼ 3600). An increase in t increases the variation but reduces the mean of 5-s concentrations, consistent with the expectation that the more the velocities are autocorrelated, the slower the emitted puffs will separate in space (Eq. 2b). Thus, a large t produces a narrow stream of puffs, increasing the concentration variations at a fixed sampling point. This effect decreases the time-averaged concentration in close proximity to the source, as it is less likely for a receptor near the source to be directly immersed within the puff stream. For t ¼ 200 and 20 s, the deviation in data points below the 10-percentile values are from the first 30 min of the emission period (Figure 3b ). Owing to their less persistent directionality, the emitted puffs were not able to reach the 0.5-m distance during this initial time period, leading to deviations from the general linearity of the frequency distributions.
To test how different advection-to-diffusion rate ratios affect the predicted frequency distributions of the concentration, we varied the magnitude of the characteristic velocity u c (2 Â 10 Figure 3c shows the ensemble-averaged frequency distributions of concentration (N r ¼ 100; T total ¼ 1000t; n ¼ 4000) corresponding to Pé clet numbers Pe of 100, 10 and 1, calculated as (u c *dist/D) to represent the ratio of the advection rate to the diffusion rate. As Pe decreases, early deviations from a straight line increase, again because of the longer travel time needed to reach the 0.5-m distances as the lower velocities. Extending the duration T to 2 Â 10 5 s, all three concentration distributions are approximately lognormal for cumulative percentages45% (two-parameter lognormal model fit, R 2 B0.99, n ¼ 3.8 Â 10
4
). An increase in Pe increases the variation but decreases the mean of the 5-s concentrations. As expected, when advection dominates over diffusion (Pe441), a puff can travel a great distance with limited dilution. The presence of concentrated puffs wandering in space will increase the concentration fluctuations at a fixed location. This phenomenon reduces the time-averaged concentration in close proximity to the source, as the emitted mass is being spread out over a greater distance from the source.
Model Parameterization and Evaluation
Given the mass emission rate of the source (q ¼ 246 mg/s) and the molecular diffusivity of CO (D ¼ 2.1 Â 10 À 5 m 2 /s at 25 o C, 1 a.t.m.), 33 one can use our dispersion model to predict the concentration time series at the eight experimental monitoring points for a given set of parameters u c and t, producing two pooled distributions of 5-min averages for comparison with measurements (see Field measurements section). The best possible fit of u c and t to the measured distributions shows how well we can predict spatial and temporal variations of 5-min exposures close to a source using only two parameters (u c and t) to characterize turbulent mixing. To find the optimal set of u c and t, we used a least-squares method that equally weighted all 5-min field averages within the range of 110-1.1 Â 10 5 mg/m 3 (n ¼ 337 at 0.5 m and n ¼ 358 at 1 m). These two concentration thresholds were chosen because 470% of the averages beyond this range had 450% of the readings either at the monitors' upper data logging limits (1.2 Â 10 5 -1.6 Â 10 5 mg/m 3 ) or below the lower detection limit (110 mg/m 3 ). The error e minimized is the sum of the squared relative difference between each measured concentration and the modeled concentration of the same cumulative frequency at the same distance. A detailed description of the optimization method is presented in the Supplementary Information.
Using this optimization method, we found that u c and t of 1.72 Â 10 À 3 m/s and 1874 s, respectively, gave the best fit result, with a mean absolute relative difference between measured and modeled 5-min averages of 14.8% (n ¼ 695). These u c and t estimates were in reasonable agreement with those based on a smaller time step (Dt ¼ 1 s) with o1.2% absolute relative differences. Testing this fitting result via a sensitivity analysis, we found significant increases of e from the optimal point (1.72 Â 10 À 3 m/s and 1874 s) to either the upper or lower constraint of each parameter (Supplementary Figure S1a) . This suggests that u c and t have comparably strong influences on the predicted frequency distributions and the resulting e. Assuming a plug flow condition, we estimated the air velocity by multiplying the measured air change rate (0.51 h À 1 ) by the length scale of the room size (5.41 m), calculated as the cube root of the room volume. Our estimate of u c was larger, but of the same order of magnitude as this plug-flow estimate (7.66 Â 10 À 4 m/s). The relatively higher value of u c is likely because the time-varying directionality of air flow in the naturally ventilated room requires greater air speeds than plug flow conditions to create the same net air exchange. However, we should also point out that different methods were used to deduce the velocity; u c was determined by fitting the model predictions to measurements, whereas the plugflow estimate was based on a dimensional analysis approach.
McBride et al. 3 measured real-time CO concentrations near an actively emitting source in the same naturally ventilated residence with a lower ACH of 0.35 h . Their resulting concentration time series showed time scales of plume stream fluctuations of 500-3000 s, comparable to our observed spike durations and t estimate (1874 s).
We also deduced u c and t by fitting the measurements for one distance at a time, finding 1.89 Â 10 À 3 m/s and 1723 s at 0.5 m, and 1.65 Â 10 À 3 m/s and 1954 s at 1 m, with mean absolute relative differences of 13.7% (n ¼ 337) and 10.4% (n ¼ 358), respectively. These u c and t estimates agreed reasonably well with those based on a smaller time step (Dt ¼ 1 s) with o0.8% absolute relative differences. For each set of optimal values, the sensitivity analysis again shows comparably strong effects of u c and t on e. (Supplementary Figures S1b and c ) . Using each set of u c and t parameters estimated for one distance from the source to predict 5-min concentrations at the other distance, the mean absolute relative differences would be o22% ( Supplementary  Figures S2 and S3) . These results show that by collecting continuous measurements over a long time, concentrations at only one distance from the source can already provide u c and t estimates comparable to that based on both distances, with absolute relative differences of o10%. They also suggest that, using u c and t deduced from one set of measurements, our model can predict another set of measurements under a given set of indoor conditions with reasonable accuracy. Figures 4a and b show examples of background-subtracted 5-min measurements over 7.5 h along one direction at 0.5 and 1 m from the source, alongside the corresponding time series modeled using the optimal set of u c and t (1.72 Â 10 -3 m/s and 1874 s). Here, we focused on examining the frequencies (of occurrence) and durations of concentration spikes because a stochastic model is not intended to predict when but how likely/frequently concentration peaks occur. Our model produces B7 sporadic spikes over 450 min, each lasting 10-50 min. These are, in general, comparable to the measured fluctuations (B8 spikes with 10-to 40-min durations). As the distance from the source increases, both the measured and modeled magnitudes of the spikes decrease. The relatively lower measured concentration peaks at the 0.5-m distance were attributable to having 15-s readings in these 5-min peaks that were off scale. For example, the highest measured 5-min average in Figure 4a had 60% of the 15-s values reaching B1.2 Â 10 5 mg/m 3 . Figures 5a and b are logarithmic-probability graphs of the frequency distributions of the 5-min concentrations at 0.5 and 1 m from the source, respectively, along with the corresponding ensemble-averaged distributions predicted using the optimal values of u c and t (1.72 Â 10 À 3 m/s and 1874 s). Here, the ensemble distributions were calculated from 35 realizations to satisfy the criterion when four equal-distance sampling points are introduced (T total Z500 t; see Probability distribution of modeling concentrations at a receptor section); all 5-min averages are shown (n ¼ 360 each), including those beyond the threshold range. At each distance, both the measured and modeled frequency distributions are approximately linear between the 10-percentile and the 90-percentile concentrations and agree with each other reasonably well. The mean absolute relative differences between the measured and modeled concentrations for each percentile over this range are 11.7% and 10.6% at 0.5-and 1.0-m distances, respectively (n ¼ 288).
For concentrations above the 90-percentile values, the measurements level off more quickly than the modeled values, especially at the 0.5-m distance, because of some 15-s readings reaching the monitors' upper logging limits. As the percentage of off-scale readings (in each average) increases, the 5-min measurements gradually approach a plateau value. At the 1-m distance, measurements below the 10-percentile are slightly higher than the modeled values. In our experiment, two of the four 1-m monitors were closer to walls (1 m from the walls), so we hypothesize that the higher measurements are due in part to wall reflection of the imperfectly mixed CO. These positive deviations became noticeable when the monitors were not directly immersed within the freshly emitted plume stream (the lower part of the distribution). Given the modeled frequency distributions of highly variable concentrations near a source (i.e., Figure 5 ), one can predict the probabilities of having different levels of short-term exposures at different distances from a source. For example, the dotted lines in Figure 5 indicate that there will be a B90% chance to have a 5-min exposureo2 Â 10 4 mg/m 3 at the 1-m distance but only a B70% chance to haveo2 Â 10 4 mg/m 3 (or a 90% chance to haveo10 5 mg/m 3 ) of 5-min exposures at the 0.5-m distance. Table 1 compares the statistics of the measured 5-min averages within the threshold range at 0.5-and 1-m distances from the source with the corresponding values predicted using the optimal values of u c and t, deduced by fitting measurements at 0.5 and 1 m (as well as 0.5 m, 1 m alone) from the source. As the distance from the source decreases, the arithmetic mean, geometric mean m g and geometric SD s g of measured 5-min averages increase. We found the same trend in the corresponding modeled distributions with statistics comparable to the measured values. These results are consistent with findings that pollutant levels are not only higher but also more variable as the distance from the actively emitting source decreases. 3, 8 The ratios of the modeled arithmetic means for the two distances (B2) agrees with the prediction of the currently used analytical indoor eddy diffusion model: under equilibrium conditions, concentration is inversely proportional to the distance from a continuous point source. [13] [14] [15] This result provides evidence that our model is equivalent to the existing indoor eddy diffusion model in a time-averaged sense; the added value is that it also can predict the variability of transient concentrations in reasonable agreement with real indoor measurements.
CONCLUSION
This study presents the first modeling effort to predict the elevated and highly variable exposures close to an indoor emission source, based on statistical physics. This model, which uses an autocorrelated random walk process to represent the meandering plume stream, can be directly used to simulate the initial transport of gaseous and fine particles indoors (i.e., volatile organic compounds and particles from combustion sources) during which gravitational settling is negligible.
The ability of this model to reasonably predict lognormally distributed 5-min exposures ranging over three orders in magnitude, at 0.5-and 1-m distances from the source, suggests new avenues for future exposure studies-estimating the probabilities of different exposure levels and the possible peak exposures a person may experience close to an emission source indoors.
The CO monitors we used did not measure over as wide a range or have as fine a time resolution as we would have liked. Future field investigation with rapid measurements would be valuable to test how well this model can predict transient variations of concentration (i.e., seconds) close to a source. Future experiments involving mounting air monitors on real occupants or heated manikins would allow us to factor in the effect of occupants' thermal plumes on exposure levels. 34 A number of studies have shown that the highly variable exposures occur near actively emitting indoor air pollution sources, ranging from smoking and cooking to household cleaning. The present method involving the random directionality assumption is well-suited for modeling this proximity effect for cases where all possible airflow driving forces in an real indoor space are not fully understood or were not well documented during the times when exposure incidents occurred, such as the exact locations and magnitudes of air leakage and solar heated areas on walls, and all occupants' body movements. In contrast, computational fluid dynamics models are most useful for deterministically predicting a specific airflow pattern between a source and receptors for cases where well-defined boundary conditions such as the air inlet-outlet velocities, 35 the temperatures at wall and human body surfaces 36 and the paths and velocities of occupants' movements 37 are available. Although the relationship between turbulent mixing and pollutant distribution indoors is complex, we believe this model provides another gateway toward understanding this proximity effect.
