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Abstract
Let Mats×n(Fq ) be the linear space of all s × n matrices over the finite field Fq , equipped with
the new metric introduced by Rosenbloom and Tsfasman. We determine the full group of weight-
preserving linear automorphisms of Mats×n(Fq) with the Rosenbloom–Tsfasman metric.
© 2003 Elsevier Ltd. All rights reserved.
1. Introduction
Let Mats×n(Fq) be the linear space of all s × n matrices over the finite field Fq .
Rosenbloom and Tsfasman [2] introduced a new metric on the space Mats×n(Fq),
generalizing the usual Hamming metric on Fnq . Afterwards several authors studied codes
in the space Mats×n(Fq) equipped with the Rosenbloom–Tsfasman metric. In particular,
Skriganov [1, 3] defined some natural linear automorphisms of the space preserving the
metric, and he asked if these linear automorphisms generate the full group of linear
automorphisms preserving the metric.
In this paper, we answer his question affirmatively, and determine the group explicitly.
2. The Rosenbloom–Tsfasman metric
We define weights for the matrices in Mats×n(Fq) as follows. Let v be a matrix in
Mats×n(Fq). For 1 ≤ j ≤ n, define the depth of the j th column of v to be
depth j (v) = max{i | vi j = 0},
assuming max{} = 0. Then the weight ρ(v) of the matrix v is defined by summing depths
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of all columns,
ρ(v) =
n∑
j=1
depth j (v).
It is easy to check that ρ indeed induces a metric on Mats×n(Fq) : ρ(v) ≥ 0 with equality
if and only if v = 0 and ρ(v + w) ≤ ρ(v) + ρ(w) for every v,w ∈ Mats×n(Fq). Note
that if s = 1, then ρ induces just the usual Hamming metric on Mat1×n(Fq) = Fnq . Hence
the induced metric from ρ, called the Rosenbloom–Tsfasman metric, can be viewed as a
generalization of the Hamming metric induced from the usual Hamming weight.
Note that our definition of the Rosenbloom–Tsfasman metric is slightly different from
the usual definitions found in [1–3]. Our definition uses columns and counts weight from
the top while other definitions use rows or count from the bottom. Though obviously these
definitions are equivalent, we found our definition more natural, at least for our present
problem to determine the full group of linear automorphisms preserving the metric.
3. The automorphism group
From now on, the weight of a matrix means its Rosenbloom–Tsfasman weight. Note
that a linear automorphism preserves the Rosenbloom–Tsfasman metric if and only if it
preserves weights of matrices. For convenience, let G = Mats×n(Fq), and Aut(G) denote
the group of all weight-preserving linear automorphisms of G. We now determine the
group Aut(G).
Let Ts be the group of all upper triangular matrices of size s over Fq with nonzero
diagonal elements. Then (Ts)n denotes the direct product of n copies of Ts . There is a
natural action of (Ts)n on G. Let τ = (τ1, . . . , τn) ∈ (Ts)n . Let c = [c1 · · · cn] ∈ G where
ci denotes the i th column of c. Then the action of τ on c is given by
τ · c = [τ1c1 · · · τncn].
Each τi being an upper triangular matrix with nonzero diagonal elements guarantees that c
and τ · c have the same depths on each column (because being upper triangular gives that
the depth is not increased and having nonzero diagonal elements gives that the depth is not
decreased), and have the same weights. Clearly this action is faithful. Thus the permutation
representation of this action of (Ts)n on G gives an injective group homomorphism α of
(Ts)n into Aut(G).
Let Sn be the symmetric group of n letters. Sn naturally acts on G. Let σ ∈ Sn and
c = [c1 · · · cn] ∈ G. The action of σ on c is given by
σ · c = [cσ−1(1) · · · cσ−1(n)].
This action is also faithful. And hence the permutation representation of this action gives
an injective group homomorphism β of Sn into Aut(G).
Now our answer to Skriganov’s question whether (Ts)n and Sn generate Aut(G) is
Theorem 1. The group of all linear automorphisms of Mats×n(Fq) preserving the
Rosenbloom–Tsfasman metric is a semidirect product of (Ts)n and Sn.
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We now prove this theorem in several steps. First some notations. For each 1 ≤ l ≤ s,
let Hl = {c ∈ G | ci j = 0, i > l, 1 ≤ j ≤ n}. Note that Hl is a linear subspace of G of
dimension ln. For each 1 ≤ i ≤ s, 1 ≤ j ≤ n, let ei j denote the matrix whose (i, j)th
component is 1 and the other components are all zero.
Lemma 2. We have α((Ts)n) ∩ β(Sn) = {1G} where 1G denotes the identity automor-
phism on G.
Proof. Let ϕ ∈ α((Ts)n) ∩ β(Sn). Suppose ϕ = β(σ) for some σ ∈ Sn . If σ is not
the identity element of Sn , there is a j with 1 ≤ j ≤ n such that σ( j) = j . Then
ϕ(e1 j ) = σ · e1 j = e1σ( j ). Note that depth j (e1 j ) = 1 but depth j (e1σ( j )) = 0. So ϕ
changes the depths of columns of e1 j . Since the action of any τ ∈ (Ts)n does not change
depths of columns, it is impossible that ϕ = α(τ) for some τ ∈ (Ts)n . We conclude that σ
is the identity element of Sn , and hence ϕ = β(σ) is the identity automorphism on G. 
Now let ϕ be a weight-preserving linear automorphism of G. We will show that ϕ can
be written as the composition of α(τ) and β(σ) with some τ ∈ (Ts)n and some σ ∈ Sn .
See Lemmas 3–5.
Let 1 ≤ j ≤ n. Note that ρ(ϕ(e1 j )) = 1 because ρ(e1 j ) = 1. So ϕ(e1 j ) = a j e1σ( j ) for
some nonzero a j ∈ Fq and σ( j) with 1 ≤ σ( j) ≤ n.
Lemma 3. The map σ defined above is one-to-one, and hence a permutation in Sn.
Proof. Assume otherwise, and suppose σ(u) = σ(v) for some 1 ≤ u, v ≤ n with u = v.
Then observe
ϕ(ave1u − aue1v) = avϕ(e1u) − auϕ(e1v)
= avaue1σ(u) − auave1σ(v)
= 0,
where 0 denotes the zero matrix. Since ρ(ave1u − aue1v) = 2, this is a contradiction
because ϕ preserves weights. This proves our assertion that σ is a permutation in Sn . 
Lemma 4. For each 1 ≤ i ≤ s, 1 ≤ j ≤ n, we can write
ϕ(ei j ) =
i∑
k=1
(τ j )ki ekσ( j ) (∗)
for some (τ j )ki (1 ≤ k ≤ i) in Fq with nonzero (τ j )ii .
Proof. We prove by induction on i . Let i = 1. For every 1 ≤ j ≤ n, we have already
shown
ϕ(e1 j ) = a j e1σ( j ).
Therefore if we take (τ j )11 = a j for 1 ≤ j ≤ n, then (∗) is satisfied.
Let l > 1, and assume (∗) holds for 1 ≤ i < l. We now proceed to prove the claim (∗)
for i = l.
Let 1 ≤ j ≤ n. From ρ(el j ) = l, we see that depthr (ϕ(el j )) ≤ l for all 1 ≤ r ≤ n.
Assume depthr (ϕ(el j )) < l for all 1 ≤ r ≤ n. We will show that this assumption leads to
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a contradiction. Our induction hypothesis implies that {ϕ(ei j ) | 1 ≤ i < l, 1 ≤ j ≤ n}
forms a basis of Hl−1. So ϕ, restricted to the subspace Hl−1, is an automorphism of Hl−1.
Therefore there is a c ∈ Hl−1 such that ϕ(c) = ϕ(el j ). Then ϕ(c−el j ) = ϕ(c)−ϕ(el j ) = 0.
This is a contradiction because ρ(c − el j ) ≥ l. It follows that depthr (ϕ(el j )) = l for some
1 ≤ r ≤ n. Since ρ(el j ) = l, this also implies that depths(ϕ(el j )) = 0 for s = r . Therefore
we can write
ϕ(el j ) =
l∑
k=1
(τ j )kl ekr ,
for some (τ j )kl ∈ Fq (1 ≤ k ≤ l) with nonzero (τ j )ll . It remains to show that actually
r = σ( j). If not, then the weight of
ϕ(el j + e1 j ) = ϕ(el j ) + ϕ(e1 j ) =
l∑
k=1
(τ j )klekr + (τ j )11e1σ( j )
is l +1 but the weight of el j + e1 j is l. This is a contradiction because ϕ preserves weights.
Thus we showed
ϕ(el j ) =
l∑
k=1
(τ j )kl ekσ( j )
with nonzero (τ j )ll . By induction our claim (∗) is proved. 
Let 1 ≤ j ≤ n. For k, l with 1 ≤ k ≤ l ≤ s, see that (∗) defines (τ j )kl . For
k > l, set (τ j )kl = 0. Then note that each τ j is an upper triangular matrix over Fq .
Let τ = (τσ−1(1), . . . , τσ−1(n)) ∈ (Ts)n .
Lemma 5. We have ϕ = α(τ) ◦ β(σ).
Proof. Let us observe that for c ∈ G,
ϕ(c) = ϕ

∑
i, j
ci j ei j

 = ∑
i, j
ci j ϕ(ei j )
=
∑
i, j
ci j
i∑
k=1
(τ j )ki ekσ( j )
=
n∑
j=1
s∑
i=1
ci j
s∑
k=1
(τ j )ki ekσ( j )
=
n∑
j=1
s∑
k=1
(
s∑
i=1
(τ j )ki ci j
)
ekσ( j )
=
n∑
j=1
s∑
k=1
(τ j c j )kekσ( j ),
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where in the last expression, (τ j c j )k denotes the kth component of the column vector τ j c j .
So we have
α(τ) ◦ β(σ)(c) = τ · (σ · c)
= [τσ−1(1)cσ−1(1) · · · τσ−1(n)cσ−1(n)]
=
n∑
j=1
s∑
k=1
(τσ−1( j )cσ−1( j ))kekj
=
n∑
j=1
s∑
k=1
(τ j c j )kekσ( j )
= ϕ(c)
for every c ∈ G. Hence α(τ) ◦ β(σ) = ϕ. 
We now showed that every weight-preserving linear automorphism ϕ of G can be
written as ϕ = α(τ) ◦ β(σ) for some τ ∈ (Ts)n , σ ∈ Sn . Lastly we check the normality of
the subgroup α((Ts)n) in Aut(G).
Lemma 6. α((Ts)n) is a normal subgroup of Aut(G).
Proof. For σ ∈ Sn , τ = (τ1, . . . , τn) ∈ (Ts)n , observe that for c ∈ G,
(β(σ ) ◦ α(τ) ◦ β(σ)−1)(c) = (β(σ ) ◦ α(τ) ◦ β(σ−1))(c)
= (β(σ ) ◦ α(τ))([cσ(1) · · · cσ(n)])
= β(σ)([τ1cσ(1) · · · τncσ(n)])
= [τσ−1(1)c1 · · · τσ−1(n)cn]
= α((τσ−1(1), . . . , τσ−1(n)))(c).
So we have β(σ) ◦ α(τ) ◦ β(σ)−1 = α((τσ−1(1), . . . , τσ−1(n))) for every σ ∈ Sn ,
τ = (τ1, . . . , τn) ∈ (Ts)n . This observation implies that α((Ts)n) is a normal subgroup
of Aut(G). 
Proof of Theorem 1. With all the above lemmas, we conclude that we have an
isomorphism
(Ts)n ψ Sn
∼= Aut(G)
given by (τ, σ ) 	→ α(τ) ◦ β(σ), with ψ : Sn → Aut((Ts)n) defined by
ψ(σ)(τ1, . . . , τn) = (τσ−1(1), . . . , τσ−1(n))
for σ ∈ Sn , (τ1, . . . , τn) ∈ (Ts)n .
Hence we proved that the group of all linear automorphisms of Mats×n(Fq) preserving
the Rosenbloom–Tsfasman metric is isomorphic to the semidirect product (Ts)nψ Sn . 
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