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MODULI SPACES OF q-CONNECTIONS AND GAP PROBABILITIES
ALISA KNIZEL
Abstract. We develop a q-analogue of methods introduced by Arinkin and Borodin in [1],
[2]. Our goal is to show that the one-interval gap probability for the q-Hahn orthogonal
polynomial ensemble can be expressed through a solution of the asymmetric q-Painlevé V
equation. The case of the q-Hahn ensemble we consider is the most general case of the
orthogonal polynomial ensembles that have been studied. Our approach is based on the
analysis of q-connections on P1 with a particular singularity structure. It requires a new
derivation of a q-difference equation of Sakai’s hierarchy [27] of type Ap1q2 . We also calculate
its Lax pair. Following [2], we introduce the notion of the τ -function of a q-connection
and its isomonodromy transformations. We show that the gap probability function of the
q-Hahn ensemble can be viewed as the τ -function for an associated q-connection and its
isomonodromy transformations.
1. Introduction
The connection between gap probabilities for orthogonal polynomial ensembles and Painlevé
equations was established in the 90’s. In continuous settings the gap probability function
was explicitly written in terms of a specific solution of one of the six Painlevé equations for
all classical weights. It was done in [29] for the Hermite and Laguerre weight, in [29] and
[16] for the Jacobi weight, and in [30], [8] for the quasi-Jacobi weight.
The first results for the discrete case were obtained in [7]. In present paper we consider
the q-Hahn orthogonal polynomial ensemble. We present an explit expression of the gap
probability function for this ensemble in terms of a solution of the q-asymmetric Painlevé V
equation. The q-Hahn ensemble is the most general case of orthogonal polynomial ensembles
associated to a a family of polynomials in the Askey scheme that have been studied in this
context. We believe that the expressions for the gap probabilities in terms of solutions of
Painlevé equations in all known cases should follow from our result through a degeneration
procedure. In the end of the paper we present a numerical evidence supporting this claim.
Considering a specific limit regime we show that the distribution of the rightmost particle
in the q-Hahn ensemble numerically converges to the Tracy-Widom distribution.
We initially became interested in the problem of studying the q-Hahn ensemble as it
naturally comes up in the statistical description of the tilings of a hexagon by rhombi (see
[10]) as well as in the representation theory (see [21]). Let us describe the former connection
in more details.
1.1. Tilings of a hexagon and q-Hahn ensemble. We start by recalling the definition
[22] of q-Hahn polynomials.
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Definition 1.1. Let q P p0, 1q and N P Zą0. Let 0 ă α ă q´1 and 0 ă β ă q´1 or α ą q´N
and β ą q´N . Define a weight function on X “ t0, . . . , Nu as
ωpxq “ pαβqq´x pαq, q
´N ; qqx
pq, β´1q´N ; qqx ,
where py1, . . . , yi; qqk “ py1; qqk ¨ ¨ ¨ pyi; qqk, and py; qqk “ p1´ yqp1´ yqq ¨ ¨ ¨ p1´ yqk´1q is the
q-Pochhammer symbol.
Definition 1.2. Let us fix an integer k ą 0. The q-Hahn orthogonal ensemble is a probability
measure on the set of all k-subsets of X “ tyi “ q´i : i “ 0, . . . , Nu given by
Ppyx1 , . . . , yxkq “
1
Z
ź
1ďiăjďk
pyxi ´ yxjq2 ¨
kź
i“1
ωpxiq,
where Z is the normalizing constant.
The collection pyx1 , . . . , yxkq is often referred to as k-particle configuration.
Figure 1. Tiling of a 4ˆ 3ˆ 2 hexagon.
The q-Hahn orthogonal ensemble is closely related to the following tiling model. For any
integers a, b, c ě 1 consider a hexagon drawn on a regular triangular lattice (see Figure 1).
The tilings of the hexagon by rhombi are obtained by gluing two neighboring elementary
triangles together (such rhombi are called lozenges). In Figure 1 one can also view rhombi
as faces of unit cubes and see the three-dimensional shape corresponding to a tiling. It is
called a 3-D Young diagram or, equivalently, boxed plane partition.
Consider the set of all tilings of a hexagon by rhombi, which we denote by Ωpa, b, cq. Let
us denote the purple lozenges by 3 and introduce coordinate axes pi, jq shown in Figure 1.
Define a probability measure on Ωpa, b, cq as
(1.1) P pT P Ωpa, b, cqq “ wpT qř
SPT
wpSq
, where wpT q “
ź
3PT
wp3q,
and wp3q “ q´jtop p jtop is the j-coordinate of the topmost point of the purple lozengeq.
In the language of boxed plane partitions, this definition assigns to a plane partition of
volume V (=number of 1ˆ1ˆ1 boxes) the probability proportional to q´V . If we send q Ñ 1
we obtain a uniform distribution on the set of all tilings.
Consider a transformation of the hexagon by means of the following affine transformation:
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In this way it is easy to see the bijection between the tilings and the set of non-intersecting
paths on the plane lattice [17]. Figure 2 illustrates this.
Figure 2. Modified tiling of a 3ˆ3ˆ3 hexagon and the corresponding family
of non-intersecting paths.
Let us introduce new variables T “ a` b, N “ a, S “ c and coordinates pt, xq (see Figure
2). Let the parameters a, b, c be fixed. Consider the section of the modified hexagon for
some t. Then the coordinates of the nodes pintersection of the paths with the sectionq belong
to
Ft “ tx P Z : maxp0, t` S ´ T q ď x ď minpt`N ´ 1, S `N ´ 1qu.
Note that there are exactly N nodes for any section t. Denote the configuration of the nodes
by Cptq.
Theorem 1.3 ([10], Theorem 4.1).
ProbtCptq “ px1, . . . , xNqu “ const ¨
ź
iăj
pq´xi ´ q´xjq2
Nź
i“1
wt,N,S,T pxiq,
where wt,N,S,T pxq is the weight function of the q-Hahn orthogonal polynomial ensemble.
Thus, the study of the q-Hahn ensemble gives a lot of insight into the tiling model. Let
us get back to the ensemble itself. We are interested in the following function
Dkpsq “
ÿ
x1,...,xkăs
Ppyx1 , . . . yxkq,
which is called the one-interval gap probability function. We will call the gap probabilities
its values for different s. Note that Dkpsq “ Probpmaxtxiu ă sq and ymaxtxiu is called the po-
sition of the rightmost particle. For the corresponding tiling model using the gap probability
function one can describe positions of the upmost and bottommost nodes. Therefore, in the
limit regime it provides a lot of information about the frozen boundary, a curve separating
the so-called liquid region from the facets.
Now we are ready to present our main result.
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Theorem 1.4. The one-interval gap probabilities Dkpsq satisfy the following recurrence
(1.2)
DkpsqDkps´ 2q
Dkps´ 1q2 “
αβprsw ´ q´2s`k`1qprs`1w ´ α´1β´1q´2s´k`1qpts ´ q´s`1q2
q´2spq´s`1 ´ q´Nqpq´s`1 ´ αqqpq´s`1 ´ b´1q´Nqpq´s`1 ´ qq ,
where prs, tsq is the solution of the asymmetric q-Painlevé V equation
prs`1ts ` 1qprsts ` 1q “ q
´2spts ´ q´Nqpts ´ b´1q´Nqpts ´ aqqpts ´ qq
αβ´1q´2Npts ´ q´s`1q2 ,
prs`1ts`1 ` 1qprs`1ts ` 1q “
q´4s`1
pq´Nrs`1 ` 1qpβ´1q´Nrs`1 ` 1qpαqrs`1 ` 1qpqrs`1 ` 1q
αβprs`1w ´ q´2s`kqprs`1w ´ α´1β´1q´2s´k`1q ,
and the initial conditions can be found explicitly using Proposition 5.5 and Proposition 5.6
below.
This result predicts the appearance of the Painlevé transcendents in the limit regime. In
Section 6 we consider a limit regime which corresponds to a simultaneous linear growth of
the sides of the hexagon and present a numerical evidence of the appearance of the Tracy-
Widom distribution near the frozen boundary. We use a method suggested by Olshanski in
[23].
1.2. Moduli spaces of q-connections. The proof of Theorem 1.4 is based on the ideas
introduced in [2]. We start by investigating a notion of the τ -function of a vector bundle on
P1 equipped with a q-connection. The τ -function we consider is a discrete analogue of the
continuous τ -function introduced by Jimbo, Miwa, and Ueno in [18], which proved to play a
central role in the theory of the isomonodromy deformations. In the continuous settings the τ -
function is a holomorphic function on the universal covering space of the space of parameters
of the connection, which vanishes when the corresponding isomonodromy deformation fails
to exist. The q-difference Painlevé equations were first studied from the point of view of
q-isomonodromy deformations in [25].
Definition 1.5. Let q ‰ 0, 1 be a complex number. A q-connection A is a pair pL,Apzqq,
where L is a vector bundle on P1 and Apzq is a linear operator
Apzq : Lz Ñ Lqz
that depends on a point z P P1zt8u in a rational way pin particular, Apzq is defined for all
z P C outside of a finite setq; here Lz is the fiber of L over z P P1. In other words, Apzq is
a rational map between the vector bundle L and its pullback via the automorphism P1 Ñ P1
that sends z Ñ qz.
In speaking of q-connections, we will frequently abuse the notation and write Apzq instead
of pL,Apzqq when there is no danger of confusion.
Definition 1.6. We say that a point z0 P P1 is a pole of A if Apzq is not regular at z “ z0.
We say that z0 P P1 is a zero of A if the map A´1pzq : Lqz Ñ Lz is not regular at z “ z0.
Note that A can have a zero and a pole at the same point.
We proceed by associating to the q-Hahn ensemble a vector bundle on P1 equipped with
a q-connection and constructing a sequence of its modifications.
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Definition 1.7. Suppose R : L Ñ Lˆ is a rational isomorphism between two vector bundles
on P1. We say that Lˆ is a modification of L on a finite set S Ă P1 if Rpzq and R´1pzq are
regular outside S. We call Lˆ an upper modification of L if R is regular presp. L is the lower
modification of Lˆq.
A q-connection pL,Apzqq induces a q-connection pLˆ, Aˆpzqq, which we also call a modifica-
tion.
The next step is computation of “the second logarithmic derivative” of the τ -function for
the sequence of modifications and proving that it coincides with “the second logarithmic
derivative” of the gap probability function.
In order to follow our plan, we study a special class of q-connections in the spirit of [1].
More precisely, we construct moduli spaces of q-connections with a particular singularity
structure. The choice of the singularity structure we consider is dictated by the singularity
structure of the q-connection associated to the q-Hahn ensemble.
Remark 1.8. After we choose a trivialization of L restricted to A1 “ P´t8u, the operator
Apzq can be written in coordinates as a matrix-valued function Apzq. We will call it a matrix
of the q-connection. For two different trivializations the corresponding matrices differ by a
q-gauge transformation
(1.3) Aˆpzq “ RpqzqApzqR´1pzq.
Thus, the moduli space of q-connections can be identified with the moduli space of their
matrices modulo q-gauge transformations.
Let us consider q-connections pApzq,O ‘Op´1qq. We impose a number of restrictions on
them. After choosing a trivialization the matrices of the q-connections are 2 ˆ 2 matrices
with polynomial entries of the following form:
Apzq “
„
a11 a12
a21 a22

, Ap0q “
„
w 0
0 w

,
degpa11q ď 3, degpa12q ď 4, degpa21q ď 2, degpa22q ď 3
detpApzqq “ uvpz ´ a1qpz ´ a2qpz ´ a3qpz ´ a4qpz ´ a5qpz ´ a6q,
where a1, . . . a6, u, v, w are complex parameters. Denote
Spzq “
„
1 0
0 1
z

.
We also require that
detpSpqzq´1ApzqSpzqq “ quvz6 `Opz5q and trpSpqzq´1ApzqSpzqq “ pu` qvqz3 `Opz2q.
Note that S is essentially a basis of O ‘ Op´1q in the neighborhood of t8u P P1. We say
that such q-connections are of type λ “ pa1, . . . , a6;u, qv;w,w; 3q.
We consider q-connections modulo q-gauge transformations of the form (1.3).We can write
R in coordinates as
Rpzq “
„
r11 r12
0 r22

,
degpr11q ď 1, degpr12q ď 2, degpr22q ď 1.
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Lemma 1.9. Under certain nondegeneracy conditions on the parameters a1, . . . , a6, u, v, w of
a q-connection A, there exits its unique modification Aˆ of type pqa1, qa2 . . . , a6;u, qv; qw, qw; 3q.
Let us assume that the parameters a1, . . . , a6, u, v, w are generic. We will discuss what it
means for the parameters to be generic in Section 2. We proceed by showing that the
moduli space Mλ of q-connections of type λ “ pa1, . . . a6;u, qv;w,w; 3q modulo q-gauge
transformations is two-dimensional and its smallest smooth compactification can be identified
with P2 blown-up at nine points; more precisely, it is a Sakai surface of type Ap2q1 . Let us
state our next result.
Theorem 1.10 (q-PV ). Consider the second root of the matrix element a21 pnote that 0 is
always a root of a21q as the first coordinate on Mλ, denote it by t. Let the second coordinate
be
r “ wpt´ a3qpt´ a4qpt´ a5qpt´ a6q
a11ptqa3a4a5a6t ´
1
t
.
Consider the modification of L to Lˆ from Lemma 1.9. It shifts
a1 Ñ qa1, a2 Ñ qa2, w Ñ qw.
Then this modification defines a regular morphism qPV between two moduli spaces Mλ and
Mλˆ, the moduli space of q-connections of type
λˆ “ pqa1, qa2, . . . , a6;u, qv; qw, qw; 3q.
Moreover, the coordinates ptˆ, rˆq on the moduli spaceMλˆ are related to pt, rq by the asymmetric
q-Painlevé V equation
prtˆ` 1qprt` 1q “ uva
2
1a
2
2pra3 ` 1qpra4 ` 1qpra5 ` 1qpra6 ` 1q
prw ´ va1a2qpqrw ´ ua1a2q ,(1.4)
prˆtˆ` 1qprtˆ` 1q “ a1a2ptˆ´ a3qptˆ´ a4qptˆ´ a5qptˆ´ a6q
a3a4a5a6pqtˆ´ a1qpqtˆ´ a2q .
In the proof we also explicitly compute a Lax pair for this equation in a new fashion.
The asymmetric q-Painlevé V equation was first found by B. Grammaticos, A. Ramani
and their co-authors [14]. The form of the equation 1.4 we use differs from the standard one
by a change of notation. In [26] Sakai showed that the asymmetric q-Painlevé V equation
appears as a particular case of the four-dimensional q-Garnier system (N “ 2) and first
expressed it in a Lax formalism. The computations done by Sakai are not applicable in our
situation since the modifications of the parameters we aim to study are different from the
ones he considered, see Section 3 for details. The other two approaches to obtaining Lax
pairs were presented in [24], [31].
We believe that q-orthogonal ensembles, for which the similar results were obtained in [7],
also fit in the framework of q-connections.
The paper is organized as follows.
In Section 2 we discuss the properties of q-connections and show that the geometric ap-
proach to isomonodromy deformation of q-connections implies that the transformations lift
to isomorphisms between surfaces. We also define modifications of a special class of q-
connections which will lead to the asymmetric q-difference Painlevé V.
Then in Section 3 we give the proof of this result.
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Section 4 is devoted to the discussion of the q-analogue of the constructions introduced in
[2]. The q-generalization is mostly straightforward, however, the computations require some
work. We conclude this section by providing the recipe for computing the τ -function of the
isomonodromy transformations leading to the asymmetric q-Painlevé V equation.
In Section 5 we investigate the q-Hahn orthogonal polynomial ensemble and give a proof
of Theorem 1.4.
In Section 6 we present a numerical evidence of the appearance of the Tracy-Widom
distribution near the frozen boundary of the tiling model of a hexagon by rhombi with the
weight proportional to q´V olume.
Acknowledgements. The author is very grateful to Alexei Borodin for suggesting the
project and for many helpful discussions.
2. Moduli spaces of q-connections
2.1. Preliminaries.
Definition 2.1. Let L be a rank m vector bundle on P1 and Apzq be a q-connection on L.
Suppose Apzq satisfies the following conditions:
(i) The only zeroes and poles of Apzq are as follows: a pole of order n at infinity and
simple zeroes at k distinct points a1, . . . , ak P A1 pi.e., Apzq is regular and detpApzqq
has zero of order one at aiq.
(ii) On the formal neighborhood of 8 P P1, there exists a trivialization Rpzq : C2 Ñ L such
that the matrix A with respect to R satisfies
RpqzqApzqR´1pzq “ Anzn `Opzn´1q,
where An is a semi-simple matrix with eigenvalues ρ1, . . . , ρm.
(iii) On the neighborhood of zero Apzq|z“0 “ A0 is semi-simple with eigenvalues θ1, . . . , θm.
We call q-connection Apzq or, more precisely, the pair pL,Apzqq a q-connection of type
λ “ pa1, . . . , ak; ρ1, . . . , ρm; θ1, . . . , θm;nq.
Remark 2.2. We will also consider q-connections that have simple poles besides simple
zeroes. The operation “multiplication by scalar” turns a pole into a zero and vice versa.
More precisely, let fpzq ‰ 0 be a rational function on P1, and let Apzq be a q-connection on
L. Then the product fpzqApzq is again a q-connection on L. For any q-connection Apzq, we
can choose fpzq such that the only pole of the product fpzqApzq is at infinity. In this case
we will slightly modify the notation for the type of the connection. We will write A is of
type pa1, . . . , ak; b1, . . . , bl; ρ1, . . . , ρm; θ1, . . . , θm;nq, where pa1, . . . , akq and pb1, . . . , blq is the
collection of zeroes and poles respectively.
Definition 2.3. Let Apzq be a q-connection on L of type pa1, . . . , ak; ρ1, . . . , ρm; θ1, . . . , θm;nq.
The q-degree of Apzq is the following quantity
degqpApzqq “
śk
i“1 ai
śm
i“1 ρiśm
i“1 θi
.
Lemma 2.4. Let Apzq be a q-connection on a rank m vector bundle L of type
pa1, . . . , ak; ρ1, . . . , ρl; θ1, . . . , θm;nq
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with invertible A0 and An. Then the following holds
mn “ k ´ l and q´degpLq “ degqpApzqq.
Proof. Determinant of the morphism Lz Ñ Lqz is a map detpApzqq : Źm Lz Ñ Źm Lqz. In
this way, we can define a q-connection detpAq on a line bundle detpLq. Note that detpAq is
of type pa1, . . . , ak;śmi“1 ρi;śli“1 θi; k ´ lq. 
Corollary 2.5. Suppose Apzq is a q-connection on rank 2 vector bundle L of type
pa1, . . . , ak; b1, . . . , bl; ρ1, ρ2; θ, θ;nq
with invertible A0 and An. Suppose that for any I Ă t1, . . . , ku we have ρjθ
ś
iPI
ai ‰ qk for any
k P Z and j “ 1, 2. Then Apzq is irreducible, i.e., there is no rank one subbundle ` Ă L such
that Ap`zq Ă `qz for all z.
Proof. Suppose that ` P L is an invariant subbundle of rank 1. ThenA induces a q-connection
A` on `. All its zeroes belong to ta1, . . . , aku and its type is either pa1, . . . , ak; ρ1; θ;nq or
pa1, . . . , ak; ρ2; θ;nq. Now Lemma 2.4 leads to a contradiction. 
Lemma 2.6. Suppose that A is an irreducible q-connection on a rank 2 vector bundle L of
the type λ “ pa1, ..., ak; ρ1, ρ2; θ1, θ2;nq with invertible A0 and An. If L » Opn1q ‘ Opn2q,
then |n1 ´ n2| ď n. Moreover, if qρ1 “ ρ2 the inequality is strict.
Proof. Without loss of generality we can assume that n1 ě n2. Let ` Ă L be a rank 1
subbundle of degree n1. Since pL,Aq is irreducible, ` is not invariant, thus, a rational map
ψ : ` Ñ L Ñ s˚L Ñ s˚L{` is not identically zero (recall that s : z P P1 Ñ qz P P1).
Notice that ψ can have at most an order n pole at 8 (and no other poles). Therefore,
n1 “ degp`q ď n ` degpL{`q “ n ` n2. The second statement follows from the fact that if
qρ1 “ ρ2 then ψ has at most an order n ´ 1 pole, because the coefficient of zn in ψ is an
off-diagonal element of a scalar matrix. 
From now on we will work with q-connections on rank 2 vector bundle. Denote by Mλ the
moduli space of q-connections of type λ “ pa1, . . . , ak; b1, . . . , bl; ρ1, ρ2; θ, θ; 2q. From Lemma
2.4 we see that Mλ is empty unless
(2.1) k “ 2n,
(2.2) degqpλq “ qk, where k is an integer .
Let us also consider the following assumptions on λ:
(2.3)
ρj
ś
iPI ai
θ
‰ qk for any I Ă t1, . . . , ku, any k P Z and j “ 1, 2;
(2.4) ρ1, ρ2 ‰ 0 θ1 “ θ2 ‰ 0.
Assumption (2.3) implies irreducibility of the q-connection and can be used to prove that
the moduli space Mλ is a smooth variety. In the present paper we do not work with the
categorical definition of the moduli space since it is not necessary for our purposes. However,
we think that one can prove that the moduli space we consider is the coarse moduli space
following the arguments in [3].
In what follows we will need more facts about the q-connections.
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Definition 2.7. Let Λr be the set of all q-connections satisfying 2.1–2.4.
Definition 2.8. Let L be a rank two vector bundle on P1, x P P1 and ` Ă Lx a one-
dimensional subspace. Denote by L the sheaf of sections of L. An elementary lower modi-
fication of L at x with respect to ` is a rank two bundle Lˆ whose sheaf of sections is
Lˆ “ ts P L|spxq P `u.
We can dually define elementary upper modifications.
Let us denote the set of poles and zeros of A by SingpAq.
Lemma 2.9. pLemma 1.7 [2]q Suppose that q´1x is not a singular point of A, while x is a
singular point of A. Then there exists a unique modification Atxu such that
(i) SingpAtxuq “ pSingpAq xq Y q´1x;
(ii) A is the unique modification of Atxu at x with no singularity at q´1x.
The dual statement also holds.
Lemma 2.10. Suppose pL,Aq P Mλ for λ “ λ “ pa1, ..., ak; ρ1, ρ2; θ, θ;nq P Λr. Let pLˆ, Aˆq
be an elementary upper modification of L at x P P1. Then the only cases when pLˆ, Aˆq belongs
to Mλˆ for some λˆ P Λr are as follows:
(i) If x “ 8, then λˆ “ pa1, ¨ ¨ ¨ , ak; q´1ρ1, ρ2; θ, θ;nq or λˆ “ pa1, ..., ak; ρ1, q´1ρ2; θ, θ;nq.
(ii) If x “ ai is a zero of A and q´1x ‰ aj is not,
then λ “ pa1, ¨ ¨ ¨ , q´1ai, ¨ ¨ ¨ , ak; ρ1, qρ1, θ, θ;nq. In either case, the elementary modifi-
cations define an isomorphism Mλ ÑMλˆ.
2.2. Geometric description of Mλ. We will focus on q-connections of type
λ “ pa1, ..., ak;u, qv;w,w; 3q P Λr
on L » O‘Op´1q. This choice is dictated by appearance of this type of connections in our
analysis of the q-Hahn ensemble.
Let us choose an isomorphism S : L » O‘Op´1q. Then A induces a q-connection of type
λ on O ‘Op´1q. Such a q-connection is represented by a matrix of the following form
A “
„
a11 a12
a21 a22

, a11, a22 P ΓpP1,Op3qq, a12 P ΓpP1,Op4qq, a21 P ΓpP1,Op2qq.
This representation is not unique: S can be composed with an automorphism of the
bundle. Such an automorphism can be written as a matrix
(2.5) R “
„
r11 r12
0 r22

, r11, r22 P C´ t0u, r12 P ΓpP1,Op1qq.
If we choose another trivialization S then A is replaced by the q-gauge transformation
RpqzqApzqRpzq´1.
Lemma 2.11. Let A be a q-connection on O‘Op´1q and let its matrix be of the form (4.1).
Denote
Spzq “
„
1 0
0 1
z

.
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We claim that A is of type λ “ pa1, ..., ak;u, qv;w,w;nq if and only if A satisfies the following
conditions
detApzq “ uvpz ´ a1qpz ´ a2qpz ´ a3qpz ´ a4qpz ´ a5qpz ´ a6q,
detpSpqzq´1ApzqSpzqq “ quvz6 `Opz5q and trpSpqzq´1ApzqSpzqq “ pu` qvqz3 `Opz2q,
Ap0q has an eigenvalue w of degree 2.
We can now think of Mλ as a quotient of all matrices that satisfy Lemma 2.11 modulo
q-gauge transformations (2.5).
Remark 2.12. In [26] Sakai considered the matrices of the form
Apzq “ A0 ` A1z ` A2z2 ` A3z3,
where
A3 “
„
κ1 0
0 κ2

, detApzq “ κ1κ2pz ´ a1qpz ´ a2qpz ´ a3qpz ´ a4qpz ´ a5qpz ´ a6q.
He also imposed the condition qκ1 “ κ2. Sakai considered the modifications that shift
a1 Ñ qa1, a2 Ñ qa2 and θ1 Ñ qθ1, θ2 Ñ qθ2,
where θ1, θ2 are the eigenvalues of A0.
Theorem 2.13. The smallest compactification of Mλ is isomorphic to the surface of type
A
p1q
2 in Sakai’s classification.
Proof. Denote by t P P1 the second root of a21 (note that zero is always a root of a21). From
the irreducibility assumption it follows that this coordinate is correctly defined. The direct
computation shows that t is invariant under q-gauge transformations.
It is convenient to reduce the matrices of a q-connection A of type λ to some normal
form. Solving a system of linear equations for the coefficients of R we can reduce Apzq to
the following form (we assume t P P1 ´ t8u)
(2.6)
„
sz ` w h4z4 ` h3z3 ` h2z2 ` h1z
zpz ´ tq k3z3 ` k2z2 ` k1z ` w

.
Then s can be considered as the second coordinate in this chart.
Since A is of type λ, we can find all the coefficients of its matrix in terms of s and t. We
get
(1) h1pts` wq “ Fh1pt, sq,
(2) h2 “ Fh2pt, sq,
(3) h3 “ Fh3pt, sq,
(4) k1 “ Fk1pt, sq,
(5) k2pts` wq “ Fk2pt, sq,
where F´ is a polynomial. Moreover,
Fh1pt,´wt q “ ´
vw3
ś6
i“1pt´ aiq
t3
and Fk2pt,´wt q “ ´
vw2
ś6
i“1pt´ aiq
t2
.
Thus, in order to resolve the singularities we need to blow-up in six points pai,´ wai q.
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Let us work with t in the neighborhood of 8. Let us denote 1
t
by x. In this chart we can
reduce the matrix of the q-connection to another normal form
(2.7)
„
yz3 ` w h4z4 ` h3z3 ` h2z2 ` h1z
zp1´ xzq k3z3 ` k2z2 ` k1z ` w

.
Let y be the second coordinate. Again, since A is of type λ, we can find all the coefficients
of its matrix in terms of x and y. We get
(1) h1xpx3w ` yq “ Gh1px, yq,
(2) h2px3w ` yq “ Gh2px, yq,
(3) h3px3w ` yq “ Gh3px, yq,
(4) k1px3w ` yq “ Gk1px, yq,
(5) k2xpx3w ` yq “ Gk2px, yq,
where G´ is a polynomial.
Moreover,
Gh1p0, yq “ wq´1pqv ´ yqpu´ yq, Gk2p0, yq “ q´1pqv ´ yqpu´ yq.
Notice that in the neighborhood x “ 0 pt “ 8q the coordinate y can not be zero due to our
assumptions about the behavior of the q-connection at 8. Therefore, in order to resolve the
singularities we need to blow-up in two points p0, qvq and p0, uq.
We covered Mλ by two charts A1 ˆ P1 ´ t8u and A1 ˆ P1 ´ t0u blown-up in a number of
points. We can glue them together along their intersection q ‰ 0, 8. The transition map is
y Ñ s “ yt2.
Let us recall that we would like to introduce the following coordinate on Mλ
r “ wpt´ a3qpt´ a4qpt´ a5qpt´ a6q
a11ptqa3a4a5a6t ´
1
t
.
We see that the rational map given by this coordinate r : Mλ Ñ P1 is actually regular, since
we have already resolved its singularities.
Summing up, we have realized Mλ as an open subscheme of the blow-up of P1 ˆ P1 in
eight points; more precisely, we can check by direct computation that its compactification is
isomorphic to Ap1q2 . 
3. Proof of Theorem 1.10
3.1. q-Difference PV . In this section we discuss the proof of Theorem 1.10. It is based on
calculations which are hard but straightforward. The trickiest part is the introduction of the
coordinate r.
Proof. Take pL,Aq P Mθ and set pLˆ, Aˆq “ qPVpL,Aq. Note that it suffices to check the
formulas (1.4) on a dense subset of Mθ; we can therefore assume that tppL,Aqq ‰ 0,8.
Then there exists an isomorphism S : O‘Op´1q „ÝÑ L such that the matrix of A relative to
S is of the form
(3.1) Apzq “
„
sz ` w h4z4 ` h3z3 ` h2z2 ` h1z
zpz ´ tq k3z3 ` k2z2 ` k1z ` w

.
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Let us introduce the coordinate p such that s “ p´w
t
. An analogue of this coordinate
was used in [25], [1], [19], [26]. The specification of the behavior at infinity implies that
k3 “ qu` w and h4 “ ´uv. Moreover,
detpApzqq “ uvpz ´ a1qpz ´ a2qpz ´ a3qpz ´ a4qpz ´ a5qpz ´ a6q, uv
6ź
i“1
ai “ w2.
This information allows us to express h3, h2, h1 and k2, k1 as rational functions in t and p.
By the definition of qPV, the matrix Aˆ is the q-gauge transformation of A:
Aˆpzq “ RpqzqApzqR´1pzq,
where R is of the form
Rpzq “
„
α1z ` α0 β2z2 ` β1z ` β0
γ0 δ1z ` δ0

,
such that
detpRpzqq “ cpz ´ a1qpz ´ a2q.
Also, we know that Aˆ has no singularities at a1 and a2. These restrictions yield polynomial
equations on the coefficients of the gauge matrix. The resulting system determines R up to
a multiplicative constant and we obtain expressions for tˆ and pˆ in terms of t, p. The final
step is the introduction of the coordinate r.
We knew form the geometric considerations (Theorem 2.13) that we should obtain the
asymmetric q-Painlevé V. Thus, we expected the existence of the coordinates such that the
formulas can be written in a nice multiplicative form. We investigated properties of the
analogue of r in the case of d-connections and then came up with the formula for r in the
case of q-connections. First, we were able to express tˆ as a rational function in t and p. The
next step was to factor the denominator of this expression and compute the residues. After
some work we obtained the right candidate for the coordinate r.

Remark 3.1. Note that Aˆpzq “ RpqzqApzqR´1pzq is the compatibility condition for the
following system of equations
Y pqxq “ ApxqY pxq— linear q-difference equation,
Yˆ pxq “ RpxqY pxq — the deformation equation.
Thus, we have expressed the asymmetric q-Painléve V equation in a Lax pair formalism.
4. Computing the ratios of the τ -function
4.1. τ-function. Following [2], we introduce the notion of the τ -function for a vector bundle.
Let detpV q denote the top exterior power of a finite dimensional vector space V and V ´1
denote its dual. Let us also define a one-dimensional vector space
detRΓpLq “ detpH0pP1,Lqq b pdetpH1pP1,Lqqq´1.
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Definition 4.1. Suppose that a rank m vector bundle L is of degree ´m. We define τpLq P
detRΓpLq´1 by
τpLq “
"
1, L » Op´1qm;
0, otherwise.
By itself τpLq contains almost no information, let us show how we can interpret the ratios
of the τ -function in some specific situations.
Example 4.2. Let us consider a vector bundle L with slope ´1 and its upper modification
Lˆ such that H1pP1, Lˆq vanishes. Then the long exact cohomology sequence for
0 Ñ LÑ LˆÑ Lˆ{LÑ 0
provides an identification detRΓpLq “ detpH0pP1, Lˆq b pdetpH1pP1, Lˆ{Lqqq´1. If we now
consider the morphism
n : H0pP1, Lˆq Ñ H0pP1, Lˆ{Lq,
then τpLq can be identified with detpnq.
Remark 4.3. Since the slope of L is ´1, we see that H0pP1,Lq “ 0 if and only if L “
Op´1qm.
Example 4.4. Let L2 be a modification of L1. We assume that L1 is isomorphic to Op´1qm
and L2 is of slope ´1. One can always find an upper modification Lˆ of L1 that is also an
upper modification of L2. Then the ratio
τpL2q
τpL1q P detRΓpL1q b detRΓpL2q
´1
corresponds to the determinant of the composition
H0pP1, Lˆ{L1q „ÝÑ H0pP1, Lˆq Ñ H0pP1, Lˆ{L2q.
We will see below that if the vector bundles are equipped with q-connections then the
second ratio ("second logarithmic derivative") of the τ -function makes sense as a number.
4.2. General q´1-connections.
Remark 4.5. We will be using q´1-connections in the rest of the paper to make all the
computations parallel to the ones done in [2].
Let L “ Op´1qm be a vector bundle and A be a q´1-connection on L. Suppose that A
has singularities at n distinct points a1, . . . , an and no singularities at qkai for k P Z ´ t0u,
i “ 1, . . . , n. We impose no restrictions on behavior of A elsewhere.
Consider
Ω: “ tαu “ pq´u1a1, . . . , q´unanq|u “ pu1, . . . , unq P Zn ´ t0uu Ă Cn.
Let αu P Ω. We claim that there exists a unique modification Lu of L such that
SingpAuq “ SingpAqzta1, . . . , anu Y tq´u1a1, . . . , q´unanu.
This can be done by a sequence of elementary upper and lower modifications. Let us set
Spiqu : “ detRΓpLuq´1 b detRΓpLu´eiq.
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Proposition 4.6. For any u, v P Ω there exists a canonical isomorphism Spiqu » Spiqv .
Proof. The construction and the proof tautologically repeats [2](Proposition 2.1). 
Let us now define the ratios of τ . Set
Zn0 “ tt “ pt1, . . . , tnq|
nÿ
i“1
κisi “ 0u,
where κi are the degrees of the singularities ai of A.
For any au P Ω such that Lu is of slope -1 we see that Lu`s is also of slope ´1 for
s “ ps1, . . . , snq P Zn0 . Once t is fixed, “the second logarithmic derivative” of the τ -function
τpLu`t`sq
τpLu` tq ¨
τpLuq
τpLu`sq P
âpSpiqqbsi bâppSpiqqbsiq´1
makes sense as a number. Here we used Proposition 4.6 to be able to drop the subscript of
Spiq.
4.3. Computations in coordinates for connections with simple zeros. Now let us
make the construction above more explicit. All the computations are parallel to the ones in
[2].
We will present the result for one special case which we will use later.
Let us fix an isomorphism L » Op´1q ‘ Op´1q. Then the q´1-connection A is given by
its matrix Apzq. Suppose A has singularities at a1, . . . , an and no singularities at qkai for any
k P Z ´ t0u. The singularities at a1, . . . , aN are simple zeroes and poles. Let a1 be a simple
zero and a2 a simple pole.
For generic Apzq, there exists a unique rational matrix Rpzq with the following properties
‚ Aˆpzq “ Rpq´1zqApzqR´1pzq has the same singularity structure as Apzq with singu-
larities at aˆ1 “ qa1, aˆ2 “ qa2, aˆ3 “ a3, . . . , aˆn “ an;
‚ Rp8q “ I;
‚ Both Rpzq and R´1pzq have singularities only at a1 and a2.
It is not hard to construct such a matrix Rpzq. Let us choose a basis w in the kernel Apa1q
and a basis w′ in the image of Resa2AT pzq, by AT we denote the matrix transpose. Then
Rpzq “ I ` R0
z ´ a2 , R
´1pzq “ I ´ R0
z ´ a1 , detpRpzqq “
z ´ a1
z ´ a2 ,
R0 “ pa2 ´ a1qw ¨ w
T
w
xw,w′y .
The choice of w and w′ for all singular points of Apzq determines bases in the corresponding
spaces for all deformations. More precisely, if ˆˆApzq is the next deformation such that
paˆ1, aˆ2, . . . , anq Ñ pqaˆ1, qaˆ2, . . . , anq,
wˆ “ Rpqa1qA´1pqa1qw, wˆ′ “ w′TApqa2qR´1pqa2q.
Now the second ratio of the τ - function is equal to
xwˆ, wˆ′y
xw,w′y
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and does not depend on the choices we made.
Theorem 4.7. Consider q´1-connections on L “ Op´1q ‘Op´1q of type
λ “ pa1, a3, a5; a2, a4, a6;u, q´1v;w,w; 3q.
Then their matrices can be written in the following form
(4.1) A “ 1pz ´ a2qpz ´ a4qpz ´ a6q
„
uz3 ` g2z2 ` g1z ` w k2z2 ` k1z
l2z
2 ` l1z vz3 ` h2z2 ` h1z ` w

.
Also, the following holds
detpApzqq “ uv pz ´ a1qpz ´ a3qpz ´ a5qpz ´ a2qpz ´ a4qpz ´ a6q .
We consider such matrices modulo q-gauge transformations of the form (2.5), where
Rpzq “
„
r11 r12
0 r22

;
r11 “ const, degpr12q ď 1, r22 “ const.
Consider the second root of the matrix element a21 pnote that 0 is always a root of a21q as
the first coordinate on Mλ, denote it t. Let the second coordinate be
r “ wpt´ a3qpt´ a4qpt´ a5qpt´ a6q
a11ptqa3a4a5a6t ´
1
t
Consider the modification of L to Lˆ that shifts
a1 Ñ aˆ1 “ qa1, a2 Ñ aˆ2 “ qa2, w Ñ wˆ “ qw.
Then the coordinates ptˆ, rˆq on the moduli space Mλˆ are related to pt, rq by p1.4q. Moreover,
if we consider the modification of Lˆ that shifts
aˆ1 Ñ qaˆ1, aˆ2 Ñ qaˆ2, wˆ Ñ qwˆ
the “second logarithmic derivative” of the τ -function makes sense as a number and the fol-
lowing holds
(4.2) D2τ “ τpLqτp
ˆˆLq
pτ pˆLqq2 “
pqrˆw ´ va1a2qpqrw ´ ua1a2qpqtˆ´ a1qptˆ´ a2q
pa1 ´ qa3qpa1 ´ qa5qpa2 ´ qa4qpa2 ´ qa6qa1a2 .
Proof. The first part of the theorem follows from Theorem 1.10. Note that there is a natural
modification Op´1q ‘ Op´1q Ñ O ‘Op´1q such that the corresponding parameters of the
q-connections change accordingly.
Next, to compute the “second logarithmic derivative” of the τ -function we just have to
follow the algorithm described above. 
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5. Gap probabilities and the τ -function
5.1. The q-Hahn ensemble. Let q P p0, 1q and N P Zą0. Let 0 ă α ă q´1 and 0 ă β ă q´1
or α ą q´N and β ą q´N . Fix a positive integer k. Recall that the weight function for the
q-Hahn ensemble is given by
ωpxq “ pαβqq´x pαq, q
´N ; qqx
pq, β´1N´1; qqx ,
where py1, . . . , yi; qqk “ py1; qq ¨ ¨ ¨ pyi; qqk and py; qqk “ p1 ´ yqp1 ´ yqq ¨ ¨ ¨ p1 ´ yqk´1q is the
q-Pochhammer symbol.
We consider a probability distribution on the set of all k-subsets (often called particle
configurations) of
X “ tyi “ q´i : i “ 0, . . . , Nu
given by
Ppyx1 , . . . , yxkq “
1
Z
ź
1ďiăjďk
pq´xi ´ q´xjq2 ¨
kź
i“1
wpxiq,
where Z is a normalizing constant equal to
ř
yx1 ,...,yxkPX
Ppyx1 , . . . , yxkq.
Definition 5.1. Given a particle configuration pyx1 , . . . , yxkq we will call ymaxtxiu the right-
most particle and ymintxiu the leftmost particle respectively.
We are interested in the gap probabilities
Dkpsq “
ÿ
x1,...,xkăs
Ppyx1 , . . . , yxkq.
We will need the following fact from the general theory of the orthogonal polynomial
ensembles. Consider a kernel K on Xˆ X defined by
Kpyi, yjq “
$’’’&’’’%
a
ωpiqaωpjqupyiqvpyjq ´ vpyiqupyjq
yi ´ yj , i ‰ j,
ωpiqp 9upyiqvpyiq ´ upyiq 9vpyiqq, i “ j.
Here upζq “ Pkpζq and vpζq “ pPk´1, Pk´1q´1ω ¨ Pk´1pζq, where Pk is the monic orthogonal
polynomial of degree k associated to the weight function and
pfpζqgpζqqw : “
ÿ
yxPX
fpyxqgpyxqωpxq
is the corresponding inner product on the space of all polynomials.
Let us denote tys, ys`1, . . . , yNu by Ns. It is well known that the gap probability can be
expressed as a Fredholm determinant
Dkpsq “ detp1´Ksq, s P Zěk, s ď N,
where Ks is the restriction of K to Ns ˆNs.
16
5.2. Geometric construction. We will closely follow the exposition in [2](Section 5) adapt-
ing it for our specific needs. Let us consider on P1 a vector bundle
L∅ “ Opk ´ 1q ‘Op´k ´ 1q.
For any subset M Ă X, define the following modification:
‚ LM and L coincide on P1zM;
‚ Near any y PM sections of LM are rational sections s “ ps1, s2qt P L, such that s2 is
regular at y and s1 has at most a first order pole at y with Resyps1q “ ωpyqs2pyq.
Lemma 5.2 ([2], Proposition 5.2). Under the above assumptions LX » Op´1q ‘Op´1q.
Let LupM be a modification of LM on X´M whose sections near x P X´M are of the form
s “ ps1, s2q P LM,
where s1 is regular at x, s2 has at most a first order pole at x and Resxs „ wx “
ˆ
1
0
˙
. Note
that LupM is also an upper modification of LX.
For every point x P X´M consider two functionals on sections of LupM :
fxpsq “ pw′x ` w′′xpz ´ xqqs|z“x,
gxpsq “ Resxs ¨ wx,
where w′ “
ˆ
ωpxq
0
˙
and w′′ “
ˆ
1
0
˙
. Note that the sections of LX are exactly sections on
LupM on which fx (resp. gx) vanish for all x P X´M. In this way, assuming that |X| is finite,
one gets the identifications
fX´M “ pfxqxPX´M : H0pP1,LupM{LXq » C|X|´|M|,
gX´M “ pgxqxPX´M : H0pP1,LupM{LMq » C|X|´|M|.
This induces an isomorphism
detRΓpLXq b detRΓpLMq´1 “ detpH0pP1,LupM{LXqq b detpH0pP1,LupM{LMqq´1 “ C.
Thus, one can interpret the ratio τpLMq
τpLXq as the determinant of the composition
C|X|´|M| » H0pP1,LupM{LXq » H0pP1,LupMq Ñ H0pP1,LupM{LMq » C|X|´|M|.
Theorem 5.3 ([2], Theorem 5.3). For any M Ă X, the following holds
(5.1)
τpLMq
τpLXq “ detp1´K|`2pX´Mqq.
Proposition 5.4. Consider L∅ “ Opk ´ 1q ‘Op´k ´ 1q and Ms “ t1, q´1, . . . , q´su Ă X,
where s ě k. Then LM » Op´1q2.
Proof. From the construction it follows that degpLMq “ ´2, thus, it is enough to show that
LM has no global sections.
The section of LM is of the form s “ ps1, s2q, such that s1 is of degree at most s ´ 1 and
s2 is given by
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(5.2) s2 “
s´1ÿ
i“0
wpq´iqs1pq´iq
z ´ q´i ,
and its order of zero at z “ 8 is at least k ` 1.
Equivalently, it means that for any polynomial ppzq of degree at most k ´ 1,
lim
zÑ8 ppzqs2pzq “
s´1ÿ
i“0
ppq´iqwpq´iqs1pq´iq “ 0,
which is impossible. 
5.3. q´1-Connection associated to q-Hahn ensemble. Consider the following q´1-connection
on L∅
A0pzq “
«
qωpq´1zq
ωpzq 0
0 1
ff
“
«
pz´αqq¨pz´q´M q
αβpz´qq¨pz´b´1q´M q 0
0 1
ff
.
Then the corresponding q´1-connection on LMs is given by
Aspzq “Mspq´1zqA0pzqM´1s pzq,
where Mkpzq is the unique solution of the following normalized Riemann-Hilbert problem:
‚ It is analytic in C´ t1, . . . q´ku;
‚ Res
z“q´i
Mkpzq “ lim
zÑq´i
Mk
„
0 ωpiq
0 0

;
‚ Mkpzq
„
z´k 0
0 zk

“ I `Op1
z
q, as z Ñ 8.
In [7] it was shown that
Mspzq “
»—– Pkpzq
ř
uPt1,...,q´s`1u
Pkpuqωpuq
z´u
cPk´1pzq ř
uPt1,...,q´s`1u
Pk´1puqωpuq
z´u
fiffifl ,
where Pk is the monic orthogonal polynomial of degree k with respect to the q-Hahn weight
on t1, . . . , q´s`1u and c “ pPk´1, Pk´1q´1ω .
Let us compute Akpzq. By substitution one can check that
Mkpzq “
»——–
k´1ś
i“0
pz ´ q´iq 0
k´1ś
i“0
pz ´ q´iq
k´1ř
i“0
ρi
z´q´i
k´1ś
i“0
pz ´ q´iq´1
fiffiffifl ,
where ρi “ 1ωpiq
ś
0ďjďk´1
1
q´i´q´j .
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Thus,
Akpzq “ 1pz ´ q´k`1qpz ´ β´1q´Nqpz ´ qq«
q´k
αβ
pz ´ qqpz ´ q´Nqpz ´ αqq 0
ak21pzq qkpz ´ q´k`1q2pz ´ β´1q´Nq
ff
,
where
ak21 “ q
´k
αβ
¨ pz´αqqpz´q´Nqpz´qq
k´1ÿ
i“0
ρi
q´1z ´ q´m ´q
kpz´q´k`1q2pz´β´1q´Nq
k´1ÿ
i“0
ρi
z ´ q´m .
Let us denote a1 “ q´k`1; a2 “ q´k`1; a3 “ q´N ; a4 “ β´1q´N ; a5 “ αq; a6 “ q.
Summarizing, we get the following statement.
Proposition 5.5. The matrix of the q´1-connection Akpzq is of the following form
Akpzq “ 1pz ´ a2qpz ´ a4qpz ´ a6q
«
q´k
αβ
z3 ` g2z2 ` g1z ` w 0
f2z
2 ` f1z qkz3 ` h2z2 ` h1z ` w
ff
with
detpAkpzqq “ pz ´ a1qpz ´ a3qpz ´ a5q
αβpz ´ a2qpz ´ a4qpz ´ a6q .
Introducing the usual coordinates t and r, we can directly compute
‚ w “ β´1q´N´k`2;
‚ rk “ ´a´14 ;
‚ tk “ ´f1f2 , where
f1 “
k´1ÿ
m“0
ρmpq
´k`1
αβ
pq2p´m`1q ´ pa3 ` a5 ` a6qq´m`1 ` a3a5 ` a3a6 ` a5a3q
´ qkpq´2m ´ pa1 ` a2 ` a4qq´m ` a1a2 ` a1a4 ` a2a4qq;
f2 “
k´1ÿ
m“0
ρmpq
´k`1
αβ
pq´m`1 ´ a3 ´ a5 ´ a6q ´ qkpq´m ´ a1 ´ a2 ´ a4qq.
Notice that the isomonodromy transformation Apsq Ñ Aps` 1q shifts
a1 Ñ aˆ1 “ qa1, a2 Ñ aˆ2 “ qa2, w Ñ wˆ “ qw.
The only thing left in order to apply Theorem 4.7 to the series of modifications Aspzq and
prove Theorem 1.2 is to compute the initial conditions, i.e., Dkpkq, Dkpk ` 1q.
Proposition 5.6. p[7], Proposition 6.6q Let X Ă R be a discrete set, let tPnpzqu be the family
of orthogonal polynomials corresponding to a strictly positive weight function ω : X Ñ R.
Then
(5.3) Dkpkq “ 1
Z
¨
ź
0ďiďjďk1
ppii ´ pijq2 ¨
k´1ź
l“0
ωplq,
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(5.4) Dkpk ` 1q “ ωpkq ¨ q´1k ¨Dkpkq ¨
k´1ź
l“0
ppik ´ pilq2,
where qk is given by
qk “ pρk `
k´1ÿ
m“0
ρm
ppik ´ pimq2 q.
Remark 5.7. Using the standard arguments one can show that Z is equal to
k´1ś
i“0
pPi, Piqω.
We are finally ready to prove Theorem 1.2.
Proof. What we need to show is that the second logarithmic derivative of the τ -function
for the series of isomonodromy transformations Aspzq coincides with the second logarithmic
derivative of Dkpsq. If so, the theorem will follow from Theorem 4.7.
The q-connection A0pzq was chosen in such a way that we could apply Theorem 5.3 to
obtain the result, see [2]. 
6. Numerical computations
The goal of this section is to show the numerical evidence supporting the conjecture, stat-
ing that the distribution of the rightmost (resp. leftmost) particle in the q-Hahn ensemble
converges to the Tracy-Widom distribution after proper centering and scaling. In the cor-
responding tiling model this describes fluctuations around the frozen boundary. We do not
have the rigorous proof of this conjecture, but we expect that it can be proved using the
same approach as the one used in [4] to prove the corresponding statement for the Hahn
ensemble.
Let us fix a, b ă 0 and 0 ă k0, q0 ă 1. Assume that the conjecture is true, namely, that
there exist such constants c1 and c2 that Dα,β,q,N´1k pc1N ` c2N1{3uq converges to F2puq as
N Ñ 8, where F2 is the Tracy-Widom ditribution, q “ q
1
N
0 , k “ k0N, α “ q aN , and β “ q bN .
We write Dα,β,q,N´1k to empathize the dependence on the parameters α, β, q, N. Below we
present a heuristic computation of the constants c1 and c2, using a method suggested by
Olshanski in [23].
Recall that the q-Hahn ensemble is the determinantal process with correlation kernel
Kpx, yq expressed through the monic orthogonal polynomials P0 “ 1, P1, . . . :
Kpx, yq “
k´1ÿ
i“0
P˜ipxqP˜ipyq, x, y P X “ tq´j|j “ 0, . . . , N ´ 1u,
where
P˜ipxq “
a
ωpxqPipxq.
We will construct a selfadjoint operator D from the difference operator for the q-Hahn
ensemble in such a way that:
(i) D acts on L2pXq;
(ii) the correlation kernel K can be realized as a spectral projection Pp∆q, here ∆ is a
certain part of the spectrum of the operator D;
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(iii) D formally converges to the Airy operator DAirygpuq “ :gpuq ´ ugpuq as N Ñ 8.
In this approach the next step is to prove a stronger convergence of the operators and
then deduce the convergence of the correlation kernels, see [9], [15]. Unfortunately, we do
not know how to do it rigorously at the moment. Nevertheless, in this way we can guess the
scaling constants and check if they agree with numerical computations.
Recall that the following q-difference equation holds [22]
q´np1´ qnqp1´ αβqn`1qPnpxq “ BpxqPnpx` 1q ´ pBpxq `DpxqqPnpxq `DpxqPnpx´ 1q,
where
Bpxq “ p1´ qx´N`1qp1´ αqx`1q,
Dpxq “ αβqp1´ qxqp1´ β´1qx´Nq.
The corresponding q-difference equation for P˜npxq is
q´np1´ qnqp1´ αβqn`1qP˜npxq “ Bpxq
d
ωpxq
ωpx` 1q P˜npx` 1q
´ pBpxq `DpxqqP˜npxq `Dpxq
d
ωpxq
ωpx´ 1q P˜npx´ 1q.
Let us denote by D˜ the operator given by the right hand side. We are interested in
the projection on the eigenvectors corresponding to n P t0, . . . , N ´ 1u. Thus, the desired
projection P is the spectral projection associated with the following segment:
rq´pN´1qp1´ qN´1qp1´ αβqNq, 0s.
Since eventually we want to get the Airy kernel, which corresponds to the spectral pro-
jection onto the positive part of the spectrum of the Airy operator, instead of D˜ we should
consider
D “ D˜´ q´pN´1qp1´ qN´1qp1´ αβqNqI,
where I is the identity operator.
Let gpuq be a smooth function on R. Assign to it a function fpxq on X by setting fpxq “
gpuq, where x and u are related by x “ c1N ` c2N1{3u.
Then we get
fpx˘ 1q “ gpu˘ c´12 N´ 13 q « gpuq ˘ c´12 N´ 13 ` 12c
´2
2 N
´ 2
3 .
We can find two values of c1 (these corresponds to the rightmost and the leftmost particle)
and c2 such that D « cN´ 23 p:gpuq ´ ugpuqq, where c is a constant. More precisely,
c1 “ logppq
logpq0q
and p is equal to
pA2B2q0 `A2Bqo `A2B `ABqK3 ` p´2A2Bq0 ´ 2ABq0 ´ 2AB ´ 2AqK2 ` pABq0 `Aq0 `A` 1qK ˘ 2q0
?
D
Kp4A2Bq0K2 ` pA2B2p2 ´ 2A2Bq20 ´ 2A2Bq0 `A2q20 ´ 2A2q0 ´ 2ABq0 `A2 ´ 2Aq0 ´ 2A` 1qK ` 4Aq0q ,
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where
D “ KpK2 ´Kq0 ´K ` q0qp1´BKqA
¨ pA3B2K3q0 ´ A2B2K2q0 ´ A2BK2q0 ´ A2BK2 ` ABKq0 ` ABK ` AK ´ 1q
and A “ qa0 , B “ qb0, K “ qk00 . The constant c2 can be expressed through a unique real
solution of a cubic equation. We will not present here the formula for c2 since it is quite
lengthy.
In the limit the eigenvalue equation Dψ “ λψ turns into the equation DAiry “ sψ after
the renormalization λ “ cN´ 23 s.
Next, we present some results of our computations. First, we plot the density function
pDkpc1N ` c2uN 13 ` 1q ´Dkpc1N ` c2uN 13 qq ¨ c2N 13
for the same values of the parameters but different values of N. The blue graph is the density
function of the Tracy-Widom distribution.˚
Figure 3. Plot of the density function of the distribution of the rightmost
particle with parameters N “ 2000, q “ 0.99, k0 “ 0.2, a “ ´1.1, b “ ´1.3,
c1 “ 0.84839, c2 “ 0.38999.
Figure 4. Plot of the density function of the distribution of the rightmost
particle with parameters N “ 10000, q “ 0.99, k0 “ 0.2, a “ ´1.1, b “ ´1.3,
c1 “ 0.84839, c2 “ 0.38999.
˚To plot the density of the Tracy-Widom distribution we used a table of its values http://www.wisdom.
weizmann.ac.il/~nadler/Wishart_Ratio_Trace/TW_ratio.html based on [5].
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We also plot EpTWq´EpqHNq in logarithmic coordinates, where TW is the Tracy-Widom
distribution and qHN is the distribution of the rightmost particle for the q-Hahn ensemble.
The following pictures illustrate convergence of this graph to a line with slope ´1
3
, which
agrees with our expectations [12].
Figure 5. N “ 10, 20, . . . , 400; q0 “ 0.99, k0 “ 0.3, a “ ´1.1, b “ ´1.3,
c1 “ 0.84839, c2 “ 0.38999. The blue line has slope ´13 .
Figure 6. N “ 10, 20, . . . , 1000; q0 “ 0.5, k0 “ 0.2, a “ ´1.1, b “ ´1.3,
c1 “ 0.69758, c2 “ 0.47101.
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