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SHARP DECAY ESTIMATES AND SMOOTHNESS FOR
SOLUTIONS TO NONLOCAL SEMILINEAR EQUATIONS
MARCO CAPPIELLO AND FABIO NICOLA
Abstract. We consider semilinear equations of the form p(D)u = F (u), with
a locally bounded nonlinearity F (u), and a linear part p(D) given by a Fourier
multiplier. The multiplier p(ξ) is the sum of positively homogeneous terms,
with at least one of them non smooth. This general class of equations includes
most physical models for traveling waves in hydrodynamics, the Benjamin-Ono
equation being a basic example.
We prove sharp pointwise decay estimates for the solutions to such equations,
depending on the degree of the non smooth terms in p(ξ). When the nonlinearity
is smooth we prove similar estimates for the derivatives of the solution, as well
holomorphic extension to a strip, for analytic nonlinearity.
1. Introduction
The main goal of this paper is to derive sharp pointwise decay estimates and
holomorphic extensions for the solutions of a class of nonlocal semilinear equations
in Rd. Namely we consider an equation of the form
(1.1) p(D)u = F (u),
where F : C → C is any measurable function satisfying
(1.2) |F (u)| ≤ CK |u|p
for some p > 1, uniformly for u in compact subsets K ⊂ C. For example, F could
be any smooth function vanishing to second order at the origin. Concerning the
linear part, we assume that p(D) is a Fourier multiplier with symbol of the form
(1.3) p(ξ) = p0 +
h∑
j=1
pmj (ξ)
where p0 ∈ C and pmj (ξ) are smooth in Rd \ {0} and positively homogeneous of
degree mj , with 0 < m1 < m2 < . . . < mh = M .
We suppose that p(ξ) satisfies the condition
(1.4) |p(ξ)| ≥ C〈ξ〉M , ξ ∈ Rd,
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1
2 MARCO CAPPIELLO AND FABIO NICOLA
for some C > 0 (as usual 〈ξ〉 = (1+ |ξ|2)1/2). This implies in particular that p0 6= 0.
Moreover we suppose that there is at least a symbol pmj which is non smooth,
and we define the singularity index
(1.5) m = min{mj : pmj is not smooth},
so that m > 0.
Equations of the form above appear in a big number of physical models, especially
in hydrodynamics, where they are related to the existence of travelling wave type
solutions v(t, x) = u(x− ct), c > 0 for an evolution equation of the form
vt + (p(D)v)x = F (v)x, t ≥ 0, x ∈ R.
In the case when p(ξ) is a uniformly analytic symbol in R, Bona and Li [4, 5] proved
that every solution of (1.1) exhibits an exponential decay for |x| → ∞, therefore of
the form e−c|x| for some c > 0, and admits an extension to a holomorphic function
in a strip of the form {z ∈ C : |Im z| < T} for some T > 0. The results in
[4, 5] apply in particular to KdV-type equations, long-wave-type equations and
certain Schro¨dinger-type equations. Later on the results above have been extended
in arbitrary dimension by the first author et al. to more general equations with
linear part given by an analytic pseudodifferential operator, see [7, 8, 9, 10]. More
recently, the results on the holomorphic extensions have been refined in [12, 13].
Concerning the case when the symbol p(ξ) is only finitely smooth at ξ = 0,
many models suggest that the exponential decay observed in the previous papers
is lost in general and replaced by an algebraic decay at infinity depending on the
singularity index m and on the dimension d. The most celebrated example in this
connection is the Benjamin-Ono equation studied by Benjamin [2] and Ono [22]
(see also [6, 19, 21, 25]) and describing the propagation of one dimensional internal
waves in stratified fluids of great depth:
(1.6) ∂tv +H(∂
2
xv) + 2v∂xv = 0, t ∈ R, x ∈ R,
where H(D) denotes the Hilbert transform. When looking at travelling solutions
of (1.6) one is reduced to study the equation
(1.7) |D|u+ u = u2,
which is of the form (1.1) with p(ξ) = 1+ |ξ| and F (u) = u2, with singularity index
m = 1. It is well known, see e.g. [1], that the equation (1.7) admits the solution
u(x) =
1
1 + x2
.
Maris [20] considered the following generalization of (1.7) in higher dimension:
(1.8) (1 + (−∆)1/2)u = F (u),
3where F satisfies the same assumption as in the present paper. He proved that
every solution u of (1.8) which is in L∞(Rd) and tends to 0 for |x| → ∞, actually
decays like |x|−d−1.
In a very recent paper [11], the first author et al. considered the general equation
(1.1) with p(ξ) as in (1.3) and F (u) given by a polynomial of degree at least 2 in
u and they derived L2 decay estimates for weak Sobolev type solutions of (1.1).
Namely, they proved that every solution u of (1.1) such that 〈x〉εou ∈ Hs(Rd) for
some s > d/2 and εo > 0 satisfies indeed the following weighted estimates:
(1.9) ‖〈x〉m+d/2+|α|−ε∂αu‖s <∞.
Unfortunately, the latter result has been proved under the assumption [m] > d/2,
which seems indeed to be only technical but very restrictive, especially in high
dimension. Moreover, pointwise decay estimates remained out of reach in [11].
This was due to the fact that the argument of the proof relies in particular on
the Ho¨rmander-Mihlin theorem for Fourier multipliers which does not apply on
L∞(Rd). Nevertheless the estimate (1.9) together with the results in [20] and some
examples reported in [11] lead to conjecture that the solution of (1.1) may satisfy
a pointwise estimate of the form
(1.10) ‖〈x〉m+du‖L∞ <∞.
In the present paper we prove this, together with higher regularity estimates,
when the nonlinearity is smooth or analytic.
Namely, we have the following results.
Theorem 1.1. With the above notation, assume (1.2), (1.3), (1.4). Let u be a
distribution solution of p(D)u = F (u), satisfying 〈x〉ε0u ∈ L∞(Rd) for some ε0 > 0.
Then 〈x〉m+du ∈ L∞(Rd).
When the nonlinearity F is smooth, similar estimates hold for the derivatives.
Theorem 1.2. Assume (1.3), (1.4) and let F ∈ C∞(C), with F (0) = 0, F ′(0) = 0.
Let u be a distribution solution of p(D)u = F (u), satisfying 〈x〉ε0u ∈ L∞(Rd) for
some ε0 > 0.
Then u is smooth and satisfies the estimates
(1.11) ‖〈x〉m+d+|α|∂αu‖L∞ <∞, α ∈ Nd.
Here we mean that F is smooth with respect to the structure of C as a real
vector space, and F ′ denotes its differential. Observe, in particular, that the above
assumptions on F imply (1.2).
As an immediate consequence of Theorem 1.2, we derive Lp weighted estimates
for the solution of (1.1) also for p ∈ [1,+∞). In particular, for p = 2 we recapture
the results proved in [11] under the stronger assumption [m] > d/2 (whereas here
we just require m > 0).
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Theorem 1.3. Let p ∈ [1,+∞). Under the assumption of Theorem 1.2, the solu-
tion u of (1.1) satisfies the estimates
(1.12) ‖〈x〉m+d(1−1/p)+|α|−ε∂αu‖Lp <∞, α ∈ Nd,
for every ε > 0.
The examples in Section 2 below show that the results above are completely
sharp, both for the decay of u and for that of its derivatives.
Finally, in the case of polynomial non-linearity one can also prove analytic reg-
ularity for the solution, in analogy with [3, 4, 5, 7, 8, 9, 10].
Theorem 1.4. Assume (1.3), (1.4) and let F be a polynomial in u, u, with F (0) =
0, F ′(0) = 0. Let u be a distribution solution of p(D)u = F (u), satisfying 〈x〉ε0u ∈
L∞(Rd) for some ε0 > 0.
Then there exists ε > 0 such that u extends to a bounded holomorphic function
u(x+ iy) in the strip {z = x+ iy ∈ Cd : |y| < ε}.
Actually the estimates (1.11) suggest a stronger result, namely that u extends
to a holomorphic function to a sector. This is also confirmed by the examples in
Section 2, but the proof seems to be extremely technical, cf. [12, 13], and therefore
we prefer to postpone this issue to a future paper.
2. Examples
In this section we provide some examples showing the sharpness of our decay
estimates. First of all we recall the following formula for the Fourier transform of
functions of the form (1+ |x|2)−λ, λ > 0 (see for example [24], formula (VII, 7;23),
page 260, or [16], formula (9), page 187).
(2.1) F((1 + |x|2)−λ)(ξ) = 2pi
d/2
Γ(λ)
( |ξ|
2
)λ− d
2
Kλ− d
2
(|ξ|),
where x, ξ ∈ Rd, Γ denotes the standard Euler Gamma function and Kν(x), ν ∈
R, x ∈ R \ 0, are the modified Bessel functions of second type, see [14, 26] for
definitions and properties. Here we just recall that
(2.2) Kν(x) = K−ν(x), ν ∈ R, x 6= 0,
(2.3) Kν+1(x) =
2ν
x
Kν(x) +Kν−1(x), ν ∈ R, x 6= 0.
Using the properties (2.1), (2.2), (2.3), an alternative proof of the fact that the
function
u(x) =
1
1 + x2
5is a solution of the Benjamin-Ono equation (1.7) has been given in [11]. We repeat
here the proof for the benefit of the reader since it is very short. In fact we have
F(u2) = 4F((1 + x2)−2) = 8√pi
( |ξ|
2
)3/2
K 3
2
(|ξ|)(2.4)
= 4
√
pi(|ξ|+ 1)
( |ξ|
2
)1/2
K 1
2
(x)
= 2(|ξ|+ 1)F((1 + x2)−1)
= F(|D|u+ u).
Using (2.1) many other examples of equations of the form (1.1), (1.3) admitting
solutions of the form (1 + |x|2)−λ for some λ > 0, can be constructed. We provide
here a couple of such examples. The first one is taken from the unpublished man-
uscript [15]. We describe this model in detail for the sake of completeness.
Example 1. Consider in dimension d = 1 the equation
(2.5) |D|3 + 6D2u+ 15|D|u+ 15u = 48u4
which is of the form (1.1), (1.3) with m = 1, d = 1. Moreover the condition (1.4)
is satisfied. Using (2.1), (2.2), (2.3) it is easy to prove that it admits the solution
u(x) =
1
1 + x2
, x ∈ R.
As a matter of fact we have
K 7
2
(x) =
5
x
K 5
2
(x) +K 3
2
(x)(2.6)
=
5
x
(
3
x2
+
3
x
+ 1
)
K 1
2
(x) +
(
1
x
+ 1
)
K 1
2
(x)
=
(
15
x3
+
15
x2
+
6
x
+ 1
)
K 1
2
(x), x 6= 0.
Then from (2.1) and (2.6)
48F(u4) = 48F((1 + x2)−4) = 96
√
pi
Γ(4)
( |ξ|
2
) 7
2
K 7
2
(|ξ|)
= 2
√
pi(|ξ|3 + 6|ξ|2 + 15|ξ|+ 15)
( |ξ|
2
) 1
2
K 1
2
(|ξ|)
= (|ξ|3 + 6|ξ|2 + 15|ξ|+ 15)F((1 + x2)−1)
= F(|D|3u+ 6D2u+ 15|D|u+ 15u).
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The example above, compared with the Benjamin-Ono equation, confirms that the
presence of terms with finite but stronger regularity than |ξ|m in the symbol of
the linear part do not have any influence on the decay of the solution, which is
determined only by the singularity index.
The next example in dimension d = 3 has been proposed in [11] as a model
which did not satisfy the condition [m] > d/2 required in [11] but exhibiting the
right decay properties as well. We recall it here since our weaker condition m > 0
allows to include it completely in our results.
Example 2. Consider the equation
(2.7) −∆u+ 3(−∆)1/2u+ 3u = 24u2,
where we denote by (−∆)1/2 = |D| the Fourier multiplier with symbol |ξ|, ξ ∈ R3.
The linear part of (2.7) satisfies the condition (1.4) and the singularity index is
m = 1. Moreover the function
u(x) =
1
(1 + |x|2)2 , x ∈ R
3
is a solution of (2.7). In fact we have
24F(u2) = 24F((1 + |x|2)−4)
= 8pi
3
2
( |ξ|
2
) 5
2
K 5
2
(|ξ|)
= (|ξ|2 + 3|ξ|+ 3)F((1 + |x|2)−2)
= F(−∆u+ 3(−∆)1/2u+ 3u).
3. Notation and preliminary results
For s ≥ 0, define the weight functions
vs(x) = 〈x〉s, x ∈ Rd,
and the weighted Lebesgue spaces
L∞vs = {u ∈ L∞(Rd) : ‖u‖L∞vs := ‖vsu‖L∞ <∞}.
We will use often the following well-known interpolation inequality.
Proposition 3.1. Given 0 ≤ l ≤ n, there exists a constant C > 0 such that the
following inequality holds. Let I = I1 × . . .× Id ⊂ Rd, where each Ij, j = 1, . . . , d,
is an interval of the form [a,+∞) or (−∞, a]. Then
(3.1) ‖Dlu‖L∞(I) ≤ C‖u‖1−l/nL∞(I)‖Dnu‖l/nL∞(I),
where we set ‖Dku‖L∞(I) := sup|α|=k ‖∂αu‖L∞(I), k ∈ N.
7In particular, if u ∈ L∞vs and Dnu ∈ L∞vr then Dlu ∈ L∞vν with ν = (1 − l/n)s +
(l/n)r.
Proof. In the case d = 1, I = [0,+∞) or I = (−∞, 0], formula (3.1) is known as
Landau-Kolmogorov inequality. By Young inequality we also have
‖Dlu‖L∞(I) ≤ C‖u‖L∞(I) + C‖Dnu‖L∞(I),
in that case. A repeated application of this inequality shows that it also holds in
the multi-dimensional case, with I as in the statement and each Ij of the form
[0,+∞) or (−∞, 0]. Now, we can apply this estimate to u(εx), ε > 0 and optimize
in ε (cf. [28, Proposition 3.4]), obtaining the desired conclusion, namely (3.1), for
sets I of this special form. The general case in the statement can be obtained
simply by a translation.
For the last statement, one can estimate, for |α| = l,
〈x〉ν |∂αu(x)| ≤ 〈x〉ν‖Dlu‖L∞(I)
when x = (x1, . . . , xd), x1 ≥ 0, . . . xd ≥ 0, and I = [x1,+∞)× . . .× [xd,+∞) and
then apply (3.1). If e.g. x1 < 0 one considers instead the interval (−∞, x1], and
similarly for the other components.
We also define the space
FL∞vs = {u ∈ S ′(Rd) : ‖u‖FL∞vs := ‖û‖L∞vs <∞},
where
Fu(ξ) = û(ξ) =
∫
Rd
e−ixξu(x) dx
is the Fourier transform of u.
We recall the following result (see e.g. [17, Proposition 11.1.3 (b)]).
Proposition 3.2. If s > d, the space L∞vs is a convolution algebra and
‖u ∗ v‖L∞vs ≤ Cs‖u‖L∞vs‖v‖L∞vs
for some constant Cs > 0.
As a consequence, FL∞vs is an algebra with respect to pointwise multiplication,
and
‖uv‖FL∞vs ≤ Cs‖u‖FL∞vs‖v‖FL∞vs .
Possibly after passing to equivalent norms we can suppose that the above in-
equalities hold with Cs = 1, so that FL∞vs becomes a Banach algebra.
We will use the following easy criterion of continuity on L∞vs for a convolution
operator. We report on the proof for the benefit of the reader.
Proposition 3.3. Any convolution operator with integral kernel K ∈ L∞vs , with
s > d, is bounded on L∞vr for every 0 ≤ r ≤ s.
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Proof. It suffices to prove the following estimate:
sup
x∈Rd
∫
Rd
1
〈x− y〉s
〈x〉r
〈y〉r dy <∞.
This is true if r = 0, because s > d. When r = s(> d) the inequality is proved e.g.
in [17, Formula (11.5)]. For the intermediate values of r we split the above integral
as follows ∫
〈y〉≥〈x〉
1
〈x− y〉s
〈x〉r
〈y〉r︸︷︷︸
≤1
dy +
∫
〈y〉<〈x〉
1
〈x− y〉s
〈x〉r
〈y〉r︸︷︷︸
≤ 〈x〉
s
〈y〉s
dy
≤
∫
Rd
1
〈x− y〉sdy +
∫
Rd
1
〈x− y〉s
〈x〉s
〈y〉s dy ≤ C.
Finally we recall the following result, which follows easily from the theory of
homogeneous distributions.
Proposition 3.4. Let f ∈ C∞(Rd \{0}) be positively homogeneous of degree r > 0
and χ ∈ C∞0 (Rd). There exists a constant C > 0 such that
|χ̂f(ξ)| ≤ C(1 + |ξ|)−r−d, ξ ∈ Rd,
i.e. χf ∈ FL∞vr+d.
Proof. We know that the Fourier transform of f is a homogeneous distribution of
degree −r − d, smooth in Rd \ {0} [18, Vol.1, Theorems 7.1.16, 7.1.18]. Hence, if
χ′ ∈ C∞0 (Rd), χ = 1 in a neighborhood of the origin we have
(3.2) |(1− χ′(ξ))f̂(ξ)| ≤ C(1 + |ξ|)−r−d, ξ ∈ Rd.
On the other hand, we have
|χ̂f(ξ)| ≤ (2pi)d
(
|((χ′f̂) ∗ χ̂)(ξ)|+ |(((1− χ′)f̂) ∗ χ̂)(ξ)|).
Since χ̂ ∈ S(Rd), the first term in the right-hand side has a rapid decay, because
E ′ ∗ S ⊂ S, whereas the second term can be easily estimated using (3.2).
4. Decay of the solution: proof of Theorem 1.1
To prove Theorem 1.1 it is sufficient to prove the following boundedness result.
Proposition 4.1. For every 0 ≤ s ≤ m+ d we have
p(D)−1 = p−1(D) : L∞vs → L∞vs
continuously.
9Indeed, since u ∈ L∞vεo we have F (u) ∈ L∞vpεo . Moreover the equation can be
written in integral form as
u = p(D)−1(F (u)).
Hence, Proposition 4.1 implies that if pεo ≤ d+m then
u = p(D)−1(F (u)) ∈ L∞vpεo ⊂ L∞vd+m .
Proof of Proposition 4.1. Let χ ∈ C∞0 (Rd), χ = 1 in a neighborhood of the origin.
We write
1
p(ξ)
=
χ(ξ)
p(ξ)︸︷︷︸
q1(ξ)
+
1− χ(ξ)
p(ξ)︸ ︷︷ ︸
q2(ξ)
.
Let us prove that
(4.1) qj(D) : L
∞
vs → L∞vs , j = 1, 2,
continuously.
As for q1(D) is concerned, since m > 0, by Proposition 3.3 it suffices to prove
that the convolution kernel of q1(D), which is F−1(q1)(x), belongs to L∞vd+m , i.e.
q1 ∈ FL∞vd+m . Now, let χ˜ ∈ C∞0 (Rd). It follows from Proposition 3.4 that
p˜(ξ) := χ˜(ξ)
h∑
j=1
pmj (ξ) ∈ FL∞vd+m .
Hence, if χ˜ = 1 on the support of χ we have
q1(ξ) =
χ(ξ)
p(ξ)
=
χ(ξ)
p0 + p˜(ξ)
=
χ(ξ)
p0
∞∑
l=0
(−p˜(ξ)
p0
)l
∈ FL∞vd+m
provided this series converges in FL∞vd+m (because FL∞vd+m is a Banach algebra).
Now, this is certainly true if ‖p˜‖FL∞vd+m < |p0|, and after a rescaling (which preserves
the space FL∞vd+m) we can suppose that this is the case. Indeed,
p(εξ) = p0 +
h∑
j=1
εmjpmj (ξ),
but now the terms of order > 0 are all multiplied by positive powers of ε (mj > 0),
whereas the constant term p0 remains the same. Hence, if ε is small enough, so
that χ(ξ)χ(εξ) = χ(ξ), we have
q1(εξ) =
χ(εξ)
p(εξ)
=
χ(ξ)
p0 +
∑h
j=1 ε
mjpmj (ξ)
+
(1− χ(ξ))χ(εξ)
p(εξ)
.
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The first term can now be treated by a power series expansion, as above, whereas
the second one is in C∞0 (R
d) ⊂ FL∞vm+d . This concludes the proof of (4.1) for
q1(D).
Let us now prove it for q2(D). Because of the condition (1.4) and the presence of
the cut-off we see that q2 belongs to the standard symbol class S
−M . Since M > 0,
by classical results we have that the convolution kernel K = F−1(q2) of q2(D) is
a locally integrable function ([23, Remark (i), pag. 245]) and that it satisfies the
estimate
(4.2) |K(x)| ≤
{
C|x|−d+M |x| ≤ 1
CN |x|−N |x| ≥ 1
for every N ; see e.g. [27, Formulas (0.2.5), (0.5.5)].
Now, (4.1) for q2 follows from the estimate
sup
x∈Rd
∫
Rd
|K(x− y)| 〈x〉
s
〈y〉s dy <∞.
This holds true because, using (4.2), we have∫
|x−y|<1
|x− y|−d+M 〈x〉
s
〈y〉s dy +
∫
|x−y|≥1
1
|x− y|N
〈x〉s
〈y〉s dy
.
∫
|x−y|<1
|x− y|−d+M dy +
∫
|x−y|≥1
1
|x− y|N−s dy < C.
5. Smoothness and decay of the derivatives: proof of Theorem 1.2
First we show that u ∈ Hs for all s ∈ R. This is obtained by an easy bootstrap
argument. Namely, we write the equation as
u = p(D)−1(F (u)).
Since we know from Theorem 1.1 that u ∈ L2 ∩ L∞, we have F (u) ∈ L2. Now,
the multiplier p(D)−1 has a symbol p(ξ)−1, which is equivalent to 〈ξ〉−M , by the
assumption (1.4). Hence, by Parseval equality we obtain that p(D)−1 : Hs →
Hs+M , s ∈ R, continuously. This gives u ∈ HM ∩ L∞. One can apply this
argument repeatedly, because u ∈ Hs ∩ L∞ implies that F (u) ∈ Hs ∩ L∞ by
Schauder’s estimates. Hence u ∈ Hs+M . Iterating this argument we obtain that
u ∈ Hs for all s ∈ R.
Let us now prove (1.11) by induction on |α|. By Theorem 1.1 it holds for α = 0.
Suppose that it holds for |α| = N − 1. It will then suffice to prove that
(5.1) ‖〈x〉m+dxβ∂αu‖L∞ <∞, |β| ≤ |α| = N ≥ 1.
11
First of all we observe a preliminary (non-optimal) decay for ∂αu. To simplify the
notation, set Xs = L∞vs , s ≥ 0. Since u ∈ Hs for any s ∈ R, from the inductive
hypothesis and the interpolation inequalities (Proposition 3.1 with l = 1, n large
enough and u replaced by DN−1u), we have
(5.2) ∂αu ∈ Xm+d+N−1−ε, |α| = N
for every ε > 0.
Now, let χ ∈ C∞0 (Rd), χ = 1 in a neighborhood of the origin. We introduce
commutators in the equation p(D)u = F (u) and apply p(D)−1; we have
(5.3) xβ∂αu = p(D)−1[(χp)(D), xβ]∂αu︸ ︷︷ ︸
=:q1(D)u
+ p(D)−1[((1− χ)p)(D), xβ]∂αu︸ ︷︷ ︸
=:q2(D)u
+ p(D)−1(xβ∂αF (u)).
Consider first the last term. By the Faa` di Bruno formula and the interpolation
inequalities we have
(5.4) ‖DNF (u)‖L∞(I) ≤ C
∑
1≤ν≤N
‖F ′‖Cν−1‖u‖ν−1L∞(I)‖DNu‖L∞(I).
cf. [27, Formula (3.1.9)]. In this formula, we use the same notation as in Proposition
3.1, and the norm of F ′ is meant on the range of u.
We now estimate each term by observing that, for ν > 1 (integer) we have
|u|ν−1 ∈ Xm+d, which implies 〈x〉1+ε|u|ν−1 ∈ L∞ if ε < m; when ν = 1 instead
|F ′(u)| ≤ C|u| ∈ Xm+d, so that 〈x〉1+εF ′(u) ∈ L∞ if ε < m. On the other hand,
by (5.2), we also have ∂αu ∈ Xm+d+N−1−ε if |α| = N . We deduce by (5.4) that
DNF (u) ∈ Xm+d+N . By Proposition 4.1 we get p(D)−1(xβ∂αF (u)) ∈ Xm+d.
We now prove the same conclusion for the first two terms in the right-hand side
of (5.3).
Consider q1(D)u. By the symbolic calculus we can write
[(χp)(D), xβ]∂αu = −
∑
06=γ≤β
i|γ|
(
β
γ
)(
∂γξ (χp)
)
(D)(xβ−γ∂αu),
where the derivatives of χp in the right-hand side are meant in the sense of distri-
butions. By the inverse Leibniz formula1 we then obtain (since for |β| ≤ |α|)
[(χp)(D), xβ]∂αu =
∑
06=γ≤β
∑
α˜,β˜:|β˜|≤|α˜|<|α|
Cα,β,α˜,β˜(∂
γ
ξ (χp))(D)∂
γ˜(xβ˜∂α˜u).
1Namely,
xβ∂αu(x) =
∑
γ≤β, γ≤α
(−1)|γ|β!
(β − γ)!
(
α
γ
)
∂α−γ(xβ−γu(x)).
12 MARCO CAPPIELLO AND FABIO NICOLA
where γ˜ is a suitable multi-index depending on α, β, α˜, β˜, γ, with |γ˜| = |γ|, and
Cα,β,α˜,β˜ are suitable constants.
Now, by the inductive hypothesis we have xβ˜∂α˜u ∈ Xm+d. The multiplier
∂γξ (χp)(D)∂
γ˜ has as symbol a sum of homogeneous functions, multiplied by cut-off
functions, and having the same orders of the terms appearing in p(ξ). In particular,
the non-smooth terms have order at least m. Arguing as in the first part of the
proof of Proposition 4.1 we then deduce that such a symbol belong to FL∞vm+d, as
well as p(ξ)−1 (Proposition 4.1), and therefore q1(D) maps X
m+d into itself. This
yields q1(D)u ∈ Xm+d.
Consider now the term q2(D)u in (5.3). Again by the symbolic calculus we can
write
q2(D)u = p(D)
−1[((1− χ)p)(D), xβ]∂αu
= −
∑
06=γ≤β
i|γ|
(
β
γ
)
p(D)−1
(
∂γξ ((1− χ)p)
)
(D)(xβ−γ∂αu).(5.5)
Now, the multiplier
p(D)−1(∂γξ ((1− χ)p))(D)
has a symbol smooth in Rd of order −M +M − |γ| < 0, hence it maps Xs → Xs
for 0 ≤ s ≤ m+ d by the same arguments as at the end of the proof of Proposition
4.1. Using (5.2) and |β− γ| ≤ N − 1 we see that xβ−γ∂αu ∈ Xm+d−ε and therefore
q2(D)u ∈ Xm+d−ε. Hence u ∈ Xm+d+N−ε. We can then use this information to
obtain in (5.5) xβ−γ∂αu ∈ Xm+d+1−ε ⊂ Xm+d (for ε < 1) and therefore q2(D)u ∈
Xm+d. This concludes the proof of (5.1).
Theorem 1.3 is a direct consequence of Theorem 1.2. We leave the proof to the
reader.
6. Analyticity of the solution: proof of Theorem 1.4
We already know from the proof of Theorem 1.2 that u ∈ Hs for every s ∈ R.
Fix s > d/2, δ > 0, N ∈ N and consider the energy norms
E δN [u] =
∑
|α|≤N
δ|α|
α!
‖∂αu‖Hs.
It is sufficient to prove that there exists δ > 0 such that the sequence E δN [u],
N = 0, 1, . . . , is bounded.
We can assume without loss of generality that F (u) = uk for some integer k ≥ 2.
Starting from the identity u = p(D)−1(uk) and differentiating both members we
obtain, for any α ∈ Nd \ {0}:
∂αu = p(D)−1∂α(uk) = p(D)−1 ◦ ∂j(∂α−ej (uk))
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for some j = jα ∈ {1, . . . , d}.
Now, we observe that the ellipticity condition (1.4) and M > 0 imply that for
every τ > 0 there exists a constant Cτ > 0 such that
|p(ξ)−1| ≤ τ + Cτ 〈ξ〉−1,
so that
‖p(D)−1 ◦ ∂jv‖Hs ≤ τ‖∂jv‖Hs + Cτ‖v‖Hs.
Hence we get
‖∂αu‖s ≤ τ‖∂αuk‖Hs + Cτ‖∂α−ejuk‖Hs.
Applying Leibniz’ rule we have, since s > d/2,
‖∂αu‖s
α!
≤ Cτ‖u‖k−1Hs
‖∂αu‖Hs
α!
+ Cτ
∑
α1+...+αk=α
αj 6=α ∀j
‖∂α1u‖s
α1!
· . . . · ‖∂
αku‖s
αk!
+ CCτ
∑
α1+...+αk=α−ej
‖∂α1u‖s
α1!
· . . . · ‖∂
αku‖s
αk!
for some constant C > 0 depending only on s, k, d.
Hence, multiplying by δ|α| and summing up for |α| ≤ N it follows that
E δN [u] ≤ ‖u‖s + Cτ‖u‖k−1Hs E δN [u] + C ′(τ + δCτ ) (E δN−1[u])k,
for some new constant C ′ > 0 depending only on d, k.
If we choose τ and then δ small enough, iterating this estimate it is easy to prove
that E δN [u] is bounded with respect to N . Theorem 1.4 is then proved.
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