For any set of operators , denote the strong closure of by s . We prove the following theorem. There are two density theorems which are extremely useful in dealing with * -algebras of operators. One is the double commutant theorem in Hilbert space. This theorem asserts that a self-adjoint subalgebra in a Hilbert space H which contains the identity and is closed in the weak operator topology satisfies = . This result is also true for nondegenerate self-adjoint algebras in Pontrjagin space [5] . The other one is Kaplansky's density theorem, which says that if is a C * -algebra of B(H) with strong closure then the unit ball 1 of is strongly dense in the unit ball 1 of [3, 6] . Many deep results for the operator algebra are deduced with this 1 Project 19771019 supported by National Natural Science Foundation of China.
Theorem. Let be a norm closed self-adjoint algebra of operators in
technical tool. The main purpose of this paper is to give a relevant density result in the Pontrjagin space. During the past 40 years, many important and interesting results have been obtained for the Pontrjagin space. In this connection we should mention the spectral decomposition for self-adjoint and unitary operators and the theory of commutative operator algebras. The monograph [1] offered an excellent presentation of these theories. Besides that, the reductive algebra in Pontrjagin space was also studied [7, 8] . However, compared with the theories of the Von Neumann algebra and the C * -algebra, it seems that there is still a long way to go in describing perfectly the structure of a symmetric operator algebra in Pontrjagin space. What we want to do in this paper is to take the study of these operator algebras one step further. The special case of the generalization of the Kaplansky density theorem on Pontrjagin space can be found in the author's paper [9] .
In the following, by k we denote the Pontrjagin space. The indefinite inner product is expressed by • • . The set of all the bounded linear operators defined in k is written as B k . For T ∈ B k , we denote by T * the conjugate operator of T with respect to • • . For other terminology regarding the spectral theory in the Pontrjagin space see [1, 10, and 11] .
Suppose that is an operator algebra in Pontrjagin space k . Denote
For any set of operators , denote the strong closure of by s and the weak closure of by w . The main purpose of this paper is to prove that for a norm closed selfadjoint algebra of operators in Pontrjagin space k , = s . Then
To obtain the relation between 1 and 1 given above we should prove that ∀ T ∈ 1 ∀ ε > 0, and ∀ x 1 x l ∈ k , there exists B ∈ 1 such that
To do this, it will suffice to prove that there exists a B ∈ 1 such that for a sufficiently large integer n,
T . So with no loss of generality we can assume that σ T * T ⊂ z < 1 . As the first step, we consider the case that the spectrum of the given operator is contained in the real line.
Lemma. Let be a norm closed self-adjoint algebra of operators in Pon
Proof. Consider the operator algebra on 2k
Obviously, is a norm closed self-adjoint algebra of operators on 2k . By we denote the strong closure of ; i.e., = s . For T ∈ , σ T * T ⊂ −1 1 , define an operator on 2k ,
(1) Since σ T * T ⊂ −1 1 , so σ I − T * T ⊂ 0 2 . Since the nonzero elements of σ T * T and σ TT * are the same, σ I − TT * ⊂ 0 2 . Thus σ I − T 2 ⊂ 0 2 . From the spectral theory on Pontrjagin space [4] , there is a self-adjoint operator I − T 2 1/2 as the square root of I − T 2 such that
which implies that I + I − T 2 1/2 is invertible. Consider the function g −1 1 → −1 1 ,
and with respect to this decomposition,
where N is a negative subspace, P is a positive subspace, Z is a neutral subspace, Z * is the dual subspace of Z, T N and T P are self-adjoint operators in Hilbert spaces N − • • and P • • , and S F G Q are operators from Z N P Z * to Z, respectively [4, 10] . For any y ∈ 2k , there is a unique decomposition y = z + n + p + z * where z ∈ Z n ∈ N p ∈ P, and z * ∈ Z * . Define
where • • is an ordinary inner product in Z and Z * . We assume that the norm in 2k is determined by this positive definite inner product.
where T p is a self-adjoint operator in P. We come to show that
holds for any T p , where K is a positive number. Denote the operator matrices of I + M 2 −1 and
respectively. From the computation, the elements determined by T p in these matrices are listed as follows.
where R 1 and R 2 are independent of T p . In all of the above operators, the factors depending on T p are
Since T p is a self-adjoint operator in Hilbert space, then
Thus there is a positive number K > 1 independent of T p such that . We claim that
it follows that
On the other hand,
K. Now it follows from (5) that
(4) Take three systems of elements z 1 z n z * 1 z * n , and n 1 n 2 n l as the bases of Z Z * , and N. Denote
Suppose that PMP = P MP. Then there is δ > 0 such that
Now, if g T is given by (1) and M, by (2) then
. In this case
Corresponding to the decomposition of 2k = k ⊕ k , by decomposing the elements u ∈ U, I + g T 2 −1 x i , and T x i i = 1 2 l we obtain
By U we denote the set of all u 1 u 2 y i1 y i2 z i1 z i2 . Denote = T T = T * ∈ . Since is convex and s = w = , it can easily be shown that s = w , thus
Now we can take M = M * ∈ such that
. Then M ∈ . Since the diagonal terms of g T equal zero, so
which implies that
Since f g y = y y ∈ −1 1 , so
By computation,
It is easily verified that
Obviously, B ∈ and
which means we have proved that T ∈ s 1 if T ∈ 1 and in case σ T * T is real.
We come now to show the main theorem of our paper.
Theorem. Let be a norm closed self-adjoint algebra of operators in Pontrjagin space
Proof. Using the notation given in the lemma, we should discuss the case that σ T is not contained in the real line.
If σ T contains a nonreal spectral point λ 0 , then λ 0 andλ 0 must be a pair of eigenvalues of T and the radical subspaces corresponding to λ 0 and λ 0 are a pair of dual subspaces. The direct sum of these two subspaces is nondegenerate. With no loss of generality, we assume that σ T contains only one pair of conjugate eigenvalues λ 0 andλ 0 .
(1) Take contours with counterclockwise direction,
such that ∩ R = φ where R is the real line.
Suppose that with respect to the decomposition 2k = Z ⊕ N ⊕ P + Z * the operator T is represented in the form of
Replacing T p in the matrix of T with another self-adjoint operator T P in P, we get a self-adjoint operator T in 2k . Obviously, ⊂ ρ T and
for ζ ∈ , where
Since ζ − T p −1 is uniformly bounded on it follows that ζ − T −1 is uniformly bounded on . Suppose that
(2) Take the three systems of elements z 1 z n z * 1 z * n , and n 1 n l as the bases of Z Z * , and N. Denote
Similar to the proof of (4) in the lemma, there is δ 1 > 0 such that for any self-adjoint operator T satisfying T − T u < δ 1 ∀ u ∈ U,
where T is given above and S ≤ 1 2K
. In view of = s , we assume that
, and
which implies
For any λ ∈ and ζ ∈ ρ T ,
are uniformly bounded in a sufficient small neighborhood of λ. Suppose the norms of these operators are less than K 1 . Then
For a fixed x, we can take T ∈ such that T − T λ − T −1 x is small enough. Hence
will be small enough for ζ ∈ if the neighborhood of λ is small enough. From Borel covering theorem it follows that the contour can be covered by a finite number of such neighborhoods . Thus for any ε 1 > 0, there exists T ∈ such that
It follows from what has been proved above that ζ − T −1 ≤ K, for ζ ∈ , and that for any ε > 0 x 1 x l ∈ 2k , there exists T ∈ such that
For T ∈ 1 , it is evident that T ∈ 1 , thus T E ∈ 1 . On the other hand, TE ∈ and σ TE ⊂ z ≤ 1 + δ .
Since T E + g T I − E ∈ 1 for T ∈ 1 , it follows from what has been proved that there must be a net of self-adjoint operators
ζ − T α −1 dζ. Therefore,
It follows from the proof of the lemma that
So for any ε > 0 there exists a σ 0 > 0 such that max 2λ/ 1 + λ 2 < 1 + ε if Im λ < σ.
Suppose that with respect to the decomposition 2k = Z ⊕ N ⊕ P + Z * ,
where P is also used to denote the projection from 2k to its subspace P and T p is a self-adjoint operator on P • • . From the representation of λ − T 1 −1
given in [4] it follows that
where K is some positive number. Thus for any σ > 0,
From the proof of (4) in the lemma, it follows that there is an index α 0 ,
for α α 0 , where T 1 is given as the above form and B is a self-adjoint operator satisfying B ≤ σ 4k+1 0 /K. Therefore
is invertible, which proves that λ ∈ ρ T α I − E α if Im λ > σ 0 . Thus
λ 2 0 are a pair of isolated spectral points of T 2 . Correspondingly, E 2k is a direct sum of the spectral subspaces of T 2 with respect to λ are spectral points of the same operator T * T or TT * . Therefore E 2k = E 1 2k ⊕ E 2 2k , where E 1 E 2 are projections from 2k onto the subspaces of k . From the structure of T and the self-adjoint operator T E it follows that
For the net T α ⊂ given above, T α s → T . By the structure of T , we may assume that P 1 T α P 1 = P 2 T α P 2 = 0 where P 1 P 2 are projections from 2k = k ⊕ k onto two spaces k . Since the spectrum of the self-adjoint operator T α E α is contained in the region enclosed by , they are some pair of conjugate complex numbers. As was shown above for T E P 1 T α E α P 1 = P 2 T α E α P 2 = 0, thus P 1 T α I − E α P 1 = P 2 T α I − E α P 2 = 0. Combining these assertions, there is B α ∈ such that Q.E.D.
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