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Abstract
The production of heavy quarks has been studied in dijet photoproduction at
HERA. Two high transverse energy jets provide a hard scale as well as the quark
mass itself. Using data collected by the ZEUS detector during 1996 and 1997
with a total luminosity of 36.9 pb
 1
, we have performed two analyses to study
heavy quark production. Firstly, we have considered decays of the D

(2010)







the fraction of the photon energy contributing to the two highest transverse
energy jets. On comparison of the distribution with the predictions of Monte
Carlo simulations, the component of resolved photon processes needed to describe
the data is 435(stat.)%. Secondly, we have measured the same cross-section
for the inclusive decays of quarks to electrons in the nal state in a similar
kinematic region. For this cross-section a signicant contribution of resolved
processes, equal to 295(stat.)%, was also required in the Monte Carlo to describe
the data. Furthermore, to analyse the contribution of beauty quarks in the
kinematic region, the cross-section, d=dp
rel
T




momentum of the electron transverse to the axis of the jet which the electron
is closest to. On comparison of the data with Monte Carlo predictions, the
component from decays of beauty quarks required to describe the cross-section
was 15:6  4:2(stat.)
+12:9
 7:0
(syst.)%. Therefore, the amount of beauty measured
compared to the Monte Carlo is, 1:3  MC < beauty < 4:9  MC, in the one
sigma limit. The 95% condence level upper limit is, beauty < 6:5  MC. In
this thesis, we therefore obtain the rst indication of open beauty production at
ZEUS.

To Anke and My Parents

Outline
Two analyses of heavy quark production at HERA using 1996 and 1997 data
are presented in this thesis. Chapter 1 briey discusses the HERA machine and
ZEUS detector with more detail given to specic components relevant to these
analyses. Chapter 2 starts with a general resume of the current understanding of
QCD leading on to more detail about photoprodcution processes. Chapter 3 then
discusses theoretical aspects and experimental results in heavy quark production.
In Chapter 4 the reconstruction of the events is detailed and in Chapter 5 the
Monte Carlo programs and samples used are discussed. In Chapter 6, the rst
analysis, the tagging of D

mesons in dijet events is described. This analysis was
performed as a second analysis in which the general method was already known.
Chapters 7 and 8 form the major part of the thesis as it is the most signicant
work of this doctorate, dening the analysis described. Chapter 7 discusses the
general method and signal extraction procedure, whilst Chapter 8 details the
correction procedure and results and discusses the physics implications of the
results. The thesis is summarised in Chapter 9.

Contents
Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xx
1 HERA and the ZEUS detector 1
1.1 The HERA Accelerator . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 HERA Injection System . . . . . . . . . . . . . . . . . . . 2
1.2 The ZEUS Detector . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 The Central Tracking Detector (CTD) . . . . . . . . . . . . . . . 6
1.3.1 Track Reconstruction . . . . . . . . . . . . . . . . . . . . . 7
1.3.2 Determination of dE=dx . . . . . . . . . . . . . . . . . . . 8
1.4 ZEUS Calorimetry . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4.1 Island Finding . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.5 The Luminosity Monitor . . . . . . . . . . . . . . . . . . . . . . . 13
1.6 The ZEUS Trigger System . . . . . . . . . . . . . . . . . . . . . . 14
2 QCD and Photoproduction 17
2.1 Preamble . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 Electron Proton Scattering . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Structure Functions and the ep Cross-section . . . . . . . . . . . . 20
2.4 The Quark Parton Model . . . . . . . . . . . . . . . . . . . . . . 22
2.4.1 The Simple Approach . . . . . . . . . . . . . . . . . . . . . 22
2.4.2 The QCD Improved Parton Model . . . . . . . . . . . . . 23
2.5 The Evolution of Partonic Densities . . . . . . . . . . . . . . . . . 23
2.6 Photoproduction Processes . . . . . . . . . . . . . . . . . . . . . . 26
2.6.1 Direct Photoproduction . . . . . . . . . . . . . . . . . . . 27
2.6.2 Resolved Photoproduction . . . . . . . . . . . . . . . . . . 28
ix
Contents
2.6.3 Generalised Photoproduction Model . . . . . . . . . . . . . 29
2.6.4 The Structure of the Photon . . . . . . . . . . . . . . . . . 30
2.6.5 Dijet Photoproduction Results at HERA . . . . . . . . . . 32
3 Heavy Quark Production 37
3.1 Heavy Quark Production at Fixed Target Experiments . . . . . . 38
3.2 Heavy Quark Production at HERA . . . . . . . . . . . . . . . . . 40
3.2.1 Perturbative Formalism of Heavy Quark
Photoproduction . . . . . . . . . . . . . . . . . . . . . . . 41
3.2.2 Massive Scheme . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.3 Massless Scheme . . . . . . . . . . . . . . . . . . . . . . . 43
3.2.4 Identication of Open Heavy Quark Production at HERA 45
3.2.5 Heavy Quark Results from HERA . . . . . . . . . . . . . . 47
3.3 Beauty Production at Hadron Colliders . . . . . . . . . . . . . . . 50
3.4 Heavy Quark Jets . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4 Event Reconstruction 55
4.1 Reconstruction of y and Q
2
. . . . . . . . . . . . . . . . . . . . . 55
4.1.1 Electron Method . . . . . . . . . . . . . . . . . . . . . . . 55
4.1.2 Jacquet-Blondel Method . . . . . . . . . . . . . . . . . . . 56
4.2 Jet Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2.1 Cone Algorithms . . . . . . . . . . . . . . . . . . . . . . . 57
4.2.2 Clustering Algorithm . . . . . . . . . . . . . . . . . . . . . 58






. . . . . . . . . . . . . . . . . . . . 59
5 Monte Carlo Simulation 61
5.1 Monte Carlo Overview . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2 HERWIG Monte Carlo . . . . . . . . . . . . . . . . . . . . . . . . 62
5.3 PYTHIA Monte Carlo . . . . . . . . . . . . . . . . . . . . . . . . 63
5.4 Monte Carlo Samples Generated . . . . . . . . . . . . . . . . . . . 63
5.5 Jet Energy Corrections . . . . . . . . . . . . . . . . . . . . . . . . 65
5.5.1 Jet Resolutions . . . . . . . . . . . . . . . . . . . . . . . . 65
5.5.2 Correction of Jet Energy . . . . . . . . . . . . . . . . . . . 66
5.6 Correction of y
JB





in Dijet Photoproduction Analysis 73
6.1 Denition of the Cross-section . . . . . . . . . . . . . . . . . . . . 73
6.2 Trigger and Data Selection . . . . . . . . . . . . . . . . . . . . . . 75
6.2.1 First Level Trigger (FLT) . . . . . . . . . . . . . . . . . . 75
6.2.2 Second Level Trigger (SLT) . . . . . . . . . . . . . . . . . 76
6.2.3 Third Level Trigger (TLT) . . . . . . . . . . . . . . . . . . 77
6.2.4 Eciency of Trigger Chain . . . . . . . . . . . . . . . . . . 79
6.2.5 Oine Selection and D

Reconstruction . . . . . . . . . . 79
6.3 Signal Mass Distributions . . . . . . . . . . . . . . . . . . . . . . 84
6.4 Extraction of x
obs

. . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.4.1 Consistency of the Two Backgrounds . . . . . . . . . . . . 88
6.5 Comparison of Data and Monte Carlo . . . . . . . . . . . . . . . . 89
6.6 Unfolding to the Cross-section . . . . . . . . . . . . . . . . . . . . 91
6.7 Study of Systematic Uncertainties . . . . . . . . . . . . . . . . . . 94
6.8 Conclusions and Discussion . . . . . . . . . . . . . . . . . . . . . 96
7 Extraction of Semi-leptonic Decays to Electrons 99
7.1 Ionisation Energy Loss, dE=dx, for Particle Identication . . . . . 99
7.1.1 Ionisation Energy Loss . . . . . . . . . . . . . . . . . . . . 100
7.1.2 Scaling dE=dx Throughout the Year . . . . . . . . . . . . 102
7.1.3 Pressure Corrections within a Run . . . . . . . . . . . . . 104
7.1.4 Space-charge Correction for Electrons . . . . . . . . . . . . 105
7.2 Trigger and Data Selection . . . . . . . . . . . . . . . . . . . . . . 107
7.2.1 Oine Selection and Electron Detection . . . . . . . . . . 107
7.3 Extracting the Electron Signal . . . . . . . . . . . . . . . . . . . . 111
7.3.1 Momentum Dependence of Signal Extraction . . . . . . . . 112
7.3.2 Angular Dependence of Signal Extraction . . . . . . . . . . 114





. . . . . . . . . . . 115
7.3.4 Total Electron Signal . . . . . . . . . . . . . . . . . . . . . 117
7.4 dE=dx in the Monte Carlo . . . . . . . . . . . . . . . . . . . . . . 119
7.5 Background from Conversion Electrons . . . . . . . . . . . . . . . 122
7.5.1 Direct Identication of Photon Conversions . . . . . . . . . 123
7.5.2 Conversion Finding Eciency . . . . . . . . . . . . . . . . 125






Distributions . . . . . . . . . . . . . . 130
xi
Contents
7.7 Other Sources of Background? . . . . . . . . . . . . . . . . . . . . 133
7.8 Comparison of Data and Monte Carlo . . . . . . . . . . . . . . . . 135
8 Cross-section Measurements for Semi-leptonic Decays 141
8.1 Denition of the Cross-sections . . . . . . . . . . . . . . . . . . . 141
8.2 Unfolding to the Cross-sections . . . . . . . . . . . . . . . . . . . 142
8.2.1 Unfolding for x
obs

Cross-section . . . . . . . . . . . . . . . 143
8.2.2 Unfolding for p
rel
T
Cross-section . . . . . . . . . . . . . . . 145
8.3 Study of Systematic Uncertainties . . . . . . . . . . . . . . . . . . 150
8.3.1 Uncertainties Arising From the Kinematic Cuts . . . . . . 151
8.3.2 Uncertainties Arising From the Electron Extraction . . . . 154
8.3.3 Uncertainties Arising From the Energy Scale . . . . . . . . 157
8.3.4 Uncertainties Arising From the Monte Carlo . . . . . . . . 158
8.4 Dierential Cross-section Results . . . . . . . . . . . . . . . . . . 164
8.4.1 Final Cross-section for x
obs

. . . . . . . . . . . . . . . . . . 164
8.4.2 Final Cross-section for p
rel
T
. . . . . . . . . . . . . . . . . . 166
8.5 Beauty Quark Contribution . . . . . . . . . . . . . . . . . . . . . 168
9 Summary and Conclusions 173
9.1 Dijets with Tagged D

Meson Analysis . . . . . . . . . . . . . . . 173
9.2 Dijets with Electrons in the Final State . . . . . . . . . . . . . . . 174
9.3 Future Prospects . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
A Error calculation for number of electrons 179
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
xii
List of Figures
1.1 The HERA collider enclosing the Volkspark in Hamburg, Germany
shown with the pre-accelerator, PETRA and the four experiments. 1
1.2 Schematic view of the HERA collider, four experimental halls and
the pre-accelerator ring with the injection system enlarged. . . . . 3
1.3 Cross-sections of the ZEUS detector, shown along (top) and
perpendicular (bottom) to the beam direction. . . . . . . . . . . . 4
1.4 (a) r    cross-section through the CTD, showing the nine
superlayers. (b) A representation of a single cell. . . . . . . . . . . 7
1.5 Typical dE=dx pulse for a low momentum pion exhibiting the
Landau shape and saturation at high dE=dx. . . . . . . . . . . . . 8
1.6 Typical showering for hadronic, electromagnetic and muonic mat-
ter in the ZEUS calorimeter. . . . . . . . . . . . . . . . . . . . . . 11
1.7 Cut-away view of an FCAL module. . . . . . . . . . . . . . . . . . 12
1.8 Schematic of the island clustering algorithm. . . . . . . . . . . . . 13
1.9 The Luminosity Monitor. . . . . . . . . . . . . . . . . . . . . . . . 14
1.10 The ZEUS Data Acquisition and Trigger System. . . . . . . . . . 15
2.1 Lowest order processes for neutral current (left) and charged
current (right) reactions. . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 Measurement of the NC and CC cross-sections at HERA. . . . . . 20






used in the DGLAP
equations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.4 Parton evolution diagram showing the k
t
ordered gluon emissions. 26
2.5 Leading order direct processes; (a) QCD Compton and (b) Boson
gluon fusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.6 Examples of leading order resolved processes. . . . . . . . . . . . . 29
2.7 General Leading Order picture for resolved and direct processes. . 30
2.8 Feynman diagram for e diagram with a virtual photon, 

,






distribution in dijet events for data (black dots) compared
with HERWIG with and without MPI (solid line and dotted line),
and PYTHIA with MPI (dashed line) Monte Carlo generators. The
shaded area represents direct only events as generated by HERWIG
and the vertical line is the experimental cut to separate direct and
resolved processes. . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.10 Dijet angular cross-sections for resolved (black dots) and direct
(open dots) compared to LO and NLO QCD predictions and
HERWIG and PYTHIA Monte Carlo. . . . . . . . . . . . . . . . . 35
3.1 Total pair cross-section for c production in N collisions from the
NA14 [30], E687 [31] and E691 [32] collaborations compared to
QCD predictions. The bands represent (for a given charm mass)
the variation due to the choice of the renormalisation scale, where








(from [29]). . 38
3.2 Distribution in p
2
T
for charmed hadrons from the E687 [31] (left)
and E691 [32] (right) collaborations compared to NLO pQCD
(m
c
= 1.5 GeV) and NLO pQCD with non-perturbative eects
(from [29]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3 Comparison between the massive (FMNR) and massless (PFF)
calculations for charm photoproduction p
T
distribution (from [48]). 44




region to be measured, Equation (8.2). . . . . . . . . . . . . . . . 46







decay channels. The data is compared to massive calculations and
the two massless calculations. . . . . . . . . . . . . . . . . . . . . 48










. The data is compared to massive
calculations and the two massless calculations. . . . . . . . . . . . 49
3.7 CDF data on the integrated b-quark p
T
distribution compared to
NLO QCD (from [29]). . . . . . . . . . . . . . . . . . . . . . . . . 51
3.8 Comparison between experimental data and theory for the inte-
grated b-quark p
T
distribution (from [29]). . . . . . . . . . . . . . 52
5.1 Jet resolutions. The dependence of jet parameters on each other
shown separately for direct (open squares) and resolved (open


















is shown. . . . . . 67









in bins of . The
points and t lines are shown for direct (open squares, dashed
line), resolved (open triangles, dotted line) and resolved and direct
combined (solid dots, solid line). The t parameters shown are






) . . . . . . . . . . . . . . . . . . . . . . . . . . 68
xiv
Figures
5.3 Result on the jet energy resolutions when applying the jet energy
corrections. The resolutions are shown again for direct (open
squares) and resolved (open triangles) separately. . . . . . . . . . 69












for direct (open squares) and resolved (open circles) and
the combined sample (solid points) with the polynomial t. . . . . 70
5.5 Eect of the y
JB
correction for direct (right) and resolved (left)
separately on the correlation (top) and projection (bottom). . . . 71
6.1 Ratio of events passing the D

trigger (bit27) to dijet trigger
(bit77) as a function of x
obs

. . . . . . . . . . . . . . . . . . . . . . 78
6.2 Eect of the cut to remove DIS electrons on Q
2
(Q in GeV) of the
event simulated using HERWIG Monte Carlo. . . . . . . . . . . . 81






) and (b) m(D
0
), where
the background (hatched histogram) is estimated from the control




in (a) and Ae
 Bx
in (b) and
the t is this background plus a Gaussian. . . . . . . . . . . . . . 84
6.4 Uncorrected distributions of x
obs

. (a) shows the number of events
for the signal region (black dots) and the wrong charge background
(histogram). (b) shows the subtracted distibution with Monte
Carlo statistics overlayed where the black dots are data and the
histograms Monte Carlo (vertically hatched; direct, diagonally
hatched; resolved and open; direct plus resolved. . . . . . . . . . . 86
6.5 Mass distributions, m, in bins of x
obs

. . . . . . . . . . . . . . . 87
6.6 Comparisons of the background estimators. (a) shows the back-
ground as a function of m for the wrong charge (open dots) and
control region (closed dots) and their dierence in (c). (b) shows
the two as a function of x
obs

and the dierence between the two in
(d). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.7 Comparison of data (solid points) with Monte Carlo (histograms)
for events passing the data selection criteria . . . . . . . . . . . . 90
6.8 Purity, eciency and correction factors shown for the unfolding
procedure as a function of x
obs

. . . . . . . . . . . . . . . . . . . . 93
6.9 The cross-section, d=dx
obs

, for ep ! D

X + dijets in the
kinematic regions dened in Section 6.1. The data (points) is
compared with HERWIG Monte Carlo showing direct (vertically
hatched) and resolved (diagonally hatched) separately and the two
combined (open histogram). . . . . . . . . . . . . . . . . . . . . . 95
6.10 Separation in    space, R (a) and z(c! D

) (b) of the D

and
the jet closest in R. . . . . . . . . . . . . . . . . . . . . . . . . . . 98
xv
Figures
7.1 The dE=dx versus momentum of well reconstructed tracks in the
CTD with curves illustrating the particle classes. . . . . . . . . . 102
7.2 Variation of atmospheric pressure with run number throughout
the 1995 running period (Left) and the correlation of dE=dx with
pressure (Right). . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.3 Example t to pions in the region 0.3 < p < 0.4 GeV/c for run
22262 in 1996. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.4 The size of the correction factor, corfact, for an unbiased sample
of tracks from a events during 1995. . . . . . . . . . . . . . . . . . 105
7.5 Sample of conversion electrons' dE=dx value (Left) and their
angular dependence of dE=dx (Right). . . . . . . . . . . . . . . . 106
7.6 Distribution for the p
T
of an electron from a decays from aB meson
(solid line) and D meson (dashed line) and Dalitz decays (dotted
line). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109




for all tracks passing the previously
mentioned tracking criteria (Left) and for a sample of electrons
(Right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.8 Momentum distributions for all tracks in the electron and hadron
enriched samples passing the nal analysis criteria. The hadron
enriched sample is area normalised to the electron enriched sample. 112
7.9 Schematic picture of the constituents of the two samples in a given
momentum region. . . . . . . . . . . . . . . . . . . . . . . . . . . 113
7.10 Angular distributions for all tracks in the electron and hadron
enriched samples passing the nal analysis criteria. The hadron
enriched sample is area normalised to the electron enriched sample. 114
7.11 Distributions of dE=dx for tracks matched to electron enriched




from left to right and increasing 
trk
from top to
bottom. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
7.12 Distributions of dE=dx for electrons from statistical subtraction of
tracks matched to electron enriched (points) and hadron enriched
(line) islands. The 16 bins are in increasing p
trk
T
from left to right
and increasing 
trk
from top to bottom. . . . . . . . . . . . . . . . 117
7.13 Total distributions of dE=dx for tracks matched to electron
enriched (points) and hadron enriched (line) islands (top) and for
electrons from statistical subtraction of tracks matched to electron
enriched and hadron enriched islands (bottom). . . . . . . . . . . 119
7.14 Distributions of dE=dx for tracks matched to electron enriched




from left to right and increasing 
trk
from top to
bottom for HERWIG Monte Carlo. . . . . . . . . . . . . . . . . . 120
xvi
Figures
7.15 Distributions of dE=dx for electrons from statistical subtraction of
tracks matched to electron enriched (points) and hadron enriched
(line) islands. The 16 bins are in increasing p
trk
T
from left to right
and increasing 
trk
from top to bottom for HERWIG Monte Carlo. 121
7.16 Total distributions of dE=dx for tracks matched to electron
enriched (points) and hadron enriched (line) islands (top) and for
electrons from statistical subtraction of tracks matched to electron
enriched and hadron enriched islands (bottom) for HERWIG
Monte Carlo. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
7.17 Schematic diagram showing the distant of closest approach of a
conversion pair. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
7.18 Distributions of parameter, D (Left) and invariant mass of conver-





(Right) for opposite charged (points) and
same charged (line) pairs. . . . . . . . . . . . . . . . . . . . . . . 125






using the equations from Tsai with photon energies, E

of1 (top
curve), 5, 2.5, 1.2, 0.5, 0.1 (bottom curve) GeV. . . . . . . . . . . 127
7.20 Comparison of the number of events as found in the data (points)
with the prediction from theory (solid line) for clean conversions
with energy, E

> 1 GeV and the momentum of both tracks greater
than 200 MeV/c. The prediction is also shown for no cut on the
momentum of the tracks (dashed line). . . . . . . . . . . . . . . . 128
7.21 The fraction of ndable coversions (eciency) as a function of
photon energy for dierent track momentum cuts of 100 (top
curve), 200 and 300 MeV/c (bottom curve). . . . . . . . . . . . . 129
7.22 Distribution in x
obs

for the electron (squares) and hadron (his-
togram) enriched samples (top) after all cuts. Also shown (centre)
are the two subtracted (triangles) compared to the conversion elec-
trons (histogram). The nal electron signal (solid circles) is then
compared to Monte Carlo (open circles) predictions (bottom) with
direct and resolved also shown separately. . . . . . . . . . . . . . . 131
7.23 Distribution in p
rel
T
for the electron (squares) and hadron (his-
togram) enriched samples (top) after all cuts. Also shown (cen-
tre) are the two subtracted (triangles) compared to the conversion
electrons (histogram) in the data. The nal electron signal (solid
circles) is then compared to Monte Carlo (open circles) predictions
(bottom) with direct and resolved also shown separately. . . . . . 133




distribution (Right). . . . . . . . . . . . . . . . . 134
7.25 Pseudorapidity (Left) and transverse energy (Right) resolutions of
the tracks from semi-leptonic decays to electrons. . . . . . . . . . 136
xvii
Figures
7.26 Pseudorapidity (Left) and transverse energy (Right) resolutions of
the two highest E
T
jets in events containing a semi-leptonic decay
to an electron. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137






of events containing an electron in the
nal state. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
7.28 Comparsion of data (solid points) and HERWIG Monte Carlo
(open points) for event, jet and track properties of the semi-
leptonic events entering the cross-section measurement. . . . . . . 139
8.1 Purity, eciency and correction factors shown for the unfolding
procedure as a function of x
obs

. . . . . . . . . . . . . . . . . . . . 143




to total, direct only and resolved only hadron level Monte Carlo. . 145
8.3 Purity, eciency and correction factors shown for the unfolding
procedure as a function of p
rel
T
. . . . . . . . . . . . . . . . . . . . . 146
8.4 Correlation of the electron-jet separation in     space with p
rel
T
in the Monte Carlo. The p
rel
T
analysis bins are also shown. . . . . 147




direct only and resolved only hadron level Monte Carlo, where the
direct/resolved components are taken from the t to x
obs

. . . . . . 148




beauty only and charm+other hadron level Monte Carlo. . . . . . 149




. The shaded band shows the statistical error on the central
cross-section value. . . . . . . . . . . . . . . . . . . . . . . . . . . 152




. The shaded band shows the statistical error on the central
cross-section value. . . . . . . . . . . . . . . . . . . . . . . . . . . 153




. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155




. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
8.11 Systematic uncertainties due to the uncertainty in the energy scale
of the calorimeter as a function of x
obs

. . . . . . . . . . . . . . . . 157
8.12 Systematic uncertainties due to the uncertainty in the energy scale
of the calorimeter as a function of p
rel
T
. . . . . . . . . . . . . . . . 158
8.13 Comparison of PYTHIA corrected with HERWIG (solid points)
and the true PYTHIA (open points) for p
rel
T
. . . . . . . . . . . . . 159
8.14 Systematic uncertainties due to the uncertainty in the model and
jet correction as a function of x
obs

. . . . . . . . . . . . . . . . . . 160
xviii
Figures
8.15 Systematic uncertainties due to the uncertainty in the model and
jet correction as a function of p
rel
T
. . . . . . . . . . . . . . . . . . . 160
8.16 Systematic uncertainties due to varaiation of the quark avour in
the hard sub-process as a function of x
obs

. . . . . . . . . . . . . . 162
8.17 Systematic uncertainties due to varaiation of the quark avour in
the hard sub-process as a function of p
rel
T
. . . . . . . . . . . . . . . 162
8.18 Correction factors obtained when using the nominal Monte Carlo
and when using only beauty quark Monte Carlo. . . . . . . . . . . 163
8.19 Dierential cross-section, d=dx
obs

, compared to LO Monte Carlo
(solid line). The contributions from direct (vertically hatched) and
resolved (diagonally hatched) photon processes are shown sepa-
rately. The points are shown with statistical errors (thick, inner
bars) and statistical and systematic errors added in quadrature
(thin, outer bars). The energy scale uncertainty is shown as the
lighter band around the points. The uncertainty arising from the
quark content of the hard sub-process is displayed as the darker
band around the line at d=dx
obs

= 0. . . . . . . . . . . . . . . . . 165
8.20 Dierential cross-section, d=dp
rel
T
, compared to LO Monte Carlo
(solid line). The contributions from beauty (vertically hatched)
and charm+others (diagonally hatched) quarks in the hard sub-
process are shown separately. The points are shown with statistical
errors (thick, inner bars) and statistical and systematic (including
the uncertainty from the hard sub-process quark) errors added in
quadrature (thin, outer bars). The energy scale uncertainty is
shown as the light band around the points. . . . . . . . . . . . . . 167
9.1 Comparison of x
obs





1.1 History of HERA running. . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Angular and pseudorapidity acceptance for the three sections of
the calorimeter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
7.1 Table showing the number of electrons from conversions and the
subsequent number of electrons in the nal sample. . . . . . . . . 130
8.1 Table showing proportions of direct and resolved processes and
beauty and charm+other processes as predicted by the Monte
Carlo, after allowing the direct and resolved fraction to vary and
allowing the fraction of beauty and charm+other to vary. . . . . . 150
8.2 Results of quark component ts to the cross-sections when a
systematic check is made. The total systematic error and the
energy scale uncertainty is also shown. . . . . . . . . . . . . . . . 169
8.3 Results of systematic error in beauty component for each general
category. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170




GeV/c when a systematic check is made. The total systematic




HERA and the ZEUS detector







Figure 1.1: The HERA collider enclosing the Volkspark in Hamburg, Germany
shown with the pre-accelerator, PETRA and the four experiments.
The Hadron Elektron Ring Anlage (HERA), the rst lepton-proton collider,
was constructed by Deutsches Elektronen-SYnchrotron (DESY). It is located
under the Volkspark in Hamburg, Germany, enclosing the main DESY site (see
Figure 1.1). The 6.34 km long accelerator was designed to collide 820 GeV protons
with 30 GeV electrons, yielding a centre of mass energy,
p
s = 314 GeV. The
two general purpose experiments, H1 and ZEUS, are located in the north and
1
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south halls. The east and west halls are now occupied by the HERMES and
HERA-B collaborations respectively, which are both xed target experiments.
The HERMES collaboration uses an electron beam to investigate the origin of
the spin of the nucleon. HERA-B uses a proton beam and is designed for studies
of CP violation.
HERA has been colliding protons and positrons between 1994 and 1997 due to the
short lifetime achieved with electrons. Positrons of energy, 27.52 GeV, slightly
below the design value, are currently used, yielding a centre of mass energy,
p
s  300 GeV. Electrons are now being used for the 1998 running period.
The HERA history is shown in Table 1.1 where the colliding particles and the
luminosity delivered by the HERA machine are displayed.
Year colliding particles HERA delivered L
1992 e
 


























P (27.5 GeV, 920 GeV) 8.1 pb
 1
Table 1.1: History of HERA running.
1.1.1 HERA Injection System
Figure 1.2 shows the HERA injection system which is done in two stages; the
positron and proton acceleration.
The proton acceleration is initiated by accelerating H
 
ions to 50 MeV in the
proton LINear ACcelerator (LINAC). These then enter the DESY III storage
ring, which yields protons by stripping o the electrons. This is lled with 11
bunches having a 96 ns bunch spacing, the same as in HERA, and accelerated up
to 7.5 GeV. Acceleration of up to 70 bunches of 40 GeV protons is achieved in
the PETRA ring. Passage of the protons to HERA is then performed, the whole
process being repeated twice, thereby achieving 210 bunches of 820 GeV protons
with a lifetime of a few days. The HERA proton storage ring uses superconducting
magnets operating at approximately 4 K, producing a magnetic eld of about
4.7 T.
2
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Figure 1.2: Schematic view of the HERA collider, four experimental halls and the
pre-accelerator ring with the injection system enlarged.
Positron formation starts in the LINAC II and LINAC III machines where they
are accelerated to 220 MeV and 450 MeV respectively. Passage into the DESY II
ring allows acceleration of the positrons to 7.5 GeV. After transfer to PETRA II,
70 bunches at a spacing of 96 ns reach an energy of 14 GeV. Finally 210 bunches of
27.52 GeV positrons with a lifetime of about 8 hours exist in the HERA machine.
The separate HERA storage ring for positrons operates at room temperature
using normal conducting magnets.
1.2 The ZEUS Detector
In this section, an overview of the ZEUS detector will be given, followed, in the
subsequent sections, by more detailed descriptions of components relevant to this
thesis. For a more complete description of the ZEUS detector, see [1].
The ZEUS coordinate system is referenced from zero at the interaction point
having the proton beam direction dening the z-axis. The x-axis is perpendicular
to the beam direction pointing towards the centre of the ring and the y-axis
upwards. The proton beam direction therefore denes the polar angle,  = 0

and
low values of polar angle are referred to as the forward direction, with  = 180

being the extreme of the rear direction. The azimuthal angle is then dened with
respect to the x-axis. Of importance in understanding measurements at ZEUS is
knowledge of the denition of pseudorapidity,  =  log(tan(=2)).
3
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Figure 1.3: Cross-sections of the ZEUS detector, shown along (top) and perpen-
dicular (bottom) to the beam direction.
4
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Figure 1.3 shows two cross-sections through the ZEUS detector; in the zy-
plane (along the beam direction) and in the xy-plane (perpendicular to the
beam direction). This displays a schematic layout of the components within
the detector. As can be seen in Figure 1.3, the detector is almost hermetic, with
just the beam pipes preventing it from having 4 coverage.
Starting from the interaction point and moving radially outwards, the ZEUS
detector consists of charged particle tracking detectors surrounding the beampipe.
From Figure 1.3, we see that the innermost section is the VerteX Detector (VXD).
However, this was removed at the end of 1995 so will not be discussed further.
The innermost component is now the Central Tracking Detector (CTD) which is
surrounded by a superconducting magnet providing a eld of 1.43 T. The CTD
is a central component for this analysis, providing the most tracking information
for ZEUS, and so will be discussed in more detail in Section 1.3. At both ends
of the CTD there are the Forward and Rear Tracking Detectors (FTD and RTD)
which provide additional tracking and particle identication information. The
nal tracking detector is the Small angle Rear Tracking Detector (SRTD) which
improves the position resolution for particles, particularly used for the scattered
positron, in the rear direction. All the tracking components combined provide an
angular acceptance of 7:5

<  < 170

for charged particles.
Immediately, outside the superconducting magnet lies the ZEUS calorimetry. The
calorimeter is a high resolution Uranium CALorimeter (UCAL) and is divided
into three sections; the Forward CALorimeter (FCAL), Barrel CALorimeter
(BCAL) and Rear CALorimeter (RCAL). Allied to the UCAL, there is a further
component of calorimetry; the BAcking Calorimeter (BAC), which provides an
energy measurement of late showering particles. The calorimetry will also be
discussed in more detail (Section 1.4) as it is important for the measurement of
jets and cell clusters, which are used to aid electron detection. Between layers of
the RCAL is a Hadron Electron Separator (HES) used for distinguishing between
electromagnetic and hadronic objects.
Surrounding the UCAL and before the iron yoke are muon identication chambers
(FMUI, BMUI and RMUI). Further muon chambers (FMUON, BMUON and
RMUON) surround the iron yoke.
In the rear direction at z =  315 cm is the C5 counter, a lead scintillator around
the beampipe which monitors synchrotron radiation and timing of the bunches.
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Further to the rear is the VETO wall at z =  750 cm which rejects beam related
background.
Further in the direction of the electron beam, two lead scintillators are located
at z =   34 m and z =  104 m which provide ZEUS with its luminosity
measurement and tagged photoproduction events (photoproduction is covered in
Chapter 2). The luminosity measurement will also be discussed in more detail
near the end of this chapter.
1.3 The Central Tracking Detector (CTD)
The CTD [2] is a large volume cylindrical gas container with an inner and
outer radius of 18.2 cm and 79.4 cm respectively and a length of 205 cm. The
















= 0.85:0.13:0.02, also bubbled through ethanol. Both
mixtures have similar properties of gain, drift velocity and Lorentz angle, the
former oering better precision and the latter easier safety precautions and
protection against whisker growth. For the last few years of running, the gas








Of the total angular acceptance provided by the tracking detectors men-
tioned previously, the CTD provides a large portion of this angular coverage;
15

<  < 164

. It provides high precision measurements of the position and
momentum of charged tracks and particle identication through a measurement
of ionisation energy loss, dE=dx.
The wire chamber consists of nine superlayers containing cells with eight sense
wires per cell; see Figure 1.4. The odd numbered superlayers have wires
parallel to the chamber axis; so-called axial layers, whereas the even numbered
superlayers are at a small stereo angle ( 5

), thereby providing good z position
measurement. The rst three axial layers are also equipped with a z-by-timing
system for trigger purposes. This determines the z position of a hit by considering
pulse arrival times at each end of the chamber. Each cell containing the eight
sense wires has a surface eld controlling the gas gain of the signal. The potential
ensures a Lorentz angle of 45

controlling the drift electrons to follow radially
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transverse paths. The drift paths can be seen in Figure 1.4. Ionised electrons
(caused by the passage of a charged particle) shower close to the sense wires, the
positive ions being repelled and drifting towards the negative eld wires, thereby
giving a pulse which is measured and recorded via an electronic read-out.
The nominal resolution for full length tracks in the CTD is 180m in r   





 0:016  0:005p
T













showing ionization drift paths
(b)
Figure 1.4: (a) r  cross-section through the CTD, showing the nine superlayers.
(b) A representation of a single cell.
1.3.1 Track Reconstruction
A detailed description of track reconstruction can be found in [3], but is here
briey described.
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Hits from the outer axial superlayers are combined to form a \seed", which
is extrapolated back to the vertex. As the procedure of extrapolation occurs,
more hits are gathered thereby increasing the precision. This pattern recognition
procedure avoids bad parts of the CTD. Where the extrapolation is long, only the
innermost superlayers are used as there is the least curvature from the magnetic
eld. This ensures a quality of track, reducing the incidence of split tracks.
The pattern recognition procedure is further rened to choose quality tracks which
are tted to a helix model. These tracks are then classied as VCTRHL tracks
and are not required to have come from the vertex. However, in this thesis, we
require the tracks to have come from the vertex, so we choose tracks from the
VCTPAR table which are tracks from the primary vertex found by minimizing a
t to a subset of tracks.
1.3.2 Determination of dE=dx















0 50 100 150 200 250
Figure 1.5: Typical dE=dx pulse for a
low momentum pion exhibiting the Landau
shape and saturation at high dE=dx.
the pulse size from ionised electrons
is the 8 bit r    Flash Analogue-
to-Digital Converter (FADC), which
is connected to all sense wires. The
pulse height is sampled every 9.6 ns,
digitised and stored, in order to be
analysed by the second level trig-
ger. Data accepted by the rst level
trigger is analysed by searching for
\pulse trains" which are 9.6 ns bins
of pulses from the passage of charged
particles. Each pulse is then further
analysed to achieve a pulse height for
a given wire in FADC counts as dis-
played in Figure 1.5. Due to limita-
tions of the read-out with 8 bits, there exists saturation in which the value of
dE=dx exceeds that allowed. This leads to the large spike as seen in Figure 1.5,
where values above 200 are considered saturated. A mean value of dE=dx is found
from the pulse heights by calculating the \truncated mean", which removes the
8
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use of saturated values. The calculation of the truncated mean will be returned
to later.
Before a calculation of the mean dE=dx can be made, a correction procedure is
rst performed to remove any dependence on trajectory or detector response [4].
The raw pulse size of the i
th
FADC hit is P
i




















are the empirical correction factors applied. Corrections are applied for
the following;
 Polar angle, ; this is a path length correction.
 The relative gain of the sense wires.
 The angle  
0
, between the azimuthal angle 
i
and the planar drift
measurement axis. This provides a correction for dierences between
positive and negative tracks being particularly important at low momentum.
 The local Lorentz angle.
 The hit position, z
i
.
 The drift distance.
Distorted pulse size measurements can also be rejected if;
 The trajectory is nearly parallel to the measurement plane.
 The drift distance is near a cell boundary.
 Successive hits are too close together.
After this correction procedure, N hits remain, N
s
of which are saturated hits.
The N hits are then ordered by size and the lowest 10% and highest 30% are
rejected, by way of truncation, leaving N
used
hits. The number of hits then used
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saturated hits. To perform the calculation, at least 4 hits are required and the












= 0. When N
sat
> 0, then a \variable" truncated mean is used [5]
and the mean corrected back to the 10-70% \xed" truncated mean. The average






















R = (N  N
s
)=N:
We are then provided with a reconstructed dE=dx value (in FADC counts) to be
used in particle identication. An oine correction procedure to further rene
the ionisation energy loss measurement will be discussed later in Chapter 7.
1.4 ZEUS Calorimetry
The ZEUS calorimeter [6] is a high resolution compensating calorimeter essential
in this thesis for the reconstruction of jets and clusters of cells. In this thesis,
the full reconstruction of jets is performed using the calorimeter cells. Clusters of
cells are also used as an aid for the identication of electrons from semi-leptonic
decays of heavy quarks.
As was said previously, the calorimeter is a compensating calorimeter, which
implies the response of the calorimeter to electromagnetic and hadronic showers of
the same energy should be the same. Typical showering can be seen in Figure 1.6.
There were ve main priorities for ZEUS with respect to the calorimeter, the
most important being its hermiticity. The solid angular coverage is 99.7% of the
possible 4, the rst priority therefore being achieved. The energy resolution
hoped for was also achieved, being,
10
















for electrons where the energy, E, is
muonhadron electron
Figure 1.6: Typical showering for hadronic,
electromagnetic and muonic matter in the
ZEUS calorimeter.
measured in GeV. The calibration
of absolute energy scale is 1% with
that between dierent sections be-
ing slightly more. Good jet sep-
aration is essential for this thesis,
which heavily relies on jets. The
hadron-electron separation is also
good, although for low energy elec-
trons, we require more information
than just the calorimeter provides.
The almost total solid angular cov-
erage is achieved by three sub-
sections of the calorimeter, the FCAL,
BCAL and RCAL, which provide the coverage (in polar angle and pseudorapidity)
shown in Table 1.2.
















Table 1.2: Angular and pseudorapidity acceptance for the three sections of the
calorimeter.
Each calorimeter section consists of modules; vertical for the FCAL and RCAL,
and radial for the BCAL, each consisiting of towers. These can be further sub-
divided into electromagnetic (EMC) and hadronic (HAC) sections. Each HAC
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cell is approximately 2020 cm and each EMC cell is approximately 520 cm.
A typical FCAL module with EMC and HAC divisions can be seen in Figure 1.7.
The EMC is the inner section of the tower,
Figure 1.7: Cut-away view of an
FCAL module.
with two hadronic sections (HAC1 and HAC2)
outside this. The alternating layers of De-
pleted Uranium (DU) (providing absorption
and hence equal electromagnetic and hadronic
response) and scintillator (for allowing read-
out) can also be seen. The unequal response
is due to hadronic showers producing fewer
photons than electromagnetic showers for a
particle of the same energy. The uranium,
therefore, acts as a compensator by absorb-
ing neutrons and emitting photons which the
scintillator can then detect. By choosing a
suitable thickness of uranium, the same num-
ber of photons are produced for hadronic and
electromagnetic showers of the same energy.
The readout is performed by two photomul-
tipliers (coupled to the scintillator by wave-
length shifters) per cell; the pair ensuring the measurement to be independent of
the impact point of the particles.
1.4.1 Island Finding
Consideration of cell clusters can and has been done in several ways. Initially in
ZEUS, condensates [7] and islands [8] were used, both being clustering packages
based on tower geometry. However, neither were capable of joining clusters
across calorimeter boundaries. It has also been found [9] that showers from
single hadrons often result in multiple clusters in the calorimeter. In Figure 1.8,
the island clustering algorithm is depicted, which is as follows. For each tower
we determine which neigbouring tower has the highest energy and draw an
arrow from each tower to its highest energy neighbour. When the tower has
no neighbour of higher energy than itself, this is then considered a \peak", which
will be the centre for an island. Then considering all towers again and following
12
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Figure 1.8: Schematic of the island clustering algorithm.
the arrows until we reach a peak, we nd that all towers are uniquely associated
with some peak and all those associated with a peak are classied as islands.
Improvements have now been made on the above two procedures, such that island
nding is now performed on the cell rather than tower level. The basic concept
is, however, that of the island algorithm. The island nding is done for each
calorimeter section individually, and they are then joined across boundaries.
This is the clustering algorithm used in this thesis to aid in the identication
of electrons.
1.5 The Luminosity Monitor
The luminosity measurement is essential for any cross-section calculation and is





Integrating over scattering angles, the cross-section can be accurately calculated
































where k is the photon energy, E and E
0
are the initial and nal electron energies,
E
p
is the proton energy, M and m are the proton and electron masses,  is the
ne structure constant and r
e
is the classical electron radius.
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Figure 1.9: The Luminosity Monitor.
Figure 1.9 shows the luminosity monitor comprising the electron calorimeter
(LUMI-e) and the photon calorimeter (LUMI-). Electrons leave an exit window
at z =  27 m hitting the LUMI-e at z =  34 m. The acceptance of the LUMI-e








of (E)=E = 0:18=
p
E (E is in Gev).
Photons leave an exit window at z =  92 m being detected by the LUMI 
at z =  104 m. The detector is protected from synchrotron radiation by a





E (E again measured in GeV).
1.6 The ZEUS Trigger System
The nominal crossing rate of the HERA accelerator is  10 MHz which poses
challenges for the Data AcQuisition (DAQ) and trigger systems. The interaction
rate is dominated by the proton beam interacting with residual gas, contributing
about 10-100kHz, whilst the rate written to tape for ep interactions is between a
few and 10 Hz.
To reduce the rate to less than  10 Hz whilst eciently selecting ep events,
ZEUS uses a three stage trigger system [11] and is shown in Figure 1.10.
The rate is initially reduced to  1 kHz by the First Level Trigger (FLT) which
is a hardware based trigger. Each component used at the FLT has its own FLT
and stores the data in a pipeline awaiting a decision. The decision is made within
14













































Figure 1.10: The ZEUS Data Acquisition and Trigger System.
 2 s after the bunch crossing and passed onto the Global First Level Trigger
(GFLT) which then makes a nal decision in 4.4 s passing the decision back to
the component readout.
The events which pass the FLT proceed onto the Second Level Trigger (SLT).
The SLT is a software based trigger run on a network of transputers, designed to
reduce the rate by approximately a factor of ten. Analagously to the FLT, each
component can have its own SLT, which passes decisions onto the Global Second
Level Trigger (GSLT) [12].
Each component then passes the ltered events to an event builder which lls
the data structure for the Third Level Trigger (TLT). The TLT runs a crude
15
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version of the full reconstruction software and is able to make decisions concerning
global event properties, jet properties and event kinematics. The event rate is
now reduced to a managable  1 Hz. The nal stage is to then transfer the






All particles which are subject to the strong nuclear force, hadrons, consist at
an elementary level of quarks and gluons. The gluons are the propagators of the
strong force, having no charge, but possessing colour. Analagously to Quantum
ElectroDynamics (QED), which describes electromagnetic interactions, the strong
force is described by Quantum ChromoDynamics (QCD) which is the eld theory
of quarks and gluons and their interaction. The coupling of the strong force, 
s
,
increases with distance due to an anti-screening eect. As gluons can couple to
each other, then a gluon can uctuate into a gluon-gluon pair, which causes the
anti-screening eect.
The ep collider at HERA provides an opportunity for tests of QCD. For
performing QCD calculations a larger momentum scale yields more reliable
results. This momentum scale, referred to as the hard scale, is achieved in
these analyses through the production of jets above a certain transverse energy
threshold and through the study of heavy quarks.
In this chapter an introduction to HERA physics and specically photoproduction
will be given. The eects and properties of heavy quarks will be reserved for the
next chapter.
2.2 Electron Proton Scattering
The fundamental, lowest order process in lepton-proton scattering is mediated
either by the electromagnetic or weak forces through the exchange of a photon
17











Figure 2.1: Lowest order processes for neutral current (left) and charged current
(right) reactions.




in the second case. The result of this scattering
process, in which the particle exchanged from the electron interacts with the
proton, can be a high multiplicity hadronic nal state, X. These processes can
be reasonably placed into two classes; neutral current (NC), where the photon
or Z
0
is exchanged and charged current (CC), where the W

is the exchanged
boson. The processes can be summarised as:
e







) + P ! ()X (CC) (2.1)
and are shown in Figure 2.1.



















, two of the following three Lorentz invariant























is the negative square of the momentum transfer of the exchanged boson and
denes its virtuality. In the proton rest frame, y is the fraction of the energy








. In the parton model,
x is the fraction of momentum carried by the struck quark. It is referred to as
the Bjorken scaling variable.
The above three quantities are related to each other and the centre of mass energy
squared, s, via the simple relation,
Q
2
= s  x  y; (2.5)
where the energies are high and the masses can thus be neglected.
An understanding of the variableQ
2
is essential for this thesis, so will be discussed
in more detail. It can be thought of as a measure of the resolving power of the





From this relation, one can see that an increase in Q
2
yields a decrease in
wavelength and hence the photonic probe can resolve smaller objects.
In the exchange of a photon, the cross-section falls rapidly as a function of Q
2
,





. At low Q
2
, the photon dominates the
cross-section over the weak bosons. Only when Q
2
is suciently large are the












= 91:2 GeV and M
W

= 80:2 GeV) the neutral and charged
current cross-sections are found to be of comparable size. This feature can be
seen in Figure 2.2. The converging of the two cross-sections is a justication of
electroweak theory. The high Q
2
region is, however, not relevant to the analysis
work covered herein so will not be discussed further.
For large Q
2
, the scale is provided by this variable and allows perturbative
calculations to be performed. This is applicable down to a scale called 
QCD
which has been experimentally determined to be 
QCD





, the events are referred to as Deep Inelastic Scattering (DIS).
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e+p NC (94+95, prel.)
e-p NC (93+94, prel.)
e+p CC (94)
e-p CC (93+94)
Figure 2.2: Measurement of the NC and CC cross-sections at HERA.
For low Q
2
, there is an exchange of an almost real photon and the process
is referred to as photoproduction. It is obvious that here Q
2
is not a hard
scale, however the transverse momentum of jets may dene a scale in the event.
This hard scale allows the possibility of comparing experimental results with
perturbative QCD calculations.
2.3 Structure Functions and the ep Cross-section
In the region of low Q
2
, single photon exchange dominates the cross-section and










is the leptonic, and W




























Chapter 2 2.3 Structure Functions and the ep Cross-section
where g







). The hadronic tensor, W

, describes all that happens at the
propagator's other vertex, with the proton. In its most general form, W

can













































= 0, only two of the four structure functions, W
i
, remain























































where the structure functions, W
i


























are now the structure functions which contain the information about







































and is referred to as the Longitudinal structure function.
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2.4 The Quark Parton Model
2.4.1 The Simple Approach
Feynman's parton model [14] assumed the proton to be composed of free point-
like objects, called partons. This model views the inelastic scattering of the
electron o the proton as elastic scattering of the electron o the parton within
the proton. Therefore the ep cross-section is given by the incoherent sum of the
electron-parton scattering processes.
In the innite momentum frame of the proton, the partons are assumed to have
zero transverse momentum. When neglecting the masses of the proton and

















Therefore, the Bjorken scaling variable, x, is simply interpreted as the fraction of
the longitudinal proton momentum, , carried by the parton in the hard scatter.
In 1968, Bjorken predicted that the structure functions would depend on only
one variable, x, in the limit Q
2
!1,  !1, where  =
pq
M
, the photon energy






























(x) is the parton distribution function and Equation (2.12) is the Callan-
Gross relation. This relation is a consequence of the partons having spin   1=2
and implies that the cross-section for longitudinally polarised photons is zero.
This prediction, known as Bjorken scaling, was conrmed by results from SLAC
[15] which then lead to the assumption that these spin   1=2 partons were, in
fact, quarks and so the name Quark Parton Model (QPM) was coined.
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2.4.2 The QCD Improved Parton Model
The assumption that the proton consists solely of charged quarks implies that










Experimentally, this value was found to be  0:5 [16], the implication being that
the proton also consists of neutral particles. Evidence for the existence of these





annihilation at DESY [17].
The QPM approach where the proton consists only of quarks was then modied
to include gluons. This then became QCD, where quarks interact via the
exchange of gluons. Gluons, themselves, can split into quark pairs or gluons. The
radiated gluons result in the quarks having a component of transverse momentum.
Coupling to longitudinally polarised photons is then possible, thereby violating
the Callan-Gross relation. The value of the longitudinal structure function, F
L
,





As a result of the gluon radiation, exact scaling of the structure functions
(i.e. dependence only on x) is violated and a logarithmic dependence on Q
2
is introduced. The photon at low Q
2
is then interpreted as resolving the
valence quark substructure. At high Q
2
a quark may have radiated a gluon
and consequently having a fraction of momentum, x, less than its original value,
or alternatively, it may have arisen from gluon splitting.
At large values of x, where the valence quarks dominate, the quark density (and
hence F
2
) falls with increasing Q
2
whereas at low x, the number of \sea" quarks









been demonstrated at HERA [18].
2.5 The Evolution of Partonic Densities
The logarithmic Q
2
dependence of the structure functions can be predicted by
accounting for the qqg vertex and modifying equation (2.11) to
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where q(y) = f
q
(y) is the quark structure function,  is a lower limit on the
transverse momentum to regularise divergences which occur as the transverse
momentum squared tends to zero and P
qq
(z) represents the probability of quark
emitting a gluon and then having a momentum fraction z and is called a splitting











































































, the photon starts to resolve the point-like valence quarks within
the proton. QCD then predicts that with increasing Q
2






resolution power increases and the quark itself (surrounded by a sea of partons)
is \seen". The quark structure function can be calculated for any value of Q
2
,
given some reference value q(x;Q
2
0
) by considering the change in q(x;Q
2
) for a





























By then considering a quark evolved from a gluon in a pair production process,
the evolution of the quark density distribution can be modied further. The
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used in the DGLAP
equations.
same procedure can also be applied to the evolution of the gluon density
distribution by considering gluons resulting from quarks or gluons. The resulting


















































































) is the quark density function, for each quark avour i and g(x;Q
2
)






which are shown in Figure 2.3. They represent the probability of a parton k of
momentum fraction y emitting a parton j of momentum fraction x.
The parton evolution can be seen as the sum of ladder diagrams where each
\ladder" corresponds to a gluon emission as in Figure 2.4. Each diagram with















 1, which is dominant at large x and Q
2
. In this regime, each


























equations can be solved to give the parton distributions as a function of x for
all Q
2
. This minimum value Q
2
0
, cannot presently be calculated so relies on an
experimental determination.
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Figure 2.4: Parton evolution diagram showing the k
t
ordered gluon emissions.
As was stated these evolution equations describe the physics at high x and Q
2
ignoring terms of log(1=x) whose importance arises at low x. The terms at low





which are now not ordered in transverse momentum resulting in the Balitsky-
Fadin-Kuraev-Lipatov (BFKL) equation [20].
A unication of the two methods leading to a complete description of the
parton distribution function's x and Q
2
dependence is an obvious goal, but is
experimentally as well as theoretically challenging.
2.6 Photoproduction Processes
Having given a description of the dynamics of electron-proton scattering and the
processes at HERA, the aforementioned photoproduction will be discussed in
detail. The processes under study in this analysis are termed photoproduction
and so an understanding of its principles is required.
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As we can now think of electron-proton scattering as photon-proton scattering due
to the exchange of the virtual photon between the electron and proton, the total
ep cross-section can then be expressed in terms of the p cross-section. In the limit
of low Q
2







the transversely polarised p cross-section as the longitudinal component can be























). This is known as the equivalent photon
approximation (EPA). This can be interpreted as the probability to nd a




which using the Weizsacker-Williams



























is the kinematic lower bound.
Photoproduction can be studied at HERA at an energy of an order of magnitude
higher than previous experiments. The two fundamental processes associated
with photoproduction can be investigated. These two processes are the so-called
\direct" and \resolved" photon interactions.
2.6.1 Direct Photoproduction
Direct photoproduction is so-called because in this process, the photon can be
thought of interacting directly in the hard sub-process. The photon acts as a
pointlike object interacting with the parton from the proton; a property which
distinguishes photon-proton from hadron-hadron scattering. As all the photon's
energy couples to the parton, the nal state of the process is expected to be of
higher transverse momentum than for hadronic type interactions in which only
part of the photon's energy participates. The two LO direct photoproduction
diagrams can be seen in Figure 2.5. The QCD Compton process in Figure 2.5a
shows the photon coupling to a quark within the proton which then radiates
a gluon before hadronisation. In Figure 2.5b, the photon couples to a quark
coming from a \split" gluon in the proton which produced a quark-antiquark
27







Figure 2.5: Leading order direct processes; (a) QCD Compton and (b) Boson gluon
fusion.
pair. This is termed boson-gluon fusion. Both have nal states consisting of two
high transverse energy jets where in the case of the QCD Compton process one is
a quark and the other a gluon jet and in boson-gluon fusion both are quark jets.
2.6.2 Resolved Photoproduction
In resolved photon processes, the photon acts as a source of partons one of which
interacts with a parton from the proton in the hard sub-process. In the case of
a resolved photon only a fraction of the photon's energy participates in the hard
interaction. Examples of resolved photoproduction diagrams at LO can be seen
in Figure 2.6. In Figure 2.6a, a gluon from the photon interacts with a gluon
from the proton in what is termed gluon-gluon fusion. However, in Figure 2.6b
it is a quark from the photon which interacts with the gluon from the proton.
Again these two processes dier in that the nal state consists of two quark jets
in the case of Figure 2.6a and one quark and one gluon jet in the case of Figure
2.6b. It seems to therefore possess the same nal state as direct processes. This,
however, is not true as in addition to the two jets, proton remnant and scattered
electron, there is a photon remnant.
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Figure 2.6: Examples of leading order resolved processes.
2.6.3 Generalised Photoproduction Model
Direct and resolved processes at LO and those diagrams shown in Figures 2.5
and 2.6 can be generalised and are shown in Figure 2.7 for jet production. The
dotted line in the gure represent the cut-os between the hard process which
can be calculated perturbatively and the non-perturbative parton distribution




, are arbitrary, but are chosen to
be  p
T
, the transverse energy of the jet, allowing the incoming parton a large
region of phase space in which to evolve. As the hard sub-process is independent
of the factorisation scale, a variation of the scale would only eect the parton
distribution functions.
The dierential cross-section for the generalised model can be separated into




























































































, the density functions of the proton and photon respectively.
At Next-to-Leading Order (NLO), there are also contributions from 2! 3 parton
scattering, which are dependent on the factorisation scale. By varying 

, the
amount of 2 ! 3 processes at NLO and the amount which are in fact simply
LO processes varies. More specically an ambiguity between NLO direct and LO
resolved arises and is dependent on 

. The advantage of NLO over LO therefore
lies in the reduction of the dependence on the factorisation scale.
2.6.4 The Structure of the Photon
Consider deep inelastic e scattering as in Figure 2.8 which is formally analagous





, scattering o a real target photon with virtuality P
2
 0 producing a
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γ (P2 ≈ 0)
e e
γ * (Q2)
Figure 2.8: Feynman diagram for e diagram with a virtual photon, 

, probing
an on-shell photon, .
where x  Q
2




s being the total centre of mass
energy.
The beauty of the e cross-section is that unlike in ep scattering, the structure
functions can be computed in the Quark Parton Model. Unfortunately the result
depends on the mass of the constituent quarks which are not well dened in eld
theory.





























where the sum runs over all quark avours, i, of charge e
q
i
and the factor of two
accounts for quarks and antiquarks.









































































































represents the  ! qq splitting and the P
jk
are the splitting functions as
mentioned in Section 2.5.
At large values of x, the production of quarks comes predominantly via the  ! qq
splitting. As this coupling is electromagnetic, the number of u quarks produced
is four times that of the d quarks due to their relative electronic charge. At low
values of x however, the quarks are produced from the gluon splitting process
and here there are an equal number of u and d quarks as the strong force does
not dierentiate between charge.
There are currently a large number of photon parton density parametrisations




assumptions need to be made. These assumptions dier in dierent models and




of deciding the form of the input densities. HERA could provide interesting
information that would allow the testing of these dierent parametrisations. The
study of heavy quarks will naturally be useful as assumptions of their contribution
are made.
2.6.5 Dijet Photoproduction Results at HERA
The distinction between resolved and direct photon processes to LO as was
shown previously is theoretically dened whereas at higher orders the distinction
between the two becomes ambiguous. The relevant contributions from the
two processes in the photoproduction of jets were compared to xed target
experiments in 1979 [23]. The contribution from the resolved photon processes
was found to be small. With the building of HERA, the contribution from resolved
processes would be large and consequently their observation possible. With the
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knowledge of their properties already espoused, an experimental distinction and
observation can be made.
The observation of resolved photon processes was seen in the early stages at
HERA [24] via the observation of large energy deposits in the rear (electron)
direction consistent with a photon remnant. A distinction between the two
was also seen [25] and an experimental separation of the two processes can be
performed. This separation is based on the knowledge of the fraction of the
photon's momentum, x

, participating in the interaction. For the LO QCD
diagrams shown in Figures 2.5 and 2.6, energy and momentum conservation yield


















is the initial photon energy. For direct events, this value is one and
for resolved events it is less than one. Translating this into an experimentally
measurable quantity, we sum over jets instead of partons. Equation (2.28) then



















where the sum runs over the two highest transverse energy jets. Due to eects
of hadronisation and/or higher order eects, the value of x
obs

is not one for




the Monte Carlo simulations of resolved and direct and processes to the data
measured, the two processes can be observed. This is shown in Figure 2.9 [27]
where the experimental cut-o between the direct and resolved is also shown.




= 0:3 even when a MultiParton Interaction (MPI) model is included. The
description of this region without MPI is poor using both generators.
Having found the existence of the two types of processes, the next question to
then ask is of their form. In Figure 2.6, there are two examples of LO resolved
processes and it is reasonable to ask if one dominates over the other. This can be
determined by studying the dijet angular distribution which is dependent on the
propagator of the process. The angle between the jet-jet axis and the beam axis,
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Figure 2.9: The x
obs

distribution in dijet events for data (black dots) compared with
HERWIG with and without MPI (solid line and dotted line), and PYTHIA with
MPI (dashed line) Monte Carlo generators. The shaded area represents direct
only events as generated by HERWIG and the vertical line is the experimental cut
to separate direct and resolved processes.

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is the pseudorapidity of the highest and 
jet2
the pseudorapidity of
the second highest jet in transverse energy. At LO, direct processes involve a
quark as a propagator (see Figure 2.5) whereas resolved processes can have quark
(Figure 2.6a) or gluon (Figure 2.6b) propagators. A quark propagator, with spin-




and a gluon with





that in the case of resolved photon processes the angular distribution will rise
rapidly in line with the gluon being the dominant process.
This was conrmed in dijet photoproduction at ZEUS [28] by measuring the
dijet angular cross-section for resolved and direct events where the direct-resolved






 0:75 (< 0:75) are classied as
direct (resolved) - as previously mentioned, and is shown in Figure 2.10.
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0 0.2 0.4 0.6 0.8
Figure 2.10: Dijet angular cross-sections for resolved (black dots) and direct (open
dots) compared to LO and NLO QCD predictions and HERWIG and PYTHIA
Monte Carlo.
These and other results from HERA are for inclusive dijet photoproduction, i.e.
there are no other requirements. As the analyses in this thesis also tag heavy
quarks in dijet photoproduction, the phenomenology of heavy quarks is discussed
and is the subject of the next chapter. The results shown here, however, provide
an interesting baseline for comparison with future results so the eect of a charm
or beauty quark can be seen. The questions provoked are amongst others;
 Is there direct and resolved charm and beauty production at HERA?
 What are the dominant resolved and direct diagrams?
 Is there any charm or beauty in the photon?
These points will be discussed and some of them answered in the coming pages.
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The study of heavy quarks yields the opportunity of studying perturbative QCD
with an additional hard scale to that of the transverse energy of the jets; that
of the quark mass. The charm mass is approximately that of the hadronic
scale and is at the (lower) limit of applicability for perturbative QCD. This
implies the study of semi-perturbative eects may be better performed through
measurements of the charm rather than the beauty quark. The mass of the beauty




) so would theoretically provide the
better tests of perturbative QCD.
Hadroproduction and photoproduction data from xed target experiments agree
qualitatively with QCD predictions but quantitative deviations remain. This
prompts the question as to whether simple non-perturbative models such as
fragmentation eects and intrinsic transverse momentum are sucient to explain
the deviations. The new possibilities provided by HERA are the wide kinematical
range for photoproduction allowing the study of the photon and proton stucture
functions and the study of heavy quark jets as in this thesis.
Initially, heavy quark production at xed target experiments will be briey
discussed [29]. This is by way of introducing the history of heavy quark
photoproduction. Theoretical aspects of photoproduction (and hadroproduction)
allied to relevant results will then be discussed in the context of photoproduction
at HERA. There is a large number of results on heavy quark production,
particularly from LEP and the TEVATRON, but we will only consider those of
direct relevance to the studies in this thesis. We will therefore omit any discussion
on the wealth of data on for example, lifetimes, quarkonia production or CP
violation.
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3.1 Heavy Quark Production at Fixed Target
Experiments
Heavy quark production has been extensively studied at a number of xed target
experiments at centre of mass energies of about 10 - 40 GeV. At this energy the
cross-section for beauty quarks is low so most studies concentrated on the charm
quark.
If one considers the photoproduction data for the total charm production cross-
sections at xed target experiments compared to pQCD calculations, qualitative
agreement but quantitative deviations can be clearly seen (see Figure 3.1). These
results from N collisions clearly show a broad agreement with QCD predictions,
but no consistent value of charm mass or renormalisation scale can be interpreted
from the comparison. Looking at a data set from one experiment in isolation,
one can see that the E687 data is consistent with a charm mass of 1.2 GeV and
inconsistent with a value of 1.8 GeV whilst the E691 data is inconsistent with
m
c
= 1.2 GeV, but consistent with m
c
= 1.8 GeV. To constrain the physical
parameters, the (sometimes large) discrepancies between experiments need to be
resolved.
Figure 3.1: Total pair cross-section for c production in N collisions from the
NA14 [30], E687 [31] and E691 [32] collaborations compared to QCD predictions.
The bands represent (for a given charm mass) the variation due to the choice










Single inclusive distributions have also been measured at xed target experiments
and compared to QCD predictions. The eect of non-perturbative phenomena
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coupled to the pQCD predictions have also been studied by, for example,
introducing an intrinsic transverse momentum for the incoming partons (the so-
called \k
T
kick") and introducing a hadronisation for the charm quark. Figure 3.2
shows the inclusive p
2
T
distribution of charmed hadrons in N collisions from the
E687 (Left) and E691 (Right) collaborations. On comparison of the data with
theoretical predictions, it can be seen that some non-perurbative component is
needed to describe the data, although it is reasonably insensitive to the value
of the \k
T
kick" chosen. The convolution of the pQCD prediction with a
fragmentation function is however necessary.
Figure 3.2: Distribution in p
2
T
for charmed hadrons from the E687 [31] (left) and
E691 [32] (right) collaborations compared to NLO pQCD (m
c
= 1.5 GeV) and
NLO pQCD with non-perturbative eects (from [29]).
Correlations between charmed quarks have also been studied in photoproduction
data; namely , the angle between the momenta projections of the pair onto





values are again thought to be sensitive to non-perturbative eects such as the
\k
T
kick". Photoproduction data has been compared to NLO QCD calculations
with an added \k
T
kick" [29]. Both distributions indicate a sensitivity to \k
T
kick" but the value which gives the best description of the data is dependent on
experiment and distribution.
From these results it can be seen that the data from xed target experiments
yields more questions than it answers being hindered by the limited kinematic
range and dierences between experiments. No serious kinematic constraints on
the charm quark can be placed and no serious measurement of the beauty quark
was made, due to lack of statistics.
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3.2 Heavy Quark Production at HERA
There are two theoretical advantages to the study of heavy rather than light
quarks in photoproduction. As mentioned at the beginning of the chapter,




) ensures that perturbative calculations are more






might be non-negligible for the charm




, reliable total cross-sections could
be predicted. Secondly, the study of heavy quarks also reduces the number of





is the only direct photon process at LO. To LO this process is directly sensitive
to the gluon content of the proton. The question of the relative contribution of
LO resolved processes is less clear. Heavy quark \excitation" processes;
Qg ! Qg;
(the charge conjugate being implied), where the heavy quark comes from the





is a question that studies at HERA hope to answer. It is addressed in this
thesis. Coupled to the unexplored kinematic region in photoproduction available
at HERA, the study of heavy quarks promises to yield interesting results.
At LO, heavy quark production, like light quark production, is considered as
the sum of direct (pointlike) and resolved (hadronic) components. Therefore,
the general photoproduction description given by Equations (2.21 - 2.23), also
describes photoproduction for heavy quarks. However, we must remember that






are not necessarily valid and the mass must
be included. We should also consider that the pseudorapidity is a massless
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The subsequent treatment of what constitutes direct and resolved and in which
proportions is where dierences in theoretical models occur. For example, the
\excitation" process, stated in the previous paragraph, can be considered, at
suciently high transverse momenta, as a LO resolved process or alternatively a
NLO direct process.
3.2.1 Perturbative Formalism of Heavy Quark
Photoproduction









has been calculated to O(
2
s
) [33]. The total cross-section for a photon-hadron




















































are the parton densities of the hadron and photon respectively
and  is the factorisation scale. The short distance cross-section, ^ for a photon-






















where  = 4m
2
=s and s is the partonic centre of mass energy. The second term
in Equation (3.1) is simply the cross-section for the hadroproduction process
of heavy quarks, where the hadron parton density function is replaced by the



























The dimensionless function f
j
has the following perturbative expansion,
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are given in [33]









are determined by renormalisation group arguments and use the explicit forms
[35, 36] of the Altarelli-Parisi kernels, P
ij







obtained by performing a complete O(
2
s










are again given in [33] and [34].
From our perturbative expansions in Equations (3.4) and (3.5), we see that the
expansion parameter is that of the mass of the quark, m. Here we see clearly for
the rst time the reasoning behind statements about the mass being important in
perturbative expansions. The above expansions are why the question of whether




) for reliable perurbative
calculations exists. Correspondingly, the equations demonstrate why the beauty
quark with a larger mass provides a more reliable perturbative expansion. Allied
to this we have an uncertainty in the actual quark mass, which then feeds into
the perturbative expansion.
The above perturbative calculation (of which [37] is another) is for single particle
inclusive cross-sections. This has been extended in [38] to provide fully exclusive
cross-sections allowing more detailed comparisons with the data. This was
extensively done in [29] a few examples of which appeared in the rst section
of this chapter. This benchmark calculation uses what is referred to as the
massive scheme [39], with certain extensions thereof called the massless scheme
[40, 41, 42]. These schemes will now be discussed in turn.
3.2.2 Massive Scheme
The massive scheme assumes the gluons and light quarks to be the only active
partons in the photon, the heavy quarks not contributing to the evolution of the
42
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running coupling constant or the structure functions of the proton or photon.
The heavy quark is produced dynamically in the hard sub-process. Therefore we
have only two LO resolved processes,
gg ! Q

Q; qq ! Q

Q;
where the former process is expected to dominate over the latter by signicant
factors of approximately three or four depending on the parametrisations used
[43, 44].
The massive calculation for photoproduction [45] is heavily based on the
hadroproduction calculations [38, 46]. The calculation is implemented as an
eective \parton Monte Carlo" generator and can be used widely.
We can see the problem with our perturbative calculation; that of the mass in
the perturbative expansion. Only when the coecients of the coupling constant
remain small will our expansion be reliable. However, a limitation of the method
arises at high p
T





), become large, forcing
the series to diverge. In the massive scheme, soft and collinear divergences are
treated by generating sequences of correlated events such that cancellation of
the divergences occurs. This method developed in [47] removes the need for
articial regularisation required when a light parton accompanies the heavy quark
pair. Alternatively, these logarithms need to be resummed by treating the heavy
quark as massless and leading to a reduced sensitivity to the renormalisation
and factorisation scale. The scale at which the resummation of these logarithms
becomes important is as yet uncertain, but phenomenological analyses show this
is at large p
T
of about 20 25 GeV [48].
3.2.3 Massless Scheme
The massless scheme treats the charm quark as an additional active avour above





, the quark reverts to an inactive
avour, the light quarks and gluons being the only active avours as for the






providing perturbative fragmentation functions for the heavy quark
containing the logarithmic dependence. However, the method is not reliable at
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[49] and so total cross-sections cannot be calculated. As a result of the
method, we have extra LO resolved processes;
gQ! gQ; qQ! qQ;
which are termed avour excitation processes and an example is depicted in
Figure 2.5b. These processes which are present in the massless scheme as part
of the structure of the photon, also in some proportion contribute in the massive
scheme, but only in the hard sub-process.
The fragmentation functions, D
Q
k
, can be evaluated in perturbative QCD at a
scale of the heavy quark mass and evolved up to the factorisation scale through


































































































































Total ACFGP-mc ⊗ MRSA
√s = 296  GeV (26.7 ⊗ 820)
ylab = 1 ξ = 1
FMNR
PFF
Figure 3.3: Comparison between the mas-
sive (FMNR) and massless (PFF) calcula-




contained in the fragmentation func-
tions as stated previously. The





= 1=2. The splitting func-
tions from light quarks to heavy
quarks are zero.
Comparison of the two schemes,
massive and massless has been per-
formed by one of the groups [48]
and the two schemes found to yield
similar results. The comparison of
the (unphysical) direct and resolved
however, shows dierences but the
(physical) sum of the two demon-
strates good agreement as is shown in Figure 3.3.
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The two descriptions can be used for comparison with HERA data for all heavy
quarks, c, b and t. The calculations themselves have been performed in the
literature for predominantly charm and beauty and we can now start to compare
particularly the charm calculations with HERA data. The quantity of data for
the production of heavy quarks at HERA has so far been rather small but is
increasing. Serious comparisons have now been made between data and the two
schemes above espoused. In the next section we will discuss the methods for
tagging heavy quarks at HERA and then discuss some results with respect to
comparisons with the above schemes.
3.2.4 Identication of Open Heavy Quark Production at
HERA
Identication of open heavy quarks at HERA has so far primarily been achieved
through the tagging of decay products of the D

(2010) meson as a means of
selecting charm. Most currently published data on open heavy quark production
in photoproduction and DIS from both ZEUS and H1 have used the D

tagging
method. No published data on open beauty production from ZEUS or H1
currently exists. For the most recent publications on charm production from
both collaborations, see [50] and [51]. The tagging method for the D

meson








































) = 145.420.05 MeV [52] yields a low momentum, \soft"
pion, 
s
. This value is just above the threshold of the m(K
s
)   m(K) and
the m(K
s
) m(K) distributions where the phase space contribution is
small [53].
The only other method published in [51], by the H1 collaboration is the tagging
of inclusive decays of the D
0
(1864) meson to a K pair. Without the use of
a microvertex detector for the tagging of secondary vertices and the pre-1997
limitation in luminosity, further methods of tagging heavy quarks have proved
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dicult. The D

meson tagging method also suered from statistical limitations
until the use of the 1996 and 1997 combined data sample as in this thesis and [50].
Considering the branching ratios of the above processes, we can understand why.
The c! D

ratio has been measured to be 22.20.2% [54]. The branching ratios
for those decays in Equations (3.8) and (3.9) are 2:63  0:08% and 5:2  0:3%
respectively [52]. The large increase in statistics now available at HERA has
opened up the oppportunity to study other decay channels of heavy quarks. There
is the possibility of tagging other meson decay channels via particle identication
techniques or leptonic or semi-leptonic decays to electrons or muons. In this
thesis, we investigate a new decay channel in photoproduction, that of inclusive
decays to electrons. The inclusiveness of the decay implies a large branching
ratio. Extensive work (although not yet published) has already been done on
decays of charm to electrons in DIS at ZEUS [55, 56].


























region to be measured, Equation (8.2).
identication information as will be de-
tailed in Chapter 7. The identication
of muons from heavy quark decays uses
the muon chambers. The separation of
those decays from dierent quarks then
has to be addressed if we want to make
a measurement of charm or beauty, the
same method being used for both de-
cays to muons and electrons. All further
discussions on the quark separation will
be specic to electrons unless otherwise
stated. Naturally, the detection of sec-
ondary vertices would greatly simplify
the procedure, but this information is
not currently available at ZEUS. We therefore have to consider other methods
and properties of the quarks and their decay products. For example, we would








eective for a beauty measurement. However, the method of separation used in
this thesis is by considering the momentum of the electron transverse to the axis
of the jet which the electron is closest to. This quantity we henceforth refer to
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. The quantity is larger for electrons decaying from beauty quarks than
for charm or light quarks as can be seen in Figure 3.4. Figure 3.4 shows the p
rel
T
distribution as predicted by Monte Carlo in the kinematic region under study;
Equation (8.2). Shown are the contributions for charm decays (63%), beauty
decays (16%) and other decays (21%). The separation of what constitutes the
dierent contributions is explained in Chapter 5, where the Monte Carlo used is
discussed. Figure 3.4 clearly demonstrates a marked dierence with decays from
beauty quarks populating large values. Then using Monte Carlo with the three
components, we can allow their relative contributions to vary and t them to
the measured data. This will give us a percentage for the component of beauty
required and hence the chance of a possible observation.
An advantage of looking at an inclusive electron sample is that we can measure
properties of both charm and beauty quarks, containing both in our nal sample.
The second analysis performed in this thesis which looks for electrons provides
us with another method for tagging charm at HERA allied to the reconstruction
of D

mesons. Perhaps more signicantly, decays to leptons currently provide us
with the only method available to tag beauty at ZEUS.
3.2.5 Heavy Quark Results from HERA
Recent results on the production of D

mesons [50] have allowed an extensive
comparison with massive and massless calculations. This paper has superceded
the previous 1994 results [57] in which comparisons were also made to massive [39]
and massless calculations [40]. In [50], inclusive cross-sections for the D

meson
were measured and the properties of dijet events with a tagged D

meson were
investigated. Before discussing the measurements and comparisons with data we
rst discuss how the NLO calculations are interfaced to be directly comparable
with a cross-section in terms of a hadron and not the quark itself.
For the massive calculation, the MRSG [58] structure function for the proton
and the GRV-G HO [59] structure function for the photon were used. The










and the factorisation scale
twice this value, where the value for the charm mass, m
c
= 1:5 GeV was used.
The charm is then fragmented into a D

meson using the Peterson fragmentation




, where z is the fraction of the
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momentum of the charm quark taken by D

meson. We then achieve a cross-
section in terms of the D

meson by convoluting the partonic cross-section with
the fragmentation function. The value of " was initially chosen to be " = 0:06





data [42] have suggested a lower value of " = 0:02 is more appropriate
and so was also used.
In the case of the massless calculations, the CTEQ4M [62] structure function
for the proton and the GRV-G HO [59] structure function for the photon were
used by both sets of authors. The renormalisation and factorisation scales
and the charm mass are the same as before. The non-perturbative component
of the fragmentation is tted to the Peterson function [60], the perturbative
fragmentation has the forms as in Section 3.2.3. The t to the Peterson function




data [63] on D

production to extract the "
parameter. The two tted values for the specic calculations are " = 0:116 [40]
and " = 0:02 [42]. Alternative tting functions, besides the Peterson form, for




data were also used, yielding similar results.
The decays of the D


























D* →  (K pi) pis
D* →  (K pi pi pi) pis
µR = 0.5 m⊥, mc = 1.2 GeV
Massive, ε = 0.06
Massive, ε = 0.02
Massive, ε = 0.02,
Massless Kniehl et al. (upper)
Massless Cacciari et al. (lower)








two decay channels. The data is com-
pared to massive calculations and the
two massless calculations.
discussed in the previous section and
the experimental techniques will be dis-
cussed in Chapter 6. In [50] D

mesons
were reconstructed through the decay
channels in Equation (3.8) and (3.9).
For the inclusive cross-section measure-





) > 2 GeV/c in the pseudo-
rapidity region, j(D

)j < 1:5. Pho-






a photon-proton centre of mass energy,
130 < W < 280 GeV.





is shown in Figure 3.5. The displayed
data are for the two decay channels and they are compared to the massive
and massless calculations. The two lowest massive curves lie consistently below




). The two curves are for the dierent " parameters,
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" = 0:06 (dot-dashed line) and " = 0:02 (dashed line), with the nominal
values for the scales and charm mass. Choosing extreme values of the scale
and charm mass (dotted line) displays reasonable agreement but still lies too




). The massless calculations (solid) also
generally lie below the data. Of signicance is the disagreement between the
two massless calculations in normalisation which must be resolved, the shapes
being similar. Also of signicance is the comparison between the massless and








) data is better





). However, as was mentioned previously, the massive calculation









which does not appear to be the case in Figure 3.5. The hardening of the massive
calculation relative to the massless calculation as we increase in p
T
is however
expected (see Figure 3.3). Before making rmer statements we will move onto
the cross-sections as a function of (D







































(a) p⊥D* > 2 GeV
D* →  (K pi) pis
Massive, ε = 0.06
Massive, ε = 0.02
Massive, µR = 0.5 m⊥,















(b) p⊥D* > 3 GeV
Massless Kniehl et al.
(upper)
















(c) p⊥D* > 4 GeV
D* →  (K pi) pis















(d) p⊥D* > 6 GeV










. The data is compared to massive calculations
and the two massless calculations.
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In Figure 3.6 the dierential cross-sections, d=d
D











) cross-section. For the nominal scale and charm mass values, the massive
calculations generally lie below the data. By choosing the extreme values we
again receive a higher cross-section but this lies below the data in the forward
region. As was performed when comparing to the xed target data, a \k
T
kick"
was folded into the massive calculation. This had little eect, increasing the
cross-sections by about 10%. In the case of the massless calculations, we again
see a dierence in the overall normalisation. The calculations agree generally in








The above results represent the most signicant comparison of data with massive
and massless NLO calculations for charm production published at HERA. Clearly
more measurements and hence comparisons to theory are needed for a more
complete understanding of charm quark production. Measuring the beauty quark
would also be of benet providing us with a more rigourous test of QCD, being
less dependent on non-perturbative factors. A measurement of  production
has been preformed by the ZEUS collaboration [64]. The measured elastic 
photoproduction cross-section was found to lie above QCD predictions. However,
a more recent calculation [65] shows good agreement between the data and the
QCD prediction. Open beauty production has been observed at HERA by the
H1 collaboration and a preliminary cross-section measured [66]. The cross-section
was found to be a factor of 5 higher than calculations based on LO QCDmodels.
This will be discussed further in Chapter 9 and compared to the results shown in
this thesis. Also, results from hadron colliders have caused much speculation as
reviewed in the next section.
3.3 Beauty Production at Hadron Colliders
The beauty quark dierential p
T
spectrum has been measured at hadron colliders
by integrating over a rapidity range, y
max




























Chapter 3 3.3 Beauty Production at Hadron Colliders
NLO QCD calculations exist for this distribution [67, 68] and the cross-section
has been measured by the UA1 experiment at CERN and the CDF and D0
experiments at the TEVATRON. The UA1 measurement restricted the rapidity
to jyj < 1:5 with a centre of mass energy,
p
s = 630 GeV [69]. The experiment
measured four dierent decay channels, but all with a muon in the nal state,
nding reasonable agreement between the data and QCD calculation. Through
extensive study of many decay channels, the CDF experiment has also measured
the cross-section in Equation (3.10), for a rapidity limit, jyj < 1 and a centre
of mass energy,
p
s = 1800 GeV [70]. Similarly, the D0 collaboration has
also produced results in the above rapidity region for the same centre of mass
energy [71]. The results from the three collaborations have all been compared
to the NLO QCD calculations and collected together in [29]. We show the
comparison with the NLO calculations for the CDF collaboration by way of
example in Figure 3.7. From Figure 3.7, we see that the data lies consistently
above the central theoretical prediction, whilst being compatible with the upper
limit predictions for extreme values of the beauty mass and scale as detailed in
the caption.
Figure 3.7: CDF data on the integrated b-quark p
T
distribution compared to NLO
QCD (from [29]).
A more revealing comparison was performed in [29], in which the ratio of the
measured data to the theoretical prediction was analysed as a function of p
min
T
for the results from all three collaborations. The results are shown in Figure 3.8.
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The dotted line is a constant t to the data points, the value given in the top right-
hand corner for each experiment, and the solid lines are the upper, central and
lower theoretical predictions. From Figure 3.8, we see that the three experiments
dier in the factor they lie above the theoretical prediction, the CDF data being




shape of the data is predicted by perturbative QCD, the upper limit reproducing
the magnitude in the case of the UA1 and D0 data.




The results from hadroproduction shown are reasonably provocative representing
an \upper limit" of pQCD predictions and question what the results in
photoproduction would be. As was said no measurements or even observations
of open beauty production have so far been published at HERA and results
compared to NLO calculations is an obvious goal.
3.4 Heavy Quark Jets
The study of jets containing heavy quarks, should allow us to test perturbative
QCD predictions more thoroughly than inclusive measurements. The transverse
energy distribution of a jet containing a heavy quark should be more reliable than
the transverse momentum of the heavy quark. As we have seen previoulsy, at







Chapter 3 3.5 Summary
perturbative expansion due to the emission of collinear gluons. However, in the
measurement of E
T
of the jet, these collinear gluons are included in the jet along
with the heavy quark so analagous large logarithms do not appear.
The limitation in statistics so far achieved at HERA prevented the study of heavy
quark jets until [50]. In [50] the x
obs

distribution for dijet events with a tagged D

meson was measured. The measurement forms part of this thesis and is discussed
in some detail in Chapter 6 so will not be further discussed here.
The use of jets is also essential to this thesis for the study of direct and resolved
processes and for the identication of beauty quarks.
3.5 Summary
From this chapter, we can see that the knowledge of heavy quark production,
both experimentally and theoretically, in photoproduction is somewhat mixed
and limited. Elements of charm production have been measured but do not
reveal a consistent picture, whilst little information exists on beauty production.
The aim of this thesis is to make measurements of heavy quark production and
provide us with at least the start of a coherent picture at HERA.
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Event and jet kinematics are reconstructed from measured quantities with a
particular resolution and may suer from systematic shifts. We discuss the
reconstruction of the relevant event variables, y and Q
2








. Having dened these kinematic variables we then discuss the







4.1 Reconstruction of y and Q
2
There are many ways of reconstructing the variables, y and Q
2
[72], two of which
are here discussed. The two used in this thesis are the so-called \electron-method"
and the \Jacquet-Blondel method" and are described in the following sections.
4.1.1 Electron Method
The electron method is theoretically simple and relies only on the knowledge of
the energy of the scattered lepton, E
0
e
and the angle of the scatter, 
e
. For a given
initial lepton energy, E
e

























Photoproduction events are dened by seeing no scattered lepton in the calorime-
ter, that is, high values of 
e
. At ZEUS, the angles through which the lepton
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scatters when it is not seen in the calorimeter are greater than  177

. From
Equation (4.2), we can see that this corresponds to low values of the photon virtu-
ality, Q
2
. In this thesis (and for ZEUS photoproduction analyses in 1996 and 1997
in general) Q
2
is limited to be less than 1 GeV
2
. The region of photoproduction





















is the energy of the incoming photon. We can therefore interpret
y
e
to be the fraction of the incoming lepton's energy carried by the photon. In
Monte Carlo simulations where we know all about the scattered lepton, the above
formulae can be used. However, in the data, we have an eective anti-tag on the
lepton as it is scattered down the beam-pipe. Consequently, we consider another
method of reconstructing our kinematic variables.
4.1.2 Jacquet-Blondel Method
The Jacquet-Blondel method [73] calculates the variables y and Q
2
from the
hadronic nal state. The hadronic nal state is all particles except the scattered






































Obviously, the above sum cannot experimentally be over hadrons, but is for
calorimeter cells. If the scattered lepton is found in the calorimeter, then the
cluster of cells associated with it are eliminated from the calculation. The
identication of the scattered lepton is not 100% ecient, so its energy deposit
will sometimes enter into the above summations. This will yield high values
of y
JB
 1, which are removed in the case of photoproduction events as DIS





, their positions are rst corrected for the position of the event vertex.
This process is essential before any quantity can be reconstructed from calorimeter
cells such as islands and jets which are discussed in the next section.
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4.2 Jet Reconstruction
Within the ZEUS Collaboration, use is made of two types of jet algorithm for
photoproduction analyses. These are the \cone" and the \cluster" algorithms.
Two variants of the cone type are used - EUCELL [74] and PUCELL [75] - wheras
the cluster algorithm used is the so called \k
T
" algorithm [76] implemented in
the KTCLUS library of routines [77].
Detailed discussions of each of these can be found elsewhere [78], so only a brief
discussion of these will be included here.
4.2.1 Cone Algorithms
Two cone algorithms are used, dened in a standard form by the Snowmass
Convention [79]. The Snowmass Convention denes the transverse energy and




































where the sum runs over all hadron or calorimeter cells within the cone dened
by a given prescribed radius, R, in     space.
PUCELL is an adaptation of the jet algorithm used at CDF. Both it and EUCELL
use the concept of pre-clustering, but then diverge in the method of combination.
In PUCELL, a pre-cluster is formed by combining all objects within a radius,
R, with the highest E
T
object. This is done until all objects are assigned to a
pre-cluster. The centre of the pre-clusters are then recalculated and the process
repeated until some stable situation (or some maximum number of iterations)
is reached. The formation of clusters is then complete and those that have a
transverse energy above a certain threshold are considered jets.
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In EUCELL, clusters are determined using a grid in    space. The size of the





By then sliding a 3  3 cell window over the grid, a potential pre-cluster is then
formed. To be called a pre-cluster, it must be above some prescribed transverse
energy. A cone of radius R is then placed around the pre-cluster and an iterative
process as in PUCELL is performed. The rst jet is dened as the cone with the
highest transverse energy. Successive jets are then determined from the remaining
objects by the same procedure until there exist no more cones above a certain
energy threshold.
4.2.2 Clustering Algorithm
The use of the aforementioned cone algorithms leads to ambiguities. The
treatment of overlapping jets is not dened within the Snowmass convention,
nor is the question of seed nding for the initial jets. This leads to theoretical
ambiguity with respect to jet merging in the nal state and the process is not
infra-red safe at NNLO without modication [80].
These problems are avoided by the use of the k
T
algorithm, as the merging
criterion is completely dened for any given nal state. As such, in these analyses











presence of hadron remnants in hadron-hadron, DIS or photoproduction events
means that it must be used in a modied form which maintains the property of
factorisation of initial state radiation [77].
For a cluster algorithm we must specify some distance measure which determines
which particles will be merged, together with a recombination scheme which
denes how they will be merged. In photoproduction we run the algorithm in
the laboratory frame using the inclusive recombination scheme of Ellis and Soper
[81] in a mode which is invariant under longitudinal boosts, the recombination
scheme being similar to that of the Snowmass Convention (the so-called \pt"
mode). The algorithm scheme depends on a parameter R and is analagous to a
cone radius.
To decide which particles should be merged, for each particle i we form the
quantity,
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is the limiting case of small angles of the \distance" between particle i
and a large mass remnant travelling along the z direction.
If the smallest of all the d values is a d
ij
, then particles i and j are merged into
a single object, k. If however, the smallest value is a d
i
then this particle is
considered \complete" and is removed from further clustering. This process is









































Therefore the scheme assigns objects to jets in a well-prescribed manner, and
as each quantity E
T
;; in the distance parameter are each invariant under
longitudinal boosts, so the property of boost invariance of the jet nding itself is
retained.










Equation (2.29), is then reasonably trivial. We simply replace y with y
JB
and we
then have our value for x
obs

from calorimeter quantities. In the Monte Carlo, we
measure y directly so can use Equation (2.29) with no further adaptation.
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is reconstructed from the electron momentum and the jet axis











is the electron momentum and p^
j













5.1 Monte Carlo Overview
From our experimentally measured observables, we need to apply a correction
procedure which converts these observables from being calorimeter or tracking
based quantities into hadron quantities and hence cross-sections. We also need
to account for acceptances and eciencies of measurements made. To do the
above we rely on Monte Carlo techniques to simulate aspects of the physics under
investigation and of the ZEUS experiment.
The initial procedure is the simulation of the actual physics events themselves. We
therefore rely on the Monte Carlo to describe in some way the physics espoused
in Chapters 2 and 3. They use principles of pQCD to simulate LO hard sub-
processes and use models of non-perturbative phenomena to simulate soft physics
processes such as parton density functions and hadronisation.
Following this, we then take what is a collection of hadronic states for a certain
physics process we are interested in and simulate their path through the ZEUS
detector. The MOZART package [1] which is based on the GEANT program [82]
simulates all detector components using all our current understanding of each
specic component and the detector as a whole. The trigger decision procedure
is then simulated by the ZGANA [83] program and the full oine reconstruction
by the ZEPHYR package.
In the above way we simulate the physics processes and ZEUS detector for
the analyses in this thesis. For this thesis we use two Monte Carlo programs
for simultaion purposes - the HERWIG [84] and PYTHIA [85] Monte Carlo
generators which are now discussed.
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5.2 HERWIG Monte Carlo
The HERWIG (Hadron Emission Reactions With Interfering Gluons) Monte
Carlo [84] is a general purpose generator with a large predictive power as a result
of the relatively small number of free parameters. Particular attention is paid to
being as independent as possible from non-perturbative parameters.
The factorisation scale for the hard sub-process, 
2


















t and u^ are the Mandelstam variables. The resultant cross-section is




so we introduce a minimum transverse momentum cut, p^
min
T








The incoming and outgoing partons go through a process of showering in which
hadrons are formed from the partons. The showering is initiated by each single










resummed and the partons ordered in terms of their opening angle. The ordering
is continued until the hadronisation scale is of the order of the lightest mesons.
Parton showers from the initial hadrons to the partons of the hard sub-process
are treated dierently. Backwards evolution from the hard sub-process proceeds
until some cut-o and is matched to the parton density parametrisations of the
initial hadrons.
Resolved photoproduction has an initial photon spectrum as generated by the
EPA. The backwards evolution in HERWIG allows at each stage the possibility
for a  ! qq vertex in resolved events. For direct events, the LO matrix elements
for 2!3 scattering are used.
The transition from partons to hadrons after the parton shower then proceeds
via a non-perturbative model called the cluster model, which groups the partons
into colour neutral objects. The gluons are split into qq pairs and these are
subsequently clustered into colourless objects via the colour connections generated
in the parton shower. Each cluster is then fragmented into two hadrons or the
lightest hadron for its avour if the cluster is not massive enough. Finally the
decay of unstable particles is simulated.
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For the evolution of heavy quarks in the hard sub-process back to the photon,
there are three possibilities. A heavy quark pair can result from the photon
splitting directly,  ! Q

Q, from a gluon splitting, g ! Q

Q, or be present when
the evolution terminates. The latter represents heavy quark excitation below the
factorisation scale as shown in Figure 2.6b. As the factorisation scale is set to
be at the hard sub-process, the question of whether excitation processes occur is






. We can then see that with suciently high p
T
jets, we will have \bottom excitation".
HERWIG version 5.9 is used throughout this thesis.
5.3 PYTHIA Monte Carlo
The PYTHIA Monte Carlo [85] is also a general purpose generator, sharing
many common features with HERWIG, but also signicant dierences. There
are two main dierences in the perturbative phases of the respective models. For
photoproduction events, the photon spectrum in PYTHIA is generated using the
WWA for both direct and resolved photon processes. Secondly, the factorisation
scale, 
2





























The parton shower is conceptually the same in both generators, but in PYTHIA
the evolution is ordered in the virtuality of the radiated partons. The partons are
hadronised using the Lund Symmetric String Fragmentation model [86]. In the
Lund model, partons are connected by \strings", the strength of which is about
1 GeV/fm. As the partons move away from each other, the strings become more
energetic, nally breaking to produce qq pairs. When the energy of a string is too
small to enable further separation of the partons, hadrons are formed. Finally
the unstable hadrons are decayed as in HERWIG.
PYTHIA version 5.7 is used throughout this thesis.
5.4 Monte Carlo Samples Generated
As two analyses are performed in this thesis, separate sets of Monte Carlo events
were required for each. Consequently, HERWIG and PYTHIA Monte Carlo was
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generated for dedicated studies of D

mesons and for dedicated studies of decays
of quarks with an electron in the nal state. A sample of dijet photoproduction
Monte Carlo events was also generated for the study of jet energy corrections
where a large sample of jet events were required.
The Monte Carlo generated for the D

mesons was ltered to require a true D

meson in the event. No impositions on jets were made as the Monte Carlo was
also used for inclusive measurements [50]. Direct and resolved photon charm
events were generated with the MRSG [58] structure function for the proton and
the GRV-G HO [59] structure function for the photon. A suitably low value for
the D





) > 1:7 GeV/c was used to lter events.
For the analysis of semi-leptonic decays to electrons, an electron lter combined
with a jet lter was used. Events were selected at the hadron level if they




> 3 GeV; j
HADjet
j < 3: (5.1)
Consideration of the resolution of these events as in Chapter 7, Figure 7.26 and
the cuts used in the analysis; E
CALjet
T
> 4 GeV and j
CALjet
j <2.4, demonstrates
that the lter requirements will not impose a bias on our nal sample. Similarly




> 1.6 GeV/c and j
trk





> 0:5 GeV=c; j
e
 
j < 1:9; (5.2)
also imposes no bias.
The HERWIG Monte Carlo generated was an inclusive dijet photoproduction
sample with ve active avours using the CTEQ4D [62] structure function for
the proton and the GRV-G LO [59] structure function for the photon. Default
masses of m
c
= 1.55 GeV and m
b
= 4.95 GeV were used. We therefore accept all
events which pass the jet and electron cuts in Equations (5.1) and (5.2) thereby
keeping a sample with decays from beauty, charm and light quarks. As we expect
contributions from all three in our nal cross-section, this Monte Carlo sample
provides us with what we would hope to be a reasonably complete description.
We use our generated PYTHIA Monte Carlo as a systematic check for our
unfolding procedure and so was not used as completely as the HERWIG Monte
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Carlo. We therefore only generated decays from heavy and not light quarks;
the generation of which is fast. The generation procedure for light quarks is
extremely time consuming and was therefore thought not necessary because the
shapes of the \charm" and \other" p
rel
T
distributions are similar as can be seen
in Figure 3.4.
When we display a distribution in p
rel
T
for Monte Carlo we classify it into and refer
to it as three dierent samples; beauty, charm and other Monte Carlo. How the
classication is peformed is important as using this classication, we determine
our amount of beauty production in the data. We consider the outgoing partons
in the hard sub-process. If one or both partons are beauty quarks then this is
termed \beauty Monte Carlo". If one or both partons are charm quarks, then
it is termed \charm Monte Carlo". If the two partons are neither beauty nor
charm, then this is termed \other" Monte Carlo.
To gain extra events in our nal cross-section comparison of data and hadron
level Monte Carlo, we make use of the HZTOOL package [87]. HZTOOL allows
us to generate large amounts of events for a given cross-section quickly for
many dierent Monte Carlos and provided us with substantially more events
to compare with than if only the standard Monte Carlo generation method was
used. All cross-section comparisons use this generated Monte Carlo which has
the GRV 94 LO [88] structure function for the proton and the GRV-G LO [59]
structure function for the photon.
Comparison of physical quantities between data and Monte Carlo, will be reserved
for the respective analyses chapters.
5.5 Jet Energy Corrections
5.5.1 Jet Resolutions






and azimuthal angle, 
jet
- deviate from the true values
of the hadron jets. This is due to dead material in front of the calorimeter, the
resolution of the calorimeter and particles which do not deposit energy in the
calorimeter such as muons and neutrinos. Monte Carlo statistics are studied to
account for these systematic eects. In the following sections for corrections, we
use HERWIG.
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Jet nding is performed on the nal hadronic state and on the calorimeter cells.

















is a minimum and R(; ) < 1. For these matched jets, resolutions in  and 
and the energy ratio between hadron and calorimeter jets were considered.
By considering Figure 5.1, the dependence of the jet parameters on each other
is demonstrated. Direct and resolved processes are displayed separately and the
error shown is the spread on the mean. We can clearly see that the jets measured




is typically 20% too low. Considering the dependence on 
CALjet
,





showing no dependence; all variations or non-variations are the same for both
direct and resolved processes. We also see a non-dependence of all variables on

CALjet






results are consistent with previous dijet analyses; for example, see [78].
5.5.2 Correction of Jet Energy
The transverse energy of the jets are corrected using the Monte Carlo such that
the average energy of the hadron jets and those in the calorimeter are equal.
As was said previously, the transverse energy of the jet varies with the jet






















is the corrected transverse energy of the jet.












for matched calorimeter and hadron jets. The curves for the resolved
and direct are shown separately and are consistent with those of the combined
curves. For a bin, i, in 
CALjet






is of the form:
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Figure 5.1: Jet resolutions. The dependence of jet parameters on each other shown
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in bins of . The
points and t lines are shown for direct (open squares, dashed line), resolved
(open triangles, dotted line) and resolved and direct combined (solid dots, solid













































With a maximum correction factor of about 1.48 for low E
CALjet
T




> 6 GeV for the lowest transverse energy jet is justied. We will in




> 7:0; 6:0 GeV.
The reasoning behind this procedure of choosing asymmetric cuts will be
explained later in Chapter 6.
The result of using these combined correction factors can be seen by applying
them back to the Monte Carlo. This is achieved by plotting the ratio of the
corrected calorimeter values of transverse energy and the hadron level values as















































Figure 5.3: Result on the jet energy resolutions when applying the jet energy
corrections. The resolutions are shown again for direct (open squares) and
resolved (open triangles) separately.
As can be seen in Figure 5.3, the mean value is about 1 and not 1.2 and the
pseudorapidity dependence is removed. The low values in the rst two bins in

CALjet
arises from a lack of statistics in the rear direction. The same correction
factor was used for the rst three bins, with the result that the third bin dominates
the rst two. This was chosen as using three bins in the rear direction would be
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unreliable due to the inadequate statistics due to the large boost in the proton
direction. By applying the overall correction on direct and resolved separately,
one can see the justication in using a combined correction factor. The resolution
of E
T
remained roughly the same after as before correction.
5.6 Correction of y
JB
The value of y as calculated from the Jacquet-Blondel method, y
JB
, clearly
deviates from the true value of y, y
true
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(open squares) and resolved (open circles) and the combined sample (solid points)
with the polynomial t.
The value of y
JB
is systematically lower than y
true
, as expected, due to energy
losses as particles pass through dead material in front of the calorimeter or are
lost down the rear beam-pipe. The resulting shift in y
JB
is about 10%. This
















were also studied and found not to be







can clearly be seen.
A polynomial was tted to the sum of the direct and resolved components. The
polynomial correction factor, P (x
obs

) has the following form:
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The correction to y
JB
was then applied back onto the calorimeter level Monte
Carlo. As the correction factor was determined from the combined direct and
resolved samples, then its eect on direct and resolved separately was considered.
As can be seen in Figure 5.5 the results of applying separately to resolved and
direct yield similar results. There is an improvement in the resolution for both
direct and resolved; the previous rms values were 0.085 and 0.094 for direct and
resolved respectively. The value of y
JB
is now closely correlated to y
true
with a
mean of about zero. This justies the use of the overall correction factor even































































Figure 5.5: Eect of the y
JB
correction for direct (right) and resolved (left)
separately on the correlation (top) and projection (bottom).
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Using data from the 1996 and 1997 running periods, studies of open charm
production were made by looking for decays of the D

(2010) meson in dijet
photoproduction events. Initially, dijet events were selected, and then D

mesons





























two mass resonances can be achieved. Using these tagged D

mesons in jets,
properties of heavy quarks can be found. In particular, the nature of the processes
in charm production - direct and resolved photoproduction - was studied by
determining the cross-section dened below.
6.1 Denition of the Cross-section
By considering photoproduction events with at least one D

meson produced in
the nal state, ep ! D

X+ dijets, a cross section in x
obs

, the fraction of the
photon's momentum participating in the hard process can be measured. With
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at least two jets in the nal state, one of which is associated with one of the D













This was done in the kinematic region dened by the following;

























(134 < W < 269) GeV. The cut on Q
2
will be explained in the next section.
An asymmetric cut on the transverse energy was chosen to allow the cancellation
of soft gluon emission which accompanies jets as recommended in [89]. This
arises from a purely theoretical constraint and is required for a calculation to be
compared to the data measured. A symmetric cut of say, E
jet
T
> 6 GeV, only
allows one-loop contributions to be integrated out and not complete cancellation.
The cut on the transverse momentum of the D

was chosen to be this high as this
provides a cleaner signal than a lower cut. The cut on pseudorapidity ensures all
tracks are within the range of good reconstruction in the central tracking detector.
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6.2 Trigger and Data Selection
Data was used from the years 1996 and 1997 giving a combined integrated




from 1996 and 26.2pb
 1
from 1997. This
total is the useful luminosity acquired by ZEUS, representing an eciency of the
data taking procedure when compared with the values delivered by the HERA
machine as detailed in Table 1.1. These two years only were used as no change
in the trigger or signicant change in the detector occurred. Between 1995 and
1996, the VXD was removed which throughout 1995 did not function and was
therefore only dead material.
The selection procedure can be separated into two parts - the selection using
the First, Second and Third level online triggers and a tighter oine selection
on quantities after full reprocessing of the data where the events are calibrated
based on constants obtained.
6.2.1 First Level Trigger (FLT)
To pass the slot used at the FLT, slot 42, one of four thresholds at the Calorimeter
FLT (CFLT), ve vetoes and a track quality demand must be satised.
 The four CFLT thresholds are:
{ Total calorimeter energy > 14:968 GeV,
{ Total ElectroMagnetic Calorimeter (EMC) Energy > 10:068 GeV.
The \total" energies are calculated by excluding the 3 inner rings around
the FCAL and the inner ring around the RCAL beampipe, corresponding
to a region in pseudorapidity of approximately  3:66 <  < 2:2.
{ RCAL EMC energy > 2:032 GeV.
This also excludes the inner ring around the RCAL beam-pipe.
{ BCAL EMC energy > 3:404 GeV.
 The criteria for the event to pass the vetoes are:
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{ The timings observed in the two C5 counters should match with
physics timing, but not with that of the beam gas.
{ Two vetoes requiring that no coincidence of the inner and outer veto
wall is detected.
{ The timing in the SRTD should match with physics events and not
with beam-gas events.
{ Events should have TrKclass>2. These are events with a relatively
high ratio of vertex to total number of tracks. The exact value of the
ratio is dependent on the number of vertex and non-vertex tracks, but
is approximately > 25  30%.
 The tracking demand requires the event to have at least one track




6.2.2 Second Level Trigger (SLT)
The SLT used, the so-called \high-E
T
" trigger, designed for hard photoproduc-
tion, has selection criteria that ensures high transverse energy events are accepted
(whence the name). The following is required:
  60cm < z
vtx
< 60cm.
 there must be at least 1 vertex track. This is the same condition as
demanded at the FLT, where the CTD SLT information is ignored;
 E   P
z
> 8:0 GeV, where E is the energy sum of calorimeter cells and P
z
the vector sum of longitudinal momentum of all cells;
 E
T
(box) > 8:0 GeV, where E
T
(box) is the sum of transverse energy, E
T
in all calorimeter cells excluding the rst ring around the FCAL beampipe
(outside a value of about  = 3)
 (E   P
z
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6.2.3 Third Level Trigger (TLT)
At the TLT, more time is available and a software trigger is used. There are
essentially two independent TLT's that could be used for the analysis; one
based on tracking and the nding of D

candidates (bit27) and the other on
calorimeter quantities and the nding of dijet events (bit77). The D

trigger




In order to pass the \dijet" TLT the following criteria must be satised:
  60 cm < z
vtx
< 60 cm;
 number of bad tracks is less than 6 where a bad track is so termed if it does
not meet the following:




{ -3.13 <  < 1.75,
{ the number of hits used in CTD axial superlayers > 5
{ the number of hits used in CTD stereo superlayers > 5
{ the distance of closest approach in z to the vertex must be  75 cm.
 5.0 GeV < E   P
z














cone), is the sum of all the E
T
in the
calorimeter cells outside a 10





 a simplied version of the EUCELL jet cone algorithm is run at the TLT
and there must be at least two jets with the following:
E
T
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For studies of inclusive D

production [90, 50], the use of the D

trigger is
necessary. However, when consideringD

production associated with dijet events,
it is not obvious which to choose. It is therefore necessary to look at the number
of events of the type under study passing each trigger. The most obvious way
to do this is to compare the number of events passing each third level trigger -
both passing the same FLT and SLT slot - which then enter the uncorrected x
obs

distribution. A simple comparison of the ratio ofD






, and the exclusivity of both provides the information necessary to





the signal region (but not background subtracted) for 1997 data only compared
to Monte Carlo is shown in Figure 6.1. This shows that the charm trigger only
accepts about 85% of the total events tagged by the dijet trigger. The ratio of
events passing the two triggers is well modelled in the Monte Carlo as can be
seen from the shaded band compared to the data points. The charm trigger has
about 6% of the total events tagged by the two triggers unique to it whereas the
dijet trigger has about 20%. The same study was made for 1996 data, revealing
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Figure 6.1: Ratio of events passing the D

trigger (bit27) to dijet trigger (bit77)




From this result, it is clear that the use of the dijet trigger yields more events
and it is therefore the trigger of choice.
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6.2.4 Eciency of Trigger Chain
The eciency of the above three stage trigger chain has been extensively studied
in previous dijet analyses [78, 91]. We will therefore include only a brief summary
of the method and conclusions.
FLT
The FLT slot was studied [78] by choosing an independent trigger which
subsequently fed into the SLT and TLT as described. A LUMI branch of the
FLT was chosen which required the observation of a scattered positron in the
LUMI detector with some low energy calorimeter thresholds. The fraction of
events passing the LUMI branch which also pass the calorimeter triggers was
found to agree reasonably well between data and Monte Carlo.
SLT
Similarly an independent trigger was used to test the eciency of our SLT. The
LUMI SLT was studied [78], which has events from our FLT which then pass
our TLT. The LUMI SLT has the same requirements as the LUMI FLT with the
additional criterion that the energy in the LUMI is more than 5 GeV. Reasonable
agreement between data and Monte Carlo was again seen.
TLT
The TLT has been studied extensively in [91] by considering an independent
sample of events which have passed the charm TLT (bit 27). The overall





> 6 GeV, the eciency is almost 100%. The Monte Carlo models the
eciency reasonably well.
6.2.5 Oine Selection and D

Reconstruction
Jet and Photoproduction Selection
Before cuts on quantities based on calorimeter values can be made, corrections for
noise and the energy scale are implemented. Within the calorimeter, a number
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of cells are described as being \noisy". The eect is corrected for using standard
routines for each year [92]. The correction falls into distinct categories; the
removal of noisy cells according to lists provided each year in [92], a cut on
the relative cell imbalance, and the removal of isolated EMC and HAC cells
with energies below 80 and 140 MeV respectively. The noise associated with the
imbalance and isolation cuts arises predominantly due to sparks in the PMT's,
whereas the noisy cells are mainly from electronic malfunctions.
Dierences in the energy scale of the calorimeter exist between data and Monte
Carlo. Studies have shown that the calibration of the BCAL (RCAL) is 5% (2.5%)
lower in the data than the Monte Carlo. Consequently the energies of each cell
in the BCAL are scaled up by +5% and in the RCAL by +2.5% in the data [93].
No scale is used for those cells in the FCAL as present results suggest that these
cells are consistent with not requiring a scaling factor [94]
After the trigger selection and calorimeter corrections, a tighter oine selection




No positron as found by the electron nder SINISTRA [95] satisfying require-
ments on y
e








The event must contain at least two jets as found by KTCLUS with:
E
T
(jet) > 4 GeV;
(jet) < 2:4
The eect of the cut on y
JB
is two-fold. The rejection of low values eliminates
proton-beam gas background. At high y
JB
, there is a large DIS background due







using the electron nder SINISTRA is also to eliminate DIS candidates.
The eect of this cut on the scattered electron can be seen on application to
a combined resolved and direct Monte Carlo sample; Figure 6.2. Shown is a
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There are, however, jet cuts applied; requiring two jets with E
jet
T
> 4 GeV and
j
jet
j < 2.4. These cuts lead to the spike at high Q
2
in the \generated" sample
as there is an enhancement of events because the scattered positron can form one
of the jets. When the cut on the scattered positron is applied (dashed line), it
can be seen that a large number of high Q
2
events are removed. Applying the
cut on y
JB
(dash-dotted line) further reduces the number of high Q
2
events. At








) = 0, and
below, the number of events passing the cut is greater than the number failing.



















After ye < 0.7 cut
After ye < 0.7 cut & 0.15 < yJB < 0.7
Figure 6.2: Eect of the cut to remove DIS electrons on Q
2
(Q in GeV) of the
event simulated using HERWIG Monte Carlo.
The demand on the pseudorapidity of the jets is slightly harder than that for
the trigger by 0.1 units. The requirement for the transverse energy of the jets
although the same value is also eectively higher due to the jet nder used. As
was mentioned in section 6.2.3, the jets are found at the TLT with a modied
version of the EUCELL cone jet nder. This has a cone radius, R = 1, compared
to the eective cone radius for KTCLUS of R = 0:7 [90]. Therefore, the jets found
by KTCLUS are, on average, lower in energy than for the jets found by EUCELL.
A cut of the same value is therefore harder for the jets found by KTCLUS.
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Having successfully reconstructed dijet photoproduction events with the afore-
mentioned trigger and data selection, the process of D

\nding" is then carried
out. This is based entirely on the tracks in the CTD by combining all permuta-
tions of three tracks (K; ; 
s
candidates) such that they pass certain criteria.
Within an event, all pairs of tracks are analysed and assigned to be either of type




(K; ) > 0:5 GeV=c
are combined and kept if their mass is within a loose selection criteria of:
1:5 GeV < m(D
0
) < 2:4 GeV:
These pairs of tracks are then combined with a track of type \pion", called the
slow pion, 
s






) > 0:2 GeV=c:
This combination of three tracks then forms a D

candidate which is accepted if















) < 0:17 GeV:
The cut on the pseudorapidity of the D

requires that it and consequently the
tracks used to form it lie within a well-understood region of the CTD. The cut
on the p
T
gives a large reduction in the background compared to a lower cut of
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say 2 GeV, whilst retaining a relatively large statistical sample. The two cuts
mentioned above on the masses are loose and therefore lead to large backgrounds.
Thus in the nal selection and analysis of the mass distributions, tighter windows
are then used. For the analysis of the m distribution, a cut around the central
value of the mass of the D
0
meson; 1864.5  0.5 MeV [52], was made of:
1:80 GeV < m(D
0
) < 1:92 GeV:
Similarly a cut around the central value of the mass dierence; 145.42 0.05 MeV
[52], was made for the analysis of the m(D
0
) distribution:






) < 0:148 GeV;
The initial \loose" selection criteria was made so that events used for an
estimation of the background are kept. To estimate the backgrounds associated
with the signals, two methods are employed, the so-called control region and
wrong charge backgrounds, which provide independent measurements.
The control region is found by taking events which lie outside (but close to) the
signal region in the mass distributions. The control region is dened as,
1:95 GeV < m(D
0
) < 2:20 GeV;
for events to be accepted into the distribution in m and for the background
estimation in the m(D
0
) distribution events in the region,






) < 0:165 GeV
are used.
The wrong charge background is found by considering the combinations of tracks
mentioned previously, but with the two tracks forming the D
0
meson having
the same charge - the other criteria remaining the same. Events which pass
this criteria must then pass the same mass cuts as for the signal region. This
then appears to be a better estimator of the background as the events lie within
the same area of phase space as for the signal region. This is not true for the
control region, and consequently the wrong charge estimator will be used for all
distributions shown. A check of the consistency of the backgrounds with respect
to the distributions shown will be discussed later.
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6.3 Signal Mass Distributions
By considering Figure 6.3 clear signals for m and m(D
0
) with wrong charge
background estimates can be seen. The background estimate is area nor-
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) and (b) m(D
0
), where





in (a) and Ae
 Bx
in (b) and the t is this background plus
a Gaussian.
A clean signal would produce a Gaussian distribution for the masses, but as
a combinatorial background also passes the cuts detailed, then the shape is a
Gaussian plus some background function. In the case of the mass dierence, the




, where A and B are to be determined
from the t and m

is the mass of the pion, which provides an obvious cut-o in
x. The resulting Gaussian plus the function mentioned is shown in Figure 6.3a.
For the mass of the D
0
, the background is described by Ae
 Bx
, where again A and
B are determined from the t. The result of adding this function to a Gaussian
is shown in Figure 6.3b. The results of the ts are shown in the top right-hand
corner of each plot where A and B correspond to the rst two and the Gaussian
the last three parameters given by the t. In both cases, the fth parameter,
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represents the value of the mass from the ts described. The overall ts and
background estimates describe well what is seen. However, at low m(D
0
), the
estimated does not well describe the observed backgound. This is due to another
resonance in which the D
0




not included in the calculation, hence the lower invariant mass of the D
0
meson.
Therefore, the t was not performed over the full region of the plot.







) = (145:43 0:02) MeV;
m(D
0
) = (1859:6 1:3) MeV:
The value for the mass dierence is in excellent concordance with the value given






) = (145:42  0:05) MeV. The
width of the distribution, 
data
= 0:71 0:03 MeV is in agreement with the value
obtained from the Monte Carlo simulation of 
MC
= 0:73  0:01 MeV. The mass
of the D
0
signicantly contradicts the nominal value; m(D
0
) = (1864:50:5)MeV
[52]. This is consistent with a systematic uncertainty in the magnetic eld of the
central tracker [96] and does not eect the results of the analysis.
Having established clear signals, one can then extract some physical knowledge
about the charm quark or D








6.4 Extraction of x
obs

The determination of x
obs

was performed by considering those events in the signal
region. This signal region is dened as 0.143 < m < 0.148 GeV. For the 1996
and 1997 running period, a total of 1104  52 D

mesons were observed in this
signal region after background subtraction. For every event that enters this region
the value of x
obs

is calculated. Naturally, in the resulting distribution, there exists
the background contribution which gives the mass peak its pedestal. Therefore,
using the wrong charge combinations for the estimate of the background, all




; this is calculated. The distribution for the background is normalised by
the same factor as for the mass signal; Figure 6.3a. The distributions can be seen
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in Figure 6.4a where the background and signal region values are shown. The
signal region points show a larger direct component than for the background.
This demonstrates how the charm quark in the signal region enhances the direct
peak and suppresses the resolved contribution.
To achieve a distribution in which there is no background and therefore
is a distribution for D

mesons, the two are bin-by-bin subtracted. This
subtracted region is then normalised for comparison with Monte Carlo statistics.
Figure 6.4b shows the normalised subtracted distribution with Monte Carlo



































Figure 6.4: Uncorrected distributions of x
obs

. (a) shows the number of events for
the signal region (black dots) and the wrong charge background (histogram). (b)
shows the subtracted distibution with Monte Carlo statistics overlayed where the
black dots are data and the histograms Monte Carlo (vertically hatched; direct,
diagonally hatched; resolved and open; direct plus resolved.









, the combined number of events
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is normalised to the total number of data events. Therefore the
proportion of direct and resolved to be combined is given by a and is determined
by performing a 
2
-minimisation. For a value of a = 1 the sample corresponds
to an entirely direct and for a = 0 an entirely resolved sample. The t resulted
in a 54.9% direct and a 45.1% resolved component with an error of 4.2%. These
values are important in future combinations of direct and resolved Monte Carlo
statistics.
Before any correcting procedures are applied, it is interesting to look at the m
mass distribution in the bins of x
obs

. This is shown in Figure 6.5 again with the
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Figure 6.5: Mass distributions, m, in bins of x
obs

Clear signals in all but the rst bin are seen where there is a faint hint of a signal
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not a t but is only to guide the eye. It should again be noted that both are
normalised to each other in the region 0.150 < m < 0.165. The region within
the dashed lines (0.143 < m < 0.148) is of particular interest as this is the
signal region from which the distribution in x
obs

is extracted. Within this region
the agreement is good, with uctations about zero and no systematic trends as
can seen in Figure 6.6c.




. It is therefore necessary to consider the extracted signal. The
two can be seen in Figure 6.6b with the dierence shown in Figure 6.6d. Again,
the two distributions compare well, with neither being signicantly more or less
\direct" or \resolved" than the other.
The result of this is that we are condent that we have two estimators of the
background that are consistent with each other. This also conrms the previous
statements about the direct nature of the charm quark, as two independent




6.5 Comparison of Data and Monte Carlo
As was explained previously, the eects of energy loss due to the dead material
in front of the calorimeter can be corrected for in the determination of the jet
transverse energy and the y
JB
of the event. This was carried out using the method
detailed in Chapter 5. After correcting the transverse energy of the jets, a \new"
cut on the  and E
T
independent, recalculated quantity, E
COR
T
, is made, replacing




(jet1; jet2) > 7:0; 6:0GeV;
where the highest transverse energy jet is said to be jet1 and the second highest,
jet2. Due to the constraints of the trigger and the correction factors used, a cut of
6 GeV is the minimum permissible. With the added constraint of an asymmetric
cut on the jet transverse energy (as mentioned earlier in the chapter), the highest
of the two jets must then have an (increased) corrected jet energy of greater than














After this procedure, a comparison of quantities between data and Monte Carlo
was performed. The quantities compared can be seen in Figure 6.7 where a
number of jet and event quantities are plotted for data (points) and Monte Carlo








































Figure 6.7: Comparison of data (solid points) with Monte Carlo (histograms) for
events passing the data selection criteria
The two are area normalised to unity, so no relevance should be drawn from
the y-axis and only a shape comparison should be made. The direct and
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resolved contributions have again been combined in the ratio from the t to
the uncorrected distribution. All quantities are in reasonable agreement between
data and Monte Carlo.
The important features of the distributions to note will now be detailed. The
comparison of the corrected E
T
of the jet shows a rapid fall o with increasing
E
T
with the turnover at low values arising from the asymmetric cut on the E
T
of the jets. The distribution in pseudorapidity of the jets is peaked in the central
region, as a consequence of the cut on the pseudorapidity of the D

. In standard
dijet photoproduction the tendency is for the jets to be forward, so with a cut
of  <2.4, the peak should be at this value, however one of the jets is conned
approximately to within 1.5 units in pseudorapidity as it is associated with the
D

. The data is shifted slightly to lower values in pseudorapidity and is slightly
broader, but the eect is not large. The agreement between data and Monte Carlo
for the corrected y
JB
is good with no systematic shifts observed. The last three




is small) with usually two back to back (in angle ) jets per
event. The jet multiplicity of the events is higher in the data;  20% are three
jet events compared to  10% in the Monte Carlo. This probably arises because
the Monte Carlo only includes leading order QCD matrix elements with parton
showers, which does not allow the possibility of processes with three roughly equal
high transverse energy jets.




jets. Comparisons have been made of the quantities of the D

in detail elsewhere
[90] so are not shown here.
6.6 Unfolding to the Cross-section
A bin-by-bin unfolding procedure was then performed to achieve the cross-section
dened in Section 6.1. This was performed using the HERWIG Monte Carlo




. Therefore, for a given bin, i, in x
obs

, the eciency and purity are
given by,
"(i) =
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p(i) =
T (i) \ R(i)
R(i)
; (6.6)
where T (i) is the number of \true" hadronic events in a given bin i that pass
the cross-section cuts dened in Section 5.1. R(i) is the number of reconstructed
events in a given bin i which pass the data selection criteria as outlined previously.
The quantity, T (i)\R(i) is the number of events which pass the hadronic criteria
and are then reconstructed such that they pass the data selection cuts in the given
bin i. Therefore, one can think of the eciency as the fraction of true events in a
given bin which are also reconstructed in that bin and the purity as the fraction
of events reconstructed in a given bin which are also generated in that bin.









The errors associated with the purity, p(i), and eciency, "(i), are given by a


















The error on the correction factor, C(i), is less trivial, taking into account









[T (i) +R(i)  2T (i) \R(i)] (6.10)
The dierential cross-section, (i), is then calculated from the number of
















To unfold using the Monte Carlo the separately generated direct and resolved
need to be combined in some proportion. This we do by taking the values of
the global t carried out previously on the uncorrected distribution; 0.549 direct
and 0.451 resolved. These values are used in combining the direct and resolved
contributions in all eight bins of x
obs

in which the unfolding process is taking
place.
To assess the validity of this combination the unfolding was also carried out with a
fraction equal to the value plus its error. Consequently, unfolding with a = 0:591
and a = 0:507 gives an estimation of the systematic error associated with the
combining of resolved and direct. This was found to be small even if the values
taken were of the order of ve times the error.
























Figure 6.8: Purity, eciency and correction factors shown for the unfolding




The purity rises with x
obs





events which are purer due to the jets being harder and consequently having
more jets in the calorimeter above the threshold that are also above the hadronic
threshold. The eciency is reasonably at, although slightly low in the nal
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The extreme situation for the purity in this last bin can also be explained by







cannot exceed one, then in this nal bin, migrations can only occur to and from
one and not two bins (assuming that migrations only occur across one bin). In
the case of the purity where the value is high in the last bin, there can only
be migrations from the bin below and none from above, thereby giving a pure
sample. Consequently, fewer events are reconstructed when the true value lies
outside this bin.




which is shown in Figure 6.9. The points from this analysis (solid points) are
compared with the ZEUS published results (open points) using 36.9 pb
 1
of
data. The ZEUS published results use a slightly larger y range of 0:19 < y < 0:87
and hence the points lie systematically higher. The ZEUS points are displayed to
give an idea of the systematic eects which are discussed in the next section. The
data from this analysis is also shown compared with LO, hadron level, HERWIG
Monte Carlo. The combined Monte Carlo is shown as the open histogram and
the vertically hatched and diagonally hatched the direct and resolved components
respectively. A t to the data was performed on the Monte Carlo in the same
way as for the uncorrected data. The component of resolved obtained from the
t is (42.8  4.6) % a similar gure to that obtained with the uncorrected t;
(45.1  4.2) %.
6.7 Study of Systematic Uncertainties
By considering Figure 6.9, a number of conclusions can be drawn. Naturally
systematic studies need to be performed before strong conclusions are possible.
As this cross-section was measured as a second analysis, a complete systematic
study can be found in detail elsewhere [90, 50]. Of those studied, the major
sources of systematic error arose from:
 the model dependence (HERWIG or PYTHIA) in the evaluation of the
correction factors, contributes up to  4:5%
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After full systematic studies, the physics conclusions remained the same so they
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Figure 6.9: The cross-section, d=dx
obs

, for ep! D

X + dijets in the kinematic
regions dened in Section 6.1. The data (points) is compared with HERWIG
Monte Carlo showing direct (vertically hatched) and resolved (diagonally hatched)
separately and the two combined (open histogram).
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6.8 Conclusions and Discussion
From Figure 6.9 the rst and most obvious conclusion is that the HERWIG Monte
Carlo agrees well with the data in the shape comparison here shown. The LO
direct-only processes are incapable of describing the results seen; a component
of resolved is required to describe the events at low x
obs

. More specically a
signicant and large component of resolved is needed to explain the measurement;
greater than 40%. With the statement that resolved charm exists at LO, the next
question to ask is whether this is also true at NLO or can NLO direct-only describe
the data here presented. One may also pose the question as to the nature of the
\resolved" charm with reference to the two current schemes used to describe it;
massive and massless. Is the charm quark in these processes arising from avour
excitation or processes where the quark is not an active avour in the proton or
photon?




described, although this could be assigned to statistical uctuations. However
this is in the same region in x
obs

that standard dijet analyses [78] have seen
disagreement with the Monte Carlo. This was attributed in part to the possible
presence of multiparton interactions with a further excess attributed to some
unknown physical process. This same unknown process could also be present in
charm jets even though they have an extra hard scale due to the mass of the
quark.
The understanding of theD

meson through the analysis of dijet photoproduction
is now starting to yield interesting results and can be taken further. An
obvious nal goal would be an extrapolation to the charm cross-section and
not just the D

cross-section. This would be an interesting measurement but
requires an understanding of the hadronisation and fragmentation of the D

.
With a measurement of the fragmentation function of the D

this would be
possible. The fragmentation function is now something that could be measured
at ZEUS although it is not modelled \correctly" in the (HERWIG) Monte Carlo.
Figure 6.10 shows the fragmentation function z(c! D

) at an uncorrected level
and the separation in     space, R, for the D

and its closest jet.









Chapter 6 6.8 Conclusions and Discussion
It can be seen in Figure 6.10a that the oft-said statement \ ...(the) jet associated
with the D

..." is vindicated, with almost all events having a D

meson close to
the jet axis. This is consistent with the predicted hard fragmentation of heavy
quarks [60]. The Monte Carlo models the data reasonably well at high values of
R, but the distribution is narrower than the data, with more events with a harder
D

or indeed softer jet in the Monte Carlo. This would then also be reected in





experiments, the denition of the fragmentation function is simple as
the invariant mass and total energy of the system is known. With an ep collider,
this is not so easy as the system is boosted and has a remnant which requires
us to look for another way of dening fragmentation. Therefore, we dene the
fragmentation function of the D

, z(c ! D

), in terms of the variables relevant




















For the calculation of this fragmentation function, the asymmetric cut on the
jets was taken out and a cut on the jets of E
COR
T
> 7 GeV was required. As
can be seen from the denition of the formula, the distribution is biased below
a cut-o value dened by the cuts on the two quantities used. So the unbiased
region is z > 0:43 (as indicated by the dashed line in Figure 6.10) which would
have been confusing had there been an asymmetric jet transverse energy cut.
Another factor determining the jet transverse energy cut is again relevant to the
(un)biased region. The biased region should be minimised and to do this, one












The distribution in z clearly demonstrates that the Monte Carlo is harder than





) spectrum not being correctly modelled in the Monte Carlo. The jets in




in Figure 6.7. Clearly this discrepancy needs to be addressed and the




of say 2 GeV, thereby making the unbiased region z > 0:28.
Extrapolation to a charm cross-section would provide a measurement independent
of the particle tagged, leading to a more fundamental result. This is a technically
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challenging procedure and another way to make more denite statements about
the charm quark is to look at an independent decay channel and analyse those
results. This is done in the next chapters through the study of inclusive semi-
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ETCOR (jet) > 7 GeV(b)
Figure 6.10: Separation in     space, R (a) and z(c ! D

) (b) of the D

and





The study of semi-leptonic decays of (mostly) heavy hadrons with an electron
in the nal state was performed using 36.9 pb
 1
data from the 1996 and 1997
running periods. Analogously to the study of D

mesons, photoproduction events
containing at least two jets were reconstructed. Electrons in the nal state were
then found within these events. The procedure for identifying electrons in the nal
state is not by directly tagging them via the use of (for example) a neural network
electron nder, but by performing a method of statistical subtraction. This
identication method for electrons is heavily based on the use of the ionisation
energy loss, dE=dx, of particles traversing the CTD. This aspect will therefore
be covered in detail rst in this chapter.
7.1 Ionisation Energy Loss, dE=dx, for Particle
Identication
Particles traversing the CTD lose energy by ionising the atoms within the gas in
the detector. A raw pulse size is measured, which then has to be converted into
a more meaningful and useful quantity, the \dE=dx" of the particle traversing
the CTD. A description of the reconstruction of this quantity can be found in
Chapter 1 in the description of the detector. External factors also exist which alter
the \true" value of dE=dx, with pressure, gas composition and angular variations
(thought to be due to a space-charge eect) being the largest. How the quantity
is scaled (run-by-run \corrections") - to enable comparisons over a time period
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- and pressure corrections within a run are discussed. The angular variation of
the energy loss and the correction procedure is also discussed in detail. A brief
introduction of the theory of ionisation energy loss is rst espoused.
7.1.1 Ionisation Energy Loss
The theory of energy loss of charged particles traversing a medium is well
documented [13, 97]. For all charged particles, except for electrons and positrons
(due to their small mass), ionisation losses dominate over radiation losses at
all but the highest attainable energies. These ionisation losses are dominated
by Coulomb scattering o atomic electrons. There is some scattering from the
nucleus but this is a negligible eect since the recoil energy of the nucleus is
much smaller because of its greater mass. The theory is encompassed in the
Bethe-Bloch equation [98], formulated in the 1930s. In the computation, it is
essential to take into account the binding of electrons to the atoms; therefore,
one should consider the system formed by the atom and by the incident particle
and then compute the probabilities for the various possible transitions leading
to excitation or ionisation of the atom. Bethe's formulation was based along
these lines using Born's approximation.The original result was updated and went
through more accurate calculations [99] and is given below in its modern form.
For a scalar spin   0 boson with charge equal to plus or minus the electron


























where x is the distance travelled through the medium, m is the electron mass, 












The other terms are properties of the medium;  () is a dielectric screening
correction which is important for highly relativistic particles; I is the mean
ionisation potential of the atoms averaged over all electrons, which is given
approximately by I = 10Z eV for Z > 20; and n
e
is the electron density and is
given by,
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is Avogadro's number,  is the mass density and A is the atomic weight
of the medium.
For spin   1=2 particles the main features of the Bethe-Bloch equation are the
same and the eects of the dierences small, so can be ignored in this general
discussion of ionisation energy losses.
By considering Figure 7.1, the important features of the Bethe-Bloch equation for
ionisation energy loss and its application to particle identication can be seen.
Shown, is the variation of dE=dx (normalisation and units to be discussed in
the next section) with momentum for well reconstructed particles traversing the
CTD. Curves for classes of particles are superimposed to give an idea of how
dierent particles can be distinguished.
For hadrons, there is a rapid fall in dE=dx as the momentum increases from zero
due to the 1=
2
factor. Then there is the region of minimum ionisation, where
the curves are at their minimum value. After the region of minimum ionisation,
 tends towards one and the logarithmic factor gives a relativistic rise in dE=dx,
which can be seen on inspection of the graph. There are two reasons for this
rise: rstly as the velocity increases, the relativistic deformation of the Coulomb
eld of the incident particle causes the eects of this particle to be felt at larger
distances from its geometric path, thereby increasing the upper limit of the impact
parameter; and secondly as the momentum increases, the lower limit of the impact
parameter decreases due to the uncertainty principle. This relativistic rise then
slows down as the screening correction, , becomes important. Electrons do not
exhibit the same behaviour, with a momentum independent value of dE=dx in
the momentum region under consideration. Due to its low mass, the electron has
already reached its relativistic asymptotic limit.
Since the value of dE=dx depends on the velocity of the charged particle, it is
possible to distinguish dierent particles with the same momentum but dierent
masses by a careful measurement of dE=dx.
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Figure 7.1: The dE=dx versus momentum of well reconstructed tracks in the CTD
with curves illustrating the particle classes.
7.1.2 Scaling dE=dx Throughout the Year
Throughout the year and hence between runs, the value of dE=dx, for a given class
of particles in a given momentum and angular region, changes. The major factors
contributing to this change are the variations of pressure and gas composition
throughout the year. A variation in pressure changes the gas density, which has
a direct consequence on the average pulse size. The size of the pressure variation
over the year can be seen in Figure 7.2 (Left) and its correlation with dE=dx is
also demonstrated in Figure 7.2 (Right). The correlation of dE=dx with pressure
can be clearly seen but also the large spread demonstrates that other factors
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aect the dE=dx value. The value of the pressure is an average value taken from






































Figure 7.2: Variation of atmospheric pressure with run number throughout the
1995 running period (Left) and the correlation of dE=dx with pressure (Right).
For dE=dx to be then a useful quantity that is comparable between runs, a scale
needs to be set. This scale needs to be a calibration value for a particular type
of particle; the same for all runs.
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Figure 7.3: Example t to pions in
the region 0.3 < p < 0.4 GeV/c
for run 22262 in 1996.
dE=dx for pions around the minimum ioni-
sation. Pions in the momenta range, 0.3 to
0.4 GeV/c, are used as, in this momentum
region, they are most easily distinguishable
from other particles. In this narrow momen-
tum region the band of pions lies far from
the other hadrons and is close to its minimum
thereby being reasonably separated from elec-
trons. In this momentum range a clear pion
signal is achieved; see Figure 7.3. By per-
forming a Gaussian t to a sample of these
pions for each run, an average value for this
class of particle in a particular run is achieved. As can be seen the t is not
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performed over the whole region but until half the height on the right hand side
so as to avoid contamination from electrons. The mean value is then used as the
scale and all values are with reference to this. The normalisation takes out the
eects of pressure and gas composition averaged over the run. Henceforth when
a normalised value of dE=dx is used the units will be called mips - minimum
ionising pions - as was previously shown in Figure 7.1.
7.1.3 Pressure Corrections within a Run
There is also the consideration of dE=dx varying within a run. A method of
correcting for the pressure will be explained. Then it will be shown that, in
fact, the corrections to the pressure within a run are not signicant. They had
previously been so, but changes in the gas mixture used between years provided
a more stable situation.
In long runs, some lasting up to 8 hours, the variation in pressure can be about
6 mBar. It was assumed that dE=dx and the pressure were correlated as in
Figure 7.2 (Right). The gradient from this was used to correct the values back to
atmospheric pressure. The correction factor, corfact, is applied to the uncorrected
(VCTrak value), dE=dx
V C









is the value corrected for pressure within a run. The correction
factor, corfact is given by,
corfact = 1:0 + pcorevt:(presrun  presevt) (7.5)
where presrun and presevt are the (average) pressure of the run and the pressure








where the value 1013 represents atmospheric pressure (in mBar) and pcor
1013
is a
constant value for each event. By nding the gradient, grad, of the average dE=dx
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against the average pressure (Figure 7.2 (Right)), pcor
1013











is the dE=dx value at 1013 mBar.












Figure 7.4: The size of the correction
factor, corfact, for an unbiased sample
of tracks from events during 1995.
the value of the correction factor, cor-
fact. The sample of tracks is an unbi-
ased one and represents data from all
times during 1995. The sample is those
events selected as possible semi-leptonic
decays from heavy quarks and all tracks
within these events enter into the distri-
bution. Therefore, although the event
sample has to pass certain criteria the
track sample does not and it is not tem-
porally biased, i.e. they occurred evenly
throughout the year. As one can see, the the correction factor is peaked at a value
of one (i.e. no correction), the largest being 2%. The signicance of this value can
be understood by considering the value of dE=dx stored in the VCTrak tables,
which is an integer (for reasons of the 8-bit readout device, i.e. FADC counts
range from 0 to 255), yielding an uncertainty on the value of 1=
p
12, due to the
readout method. It can therefore be clearly seen that the pressure correction
is signicant at this level. However, on comparison of tracks in which corfact
was and was not applied, no signicant change in resolution or mean value were
observed. A sample of scattered DIS positrons was used and its mean and sigma
found to be 1.392 mips and 0.1153 mips respectively before correction and 1.391
mips and 0.1145 mips after correction.
7.1.4 Space-charge Correction for Electrons
An additional and signicant eect of the angular dependence of dE=dx also has
to be taken into account. This is not a simple 1=sin path length eect which has
been accounted for in the reconstruction, but an additional dependence thought
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to be due to the so-called \space-charge" eect. This eect causes a reduction
in gain through a screening of ions in the avalanche which is most signicant at
central values of the detector through simple geometric eects [100].
By considering electrons which have come from photons which converted in the




process, the eect can be clearly seen.
As they are electrons their dE=dx is momentum independent, so electrons over
the full momentum spectrum can be used. To study this eect with hadrons,
narrow bins in momentum would need to be considered. Electrons from photon
conversions represent both a source of calibration and the major background for
this analysis and will be explained in detail further in the chapter. For now it
is sucient to say that a clean sample of electrons from photon conversions is
obtained by a statistical subtraction of same charged from opposite charged track
pairs passing certain quality criteria. The dE=dx distribution of the electrons
before and after the statistical subtraction and the background estimator from
the same charged track pairs is shown in Figure 7.5 (Left). The dashed histogram
for the same charged pairs shows a peak at a dE=dx value consistent with
hadrons and removing the shoulder as seen on the oppositely charged pairs when
subtracted. The subtracted distribution then provides us with a measure of the
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Figure 7.5: Sample of conversion electrons' dE=dx value (Left) and their angular
dependence of dE=dx (Right).
Taking this sample of clean electrons and looking at the dE=dx dependence on the
angle of the track, 
trk
, one receives the distribution shown in Figure 7.5 (Right).
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This demonstrates a dramatic dependence with an approximate 10% eect on
comparison of the edge of the angular region to the centre. The values at the
edge are the more reliable, so a correction to about this value is performed for all
electrons in this angular region, that is 1.4 mips. By doing this we now dictate
that the mean dE=dx for electrons is exactly 1.4 mips. The correction is a simple
bin-by-bin correction taken from the data points seen and not functionally based.
However, if this angular dependence is the space-charge eect, then the eect is
dependent on the dE=dx value itself and so this correction is only appropriate
for electrons.
7.2 Trigger and Data Selection
For this analysis a similar procedure was used as for the D

mesons in dijets
analysis. At the trigger level, unlike with the D

meson analysis, there is only
one trigger option open for the analysis; using the jet trigger. No dedicated \semi-
leptonic trigger" was available and, as has been shown in [91], the jet trigger is
ecient for the jets under study. Consequently, the same trigger selection is used
as described in Section 6.2 to select data from the years 1996 and 1997.
7.2.1 Oine Selection and Electron Detection
To select good dijet photoproduction events, the same criteria for jets and
photoproduction was specied as in section 6.2.5. This includes the scaling of the
energies and the correction for noise of calorimeter cells. These are particularly
important as we are considering cell clusters.
The selection of events then (obviously) diers in order to nd candidates for semi-
leptonic decays to electrons. The essential method is a statistical subtraction of a
hadron enriched from a electron enriched sample to achieve a sample of electrons.
As the electrons under study are of low energy,  1  5 GeV, a standard electron
nder such as is used for the detection of the scattered positron was not used.
Achieving the two enriched samples can be separated into many stages which are
now detailed.
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Tracking Requirements
Only tracks matched to the vertex which have entered the rst superlayer and
have subsequently passed through at least the rst three superlayers [3] are
selected. This ensures a certain quality of track which has come from the
interaction point, ruling out cosmic tracks and other non-interaction point events.






, and charge, q
trk











The reasoning behind the momentum cut is three-fold. Firstly it greatly simplies
the separation of electrons and hadrons as above an approximate momentum
value, p
trk
 1 GeV/c, the hadrons are eectively in one band in dE=dx versus
momentum below that of the momentum independent electrons. This can be seen
in Figure 7.1. However, the cut used is harder and is applied to the transverse and
not the full momentum. One eect is to reduce the background from conversion






) - the major source
of light quark background. These are primarily low momentum processes and
conversion electrons will be discussed further, later in the chapter. As a goal
of this analysis is also to look for the beauty quark, a raising of the transverse
momentum of the track enhances this contribution from decays of beauty hadrons
whilst reducing the contributions from decays of charm hadrons and lighter quark





The sample was generated using the HERWIG Monte Carlo program which had
a low cut on the transverse momentum of the electron, hence the distributions
do not start at p
e 
T
= 0 GeV/c. Here are shown decays to electrons in which the
mother was either a 
0













). The distributions for Dalitz decays and decays from D mesons are
area normalised to the distribution for B mesons to enable a shape comparison
to be made. The D meson distribution is harder than for Dalitz decays with
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the distribution for B mesons being signicantly harder than these two. This,




), the larger the enhancement in
decays from B hadrons.
The cut on the pseudorapidity is to select good quality, long tracks within the
acceptance of the CTD. The reconstruction of dE=dx is good within this region,
ensuring that the particle has a large number of hits. Within this region the
resolution is reasonably constant at 10% but dramatically worsens outside the
region. In general, this requires that the tracks have passed through a large
number (at least seven) of the superlayers of the CTD. It does not, however,
completely override the cut on the previously mentioned superlayer three demand.
The cut also entails that after leaving the CTD the particles generally enter the
BCAL, the RCAL and FCAL being largely redundant in the identication of



















Figure 7.6: Distribution for the p
T
of an electron from a decays from a B meson
(solid line) and D meson (dashed line) and Dalitz decays (dotted line).
The charge requirement on the track is to select electrons, thereby removing the
problem of having scattered positrons in the sample. Evidence for this problem
will be demonstrated later in the chapter when the method has been completely
explained. Requiring only electrons may reveal any cc production asymmetry
on comparison with the analysis with D

mesons which did not discriminate
between charges. A large dierence is not expected and the current accuracy of
the measurements is unlikely to reveal a dierence attributable to cc production
asymmetry.
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Island Requirements
The tracks selected are subsequently matched to cell clusters, which are called and
will henceforth be referred to as islands [9]. Therefore, all tracks are compared
with all islands reconstructed in the event and a distance of closest approach,
dca, is assigned for all track-island combinations. The distance for a given track
(or conversely a given island) dictates how well the track (or island) is matched
to a given island (or track). The minimum distance for a given track for all the
combinations is then considered to be its matched island. In this analysis a good
match and hence a track-island combination is dened as having a distance of
closest approach of;
dca < 20 cm:
This value was chosen based on the size of a cell; as was mentioned in the
chapter in the description of the detector, the cell sizes for the electromagnetic
and hadronic sections are about 520 cm and 2020 cm respectively. The value
chosen, therefore seemed reasonable, roughly representing the width of a cell. Any
value larger would be a questionable match whilst a smaller value would lead to
a lower eciency. As the analysis has a relatively low eciency whilst having
a reasonable purity (see later), a reduction in the distance of closest approach
would only worsen the situation.
Using the track-island pairs, we dene two samples on which the isolation of
electrons is based. These samples will be referred to as electron enriched and
hadron enriched and they are essentially achieved by a cut on the ratio of
electromagnetic, E
EMC
, to total energy, E
ISL
of the island. Cleaning cuts are
also applied to the actual energy of the island to reduce the chances of choosing






















> 0:1 GeV) ;
whilst the hadron enriched sample is achieved by placing the following criteria on
the islands,
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> 0:3 GeV) :




, for all tracks which pass the tracking
selection criteria dened previously and the island-track distance matching cut
(dca < 20 cm) is shown in Figure 7.7 (Left). As can be seen the distribution is
reasonably at with a general rise to higher values and a peak at a ratio of one,
corresponding to islands in which the energy deposited is totally contained in the
electromagnetic section of the calorimeter. The inclusiveness of the tracks implies
that a large proportion of hadrons deposit all their energy in the electromagnetic
section of the calorimeter. This is particularly true for pions which provide
the main source of fake electrons thereby rendering a cut solely on the ratio
insucient for identifying electrons. This implies that the sample enriched with
electrons is still mainly hadrons. However, as can be seen in Figure 7.7 (Right)
the number of electrons which enter into the hadron enriched sample is small




. The electrons shown are from
conversion pair production of which only 1% enter into the hadron enriched
sample. The cut classifying the hadron enriched sample is therefore a highly
ecient rejecter of electrons. The selection criteria for the electron enriched





> 0.9. Consequently upon subtraction of the two a
pure sample of electrons should be achieved with very few electrons in the hadron
enriched sample being removed.
7.3 Extracting the Electron Signal
After the selection of tracks matched to one of two classes of islands, a signal
of electrons is then achieved by considering the dE=dx of the matched track for
both electron enriched and hadron enriched islands. As there is an excess of
electrons in the electron enriched and practically none in the hadron enriched
samples, a subtraction of the hadron enriched (appropriately normalised) from
the electron enriched will realise a sample of electrons. However, this essential
procedure cannot be applied directly. Certain aspects of the samples need to be
rst considered, as the method relies on the hadron enriched sample describing
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for all tracks passing the previously
mentioned tracking criteria (Left) and for a sample of electrons (Right).
the background in the electron enriched sample. Therefore two points need to be
addressed; the momentum and angular distributions of the two samples, recalling
that there is a dE=dx dependence on both.
7.3.1 Momentum Dependence of Signal Extraction
By considering Figure 7.8, we can see that the momentum distributions for the













Figure 7.8: Momentum distributions for all tracks in the electron and hadron
enriched samples passing the nal analysis criteria. The hadron enriched sample
is area normalised to the electron enriched sample.
The hadron enriched sample is area normalised to the electron enriched for a
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comparison of their shapes. From the gure we can see that the distribution for
the hadron enriched sample is harder than for the electron enriched sample.
The dierence has to be taken into account when considering the dE=dx of the
respective samples. As was previously seen (Figure 7.1) dE=dx is momentum
dependent, so if our estimation of the background (the hadron enriched sample)
has a dierent momentum distribution to our actual background (in the electron
enriched sample) then the dE=dx distribution will also be dierent and the
consequent statistical subtraction wrong.

























Figure 7.9: Schematic picture of the
constituents of the two samples in a
given momentum region.
ing factor applied to the hadron en-
riched sample, such that its momentum
distribution matches that of the elec-
tron enriched sample, would solve the
problem. This can be thought of by
considering the electron enriched sam-
ple in a given momentum regime to
be composed of two classes; electrons,
class A and hadrons, class B; and the
hadron enriched in the same momen-
tum regime, one class; hadrons, class
B
0
. This is simplistically shown in Fig-
ure 7.9, where the hadron band contains all hadrons. The actual distinction
between A and B is (obviously) not so remarkable but is just for purposes of
illustration. The naive weighting would result in the momentum distribution for
B
0
matching that for A+B, which would then, upon subtraction, lead to a false
momentum distribution for electrons. The electrons are then dictated to have
the same momentum distribution as our hadronic background, which is almost
certainly not so. However, what we require is that the hadron enriched sample
describes the momentum distribution of the hadronic background in the elec-
tron enriched sample. Therefore we require the momentum distribution of B
0
to
match B, A being the independent quantity we want to extract. This we achieve
by binning the two samples and hence performing the analysis in momentum bins
(or transverse momentum as this is how the analysis is dened). The logic and
validity of the argument will become clearer once we perform the binning and
extract the signals.
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7.3.2 Angular Dependence of Signal Extraction
Allied to the dierence in momentum of the two samples, there is also a dierence
in the angular distributions; Figure 7.10. Here we can see that the hadron
enriched sample is more centrally peaked, or more specically, is decient at
the edge regions; this is a simple geometrical artifact as a consequence of the
restriction on the pseudorapidity of the track. As the hadron section of the
calorimeter is behind the electromagnetic section, a track entering the hadronic
section has an implicitly tighter cut. So we have less chance of having a matched
island in the hadronic section at wide angles for a given track cut. The angular
dierence must also be accounted for because of the angular dependence of dE=dx
as shown earlier in section 7.1.4. One could apply a direct correction to the
data if the correction shown previously could be globally applied to all particles.
However, as was said, this correction applies only to electrons, whereas our two
samples are predominantly hadrons. Following a similar argument as in the case
of momentum; as our nal signal is electrons, we can then apply the correction
for electrons only if class B
0
matches B in 
trk
. Therefore we apply the bin-
by-bin correction from Figure 7.5 to the two samples in bins of polar angle (or



















Figure 7.10: Angular distributions for all tracks in the electron and hadron
enriched samples passing the nal analysis criteria. The hadron enriched sample
is area normalised to the electron enriched sample.
As a result of the dierences in the electron and hadron enriched samples, we





























> 3:00; 0:55 < 
trk
< 1:10:
Ideally the analysis should be performed in as large a number of bins as possible,
but the above represents a balance between this and statistical limitation. By
way of ensuring that the number of bins chosen is a good estimate of the large
amount needed, one can compare the properties of the tracks between data and
Monte Carlo. The angular dependence is not present in the Monte Carlo, thereby
testing the correction procedure in the data. One can then choose a clean sample
of electrons from semi-leptonic decays and compare the momentum and angular
distributions. The angular dependence was rst seen by comparing the data with
the Monte Carlo, revealing that the two had a completely dierent shape. The
data and Monte Carlo comparisons will be returned to later in the chapter.











for the electron enriched and hadron enriched samples. The bins increase in
transverse momentum from left to right and pseudorapidity from top to bottom.
The normalisation of the hadron enriched to the electron enriched sample is
performed in the region, 0:5 < dE=dx < 1:1 mips. The region was chosen as
it does not interfere with the electron signal and is essentially normalising the
hadronic enriched sample to the hadrons in the electron enriched sample. The
normalisation factor varies from bin to bin, being larger in the low momentum
bins (up to 1.6) and smaller in the higher momentum bins (as low as 0.4).
From Figure 7.11, we observe an excess of the electron enriched over the hadron
enriched samples in all bins for dE=dx > 1:1 mips. On consideration of the
rise of the distribution on the left-hand side of the peak, we see that the two
distributions are compatible with each other thereby providing some conrmation
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that the hadron enriched sample is a good estimator of our background in the
electron enriched sample for all bins. Further justication of the background and
its estimator and an excess at higher dE=dx, consistent with an electron signal,
is gleaned by considering the subtracted distributions.
Figure 7.12 shows the subtracted distributions, and hence electron signal, in the
same bins where again transverse momentum increases from left to right and
pseudorapidity from top to bottom. The curves are simple Gaussian ts to the
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Figure 7.11: Distributions of dE=dx for tracks matched to electron enriched
(points) and hadron enriched (line) islands. The 16 bins are in increasing p
trk
T
from left to right and increasing 
trk
from top to bottom.
In all bins of transverse momentum and pseudorapidity, we see a signal of
electrons at about dE=dx  1:4 mips, as expected. In the region of normalisation,
0:5 < dE=dx < 1:1 mips, the data is consistent with zero, again indicating
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Chapter 7 7.3 Extracting the Electron Signal
that our background estimator provides an appropriate description of our actual
background.
The purpose of the binning; to remove the momentum and angular dependence
of dE=dx and hence the analysis seems to have so far been successful. The
background estimator provides a good description of the background and signals
are achieved in each bin with none exhibiting a strange distribution consistent








































Figure 7.12: Distributions of dE=dx for electrons from statistical subtraction of
tracks matched to electron enriched (points) and hadron enriched (line) islands.
The 16 bins are in increasing p
trk
T




7.3.4 Total Electron Signal
If we then take all the electron enriched signals in each bin and all the normalised
hadron enriched signals in each bin and add them together to receive a total
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electron enriched and total hadron enriched signal we achieve the distribution
in Figure 7.13 (Top). As with each bin separately, the agreement in dE=dx
for the rising edge on the left-hand side between the two is good, indicating
that our background is well described by our estimator. An excess is also seen
at high dE=dx, which can be seen more clearly on subtraction of the two in
Figure 7.13 (Bottom). Here we see a reasonably clean signal with the peak at
dE=dx  1.4, which shows that upon subtraction we are actually achieving a
sample of electrons. The \cleanness" of the peak could possibly be improved by
having more bins with increased statistics. However, the current procedure and
statistical sample yields a promising signal with which to extract physics results.




This cut on the mean value for electrons (as dictated by our previous correction)
implies an eciency of 50% and is chosen to remove the need for any ts to
the data which would be aected by the uncertainties for dE=dx < 1:4 mips.
Using the data below this value (even though doubling the statistics) also yields
the problem of larger statistical errors due to the previous subtraction of large
numbers. Also below this value the purity will be worse as it is the region in which
the signal to background ratio decreases (down to  1 : 100). Above this value
we have 2476 74 electrons, the error, 
N
tot
, being extracted by relating it to the
number of electron enriched, x, and hadron enriched, y, tracks above dE=dx = 1:4















































. The derivation of
Equation (7.8) is shown in the Appendix.
With the signal now realised we can then unfold to the cross-section only after we
have considered if there are any backgrounds. As the cross-section we are going
to unfold to requires there only to be an electron in the nal state, then the only
background comes from electrons from the aforementioned photon conversions.
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All other electrons inclusive of decays from beauty, charm and light quarks are
included. Electrons from photons converting in the beampipe, however, provide
a large source of background and involve a three stage procedure to remove them































Figure 7.13: Total distributions of dE=dx for tracks matched to electron enriched
(points) and hadron enriched (line) islands (top) and for electrons from statistical
subtraction of tracks matched to electron enriched and hadron enriched (bottom).
7.4 dE=dx in the Monte Carlo
An important question in this analysis, is how good is the description of dE=dx
in the Monte Carlo? To investigate this, we are going to follow the procedure as
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signal. We have used a Monte Carlo in which electrons in the nal state were pre-
selected, so the background in the electron enriched signal is small compared to
that in the data. Performing the analysis and comparing electron enriched with
hadron enriched results in Figure 7.14, where the dE=dx of the tracks is displayed
in FADC counts as no scaling over runs is required in the Monte Carlo as there is
only one run. The hadron enriched sample is normalised to the electron enriched
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Figure 7.14: Distributions of dE=dx for tracks matched to electron enriched
(points) and hadron enriched (line) islands. The 16 bins are in increasing p
trk
T
from left to right and increasing 
trk
from top to bottom for HERWIG Monte
Carlo.
Figure 7.14 demonstrates one problem that exists with the Monte Carlo
description of dE=dx, the relative value for electrons compared to hadrons is larger
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( 1.6) than in the data ( 1.4). However, it also shows that the cuts applied to
the data do work in the Monte Carlo, with the hadron enriched sample providing
a good estimate of the background. This can also be seen in Figure 7.15 in which
the subtraction yields a signal in all bins and a cancellation of the background at
low dE=dx values. This provides vindication of the subtraction method, albeit
easier than in the case of the data. Simple Gaussian ts are again overlayed in
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Figure 7.15: Distributions of dE=dx for electrons from statistical subtraction of
tracks matched to electron enriched (points) and hadron enriched (line) islands.
The 16 bins are in increasing p
trk
T
from left to right and increasing 
trk
from top
to bottom for HERWIG Monte Carlo.
The procedure has also been performed using standard photoproduction Monte
Carlo with no electron lter. This Monte Carlo, like the data, consists
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predominantly of hadrons in both the electron and hadron enriched samples.
After application of the analysis criteria, the same results were seen; the hadron
enriched providing an estimate of the background in the electron enriched sample
and an electron signal remaining on subtraction of the two. The statistical sample
for this was small, but large enough to see that the procedure worked. However,
to get enough statistics for the Monte Carlo (without an electron lter) to be
compatible with the data would require the generation of millions of events; there
currently not being enough within the ZEUS collaboration, hence the electron
lter.
Again, we add up all the bins for the electron and hadron enriched samples
and compare the two (Figure 7.16 (Top)). As in each of the bins individually,
the description of the background by the background estimator is good. The
total subtracted electrons can also be determined (Figure 7.16 (Bottom)). The
resulting signal for the Monte Carlo, is very clean with a mean at 75 FADC
counts as indicated by the dashed line. With this signal, we see another problem
with the Monte Carlo, that of the width of the distribution. The Monte Carlo
distribution is narrower than in the data.
To extract the distribution we use this signal, but cut on the mean dE=dx of the
signal (75 FADC counts) as in the data. By cutting on the mean and therefore
requiring 50% of the sample we are removing any problem associated with the
width of the signal. We can also see that the contamination from the hadron
enriched sample in this region is small (O(1%)), so we are actually choosing an
almost pure sample of electrons. This then allows us to be independent of the
subtraction and test the eciency of all the electron selection cuts.
In conclusion; although the dE=dx of a particle is not well modelled in the Monte
Carlo, exhibiting many dierent properties compared to the data, we can perform
the analysis by being largely independent of it.
7.5 Background from Conversion Electrons
Photons convert into electron-positron pairs in material in the ZEUS detector.
Those converting in the beampipe and CTD inner wall constitute the major
background for this physics study. The large majority of the photons arise from
the decays of 
0
mesons, yielding a large number of photons over a large energy
spectrum.
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Figure 7.16: Total distributions of dE=dx for tracks matched to electron enriched
(points) and hadron enriched (line) islands (top) and for electrons from statistical
subtraction of tracks matched to electron enriched and hadron enriched islands
(bottom) for HERWIG Monte Carlo.
7.5.1 Direct Identication of Photon Conversions
An electron-positron pair system arising from a converted photon has a distinct
signature; the electron and positron have a distance of closest approach of
zero and invariant mass of zero (neglecting the mass of the electron itself). A
topological conversion nder, CONVERT2 [101], which takes combinations of
oppositely charged track pairs (equally charged pairs being kept for background
estimations) was used to identify those electrons in our sample which are from
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photon conversions. The topology of the system can be schematically visualised
in Figure 7.17. The distance when the tangents of the two curves are parallel,
xy, and the dierence in polar angle, , each provide quality tests of the




Figure 7.17: Schematic diagram
showing the distant of closest ap-
proach of a conversion pair.
 < 0:1 rad; xy < 4mm;
and when combined provide an additional,
























are the resolutions of
the xy and  distributions. By cutting
on this value, D, we can either select a
highly pure sample with a low eciency or
an inclusive but impurer sample. The distribution in D for opposite and same
charged tracks is illustrated in Figure 7.18 (Left). For electrons in our sample, we
want to identify as many conversions as possible, therefore choosing a reasonably
inclusive (ecient) sample by requiring,
D < 15:
For purposes of calibration when a clean sample is required (for example,













The reasoning for the invariant mass requirement can be seen in Figure 7.18
(Right), where below this value the background (same charge pairs) lies well
below the opposite charge track pairs.
Figure 7.5 (Left) shows how eective the same charged track pairs is as a
background estimator. A statistical subtraction of the two provides us with the
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Figure 7.18: Distributions of parameter, D (Left) and invariant mass of conver-





(Right) for opposite charged (points) and same charged
(line) pairs.
number of conversions seen. Of the 2476 electrons from potential quark decays,
599  26 are identied as coming from photon conversions. The error has been
calculated from the subtraction of the same charge from the opposite charge pairs
assuming Poisson errors.
This summarises our rst step in identifying conversion electrons, the next two
being a determination of the eciency of the procedure.
7.5.2 Conversion Finding Eciency
To nd the conversion eciency, we have devised a two, rather than one step
process, to be as independent from Monte Carlo as possible. The rst step
calculates the eciency for those conversion pairs which are highly asymmetric as
predicted by a theoretical calculation. The second step, however, relies on using
the Monte Carlo, providing us with a global eciency on top of the asymmetric
eciency, but extrapolating less than if the rst step had not been used. The
two steps will now be discussed.
Eciency of Finding Asymmetric Pairs
The eciency of the conversion nder is dependent on the momentum symmetry
of the electron and positron tracks produced. For symmetric tracks the eciency
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is high, but for asymmetric tracks, one of the tracks may lie outside the
reconstruction region of the CTD. Therefore only one track is reconstructed and
is indistinguishable from our quark decays and so an estimation of this eciency
is essential. To estimate this we look at the distribution of the energy fraction of
the electron pair-produced from a photon by considering the calculation of Tsai
[102]. This starts from the exact calculation for pair-production, accounting for
screening and applying it to heavy atoms.
For a photon with momentum k producing an electron with momentum p = x  k
(and positron with momentum p
0
= k   p), the cross-section for atomic number,
























































where  is the ne structure constant, r
0
the classical electron radius and;

1



































































































is the energy of the electron and E
0
e
the energy of the positron in the
laboratory system.
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The results can be seen in Figure 7.20 where the points are the data and the solid
















Figure 7.20: Comparison of the number of events as found in the data (points)
with the prediction from theory (solid line) for clean conversions with energy,
E

> 1 GeV and the momentum of both tracks greater than 200 MeV/c. The
prediction is also shown for no cut on the momentum of the tracks (dashed line).
Also shown is the theoretical prediction if no track momentum cuts were imposed
(dashed line). The data and theory describe each other well in both shape and
normalisation. The dip at central values with a slow rise and then a sharp drop
(due to the track momentum cuts) are all well-produced. With condence in the
compatibility of the data and the theory, we can assign an eciency, which is the
ratio of the two curves.
The ratio of these two curves is an overall eciency which is not directly applicable




> 1:6 GeV/c, the eciency is dependent on the energy of the converting
photon. The ratio of the two curves was then found as a function of photon energy
(Figure 7.21) for dierent minimum track cut-os. As can be seen for the curve
with the cut-o at 200 MeV/c (thick line), the minimum photon energy is (1.6
+ 0.2 =) 1.8 GeV, with the eciency rising rapidly before reaching a reasonably
constant value around 3 GeV. Therefore, for a given photon energy, a weight
taken from this curve can be assigned to ascertain the number of conversions
corrected for asymmetric pairs which were not tagged.
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Figure 7.21: The fraction of ndable coversions (eciency) as a function of photon
energy for dierent track momentum cuts of 100 (top curve), 200 and 300 MeV/c
(bottom curve).
The procedure yielded an eciency of 80%, thereby increasing the estimated
number of conversions from 599  26 to 748  33.
Global Eciency for Conversion Finder
As a nal step to estimate the total number of electrons from photon conversions,
we have to ascertain an overall, \global" eciency. This is a Monte Carlo based
procedure and we have to somehow estimate from all the true conversions, how
many are found from our previous two steps. Within the ZEUS detector, there
are a large number of photon conversions which could never enter into our sample
of candidate tracks and can therefore be neglected. If we were not to remove them
and simply count all the photon conversions as produced by GEANT, then our
eciency would be less than 1%. However, knowing exactly which true photon
conversions to remove is non-trivial. Photons which convert at the edge of the
CTD could have the electron passing through the CTD and into the calorimeter,
the positron not entering the CTD. This may or may not then enter our sample
but knowing which of these kind of true events to remove is impossible. We
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therefore choose not to dene the undenable true sample and seek another
method.
The method used is in a sense analysis specic, being only relevant to the analysis
requirements as detailed and cannot therefore be used in any other context
although should be comparable for a similar kinematic region. By requiring
no nal state electrons and performing the analysis on these events, we nd an
eective total number of conversions. Applying the conversion nder and applying
the asymmetric eciency, we have the number of conversions our method so far
nds. The ratio of the two therefore provides us with our global eciency. This
was found to be 90%, which upon application to the number so far ascertained in
the analysis yields a total of 830  36 electrons coming from photon conversions.
The number of electrons estimated as arising from photon conversions represents
about one-third of our total electron signal sample, reducing it to, 1646  82
electrons. The identication of the number of electrons from photon conversions
is summarised in Table 7.1.
No. conversions No. electrons
Initial - 2476  74
After CONVERT2 599  26 1877  79
Tsai weighting 748  33 1728  81
Global weighting 830  36 1646  82
Table 7.1: Table showing the number of electrons from conversions and the
subsequent number of electrons in the nal sample.
We have now fully estimated the background in our signal sample, the remaining
electrons entering into our cross-section calculations.


















Chapter 2 and p
rel
T
in Chapter 3. The basic method to extract them is the same
in each case so we will initially concentrate on the x
obs

distribution by way of an
example.
Each time we tag a track as being an electron or hadron enriched candidate
we calculate the event property x
obs

, where the hadron enriched sample is
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appropriately weighted from the normalisation factors. The result of this can be
seen in Figure 7.22 (Top), where the x
obs

distribution is shown for the events
containing the two classes of track-island matched quantities. The electron
enriched is displayed as the open squares and the hadron enriched as the




for the electron enriched sample consistent with direct photon events
which is not as pronounced in the hadron enriched sample. The distribution
for the hadron enriched sample is reasonably at in x
obs

, indicating that the
presence of the electron and hence heavy quarks enhances the direct peak. The
same conclusion was drawn in the analysis of D

mesons in which the signal
region was peaked at high x
obs
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Figure 7.22: Distribution in x
obs

for the electron (squares) and hadron (histogram)
enriched samples (top) after all cuts. Also shown (centre) are the two subtracted
(triangles) compared to the conversion electrons (histogram). The nal electron
signal (solid circles) is then compared to Monte Carlo (open circles) predictions
(bottom) with direct and resolved also shown separately.
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Upon subtraction of the two distributions, we have the distribution shown as the




for 2476 electrons in the signal region. Also shown is the distribution for
those electrons identied as conversions appropriately weighted for the two-step




, but not as remarkably as for the total electron signal. Subtraction of
the two yields the distribution shown as solid points in Figure 7.22 (Bottom),







distribution is compared to Monte Carlo predictions from
HERWIG (open circles). The proportion of direct and resolved from a t to the
data are also separately shown. The t reveals a value of 434% for resolved
photon processes, the combined sample in good agreement with the measured
data. The proportion of LO resolved photon Monte Carlo required is also
vindication of the results for the analysis with D

mesons (which is consistent
with the predicted value) even though the kinematic range and the amount of
charm events is dierent.
We can also follow the same process for a measurement of p
rel
T
and it is shown in




The distributions have variable bin widths, due to a small amount of statistics
in the higher bins, which then makes the performing of Monte Carlo ts to the
data more reliable.
The comparison of the electron and hadron enriched samples Figure 7.23 (Top)
reveals nothing of remark, both being of similar shape. The same applies
to the comparison of the subtracted electrons and conversion electrons in




. However, on comparison with HERWIG Monte Carlo predictions the data
shows an interesting trend Figure 7.23 (Bottom). The Monte Carlo has been area




used. No further ts for proportions of direct and resolved or quark content
were made. From the Figure, we see that there is a tendency for the data to be
harder than the Monte Carlo prediction. In the rst two bins, the data lies below
that of the Monte Carlo, this then inverts itself, with the data lying above the
Monte Carlo in the last two bins. If we t the amount of beauty and charm+other
to the data we obtain a value for beauty of 426%. Is this an indication of the
Monte Carlo predicting too much or too little of certain processes? We will rst
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correct the data, reassess the comparison with Monte Carlo and then try and
draw some conclusions.
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Figure 7.23: Distribution in p
rel
T
for the electron (squares) and hadron (histogram)
enriched samples (top) after all cuts. Also shown (centre) are the two subtracted
(triangles) compared to the conversion electrons (histogram) in the data. The
nal electron signal (solid circles) is then compared to Monte Carlo (open circles)
predictions (bottom) with direct and resolved also shown separately.
7.7 Other Sources of Background?
Having now achieved our uncorrected distribution in x
obs

, we briey return to the
question of backgrounds apart from electrons from photon conversions. As was
stated previously, there are no other backgrounds to subtract. The decays from
light quarks remain as well as those from heavy quarks as only model dependent
methods exist for their subtraction.
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If we were considering positrons as well as electrons, then we would have to think
more carefully about backgrounds. In Figure 7.24 we see the distribution if we
tag positrons rather than electrons with all other analysis criteria remaining the
same. From the distribution in dE=dx, we can see that the result of statistical
subtraction is poor. This has been inuenced by the large amount of extra
positrons (compared to electrons) observed, which shifts the peak value and
aects the normalisation of the background. The method we have adopted is
reliant upon the number of electrons being small particularly at high momentum.
At high momentum the separation in dE=dx of electrons and hadrons becomes
worse; consequently one has to start normalising the hadron enriched signal to
the electron enriched signal in the region of the electron signal itself. As many of
the extra positrons here observed are at higher momentum, the problem therefore
arises. One has to then ask the question, what are these extra positrons? The rst
and obvious thought would be that they are scattered DIS positrons, which from




shows a similar shape to that for electrons (see Figure 7.22) except for the last
bin which is high being indicative of DIS processes.
As we are specically rejecting DIS and tagging photoproduction events, we
should have no DIS scattered positrons, although there is always contamination
in one from the other. However, this then puts into question the results using
electrons and begs the question, how much DIS contamination do we have?
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Obviously the number of extra positrons cannot be exactly stated as the method
needs to be changed to perform the analysis, but it seems to be of the order of
a few thousand. This may seem like a large number, but as the analysis is to
specically tag positrons, we nd a large number of them. It also has to be taken
into context of how many electron enriched tracks we have;  100000, which
implies that the scattered positrons are a few percent of those tracks, indicating
that the DIS contamination is not large.
The above explains why positrons have not been used. For them to be used, the
method needs to be adapted with the following being important points which
need to be addressed:
 Can we more eciently eliminate scattered positrons?
 If not, can we estimate the number?
 Can we improve the resolution of the CTD?
 If we do have scattered positrons, then an upper limit on the momentum
of the track will reject many.
The inclusion of the positron data obviously needs more study and will not be
possible without solving the above problems. This is not covered further in this
thesis and we will concentrate solely on the electron sample.
7.8 Comparison of Data and Monte Carlo
Before correcting our data to a cross-section, we would like to compare event
properties and look at resolutions in the Monte Carlo.
We rst consider the resolutions in pseudorapidity and transverse momentum of
tracks which are our candidate tracks. The resolution distributions are shown
in Figure 7.25 for all tracks. Both the distributions in pseudorapidity (Left)
and transverse momentum (Right) show no average shift and both have good
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This represents an upper limit as we have assumed p
T
= 1:6 GeV/c, which is the
lower cut-o value. The p
T
resolution of the CTD as stated in Chapter 1 is not
in good agreement with this gure; again with p
T









 0:016 = 0:018;
which in this case represents a lower limit.
Further research has been done [91] and found that the above form of the
resolution is not a good estimator particularly for low transverse momentum
tracks and as high as p
T
















= 0:012 for the distribution in question. We can
therefore conclude that the resolution observed is in better agreement with the








































Figure 7.25: Pseudorapidity (Left) and transverse energy (Right) resolutions of
the tracks from semi-leptonic decays to electrons.
Consideration of the jet resolutions (Figure 7.26) shows that the jets we are
measuring are reasonable jets. They exhibit no mean shift in pseudorapidity
and have a good resolution. The transverse momentum of the jets is shifted
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Figure 7.26: Pseudorapidity (Left) and transverse energy (Right) resolutions of
the two highest E
T
jets in events containing a semi-leptonic decay to an electron.
by 22% with respect to the true jets due to energy loss in the dead material
with a resolution of 15%. Due to this energy shift, we correct our jets before
proceeding further to a corrected cross-section. In exactly the same way as with
the D

analysis, we correct our jet transverse energies and y
JB
using the method






















shift in the absolute value and the t gives a resolution of  0:07. This resolution




is also no overall shift in the mean, but the resolution is reasonably poor at about
40%. The bin width was chosen accordingly.
We now compare data and Monte Carlo predictions for important quantities in
the analysis.
In Figure 7.28, we compare a number of jet, event and track properties between
data and Monte Carlo, where the Monte Carlo is area normalised to the data.
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of events containing an electron in the
nal state.
Considering each distribution in turn; we see that the transverse energy of
the two highest E
T
jets is well described. There is a turnover in the second
bin due to the asymmetric cuts above, which is modelled in the Monte Carlo.
The pseudorapidity of the two highest transverse energy jets is reasonably well
modelled for photoproduction events. Most of the jets are in the central region
due to the pseudorapidity and transverse momentum tracking requirements. The
data exhibits a slight excess over the Monte Carlo in the forward region and a
deciency in the central region. Improvements could possibly be realised with
more binning in pseudorapidity of the tracks.
Both event properties, y
COR
JB
and the Z vertex are also reasonably well described.
The Z vertex is centrally peaked with few events outside 20 cm.
As the distance of closest approach of the track-island pairs is dependent on both
the reconstruction of the tracks and islands as well as their interdependency,
this could be expected to be the most sensitive distribution. However, good
agreement between data and Monte Carlo is observed, the general features being
well produced.





both show reasonable agreement
between data and Monte Carlo. This is especially poignant when one considers
the somewhat crude binning in the two quantities, particularly for the pseudora-
pidity. They would both benet from ner binning, but the current agreement is
the vindication needed for the justication of the method.
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Figure 7.28: Comparsion of data (solid points) and HERWIG Monte Carlo (open
points) for event, jet and track properties of the semi-leptonic events entering the
cross-section measurement.







and extract physics in the next chapter.
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8.1 Denition of the Cross-sections
By considering photoproduction events with at least one electron in the nal






. Each event consists of at least
two high transverse energy jets, one of which is generally associated with one of
the electrons. The electron sample is an inclusive sample, being decay products





















This was done in the kinematic region dened by the following;








> 7; 6 GeV (8.2)
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The region dened by the jets, E
T
and , and the electron, Q
2
and y, are the
same as for the D

analysis so will not be discussed further. The momentum and
pseudorapidity cut on the electron are dictated by the reasonings in the previous
chapter in Section 7.2.1. It should be noted that here \electrons" is specic with
the leptons required to have a negative charge.
8.2 Unfolding to the Cross-sections






, we again employ the bin-by-bin
unfolding procedure as was performed in Section 6.6. Correspondingly, we use
Equations (6.5 - 6.10) to determine the purities, p(i), eciencies, "(i), correction
factors, C(i), and their associated errors for a given bin i. However, we adapt
Equation (6.11) slightly by removing the division of the branching ratio as we are
measuring an inclusive cross-section with no assumed decay channel or assumed
parental quark. For a given luminosity
R
dtL, the number of events, N(i) is






For the unfolding procedure, the direct and resolved Monte Carlo is combined in
the proportions of the global t to the uncorrected data obtained in the previous
chapter; 56.9% direct and 43.1% resolved. The ratios of the quark content are
those given by the Monte Carlo, so no further tting of quark components is
performed. Varying the ratios of the quark content from that predicted by the
Monte Carlo will form a systematic check of the measurement.
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shown in Figure 8.1. Looking initially at the general trends of the plots, we see
that the purity increases with increasing x
obs

, the eciency is reasonably at and
hence the correction factor represents the characteristics of the purity and also
increases with increasing x
obs

. If we reconsider the corresponding distributions
for the analysis with D

mesons (Figure 6.8), we see that the general trends of

































Figure 8.1: Purity, eciency and correction factors shown for the unfolding




The purity in Figure 8.1 also corresponds in magnitude to that of the purity in
Figure 6.8 indicating a consistency of reconstructing x
obs

for the two analyses.
Comparison of the eciencies of the two results shows that for the current analysis
the eciency is very much less, representing an overall (poor) eciency of 5-10%.
The lowness of this value needs some explaining and the following justies its
value in comparison with that obtained for the D

analysis. In a multi-stage
analysis, the eciency will suer the more cuts imposed. The D

analysis had
essentially a four stage process all of which contributed to an overall eciency of
 20%. These are:
 Trigger eciency.
 Event reconstruction eciency.
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 Jet reconstruction eciency.
 Track reconstruction eciency.
All of these, in a general sense, also apply to the search for electrons from semi-
leptonic decays of hadrons. However, the reduction in eciency from  20%
to  5-10% is a consequence of the three extra stages involved in the current
analysis:
 Island reconstruction eciency.
 Track-island matching eciency.
 dE=dx cut eciency.
With the knowledge of the imposed 50% eciency of the cut on dE=dx, the values
then become comparable to those obtained in the D

analysis, the remaining
decit arising from the other two extra stages.
Having justied the values obtained for the purity and eciency, the somewhat
high correction factors can therefore be understood by virtue of the many stages
of the analysis.
Applying these correction factors to the data using Equation (8.3) we obtain
the cross-section shown in Figure 8.2. The data points are shown compared
to hadron level Monte Carlo statistics with the contributions from direct and
resolved photon processes shown separately. We rst observe that the agreement
between data and Monte Carlo is good. It is also clear that direct photon
processes are not on their own sucient to describe the data in the low x
obs

region; a component of resolved photon processes is required. In fact, the Monte
Carlo predicts a value of 38% for the resolved photon processes and in a t to the
data the value achieved is 295 %, the two being in reasonable agreement. The






measurement - allowing the percentage of direct and resolved to oat and
minimising the 
2
- yielding similar results. This gives vindication to the tagged
D

meson cross-section measurement result. It should be noted however, that
the comparison of data and hadron level Monte Carlo is purely a comparison of
shape, the absolute normalisation of the Monte Carlo being well below the data.
More specically, a normalisation factor of 2.8 is applied to the HERWIG Monte
Carlo for the description shown in Figure 8.2. This value is also in reasonable
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data 1996/97: KT algorithm
HERWIG MC: direct+resolved
HERWIG MC: direct (71%)
HERWIG MC: direct (29%)




total, direct only and resolved only hadron level Monte Carlo.
agreement with the normalisation factor obtained in the D

analysis, which for
HERWIG is 2.6 [103].




achieved. A resolved photon component is observed in agreement with that
predicted from the Monte Carlo. The description of the data by the Monte Carlo
is good in shape but much lower in absolute value. Both of these were seen in the
analysis with tagged D





be performed except to estimate the systematic uncertainties. The estimation of
systematic uncertainties is done for completeness and the distribution will not be
further retted nor will a systematic error for the resolved photon component be
determined.








shown in Figure 8.3. The purity, eciency and correction factors for this quantity




however, can be thought of in terms of the quantity itself being an underlying
reection of the relation between the electron and the jet.




attening o at high values. The purity in the rst bin is as high as  0.8,
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decreasing to a reasonably constant  0.1 for p
rel
T
> 1 GeV/c. The eciency also




> 1 GeV/c. This is reected in the correction factor, which has a highest
value of 9 and levelling out to about 4.
It should be noted that the somewhat large errors in the purity and eciency
are correlated. Using Equation (6.10) accounts for these correlations leading to






























Figure 8.3: Purity, eciency and correction factors shown for the unfolding








reasonable. As low values of p
rel
T
imply that the electron is reasonably centrally
positioned within the jet, we would expect the identication of a specic particle
to be \harder" as the multiplicity of particles is higher in this region. Therefore a
larger correction factor would be required inside the jet, the quantity increasing
the closer the tracks are to the jet axis. However when we reconsider the eciency
we see that it is higher for those tracks in the centre of the jet. Therefore we ask
the question: in what sense is it \more dicult" to nd tracks in the centre of the
jet? The \diculty" does not come from the ineciency in nding the electrons
but from the relative value in the ratio of the purity and eciency. The shape in
the eciency can be explained in terms of track mismatching and the purity in
terms of the geometry of the track trajectory as follows.
The implication for a higher eciency is that for a given true electron, the chance
of nding the reconstructed track in the same bin is higher. When considering
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the higher eciency at low p
rel
T
one again has to consider the multiplicity
distribution in the event and within the jet. The actual high eciency arises
from misidentication of the reconstructed track as the true particle. The
multiplicity is higher closer to the centre of the jet, and consequently the chances
of the true electron being identied as another track are higher. Therefore, this
misidentication has an eect on the eciency but not the purity as the true




jet) the distribution could be at or could still be falling but the statistical errors
are too large for a denitive statement. However, the multiplicity is denitely
lower and a lower eciency is therefore observed.
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Figure 8.4: Correlation of the electron-
jet separation in     space with p
rel
T




bins are also shown.
candidate reconstructed in a given bin,
the likelihood that the true event was
in the same bin is higher. That is, the
migrations from other bins is lower. We
now have to explain the trend seen in
the purity of the sample and here we
have to consider the geometry of the
trajectory of the electron and how this




correlated to r (see Figure 8.4), then our
argument can be based on the distance




, the lower edge of each bin




= 0), the outer edge, r
0
i;i=1;8
. For a bin i in p
rel
T
, the distance in r space
of the bin, r
i



















As the trajectory can be within a specic area transverse to the jet axis given by
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then we can see that the area increases with increasing r and hence with a given
bin. Accordingly for a bin at small p
rel
T
, the amount of phase space (area of the
anulus) is smaller than a bin at larger p
rel
T
. A smaller area implies that there is less
phase space for events to migrate into it. Therefore if an event is reconstructed in




, the phase space is much larger for migrations into the bin to occur
resulting in a lower purity. The inverse dependence of the purity on the available
area of phase space leads to a rapidly falling distribution as seen in Figure 8.3.
The above explains the shape of the correction factors measured, which we now
use to obtain a cross-section in p
rel
T
. Applying these correction factors to the data
via Equation (8.3) yields the cross-section shown in Figures 8.5 and 8.6, where
it is compared to the hadron level Monte Carlo which is tted in two dierent
ways.
In Figure 8.5, the data is shown compared to the Monte Carlo with the
contributions from direct and resolved photon processes shown separately. The
percentages used are those from the t to the x
obs

distribution with no further
ts made. The overall description of the data by the Monte Carlo is reasonable


















/c) data 1996/97: KT algorithm
HERWIG MC: direct+resolved
HERWIG MC: direct (71%)
HERWIG MC: resolved (29%)




direct only and resolved only hadron level Monte Carlo, where the direct/resolved








, then they are not really the most suitable quantities to compare to. We
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therefore consider how the data is best described by allowing the Monte Carlo
to be dependent on the quark in the hard sub-process. The prediction from the
Monte Carlo gives a beauty component in the measured cross-section region of




changed to 17%. If we then return to the original Monte Carlo prediction of
the direct and resolved components and this time allow the amount of beauty
and charm+other processes to vary we receive a beauty component of 164%,
with a 
2
/d.o.f. = 1. The description of the data is again reasonable with a
slight excess in the last two bins. However, the excess in the last two bins is
somewhat misleading as the t is dictated by the values in the rst three bins.
Any subsequent increases in the beauty cross-section to t these last two bins
would greatly reduce the charm plus other cross-section at low p
rel
T
, yielding a poor
t. The charm and light quark component are included into one \charm+other"



















/c) data 1996/97: KT algorithm
HERWIG MC: all processes
HERWIG MC: beauty (16%)
HERWIG MC: charm+others (84%)
Figure 8.6: Dierential cross-section as a function of p
rel
T
compared to total, beauty
only and charm+other hadron level Monte Carlo.
The dierent ts performed and the subsequent proportions of processes is
summarised in Table 8.1.
From the above, Figures 8.5 and 8.6 and Table 8.1, we see that the measured cross-
section as a function of p
rel
T
is in good agreement with the Monte Carlo prediction
for the fraction of beauty production in our kinematic region. A more denite
statement, however, is reserved for when a full study of systematic uncertainities
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direct resolved charm+other beauty
MC prediction 62% 38% 84% 16%
Direct/resolved t 71 5% 29 5% 83% 17%
Quark component t 62% 38% 84 4% 16 4%
Table 8.1: Table showing proportions of direct and resolved processes and beauty
and charm+other processes as predicted by the Monte Carlo, after allowing the
direct and resolved fraction to vary and allowing the fraction of beauty and
charm+other to vary.
has been performed and a systematic error placed on the beauty component of
164% so far received. We study the systematic uncertainties in the next section
for both cross-sections measured.
8.3 Study of Systematic Uncertainties
For any given measurement, a large number of systematic uncertainties could be
studied, so one has to decide on a sensible amount of uncorrelated eects. We
can somewhat articially categorise the changes into four classes:
1. Variation of the kinematic cuts used to dene the analysis. This we perform





in both the data and
HERWIG Monte Carlo samples.
2. Variation of the kinematic cuts and quantities used to dene the electron
selection and the cuts used to subsequently remove the background. This
is again performed by varying the cut values in the data and reconstructed
Monte Carlo.
3. We also consider the systematic eect due to the uncertainty on the absolute
calorimeter energy scale between the data and Monte Carlo. This we do by





and island energy) by some
factor in the data only, whilst the Monte Carlo remains at its nominal
value. This is therefore expected to systematically increase or decrease the
cross-section.
4. Uncertainties arise from the dependence of the model used to unfold to the
cross-section. We analyse this by considering Monte Carlo specic parts of
the analysis and varying these.
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When considering the resulting changes in the cross-sections and what constitutes
a systematic trend, one should also consider the physics to be interpreted. For
the cross-section in x
obs

, we are interested in the percentage of resolved photon
processes as predicted by LO Monte Carlo generators. Any subsequent reduction
in the low x
obs





problematic shift for interpreting any physics result. Correspondingly and more
importantly for the p
rel
T




< 0:75 GeV/c) to high (p
rel
T
> 1 GeV/c) values would lead to a large
change in the amount (if any) of beauty quarks as required by the Monte Carlo
to describe the measured data.
8.3.1 Uncertainties Arising From the Kinematic Cuts
By way of analysing the eects of the of the quantities used to dene the kinematic
region we consider the transverse energy of the jets and the y
JB
of the event. For

















As the purpose of the lower and upper cuts on y
JB
is dierent they have been
varied separately, rather than choosing one extended window. The cut on
the transverse energy of the jets has been varied by considering the resolution





> 8; 7 GeV; E
CORjet1;2
T
> 6; 5 GeV;
where our resolution for low transverse energy jets is 15%. Here the 1 variation
is taken for the 7 GeV jet and is subsequently larger for the lower 6 GeV jet.
151
Cross-section Measurements for Semi-leptonic Decays Chapter 8
However, we also want to retain the 1 GeV dierence between the cut on the
highest and second highest transverse energy jet.




seen in Figure 8.7 and those for p
rel
T
in Figure 8.8 where the quantity plotted is a















are our varied and central cross-sections respectively.
As a result, a systematic variation of 1, is a 100% variation, however of more
importance is the size of the variation with respect to the statistical error. The
statistical error on the central cross-section is shown as the shaded band, being
 20   50% for the x
obs





. The percentage statistical error in the rst bin in x
obs

is very large due to
the small value in the bin. Subsequent systematic variations and errors in this
bin are then also large but are somewhat insignicant in absolute values and so














0 0.2 0.4 0.6 0.8
ETCORjet1,2 > 8, 7 GeV
0 0.2 0.4 0.6 0.8 1
ETCORjet1,2 > 6, 5 GeV
xγobs




. The shaded band shows the statistical error on the central cross-section
value.
From Figure 8.7, we see that the systematic variations of y
JB
have little eect on
the cross-section. No systematic trends are exhibited and the absolute variations
in all bins are small, all being less than half the value of the statistical error.
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The eect of varying the cuts on the transverse energy is more marked.
Consideration of when the cuts are increased by 1 shows no systematic trend
but does show absolute shifts of signicant size. The absolute shifts are of the
order of the statistical error and is twice the statistical error in the case of the
fourth bin. However, within this variation we actually see an eect caused by the
limitation of the statistics and not just the cuts themselves. Changing to these
higher values of jet transverse energy results in a 41% reduction in events and so
we are relying on correction factors of almost twice the size as the nominal ones
and hence a large Monte Carlo extrapolation. Lowering the transverse energies
by 1 results in another situation. Here the resultant shifts from the central
values are large, but this time the shifts are systematically downwards, therefore
the cross-section with the lower reconstructed jet transverse energies is lower. By
requiring jets with a corrected jet transverse energy of 5 GeV, we are allowing the
jets measured in the calorimeter to be as low as  3.4 GeV. Jets of this value are
poorly modelled and as we are relying on extrapolation from the Monte Carlo as
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ETCORjet1,2 > 8, 7 GeV
0 1 2 3 4
ETCORjet1,2 > 6, 5 GeV
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. The shaded band shows the statistical error on the central cross-section value.
Similarly to the cross-section in x
obs





by the the changes in y
JB
. The percentage changes are again less than half that
of the statistical error.
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For the higher E
jet
T
cuts, no systematic trend is again seen but shifts of the order of
the statistical error are observed. For the lower pair of cuts, a lower cross-section
is again observed, being concentrated in the second, third and fourth bins. The
higher four bins are not shifted as much in relation to their statistical error as
the rst four. Interpretation of the eects of changing the lower limits on the
transverse energy of the jets is dicult and must await the retting procedure.
However, the higher minimum requirements are suggestive of a smaller beauty
component and the lower minimum requirements suggestive of a larger beauty
component.
8.3.2 Uncertainties Arising From the Electron Extraction
Consideration of uncertainties related to the extraction of the electron signal can
be separated into three sections and we perform one systematic check for each of
these:
1. Variation of the kinematic cuts, by allowing the p
trk
T
cut to change by 1
in the same way as for the transeverse energy of the jets. From Figure 7.25,
we see that the resolution of the transverse momentum of the tracks is good
( 2%) leading to changes of the 1.6 GeV/c central value of 0.03 GeV/c.
2. So-called \cleaning" cuts are applied to achieve as clean a signal as possible
for a given eciency. One of these is the distance of closest approach allowed
for a track-island pair to be considered matched. Changing the value should
only result in variations of the purity and eciency - a larger distance of
closest approach criteria implies a higher eciency and lower purity and
vice versa for the smaller distance of closest approach - but no subsequent
variation in the overall correction factor. The value is changed by  5 cm
from the original, dca = 20 cm.
3. The removal of the background due to electrons from photon conversions
also plays a signicant ro^le and the uncertainty related to the cuts
which dene it have to be estimated. We vary the quality factor, D
(Equation (7.9)), by +5( 5), thereby increasing (decreasing) the eciency
and decreasing (increasing) the purity of nding the electron from a photon
conversion.
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The results of these changes on the cross-sections are shown in Figures 8.9 and
8.10.




minimum transverse momentum cut of the track is small in all bins. The
magnitude of the variation is far less than the statistical error and is insignicant
in this analysis for this distribution.
Changing the value for the distance of closest approach for the track-island pair
results in the largest systematic eect from those investigated in this section. The
shifts in the cross-section are larger for the smaller distance cut, but are generally
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D < 20
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D < 10
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For the variation of the quality factor, D, no signicant eect is seen, the largest
shift being less than 10%.
When altering the minimum p
trk
T
cut, for the cross-section as a function of p
rel
T
(Figure 8.10) we see a slightly more noticable eect than was seen for the cross-
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section as a function of x
obs

. For the higher minimum requirement, three bins are
shifted by  10 %, however there is no systematic trend.
The change in the cross-section with varying distance of closest approach cut is
also more noticable for the p
rel
T
measurement. The variation is as much as 30%,
but always less than the statistical error.
The quality factor, D, has very little eect in all bins for both changes of the
upper limit.
Overall the eect of the changes to variables which yield the electron signal is
small. The largest dierences seen are for the distance of closest approach cut for
the cross-section in p
rel
T




than as a function of x
obs





dependent on the electron itself where x
obs
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8.3.3 Uncertainties Arising From the Energy Scale
When we say uncertainties arising form the energy scale we mean an uncertainty
in our knowledge of the calorimeter energy scale between data and Monte Carlo.
In all of our systematic checks so far studied, a change in a quantity corresponded
to the same change in both the data and the Monte Carlo. However, as the
energy scale could be dierent between data and Monte Carlo, we apply a change
to it in one and not the other. The Monte Carlo has been shown to reproduce
the absolute energy scale of the calorimeter to within 3% [104]. We therefore
increase the calorimeter quantities, y
JB
and the island energies, by 3% in the
data only, the Monte Carlo remaining in the nominal situation. However, jets
are also measured via the calorimeter so they must also be subsequently changed
as for y
JB
and island energies. The magnitude of the scale factor is not the same
for jets as for cell or island energies. For the measurements of the low energy jets
under study we have extra uncertainties between the data and Monte Carlo. The
scale uncertainty attributed to our relatively low energy jets is 5% [27] and so
the jet energies are scaled by 5%, also only in the data.
The eects of the uncertainty of our knowledge in the energy scale between data
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Figure 8.11: Systematic uncertainties due to the uncertainty in the energy scale




Scaling the calorimeter energies in the data up and down produces the eect
expected. In Figure 8.11, we see that all points lie above (below) zero for an
increase (decrease) in the scale representing an increase (decrease) in the cross-
section. The shift is generally slightly smaller than the size of the statistical error
and is of the order of 20%. The largest uncertainty from the shift in calorimeter
scale is in the nal bin, which is thought to be due to the correction procedure
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for y
JB
. The correction for y
JB
for energy loss as particles traverse dead material
is a t to the combination of direct and resolved as a function x
obs
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Figure 8.12: Systematic uncertainties due to the uncertainty in the energy scale




Similarly for the cross-section as a function of p
rel
T
there is an overall shift, either
up or down. Again the shift is generally slightly smaller than the statistical error.
As the shift is systematically up or down, there may be no eect on the percentage
of beauty required by the Monte Carlo to describe the cross-section and we await
the t to these cross-sections.
The uncertainty here gleaned from varying the energy scale measured in the data
with respect to the Monte Carlo is large and is correlated between bins. For this
reason it will not be added in quadrature with the other systematic checks but
displayed as a separate band in the dierential cross-section measurements.
8.3.4 Uncertainties Arising From the Monte Carlo
Using only one Monte Carlo to perform the unfolding procedure to a cross-section
is not sucient and may result in model dependence. Therefore, we use another
independent Monte Carlo to perform the unfolding. The Monte Carlo used as






are those determined from the HERWIG Monte Carlo.
Our rst step is to check the validity of the bin-by-bin unfolding procedure,
by unfolding the PYTHIA Monte Carlo with the HERWIG Monte Carlo. We
therefore unfold the raw PYTHIA distribution and then compare it to our true
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PYTHIA distribution which should agree within statistical uctuations. This
is shown for the distribution in p
rel
T
in Figure 8.13 (where we have not divided
by luminosity or bin width). The corrected PYTHIA (solid points) shows good
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Figure 8.13: Comparison of PYTHIA corrected with HERWIG (solid points) and




We can also check the validity of the Monte Carlo modelling by looking at the
correction procedure for our jets. As we use a Monte Carlo based correction
procedure which is dependent on the transverse energy and pseudorapidity of the
jet, this again could be model dependent. Using a much simpler crude correction
procedure should provide us with an estimation of its independence from the
Monte Carlo. Considering the uncorrected jets measured in the calorimeter with
respect to the hadronic jets an average overall shift in the mean energy of 22%
is observed (Figure 7.26). Our crude correction procedure is to simply multiply
our uncorrected jets energies by a factor of 1.22, regardless of the position and
transverse energy of the jet.
The results of the fractional dierences in the cross-sections for these two studies
are shown in Figures 8.14 and 8.15.
Consideration of Figure 8.14 demonstrates the importance of the checks on
the model dependence, with the uctuations reasonably large both when using
PYTHIA and a constant jet energy correction. We see that when using PYTHIA
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Figure 8.14: Systematic uncertainties due to the uncertainty in the model and jet




the points lie below zero between bins two and seven, two of them of the order of
the statistical error. This implies a larger cross-section when unfolding with the
HERWIG Monte Carlo. Also of note is that the seventh bin has a smaller and the
eighth bin a larger cross-section in the case of PYTHIA with respect to HERWIG.
However, this is expected due to the peak in HERWIG being in the seventh and
the peak in PYTHIA being the eighth bin in x
obs

. This is a known feature of the
respective Monte Carlo programs and is a problem the PYTHIA generator has in
describing the data, with HERWIG providing the better description of the two.
The application of the constant jet transverse energy correction factor also
exhibits reasonably large uctuations of the order of the statistical error. The
uctuations are of a similar, if not greater, magnitude but in the opposite sense
to those for PYTHIA. We therefore apply a reasonably large contribution to the
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Figure 8.15: Systematic uncertainties due to the uncertainty in the model and jet




Unfolding to the cross-section as a function of p
rel
T
using the PYTHIA Monte
Carlo also exhibits reasonably large uctuations (Figure 8.15). The size of the
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uctuations is as large as the statistical error in over half of the bins. It will be
interesting to see what eect these rather large shifts have on the component of
beauty required to describe the cross-section.
The constant correction factor applied to the jets yields small dierences except
in the last two bins and the rst two. The eect is certainly smaller than in the
case of the dierences for the cross-section in x
obs





on the transverse energy of the jet, only the position of its axis, so as long as we
are accepting \good" jets, the dierences in the measured cross-section should
only arise from the dierent statistical samples accepted.
The Monte Carlo (and the data) as has been said previously is an inclusive sample
of decays to electrons including decays from beauty, charm and other hadrons.
The goal of this analysis is to extract the actual quark content of the sample and
more specically the amount of beauty produced in the data compared to the
Monte Carlo. Therefore we vary the quark content of the Monte Carlo from the
nominal prediction and see if there are any systematic dierences in the cross-
section measurements. As the beauty content is the gure we are extracting and
the value is completely unknown a sensible variation is dicult. We therefore
choose situations putting upper and lower limits on the value. In the Monte
Carlo we therefore require that the quark content in the hard sub-process takes
the following two forms:
 All events contain beauty quarks in the hard sub-process.
 No events contain beauty quarks in the hard sub-process.
The procedure is also a test of systematic detector eects, but is not just
accounting for detector anomalies. In some sense, this also represents some
estimation of a theoretical error as we are then considering the physical properties
of the events, the jets and the electrons themselves. For example the shape of
the jets between dierent quarks will almost certainly be dierent and hence can
have an eect on our ability to nd the electron.
The percentage dierences for the cross-sections by varying the quark content as
indicated previously are shown in Figures 8.16 and 8.17.
The eect on the cross-section as a function of x
obs

in Figure 8.16 reveals
reasonably large uctuations. When excluding beauty processes from the Monte
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Figure 8.16: Systematic uncertainties due to varaiation of the quark avour in the




Carlo, the dierences are slightly less marked than for the all beauty case. When
there are no beauty events, there is an overall increase in the cross-section.
Conversely when using Monte Carlo with beauty quarks in the hard sub-process,
we obtain a lower cross-section, with every bin systematically shifted in the same
direction by approximately the same value as the statistical error. The eects
seen here are probably related to the properties of and our ability to reconstruct
the jets themselves. A detailed study of the dierences between charm and beauty
jets is needed before the above can be explained. However, as the point of this
analysis is to separate, for the rst time at ZEUS, charm from beauty, then a study
of them is dicult as we do not know which jets are which. The \Catch-22" [105]
situation in which we are left requires further development. However we can place
constraints on the measurement made, by using the above two distributions as
upper and lower limits on our cross-section depending on the quark content. This
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Figure 8.17: Systematic uncertainties due to varaiation of the quark avour in the





Chapter 8 8.3 Study of Systematic Uncertainties
The eects on the p
rel
T
distribution will be analysed more carefully and the
percentage of beauty quarks found with the two distributions corrected in the
dierent ways. As can be seen from Figure 8.17, the Monte Carlo containing no
beauty produces signicant uctuations, all approximately half the size of the
statistical error. The slightly higher values in the rst three bins allied to the
lower values in the higher bins is suggestive of a cross-section with a smaller
fraction of beauty quarks than the nominal case. We will await the t before
making a more denite statement on the eect of the change.













Figure 8.18: Correction factors
obtained when using the nominal
Monte Carlo and when using only
beauty quark Monte Carlo.
from only beauty events is more transpar-
ent. The rst three bins all lie well below
zero, indicative of a lower cross-section in
this region, and the last ve all lie above
zero, indicative of a higher cross-section in
this region. More simply, the cross-section
is lower at low p
rel
T
(where charm and light




(where beauty decays dominate). We
can also see this by comparing the correc-
tion factors of the nominal situation and
the all beauty Monte Carlo situation as we
do in Figure 8.18. Here we see that the
correction factors for the all beauty quark
sample is reasonably at in p
rel
T
, being signicantly lower in the rst three bins.
The reasoning behind this is uncertain, and requires more detailed knowledge of
the dierences between charm and beauty decays and charm and beauty jets.
The eect could also be due to the migrations of events between bins. The high
correction factors at low p
rel
T
come from high purities in these bins which are
a result of migrations from other bins. In the case of the decays from beauty
quarks, the events are at higher p
rel
T
and so do not subsequently migrate to these
lower bins as often as in the charm and light quark decays. This is somewhat
speculative and needs further study.
This would suggest that unfolding with Monte Carlo containing beauty quarks




percentage component of beauty as gleaned from a t with the Monte Carlo.
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Having completed our systematic study, we will then add them to our cross-
sections and in the case of the p
rel
T
distribution analyse the consequences in depth.
8.4 Dierential Cross-section Results
8.4.1 Final Cross-section for x
obs





shown in Figures 8.7, 8.9 and 8.14, we add them in quadrature along with the
statistical error in each bin. The resulting errors are shown as the thin, outer
bars on our cross-section values in Figure 8.19, with the statistical errors shown
as the thick, inner error bars. The energy scale uncertainty is shown as the lightly
shaded band around the points. The error due to the uncertainty on the quark
content of the Monte Carlo is shown as the darkly shaded band centred around
the line at zero. The lower limit represents using Monte Carlo with only beauty
quarks and the upper limit using Monte Carlo with no beauty quarks in the hard
sub-process. For all three classes of error, the largest errors are in the high bins,
the highest bin being particularly sensitive to the quark component in the Monte




generally small with only the fourth point having a signicant (if asymmetric)
error, which arises from the raising of the minimum jet transverse energy cuts.
The data is again shown compared to the area normalised hadron level Monte
Carlo. The value of the direct and resolved fraction is again that from the 
2
-t
to the data obtained earlier with a value 295(stat.)% for resolved processes. As
was said previously we will not perform ts to all the systematic changes and
determine a systematic error on the fraction of the resolved (and hence direct)
component. If we performed the ts, then the value would be dictated by the




considerably whilst the low x
obs

points remain reasonably stable.
The shape of the distribution is also related to the quark component as the
quark mass itself aects the distribution in x
obs

. From the denition of x
obs

(Equation (2.29)), we see that we calculate it using the pseudorapidity of the
jets. However, in the case of heavy quarks we should use rapidity, particularly
if we have beauty quarks. Consequently the high x
obs

peak is shifted to lower
values for heavier masses. For a charm only sample of events, the peak is in the
164










0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1










data 1996/97: KT algorithm
HERWIG MC: direct+resolved
HERWIG MC: direct (71%)
HERWIG MC: resolved (29%)
Figure 8.19: Dierential cross-section, d=dx
obs

, compared to LO Monte Carlo
(solid line). The contributions from direct (vertically hatched) and resolved
(diagonally hatched) photon processes are shown separately. The points are shown
with statistical errors (thick, inner bars) and statistical and systematic errors
added in quadrature (thin, outer bars). The energy scale uncertainty is shown
as the lighter band around the points. The uncertainty arising from the quark
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seventh bin, but the seventh and eighth bins are of similar size. For a sample of
only beauty events the peak is also in the seventh, but the seventh bin is much
larger than the eighth. Therefore we receive the large uncertainty at high x
obs

due to dierent inputs of the quark content used for unfolding. We will discuss
this further in the conclusions in the next Chapter.
In summary, we observe that the cross-section dened by the kinematic region
in Equation (8.2) agrees well in shape with HERWIG Monte Carlo. However, an
overall normalisation of  2.8 needs to be applied to the Monte Carlo for the
description. A component of LO resolved photon events in the Monte Carlo are
required to describe the measured data. This component is predicted to be 38%
by the Monte Carlo and a consistent value of 295(stat.)% is obtained when a
t to the data is performed. The systematic uncertainties are large.
8.4.2 Final Cross-section for p
rel
T
In the case of the cross-section as a function of p
rel
T
, we combine the uncertainty
from the quark content of the Monte Carlo into the total systematic error.
Therefore we combine the errors in Figures 8.8, 8.10, 8.15 and 8.17 in quadrature
with the statistical errors. The combined errors are shown as the thin, outer
errors bars on our cross-section measurement in Figure 8.20 and the statistical
only as the thick, inner error bars. The energy scale uncertainty is again shown as
a shaded band around the points. The data is compared to the area normalised
hadron level Monte Carlo with the beauty and charm plus other components
shown separately where the percentages are from a 
2
-t to the data where the
amount of beauty was allowed to vary.




is being used to directly extract the ratio of quark components in
the kinematic region and so cannot be ignored. The systematic errors displayed
do not look as signicant as in the x
obs

cross-section, but this is just an optical
eect arising from the logarithmic scale. The combined total errors are in fact
large in all bins. The signicant bins, however, are the rst three which are
populated by most of the events and consequently have signicant \control" over
the t. Here we observe a large lower systematic error arising primarily from
the procedure of unfolding the distribution with only beauty quarks in the hard
sub-process.
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data 1996/97: KT algorithm
HERWIG MC: all processes
HERWIG MC: beauty (16%)
HERWIG MC: charm+others (84%)
Figure 8.20: Dierential cross-section, d=dp
rel
T
, compared to LO Monte Carlo
(solid line). The contributions from beauty (vertically hatched) and charm+others
(diagonally hatched) quarks in the hard sub-process are shown separately. The
points are shown with statistical errors (thick, inner bars) and statistical and
systematic (including the uncertainty from the hard sub-process quark) errors
added in quadrature (thin, outer bars). The energy scale uncertainty is shown
as the light band around the points.
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In summary, the dierential cross-section measured is well described in shape
by the HERWIG Monte Carlo, but with reasonably large errors. The Monte
Carlo predicts a beauty component of 16% the same as when the Monte Carlo
is tted to the data: 164(stat.)%. The value is less than that from the t to
the uncorrected data. This arises as decays from beauty quarks have dierent
correction factors to the other decays, but we are applying a global correction to
the data. This is, however, accounted for in the systematic error by unfolding
with all beauty and without beauty. This uncertainty and others will be analysed
in more detail in the next section and a systematic error assigned by considering
all the systematic checks performed.
8.5 Beauty Quark Contribution
We are now going to extract a systematic error on the percentage of beauty
required by the Monte Carlo to describe the measured cross-section in our
kinematic region. This we do by tting the components of beauty and charm
plus other in the Monte Carlo to all data cross-section results from all systematic
checks. Therefore for every change which was made as a systematic check, we
receive a \new" cross-section. We then ret the Monte Carlo to the \new" cross-
section and receive a \new" value for the percentage of beauty. This is then
compared to the central value for the percentage of beauty required and the
dierence of the two is our systematic error for that particular systematic check.
Allied to our central percentage value, we then have sixteen subsequent values and
sixteen systematic shifts all of which are combined to give us our total systematic
error on the measurement of the percentage of beauty required by the Monte Carlo
to describe the data. The results of these ts are shown in Table 8.2.
We see that the amount of beauty required in the Monte Carlo to describe the
data for all the dierent criteria imposed in the systematic studies can vary by a
large amount. Considering each new value in turn we can conclude the following.
In varying the cuts on y
corr
JB
, we receive small changes to our central value as was
expected from the small shifts seen in Figure 8.8. Using higher (lower) minimum
reconstructed jet E
T
requirements has a signicant eect on the value, yielding
a lower (higher) percentage, the dierence from the nominal value being  5%.
Each dierence for changes in the method of electron extraction are small as
was expected from Figure 8.10. Changing the distance of closest approach value
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> 1.57 GeV/c 84:3 4:2% 15:7 4:2% +0.1%
dca < 25 cm 85:4 4:0% 14:6 4:0%  1.0%
dca < 15 cm 84:6 4:3% 15:4 4:3%  0.2%
D < 20 84:2 4:2% 15:8 4:2% +0.2%
D < 10 84:3 4:2% 15:7 4:2% +0.1%
Energy scale
cal +5% 86:5 3:8% 13:5 3:8%  2.1%
cal -5% 84:8 4:6% 15:2 4:6%  0.4%
Monte Carlo




85:5 4:2% 14:5 4:3%  1.1%
Quark content
non beauty 88:8 4:3% 11:2 4:2%  4.4%
beauty only 72:6 6:0% 27:4 6:0% +11.8%
+12.9%
Total  7.0%
Table 8.2: Results of quark component ts to the cross-sections when a systematic
check is made. The total systematic error and the energy scale uncertainty is also
shown.
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has the largest eect of  1.0%. The uncertainty in the energy scale contributes
small, but not insignicant, dierences; both being in the same direction. The
dependence on the model used is not large even though in the case of using
PYTHIA the eect on the dierential cross-section was large as was shown in
Figure 8.15. The consequences of using all beauty or non beauty Monte Carlo in
the unfolding procedure are signicant in the nal percentage. This is particularly
so for the positive systematic in which we have a value  12% in excess of the
nominal percentage, the nal value being 27.4% .
The relevance of the quark content factors and dierent minimum jet E
T
requirements can be more clearly seen if we tabulate the percentage shifts by




















Table 8.3: Results of systematic error in beauty component for each general
category.
From Table 8.3 we clearly see that the total positive error is dominated by the
uncertainty in the quark content and the negative error is a consequence of the
quark content and the kinematic cuts. If the quark content error were not taken
into account then the total systematic error would be reasonably symmetric at
about  5%.
The percentage of beauty component required in the Monte Carlo to describe the
data is,




If we then add the statistical error in quadrature with the total systematic error
we receive a percentage which has a total error of
+13:6
 8:1
%. Therefore we have a
non-zero percentage of beauty and therefore have the rst indications of open
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beauty at ZEUS, the one sigma limits being (7.5 < beauty < 29)% . When this
translates into the amount of beauty measured relative to that predicted by the
LO HERWIG Monte Carlo, we receive,
1:3MC < beauty < 4:9MC (1 range);
remembering we have a normalisation factor of 2.8 and a Monte Carlo predicted
value of 16.3%. These represent one sigma limits in the dened kinematic region
of the beauty component from our error estimation and shows that in the data
there are indications of a larger component of beauty than is predicted by the
Monte Carlo. The 95% condence level upper limit is,
beauty < 6:5MC (95% CL):




We have therefore performed the analysis of the beauty component by removing
the rst two bins and tting to just the region for p
rel
T
> 0:5 GeV/c. We are then
provided with two additional systematics of the choice of bin; that is tting to
the rst and third bins. The results of the ts are shown in Table 8.4.
Using only those bins for p
rel
T
> 0:5 GeV/c demonstrates a more stable systematic
error as a fraction of the total value. This improvement however, is not so marked
when one considers the reasonably large systematic errors from the choice of bin
and the increased statistical error. It should be noted that the Monte Carlo
predicts a beauty component of 24.4%. Adding the statistical to the systematic
error in quadrature, we then have one sigma limits on the amount of beauty
relative to the Monte Carlo:
0:87MC < beauty < 3:9MC(1 range);
which gives us slightly tighter limits, than when the t to the whole range is
performed. The slight improvement in error is not sucient however for us to
prefer this result. We therefore revert back to our previous beauty component.
In summary, we have the rst indications of open beauty at ZEUS but with
reasonably large limits, the central value being consistent with the percentage
predicted by LO Monte Carlo but requiring a scaling factor of  2.7.
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> 1.57 GeV/c 80:4 7:4% 19:6 7:4% +0.6%
dca < 25 cm 81:0 7:2% 19:0 7:2% 0.0%
dca < 15 cm 82:4 7:4% 17:6 7:4%  1.4%
D < 20 81:3 7:3% 18:7 7:3%  0.3%
D < 10 79:7 7:4% 20:3 7:4% +1.3%
Energy scale
cal +5% 84:3 6:7% 15:7 6:7%  3.3%
cal -5% 80:9 8:1% 19:1 8:1% +0.1%
Monte Carlo




81:9 7:6% 18:1 7:6%  0.9%
Quark content
non beauty 87:4 7:6% 12:6 7:6%  6.4%









> 0.75 GeV/c 73:0 16:6% 27:0 16:6% +8.0%
+13.8%
Total  9.3%




> 0:5 GeV/c when a systematic check is made. The total systematic error




In this thesis we have performed two analyses of heavy quarks; the rst
concentrating on open charm and the second on open beauty production. We will
now try and summarise the measurements and their consequences. Allied to this
we will also note future measurements of interest to increase our understanding
of open heavy quark production.
9.1 Dijets with Tagged D

Meson Analysis
In Chapter 6, we considered dijet photoproduction events containing a recon-
structed D

meson. The cross-section d=dx
obs

was measured in the kinematic








data was compared to LO HERWIG Monte Carlo predictions. Using only direct








region. The amount of resolved processes predicted by a 
2
-t to the
data was 435%, in reasonable agreement with the HERWIG predicted value of
37%. The discussion of the t is only with respect to the shape and does not rely
on the absolute cross-section prediction. In fact, the Monte Carlo prediction lies
below the data in its absolute value and is scaled by  2.6 to describe the data.
Therefore, within LO QCD, we have a signicant amount of resolved processes in
charm photoproduction. The generally assumed fact that resolved processes are
sub-dominant, with direct boson-gluon fusion processes dominating is therefore
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not true. From our LO description, we can then ask what are the LO resolved
processes contributing to the total prediction. Do we simply have gluon-gluon
fusion processes producing charm in the hard sub-process or are there so-called
\excitation" processes present where we have charm in the photon? By looking
at the hard sub-process in the Monte Carlo, we can determine the relative
contribution of each process. The contribution from excitation processes is  0.93
of the total sample indicating their existence, at least at LO. At LO, we are
heavily dependent on the factorisation scale which then inuences the production
processes. As was stated in Chapter 5, the factorisation scale is set to be of
the order of the scale of the hard sub-process and the possibility of excitation
processes is dependent on the E
2
T
of our nal state. In our measurement, we were
studying jets with a minimum cut-o, E
jet
T







To make rmer conclusions on the nature of the processes involved, we need to
compare to higher order calculations or produce other measurements. We will
rst discuss moving to higher order predictions and discuss future measurements
in the nal section.
As was earlier discussed, there is an ambiguity between LO resolved and NLO
direct, so what we refer to as resolved photon processes could simply be NLO
direct processes. An NLO prediction compared to the data would then more
solidly demonstrate that we have resolved charm production. In [50], a massive




calculation, charm is generated in the hard sub-process and is not an active







and may be signicant. A massless calculation would be expected to provide
a better description of the cross-section. In summary, the NLO prediction [39]
provokes more questions than are answered and we await further developments.







were measured for dijet photoproduction




again observe a peak at high x
obs

consistent with direct photon processes and
a signicant cross-section at low x
obs

. As was observed in the D

analysis, the
Monte Carlo predictions give a good description of the data. Again, direct photon





Chapter 9 9.2 Dijets with Electrons in the Final State
a 
2
-t, we require a component of resolved; 295%, which is again in reasonable
agreement with the Monte Carlo prediction of 38%. The Monte Carlo was again
signicantly scaled up to match the data by  2.8.
Consideration of the cross-section in p
rel
T
allows us to compare the amount of
beauty decays required to describe the data with the Monte Carlo prediction.
A 
2
-t to the data yielded a value of 164%, consistent with the Monte Carlo
predictions. A full systematic study was performed and error on this value found:




Coupled with the Monte Carlo prediction of 16.3% and the normalisation factor
of  2.8, this means the amount of beauty measured compared to the Monte
Carlo is in the one sigma limit,
1:3MC < beauty < 4:9MC (1 range):
With this measurement, we have the rst indication of open beauty at ZEUS, the
value being more than predicted by LO Monte Carlo.
We then would like to consider these results in the context of the preliminary
results from the H1 collaboration [66]. However, any direct comparison is dicult
for a number of reasons which are now detailed. The results shown in this
thesis are in a dijet kinematic region, whereas those from the H1 collaboration
extrapolate out of the jet region. This can then inuence any conclusions when
one one considers the following two points:
 HERWIG requires a normalisation factor of 1.8 in inclusive dijet photopro-
duction [27].
 HERWIG requires a normalisation factor of 2.6 in charm dijet photopro-
duction [103].
These points indicates that the factor of 2.7 required by HERWIG for open
beauty dijet photoproduction is not so remarkable. The Monte Carlo used by
the H1 collaboration also contains only direct photon processes, where a resolved
component for heavy quark production is clearly shown in this thesis. Clearly
more work is needed for a comparison between experiments.
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Further studies of open beauty production would prove dicult with the current
statistics, but unfolding to a b

b cross-section (with large errors) maybe possible
and hence a comparison to NLO predictions.




























charm, beauty and light quark produc-
tion.
beauty production in our events, we
should consider the massless nature of
our jets. We can see in Figure 9.1 an ef-




. Our jets are assumed to
be massless and we use an appropriate
massless recombination scheme. We see
that for beauty production the events




The mass of the quark does not seem to
eect the distribution in the case of the
charm as its mass is one-third that of
beauty. Changing the denition of x
obs

is not actually necessary unless we want
to cut on the quantity, and is also not trivial. We could take into account the mass
by considering massive jets and not the massless approximation of using trans-
verse energy and pseudorapidity. However, simply changing this also requires us
then to change the recombination scheme of the jet algorithm. This discussion




valid, but its appropriateness for heavy quarks is an interesting subject.
9.3 Future Prospects
From these results we see that the study of heavy quarks in dijet photoproduction
is yielding interesting results and other measurements are now possible. With our
clean sample of charm events provided by our sample of D

meson events, we can
measure charm jet cross-sections as has been done for inclusive jet measurements.
Comparing these cross-sections to NLO massive and massless predictions would
be instructive in developing a \best" way to consider charm production. Of
particular interest is a measurement of jet shapes which could reveal which are
the dominant resolved processes. As gluon-gluon fusion leads to two quarks jets
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and charm excitation has a charm and gluon jet, by considering the D

tagged
and other jet we may be able to discern which process is the dominant.
The beauty indication, would then ideally be extended to a measurement. Once a
measurement has been achieved then further properties of beauty jet production
could be discerned. By cutting on, for example, high p
rel
T
we could isolate a beauty
enriched sample with a reasonably small background from charm and light quarks.
With our current method and acceptance for beauty quarks, detailed jet analyses
would prove dicult. With the proposed HERA and ZEUS upgrades for the
interaction region [106], there will be a signicant increase in luminosity. Allied
to these upgrades, the installation of a microvertex detector [107] will allow us to
tag secondary vertices allowing us another method for the detection of decays of
heavy quarks.
Preliminary Monte Carlo studies of heavy quark jets with the upgrades and
inclusion of the microvertex detector have demonstrated that many interesting
measurements could be made [108]. Coupling the detection of secondary vertices
with current methods should lead to a greatly increased statistical sample and
hence a deeper understanding of heavy quarks in photoproduction and the photon
structure.
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Appendix A
Error calculation for number of
electrons
For a given bin in track transverse momentum and pseudorapidity, we have x
electron enriched tracks and y hadron enriched tracks above dE=dx = 1:4 mips,
resulting in a total number of tracks, N ;
N = x  f  y;











are the number of electron and hadron enriched tracks in the
normalisation region 0:5 < dE=dx < 1:1 mips respectively. If we write z = f  y,





















































































































































If we then consider that the total signal, N
tot
consists of i bins, each subject to
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