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1. DEFINITION OF A POLICY 
In this paper we are concerned with the continuous time Markov decision 
problem that Bellman introduces in Chapt. 11 of [I]. Later Howard considers 
the same problem in Chap. 8 of [lo], but he emphasizes the infinite horizon 
problem where Bellman’s concern is exclusively with the finite horizon model. 
The system we consider may be in one of n states labeled 1, 2,..., II at any 
point in time. It operates from time zero to time T, where T + co. When the 
system is in state ;, an action a is chosen from a finite set Ai of possible 
actions, and a return rate r(;, a) is received that depends only on the current 
state and action taken. The system’s evolution from state to state is described 
by a probability law, to be given later, that depends on vectors whose com- 
ponents are q(j 1 i, a), j = I,2 ,..., n. These components have the property 
that O<q(jIi,a)<co, jf i, and & q( j 1 i, a) = 0. The component 
q( j 1 i, a), j # i, can be thought of as the transition rate from state i to statej; 
i.e., the probability that the system will be in state j at time t + dt, 
0 < dt < 6, 6 > 0, given that it is in state i at time t and action a E Ai is 
always used in the interval [t, t + S) when the system in in state i is 
q(j I 6 a> At + W). 
Let F = XEr Ai . A policy n is a function of time on [0, co) into F. 
Using policy r means that if the system is in state i at time t, the action chosen 
is xi(t), the ith component of m(t). 
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For any f E F, we let r(f) be the n x 1 column vector whose ith element is 
is r(i, fd), and Q(f) be th e n x n Markov infinitesimal generator matrix 
whose (i,j) element is q(j 1 i, fJ. 
DEFINITION. A policy m(t), 0 < t < co, is piecewise constant if for all 
T the interval [0, T] can be divided into a finite number of intervals (0, tl), 
(tl , ta) ,..., (tmel , T), such that r(s) is constant on (t, , tj+,), 0 <j < m - 1. 
The ambiguity at the end points ti , called switching points, is resolved 
by defining n(t) as right continuous. We take as the admissible class of 
policies those which are piecewise constant. 
It is possible to generalize the results of Section 2 so that the class of 
admissible policies can be extended to those which are Lebesgue measurable, 
and this was done in the finite horizon case by the author [13]. There it is 
also shown that a piecewise constant policy is optimal among the class of 
measurable policies. If one were to extend this result to the finite horizon 
problem with discounting, then a rather simple argument would suffice to 
show that a piecewise constant policy is optimal among the class of measurable 
policies in the infinite horizon discount case. 
We are able to describe an admissible policy r by a sequence of the form 
(f(l), tl,f(2),t, ,... ), where f(i)EF, t,=O<t,,<t, ,... <co, and 
ti -+ co. This sequence is finite if tj = co for some finite j. We define ir by 
r(t) = f (i) where i satisfies tdwl < t < ti . The policy 
r’ = (f(l), tl ,...,f (A, 4 ,4, 
j < co, means that for t < tj 
n’(t) = {f(i) : ti-l < t < ti}, 
and 
r’(t) = P(t - tj) for t 2 t* . 
A policy defined by the sequence f (1) = f, t, = co is called stationary, 
since n(t) = f for all t. This policy (f, co) will be abbreviated to f. 
2. THE MARKOV PROCESS 
Let S be the state space {I, 2,..., n} and Q be the set of all piecewise con- 
stant functions on [0, T] into S. We write 9 for the o-algebra of sets in the 
space 9 generated by the sets {W : w(t) = i}, where w E Q, for all t E [0, T] 
and all i, 1 < i < n. When the piecewise constant policy rr is used and K 
is the initial state of the system we define the Markov process of our system 
by the probability triple (C&9, P), where Pk is a probability measure such 
that w(O) = K, w E 8, and the probability transition matrix function of the 
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process is the unique absolutely continuous (in t for fixed S) Markov transition 
matrix function satisfying the condition that for almost all s in (0, T], 
w, t, + = 1 + Q(+)) (t - $1 + o(t - s), (1) 
where t > s. 
Two questions must be answered in order to justify this definition. The 
first is whether, given a piecewise constant matrix function Q(.rr(*)), there 
is a unique absolutely continuous Markov transition matrix function that 
satisfies (1) almost everywhere. The second is whether there is a probability 
measure Pk such that the process (Q, 9, Pk) has the given absolutely con- 
tinuous Markov transition matrix function, the point being whether Q is 
a large enough class of sample functions. 
Feller [S] answered the first question by showing that the solutions to 
the differential equations of the form 
(2) 
with the initial condition P(s, s, Z-) = I, s E [0, T], determine a unique 
absolutely continuous Markov transition matrix function satisfying (1) 
everywhere except possibly where the piecewise constant policy rr switches. 
The second question is answered in the affirmative by using the result of 
Dynkin [7, p. 1601. Dynkin’s result requires only that the given Markov 
transition matrix function be continuous. 
3. THE OBJECTIVE FUNCTION 
When w(m), w E D is a sample path of our system and the policy rr is used, 
the return to the system is defined to be 
I 
T 
e-"W4t), ~,dt)) 4 
0 
where (Y > 0 and is the discount factor. Our objective is to choose a piecewise 
constant policy rr that maximizes the expected value of this integral as T 
goes to infinity for any initial condition of the system. 
It is desirable to interchange the integral and the expectation, and we can 
do this from Fubini’s theorem if R(w, t) = r(w(t), ruct)(t)) is measurable 
1 The (i,j) element of the matrix P(s, t, 7~) is defined as P”[w: w(s) = i, w(t) = j]/ 
P[o: w(s) = ;I, the conditional probability that the system is in state j at time t, 
given the system is in state i at times s. This conditional probability is undefined if 
P[w: w(s) = i] = 0. 
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with respect to (9 x M), where IM are the Lebesgue measurable sets in 
[0, T]. In [13] th e author establishes this result by first showing that the 
stochastic process is (g x M)-measurable using Doob’s fundamental 
theorem [6, p. 601. 
Hence we seek the policy r among the class of piecewise constant policies 
that maximizes the vector 
V(v, a) = ;z ,: e+P(t, n) r(r(t)) dt (3) 
in all coordinates (each coordinate corresponding to a different initial state) 
where 01 > 0, and this is called the a-optimal policy. Here we have suppressed 
s (which equals zero) in the notation for the transition matrix. 
4. THE DISCOUNT CASE 
In this section we find a stationary policy maximizing (3) among the class 
of piecewise constant policies. We follow closely the approach of Blackwell [2] 
for the discrete time Markov decision problem. Since our results hold for 
any 01 > 0, (Y will not be included in much of this section’s notation as an 
argument of various functions such as T.J(~, a). 
We begin the determination of an optimal policy by defining the trans- 
formation L( f, t): 
qf, t) f.8 = 1: e-f’(s,f) r(f) ds + e+‘(t,f) w (4) 
for any n-dimensional vector w and f E F. 
Thus 
and 
Nf (I), t, ,f (2), t, Y.,f (j), 4 3 T) 
= -qf (l), t1)Jqf (9 t, - t1) =Jqf (i), 4 - t+J 44 
L( f, t) is monotone, for if w1 > ws then L( f, t) w1 3 L( f, t) w2, since the 
matrix P(t, f) is nonnegative for all t and f. For two policies r1 , ws we write 
ml > 7r2 if TJ(~J >, o(7rJ. 
THEOREM 1. If 7 > (f, t, CT) for all f E F, t > 0, then n- is optimal. 
PROOF. By hypothesis W(V) > er( f, t, A) for all f E F and t > 0. Let 7’ 
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be an arbitrary piecewise constant policy defined by (f’(l), t; ,f’(2), 2: ,...). 
V(T) 3 Q’(m), t& - tk-r , GT) so that using the monotoneity of 
L(f’(l), Q-w’m t; - 4) *-L(f’(m - l), t:,-1 - t;-s), 
L(f’(l), ti)L(f’(2), t; - t;) ~**L(f’(m), t; - t&-r) V(T) 
**a L(f’(m - I), t&-1 - t$-2) w(7+ 
Thus r > (f’(l), t; ,f’(2), tl ,..., f’(m), tk , r) for all m. Letting m + 03 
we obtain w(n) > ~(rr’), which proves the theorem. 
THEOREM 2. I f  (f, t, r) > v  f  or some f  E F and some t > 0, then the 
stationary policy f  > 7~. 
PROOF. By hypothesis, L( f ,  t) v(rr) > V(T). Applying L(f, t) m times 
yields L( f ,  mt) o(n) > v(?T) by the monotoneity of L( f ,  t). Letting m -+ 00 
we have w(f) > w(v). 
LEMMA 3. Let D( f,  g) = Y(f) + Q(f) v(g) - aw(g). Then for any t > 0 
Wf, g) (3 0 =+- L(f, t) w(g) (5) w(g)* 
PROOF. From the representation (4) we have 
&L(f, t) w(g) = e+Yt,f) {r(f) + 8(f) w(g) - aw(g)l 
= e-@“P(t,f) o(f, g). 
Since the matrix P(t,f) has only nonnegative elements and pii(t, f) > 0 for 
all finite t (Chung [3, p. 126, Theorem 5]), we have 
Wf, g) (5) 0 =+ $L(f, t) w(g) (3 0 
for all 0 < t < co. These inequalities and the equation L( f ,  0) w(g) = w(g) 
complete the proof using the mean value theorem. 
THEOREM 4. Take any g EF. Let G(g, i) be the set of actions a E Ai such 
that 
r(i, a> + Q&4 w(g) > w(g), (5) 
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where Q*(a) is the erector q(j 1 i, a), j = 1, 2 ,..., n. I f  G(g, i) is empty for all i, 
the stationary policy g is optimal. For any f  such that 
fi E G(g, i) 




zdwmw fj $ G(g, j), f  > g. 
PROOF. If G(g, i) is empty for all i, then D( f ,  g) < 0 for all f  E F. Lemma 3 
says this implies L( f ,  t) v(g) < v(g) f or all f  E F, t > 0, which proves the 
optimality of g by Theorem 1. For every i such that fi = gi we have 
Oi( f ,  g) = r(i, gi) + Q*(g) v(g) - cxv,(g) = 0. For every i such that fi E 
G(g, i),we have Oi( f ,  g) > 0. Hence if f  satisfies (6) and (7) of the hypothesis, 
D( f ,  g) > 0. Using Lemma 3 we have 
I4fT t) v(g) = 4 f9 t, g) > w(g) 
for any t > 0 so that from Theorem 2 f  > g. 
Theorem 4 shows that a stationary policy is optimal for any 01 > 0, since 
either a policy g is optimal or there is a stationary policy that has a higher 
return and there are only a finite number of stationary policies. 
Theorem 4 also indicates a method for determining an optimal stationary 
policy which is the same as that given by Howard [lo, p. 1171. Any stationary 
policy g is chosen and w(g) is calculated by solving the system of equations 
r(g) + Q(g) W = 49 (8) 
Equation (8) is obtained from the relation D(g, g) = 0. The set G(g, i) is 
determined. If this set is empty for all i, g is optimal. If not we determine an 
f  E F that satisfies (6) and (7) of Theorem 4. The policy f  then takes the place 
of g in the algorithm and (8) is evaluated for g = f ,  etc. By the argument of 
the preceding paragraph this algorithm will find an optimal policy g EF 
in a finite number of steps. 
Those readers familiar with Denardo’s recent work in dynamic program- 
ming [4] should recognize the vector functionL( f ,  t) as a contraction mapping, 
The corresponding contraction mapping in the discrete time model of 
Blackwell [2] satisfies the hypotheses of Theorem 5 of [4] which gives suffi- 
cient conditions for a stationary policy to be optimal in sequential decision 
problems. In our case, however, one of the difficulties in applying Theorem 
5 is that the t in L( f ,  t) is not bounded away from zero so that there is no 
uniform contraction, and Denardo’s contraction hypothesis is not satisfied by 
the function L( f ,  t). 
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5. THE AVERAGE GAIN CRITERION 
In the case where a! = 0, the return v(r, a) is typically infinite. Therefore 
to distinguish between policies it is necessary to use a criterion other than the 
expected value of discounted return. In this section we want to maximize 
the average gain per unit time defined as 
A(n) = lim -!- /‘P(t, z-) r(r(t)) dt. 
FIT n + 
We say a piecewise constant policy n* is optimal if A(7-r*) > A(r) for all 
piecewise constant policies n. Our method of determining an optimal station- 
ary policy follows closely that of Blackwell [2] in the discrete case. 
In the remainder of this paper, we need the following results from the 
theory of stationary continuous parameter Markov chains. 
THEOREM 5. Let f  be a stationary policy. Then 
(a) The lim,,, P(t, f) exists; we call this limit P*( f  ). Some consequences of 
5a are 
P(t,f) P*(f) = P*(f) P(t,f) = P*(f), 
(P(t,f) - P*(f ))” = P(t,f )” - P*(fY = P(nt,f) - P*(f ). 
(b) The matrix Q(f) P*(f) = P*(f)Q(f) = 0. 
(c) For any column vectors c and c’, the equations 
Q(f) x = c’, P*(f). = P*(f)c 
have at most one solution. 
(d) Jr 11 P(t, f) - P*(f) jl dt < co, where )I A /I is the absolute value 
norm of the matrix A dejned by 11 A /I = xii 1 aij I . 
PROOF OF (a). This theorem is proved by Chung [3, p. 183, Theorem 11. 
PROOF OF (b). It is well known that P(t, f) can be represented as a 
polynomial in t whose coefficients are powers of Q(f ). Therefore 
Q(f) P(t, f) = P(t, f) Q( f  ), which gives us the first equality letting t go to 
infinity. It follows from Chung [3, p. 211, Corollary] that 
0 = hi (-$j P(t,f) 
which in turn equals P*(f) Q(f). 
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PROOF OF (c). We will have proved (c) if we can show that the solution b 
to the matrix equation 
[ 1 ,0(f) b = () p*(f) 
must be the null vector, where b is an n x 1 vector and 0 is the 2n x 1 
vector having all components 0. We consider each element bi according to 
whether the state i is recurrent or transient. 
We first establish that the {bi : state i belongs to the recurrent class J} must 
have one element. If J has one element there is nothing to prove. If not, let 
Jf={i:b,ab,,i,j E J} and assume the contrary, that J+ is a proper 
subset of J. Since J+ is not itself a recurrent class, there must be an i E J+ 
such that 
Pii < c - df). 
jEJ+ 
ifi 
However, qij( f) = 0, j $ J, and bi > bi for all states j E J\ J+, which implies 
Cj df) bj < 0, a contradiction. Zero is the common value of the bi , i E J, 
since for i E J, 
f,%(f)4 =O = zJ’;(f)bj, 
jEJ 
and the (i, j) element of the matrix P*( f) is strictly positive if state i 
communicates with j. Now consider the set of transient states T. Let 
T+=(i:b,>bi,bi>O,i,jET} and T-={i:bi,<bj,bi<O,i,jET} 
and assume the contrary, that either T+ or T- is nonempty. Both cases are 
proved the same way and we consider the case Tf nonempty only. Since the 
set T+ is not a recurrent class, there must be some i E T+ such that 
!&i(f) < c - 4df). 
jcT+ 
j#i 
But since bj = 0, j $ T, bi > bi for all states j$ T+, which implies 
Cj qii( f) bi < 0, a contradiction. 
PROOF OF (d). By using the “consequences” of part (a), for any t > 0 
fk'(s,f) -p*(f) IIds = f j." llW%f> - p*(fNP(s,f) IIds 
0 m-0 0 
< s 1 II P&f) II ds 5 II W,f) - p*(f)P II - m=o 
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From part (a), P(t,f) + P*(f) so that we can pick t large enough that the 
infinite sum converges, which proves the theorem. 
We can prove that a stationary policy is optimal for the average gain 
problem from the result that a stationary policy is optimal for the discounted 
problem. 
From Widder [15, p. 181, Theorem I] we have the following result. 
LEMMA 6. Let 
f(s) = jr eest da(t), 
where s > 0 andf (s) < co. Then 
THEOREM 7. There exists a stationary policy f which is or-optimal for a set 
of 01 having 0 as a limit point. This policy f maximizes the average gain over the 
class of piecewise constant policies. 
PROOF. The existence of the desired stationary policy f follows from 
Theorem 4 and the fact that F is finite. Let 
v(t, rr) = j: P(s, rr) r(rr(s)) ds. 
Then for any admissible policy v 
/J(r) = lim + 
&cc 
(using Lemma 6) 
since f is a-optimal for a set of (Y having 0 as a limit point. 
Lemma 6 implies that if lim,,,[a(t)/t] exists, then 
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Since 
and 
p(4f) + p*(f), [ 1 WY + P*(f) Y(f), 
A(f) = v-2 y = i$fl(f> 4 2 44. 
Theorem 7 says we can determine a policy that maximizes average return 
by finding a stationary policy having an average return at least as great as any 
other stationary policy. We now find that policy. 
THEOREM 8. For f  EF, 
v(f, a) = ‘$ +y(f) + hf) a > 0, 
where x(f) = P*(f) r(f), and is the unique (Theorem 5c) solution of 
Q(f)x =O, p*(f). =p*(f)t(f)t (9) 
where y(f) = J: (f’(t, f) - P*(f)) r(f) dt is the unique (Theorem 5c) 
solution of 
Q(f)r =x(f) -r(f)> P*(f)Y =o (10) 
and 
lim c(a, f) = 0. 
a-o+ (11) 
PROOF. 





e*‘P*(f)r(f)dt + /~(W,f) -p*(f)),(f) dt 
Let 
+ J,” (e** - l)P(t,f) - P*(f))r(f)dt. 
x(f) = p*(f) r(f), 
and 
u(f) = /;(Wsf) - J’*(f))y(f)dt 
+,f) = lm++ - 1) (p(t,f) - p*(f)) y(f) dt. 
0 
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It is clear that x(f) = P*(f) r(f) satisfies (9). Also 
Q(f) jm Wf) - p*(f)) r(f) dt = j= Q(f) W,f) r(f) dt (using 5b) 
0 0 
= s ,r $ fYt,f) r(f) dt 
and 
= (p*(f) - 4 r(f) = x(f) - r(f) 
of) jm (fV,f) - p*(f)) r(f) dt = jm (p*(f) - p*(f)) r(f) dt = 0, 
0 0 
so y(f) satisfies (10). Let ol, > 0, LY, - 0, and 
fn(t) = vnt - 1) P(t,f) - p*(f)) r(f). 
The conditions of the Lebesgue Convergence Theorem are satisfied using 
Theorem 5d and 
which proves 
lim j,“fm= j,“f =O, 
hil E(CL, f) = 0. 
COROLLARY 9. For f  E F, A(f) = x(f). 
THEOREM 10. Consider the following inequalities associated with f  EF, 
aEAi: 
QiW x(f) 3 0 (12) 
and 
r(i, 4 + 844 r(f) 3 4f ), (13) 
where QXa) is a row vector. Let G( f,  i) be th e set of actions a such that (12) 
holds strictly or (12) holds with equality and (13) holds strictly. Let G(f) be the 
set of g such that for some i, gi E G( f, i), and for all other i, gi = fi . Then 
if g E G(f ), vk, 4 > v( f, 4 for 01 su$ciently close to zero. 
(14) 
G(f) is empty, A(f) > A(g) for all g EF. (15) 
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PROOF OF (14). Using the representation of Theorem 8 for v(f, a) we 
have for any g E F, 
W,f) = y(g) + QC.d (+) + r(f) + 44)) 
Hence if g E G(f), D(g,f) > 0 f or 01 sufficiently close to zero. This result 
combined with Lemma 3 and Theorem 2 implies r(g, a) > ~(f, a) for 01 
sufficiently close to zero. 
PROOF OF (15). By using the representation of Theorem 8 
+ e-GtP(4 g) I - 4wY. 
The derivative of the expression in braces is 
e-+V,g) (W - 40 - olyC.0 +Q(g)f(f) + Qk)r(f)) , 
which is less than or equal to 
e-mtP(t, g) ay* 
for 01 sufficiently close to zero, using the fact that G(f) is empty where for 
all i, 
yi* = max 
1 <j<n,jeF ’ rdf) I ’ 
Hence for all t and 01 sufficiently close to zero 
L(g, t) v(f, a) - v(f, 4 < 11 ae-OL8y* ds + +p(t,g) +,:,f) - +,f). 
Letting t --+ co, 
Since also 
-v(g, a) - v(f, a) = x(g) - x(f) 
OL + Yk) - Y(f) + +Gg) - +%f), 
we must have x(f) > x(g), which completes the proof using Corollary 9. 
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From Veinott [ 14, Corollary l] we have the following lemma whose proof 
in the discrete case applies directly to the continuous case. 
LEMMA 11. Suppose f E F and g E G(f). Thm either x(g) > x(f) OY 
x(g) = x(f) ad Yk) > Y(f). 
Theorem 10 provides us with an algorithm for finding a policy (stationary) 
that maximizes the average return over the class of stationary policies, and 
also over the class of piecewise constant policies using Theorem 7. We begin 
the algorithm by choosing an arbitrary f EF. Either G(f) is empty and f 
maximizes the average return, or we obtain a policy g E G(f) with the pro- 
perty that z(g, 01) > U( f, a) for all a: sufficiently close to zero. This new g 
replaces f in the algorithm. The algorithm is finite since each time’ G(f) 
is not empty we have a(g, a) > w( f, a) f or OL sufficiently close to zero, and 
there are only a finite number of stationary policies. 
6. NIARKOV RENEWAL PROGRAMMING 
A fairly natural question is how our continuous time problem compares 
with the Markov renewal problem introduced by Jewel1 [Ill. Once we limit 
ourselves to stationary policies, it is not difficult to describe a continuous 
time problem in terms of a Markov renewal problem so that they represent 
equivalent optimization problems in both the discount and averaging cases. 
In the averaging case, this conversion permits us to use the results of Denardo 
and Fox [5] on solving mu&chain Markov renewal problems by linear 
programming. A linear programming formulation is rather straightforward in 
the discount case of either the discrete time, continuous time, or Markov 
renewal problem, but previous results in the averaging case (Manne [12], 
Wolfe and Dantizg l-161) had been limited to the discrete time problem where 
all states belong to one ergodic class under all policies. Linear programming 
is of considerable practical interest because of the general availability of 
linear programming codes, even though there is no reason to believe it is more 
or less efficient than a policy iteration scheme such as provided by Theorem 
10. The conversion of the continuous time problem to the Markov renewal 
formulation in the averaging case is now examined in detail. 
We summarize the Markov renewal problem by letting t(i, a’) and r(i, a’) 
be the one-stage expected duration and reward, respectively, from taking 
action a’ in state i, and ~,~(a’) be the probability of a transition to state j 
given state i and action a. We let 1, 2,..., n, be the states in the imbedded 
Markov chain and A; , i := I, 2,..., II, be the set of actions available at state i. 
Then F’ = XC1 Al is the set of admissible stationary policies. 
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Lemma 3 of [5] tells us that I, the average gain vector using the policy 
f ‘, is the unique solution of 
P(f ‘) 4f ‘) = 4f ‘) (16) 
and 
r(f’) + Jyf’) tJ = +J + T(f’) X(f ‘), (17) 
where e, is an n-vector and T(f’) is an n x n matrix of zeros except for the 
diagonal elements which satisfy tei( f ‘) = t(i, f j). 
In the continuous time problem we associate with each state i and action 
Q E Ai a reward rate r(i, a) and a transition rate vector with components 
q(j I i, a), j = 1, Z..., n. In the analogous Markov renewal formulation we 
define a’ E Ai by 
t(i, 4 = &q(j ,:, a) + c ’ 
(18) 
r(i, a’) = t(i, a’) r(i, u) (19) 
and 
pii = t(i, a’) q(j I i, a), j # i 
= t(i, a’) c, j = i, (20) 
where the constant c is artificial and in effect represents the “transition” 
from state i to state i and could be any positive number. It is needed since 
we permit the case Cizi q(j 1 i, u) = 0. 
THEOREM 12. The average gain vector x(f) in the continuous time case 
equals the average gain vector x( f ‘) in the Markov renewal case where f i is 
definedby (lg), (19), und (20), letting a = fi . 
PROOF. From (19) and (20) we can write 
r(f’) = T(f’)r(f) and P(f ‘) = T(f ‘) Q(f) + 4 
the last equation following from the relationships 
t(i, a’) c = t(i, a’) (- C q( j I i, 4 + C q( j I i, 4 + c) 
j#i i#i 
=t(i,a)q(iIi,a) + 1. 
Hence (16) and (17) become 
T(f’)Q(f)x(f’) +x(f’) =x(f’) 
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and 
Tf’) r(f) + T(f’) Q(f) 2, + v = v + T(f’) 4f’). 
By referring to Eqs. (9) and (10) in Theorem 8, we see that 
X(f’) = x(f) = p*(f) r(f) and v =r(f> 
solve the above equations, which completes the proof. 
Theorem 12 says we can solve the continuous time problem by solving 
the Markov renewal problem obtained from the transformations (18), (19), 
and (20). Denardo and Fox find the policy that maximizes the average 
gain in the Markov renewal problem by solving the linear program (I) and 
sometimes also the linear program (II) given respectively on pp. 5 and 7 
of [5]. 
7. O-OPTIMAL POLICIES 
Another way to compare policies when o! = 0 is to examine what happens 
as OL -+ 0 +. We say a policy 7r is O-optimal if 
where 
&T+ [U(d - v(r, 41 = 0, 
The results of this section are the same as those Veinott [14] obtains for the 
discrete time Markov decision process. The existence and properties of 
stationary O-optimal policies are summarized in the following theorem. 
THEOREM 13. Consider the class of stationary policies. For each f EF, 
letfEF’ifx(f)>x(g)forallgEF, andfEF’iffEF’andy(f) >y(g)for 
all g E F’. Then F” is the (nonempty) set of all f E F for which f is O-optimal. 
PROOF. This result follows from the optimality of a stationary policy in 
the discount case, the representation of Theorem 8, and the finiteness of F. 
Let E(f) be the set of g E F such that (12) and (13) of Theorem 10 hold 
with equality for all i. Using exactly the same method of proof as Blackwell 
in [2, Lemma 21, we have the following: 
LEMMA 14. If f E F and g E E(f) then x(g) = x( f ). (Lemma 14 is used 
in the proof of Lemma 15.) 
Using exactly the same method of proof as Veinott in [14, Lemma 4 and 
Lemma 51, we have the following two lemmas. 
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LEMMA 15. IffEF,G(f)isempty,andify(f)>y(g)forallgEE(f), 
then f  is O-optimal. 
LEMMA 16. Suppose f  E F, g E E( f  ). Let w(g) .-: Z’*(g) (- y(f)) he the 
unique (by Theorem 5c) solution to 
Q(g) w = 09 p*(g) w = p*(g) (-Y(f)). 
Then Ad = y(f) + w(g). 
For each f  E F let z(f) be the unique (by Theorem 5~) solution to 
Q(f)z(f) -y(f), p*(f) z(f) = 0. 
Consider the following inequalities associated with any f  EF and g E E(f): 
- ydf) + Q,(g) z(f) 2- 0 (21) 
for all states i. Let H(f) be the set of g E E(f) such that (2 1) holds for all i and 
and strictly for some i and for each i such that (21) holds with equality gi ::: fi . 
THEOREM 17. I f  G(f) u H(f) is empty, then f  E F”. Zf g E H(f), then 
49 = x(f) ad y(g) > y(f) or y(g) = y(f) and z(g) > 4f ). 
PROOF. Consider a new hlarkov decision problem where 
F* = {g’ :g E E(f)) 
and for each g’, Q(g’) : Q(g) and r(g’) = - y( f ). Then 
a’) = p*(g) (- Y(f )) = w(g) = Y(g) - Y(f) 
by Lemma 16 for all g’ E F*. Also y(g’) is the unique solution to 
Qk>yk’) = y(g) -y(f) + y(f) and p*(dY(g’) = 0 
form Theorem 8. Hence y(g’) = z(g) for all g’ E F*. The construction of the 
set H(f) is such that g E H(f) if and only if g’ E G( f ‘). Therefore if H(f) 
is empty, G( f ‘) is empty and by Theorem 10, 
0 = x(f ‘) 3 4g’) = u(g) -Y(f) for all g’ E F*. 
Hence if G(f) u H(f) is empty, y(f) 3 y(g) for all g E E(f) and f  E F 
by Lemma 15 and Theorem 13. If g E If( f ), then g’ E G( f ‘) and by Lemma 
11, 
Y(g) = 4.f) > 4f ‘) = y(f) or 49 = x(f ‘) 
and 
z(g) = Y(d) > Y(f ‘) = 4.0 
which completes the proof, 
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Theorem 17 describes an algorithm for determining O-optimal policies. 
A stationary policyfis chosen. The algorithm choosesf(2),f(3),..., inductiv- 
ely so thatf(i + 1) E G(f(i)) if G(f(‘)) E is nonempty, andf(i + 1) E H(f(i)) 
when G(f(i)) is empty. The sequence of triples {~(f(z)),r(f(i)), z(f(i))} is 
lexicographically increasing so that nof( i can recur. The algorithm termi- ) 
nates when G(f(i)) u H(f(i)) is empty for some i, and by Theorem 17 
f(i) is O-optimal. 
It would be desirable to be able to obtain O-optimal policies by linear 
programming. This problem has been solved by Fox [9] in the case where all 
states belong to one ergodic class under every policy. The general multi- 
chain problem remains unanswered. 
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