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Abstract 
The hydraulic conductivity (K) of an aquitard is of critical importance in controlling 
groundwater flow and solute transport in a multilayered aquifer-aquitard system. 
Direct measurement of K is commonly based on the Darcy’s law, which expresses a 
linear relationship between K and pressure/water-level differences. As aquitards are 
of low permeability, measurement of K in a realistic timeframe requires a large 
pressure difference within the testing interval. As a consequence, direct K 
measurement for an aquitard is mostly limited to the laboratory tests, where the 
larger pressure difference can be controlled. But due to the scale effect induced by 
the heterogeneity of the aquitard, the resultant K from laboratory tests can be several 
orders different with K at the practical scale (such as the sizes of discretized cells in 
the regional-scale numerical simulation for groundwater flow).  
The focus of this dissertation is the development of alternative methods to enable 
estimation of K in the aquitard at a regional scale, mainly including an analytical 
approach and a geological process-based method.  
 The analytical approach, which combines the harmonic and coherence analysis, 
is developed to calculate the vertical hydraulic conductivity (Kv) in the aquitard, 
based on the long-term water-level measurements in the aquifers overlying and 
underlying the target aquitard. The harmonic analysis derives Kv as a function of 
leakage-induced water-level fluctuations in the aquifers. The coherence analysis 
rules out the noise which interrupts the leakage-induced water-level fluctuations. The 
method is validated by synthetic case studies, and then is applied to calculate Kv for 
both the Westbourne and Birkhead aquitards within the Eromanga Basin, Australia. 
From this, Kv for the Westbourne aquitard is estimated to be 2.17×10
-5
 m/d and for 
the Birkhead aquitard is 4.31×10
-5
 m/d.  
Combining harmonic and coherence analysis above can result in a regional-scale 
Kv, which is, however, averaged over heterogeneity of the aquitard. As an alternative, 
another methodology which can infer the heterogeneous K distribution in the 
aquitard is proposed. The method is based on the fluvial processes simulation, 
assuming that the target aquitard is formed by a river system. Steps in this 
methodology are:  
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(1) 1D stochastic fluvial process-based model is developed on the basis of the 
Exner equation, by revisiting the flow velocity in the model as the stochastic 
description (mean and perturbation) of velocity. As a consequence, the riverbed and 
channel evolution, and the variation of river discharge can be accounted in the 
model. Two-phases of sediment transport (sand and silt) are modelled to reproduce a 
sandstone/siltstone architecture (with respect to high/low permeable rock structure), 
which result in 2D profiles of the sandstone proportion.  
(2) The sill, nugget and correlation length of sandstone proportion is then 
extracted, and is used in the kriging procedure to infer a 3D representation of 
sandstone proportion.  
(3) The sandstone proportion is converted to K values based on the classical 
averaging method that vertical K is the harmonic average of original K in sandstone 
and siltstone, whilst the horizontal K is the arithmetic average of K in sandstone and 
siltstone.  
The methodology is applied in the Betts Creek Beds (BCB), which is an aquitard 
separating a key coalbed from several major aquifers in the Galilee Basin, Australia. 
BCB was deposited by a river system in the Permian over a period of 20 million 
years, and is composed by sandstone, siltstone, claystone and shale. K for the 
siltstone, claystone and shale were tested by centrifuge permeameter core analysis. K 
for sandstones are tested by the drill stem test, and also inferred from the downhole 
logs of the electrical resistivity and sonic velocity using cokriging-Bayesian 
approach. Herein, the fine-grained sediments (siltstone, claystone and shale) which 
have similar K values are uniformly referred to as “siltstone”. The lithological 
architecture (sandstone/siltstone) of BCB is simulated by combining the stochastic 
fluvial process model and the kriging method. Finally, 3D spatial distribution of K 
can be inferred by substituting K of sandstone and siltstone in the lithology 
architecture. K measured by laboratory testing, field drill stem test and the cokriging 
method represent the values on a small scale, but averaging methods, which convert 
the lithological architecture to the heterogeneous K distribution, result in upscaled K 
values.   
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Thesis Outline 
This thesis is based on four publications, which are supported within the thesis by 
background information and explanation. The study is largely of a “desktop” nature 
with use of mathematical models, but utilises a wide range of available geological, 
geophysical, drillhole and engineering data. The thesis content can be summarised as 
follows: 
Chapter 1: Introduction to the thesis aim and objectives, and an overview of 
geology and hydrogeology of the study area.  
Chapter 2: Reviews of the methods to infer hydraulic conductivity (K) in the 
aquitard.  
Chapter 3: Published Paper. Jiang, Z., Mariethoz, G., Taulis, M. and Cox, M. 
(2013). Determination of vertical hydraulic conductivity of aquitards in a 
multilayered leaky system using water-level signals in adjacent aquifers. Journal of 
Hydrology, 500, pp. 170-182.   
This paper describes a novel methodology to infer the regional-scale vertical 
hydraulic conductivity in the aquitard based on water-level measurements in the 
adjacent aquifers. The method is applied in the Great Artesian Basin, Australia.   
Chapter 4: Submitted paper. Jiang, Z., Mariethoz, G., Schrank, C. and Cox, M. A 
stochastic formulation of sediment accumulation and transport to characterize 
alluvial formations (submitted to the Water Resources Research).  
The manuscript derives a stochastic fluvial process model (SFPM), which can 
simulate the sediment transport and accumulation, with regards to both the channel 
and riverbed evolution, and can result in mean and variance of sedimentation 
thickness.  
Chapter 5: Published paper. Jiang, Z., Schrank, C., Mariethoz, G. and Cox, M. 
(2013). Permeability estimation conditioned to geophysical downhole log data in 
sandstones of the northern Galilee Basin, Queensland: methods and application. 
Journal of Applied Geophysics, 93, pp. 43-51.  
This paper develops a cokriging-Bayesian interpolation approach, which can 
estimate the permeability of sandstones from the downhole geophysical logs of sonic 
velocity and electrical resistivity. The resulting permeability can be converted to the 
2 Thesis outline 
hydraulic conductivity, which is then used in the lithology architecture to infer the 
3D K distribution (details in Chapter 6).  
Chapter 6: Submitted paper. Jiang, Z., Raiber, M., Mariethoz, G., Timms, W. and 
Cox, M. Three-dimensional hydraulic conductivity of the Betts Creek Beds in the 
Northern Galilee Basin, Australia: insights from stochastic fluvial process modelling 
and kriging interpolation (Submitted to the Journal of Hydrology). 
This manuscript employs the SFPM derived in Chapter 4, with the assist of the 
kriging approach, to construct the 3D heterogeneous hydraulic conductivity in the 
Betts Creek Beds.  
Chapter 7: Summary and conclusions for the findings of these individual papers and 
the study overall.  
Appendix: Supportive information such as drill stem test, centrifuge permeameter 
test, expressions of deposition and erosion rate, and the abstracts of the oral 
presentations in two international conferences.  
Bibliography: All the references in the thesis, including those in the individual 
manuscripts.  
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1 
Introduction 
1.1 STUDY AREA 
1.1.1 Regional geology  
The Galilee Basin is a large intracratonic basin in central Queensland, Australia (Fig. 
1.1a and 1.1b), which was formed during the Late Carboniferous to Triassic (Allen 
and Fielding, 2007a; Allen and Fielding, 2007b). The basin is divided into northern 
and southern parts by the Barcaldine Ridge, approximately at the latitude 24
o
S. The 
northern Galilee Basin was developed in two regional depressions, the Koburra 
Trough and Lovelle Depression, which are separated by the early Palaeozoic 
Maneroo Platform (Fig. 1.1c) (Hawkins and Green, 1993a). The basin is largely 
overlain by the Eromanga Basin, with a narrow outcrop zone in the eastern margin of 
the basin. The focus of this current study is in developing methods to quantify the 
hydraulic conductivity in the aquitard. The proposed methods are then implemented 
in the eastern part of the north Galilee Basin and the overlying Eromanga Basin. The 
area of this current study covers approximately 74 000 km
2
 (Fig. 1.1c).  
The Galilee Basin developed by sequential crustal extension, passive thermal 
subsidence, and then foreland crustal loading (Van Heeswijck, 2006; Allen and 
Fielding, 2007a). Most of the basinal structures in the west of the study area manifest 
northeasterly or northly trends, and were active during the basin development. The 
structures continued to develop during the Late Triassic compression after the basin 
formation (Hawkins, 1976; Van Heeswijck, 2006).  
Sedimentary formations of the north Galilee Basin are commonly divided into 
two major successions: the Joe Joe Group, and the Betts Creek Beds and related 
formations. The Joe Joe Group deposited during the Late Carboniferous to Early 
Permian forms the lower succession, which comprises, from old to young, the Lake 
Galilee Sandstone, Jericho Formation, Edie Tuff Member, Jochmus Formation and 
Aramac Coal Measures (Fig. 1.2). Tectonic uplift at the end of the Early Permian 
resulted in the partial erosion of the Aramac Coal Measure, and formed an 
unconformity upon which sediment of the second succession was deposited. The 
second succession comprises the Betts Creek Beds (BCB), Rewan Formation, 
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Clematis Sandstone and Moolayember Formation (Evans, 1980; Allen and Fielding, 
2007a).  
In the Late Triassic, an east-west compressional episode resulted in uplifting, 
folding and partial erosion of the Moolayember Formation prior to depositing the 
sediments of the Eromanga Basin, from the early Jurassic until the Late Cretaceous. 
The Eromanga Basin is composed of the Precipice Sandstone, Evergreen Formation, 
Hutton Sandstone, Birkhead Formation, Adori Sandstone, Westbourne Formation 
and Hooray Sandstone overlain by the Rolling Down Group. The Eromanga Basin is 
a sub-basin of the Great Artesian Basin (Fig. 1.2) (Vincent et al., 1985). 
 
 
Figure 1.1 (a) Location map for the Galilee Basin (After Jell, 2012), (b) the relationship of different 
basins, (c) mapped structures and sites of the hydraulic conductivity measurements in the study area 
(shaded).  
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1.1.2 Stratigraphy  
The potential groundwater-bearing capacity within the stratigraphic formations 
relates to the lithology composition and depositional environment, which are 
summarized in Fig. 1.2 and described below.  
Lake Galilee Sandstone (Late Carboniferous) 
The Lake Galilee Sandstone is defined as the earliest unit of the Galilee Basin. It 
consists of mainly fine to medium grained sandstone with minor mudstone, which 
were deposited in the east part of the northern Galilee Basin by westerly flowing 
braided rivers (Gray and Swarbrick, 1975).   
Jericho Formation (Late Carboniferous) 
The Jericho Formation overlies the Lake Galilee Sandstone in the Koburra 
Trough. This unit is dominantly composed of mudstones and siltstones with 
subordinate sandstones, with respect to the depositional environment dominated by 
lacustrine with a fluvial interruption in a mild cool climate. In addition, the area also 
experienced multi-phased glaciations between 317-308 Ma, lasting about 3 million 
years (Jones and Fielding, 2004; Jones and Fielding, 2008).  
Jochmus Formation (Early Permian) 
The Jochmus Formation overlies the Jericho Formation, which were deposited in 
the Koburra Trough by south-westerly flowing rivers, and were affected by the 
glacial and volcanic activities. The formation is divided into lower and upper 
intervals by the finer grained Edie Tuff Member, which is widely recognized in the 
northern Galilee Basin. Both the lower and upper Jochmus Formation consist of fine 
to coarse grained sandstones, with minor mudstones and siltstones. The lower 
Jochmus Formation consists of coarser grain size than the upper interval (Hawkins 
and Green, 1993a; Van Heeswijck, 2006).  
Aramac Coal Measures (late Early Permian) 
The Aramac Coal Measures is the uppermost unit of the Joe Joe Group. It is 
composed of a lower sandstone unit with minor coal and mudstone, and an upper 
coal unit which were deposited by widespread peat swamps (Henderson and 
Stephenson, 1980).  
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Figure 1.2 The general stratigraphic formations in the Galilee and Eromanga basins, and their 
lithological components. The number of hydraulic conductivity measured by drill stem test (DST) and 
drill core analysis (Core test) is summarized. The major aquifers in the Great Artesian Basin are 
marked in the last column.  
 
Betts Creek Beds (Late Permian) 
After a period of non-deposition, gentle uplifting and erosion, the Betts Creek 
Beds were deposited upon the unconformity of the Aramac Coal Measures as 
alluvial, coastal-plain settings (Allen and Fielding, 2007a). Two groups of facies 
were identified within the formation as channel deposits and flood basin deposits. 
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The formation consists of conglomerate, interbedded sandstone and siltstone by the 
deposition in the low-sinuosity rivers and debris flows, and sandy siltstone and 
carbonaceous siltstone related to the deposition environments of proximal-distal 
flood and lakes (Allen and Fielding, 2007a).  
Rewan Formation (Early Triassic) 
The Rewan Formation conformably overlies the Betts Creek Beds, and mainly 
consists of the fine to coarse grained quartzose sandstone, siltstone and mudstone. 
The sediment was supplied by westerly and southwesterly flowing rivers, and 
occasionally by the intermittent lakes in a drier climate compared to the climate 
during the Permian (Hawkins and Green, 1993a).  
Clematis Sandstone (Early Triassic) 
Clematis Sandstone overlies the Rewan Formation and is widely distributed in 
the centre of the Koburra Trough. The unit consists mainly of fine to very coarse 
sandstones, and subordinate siltstone and mudstone, which were deposited in braided 
river systems (Hawkins and Green, 1993a).  
Moolayember Formation (Middle Triassic) 
The Moolayember Formation is the upmost unit in the Galilee Basin, and was 
formed by low gradient, westerly flow rivers depositing large amount of silt and mud 
into lakes, with minor coarse-grained sand (Hawkins and Green, 1993a). Much of the 
Moolayember Formation was eroded, prior to the deposition of the Eromanga Basin 
sequences.  
Precipice Sandstone/Evergreen Formation (Middle Jurassic) 
The Precipice Sandstone forms the lowermost unit of the Eromanga Basin and 
overlies the unconformity of the Moolayember Formation. The upper Precipice 
Sandstone and Evergreen Formation are time equivalents of the basal Jurassic unit in 
the Surat Basin to the east (Fig. 1.1b). Sandstones of the Precipice Formation were 
deposited by the medium energy braided stream, and the source of sands was from 
the north and west of the Surat Basin (Jell, 2012).   
The upward termination of the Precipice Sandstone deposition was followed by 
the deposition of the Evergreen Formation comprised of mudstones, siltstones and 
fine-grained sandstones. The abrupt sediment facies variation suggests the deposition 
environments transforming from a medium energy fluvial regime to a near flat-
bottomed shallow lake. In addition, sediments of the Evergreen Formation are rich of 
iron, which is regarded as the product of evaporation (Wiltshire, 1989). 
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Hutton Sandstone (Middle Jurassic) 
The drop of base level resulted in local erosion of the Evergreen Formation and 
created a widespread stratigraphic boundary, which later received extensive 
sandstones throughout the Eromanga Basin, and formed the Hutton Sandstone. This 
unit was interpreted as a high to medium energy fluvial deposition, which 
dominantly accumulated sandstones with rare interbedded siltstones (Jell, 2012).  
Birkhead Formation (Middle Jurassic) 
The Birkhead Formation conformably overlies the Hutton Sandstone. It is widely 
distributed in the central Eromanga Basin and is laterally continuous with the 
Walloon Coal Measures in the Surat Basin. Deposited in fluvio-lacustrine 
environment, the Birkhead Formation comprises interbeded labile and sublabile 
sandstones and siltstones, with minor mudstones and shales (Jell, 2012).   
Adori Sandstone/Westbourne Formation (Late Jurassic) 
The lower part of the Adori Sandstone unconformably overlies the Birkhead 
Formation and consists of braided fluvial sandstones. The grain size of sandstones 
dominating in the formation fines upwards, with a greater prevalence of siltstone 
before a conformable transition into shale, siltstone and minor sandstone interbeds of 
the Westbourne Formation. From a perspective of the geophysical logs, the 
lithological boundary between Adori Sandstone and Westbourne Formation is 
characterized as increments in gamma ray values, decreases in resistivity and slower 
sonic velocity (Cotton et al., 2006).   
Hooray Sandstone (Late Jurassic to Early Cretaceous) 
The Hooray Sandstone overlies the Westbourne Formation, with the contact 
varying from conformable to unconformable. This unit consists of quartzose 
sandstones with subordinate interbeded siltstones, which were deposited in a braided 
fluvial environment (Jell, 2012).  
Cadna-owie Formation (Early Cretaceous) 
The Cadna-owie Formation conformably overlies the Hooray Sandstone, which 
broadly consists of a lower mudstone unit deposited in a marine environments during 
the global sea level rise in the Early Cretaceous, and an upper sandstone unit which 
was deposited in the low-energy fluvial environment (Green et al., 1989). 
Rolling down Group (Early Cretaceous to the Late Cretaceous) 
Following the deposition of the Cadna-owie Formation, continued subsidence 
created further marine transgression and sufficient accommodation space for rapid 
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accumulation of the thick mudstones and siltstones. The sedimentation continued 
predominantly within marine and marginal marine environments until the Late 
Cretaceous, when the region returned to the terrestrial sedimentation and deposition 
of the fluvio-lacustrine Winton Formation (Jell, 2012).  
1.1.3 Hydrogeological features 
The majority of the Galilee Basin underlies the significant groundwater reservoir of 
the Great Artesian Basin (GAB), which covers approximately 22% of the Australia 
continent and 67% of the Queensland. Sediments filling the GAB are mainly 
interbedded sandstone, siltstone, shale and mudstone, which form a classic 
multilayered aquifer-aquitard system.  
The GAB contains the sequences of the Eromanga sub-basin and the upper part 
of the Galilee Basin including the Rewan Formation, Clematis Sandstones and 
Moolayember Formation (Fig 1.2). The groundwater resources of the GAB have 
been studied in detail over the past four decades (e.g. Fensham and Fairfax, 2003; 
Habermehl, 2006; Herczeg and Love, 2007). According to the lithology 
compositions and permeability of the GAB formations, major aquifers in the GAB 
are recognized as the Hooray, Adori, Hutton and Clematis Sandstones, which are 
composed of high proportions of sandstones of relatively high permeability (Fig. 
1.2). These aquifers are separated by relatively low-permeability aquitards, including 
the Westbourne, Birkhead, Evergreen, Moolayember and Rewan Formations. 
However, the permeability within these aquitards may be highly variable, both 
vertically and laterally.   
Aquifers in the GAB are thought to be recharged principally along the east 
margin of the regional artesian basin, flow in a predominantly southwesterly 
direction, and are discharged in the south and southwest of the GAB. Subordinate 
recharge also occurs along the western margin of the basin. Discharge occurs through 
springs associated with faults zones along the basin margins, or extraction of 
groundwater for the water supply and petroleum/gas industry (Collerson et al., 1988; 
Habermehl, 2006). 
Exploitation of the groundwater resources in the GAB commenced in the late 
1880s. Groundwater extraction from water bores induced significant water-level 
drawdown in the aquifers. Due to restrictions on drilling deep bores, the rate of 
water-level decline decreased markedly after 1940, and has nearly stabilised over the 
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past 50 years. The mapping of water-levels in the GAB aquifers shows that the 
decline in levels since 1880s has not significantly altered the regional flow pattern 
(Habermehl, 2006). In contrast to the GAB, the stratigraphic sequences of the Galilee 
Basin beneath the GAB have been little studied with regards to groundwater and 
hydrogeology.  
1.2 RESEARCH AIM  
The northern Galilee Basin (GB) in central Queensland (Fig. 1.1a) is currently being 
explored as a new area with high coal seam gas (CSG) resource potential. CSG is an 
unconventional gas resource, largely composed of methane and is entrapped in coal-
bearing formations under high pressure. To extract CSG from the coal seams, a large 
volume of groundwater needs to be pumped to lower the formation pressure. For 
example, in the Powder River Basin in Montana, USA, a major CSG producing area, 
approximately 2.5×105 m3/d of groundwater is co-produced from around 25000 wells 
(Morin, 2005b; Myers, 2009). In the Bowen and Surat basins, major CSG production 
areas in the eastern part of Queensland, Australia, early estimates indicated that 
approximately 2.0×105 m3/d of groundwater was pumped during 2005 to 2008 to 
enable CSG extraction (Helmuth, 2008).  
The northern Galilee Basin (Fig. 1.1c) unconformably underlies the Eromanga 
Basin, a sub-basin within the central part of the extensive Great Artesian Basin 
(GAB). GAB contains a substantial volume of groundwater in several regional, 
layered aquifers, and it is considered to be the most important groundwater reservoir 
in Australia (Habermehl, 2006). CSG and groundwater extraction from the north 
Galilee Basin potentially cause the loss of groundwater resources in GAB due to the 
hydraulic connectivity between coalbed and aquifer. Coalbeds and aquifers are 
commonly separated by an aquitard, and their connectivity is mainly determined by 
the hydraulic conductivity (K) in the aquitard. Improved prediction for K 
distributions for aquitards will lead to better prediction of commutative impacts of 
CSG production on GAB aquifers.   
Various methods have been developed to measure K in the aquitard. However, 
few of these methods can infer K at a regional scale, typically limited by a lack of 
data (e.g. water level and K measurements) in the aquitard. This study aims to 
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develop effective methods to infer the regional-scale K in the aquitard. These 
methods include:   
 Analytical method based on the harmonic and coherence analysis, which can 
infer K in aquitards based on water-level measurements in the surrounding 
aquifers; 
 Geological-process based method, which can reproduce the lithology distribution 
taking into account the depositional environment of the target formation, and the 
resultant lithology distribution can be converted to the K distribution.  
 Conversion of lithology to upscaled K requires sufficient number of original 
measurements of K corresponding to different lithologies. In addition to 
measuring K based on laboratory (centrifuge permeameter) and field tests (Drill 
Stem Test), a geostatistics method is developed in this current study, which 
couples cokriging algorithm in the Bayes’ rule, to infer K values in sandstones 
from downhole logs of electrical resistivity and sonic velocity.  
 
 
Chapter 2: Methods review 13 
2 
Methods review  
Understanding groundwater flow processes requires determination of 
hydrogeological properties. Since Darcy’s law was developed as a fundamental 
theory to quantify groundwater flow processes, hydraulic conductivity (K), which 
represents the capacity for groundwater flow in the subsurface porous media, has 
been considered as one of the most important hydrogeological properties. Over the 
past decades, various methods have been developed to determine K, which can be 
categorized as: analytical method, numerical approach, geostatistical method and 
geological process-based simulation.   
2.1 ANALYTICAL METHOD   
The analytical method estimates K based on the analytical solution which expresses 
the relationship between K and water-level variation. These analytical solutions 
include: (1) Darcy’s law, which is commonly used to interpret the laboratory test, 
where the water-levels or hydraulic pressures can be measured on both top and 
bottom of the test sample; (2) Theis equation, which describes the well flow in a 
single confined aquifer of infinite area (Theis, 1935); (3) Hantush-Jacob equation, 
which describes the well flow in a leaky system, however, assumed that the storage 
ability of the aquitard is negligible and the water-level in the unpumped aquifer is a 
temporal constant (Hantush and Jacob, 1955); (4) Boulton model (1963) and 
Newman models (1975) which describe the well flow in the unconfined aquifer and 
allows the delayed water yielding from the aquifer. Most of these methods make 
efforts to calculate K in the aquifer, based on the water-level measurements during 
specific pumping test, slug tests or drill stem tests.  
In order to calculate K for the aquitard, Neuman and Witherspoon (Neuman and 
Witherspoon, 1972b) proposed the “ratio method” which is applicable in a three-
layer leaky system. In this method, the water-level analysis is restricted to a small 
period of elapsed time (“time limit”) when responses in the pumped aquifer have not 
reached the unpumped aquifers. Therefore, two parameters (K and storage 
coefficient) that represent properties of the unpumped aquifers can be excluded from 
the solution, because the unpumped aquifer does not exert influences on the rest of 
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the system within this time limit. In order to determine the time limit accurately, 
water-levels in the aquitard were observed and the Neuman-Witherspoon solution 
can produce one group of theoretical curves. The curves plot s’/s versus the elapsed 
time under different time limits, where s’ and s are drawdowns in the aquitard and 
aquifer, respectively, measured at the same elapsed time and the same radial distance 
from the pumping well.  
The ratio method, however, required that drawdowns either increase or decrease 
regularly relating to the determined extraction/injection stresses. Alternatively, 
Neuman and Gardner (1989) proposed the deconvolution method to estimate Kv of an 
aquitard based on arbitrary water-level fluctuations, because water-level fluctuations 
induced by leakage via the aquitard follow the convolution relation (Neuman and 
Witherspoon, 1968):  
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where s1(t) and s2(t) represent water-level fluctuations measured at different depths in 
one aquitard, and h(t) is a loss function expressed by means of Duhamel’s function 
(Neuman and Gardner, 1989).  
The deconvolution approach proposed by Neuman and Gardner (1989) was 
carried out by minimizing differences between measured and theoretical drawdown. 
Those differences were a function of hydraulic diffusivity and background water-
level fluctuations in the aquifer.  
An alternative deconvolution method is based on the Fourier transform, and is 
referred to as harmonic analysis method (Boldt-Leppin and Hendry, 2003). In this 
method, water-level fluctuations, measured at different depths in the aquitard, are 
decomposed into a sum of trigonometric components of different frequencies. These 
trigonometric components are defined as harmonic signals. The hydraulic diffusivity 
is expressed analytically either based on the amplitude or phase shift of harmonic 
signals.  
2.2 NUMERICAL INVERSION 
The numerical inversion of K is grounded on the least-square minimization of the 
model-to-measurements misfit of quantities, such as water-level and discharge rate. 
The number of parameters to be inverted is commonly more than that can be 
uniquely constrained by the observations. This leads to an ill-posed inverse problem. 
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Hence, the numerical inversion commonly uses one or more regularization 
mechanisms to stabilize the solution and identify the unique solution. In the well-
known parameter optimization software of PEST (Parameter ESTimation), three 
regularization methods are used: Tikhonov regularization, subspace regularization 
and a hybrid method combining these two methods (Doherty and Hunt, 2010).  
Tikhonov regularization provides a tool to incorporate the “soft” information, 
such as the geological conditions and historical measurements of system states, in the 
parameter estimation process. The objective function is replaced by a regularization 
objective function. Minimization of this revised objective function provides a mean 
to balance the model fit to the observed data and adherence to the soft knowledge of 
the system. By this manner, a unique solution can be determined (Tikhonov, 1995).  
However, the instability of calibration arises in Tikhonov regulation, due to the 
stronger application of default geological condition in the area lacking of the 
observed data, but the weaker application of default geological information where 
observed data are plentiful (Doherty and Hunt, 2010). The subspace regularization 
can overcome this problem, by subtracting and/or combining the parameters in the 
calibration process (Aster et al., 2013). Combinations are determined though singular 
value decomposition (SVD) of the weighted Jacobian matrix, which consists of the 
sensitivities of all specified model outputs to all adjustable model parameters (Moore 
and Doherty, 2005).   
However, because the Jacobian matrix needs to be calculated at each time when 
the parameters are updated, the computational burden of the subspace regulation is 
high. Tokin and Doherty (2005) proposed a “SVD-Assist” regulation, which defines 
the super parameters according to the sensitivities of updating parameters. Adjusting 
relative small number of super parameters to achieve a good fit is more 
computationally efficient than adjusting the massive individual base parameters.   
PEST has been developed for numerical inversion of the hydraulic parameters by 
comparing modelled and observed data, such as water-levels, solute concentration, 
and groundwater discharge, where all the regulation approaches above have been 
coded (Doherty et al., 1994).  
2.3 GEOSTATISTICAL INTERPOLATION 
Since both analytical and numerical approaches estimate K on sparse positions, it is 
necessary to interpolate K at finer intervals over space. Geostatistical approaches can 
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interpolate K based on the probability rules extracted from the measured/calculated 
data. According to the means of how these probability rules are expressed and 
employed, the geostatistical method can typically be categorized as kriging and 
Bayes interpolations, and various sub-methods have been developed from kriging, 
such as the ordinary kriging, cokriging methods and sequential Gaussian simulation, 
and from Bayes frameworks, such as the Markov-Chain, and multiple point 
simulation.  
Kriging is a linear unbiased estimator which estimates K at undetected positions 
based on the structural function (covariance or semivariogram) extracted from the 
measured K (Journel and Huijbregts, 1978; Deutsch and Journel, 1992). The 
semivariogram is expressed deterministically as sills, nuggets and correlation scale, 
which represents the relationship between semivariance and distance.  
The ordinary kriging methods estimate K based solely on the measurements of K. 
In the situation of insufficient K measurements, the cokriging approach can use the 
auxiliary information (e.g. geophysical data) to facilitate the estimates of K. The 
general estimator of kriging is expressed as: 
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where T  is the number of variables (T=1 corresponds to the ordinary kriging 
approach), ni is the number of variables, iZ  is the estimated and auxiliary variables, 
(the estimated variable here is K, while the auxiliary variables are the geophysical 
data such as electrical resistivity and sonic velocity), i  is the stationary mean of 
variable i, and 
i
 is the weight of variable iZ  at ix (Goovaerts, 1997). These 
weights can be obtained from a matrix composed of structural function.  
In addition, Gaussian sequential simulation assumes the Gaussian random field 
for K on the locations of interest. Both the mean and variance of the Gaussian field 
are inferred from kriging interpolation. The simulated value at each location is 
randomly selected from the resultant Gaussian distribution function (Fredericks and 
Newman, 1998; Lin et al., 2001).  
Because the structural function is inferred from K values at the entire 
interpolation space, kriging interpolation always yields smoothed estimates of K. If 
the measured K or its transformed values (e.g. logarithm value) does not follow a 
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Gaussian distribution or the geobody is highly heterogeneous, the kriging 
interpolation may not work (e.g. Carle and Fogg, 1996; Carle and Fogg, 1997).  
In contrast to kriging interpolation, the Bayes methodology, typically the Markov 
Chain method, interpolates the K based on the transition probability from point-to-
point, which is defined as (Weissmann and Fogg, 1999): 
tjk(h)=Pr{k occurs at x+h/j occurs at x}, (3.3)  
where k and j refer to categories or geologic units, x is the spatial location vector, h is 
a separation vector, and t is the conditional probability.  
Markov Chain offers a possibility to interpolate the discontinuous K relating to 
the variation of deposition facies. However, both the Markov Chain approach and 
kriging methods are established based on two-points statistics, which cannot capture 
the complexity of curvilinear features formed by, for example, a braiding or 
meandering river channel, nor can they describe any strong connectivity within a 
fluid reservoir (Strebelle, 2002). In this situation, the spatial correlation between 
three or more points is required to infer the probability rules for the interpolation of 
K, which is referred to as the multiple-point simulation (MPS).  
MPS is grounded on the training image (Zhang et al., 2006). Once the training 
image is available, MPS can reproduce the global statistics of the training image and 
condition the simulated results to hard data (e.g. lithology facies and stratigraphic 
formation thickness) based on the Bayesian updating and servo-system correction 
(Caers and Zhang, 2004; Hu and Chugunova, 2008). The effects of MPS are strongly 
affected by the selection of training image. Obtaining a suitable training image is 
however a challenging task.  
2.4 GEOLOGICAL PROCESS-BASED MODEL  
Sediment erosion, transport and deposition by either wind or water create 
stratigraphic formations in the sedimentary basin. Therefore, a geological process-
based model, which comprises fluid dynamic and sediment transport/accumulation 
models, can reproduce the lithofacies by quantifying geological processes that 
created these lithofacies ( e.g. Koltermann and Gorelick, 1996; Paola, 2000; Van De 
Wiel et al., 2011). Since these lithofacies can be converted to K in hydrogeology, 
geological process models have been used to construct the complex K distribution, 
with the advantage that only a limited number of hard data are required.   
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However, fluid dynamic simulation is more, or at least equally complicated, when 
compared to the sediment transport modelling. Fluid dynamics are affected by both 
physical properties of fluid and sediments, such as density, viscosity, particle-fluid 
interaction. In addition, flow processes differ between subaqueous flow (beneath the 
lake and ocean) and subaerial flow (in contact with the atmosphere). Coupled 
modelling of three-dimensional fluid dynamics and sediment transport over 
geologically temporal and spatial scale is computationally unrealistic. Therefore, 
several assumptions are employed to simplify the fluid dynamic model, for example, 
flow velocity is integrated vertically to eliminate vertical variation. Also, fluid 
density and viscosity are treated as constant, and Coriolis forces are commonly 
neglected. In addition, the particle abrasion is also neglected, and the grain sizes in 
the sediment are treated as a limited number of categories according to the grain 
diameters (e.g. Koltermann and Gorelick, 1992; Koltermann and Gorelick, 1995).  
After the simplification of fluid dynamics, the coupled simulation of 1D fluid 
dynamics and sediment transport/accumulation yields two dimensional cross-
sectional lithofacies, whilst the simulation of fluid dynamics in multiple channels and 
sediment transport/accumulation yields three dimensional lithofacies (which is herein 
referred to as “analytical models”). In addition, the earlier mathematical models 
describing the geological process either (a) neglect the fluid dynamics, which deposit 
and erode the sediment using the empirical equations inferred from the soft 
information of the stratigraphic formation (such as stratigraphy models) (Bridge and 
Leeder, 1979), or (b) describe the channel evolution in detail and deemphasises the 
lithofacies variation in the channel (such as random walk model) (Webb and 
Anderson, 1996). These earlier mathematical models are still widely used nowadays, 
due to their computational efficiency.   
Stratigraphy models simulate the basin-scale sedimentary patterns according to 
conceptual depositional environments. These models can simulate the lithofacies 
quickly over a geological period because the fluid dynamics which deposits and 
erodes the sediment are not simulated simultaneously. The erosion rate in the model 
is defined as a function of elevation, which is a temporal constant. The deposition 
rate decreases with increasing distance to the source following an exponential 
function, which is empirically derived on the basis of the present deltas, and to some 
extent, on the basis of the diffusion models of marine sediment transport by creep 
and landslides. Furthermore, the downstream fining rule is employed to deposit the 
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coarse sediment near the source area and finer sediment away from the source 
(Flemings and Jordan, 1989; Tetzlaff and Harbaugh, 1989; Lawrence et al., 1990).  
Random walk has been used to investigate the spatial variation of the K formed 
by the fluvial environment (Price, 1974). The random walk model can produce the 
channel network by tracing the path of fluid particles based on the probabilistic rules 
for channel bifurcation, intersection and directional changes. Lithofacies were either 
simplified as the coarse sediment in the river channel and fine-grained sediment 
deposited by overbank flow and debris flow (Price, 1974), or were based on the 
relationship between the Froude number of each channel and sedimentary structures 
(Webb and Anderson, 1996).  
Analytical models solve the partial differential equation expressing the mass 
balance of sediments. As a consequence, the lithofacies relating to the sediment flux, 
subsidence, gravel fraction and water flux can be reproduced (Parker, 1991; Paola et 
al., 1992). A fundamental process-based model is known as the Exner formula, 
which was established based on the mass balance of sediment in water body and on 
bedrock (Exner, 1925; Leliavsky, 1955). A general Exner equation was recently 
derived by Paola and Voller (2005), which considers the influence of tectonic uplift 
and subsidence, soil formation and creep, compaction and chemical precipitation and 
dissolution. The mass balance equation for a wide range of specific problems, such 
as short- or long- term riverbed evolution, can be developed from the general Exner 
equation by dropping negligible or undetermined terms.   
As examples, the models extracted from the general Exner equation and being 
widely used nowadays include, (1) convective model (Paola and Voller, 2005; Davy 
and Lague, 2009), where the sediment flux and accumulation at the position of 
interest is assumed to be controlled by the upstream landscape features and sediment 
input; (2) diffusion model (Paola et al., 1992; Paola and Voller, 2005), which 
simulates the influences of both upstream and downstream situations on the target 
positions; and (3) fractional model (Voller et al., 2012), which can calibrate non-
local upstream and downstream influences.     
Process-based model offers an effective vehicle to infer the 3D, large-scale K 
distribution. Over the past three decades, softwares such as Sedsim and Flumy have 
been developed grounding on the mass balance of sediments transport and 
accumulation in the fluvial and coastal systems (Griffiths et al., 2001; Rivoirard et 
al., 2008). However, the weakness of process models is their uncertainties, which are 
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not necessarily attributed the theoretical background, but to extensive use of soft 
information through the initial and boundary conditions, fluid and sediment fluxes, 
the history of tectonic subsidence, climate and sea level change and model 
parameters. This problem will be addressed in this study in Section 4. 
2.5 HYBRID METHOD 
Overall, each single method for K calculation has merits and demerits. Recent efforts 
are made to improve the single methods to be more accurate, and combine multiple 
methods to borrow their specific merits. Two examples are listed as follows: 
Kriging approach can interpolate the continuous K, however, assuming that the 
values over space follow the Gaussian distribution. This assumption may not be 
satisfied in the geobody because of the abrupt variation of lithofacies relating to the 
deposition environment. In contrast, the non-Gaussian approaches such as the 
Markov Chain method can infer the highly heterogeneous lithofacies variation. After 
obtaining the lithofacies distribution, the kriging approach can be employed in each 
lithoface to interpolate the K (e.g. Tyler et al., 1994; Fogg et al., 1998).  
The multiple points simulation can characterize the channelized geometry based 
on the probability rules of lithology inferred from a training image (Michael et al., 
2010; Bertoncello et al., 2013; Comunian et al., 2014). However, a challenge is how 
to obtain a training image for the MPS. The geological process-based simulation can 
lead to lithoface texture, which can be used as a training image. By combining the 
process-based method and MPS, results can be conditioned to the hard data 
information, and this compensates the drawback of the process-based simulation as 
well.  
This study develops an analytical approach, geostatistical method and geological 
processes model to enable the K estimation for the aquitard.   
 
Chapter 3: Vertical hydraulic conductivity in the aquitards 21 
3 
Vertical hydraulic conductivity in the aquitards 
Jiang, Z., Mariethoz, G., Taulis, M. and Cox, M. (2013). Determination of vertical hydraulic 
conductivity of aquitards in a multilayered leaky system using water-level signals in adjacent aquifers. 
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Abstract  
This paper presents a methodology for determining the vertical hydraulic 
conductivity (Kv) of an aquitard, in a multilayered leaky system, based on the 
harmonic analysis of arbitrary water-level fluctuations in aquifers. As a result, Kv of 
the aquitard is expressed as a function of the phase-shift of water-level signals 
measured in the two adjacent aquifers. Based on this expression, we propose a robust 
method to calculate Kv by employing linear regression analysis of logarithm 
transformed frequencies and phases. The frequencies, where the Kv is calculated, are 
identified by coherence analysis. The proposed methods are validated by a synthetic 
case study and are then applied to the Westbourne and Birkhead aquitards, which 
form part of a five-layered leaky system in the Eromanga Basin, Australia.  
Keywords 
Hydraulic conductivity; aquitard; harmonic analysis approach; coherence; Great 
Artesian Basin. 
3.0 INTRODUCTION 
Determination of the vertical hydraulic conductivity (Kv) of aquitards is an important 
task for understanding hydraulic connection of an aquifer-aquitard systems (Eaton 
and Bradbury, 2003) and protecting groundwater from contamination (Remenda and 
van der Kamp, 1997; Hart et al., 2005). The Kv of an aquitard can be measured with 
laboratory tests (e.g. Arns et al., 2001; Timms and Hendry, 2008). However, these 
results may be several orders of magnitude different to the Kv required in the real-
world study, because aquitards are generally heterogeneous and rock structures are 
disrupted during the sampling (Clauser, 1992; Schulze-Makuch et al., 1999). In 
contrast, in situ approaches are generally preferred as they can yield directly field-
related values.   
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Commonly used in situ methods include pumping tests and slug tests (van der 
Kamp, 2001). During these tests, drawdowns are measured and plotted against 
elapsed time to produce an experimental curve. Hydraulic parameters of the aquifer 
and aquitard can be estimated by matching the experimental curve with a theoretical 
model. The theory supporting the analysis of Kv of the aquitard in a leaky aquifer 
system was developed by Hantush and Jacob (1955) and Hantush (1960). Neuman 
and Witherspoon (1969a; 1969b) improved the Hantush-Jacob solution by 
considering the storage ability of the aquitard and water-level responses in the 
unpumped aquifer. However, in a two-aquifer-one-aquitard leaky system, the 
drawdown in each aquifer depends on five dimensionless hydraulic parameters. In 
order to establish theoretical curves to cover the entire range of values necessary for 
the analysis of Kv, the ratio method is used (Wolff, 1970; Neuman and Witherspoon, 
1972a). 
The ratio method, however, required drawdowns either increase or decrease 
regularly relating to the determined extraction/injection stresses. The current interest 
is to estimate the Kv of an aquitard based on arbitrary water-level fluctuations, which 
are caused by multiple underdetermined stresses. The deconvolution method was 
applied to such situation because water-level fluctuations induced by leakage via the 
aquitard follow the convolution relation (Neuman and Witherspoon, 1968; Neuman 
and Gardner, 1989).  
The deconvolution approach proposed by Neuman and Gardner (1989) was 
carried out by minimizing differences between measured and theoretical drawdown. 
Those differences were a function of hydraulic diffusivity and background water-
level fluctuations in the aquifer.  
An alternative deconvolution method is based on the Fourier transform, and 
referred to as harmonic analysis method (Boldt-Leppin and Hendry, 2003). In this 
method, water-level fluctuations, measured at different depths in the aquitard, are 
decomposed into a sum of trigonometric components of different frequencies. These 
trigonometric components are defined as harmonic signals. The hydraulic diffusivity 
is expressed analytically either based on the amplitude or phase shift of harmonic 
signals. However, the harmonic analysis approach, by now, assumes that the 
thickness of the aquitard is half infinite, which limits its application.  
In this study, we apply the harmonic analysis method in a multilayered leaky 
system where the thickness of the aquitard is finite and both the top and bottom of 
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the aquitard is bounded by aquifers. The aim is to calculate Kv of the aquitard based 
on a pair of water-level signals measured in the two adjacent aquifers. The water-
level fluctuations in the aquifers may be induced by many factors (e.g. pumping, 
recharge, leakage or earthquake). However, only leakage-induced water-level 
fluctuations can represent the properties of the aquitard and so can be used to infer 
the Kv of the aquitard. Therefore, it is desirable to find a method to identify the 
leakage-induced water-level fluctuations in the aquifers. Coherence analysis is 
proposed for this purpose. 
 Coherence was originally defined and used in signal processing, which analyses 
the cross correlation between two signals in the frequency domain (Carter, 1987). It 
was used in hydrogeology to understand the hydraulic connection in karstic aquifer 
systems (Padilla and Pulido-Bosch, 1995; Larocque et al., 1998). The coherence 
varies from 0 to 1.0 depending on the degree to which the convolution relationship is 
satisfied. In this study, its value is determined by the degree to which leakage-
induced water-level signals are interrupted by other factors. A weak interruption 
corresponds to a large coherence value.     
In this study, we first derive analytical expression for Kv by using the harmonic 
analysis method in the three-layered leaky system. Following this, the method to 
calculate phases and the definition of coherence are introduced briefly and a robust 
method to estimate Kv is proposed. As support, the methods are validated in a 
simulated case and are applied to the eastern Eromanga Basin, Queensland, 
Australia.  
3.1 METHODS 
3.1.1 Harmonic analysis of water-level signals 
The harmonic analysis method was used to analyse Kv in aquitards of infinite 
thickness (Boldt-Leppin and Hendry, 2003), and is here applied to a three-layered 
leaky system, where the aquitard is bounded by two aquifers (Fig. 3.1a). The 
derivation is based on an analysis of water-level signal processes in the aquifers and 
aquitard, with the following assumptions:   
(1) Aquifers and aquitards have a homogeneous hydraulic conductivity;  
(2) Groundwater flow direction is vertical in the aquitard. This assumption is realistic 
when the permeability- contrast between the aquifer and aquitard exceeds a factor of 
100 (Neuman and Witherspoon, 1972b); 
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(3) water-level changes in one aquifer cause detectable responses in its adjacent 
aquifer due to the leakage via the aquitard. In other words, there is a causal 
relationship for groundwater-level variations at different aquifers due to the leakage; 
(4) water-level changes induced by the leakage at a small element are considered to 
propagate half-spherically in the aquifer (Fig. 3.1b-3), and we assume that the top of 
the upper aquifer and the bottom of the lower aquifer do not affect the propagation 
significantly;   
(5) water-levels propagate in the aquifers instantaneously, and time lags between 
stresses and observation wells in the aquifer are ignored.  
Assumptions (1) - (2) are widely used in the analytical estimates of Kv by in situ 
methods. The discussions about their effects can be found in Neuman and 
Witherspoon (1969a; 1969b). The effects of assumptions (3) - (5) will be examined 
in the synthetic case study of Section 3.2.  
 
 
Figure 3.1 Schematic map showing (a) a three-layered leaky aquifer system, (b) the signal processes 
in the leaky system, and (c) plan view of a source s0 occurring at an area dA and contributing to water-
level fluctuation in observation well. The total water-level fluctuation in the observation well can be 
calculated using the integral of the contribution of s0 at the area of 
2R , where R represents the 
influence radius. Of note, the polar coordinate system in (b) centred at original stress, whereas in (c) 
centred at observation well.    
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Derivation of Kv starts by adding an arbitrary water-level signal (s0) at the top of 
the aquitard within a small area of dA (Fig. 3.1b-1 and 3.1c). The vertical transport of 
signal s0 in the aquitard is described mathematically as:  
t
s
z
s






1
2
2
, (3.1)  
where  is the vertical hydraulic diffusivity of the aquitard which is defined as 
sv SK / (m
2
/d), vK  is the vertical hydraulic conductivity in the aquitard (m/d) and 
sS  is the specific storage (m
-1
).  
Before the signal reaches the lower aquifer (Fig. 3.1b-2), the aquitard behaves as 
if infinitely thick (Herrera and Figueroa V, 1969; Neuman and Witherspoon, 1972b). 
At this stage, the water-levels in the aquitard can be written in the frequency domain 
as:  
)(
0 ),(),,(
Dzefszfs   , (3.2)  
where )1( i
f
D 


, 1i , f  is the frequency,   is the phase, z is the depth in 
the aquitard, z=0 and z=b at the top and bottom of the aquitard, respectively, and b is 
thickness of the aquitard. Hereafter, the term s(f,  , z) is denoted as s for 
convenience.  
Since the aquitard is bounded by both aquifers, the signal expressed in Eq. (3.2) 
can reach the aquifer and induce the water-level changes in the aquifer; inversely, the 
situation in the aquifer will also affect the water-level signal in the aquitard. The aim 
of this study is to calculate the Kv using leakage-induced water-level changes in the 
aquifers. This requires that effective energy of water-level signal can penetrate the 
aquitard. Eq. (3.2) indicates that the energy of the signal occurring on the top of the 
aquitard (s0) decays by a coefficient of 
z
f
e



. We define an energy effectiveness 
(E), and that the decay coefficient satisfies Ee
b
f




. This leads to the definition of 
a maximum frequency that allows the calculation of Kv:   
2max b
d
f

 , (3.3)  
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where d is the characteristic coefficient which can be expressed as: 

2)][ln(E
d  . 
The selection of both E and d will be discussed in section 3.2.3.   
Once the signal s reaches the lower aquifer, water-level changes are induced by 
the leakage and propagate instantaneously in this aquifer (Dagan, 1989). The 
propagation of water-levels in a half spherical space (Fig. 3.1b-3) can be described 
by:   
dr
ds
KrQ

  122 , (3.4)  
where the subscript ‘-’ represents the quantities in the lower aquifer (and hereafter 
subscript ‘+’ represents the upper aquifer), Q  is the flow rate induced by the leakage 
through the aquitard, r is the distance between observation well and source/sink point 
(Fig. 3.1c), K  is the radial hydraulic conductivity and 1s  is the water-level changes 
in the observation well induced by leakage through an area of dA, which can be 
given as:  
ddrrdA oo , (3.5)  
where or  and   are the polar coordinates centred by the observation well (Fig. 3.1c). 
The leakage from the aquitard at dA is considered as a point source or sink for the 
aquifers, the flow rate of which is described by Darcy’s Law:  
dA
dz
ds
KQ v 
 . (3.6)  
Making use of Eq. (3.2) in (3.6), at the bottom of the aquitard, yields, 
dAsDeKQ Dbv 

0 . (3.7)  
Equating Eqs. (3.4) and (3.7) leads to,  
dr
rK
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frs
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where R  is the influence radius of the leakage occurring at dA, and 0),(1 
 fRs . In 
general,  rR . Note that r  in Eq. (3.8) is centred at dA, which is different with 
the coordinate system in Eq. (3.5) where or  is centred at the observation well. Hence, 
dA in this integral (Eq. 3.8) is treated as constant. Consequently,  
dAes
r
dAes
K
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r
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. (3.9)  
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Eq. (3.9) represents the water-level responses to signal s0 in the lower aquifer 
induced by the leakage through the aquitard. Similarly, the water-level changes 
induced by the leakage in the upper aquifer can be written as:  
dAs
r
dAs
K
DK
r
s v 0201
1
2
1

 
  , (3.10)  
where 


K
DKv


2
1  and  K
DKv


2
2 . 
Eqs. (3.9) and (3.10) express the first responses of aquifers to the initial signal 0s . 
According to the continuity condition, both water-level and flux at the interface 
between aquitard and aquifer need to be balanced. In the above derivation, the flux 
balance is satisfied by equating Eqs. (3.4) and (3.7). However, water-level balance 
may not be satisfied after only one response to initial signal s0. In this case, due to the 
instability on the interface, the water-level changes in the aquifer feedback on the 
aquitard and transport via the aquitard to affect opposite aquifers, and induce the 
second water-level responses in both aquifers. Subsequently, water-levels in lower 
and upper aquifers are revised as:  
dAse
r
s Db 0212 )1(
1 

   , (3.11)  
and 
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r
s Db 0
2
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1 
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   . (3.12)  
This iterative process is repeated n times until the water-level balance is satisfied 
on the aquifer-aquitard interfaces. Because the propagation velocity of the pressure 
wave is infinitely large, the iteration processes is achieved instantly (Detournay, 
1993). After nth iteration, the water-level fluctuation, induced by the leakage, in both 
aquifers can be expressed as:  
dA
r
ess Dbn 
 
1)(
01 UW , (3.13)  
dA
r
ssn 
 
1
02 UW , (3.14)  
where, ],...,,,,1[
)
2
1
(2)
2
(
2
)
2
1
(
1
22
21
2
212
Db
n
floor
n
floor
n
floor
DbDb eee



  W ,  
],...,.,,1[
)
2
(2)
2
1
(
2
)
2
(
1
2
21
2
1
Db
n
floor
n
floor
n
floor
DbDb eee


  W ,  
28 Chapter 3: Vertical hydraulic conductivity in the aquitards 
T
n
n
nn
n 


















 
 
1
1
)1,...(
2
1
),1)(1(,1 1U ,  
1n  and 
!
))...(2)(1(1
m
mnnn
m
n 





 
,  
T is the transpose operator and floor() rounds the value to the smaller nearest integer.  
Eqs. (3.13) and (3.14) are the general solution for leakage-induced water-level 
fluctuations in the lower and upper aquifer, respectively. If water-level at the 
interface reaches the balance after the first response, no feedback processes occur. 
Therefore, at n=1, Eqs. (3.13) and (3.14) is the same as Eqs. (3.9) and (3.10), 
respectively.  
Defining that:    
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(3.15)  
the terms of WU in Eqs. (3.13) and (3.14) can be rewritten as: 
221  

UW , 
2
2
11 
Dbe UW . 
(3.16)  
For the aquitard, both 2  and 1  are far less than 1.0. Due to this, first, both 1  
and 
2  can converge to a constant under a small n and then the water-level balance 
on the interfaces are reached; second,  
1

UWUW . (3.17)  
Eqs. (3.13) and (3.14) express water-level fluctuations in each aquifer induced by 
an original stress s0 at the small area of dA. A typically real case with respect to this 
result is that the water-level changes in both aquifers are induced by a single 
pumping well in one aquifer. More generally, the arbitrary water-level fluctuations in 
one aquifer can be induced by multiple point stresses or planar stresses. Define that,  
0),,(0 frs   at the locations without original stresses,  
0),,(0 frs   at the locations that original stresses occurs. 
(3.18)  
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Water-level fluctuations in both aquifers induced by the leakage can be obtained 
by the integral of Eqs. (3.13) and (3.14), respectively, over an area of 
2R . 
Considering Eqs. (3.5, 3.17 and 3.18) leads to: 
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The water-level fluctuations in the aquifer are commonly measured by 
observation wells. r and   in Eqs. (3.18-3.20) are polar coordinates centred on an 
observation well (Fig. 3.1c), s
-
 and s
+
 are the water-level fluctuations in the 
observation wells in the lower and upper aquifers, respectively; R
- 
and  R
+ 
are the 
influence radius, over which the stresses can contribute to the water-level 
fluctuations in observation wells.  
If observation wells in both aquifers are located close to each other so that their 
water-level changes are induced by the same original stresses, then the following 
equation is satisfied:  
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Therefore, taking the ratio of 
s  and s  gives:   
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Expressing Eq. (3.22) in the form of amplitude and phase, gives, 
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where )( fA

 and )( fA

 are the amplitudes, )( f
  and )( f  are the phases of 
leakage-induced water-level signal at frequency f in the upper and lower aquifers, 
respectively. 
By operating the natural logarithm to both sides of Eq. (3.23) and equating real 
and imaginary parts, respectively, the quantitative expressions of the hydraulic 
diffusivity in a three-layered system are:   
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and  
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f  and )()(    f  stand for the amplitude and 
phase shift of leakage induced water-level signals in the upper and lower aquifers. 
The hydraulic conductivities (K
+
 and K
-
) of the aquifers appear in the expression of 
hydraulic diffusivity of the aquitard (Eq. 3.24), because the water-level fluctuations 
in the aquifers are used to infer properties of the aquitard.  
The derivation above started from a signal s0, which represents the original 
stresses employed in the top aquifer. Alternatively, when an original stress starts in 
the bottom aquifer, the same expressions for hydraulic diffusivity of the aquitard can 
be derived.  
The derivation assumes that water-level propagates instantaneously in the aquifer. 
Under this assumption, the water-level build-up processes affected by the storage 
properties of aquifers are ignored. In order to assess impacts of such water-level 
built-up processes on the expressions of the hydraulic diffusivity, the initial signal s0 
is added uniformly on the top of the aquitard, which can be considered as a plane 
source. Hence, no lateral propagation would occur when the signal reaches the 
aquifers. 
The signal s0 transfers through the aquitard and before it reaches the lower 
aquifer, the signal in the aquitard can still be expressed by, 
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0 )()(
Dzefsfs  . (3.26)  
Once the signal from the aquitard reaches the lower aquifer, the water-level built-
up process in lower aquifer can be derived from,   
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  is storage coefficient of the lower aquifer.  
As a result, in frequency domain,  
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Similarly, water-level build-up in the upper aquifer with respect to 0s  can be 
expressed as, 
021 )(
s
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
  , (3.29)  
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, 
  is the storage coefficient within the upper 
aquifer. 
After defining 
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D
D
  and 
22 )( 
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D
D
 , the water-levels in each aquifer can 
be expressed by the same formulae as Eqs. (3.13) and (3.14) and the relationship 
between leakage-induced water-levels satisfy:  
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Operating the logarithm on both sides of Eq. (3.30) and equating real and image 
parts respectively, gives,  
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Eqs. (3.24) and (3.31) highlight that the amplitude-based equation is affected 
explicitly by both the storage coefficient and hydraulic conductivity of the aquifers. 
However, these aquifer properties are not expressed in the phase-based method. As 
fewer parameters are required, the phase-based method (Eq. 3.25) is proposed as a 
mean to calculate the hydraulic diffusivity of the aquitard.  
3.1.2 Calculation of phases 
The phases under different frequencies are calculated according to the definition of 
Fourier transform, where the water-level signals in one aquifer are considered as a 
sum of trigonometric components of different amplitudes, phase shifts and 
frequencies. Mathematically, this can be expressed as: 
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An approximate estimates of )( jfa  and )( jfb  are given as (Boldt-Leppin and 
Hendry, 2003): 
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where f0 is a basic frequency, M is the number of sampling points, and fj is the 
frequency considered. f0 is optimised by comparing observed values of s(t) versus 
back-calculated s(t), which are calculated by using a(fj) and b(fj) resulting from Eqs. 
(3.34) and (3.35) in Eq. (3.33). 
Consequently, the phase at fj can be calculated by,  
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3.1.3 Selection of frequencies 
The solution of hydraulic diffusivity in Eq. (3.25) is based on the phase-shift of 
leakage-induced water-level fluctuations. However, in an aquifer, the water-level 
fluctuations can be influenced by multiple factors (e.g. artificial extraction/injection, 
barometric pressure, and external recharge). Coherence analysis offers the possibility 
to identify the frequencies where the leakage-induced signals are dominant.  
The coherence is defined as:  
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where   is the coherence, * denotes the complex conjugate, N is the number of 
segments selected in signals s1(t) and s2(t). S1n(f) and S1n(f) is the Fourier transform of 
time series s1(t) and s2(t). The coherence is generally calculated using Welch’s 
method (Welch, 1967), and N is selected to be eight, with respect to the default value 
of the mscohere function in the Matlab Signal Processing Toolbox.  
The leakage-induced water-level fluctuations in two adjacent aquifers satisfy a 
convolution relationship:  
 dthststhts
t
)()()()()(
0
112   , (3.38)  
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where h(t) is a loss function expressed by means of Duhamel’s function (Neuman 
and Witherspoon, 1968; Neuman and Gardner, 1989). 
The coherence can vary from 0 to 1.0, depending on the degree that convolution 
relationship between the two signals is satisfied. Making use of Eq. (3.38) in Eq. 
(3.37) suggests that the theoretical coherence (Eq. 3.37) between the leakage-induced 
water-level fluctuations is 1.0 (Carter, 1987; Padilla and Pulido-Bosch, 1995). 
However, we could not always find a frequency where the water-level signal is only 
induced by leakage with a coherence value of exactly 1.0, because the water-level 
changes induced by different factors interact both linearly or nonlinearly so that 
leakage-induced signal is possibly interrupted at all frequencies. Hence, it is more 
realistic to use relatively large coherence values (e.g. larger than 0.6) to identify the 
frequencies where the hydraulic diffusivity should be calculated. At these 
frequencies, although the signals are not unambiguously caused by the leakage, it is 
still reasonable to consider that the leakage is the main factor. The coherence value 
affects the selection of frequencies, but does not affect the results of hydraulic 
diffusivity significantly. 
3.1.4 Estimation of Kv 
In most field situations, the causal relationship between water-level fluctuations in 
two aquifers can only be caused by the leakage via their interbedded aquitard. Hence, 
larger coherence is induced by leakage. However, we cannot rule out that special 
cases may also lead to a high coherence at certain frequencies. This may occur, for 
example, when groundwater is extracted in both aquifers with a single pumping well; 
when the water-level changes in aquifers are induced by tidal or barometric loading; 
or when there is a common regional groundwater flow affecting both aquifers. In 
such cases, using the large coherence value to identify the leakage-induced water-
level fluctuations is not sufficient. The identified frequencies need to be further 
checked in order to uniquely estimate Kv.  
In addition, the phases calculated by the arctangent function (Eq. 3.36) range 
from 2/ to 2/ . However, the phases of )( jf ,  )( jf and  )( jf  give 
the same value in tangent function. This promotes the ambiguities on Kv estimation 
based on Eq. (3.25).  
A simple method to reduce ambiguity is to pre-estimate Kv of the aquitard 
according to its lithology and thus producing an approximate Kv range. The 
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impossible values beyond this range are excluded. For example, if large coherences 
are induced by pumping water in both aquifers, the estimated Kv at these identified 
frequencies are much higher than the real Kv for the aquitard, because the water-level 
variations in both aquifers occur almost without time lags.  
Furthermore, the ambiguities can be clarified according to the tendency between 
phases and frequency (Padilla and Pulido-Bosch, 1995). Recalling Eq. (3.25), in a 
deterministic aquitard, the phases and frequencies satisfy a linear log-log 
relationship:  
0
2 )log(log Cf  , (3.39)  
where 0C  is a constant related to the specific storage and hydraulic conductivity of 
the aquitard, which can be expressed as:  
)log(
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
 , (3.40)  
where log represents the logarithm to base 10.  
According to Eq. (3.39), the slope of the linear correlation of 
2log  and flog
is fixed as -1.0. 0C  is equal to its intercept which can be found by the least square 
method. Consequently, the value of Kv can be calculated from 0C : 
0102
C
sv SbK
 . (3.41)  
3.1.5 Procedures 
Based on the previous discussion, the steps for estimating Kv can be outlined as: 
(1) carrying out coherence analysis of water-level time series measured in the two 
aquifers adjacent to the aquitard, in order to select the frequencies where Kv 
should be calculated;  
(2) calculation of the phases of water-level time series at the selected frequencies 
using Eqs. (3.34-3.36);  
(3) linear regression analysis of the relationship between flog and 
2log  to 
determine C0 according to Eqs. (3.39) and (3.40);  
(4) calculation of Kv according to Eq. (3.41); 
(5) use Kv in Eq. (3.3) to calculate the maximum frequency. The frequencies 
(selected by coherence analysis) exceeding the maximum frequency should be 
filtered, and the Kv is recalculated based on the new set of frequencies.   
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3.2 SYNTHETIC CASE STUDY  
A synthetic case study is used to validate the proposal approach, mainly to 
investigate the dependence of results on the thickness of the aquifer (with respect to 
Assumption 4, water-level fluctuations propagating half-spherically in the aquifer), 
distance of observation wells (with respect to Assumption 5, water-level changes 
propagating instantaneously in the aquifer), and the domain of applicability of the 
proposed methodology.  
 
 
Figure 3.2 (a) Plan view of the study area and boundary conditions, and (b) cross-section view of the 
leaky system and locations of artificial stress and observation wells. The thickness of upper aquifer 
varies at 1, 10, 20 and 50 m in order to assess the influence of the aquifer thickness on the estimation 
of Kz.  
 
The numerical modelling software FEFLOW is used to produce synthetic water-
level fluctuations in a two-aquifer-one aquitard system within an arbitrary-shaped 
study area (Fig. 3.2). The top, bottom, and margins of the system are considered as 
no-flow boundaries. The hydraulic parameters of each layer in the system are 
assigned deterministically; hence, the estimates of Kv can be validated.  
The hydraulic conductivities of the upper and lower aquifer are given as 2 m/d 
and 5 m/d, respectively, and the specific storage of both aquifers is assigned as 10
-5
 
m
-1
. The hydraulic conductivity of the aquitard is 10
-4
 m/d, and the specific storage is 
10
-4
 m
-1
. Random water-level fluctuations taken in a uniform distribution, varying 
from -5 to 5 m are input into FEFLOW as a hydraulic-head boundary at point p in the 
upper aquifer (Fig. 3.2b). These water-level fluctuations are treated as an arbitrary 
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stress occurring in the upper aquifer, and the water-level responses are measured in 
the observation wells at different locations (Fig. 3.2b). The time interval of both 
input and observed water-level time series is one day; hence, Kv is calculated at 
frequencies less than 1.0 per day, with respect to the period larger than one day. The 
thicknesses of the lower aquifer and aquitard are fixed as 5 m and 10 m, respectively. 
In order to describe the flow processes in the aquitard accurately, the aquitard is 
divided into ten layers and each layer is 1 m.  
3.2.1 Influence of aquifer thickness on Kv estimation 
Water-level fluctuations in observation wells a1 and b were generated by 
numerical simulation under different upper aquifer thicknesses (1, 10, 20 and 50 m). 
Fig. 3.3a shows the input water-level signal at p and water-level fluctuations at b 
induced by the stress at p, which indicates that the stress occurring in the upper 
aquifer induces the water-level changes in the lower aquifer. Hence, there is a causal 
relationship between water-levels in upper and lower aquifer via leakage. Fig. 3.3b 
and 3.3c illustrate the effects of phase calculation using the methodology in section 
3.1.2 for the water-level fluctuations at a1 and b, respectively. The results show that 
when the basic frequency (f0 in Eqs. 3.34 and 3.35) is given as 5×10
-4
 per day, the 
back-calculated water-levels compare well with the observed ones. Therefore, phases 
can be calculated effectively using Eqs. (3.34-3.36). 
 
 
Figure 3.3 (a) The arbitrary water-level fluctuations at p and water-level responses in the lower 
aquifer at b; (b) and (c) comparing the observed water-levels at a1 and b, respectively, versus the 
back-calculated water-levels by methodology in section 3.1.2. Thickness of the upper aquifer is 50 m.  
 
The coherences between water-level fluctuations in the upper and lower aquifer 
are calculated using the mscohere function in Matlab at frequencies smaller than 1.0 
per day with an interval of 0.002 per day. As shown in Fig. 3.4, the coherence 
increases with the thickness of the upper aquifer, but quickly stabilise. 
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The value of C0 is calculated according to Eqs. (3.39) and (3.40), and the results 
are illustrated in Fig. 3.5. The scatter plots of flog  and 2log are fitted linearly 
by the least square method, and the slope of the trend line is fixed to -1.0 according 
to Eq. (3.39). Fig. 3.5a and 3.5d demonstrate that the square correlation coefficient 
(R
2
) between predicted and output 
2log  increase with the thickness of the upper 
aquifer, but the value of C0 calculated under different aquifer thicknesses does not 
vary significantly and compares well with the theoretical value (2.4972, which is 
calculated for Kv=10
-4
 m/d according to Eq. 3.41). 
 
 
Figure 3.4 (a) Coherences between water-level signals measured in observation wells a1 and b, and 
(b) blow-up of the high coherences (> 0.8) at frequencies between 0 - 0.15 d
-1
. 
 
In the above cases, the impact of aquifer-thickness on coherence comes from the 
top boundary of the upper aquifer. When this aquifer is thin, the top boundary is 
close to the aquitard and produces stronger interruption on the leakage-induced 
water-level signals. Therefore, coherence presents a smaller value than 1.0. Relating 
the coherence with R
2
 indicates that the small coherence results in a weak linear 
correlation between flog  and 2log . However, since a linear trend between 
frequencies and phases can be found at relatively higher coherences, the results of C0 
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and Kv do not change significantly due to the thickness of the aquifer. Therefore, it is 
safe to ignore the influence of aquifer-thickness on propagation in assumption 4, as 
long as the sufficient number of large coherences can be presented to identify the 
frequencies, and the linear trend between flog  and 2log can be determined by 
the least square method.    
 
 
Figure 3.5 Estimates of C0 based on water-level fluctuations within the system of different aquifer 
thicknesses: (a) 1m, (b) 10 m, (c) 20 m and (d) 50 m. The theoretical value of C0=2.4972 with respect 
to Kz=0.0001 m/d, and the square of correlation coefficient (R
2
) are also indicated.  
 
3.2.2 Influence of observation-well distances 
Another assumption used in the derivation ignores the time lags for water-level 
signals transferring in the aquifer. In order to validate this assumption, we calculate 
the coherence based on the water-level changes in observation wells of different 
distances: a1 and b, 0 m; a2 and b, 10 m; a3 and b, 20 m; a4 and b, 90 m; a5 and b, 
190 m (Fig. 3.2b). Fig. 3.6 shows that the coherence cannot reach 1.0, because the 
leakage-induced water-level signals are interrupted by the other factors (artificial 
stress and boundary conditions). Fig. 3.6b and 3.6c indicate that coherence increases 
slightly when the distance between observation wells increases. This is because a1 is 
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closer to the imposed stress, the leakage-induced water-level signal is more strongly 
interrupted and the coherence between a1 and b is lower than the coherence 
calculated on the basis of the other water-level pairs.  
 
 
Figure 3.6 Coherence between water-levels measured in the lower (at b) and upper aquifer (at a1, a2, 
a3, a4, a5 ). The distance between observation wells in the two aquifers is 0, 10, 20, 90 and 190 m. 
 
Fig. 3.7 shows the C0 and Kv calculated from different pairs of water-level 
measurements. The result suggests that Kv increases with the distance between 
observation wells (Fig. 3.7b), because the water-level in these synthetic cases is 
originally induced by the artificial stress at p (Fig. 3.2). There is a time lag for the 
signal transferring from p to the observation well. The time lag between, for 
example, b and a5 is smaller than the one between b and a1. Therefore, the Kv 
estimated by water-levels measured at b and a5 is larger than b and a1. The 
differences between the estimations of Kv based on water-level measurement at a1-5 
and b represent the errors introduced by assuming that the water-level propagate 
instantaneously in the aquifer. Fig. 3.7b examines these errors graphically, and the 
results indicate that within a distance of 200 m, the hydraulic conductivity is not 
40 Chapter 3: Vertical hydraulic conductivity in the aquitards 
altered significantly (from 0.9900 to 1.0735 ×10-4 m/d) and approaches a constant 
when the distance keeps increasing. Hence, it is realistic to assume that the water-
level propagates instantaneously in the aquifers, and the observation wells are 
allowed to be separated by a horizontal distance. But the two observation wells 
should not be so far away from each other that they are affected by completely 
different stresses, otherwise, the relationship shown in Eq. (3.21) does not firmly 
stand.   
 
 
Figure 3.7 (a) Linear correlation between frequency and phase shift, (b) values of C0 reducing with 
increasing distance between observation wells and (c) the correlation coefficients of the linear 
regression model.  The vertical hydraulic conductivities are also marked in (b). 
 
Figs. 3.4-3.7 suggest that both thickness of the aquifers and the distance of 
observation wells affect the coherence value. The coherence variation affects the 
correlation coefficients between the predicted and output 
2log . In general, low 
coherence values lead to more scattered plots of – flog  versus 
2log  with low 
correlation coefficients. However, since a linear trend line can be found based on 
these scatter plots, the results of C0 and Kv are not impacted significantly, and can 
compare very well with the theoretical value. Hence, both assumptions 4 and 5 are 
realistic, and the proposal methods can calculate the vertical hydraulic conductivity 
of the aquitard.  
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3.2.3 Causal relationship  
The proposed method presumes that there is a causal relationship between water-
level fluctuations in two adjacent aquifers (Assumption 3).This assumption requires 
that the water-level signal can penetrate the aquitard effectively. Fig. 3.8 illustrates 
two factors that can affect this causal relationship: the energy of water-level signal in 
the aquifers and the decay rate in the aquitard.  
 
 
Figure 3.8 Calculation of Kv for different cases: (a) the aquitard thickness is 10 m, (b) the aquitard 
thickness is unchanged, but the energy of input signal at p is reduced, (c) the energy of input signal is 
unchanged, but the thickness of the aquitard is enlarged to be 20 m. f is the frequencies of the arbitrary 
water-level signal input at p, A is the amplitudes of this signal. Unit of Kv is 10
-4
 m/d. 
 
Fig. 3.8a repeats the results for the synthetic case that the thickness of the upper 
aquifer is 20 m, the aquitard thickness is 10 m, the distance between two observation 
wells is zero and the input signal at p is the same as in Fig. 3.3a. The case in Fig. 
3.8b reduces the frequencies and decreases the amplitude of input signal used in the 
case of Fig. 3.8a. Such frequency and amplitude changes can reduce the energy of 
the input water-level signal. The result of coherence analysis of water-level changes 
at a1 and b is shown in Fig. 3.8b2. As shown, smaller coherences between the 
frequencies of 0-0.15 are presented, that only 27 frequencies having the coherences 
larger than 0.70 when compared to 38 frequencies corresponding the coherences 
larger than 0.80 in Fig. 3.8a2. Calculating the phases at these 27 frequencies, and 
plotting the logarithm transformed phases and frequencies in Fig. 3.8b3, yield a linear 
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relationship with R
2
 of 0.6289, and a Kv near to 10
-4
 m/d. Though the result of Kv 
does not change significantly, both the low coherence and small R
2
 indicate that 
weak water-level fluctuations in one aquifer result in the weak leakage-induced 
water-level variations, which can be easily interrupted by other factors (such as the 
top or bottom boundary of the aquifer in this case). If the water-level fluctuations are 
too weak, it is possible that no large coherence can be found or no linear relationship 
between frequencies and phases can be established at the selected frequencies. In this 
situation, the C0 and Kv cannot be calculated. 
The case in Fig. 3.8c uses the same input signal as the one in Fig. 3.8a, but the 
thickness of the aquitard is given as 20 m. Fig. 3.8c1 shows that the output signal 
(observed at b) is flatter than that in Fig. 3.8a1 due to the stronger decay during the 
signal penetrating the aquitard. As a consequence, lower coherences and very small 
R
2
 (0.0858) are shown in Fig. 3.8c2 and 3.8c3, respectively. The small R
2
 indicates 
that linear correlation between phase and frequencies in Fig. 3.8c3 may induce large 
errors to estimate Kv. If the aquitard is too thick, no signal can penetrate the aquitard 
effectively and the causal relationship between aquifers cannot be satisfied. 
Therefore, the proposed method cannot work.  
Eq. (3.3) provides a theoretical view of the causal relationship, which leads to an 
expression of the maximum frequency (fmax) allowing the calculation of Kv. Prior to 
estimation of fmax, we use the synthetic case in Fig. 3.8a to select the energy 
effectiveness (E) and characteristic coefficient (d) (Eq. 3.3), because Fig. 3.8a has 
shown that our proposed approach works well in this synthetic case. As both E and d 
are used as variables independent to the aquitard properties (thickness and hydraulic 
diffusivity), the results from such a specific case can be applied to the other cases.  
E is selected according to the coherence distribution in Fig. 3.8a2. For the signals 
at the low frequencies (<0.03 in this synthetic case), the water-level fluctuation is 
unclear. Although the water-level signal can penetrate the aquitard effectively, the 
signal energy before decaying in the aquitard is too weak to enable the causal 
relationship to be detected and the coherence will be low. In contrast, at the large 
frequencies (e.g. > 0.12 herein), though the signal energy in the aquifer can be very 
large, it diverges too much in the aquitard and cannot penetrate the aquitard 
effectively. As a result, the large coherence and detectable causal relationship 
between water-levels in two aquifers appear in a frequency range of 0.03- 0.13.  
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As shown in Fig. 3.9a and 3.9b, both d and  fmax reduce with increases of E. If E 
is larger than 3%,  fmax is smaller than 0.03. But all the large coherences (>0.8) in 
Fig. 3.8a2 are not within the frequencies lower than this  fmax. Hence, E should be 
selected as a value smaller than 3%.  
E reducing from 3% to 0.2% corresponds to fmax increases from 0.03 to 0.12. Kv 
gets close to the theoretical value (10
-4
 m/d), and R
2
 increases from 0.032 to a value 
around 0.83. If E becomes lower than 0.2%,  fmax becomes larger than 0.12, but both 
Kv and R
2
 do not change with E. Although all the large coherences locate at the 
frequencies lower than this fmax, fmax is overestimated which cannot play a role to 
restrict the frequencies for the calculation of Kv.  
 
 
Figure 3.9 Large energy effectiveness leads to (a) small maximum frequency, (b) small characteristic 
coefficient, (c) large error in Kv calculation, and (d) small correlation coefficient. 
 
Hence, we select E to be 0.2%, and d is estimated as 12. Once E and d are 
determined, the fmax can be calculated to examine the frequencies used in the 
calculation of Kv. For the harmonic signals at those frequencies larger than fmax, only 
less than 0.2% of its energy can penetrate the aquitard. At these frequencies, even 
though some large coherences are presented, they are more likely induced by the 
unexpected noisy in this signal rather than the leakage. Hence, Kv should not be 
calculated at these frequencies. Because fmax is determined by hydraulic diffusivity, 
which is a variable resulting from the calculations, fmax can only be used as a 
posteriori validation.  
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Furthermore, the discussion of fmax can suggest the domain of applicability of the 
proposed method. For example, according to Eq. (3.3), the fmax would change from 
12 to 0.0012 if the thickness of the aquitard increases from 1 to 100 m in the 
synthetic case. When the aquitard thickness is 20 m, the fmax is 0.03. This indicates 
that in the case of Fig. 3.8c, Kv can only be calculated at the frequencies lower than 
0.03. However, as shown in Fig. 3.8c2, no large coherences are shown for the 
frequencies in this range, hence, the proposed method cannot work. As to the high 
coherences in Fig. 3.8c2 at the frequency larger than 0.03, it is likely to be induced by 
the noisy, and so a very weak linear correlation between frequencies and phases is 
shown in Fig. 3.8c3.  
The proposed method may not work when the aquitard thickness exceeds certain 
upper limit. In this synthetic case, the value of this upper limit is 20 m. But upper 
limit of aquitard thickness also depends on the hydraulic diffusivity of the aquitard. 
In the situation of higher hydraulic diffusivity, the proposed method can be applied 
to a thicker aquitard.   
In another two cases in Fig. 3.8, the thickness of the aquitard is 10 m, and the fmax 
is estimated to be 0.12. Hence, the Kv should be calculated at frequencies lower than 
0.12, with respect to a –log(f) larger than 0.92. All the frequencies used in Kv 
calculation in Fig. 3.8b3 are within this range, but in Fig. 3.8a3, one frequency 
exceeds fmax (where –log(f)=0.88). After removing this frequency, Kv is recalculated; 
however, the result does not change significantly.  
3.3 Hydraulic conductivity for the aquitards in the Great Artesian Basin  
3.3.1 Materials 
The proposed methods are applied to the multilayered leaky aquifer system of the 
eastern Eromanga Basin, which forms part of the Great Artesian Basin (Fig. 3.10). 
The fluvial and lacustrine sediments of the Eromanga Basin (Hutton to Hooray 
aquifer) were deposited in the Early Jurassic and Late Cretaceous period, and are 
covered by a thick sequence of the Cretaceous shallow marine sediments of the 
Rolling Downs Group (Idnurm and Senoir, 1978; Habermehl, 1980). 
The aquifers and aquitards are defined based on lithology, hydraulic properties 
and thickness of the formations, and are summarized in Table 3.1. This test case 
focuses on a five-layered leaky system composed of the Hooray, Adori and Hutton 
aquifers separated by the Westbourne and Birkhead aquitards (Fig. 3.10).  
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Table 3.1 Hydrogeological units in the Eastern Eromanga Basin 
Formations  K (m/d) Thickness (m) Hydrogeological unit 
Rolling Downs Group < 10
-5
 400 (mean) RDG aquitard 
Cadna-owie  
1.6-18.7  130 (mean) Hooray aquifer 
Hooray 
Westbourne unknown 87 (mean) Westbourne aquitard 
Adori  10 (mean) 50 (mean) Adori aquifer 
Birkhead  10
-6 
- 0.1 113 (mean) Birkhead aquitard 
Hutton 
0. -170 300 (mean) Hutton aquifer Evergreen 
Precipice 
 
 
 
Figure 3.10 Location of the study area and the structure of the multilayered leaky system that is being 
investigated. 
 
The aim of this study is to estimate the Kv for the Westbourne and Birkhead 
aquitards based on water-level fluctuations in three adjacent aquifers. Water-level 
measurements in the three aquifers were extracted from the groundwater database of 
the Department of Environment and Resource Management Queensland (DERM). 
Three observation wells with water-level measurements from 01/01/1919 to 
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2/10/1992 are selected in the Hooray, Adori and Hutton aquifers. The observation 
wells are approximately at the same location (Fig. 3.10). Water-levels are normalized 
so that they have a zero mean and a unit standard deviation (Fig. 3.11). Because the 
time intervals at each time series are greater than 10 days, Kv is calculated at 
frequencies less than 0.1 per day, with respect to a period larger than 10 days. In 
addition, the water-level time series in three wells are modified into the same 
sampling resolution of 10 days. The missing data are interpolated linearly, for the 
purpose that the Fourier transforms of these modified time series are still controlled 
by the data that are actually measured.  
 
 
Figure 3.11 Water-level data plotted against duration from 01/01/1919 to 2/10/1992 for (a) the 
Hooray aquifer, (b) Adori aquifer and (c) Hutton aquifer. 
 
3.3.2 Estimates of hydraulic conductivity  
Before calculating Kv, the specific storage of the aquitards is estimated based on 
the downhole sonic and density log data in Bonnie and Milo drillholes (Fig. 3.10), 
based on the definition (Freeze and Cherry, 1977): 
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gMgS wws   )( , (3.42)  
where w  is the density of the water (1000kg/m
3
), g is the acceleration of gravity 
(9.8m/s
2
),  is the matrix compressibility,   is the porosity,   is the fluid 
compressibility and M is the bulk compressibility of the aquitards.  
M can be estimated from the sonic wave velocity by (Berryman, 2000; Morin, 
2005b): 
)43(
3
22
spb VV
M



, (3.43)  
where b  is the bulk density which can be obtained from the density log data, pV  is 
the compressional wave velocity recorded during the sonic log, sV  is the shear wave 
velocity, which is difficult to measure directly from sonic log, but commonly 
estimated by (Castagna et al., 1985):   
36.116.1  sp VV . (3.44)  
Substituting Eqs. (3.44) and (3.43) into (3.42) leads to the specific storage for the 
Westbourne and Birkhead aquitard is 5.95×10
-7
  and 5.8 ×10
-7
 m
-1
, respectively.  
 
 
Figure 3.12 Plots of the frequencies with higher coherence values for (a) Westbourne aquitard and (b) 
Birkhead aquitard. 
 
In order to select the frequencies for the calculation of Kv, coherences are 
calculated at 100 frequencies between 0 and 0.1 with an interval of 0.001 per day. 
Fig. 3.12 displays the frequencies where large coherences (>0.6) are presented. 
According to Fig. 3.12, Kv in both Westbourne and Birkhead aquitards are calculated 
at fourteen frequencies.  
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Based on the frequencies identified by the coherence analysis, the relationship 
between frequencies and phase shift are investigated according to Eq. (3.39), and the 
C0 values are displayed in Fig. 3.13. Recalling Eq. (3.41), Kv of the Westbourne and 
Birkhead aquitards are estimated to be 2.23 × 10-5 m/d and 4.65 × 10-5 m/d, 
respectively.  
 
 
Figure 3.13 Plots of the log-log relationship between frequency and phase shift for (a) Westbourne 
aquitard and (b) the Birkhead aquitard.  
 
Making use the resulted hydraulic conductivity and specific storage in Eq. (3.3) 
leads to the maximum frequency for the Westbourne and Birkhead aquitards, which 
are roughly 0.059 and 0.075 per day, respectively. Recalling the frequencies used in 
calculation (Fig. 3.12), there are three frequencies (0.0889, 0.0619, 0.0618 and 
0.0944, 0.082, 0.0795) exceeding the maximum frequency in the Westbourne and 
Birkhead aquitards, respectively. After removing these frequencies, the Kv is 
recalculated in both aquifers. As a result, Kv is revised as 2.17×10
-5
 m/d and 4.31×10-
5
 m/d, respectively. 
To our knowledge, there are no studies which have been carried out to estimate 
Kv in the Westbourne and Birkhead aquitards in the Eromanga Basin. Some results 
were reported during petroleum exploration and hydrogeological studies in the 
adjacent Surat Basin (Fig. 3.10), which was deposited in the similar paleo-
environment as the Eromanga Basin. The value of Kv for the Westbourne aquitard in 
the Surat Basin were reported to be 2.0×10
-6
 -2.0×10
-5
 m/d in a numerical 
groundwater flow model (USQ, 2011). The harmonic hydraulic conductivity of the 
Birkhead aquitard was estimated to be 2.04×10
-4
 m/d according to permeability 
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measurements of 119 cores by Alexander and Boult (2011). The Kv estimated by 
proposal methodology are comparable to those reported values.  
Though Kv is only calculated for the Westbourne and Birkhead aquitards, the 
value can approximately represent the Kv in the Moolayember and Rewan formations 
because these stratigraphic formations are deposited in the similar fluvial and 
lacustrine environments.  
3.4 SUMMARY AND CONCLUSION 
The major contributions of this paper are summarized as follows.  
(1) The harmonic analysis approach to estimate the vertical hydraulic conductivity 
(Kv) of an aquitard was developed in a multilayered leaky system. Kv can be 
calculated based on arbitrary water-level fluctuations measured in the aquifers. 
Both the amplitude- and phase- based expression of Kv were given analytically. 
Because the phase-based method does not require the hydraulic parameters 
within the aquifers explicitly, it is proposed as a more convenient method to 
determine Kv than the amplitude-based method.  
(2) The arbitrary water-level fluctuations in the aquifer maybe caused by multiple 
factors. The condition for application of harmonic analysis method is that the 
aquitard is leaky and leakage causes measurable water-level changes in the two 
adjacent aquifers. The coherence function was employed to identify the 
frequencies where the leakage-induced water-level fluctuations dominate, 
because the convolution correlation between leakage-induced water-level 
changes leads to a coherence approaching 1.0. Kv were then calculated at these 
frequencies.  
(3) A robust method to calculates Kv used the intercept of the linear logarithm 
correlation between phases ( ) and frequencies (f). The slope of the linear 
relationship was fixed as -1. The intercept was estimated based on the least 
square method.  
(4) A synthetic case was used to validate the proposed methods. The results indicated 
that both the distance of observation wells and thickness of the aquifer affect the 
coherence value. However, the coherence value can only impact the correlation 
coefficient between predicated and output log 2. The intercept (C0), and so the 
Kv, did not change with variations of coherences. Therefore, it is allowed that the 
coherences cannot reach 1.0, as long as the relatively large coherences can be 
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presented and the linear correlation between phases and frequencies can be 
determined.  
(5) The proposed method was applied to calculate Kv of the Westbourne and 
Birkhead aquitards in Eromanga Basin, Australia. The results are comparable 
with the reported values.  
The proposal methods can estimate Kv, however, with certain limitations: 
(1) A causal relationship must exist between water-level fluctuations in both 
adjacent aquifers, which is caused by the leakage via the interbedded 
aquitard. If this is not satisfied, at least one set of water-level measurements 
in the aquitard is required.  
(2) A significant permeability-contrast (> 100) between aquifers and aquitard are 
required to enable the assumption that the groundwater flows vertically in the 
aquitard;  
(3) Aquifers and aquitard can be approximated as homogeneous, otherwise, the 
resulted Kv represents an average property of the aquitard.  
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Stochastic fluvial process model 
Jiang, Z., Mariethoz, G., Farrell, T., Schrank, C. and Cox, M. A stochastic formulation of sediment 
accumulation and transport to characterize alluvial formations. Submitted to the Water Resources 
Research.  
Introductory comments  
The method proposed in Chapter 3 results in a regional, but homogeneous, hydraulic 
conductivity (K) within the aquitard, which averaged over the heterogeneity of the 
stratigraphic formation of interest. However, the aquitard can protect the 
groundwater resources in the associated aquifers, not only because of its low 
permeability, but also the continuity of these low-permeable rocks. In other words, it 
is important to investigate the heterogeneous distribution of K in the aquitard.  
The fluvial processes (Fig 4.1) model provides an effective way to reproduce the 
lithology architecture, which can then be converted to the 3D K distribution. 
Estimates of K distribution from lithology pattern have an advantage that few K 
measurements are required. This chapter mainly theoretically derives a stochastic 
fluvial process model, and Chapter 6 applies the proposed method to construct a 3D 
heterogeneity of the Betts Creek Beds, Galilee Basin, Australia.  
Abstract 
Modelling fluvial processes is an effective way to reproduce basin evolution and 
recreate riverbed morphology. 1D fluvial process-based models are widely used 
because of their computational efficiency and flexible parameterization of hydraulic 
and sediment properties. However, currently used 1D models have the limitation that 
spatial and temporal variations of the flow velocity are not fully considered. To 
address this, we derive a stochastic fluvial process model (SFPM) on the basis of the 
Exner equation. Our model revisits the velocity variation as the ensemble mean and 
variance of the velocity, to consider riverbed and channel evolution, and the 
influence of river discharge in the fluvial processes simulation. The riverbed slope 
evolves with the sediment accumulation, which results from the 1D fluvial model, 
and the velocity changes due to the riverbed evolution is therefore considered 
dynamically in SFPM. However, channel evolution is difficult to simulate 
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dynamically in a 1D fluvial model, as the lateral and vertical variation of the velocity 
is not simulated. To solve this difficulty, the effect of channel evolution is defined in 
the ensemble statistics of the velocity in terms of the probability of the channel 
occurring at the position of interest, and the probability can be estimated from the 
river discharge and the width of fluvial traces. In order to couple the ensemble 
statistics of velocity in the model, the Exner equation is developed as two separate 
equations namely, a “mean equation”, which yields the mean sedimentation 
thickness, and a “perturbation equation”, which yields the variance of sedimentation 
thickness. SFPM is applied in two synthetic cases, and the results suggest that SFPM 
can be used for stochastic analysis of fluvial processes at basin scale.  
Key words 
Process-based model, fluvial processes, perturbation theory, spectral approach, 
numerical simulation. 
 
Figure 4.1 Sediment transport and deposition in (a) braided and (b) meandering rivers, which are 
represented by (c) a conceptualized straight river. To simulate the fluvial processes numerically, the 
river is divided into several segments. Within each segment, the slope of bed, fluvial traces width, and 
flow velocity are assumed to be constants.  
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4.0 INTRODUCTION 
Rivers are one of the most dynamic external forces interacting with and modifying 
the Earth’s surface. Sediment erosion and deposition in rivers (fluvial processes) 
affect the geomorphic evolution of land surfaces and basin stratigraphy. Various 
models have been developed over the past decades to quantitatively describe fluvial 
processes, including geostatistical models that statistically mimic the final results of 
fluvial processes, and process-based models that quantify the physics of fluvial 
processes (e.g. Koltermann and Gorelick, 1996; Paola, 2000; Van De Wiel et al., 
2011). Geostatistical methods interpolate the data values based on probability rules 
inferred from the data measurements. These methods can be conditioned to the 
measured information, but their applicability can be limited by a lack of data. In 
contrast, process-based models describe the mechanics of fluvial processes, and can 
simulate the lithology distribution in the absence of data measurements (Tetzlaff, 
1990; Li et al., 2004).  
A classical process-based model describing fluvial processes is the Exner 
equation, which is established on the basis of the mass balance of sediment transport 
in rivers and sediment accumulation on the riverbed (Exner, 1925; Leliavsky, 1955). 
A general Exner equation was derived by Paola and Voller (2005), which considers 
the influence of tectonic uplift and subsidence, soil formation and creep, compaction 
and chemical precipitation and dissolution. The mass balance equation for a wide 
range of specific problems, such as short- or long- term riverbed evolution, can be 
extracted from the general Exner equation by combining and dropping negligible or 
undetermined terms.   
As examples, the models extracted from the general Exner equation and widely 
used nowadays include, (1) convective model (Paola and Voller, 2005; Davy and 
Lague, 2009), where the sediment flux and accumulation at the position of interest is 
assumed to be controlled by the upstream landscape features and sediment input; (2) 
diffusion model (Paola et al., 1992; Paola and Voller, 2005), which simulates 
influences of both upstream and downstream situations on the target positions; and 
(3) fractional model (Voller et al., 2012), which account for non-local upstream and 
downstream influences.     
In these fluvial process models (FPM), the flow velocity, which represents the 
stream energy, is the key input parameter. The velocity can be resolved by a fluid 
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dynamics model (FDM) based on the Navier-Stokes equations (e.g. Necker et al., 
2005; Gonzalez-Juez et al., 2009). Approach that couple FPM and FDM can yield a 
detailed description of the fluvial processes and the channel evolution, however these 
are mostly limited to controlled laboratory settings. At the catchment scale, coupled 
FPM-FDM is applied in two dimensional planes where the vertical velocity variation 
is neglected (Koltermann and Gorelick, 1992). Fully-coupled modelling of the fluvial 
processes and fluid dynamics, however, is still a challenge, partly because applying 
FDM requires precise knowledge of the initial and boundary flow conditions, which 
are generally not available, and partly because extensive computational time is 
required (e.g. Koltermann and Gorelick, 1992; Simpson and Castelltort, 2006; 
Lesshafft et al., 2011).  
Due to the geological and hydrogeological complexity, the flow velocity and 
fluvial processes are difficult to simulate deterministically. Subsequently, stochastic 
fluvial process models have been developed, for example, to account for the 
probability distribution of sediments sizes (Parker et al., 2000), the probability of 
river discharge (e.g. Tucker and Bras, 2000; Molnar et al., 2006; Lague, 2014), and 
the probability of particle motion (e.g. Furbish et al., 2012; Roseberry et al., 2012).   
In this study, we derive a stochastic fluvial-processes model to account for the 
influences of those geological and hydrogeological factors that affect the velocity 
and can be represented by the statistics of flow velocity. These factors include 
riverbed and channel evolution, turbulence within the river channel and river 
discharge.  
Perturbation method is employed to develop a stochastic model grounding on the 
convective fluvial process model (Davy and Lague, 2009). The velocity in the model 
is replaced by stochastic descriptions of the velocity (ensemble mean and 
perturbation). The analytical solutions for the statistics (mean and variance) of 
sediment load in the river and sedimentation thickness on the riverbed are derived on 
a short time-scale, assuming that velocity changes within this short time-scale are 
negligible. Numerical scheme is used to advance these short-timescale analytical 
solutions over the entire simulation time, and the velocity is updated according to the 
river discharge changes or significant riverbed slope variation when the simulation 
time increase over a short time-scale.   
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4.1 GOVERNING EQUATION 
The derivation grounded on a convective model, which is established according to 
the mass balance equation describing fluvial processes. The model is here expressed 
as two separate equations (Davy and Lague, 2009), one describing the sediment 
transport in the river:   
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and another describing the sediment accumulation on the riverbed:  
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(4.2)  
where the terms representing chemical precipitation and dissolution are eliminated, 
and the abrasion of the sediment particles are not considered. Here   is the sediment 
load in the river (L
3
/L
2
), which represents the volume of sediments in the water 
column of a unit bottom area, v is the stream velocity (L/T), x is the distance along 
the stream from its origin (L), t is time (T), z is the sedimentation thickness (L),   is 
the porosity of deposited sediment, E is the erosion rate of sediment (L/T), and D is 
the deposition rate of sediment (L/T). Expressions for E and D are given in Appendix 
C, which relates to the flow velocity (Fig. 4.2b). Therefore, v is the major input 
parameter in fluvial processes model (Eqs. 4.1 and 4.2). 
Without the dynamic fluid simulation based on the Stokes-Navier equation, Eqs. 
(4.1) and (4.2) solve   and z only in the fixed river channel, and v in the river 
channel is commonly calculated by Manning formula (section 4.2). If we focus on 
the fluvial processes occurred at one arbitrary position within the fluvial trace (Fig. 
4.2a), due to the potential channel evolution and v perturbation in the river channel, 
  and z solved from Eqs. (4.1) and (4.2) at the position of interest present 
uncertainties. This chapter derives the statistics (mean and variance) of   and z, 
where the variance quantifies the uncertainties induced by both channel evolution 
and velocity perturbation. For this purpose, v in Eqs. (4.1) and (4.2) should be first 
redefined. 
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Figure 4.2 The uncertainty of sediment load ( ) and sedimentation thickness (z) at a position of 
interest depends on (a) the probability of river channel occurrence at this position within the fluvial 
trace and (b) the flow velocity perturbation when the channel passes at this position. The point in (a) 
represents a position of interest and the prime in (b) represents the perturbation of the quantities. 
“River channel” in this current study indicates the range covered by the water flow at a fixed time and 
“fluvial trace” indicates the range where the sediments were deposited by the river flow in the past. 
 
4.2 VELOCITY REVISITED  
4.2.1 Manning velocity 
v is commonly assessed by the Manning formula (e.g. Le Méhauté, 1976; Lague, 
2010) :  
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(4.3)  
where cv  is the stream velocity averaged over turbulence (hereafter is referred to as 
Manning velocity), cf is a conversion factor (L
1/3
/T), n is the Manning coefficient, S is 
the riverbed slope, R is the hydraulic radius (L),  Q is the river discharge (L
3
/T) and 
A is the wetted area (L
2
). Channel cross-section perpendicular to the river flow is 
assumed to have a quadrangular shape, consequently,  
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where Wc is the width of the river channel and Hc is the depth of the river flow.   
Q and initial S in Eq. (4.3) are the major user-specific parameters. Wc, Hc and cv  
can be solved from Eq. (4.3), considering an additional relationship either between Q 
and Wc or between Wc and Hc (e.g. Parker et al., 1998; Viparelli et al., 2011): 
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(4.5)  
where a is a constant, Qref and Wref  are reference river discharge and reference river 
channel width corresponding to Qref.  
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4.2.2 Velocity perturbation induced by turbulence 
cv  represents the stream velocity averaged over turbulence on the cross-section of 
river channel perpendicular to the river flow. However, v on an arbitrary cross 
section is unevenly distributed, which can be expressed as the sum of a mean 
velocity (which is equal to cv ) and a perturbation ( v ): 
),(),(),( txvtxvtxv  , 0),(  txv , ),(),(),(2 txvtxvtxv  , 
 
(4.6)  
where v and 2v  are mean and variance of  stream velocity, respectively. 
Assuming that v on each cross section follows the Gaussian distribution (Leopold 
and Wolman, 1957), according to the definition of confidence interval for normally 
distributed quantities (Cox and Hinkley, 1979), we obtain:  
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(4.7)  
where   is a Gaussian coefficient equal to 0.26, which is adjustable if v does not 
strictly follows a normal distribution.   decreases if v distribution is the negatively 
skewed, and increases if v distribution is positively skewed.  
4.2.3 Define channel evolution in the ensemble statistics of velocity  
Channel evolution includes (1) Wc changes relating to Q changes and (2) the river 
channel movement induced by bank erosion and deposition. The first kind of channel 
evolution can be accounted in the 1D fluvial process model, as Wc -Q relationship is 
regarded in Eqs. (4.3) and (4.7) when calculating v. However, the channel movement 
cannot be simulated dynamically within 1D fluvial process model, because the 
vertical and lateral v changes are not simulated in detail, but are merely defined as 
perturbation term as 2v  in Eq. (7).  
Channel movement results in the uncertainty of river channel locations (Fig. 
4.2a). To quantify the influences of channel movement on   and z, we define the 
uncertainty of channel location as the probability of channel occurrence at a position 
of interest in the fluvial trace. Assuming that river channel has the same probability 
to pass at any positions on the same cross-section of fluvial trace perpendicular to the 
river flow, we obtain:  
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(4.8)  
58 Chapter 4: Stochastic fluvial process model 
where p is the probability of  channel occurrence, Wf is the width of fluvial trace, 
which can be surveyed by geophysical tools, such as seismic, airborne 
electromagnetic and remote sensing surveys (e.g. Montgomery and Morrison, 1999; 
Vrbancich, 2009; Jin et al., 2011), Wc can be solved from Eqs. (4.3) and (4.5), once 
Q is determined. If the channel evolution is merely induced by Q changes, p=1.  
p is then defined in the statistics of v, considering that when the channel does not 
pass at the position of interest, v is zero at this position, but when the channel passes 
at this position, v follows a Gaussian distribution and the statistics of v were written 
in Eq. (4.7). v changes due to channel movement occurs slowly, which is at different 
time-scale with that induced by turbulence. However, these two time-scale velocity 
variations can be defined in the ensemble statistics of v (Gibbs, 2010; Furbish et al., 
2012), because ensemble statistics are calibrated at a fixed time over all possible 
realizations (herein realizations mean the possible v relating to the channel 
movement and v in the river channel).  
 
Derivation:   
The possible velocity in the river channel at a certain position is given as the vector:   
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(4.9)  
where n1 the size of the vector, iv is the possible stream velocity (i=1, 2,… n1).  
The ensemble velocity vector is composed by the stream velocity (channel occurrence on the 
position of interest) and zero (channel does not pass at the position):  
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(4.10)  
The size of V is n1+n2 and n2 is the number of zero velocity, and ratio between n1 and n1+n2 is the 
probability of channel occurrence:  
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v in the river channel was assumed to follow a Gaussian distribution. The mean of Vc is manning 
velocity and the variance is given in Eq. (4.7). The statistics (mean and variance) of flow velocity in 
the river channel can be rewritten as the matrix pattern: 
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Moreover, the mean and variance of the ensemble velocity in Eq. (4.10) is written as:  
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Eq. (4.14) is further developed as:  
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Considering that 
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Eq. (4.15) can then be written as: 
 22221221
21
2 )()1()1(2
1
ccccvv vpnvpnvnvpn
nn c


   
  2)2)(1( cvppp   . 
(4.17)  
 
As a consequence, the statistics of v in Eq. (4.7) are revised to consider the 
channel movement (derivations in Eqs. 4.9-4.17): 
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(4.18)  
The situation that channel is away for the position of interest is quantified as the 
probability of zero velocity (Eq. 4.10). The erosion can occur only when the velocity 
becomes large enough to assure the shear stress larger than the critical shear stress 
(Eqs. C1 and C3 in Appendix C). Therefore, using zero velocity to indicate the 
channel location can assure that the erosion does not occur at the position of interest 
when the channel does not pass at this position.  
However, the deposition and erosion can occur simultaneously and D is 
expressed by an equation which is unrelated to the flow velocity Eq. (C6) (Appendix 
C). Effects of channel movement on D have not yet been considered if using zero 
velocity as an indicator of channel location. Therefore, D (Eq. C6) is multiplied by p 
to represent the possibility that the channel does not pass at the simulated position.  
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As a result, both channel evolution and turbulence induced velocity perturbation 
are included in the ensemble statistics of the velocity (Eq. 4.8). Following this, we 
derive the solution for the statistics of   and z as the functions of v  and 2v . For this 
purpose, v  and v  should be coupled in the governing equations (4.1) and (4.2), on 
the basis of the perturbation theory.  
4.3 MASS BALANCE EQUATION REVISITED 
Eqs. (4.1) and (4.2) is a nonlinear partial different equation, which should  be solved 
numerically according to the following simplifications (Lanzoni and Seminara, 
2002): (1) the fluvial trace, river channel and riverbed are discretized as n segments 
of constant v , E and D, (2)   and z are calculated at small time scale (time step), and 
then are advanced to the results at the entire simulation period.  
 
 
Figure 4.3 Flow chart of modelling sediment load and sedimentation thickness. The velocity is 
assumed to be a constant within one internal time step and one river segment, and is updated 
according to the river discharge when the computation time increases by one internal time step, and is 
updated according to the riverbed slope when the computation time increases by one external time 
step. The analytical solutions of sediment load and sedimentation thickness are derived in Section 4.4. 
 
The time steps are selected according to the variation of v , which depends on S 
and Q (Eqs. 4.3 and 4.7). S evolves due to the sediment accumulation, whist Q is 
changed due to the rainfall. v changes induced by sediment accumulation are much 
slower than the variation induced by Q. As these two events alter the velocity at 
different frequencies, two (internal and external) time steps are proposed (Fig. 4.3). 
The internal (small) time step is selected according to the time series of Q, while the 
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external (large) time step is selected according to the time that significant changes of 
S is induced by sediment accumulation and that the accumulated sediment 
approximately stabilizes on the riverbed.   
Within one river segment and one internal time step, Eqs. (4.1) and (4.2) can be 
rewritten as:  
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where k indicates the k-th segment (k=1, 2, … n), kx  is the coordinates in k-th 
segment. The spatial and temporal variables in Eqs. (4.1) and (4.2) are simplified as 
follows: (1) independent variables vk, Ek and Dk are assumed to be constant within k-
th segment, (2) dependent variable zk does not change spatially within one segment 
due to the constant Ek and Dk, but zk changes with the time due to erosion and 
deposition processes, (3) ),( txk is still a spatial and temporal variable, because 
deposition and erosion keep occurring, and the sediment volume entrapped in the 
river changes.   
Perturbation method is used to couple v and v  in Eqs. (4.19), which considers 
the quantities in the equations as a sum of the ensemble mean and a perturbation 
surrounding the mean (Holmes, 2013):  
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where the bar indicates ensemble mean of these quantities and the prime indicates a 
zero-mean perturbation.  
Substituting Eq. (4.21) in (4.19) gives: 
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Taking the ensemble mean on both sides of Eq. (4.22) to remove the first-order 
perturbation terms, leaves a mean equation:   
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Expressions for E and D  are given in Appendix B.  
Subtracting Eq. (4.23) from (4.22) yields the perturbation equation:  
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Eq. (4.24) can be rewritten as: 
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where edsu wwww   represents the influence of the velocity changes on the 
sediment load via sediment flux (
x
ws




), deposition (wd) and erosion (we). we 
satisfies (Appendix C):  
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where ke is the erosion efficiency coefficient (L
2.5∙T2/M1.5), cd is the dimensionless 
drag coefficient , f  is the density of water (M/L
3
).  
dw  represents the influence of v on via altering D. Recalling Fig. 4.2b,  v  
does not directly induce D changes (Winterwerp and Van Kesteren, 2004), therefore, 
0dw  in Eq. (4.25). 
Making use of Eq. (4.21) in the sediment accumulation model (Eq. 4.20) yields a 
mean equation:  
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and a perturbation equation: 
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Eqs. (4.23), (4.25), (4.27) and (4.28) form the basic partial different equations of 
the stochastical fluvial process-based model (SFPM). Their semi-analytical solutions 
are then derived in Section 4.4. The governing equations (4.23) and (4.27) can be 
solved for   and z , given certain boundary conditions. However, rather than 
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finding a relationship between  , z  and v  from Eqs. (4.25) and (4.28), solutions 
are expressed by functions as )(~ 22 vf    and )(~
22
vzz f  .  
Section 4.4 derives solutions for  , 2 , z  and 
2
z  within one internal time step. 
As shown in Fig. 4.3, when the simulation time increases by one internal time step, 
v  and 2v  are updated according to Q changes, and when the simulation period 
increases by one external time step, v  and 2v  are updated due to S variation induced 
by sediment accumulation (using Eq. 4.3 in Eq. 4.18). Making use of these updated 
v  and 2v  in solutions of  , 
2
 , z  and 
2
z , these quantities can be solved out after 
loops of internal and external time steps.  
4.4 SEMI-ANALYTICAL SOLUTIONS 
4.4.1 Solution for the variance of sediment load 
This section derives the analytical solution of 2  from Eq. (4.25), using the 
nonstationary spectral method on the basis of Fourier transform. The Fourier-Stieltjes 
representation of the random process   is (Gelhar and Axness, 1983; Li and 
McLaughlin, 1995; Ni et al., 2010): 



 )(),,(),(  vkk dZtxtx , (4.29)  
and v  is represented by:  
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
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xi
k dZev
k , (4.30)  
where )(vdZ  is the complex Fourier amplitude of flow velocity, 1i ,  is the 
magnitude of the wave number vector, and   is a transfer function between v  and 
 .  
Substituting Eqs. (4.30) and (4.29) in Eq. (4.25) gives:  
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At the source of the river,   is determined by the natural boundary condition, 
which is independent to the flow velocity. Therefore,  
0),0(  t . (4.32)  
The Fourier representation of Eq. (4.32) implies:  
64 Chapter 4: Stochastic fluvial process model 
0),,0(  t . (4.33)  
The first order partial differential equation (4.31) subject to Eq. (4.33) can be 
solved as the Cauchy problem, which converts the Eq. (4.31) as (Hadamard, 2003): 
kxi
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k
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v
dxdt

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1
 ,  (4.34)  
  in Eq. (4.34) is solved subject to spatial boundary condition (Eq. 4.33) rather 
than a temporal initial condition. At the end of the first segment,  
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where ixˆ  indicate the distance to the river source at the end of i-th segment (i=0, 1, 
2… n). 
The first-order partial differential equation (Eq. 4.31) represents the single-
direction influence (Jost, 2012). This means that in a given river segment,  are only 
affected by river flow from upstream segments, but are unrelated to the downstream 
state of the system. For each segment, Eq. (4.34) is solved subject to the boundary 
condition at the beginning of this segment, that is, ),,( 1  tx  at the end of first 
segment can be considered as the boundary condition for sediment transport in the 
second segment, and so on. Therefore, ),,(  tx  at the end of the second segment can 
be expressed as:  
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Similarly, we can write the ),,(  tx  at the end of the m-th segment as:  
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The entire river is discretized into n segments with equal separation distance so 
that 1ˆˆ  kkk xxx  is a constant larger than zero. Therefore, we can write a general 
solution for ),,(  tx  at each node m as:  
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where m is the index of node, m= 0, 1, 2,…,n.  
Once   is expressed analytically, the variance of   can be calculated as:  
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(4.39)  
where 
* represents the conjunction of  , and )(vvs  is the spectral density function 
of the ensemble velocity. A commonly used spectral density function for many 
natural quantities is the exponential model (Dagan, 1989; Zhu and Satish, 1999) :  
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where   is the correlation scale of the flow velocity (L). The upstream flow velocity 
affects the downstream velocity, and hence,   at different locations on the river is 
the flow distance ( x ). 
Substituting Eqs. (4.38) and (4.40) in (4.39) yields the closed-form expressions 
for 2  and covariance between sediment load and velocity ( v ) at m-th node:  
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(4.41)  
where m  is the correlation scale of the flow velocity at m-th node.  
 
Eq. (4.41) suggests that the impact of v on the   (or 2 ) is accumulated from 
upstream to downstream, as both   and the coefficient term 

m
k k
uk
v
w
1
)(  increase with 
the distance from the river source.   
 
In addition, the second-order perturbation term in Eq. (4.23) becomes: 
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which is zero because mm xˆ . 
4.4.2 Solution for the mean sediment load 
Solving the mean equation (4.23) is a traditional Cauchy problem, subject to the 
boundary condition (Hadamard, 2003):  
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)(),0( tqt s , (4.43)  
where qs(t) is the first-kind boundary condition at the river source (L), which 
expresses the sediment input from the river source.  
As a result, the sediment load at each node m can be written as:  
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Eq. (4.44) suggests that   at xm is attributed to qs from the river source and the 
erosion over a distance xm. Define  sediment load )(
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E  as the 
potential load. Simultaneously, the potential load decreases to  due to the 
deposition along the flow path.   
4.4.3 Solution for the mean and variance of sedimentation thickness  
Sediment is accumulated on the riverbed due to deposition and removed from the 
riverbed due to erosion. After an internal time step t , z and z  at node m (Eqs. 4.27 
and 4.28) can be rewritten as:  
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While the distribution of m  is simulated by Eq. (4.44), mz  is solved from Eq. 
(4.45).  
Furthermore, using expressions of E  and D  (Eq. C5 and C10 in Appendix C) 
in the perturbation equation (4.46) leads to the variance of sedimentation thickness:  
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which can be further expressed as:   
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where m  is the deposition coefficient  (L/T) (Appendix C).  
It is noted that although the basic sediment transport and accumulation equations 
are given in one segment of the river (Eqs. 4.19 and 4.20), solutions of 2  and   
Chapter 4: Stochastic fluvial process model 67 
(Eqs. 4.41 and 4.44), z  and 2z  (Eqs. 4.45 and 4.48) are written as general forms 
over the entire longitude profile of the river system.  
4.5 ALGORITHM  
Based on derivations above, the algorithm of implementing the stochastic model is 
summarized as follow (Fig. 4.3): 
(1) Select a cross-section parallel with the general river flow direction. This cross-
section is not necessarily on the river channel, but sediment at different positions 
along this cross section should be created by the same river channel (for 
meandering river) or the same sets of river channels (for the braided river). 
(2) Discretize the selected cross-section into n segments.  
(3) Choose the time steps according to sedimentation rate and frequency of Q 
changes.  
(4) Input S in Eq. (4.3).  
(5) Input Q at each segment and calculate kv , 
2
kv
 , Wck and Hck (k=1, 2,…n) of the 
river channel according to Eqs. (4.3) and (4.18), and p according to Eq. (4.8). 
(6) Assess kE  (Eq. C4) and we in Eq. (C5); 
(7) Calculate the time interval (
k
k
v
x
) for river flow through each segment;  
(8) Calculate the potential m  at each node m (m=0, 1, … n) as the sum of erosion 
and sediment input (Eq. 4.44); 
(9) Calculate the real m  in Eq. (4.44) after deposition of  

m
k k
k
k
v
x
D
1
 for node m. 
Because m  affects mD  (Eq. C9), the real m  and mD  should be calculated 
simultaneously.  
     At the river source (m=0), the potential m  is the sediment input. The 
deposition rate ( 1D ) at the first segment is assumed to be constant, which is 
calculated using 0 . For the first node, the potential load is the sum of the 
erosion over the length of the first segment plus sediment input. However, the 
real 1  for this node should remove the deposition volume over the first segment 
(deposition rate is 1D  and deposition period is 
1
1
v
x
). Subsequently, for the m-th 
68 Chapter 4: Stochastic fluvial process model 
node, the potential load is the sum of erosion over a distance of  

m
k
kx
1
 plus the 
sediment input from river source, and the real load needs the removal of a 
deposition volume  

m
k k
k
k
v
x
D
1
.  
(10) mz is recorded simultaneously with the calibration of mD  and mE  in steps (8) 
and (9) according to the mean equation (4.45).  
(11) 2
m
  is estimated by Eq. (4.41), whilst 2
mz
  is calculated by Eq. (4.48); 
(12) When the computation time increase by one internal time step, input new Q; 
when the computation time increase by external time step, recalculate the 
regional S induced by the sediment accumulation. Go back to step (5) and repeat 
the steps until the total computation time is larger than the target simulation 
time.  
The algorithm is implemented in Matlab and applied to two synthetic cases.  
4.6 SYNTHETIC CASES STUDY 
The major advance of the proposed stochastic fluvial model is that the model can 
yield the most likely sedimentation thickness ( z ) and also the potential variation ( z
) induced by uncertainty of the flow velocity. User-specific parameters in the model 
mainly include initial riverbed slope (S), river discharge (Q), width of fluvial traces 
(Wf) (which determine the ensemble velocity in Section 4.2) and the sediment input 
from the river source (qs in Eq. 4.43). Other parameters for the sediment and fluid 
properties are assumed to be fixed in this current study (Table 4.1).   
To demonstrate the effects of proposed model, two synthetic examples are 
presented with the following simplifications:  
(1) qs from the river source is assumed to be unrelated with Q, and their influences 
on the sediment accumulation are discussed separately. The interaction between 
qs and Q is beyond the scope of this study. 
(2) Streamwise variation of Q is neglected assuming that within the stream section 
of interests, there are no major tributaries, and no significant water loss induced 
by infiltration and evaporation.   
(3) Single kind of sediment (sands) transport and accumulation are discussed.   
Chapter 4: Stochastic fluvial process model 69 
(4) The deposited sand can be eroded, but the original bedrock is assumed to be 
non-erodible.  
 
Table 4.1 Default parameters used in fluvial process modelling 
Coefficients value 
Conversion factor, cf  , m
1/3
/s
 
1.0 
Concentration coefficient, dk , - 3×10
-5
 
Density of sediment, s , kg/m
3
 2700 
Density of water, f , kg/m
3
 1000 
Drag coefficient, dc , - 0.005 
Erosion efficiency, ke, m/year (m
1.5
s
3
/kg
1.5
) 3×10
-6
 
Gaussian coefficient, c, - 0.26 
Gravitational  acceleration, g, m/s
2
 9.8 
Kinematic viscosity of the water,  , m2/s 10-6 
Magnitude of external time step,  Tex, years 100 
Magnitude of internal time step, t , days 15 
Manning coefficient, n, - 0.034 
Porosity,  , - 0.2 
Particle size, m 0.01 
Ratio between width and depth, Wc/Hc, - 20  
Threshold shear stress, c , kg∙m
2
/s
2
 4.3  
 
4.6.1 Synthetic example-1 
This example describes the sediment aggregation in an empty basin under a constant 
sediment input from the river source (qs=0.0001 m) and a constant Q (50 m
3
/s). The 
initial riverbed is assumed to have an exponential-shape (Fig. 4.4a), which represents 
the sedimentary environment varying from hill to coastal plain. Sedimentary process 
is simulated over a period of 100 years. Because the sedimentation rate is low (less 
than 0.025 m/year in Fig. 4.4a and 4.4b), sediment accumulation on the riverbed does 
not significantly change the flow velocity within 100 years. Therefore, the simulation 
is conducted within one external time step (Fig. 4.3). In addition, the internal time 
step is selected according to the variation frequency of Q. In this synthetic case, Q is 
assumed to be a constant, the magnitude of internal time step is arbitrarily selected as 
the default value in the model (15 days in Table 4.1).  
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Figure 4.4 (a) sands accumulation on the riverbed due to the sediment input from the river source. (b) 
sedimentation thickness and potential variation and (c) highly nonlinear distribution of the standard 
deviation of sedimentation thickness, relating to (d) the pattern of the river channel and (e) the 
probability of channel occurrence within the range of fluvial trace, which are quantitatively described 
by (f) the statistics of ensemble flow velocity and (g) the perturbation of erosion and deposition rates 
or (h) thickness perturbation under unit velocity perturbation. 
 
Fig. 4.4b illustrates z  and z  of the sedimentation thickness. The nonlinear 
pattern of z can compare qualitatively with the results from laboratory by Cui et al. 
(2003) and Sklar et al. (2009). This pattern is induced by the coupled processes of 
deposition and erosion. 
D  reduces along the river flow direction because deposition keeps occurring and 
 decreases. E  reduces along the river flow direction due to decreases of v  and 2v  
(Fig. 4.4f). However, the decreasing D  and E  play reverse roles on z that 
deposition increases z , whist erosion decreases z . Therefore, a nonlinear pattern of  
z  is produced in Fig. 4.4b that z  increases with the distance to the river source at the 
upstream part of the river. After z  peaks to 2.2 m at the position of about 2000 m, z  
then decreases along the river flow at the downstream part of the river.  
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The potential variation of z  is inferred from the standard deviation of 
sedimentation thickness (
z ), which is high-nonlinearly distributed parallel with the 
river flow direction (Fig. 4.4c), due to the contrast between Wc and Wf (Fig. 4.4d1), 
and exponential-shape riverbed (Fig. 4.4a).  
As shown in Fig. 4.4d, Wc increases with the streamwise distance, given a 
spatially constant Q (50 m
3
/d). The wider river channel at the downstream part 
indicates that the river channel has a larger possibility to pass at one position within 
the fluvial traces on the downstream part than that on the upstream part (as Wf is 
fixed as 50 m). In other words, p in Eq. (4.8) increases along river flow direction 
(Fig. 4.4e). In addition, as S decreases with the streamwise distance (Fig. 4.4a), vc 
resulting from Eq. (4.3) decreases. Therefore, 
2
v  reduces streamwise (Fig. 4.3f) due 
to the increasing p and decreasing vc (according to Eq. 4.18). Because the influence 
of p on the v  is weaker than influence of vc in this synthetic case, v  also presents a 
decreasing trend along the river flow similar to the trend of vc (Fig. 4.4f).   
The geometry of the channel, fluvial traces and riverbed determine the spatial 
distribution of v  and 
2
v , which then affects the sedimentary process via the 
deposition and erosion of sediment. 
2
z  is composed of deposition perturbation (



c
S
H
D ) and erosion perturbation ( memvwE  ) (Eq. 4.47). The contrast between 
deposition perturbation and erosion perturbation is illustrated in Fig. 4.4g, where the 
deposition factor is calculated as 
ED
D
fD 

 , whist the erosion factor is 
ED
E
fE 

 . As a result, the erosion factor reduces along the river flow direction 
due to the decreases of v  and 
2
v  (Fig. 4.4f and Eq. C4), but the deposition factor 
increases with the streamwise distance because   (or 2 ) is accumulated along the 
river flow (Eq. 4.41).  
The coupled processes of deposition and erosion in Fig. 4.4g contribute to a 
nonlinear trend of 
v
z


 (Fig. 3h and Eq. 4.48), which decreases at the upstream part 
of the river. After 
v
z


 reaches the lowest value at a position around 1500 m, it 
increases along the river flow at the downstream part of the river.  Furthermore, 
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because trends of 
v
z


 and v  are reverse at the downstream part (the distance to the 
river source become larger than 1500 m), the resultant 
z  in Fig. 4.4c decreases 
again with the streamwise distance at further downstream part after peaking at a 
position of about 6000 m.  
4.6.2 Synthetic example-2 
This illustrated case investigates the incision processes (over a period of 100 years) 
of the riverbed formed in previous example, under different Q (10 m
3
/d, 50 m
3
/d and 
100 m
3
/d). In this example, sediment input (qs) from the river source is assumed to be 
zero, and the processes inducing riverbed evolution are the sediment erosion and 
redeposition. 
  
 
Figure 4.5 (a) Incision rate increases with river discharge and (b) the stronger perturbation of 
remaining sediment thickness induced by the larger river discharge rate. (c) Erosion rate is far larger 
than the redeposition rate.   
 
Fig. 4.5a shows that significant incision occurs at the upstream part of the river 
due to the strong erosion induced by large 
2
v  and v (considering the velocity trend 
in Fig. 4.4f under Q=50 m
3
/d). As indicated by Fig. 4.5c, the erosion rate herein is far 
larger than the redeposition rate, therefore, the eroded sediments from the upstream 
part are largely transported out of the system rather than being redeposited at the 
downstream part.  
In Fig. 4.5b, perturbation of sediment thickness (standard deviation, z ) is 
mainly induced by the erosion process, as the redeposition process is too weak. 
Under a constant Q, z  decreases along the river flow direction, which is different 
with trend in Fig. 4.4c, because the trend in Fig. 4.5b is mainly induced by the 
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decreasing 
2
v  and E (recalling Fig. 4.4f and 4.4g), but weakly affected by the 
redeposition process.  
Moreover, increases of Q enlarge Wc and p within the fluvial trace. As a result, v  
increases with Q due to the increases of both p and Manning velocity (vc). However, 
2
v  can either be enlarged or reduced relating to S, Wf and Q, as the proportion part 
cppp  )2)(1(  of Eq. (4.18) (which represents the velocity perturbation induced 
by the probability of channel occurrence) decreases with the increasing Q, while the 
Manning velocity part ( 2cv , which is able to represent the velocity perturbation in the 
river channel in Eq. 4.7) increases. In this illustrated case, increases of Q enlarge 
both the 
2
v  and v , and enhance E . As a result, more sediment on the riverbed is 
incised at Q of 100 m
3
/d, and a larger perturbation of sediment thickness can also be 
induced (Fig. 4.5b).  
4.7 CONCLUSION 
Riverbed and channel evolution, and variation of river discharge affect fluvial 
processes, essentially via flow velocity changes. The major contribution of this study 
is in coupling these factors which can induce flow velocity changes in a 1D 
stochastic fluvial process model (SFPM), by introducing the ensemble statistics 
(mean and perturbation) of  velocity as key parameters in the model instead of the 
solely stream velocity. The ensemble statistics of velocity can be determined as the 
function of riverbed slope, width of fluvial traces and river discharge. In addition, a 
wide range of events inducing velocity changes, such as evaporation and infiltration, 
can be considered in the model by adjusting the input river discharge.  
SFPM is developed based on perturbation theory and the non-stationary spectral 
approach. Output variables of SFPM are the mean and variance of sediment load in 
the river and sedimentation thickness on the riverbed. SFPM is then applied to two 
synthetic cases to demonstrate the effects of the model. As a result, both variance and 
mean values of sedimentation thickness are nonlinearly distributed over space, 
induced by the nonlinear pattern of riverbed and of river channel, and also of the 
uncertainty of channel location in the fluvial trace due to the channel movement. 
SFPM is developed to simulate the longitude profile of sediment within one 
fluvial trace, which are formed by the single river channel (for the meandering river) 
and the single sets of river channels (for such as the braided river and alluvial fan). 
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Within one cross section of fluvial trace perpendicular to the river flow direction, the 
river channel is assumed to have the same possibility to pass at the any positions on 
this cross section. Limited by this assumption, SFPM cannot simulate the sediment 
distribution perpendicular to the river flow. Instead, this potential lateral distribution 
is expressed as most likely sediment thickness and the potential variation.  
SFPM is potentially combined with cellular models (e.g. Sun et al., 2002) to 
simulate the sedimentary processes within multiple channelized fluvial traces. In 
addition, the river discharge is assumed to be a deterministic user-specific variable in 
the model. It may be of interest to couple the probability distribution of river 
discharge into the ensemble statistics of flow velocity in the future.  
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Local-scale hydraulic conductivity determination 
Jiang, Z., Schrank, C., Mariethoz, G. and Cox, M. (2013). Permeability estimation conditioned to 
geophysical downhole log data in sandstones of the northern Galilee Basin, Queensland: methods and 
application. Published in the Journal of Applied Geophysics, 93, pp 43-51. 
Introductory comment 
This current study constructs the lithology architecture based on a stochastic fluvial 
process model in Chapter 4, and the application is demonstrated in Chapter 6. To 
convert the lithology architecture to hydraulic conductivity (K), K values for 
different lithologies should be determined. Both drill stem test and centrifuge 
permeameter core analysis are employed to measure K. Those K values tested for 
siltstone, claystone and mudstone do not vary significantly and can represent values 
for the low-permeable rocks (Appendix B). However, K of sandstones in the Betts 
Creek Beds (BCB) may not fully represent values for high-permeable rocks 
(sandstones) based only on the drill stem tests (Appendix A), partly because the grain 
size of sandstone varies from fine to coarse, which results in a wide range K values, 
and partly because the different lithology interbeds in the test intervals and so the 
resultant K values are not comparable due to the scale effects. In order to supplement 
K in sandstones of the BCB, this chapter uses borehole geophysical log data to 
estimate permeability (which can be converted to K). 
Abstract   
This study uses borehole geophysical log data of sonic velocity and electrical 
resistivity to estimate permeability in sandstones in the northern Galilee Basin, 
Queensland. The prior estimates of permeability are calculated according to the 
deterministic log-log linear empirical correlations between electrical resistivity and 
measured permeability. Both negative and positive relationships are influenced by 
the clay content. The prior estimates of permeability are updated in a Bayesian 
framework for three boreholes using both the cokriging (CK) method and a normal 
linear regression (NLR) approach to infer the likelihood function. The results show 
that the mean permeability estimated from the CK-based Bayesian method is in 
better agreement with the measured permeability when a fairly apparent linear 
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relationship exists between the logarithm of permeability and sonic velocity. In 
contrast, the NLR-based Bayesian approach gives better estimates of permeability for 
boreholes where no linear relationship exists between logarithm permeability and 
sonic velocity.  
Key Words  
Sedimentary basin, cokriging, normal linear regression, Bayesian, permeability, 
geophysical logs 
5.0 INTRODUCTION 
Characterization of the heterogeneity of permeability in sandstones is critical for 
groundwater, oil and gas exploration (Zimmerman et al., 1998; De Marsily et al., 
2005). Many techniques were developed to measure permeability from microscale to 
macroscale in both hydrogeology and petroleum engineering, for example, 
tomography approaches, slug tests or drill stem tests (Bredehoeft, 1965; Bouwer and 
Rice, 1976; Al-Raoush and Willson, 2005). However, because these methods of 
direct measurement produce costly and sparse data, only limited information can be 
obtained in regard to understanding the spatial variability of permeability (Hyndman 
et al., 2000).  
Borehole geophysical techniques provide low-cost means to measure geophysical 
properties that relate to permeability at a fine scale over broad vertical and horizontal 
intervals (Cassiani et al., 1998; Gloaguen et al., 2001; El Idrysy and De Smedt, 
2007). The geophysical properties commonly used to infer permeability include 
seismic velocity (Rubin et al., 1992), electrical resistivity (Purvance and Andricevic, 
2000), and ground-penetrating radar data (Gloaguen et al., 2001; Cunningham, 
2004). Various mathematical approaches were employed to tie geophysical 
properties to permeability, such as regression analysis (Archie, 1942; Purvance and 
Andricevic, 2000), cokriging interpolation (Kay and Dimitrakopoulos, 2000), 
Bayesian inference (Chen et al., 2001), and more recently, coupled hydro-
geophysical numerical simulations (Day-Lewis and Singha, 2008; Huisman et al., 
2010).   
Regression analysis is often used to correlate electrical resistivity with 
permeability, and a log-log linear relationship between these properties can in certain 
cases be validated theoretically and empirically (Archie, 1942; Wong et al., 1984; 
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Purvance and Andricevic, 2000). This method is efficient, but the relationship 
between permeability and resistivity is possibly non-unique and ambiguous due to 
multiple contributing factors, for example, water saturation and clay content, and 
also possible scale and resolution disparity between the measurements of 
permeability and resistivity (Ezzedine et al., 1999). As a consequence, other 
approaches such as Bayesian and cokriging methods are often applied to revise the 
estimates of permeability. 
The Bayesian technique updates the prior estimates of permeability via a 
likelihood function. The prior estimates of permeability can be obtained from 
hydrogeologic inversion (Copty et al., 1993) or ordinary kriging interpolation 
(Shlomi and Michalak, 2007). The likelihood function plays a key role in the 
Bayesian technique, which can be derived by, for example, ensemble Kalman filter 
(Evensen, 1994), generalized likelihood uncertainty estimation (Beven and Binley, 
1992), or a normal regression model (Chen et al., 2001) . 
In addition, Cokriging (CK) is a method for the linear estimation of vector 
random functions that considers spatial and inter-variable correlation (Myers, 1985). 
The CK method can be applied to estimate permeability from geophysical 
measurements, where the geophysical measurements are considered as a secondary 
variable (Ahmed et al., 1988). Inference of covariance functions from the actual 
measurements is at the foundation of the CK method.   
Another approach to estimating permeability (or hydraulic conductivity) is the 
coupled hydro-geophysical simulation. The basic steps of this simulation are outlined 
as follows: (1) prior estimates of hydraulic parameters (permeability); (2) calculation 
of the hydraulic variables, e.g. water saturation or salinity using fluid flow and solute 
transport simulation; (3) revision of the geohydrologic environments to forward 
geophysical properties, typically electrical resistivity; and (4) recalculation of 
permeability considering geophysical properties, and using them as the new input to 
the hydrogeologic model. These steps are repeated until both the hydrogeologic and 
geophysical measurements fit well with the calculated results (Day-Lewis et al., 
2003; Hinnell et al., 2010; Kowalsky et al., 2011; Pollock and Cirpka, 2012).  
The accuracy of permeability estimated by the above methods depends on the 
sufficiency of actual permeability measurements. In order to overcome the problem 
of under-sampling in this study, the CK method is coupled with a Bayesian 
framework to calculate the likelihood function. Both sonic and electrical log data are 
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used to infer the permeability in this coupled method, assuming that the covariances 
of permeability and the resistivity are the same.  
This study initially introduces the geology of the northern Galilee Basin, followed 
by a description of Bayesian framework and cokriging theory. The coupled CK-
Bayesian method is then tested on three boreholes in the northern Galilee Basin (Fig. 
5.1). The performance of the CK-Bayesian method is compared with another 
deterministic Bayesian method based on normal linear regression. Finally, the main 
results are discussed.  
5.1 Study area and data description 
5.1.1 General geological setting 
The Galilee Basin is a large intracratonic basin of the Late Carboniferous to Triassic 
period located in central Queensland, Australia (Fig. 5.1a). Sediments of the northern 
Galilee Basin were deposited in two regional depressions, the Koburra Trough and 
Lovelle Depression, which are separated by the early Palaeozoic Maneroo Platform 
(Fig. 5.1b) (Hawkins and Green, 1993a).  
During the Late Carboniferous and Early Permian period, sediments of the Joe 
Joe Group were deposited by rivers and lakes and were significantly affected by 
climatic variations and intermittent volcanic activity (Fig. 5.1d). During the latter 
part of the Early Permian, development of widespread peat swamps resulted in 
deposition of the Aramac Coal Measures at the top of Joe Joe Group (Henderson and 
Stephenson, 1980).  
After a period of non-deposition, gentle uplifting and erosion, the Betts Creek 
Beds were deposited in alluvial, coastal-plain settings during the Late Permian period 
(Allen and Fielding, 2007a).  
During the Early to Middle Triassic period, the westerly and southerly flowing 
rivers and intermittent lakes resulted in the deposition of sandstones and shales of the 
Rewan Formation and Clematis Sandstone on the Betts Creek Beds. Further 
deposition produced the Moolayember Formation which is composed of siltstones 
and mudstones and forms the uppermost formation within the Galilee Basin (Fig. 
5.1d). However, a substantial part of Moolayember Formation was removed in a 
compressional episode before it was overlain by sediments of the Eromanga Basin 
(Hawkins and Green, 1993a).  
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The lithology of the study area (Fig. 5.1c) is dominated by interbedded 
sandstones and shales, which were deposited by cyclic of fluvial systems. All these 
formations were deposited in a stable geologic period, except for the earlier Joe Joe 
Group, which experienced glacial and volcanic activity. Therefore, on the basis of 
sedimentary facies, the formations in this northern Galilee Basin are separated into 
an upper part that includes the Betts Creek Beds, Rewan Formation, Clematis Group, 
Dunda Beds and Moolayember Formation, and a lower part that is comprised of the 
Joe Joe Group (Fig. 5.1d). In order to validate the proposed cokriging-Bayesian 
method, this study concentrates on the Betts Creek Beds where the permeability of 
sandstones was tested and geophysical logs of sonic velocity and electrical resistivity 
are available.  
 
 
Figure 5.1 Location map showing (a) the study area within the northern Galilee Basin, (b, c) 
boreholes with geophysical logs and permeability measurements, and (d) a schematic column showing 
the general stratigraphy in the northern Galilee Basin. 
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5.1.2 Data analysis and pre-processing 
The geophysical log data supporting this study are from the Queensland Petroleum 
Exploration Database (QPED, http://mines.industry.qld.gov.au/geoscience) and 
Exoma Energy Ltd. Both the sonic velocity (measured by borehole sonic logs) and 
electrical resistivity (acquired by borehole electrical logs) are correlated with 
permeability in this deep buried basin, and are used as the auxiliary data to infer the 
permeability for sandstones of the BCB. The geophysical logs were operated in 19 
drillholes (Fig. 5.1b), which penetrate through the BCB. However, only in 
Marchmont, Muttaburra and Glenaras drillholes (Fig. 5.1c), the sonic and electrical 
logs were run, together with the permeabilities measurements by drill stem test and 
core analysis. In order to validate and applying the methods proposed in Section 5.2, 
this study focuses on calculating the K variation in sandstones within these three 
drillholes.  
 
 
Figure 5.2 Shales (grey rectangle) identified according to geophysical logs of natural gamma, deep 
resistivity and spontaneous potential (SP) in Muttaburra. 
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Both the sonic velocity (measured by borehole sonic logs) and electrical 
resistivity (acquired by borehole electrical logs) are correlated with permeability in 
this deep buried basin. However, the relationship between these parameters can be 
ambiguous due to the effects of variable clay contents (Friedel et al., 2006). In 
addition, permeability of shale is too low (<10
-3
 mD) to be estimated accurately from 
geophysical log data.  
In order to reduce the impact of clay, shales are identified and removed from this 
study by a qualitative interpretation of geophysical log data. Electrical and gamma 
ray log data are used for this purpose because shales often display lower electrical 
resistivity but higher gamma radiation than sandstones (Kayal, 1979). In addition, 
spontaneous potential logs which can show the interface between different 
lithologies, are also used (Wood et al., 2003). Fig. 5.2 illustrates the interpreted 
results in the Muttaburra borehole as an example.  
After the approximate identification of shales from geophysical logs, clay 
contents in sandstones are computed by the following empirical equations (Mahbaz 
et al., 2012) :  
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where GRI  is a gamma ray index, logGR  is gamma radiation, minGR and maxGR  are 
minimum and maximum gamma radiation, respectively. cS  is the clay content. The 
results from Eqs. (5.1) and (5.2) are used in Section 5.3.1 to establish the empirical 
relationship between electrical resistivity and permeability.  
Comparison of the histograms of Fig. 5.3a and 5.3b shows that the removal of 
shale reduces the “smearing effect” in the probability distribution of sonic velocity, 
and the histogram of electrical resistivity changes from bimodal to approximately 
Gaussian if shales are disregarded (Fig. 5.3c and 5.3d). The distributions of electrical 
resistivity and sonic velocity are slightly skewed in sandstone because the 
measurements are affected by the surrounding shale.  
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Based on the histograms shown in Fig. 5.3, it is reasonable to assume a Gaussian 
probability density function (PDF) once the shale is identified and removed. The 
Gaussian PDF is widely used in many geostatistical methods, and is formulated as:  
2
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2
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22
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yxy
ep


 , (5.3)  
where p is the probability density, 
2 is the variance and y  is the mean of variable y.  
 
 
Figure 5.3 Histograms of (a) sonic velocity and (c) log10-electrical resistivity measured in shales and 
sandstones in Muttaburra borehole at a separation of 0.2 m, (b) sonic velocity and (d) log10-electrical 
resistivity measured in sandstones at an average separation of 1.0 m. 
 
5.2 METHODOLOGY 
5.2.1 Bayesian framework 
In this study, the Bayesian methodology is used to estimate permeability from 
correlated geophysical log data. The spatial random variable )(xk  denotes log10 of 
permeability (mD), )(xDT  denotes sonic velocity ( feet/s ), and )(x  denotes 
electrical resistivity (ohm-m). According to Bayes’ rule, the posterior PDF of 
permeability given sonic velocity is written as (Mariethoz et al., 2010; Lee, 2012): 
)()|()|( kpkDTpCDTkp  , (5.4)  
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where C is a normalizing coefficient, )|( kDTp  is the likelihood which is the 
probability density of sonic velocity given the permeability, and )(kp  is the prior 
PDF of )(xk . 
Since, by definition, 1)|(
0


dkDTkp , C can be calculated by  




0
)()|(
1
dkkpkDTp
C . (5.5)  
The prior distribution of k is commonly estimated using an ordinary kriging 
approach based on the actual permeability measurements (Ezzedine et al., 1999; 
Shlomi and Michalak, 2007). However, the number of actual permeability 
measurements in this study is not sufficient to quantify the covariance of 
permeability. Consequently, k cannot be inferred by the ordinary kriging method. 
Alternatively, the prior estimates of permeability are calculated according to the 
empirical relationship between measured electrical resistivity and permeability. The 
details of this procedure are described in Section 5.3.1. 
The likelihood in Eq. (5.4) is assumed to follow a Gaussian distribution (Eq. 5.3). 
In this study, the cokriging method (CK) is used to calculate the mean and variance 
of the likelihood. In order to validate the effectiveness of the CK-based Bayesian 
method, the approach is compared with a normal linear regression (NLR) method for 
the calculation of the likelihood.   
5.2.2 Cokriging model 
The CK algorithm considers the mean of likelihood at location xi as the linear 
combination of first attributes DT(x) and second attributes k(x). All sonic velocity 
and prior estimates of permeability used are mean-removed and normalized by their 
global standard deviation. This linear estimator of likelihood at xi can be written as 
(Goovaerts, 1997): 
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where n1 and n2 are the number of DT and k measurements, respectively. j1  and 
j2  are the weighting coefficients of DT and k measurements at location xj. Because 
Eq. (5.6) is used to estimate the mean of likelihood, it is allowed to be a biased 
estimator. 
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Minimizing the local variance at xi, 
22 )]()([)(:min iii xDTxDTEx  , (5.7)  
where E denotes the mean operator, the coefficients   at location xi can be solved 
from the following equations: 
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where Cii and Cij are the pseudo auto- and cross- covariance function expressed by, 
for example, )]([)]([)( 2121 xkExDTExxCij   without removing the local mean of 
sonic velocity and permeability at x1 and x2.  
The variance of likelihood at location xi is expressed by:   
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The stationary assumption is used, which assumes that the pseudo-covariance 
only depends on the separation (x1-x2) between two points, but not their locations. 
Since this assumption is also used in the standard cokriging approach (Goovaerts, 
1997), the cokriging method used here is achieved in a similar way to the standard 
approach. Hereafter, the terms of “auto-covariance” and “cross- covariance” are still 
used to express the structural functions.  
Eq. (5.7) minimizes the local variance. In order to further maximize the 
likelihood, the covariance models are adjusted to minimize the global error: 
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5.2.3 Normal linear regression model  
The NLR model assumes that sonic velocity at x is normally distributed with mean 
)(xDT  and variance 
2  (Stone, 1996; Chen et al., 2001). The mean of likelihood is 
assumed to be the sum of m distinct monomials, formed from powered products of 
)(xk , such as 1, )(xk , )(
2 xk , … )(
1 xk m . The model is expressed as follows: 
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where i  is the weighting coefficient of basic functions )(
1 xk i . 
By minimizing the residual variances (Chen et al., 2001),  
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the weighting coefficients is obtained as:  
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where 
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where both sonic velocity and permeability are measured. D  is a n×m synthetic 
matrix given by,  
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Once the basic coefficients are determined, the mean likelihood at each location 
is calculated by Eq. (5.11). 
The variance of likelihood is expressed by:  
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5.2.4 Theoretical differences between CK and NLR-based Bayesian method 
Both approaches assume a Gaussian PDF for the prior, likelihood and posterior 
probability. However, the CK and NLR approaches consider the parameters in these 
distributions differently, which are summarised in Table 5.1.  The “local” represents 
a statistical process at given depth, while the term “global” denotes statistical 
measures obtained from data at different depths.     
Prior estimates. The NLR Bayesian method uses the prior estimates of permeability 
as the local mean )( ixk  at xi, and uses the global variance of permeabilities in the 
prior PDF. The global variance is defined as:  
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where n is number of the actual permeabilities measurements at different depths in a 
borehole, k is a global mean of prior estimates which are calculated by: 


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n
k
1
)(
1
 , (5.17)  
In contrast, the CK Bayesian method uses both global mean and variance (Eqs. 
5.16 and 5.17) in the prior PDF of permeability. However, n is the number of the 
prior estimates of permeability but not that of the actual permeability measurements. 
The prior PDF in CK Bayesian approach is conditional, )(),()()([ 111 ii-i xkx…kx|kxkp  
)](... mxk , while the prior PDF in the NLR Bayesian approach is marginal, )]([ ixkp . 
Likelihood function. The NLR-Bayesian method considers the mean of the 
likelihood as a local value (Eq. 5.11) but the variance as a global one (Eq. 5.15). The 
PDF for the likelihood is expressed by )](|)([ ii xkxDTp .  
However, both mean and variance of likelihood in the CK- Bayesian method are 
local, and are expressed by Eqs. (5.6) and (5.9), respectively. The PDF of the 
likelihood is conditional: p[ DT(xi)|DT(x1)… DT(xi-1), DT(xi+1), … DT(xm), k(x1) … 
k(xm) ] .  
Posterior Estimates. Both NLR- and CK- Bayesian methods express the mean and 
variance of posterior estimates at a given depth as a local statistical variable, but with 
different conditional probability densities, which are )](|)([ ii xDTxkp for NRL and 
),()...(|)([ 1 mi xDTxDTxkp  )]()..(),()...( 111 mii xkxkxkxk   for CK, respectively.  
 
Table 5.1 The mean and variance of prior, likelihood and posterior probability distribution in 
the normal linear regression and cokriging Bayesian estimator 
Estimator NLR Bayesian estimator CK Bayesian  estimator 
Probability  Prior  Likelihood  Posterior  Prior  Likelihood  Posterior  
Mean Local Local Local   Global Local Local 
Variance Global Global Local  Global  Local Local 
 
 
Chapter 5: Local-scale hydraulic conductivity determination 87 
5.3 HYDRAULIC CONDUCTIVITY ESTIMATION 
Permeability estimation with the CK- and NLR- Bayesian methods entails the 
following steps: (1) estimation of prior PDF of permeability based on the electrical 
resistivity log data; (2) calculation of the likelihood function using both the CK and 
NRL methods, respectively, where the likelihood function is the probability of 
permeability conditioned to the sonic log data; and (3) the posterior estimation of 
permeability based on Bayes’ theorem in Eq. (5.4).  
5.3.1 Prior estimation 
Prior estimates of the permeability in sandstones are converted from geoelectrical log 
data based on an experimental relationship. This relationship is established by 
mapping the measured permeability versus electrical resistivity measured at the same 
location. Fig. 5.4 illustrates that permeability (k) as a function of electrical resistivity 
(  ) is affected by the clay content in upper formations of the north Galilee Basin. A 
negative correlation is observed between log(k) and log(  ) when the clay content is 
less than 5%. In contrast, a positive correlation is obtained when the clay content is 
greater than 5%.  
 
 
Figure 5.4 Scatterplots of (a) negative and positive linear relationships between log10-electrical 
resistivity and log10- permeability relating to clay content, and (b) negative relationship between log10-
electrical resistivity and clay content when clay content is larger than 5%. Raw data are extracted from 
the Queensland Petroleum Exploration Database. 
 
The electrical resistivity of earth materials relates to electrolytes in the pore fluid 
and electrons on the pore surface (Niwas and Singhal, 1985). In clay-free sandstone, 
the electrical current is dominated by electrical conduction through the pore fluid. An 
increase in porosity leads to an increase in permeability and thus to a decrease in 
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electrical resistivity (Slater, 2007). Therefore, a negative trend is observed between 
 and k when no significant clay content is present.   
However, in clay-rich sandstones, electrical current is controlled by electrical 
conduction on pore surfaces (Purvance and Andricevic, 2000). Permeability 
commonly decreases with an increase in clay content. The same trend exists between 
electrical resistivity and clay content when clay content is larger than 5%. Therefore, 
a positive relationship between   and k is observed in clay-rich sandstones.  
Based on the plots in Fig. 5.4, a bilinear experimental petrophysical equation is 
given for sandstone formations in the northern Galilee Basin: 
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Although the permeability can be estimated from this bilinear relationship, the 
low correlation coefficients (0.4091 and 0.3033, respectively) indicate large 
estimation errors. Therefore, the permeability estimated from this empirical equation 
is considered as prior estimate only. These results are then updated and improved via 
the Bayesian framework.  
5.3.2 Updating by Bayesian statistics 
(i) NLR-based estimation   
The likelihood function plays a central role in Bayesian methods. In the NLR 
approach, the mean and variance of the likelihood are determined by the coefficients 
of basic functions, which can be calculated by Eq. (5.13) based on the actual 
measurements of permeability and sonic velocity. There are five such actual 
measurements in the Marchmont borehole, six in Muttaburra and seven in Glenaras 
boreholes. In a single borehole, these coefficients are considered to be spatially 
stationary at different depths. The resulting coefficients for each borehole are shown 
in Table 5.2.  
Table 5.2 The coefficients to calculate the likelihood functions 
Boreholes 1  2  3  4  5  6  
Marchmont 0.9754 1.2007 1.5734 0 0 0 
Muttaburra -1.5406 3.8752 -1.7358 0.0335 0 0 
Glenaras 0.5271 -0.3883 -2.0932 3.5008 -1.7653 0.2794 
 
Chapter 5: Local-scale hydraulic conductivity determination 89 
Once these coefficients are obtained, the mean and variance of the likelihood at 
different depths are estimated by Eqs. (5.11) and (5.15), respectively. Consequently, 
the Gaussian PDF of the likelihood is quantified by Eq. (5.3). Finally, the posterior 
estimates of permeability are obtained by Eq. (5.4) and results are shown in Fig. 5.5a 
and 5.5c.  
 
 
Figure 5.5 Estimates of permeability from (a) normal linear regression and (b) cokriging Bayesian 
approaches, (c) the mean estimate-errors of different methods, |)(| me kkE  , where ke is the 
estimated permeability and km is the measured permeability.  
 
 (ii) CK-based estimation  
The CK approach assesses the mean and variance of the likelihood based on 
structural functions:  auto- and cross- covariance. In this study, the covariance of 
permeability is assumed to be the same as the covariance of electrical resistivity after 
both are logarithm-transformed, mean-removed and normalized. This assumption is 
satisfied because electrical resistivity and permeability are correlated linearly in each 
borehole (Fig. 5.4 and Eq. 5.18). Therefore, the covariance of prior estimates of 
permeability can be used to infer the likelihood via the CK algorithm. The 
covariances of the prior estimates of permeability and sonic velocity at different 
separations (from 0 to 1000 m) are calculated and fitted using a  spherical covariance 
model using the Matlab code variogramfit (Minasny and McBratney, 2005).     
90 Chapter 5: Local-scale hydraulic conductivity determination 
Below, the Muttaburra data is used as an example to show the CK-Bayesian 
approach. The general expressions of the spherical model used in Muttaburra 
borehole are written as follows: 
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where )(hCii  is the auto-covariance of prior permeability and sonic velocity, 
))(( jihCij   is the cross-covariance between permeability and sonic velocity, h is 
separation, nug is the nugget value which is introduced by the measurement errors, s 
is the sill, and a is the correlation range.  
In the models of Eqs. (5.19) and (5.20) (Fig. 5.6), the cross-covariance is 
asymmetric ( )()( hChC ijij  ), and a negative correlation is obtained between sonic 
velocity and permeability. Due to the cyclicity of lithology in the Galilee Basin, a 
large covariance may arise when the separation (h) becomes larger than a. Therefore, 
in this study the covariance is set to zero when the separation is larger than a. 
The constants (nug, s and a) are inferred by cross-validation, which removes one 
point in the data series and calculates its value using the others to minimize 
calculation errors in Eq. (5.10) (Haberlandt, 2007). One advantage of coupling the 
CK method with a Bayesian framework is that the covariance function can be 
adjusted based on the dense measurements of sonic velocity instead of sparse 
permeability measurements used in the direct CK method. The purpose of the 
adjustment of constants here is not to find the unbiased estimates of sonic velocity, 
but to maximize the likelihood. Therefore, biased estimates of sonic velocity are 
allowed in CK in the Bayesian framework.   
Once the covariance functions are determined, the local mean and variance of the 
likelihood can be calculated by Eqs. (5.6) and (5.9), respectively. Subsequently, the 
posterior estimates of permeability are obtained by Eq. (5.4). The results are 
displayed in Fig. 5.5b and 5.5c. 
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Figure 5.6 Experimental and modelled auto- and cross- covariance functions in Muttaburra borehole. 
The functions are fitted using a spherical model. (a) Auto-covariance of prior estimates of 
permeability, which is the same as that of electrical resistivity; (b) auto-covariance of sonic velocity; 
(c) and (d) display the cross-covariance between electrical resistivity and sonic velocity at the 
separation of h and –h, respectively. Note that Cji(h)=Cij(h). 
 
5.3.3 Discussion 
The NLR-based Bayesian method systematically yields better estimates of 
permeability than the prior estimates, with a narrow 95% confidence interval (Fig. 
5.5a) and smaller estimate errors (Fig. 5.5c). In Marchmont and Glenaras boreholes, 
however, the confidence interval does not include all actual measurements of 
permeability. This is because only five to seven actual measured permeabilities are 
available to assess the means and variances of likelihood in these boreholes.  
In the absence of the permeability measurements, the CK-based Bayesian method 
allows for the estimation of permeability from geophysical data, because (a) a global 
mean is used in the prior PDF, which can decrease the impact of errors in prior 
estimates at a given location; and (b) local mean and variance are used in the 
likelihood calculation, and both depend on the covariance of the sonic velocity and 
the prior estimates of permeability, instead of the actual measurements of 
permeability.  
As Fig. 5.5b and 5.5c show, the posterior estimates of permeability by the CK-
based Bayesian method are in good agreement with the actual measurements in 
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Marchmont and Muttaburra boreholes. The errors are smaller than those of prior 
estimates and the NLR-based Bayesian method.  
 
 
Figure 5.7 Scatterplots of prior estimates of the permeability and sonic velocity in (a) Marchmont, (b) 
Glenaras and (c) Muttaburra boreholes. Both permeability and sonic velocity are mean-removed and 
normalized. A weak negative correlation is shown in Marchmont and Muttaburra boreholes, but no 
clear linear correlation is displayed in Glenaras borehole. 
 
However, there is no linear relationship between sonic velocity and permeability 
in Glenaras borehole (Fig. 5.7b). Consequently, the cross-covariance function cannot 
be modelled appropriately, and CK-based Bayesian approach fails to estimate 
permeability in the Glenaras borehole properly (Fig. 5.5a and 5.5c). This result 
indicates that CK-based Bayesian approach requires an linear relationship between 
sonic velocity and permeability to model the covariance function (Fig. 5.7a and 
5.7c).   
The discussions above suggest merits of both NLR- and CK-Bayesian 
approaches. They infer the likelihood differently. The NLR Bayesian approach is a 
point to point estimator, where the likelihood function is determined by a group of 
coefficients (  in Eq. 5.11). The advantage of the NLR-based method is that the 
sonic velocity is considered as a combination of permeability at different orders. 
Therefore, this method can characterize the likelihood in the Glenaras borehole 
where no linear relationship is shown between permeability and sonic velocity. 
The CK-based method, in contrast, employs structural functions, and considers 
the mean of the likelihood as a linear combination of spatial variables adjacent to the 
estimated location. The advantage of this approach is that it considers the spatial 
correlation of the measured data. This is important when applying geophysical data, 
because a geophysical measurement at one location is generally an average property 
of, or affected by, the physical properties of adjacent locations. Therefore, when the 
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structural functions (covariances) can be determined, the CK-based method can yield 
better estimates of permeability.  
 
 
Figure 5.8 The permeability for the sandstones in the Betts Creek Betts inferred from sonic and 
electrical resistivity logs data based on (a) and (c) Cokriging-Bayesian approach and (b) Nonlinear 
regression- Bayesian approach. 
 
 
Figure 5.9 Hydraulic conductivity (logarithm transformed) distribution for the sandstones in the Betts 
Creek Betts inferred from sonic and electrical resistivity logs data.  
 
The geostatistical approach applied in this study results in 113 permeabilities in 
sandstones of the Betts Creek Beds (Fig. 5.8), which can then be converted to the 
hydraulic conductivity. As a result, the hydraulic conductivity range from 0.0941-
0.393 m/d, but concentrate in the values smaller than 0.1 m/d, with a mean value of 
0.0380 m/d (Fig. 5.9). 
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5.4 CONCLUSION 
This study introduces a new method, which couples the cokriging (CK) with the 
Bayesian framework to estimate the permeability from geophysical log data 
(electrical resistivity and sonic velocity). The method can be applied even without 
actual measurements of permeability, provided that the covariances of electrical 
resistivity and permeability are the same in sandstones measured.  
In this approach, the prior estimates of permeability are assessed from an 
experimental log-log linear relationship between permeability and electrical 
resistivity in three boreholes: Marchmont, Muttaburra and Glenaras. The likelihood 
is assumed to be described by a Gaussian PDF. The mean and variance of the 
likelihood are determined by cokriging using sonic velocity as the first covariate and 
prior estimates of permeability as the secondary covariate.  
The results of the CK-based Bayesian method are compared with the actual 
measurements of permeability and another Bayesian method, which calculates the 
likelihood by a normal linear regression (NLR) method. The results show that the 
NLR-based Bayesian method always improves the prior estimates of permeability in 
the three boreholes studied, but the number of the actual permeability measurements 
of permeability restricts output quality. The CK-based Bayesian method significantly 
improves the prior estimates of permeability and yields good agreement with the 
actual measurements in Marchmont and Muttaburra boreholes. However, the CK-
based Bayesian method fails to estimate the permeability in Glenaras because no 
linear relationship exists between permeability and sonic velocity, hence the 
covariance between them cannot be well determined.  
In summary, the CK-based Bayesian method is an effective approach to inferring 
permeability from geophysical log data even in situations without actual permeability 
measurement. 
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6 
Heterogeneity of the Betts Creek Beds  
Jiang, Z., Raiber, M., Mariethoz, G., Timms, W. and Cox, M. Three-dimensional hydraulic 
conductivity of the Betts Creek Beds in the Northern Galilee Basin, Australia: insights from stochastic 
fluvial process modelling and kriging interpolation. Submitted to the Journal of Hydrology.  
Introductory comment 
The stochastic fluvial process model supplies an effective tool to simulate the 
longitude lithology profiles, which can be conditioned to sparse lithology logs. The 
resulting cross sections can be developed as a 3D heterogeneous pattern of the 
lithology using geostatistical methods, such as inverse distance approaches and 
kriging method. The lithology pattern is then converted to both vertical and 
horizontal hydraulic conductivity, by use of the harmonic and arithmetic averaging 
approach, respectively. Based on the methodology above, this chapter aims to 
construct a 3D heterogeneous hydraulic conductivity for the Betts Creek Beds, which 
is deposited by a westerly flowing river system over a period approximately 20 
million years.  
Abstract 
The aim of this work is to characterize the heterogeneous hydraulic conductivity for 
the Betts Creek Beds (BCB) in the Galilee Basin, Australia. Sediments of the BCB 
were deposited by a westerly flowing river system over a period of approximately 20 
million years. One-dimensional stochastical fluvial process model is employed to 
simulate the fluvial depositional and erosion processes parallel with the river flow 
direction. The model considers spatial and temporal velocity variations induced by 
both riverbed and channel evolution. Two-phase sediment (sand and silt) transport is 
simulated, which results in a lithological architecture of sandstone and siltstone for 
BCB. In order to validate the model, the simulated results are expressed as the 
sandstone proportion over the entire thickness of BCB (Pe), the sandstone proportion 
at 10 m interval (P10) and the thickness of BCB (z), which are then compared to 
information from the lithological logs. In addition, uncertainty of Pe, P10 and z 
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relating to the velocity fluctuation can also be estimated from the stochastic fluvial 
process model. Once the model is validated, the distribution of P10 parallel with the 
river flow direction can be simulated and the variogram of P10 in this direction can be 
extracted. This information is then used in the anisotropic kriging procedure to 
construct the 3D heterogeneous P10, considering that the spatial variation of the 
lithology is weaker in the direction perpendicular to the river flow than that parallel 
with the river flow direction. Subsequently, P10 is converted to the vertical and 
horizontal K using classic geometric and arithmetic averaging methods. K of 
sandstone required in the averaging method is determined from Drill Stem Tests, 
while the K of siltstone is tested by Centrifuge Permeameter core analysis. The 
proposed methodology can be used to estimate the 3D heterogeneous K for a basin-
scale stratigraphic formation at a highly spatial resolution, on the basis of lithology 
logs and sparse K measurements.   
Keyword 
Heterogeneity, Betts Creek Beds, Late Permian, hydraulic conductivity, Galilee 
Basin. 
6.0 INTRODUCTION  
Production of coal seam gas (CSG) has increased dramatically over the past decades 
in Queensland, Australia. The Galilee Basin in central Queensland has been explored 
for CSG and is considered as a potential target for CSG production. In a natural 
setting, CSG is entrapped in the coal seams under high pressure. In order to release 
the gas, groundwater is extracted from the coalbed to lower the hydrostatic pressure 
(Morin, 2005a). Because the coalbeds in the Galilee Basin underlie the aquifers of 
the Great Artesian Basin, a major groundwater resource (Fig. 6.1c), it is important to 
understand the hydraulic connectivity between coalbeds and the overlying aquifers. 
Of critical importance is to characterize the heterogeneous hydraulic conductivity 
(K), which is a major control of groundwater flow in the water-bearing formations. 
This study addresses the heterogeneity of Betts Creek Beds (BCB), which separate 
the Aramac Coal Measures in the Galilee Basin from the overlying Great Artesian 
Basin (GAB). 
However, quantification of the heterogeneous K at a basin scale generally 
presents challenges due to the lack of measurements of K, and this problem is 
Chapter 6: Heterogeneity of the Betts Creek Beds 97 
encountered in the Galilee Basin. Since the basin was primarily explored for oil and 
gas reservoirs rather than as groundwater resource, no specific hydraulic tests were 
conducted to determine the K values. Although 25 Drill Stems Tests (DST) were 
conducted in 13 drillholes (Fig. 6.1b) and the resulting permeability from DST can 
be converted to K in BCB, it is still unrealistic to construct the 3D heterogeneous K 
from these sparse measurements for a geological formation which extends over an 
area of approximately 74 000 km
2
 and has a thickness of more than 100 m, because 
the relationship between these measurements cannot be defined adequately. In 
addition, DST were conducted on different depth intervals, and different rock types 
may be interbeded in each interval. Most DST indeed result in the upscaled K, which 
comprehensively represents K of different rocks in the testing interval. However, the 
upscaling scales (testing intervals) are different between DST and hence, the 
obtained K values are not comparable without considering scale effects.  
 
 
Figure 6.1 (a) Location of the study area, (b) lithology logs used in this study, geological structures 
and cross section orientation selected for geological process simulation; (c) the major stratigraphic 
formations in the Galilee and Eromanga basins and the target formation, Betts Creek Beds.  
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Most of the direct interpolation methodologies presume that correlation exists 
between data measurements and that these relationships can be extracted from the 
measurements (reviews in e.g. Koltermann and Gorelick, 1996; De Marsily et al., 
2005). These methodologies, such as the kriging and Markov Chain approaches, 
cannot work alone in this study because of the limited K measurements.  
In contrast, fluvial process models (FPM) allow constructing the K heterogeneity 
from the lithological pattern of the stratigraphic formation deposited by the river 
(Koltermann, 1993; Koltermann and Gorelick, 1995). FPM can simulate the 
lithological texture and continuity based on the physical mechanics that created the 
geobody in alluvial sedimentary basins. A fundamental model is known as the Exner 
equation, which was established based on the mass conservation of sediment 
exchange between river and riverbed (Exner, 1925; Leliavsky, 1955). A general 
Exner equation was recently derived by Paola and Voller (2005) to consider a wide 
range of influencing factors, such as tectonics, soil creep and chemical precipitation 
and dissolution. Paola and Voller (2005) also suggest that in specific cases, some 
terms (representing the effects of different influence factors) in the general Exner 
equation can be dropped or combined, because these terms are negligible when 
compared to the others, or because these terms are difficult to determine 
quantitatively.  
FPM, however, is generally difficult to be directly conditioned to observed 
lithology descriptions. For the purpose of data conditioning, two kinds of 
methodologies have been used. One approach is to combine FPM with the 
geostatistical approaches, because the geostatistical approaches are much easier to be 
conditioned. For example, FPM was recently used as an auxiliary tool to infer the 
statistics for the object-based modeling (Bertoncello et al., 2013) and to produce 
training image for the multiple-point simulation (Michael et al., 2010; Hu et al., 
2013). Another method focuses on improving the FPM by adding/removing 
adjustable coefficients. For example, FLUMY, which simulates fluvial processes in a 
meandering channelized system, uses the erodibility coefficient of the river bank to 
tweak the channel to the observation locations to deposit the sediment (Cojan et al., 
2005; Lopez et al., 2009).   
In this study, we use a 1D stochastic FPM (SFPM) and kriging approach to 
construct the 3D heterogeneous hydraulic conductivity. SFPM is derived on the basis 
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of a wave-type Exner model (Davy and Lague, 2009) and perturbation theory to 
consider both lateral and vertical velocity variation. The model yields the sediment 
thickness and composition averaged over the cross-section perpendicular to the river 
flow, which can be compared to lithological logs by itself without the help of kriging 
approach. In order to compare the observed and simulated lithology, we express the 
lithology information as (1) the thickness of the target formation, (2) the sandstone 
proportion over the entire thickness, and (3) the sandstone proportion at a finer depth 
interval. The kriging approach is then employed to extend the cross-sections (parallel 
with the river flow) of the lithology structure resulting from SFPM to a 3D geobody.   
The study is organized as follows: Section 6.1 introduces geological 
environments of BCB in the Galilee Basin. Following this, Section 6.2 presents the 
methodology to construct the 3D heterogeneous hydraulic conductivity. Finally, the 
simulated results are discussed in Section 6.3.  
6.1 DEPOSITIONAL ENVIRONMENT OF BCB  
BCB was deposited by rivers flowing in an approximately westerly direction, from 
the higher-slope hill zone in the eastern part of the basin towards the low-slope 
coastal plain in the west during the Late Permian (Allen and Fielding, 2007a). Due to 
the complex fluid dynamics of river flow, the following lithology facies have been 
identified within BCB, namely, conglomerate, multistorey sandstone facies, 
interbedded sandstone and siltstone, diamictite, sandy siltstone, carbonaceous 
siltstone and bioturbate siltstone (Allen and Fielding, 2007a). Overall, BCB sediment 
architecture is sheet-like in geometry, consisting of braided fluvial deposits at the 
base overlain by extensive sheet-like overbank fine-grained rocks. The complex 
lithology distribution leads to a highly heterogeneous K distribution.  
The northern part of the Galilee Basin (Fig. 6.1a), in the Late Permian (270-250 
Ma), was part of the south-east Gondwana landmass, with latitudes between 40
o
 and 
50
o 
S. According to the paleoclimate simulation based on an atmospheric general 
circulation model (Fluteau et al., 2001; Roscher et al., 2011), both the temperature 
and precipitation had seasonal character, with temperature varying from -5 
o
C to  30 
o
C, and the precipitation varying between 1.0 to 7.0 mm/d. This paleoclimate 
character is comparable with the modern climate of the Canterbury Plains, New 
Zealand (Wilson, 1985; Soons et al., 2002). Moreover, in our study area, the mean 
precipitation today compares well with that in the Late Permian, but the temperature 
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in winter is about 20 
o
C, which is much higher than -5 
o
C inferred for the Late 
Permian (Data extracted from Bureau of Meteorology, Australia Government. 
http://www.bom.gov.au/climate/data/).  
6.2 METHOD 
The common method to infer heterogeneous K distribution is based on K 
measurements. In this current study, there are 47 K measurements from either drill 
stem test or core analysis, however, within merely seven drillholes in the BCB (Fig. 
6.1c, data from QPED, http://mines.industry.qld.gov.au). The test intervals vary from 
0.03 m in the laboratory to 10 m in the field.   
In order to supplement the K values, in Chapter 5, we developed a cokriging-
Bayesian approach infer K in sandstones (the lithology excluding mudstone, 
siltstone, claystone and shale) based on the geophysical logs of electrical resistivity 
and of sonic velocity in three drillholes, with the interval of 1 m vertically. However, 
these K values are still insufficient to interpolate 3D K distribution within a study 
area of 74 000 km
2
 (Fig. 6.1b).  
As an alternative, the methodology proposed to infer 3D K distribution in this 
section follows: (1) constructing the lithology architecture based on SFPM and 
ordinary kriging approach and (2) converting lithology to K values based on 
arithmetic and harmonic averaging methods, which assign K measurements to 
specific lithology.  
BCB is composed by different lithologies. However, it is almost impossible to 
simulate the spatial distribution of each lithology based on a mathematical model, as 
the fluid dynamic of river flow at 20 million years ago (the Late Permian) is difficult 
to be determined. As a simplification, only two facies lithology architecture is 
constructed, the term “sandstone” representing relatively high permeable rocks and 
“siltstone” representing relatively low permeable rocks.  
K for sandstone has been measured by drill stem test and geophysical data, which 
range from 0.01 to 0.1 m/d with an average value of 0.038 m/d (Appendix A and 
Chapter 5). In order to obtain K for siltstone, three samples (siltstone, claystone and 
mudstone) are collected and tested, and the results range from 10
-5
 to 10
-6
 m/d with 
an average value approximately of 5×10
-6
 m/d (Appendix B).  
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6.2.1 Two facies sediment accumulation simulated by SFPM 
Sandstone and siltstone were formed by the deposition and erosion of sands and silts. 
SFPM simulate the transport and accumulation of sands and silts based on the 
exhausted deposition assumption, involving that silts can only be deposited after the 
sands are exhausted (Paola et al., 1992).  
SFPM yields the statistics of sedimentation thickness (z), both mean value ( z , 
Eq. 4.45) and variance (
2
z , Eq. 4.48) or potential variation ( zz  ). z  and 
2
z  for 
both sandstone and siltstone are recorded by the end of each time step, and the 
resulting  z  after the entire simulation period can be converted to the sandstone 
proportion ( sP ) in a given thickness interval:  
t
s
s
z
z
P  , (6.1)  
where tz  is the selected thickness interval and zs is the sandstone thickness in the 
selected thickness range.  
Sandstone proportion can be converted to the hydraulic conductivity by using 
classical averaging method:  
)1( scssh PKPKK  , (6.2)  
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where Kh and Kv are the horizontal and vertical hydraulic conductivity (m/d), and Ks 
and Kc are the original hydraulic conductivity measured in sandstone and siltstone 
(m/d).  
The averaging methods in Eqs. (6.2) and (6.3) upscale Ks and Kc to hK  and vK , 
which are conducted at the same scale as Ps. However, the anisotropic and 
heterogeneous Ks and Kc are neglected.  
6.2.2 Selection of kriging method 
1D SFPM yields the cross-sections of the sandstone proportion in the direction 
parallel with the river flow. In order to develop these cross-sections to a 3D geobody, 
the following approaches are proposed:  
(1) If the stratigraphic formation mainly consists of the sediment formed by 
overbank flow or crevasse splay and the sediment are penetrated by the sediment 
formed in the paleovalley, SFPM is employed to simulate the sediment deposited in 
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paleovalleys. Subsequently, sediments besides the paleovalleys can either be simply 
filled with fine-grained rocks, or by inverse distance approaches, considering that Ps 
reduces with the distance to the river channel. 
(2) If the stratigraphic formation consists of the lithology that is sheet-like in 
geometry formed by drifting river channel, the paleovalley cannot be identified. In 
this situation, The anisotropic kriging interpolation approach can be used to develop 
a 3D heterogeneous geobody (Goovaerts, 1997), considering that correlation length 
parallel with the river flow is smaller than that in the direction perpendicular to the 
river flow by a anisotropic factor, the anisotropic factor is smaller than 1.0. The 
variogram sill, nugget and correlation length of Ps, which are necessary parameters 
required in the kriging method, can be extracted from longitude Ps distribution 
resulting from SFPM.  
Because the depositional environment and lithology architecture of BCB is 
similar to the second situation, this study uses kriging approach to develop a 3D 
geobody from the lithology cross-sections.  
6.3 WORKFLOW  
The workflow of combining SFPM and kriging approach to characterize the 
heterogeneity of the BCB is summarized as follows:  
 
Table 6.1 The fixed parameters used in fluvial process modeling 
Parameters sand silt 
Density of sand, 
s , kg/m
3
 2700 2500 
Sand size, d, m 0.001 0.00005 
Concentration coefficient,
dk , - 3×10
-5
 1.5×10
-5
 
Threshold shear stress, 
c , kg/m∙s
2
  4.3 0.5 
Porosity ,  , - 0.2 0.25 
Erosion efficiency, ke, m/year (m
1.5
s
3
/kg
1.5
) 3×10-6 1×10-5 
 
 
(1) Selection of nine cross-sections.  
First, these cross-sections approximately follow the paleocurrent direction, and 
secondly each cross-section pass at least two drillholes with available lithology logs, 
that one set of lithology logs is used for testing the geological model and the other set 
of lithology logs are used for model validation. In each cross-section, the river source 
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locates in the east margin of the basin, and the distance to the river source increases 
with the river flow toward the west (Fig. 6. 1b).  
(2) Parameter input 
The major user-specific parameters in the model include initial riverbed slope (S), 
river discharge (Q), width of fluvial traces (Wf) and the sediment input from the river 
source (qs). The properties of sediments are inferred from the rock samples of BCB, which 
are summarized in Table 6.1.  
Initial S which affects the flow velocity is assumed to follow a negatively 
exponential trend, to represent the depositional environment varying from mountain 
to coast plain. It is expressed as: 
)(
0
xLb
el
reebbS
 , (6.4)  
where bl and be are the linear and exponential slope factor, be is used for the 
significant adjustment and bl for the minor adjustment, Lr is the total length of the 
river (km), x is distance to river source (km). 
 
 
Figure 6.2 The monthly sediment input from the source of the river which is averaged over the 43 
years measurements from 1967 to 2010 in the Thompson River of Queensland, Australia (data from 
the Queensland Government open database, http://watermonitoring.derm.qld.gov. au/host.htm). 
 
Rather than using Q as an input parameter, this section uses the ratio between the 
width of fluvial traces and the width of the river channel as an input parameter, and 
this ratio is defined as width factor.  
qs mainly depends on the intensity of the precipitation. Since the precipitation in 
the catchment of the Thompson River in Queensland, Australia, is similar to that in 
the Late Permian Galilee Basin, the monthly sediment input of this river is used as an 
analogue of the input during the Late Permian period (Fig. 6.2). The errors induced 
by such a substitution can be considered in the fluvial process model, because the qs 
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is an adjustable parameter in the model. However, the contribution of freezing and 
thawing to qs variation is neglected.  
Input factor: a factor multiplying the average qs to adjust the volume of sediment 
input. 
Input ratio: the proportion of silts in the input sediments.   
 (3) Estimation of the time steps.  
The global average accumulation rate of fluvial sedimentary basins ranges from 
approximately 0.05 to 10 cm/year (Bridge and Leeder, 1979; Terry et al., 2006). The 
thickness of BCB is less than 250 m. This suggests that in most period of 20 million 
years, erosion and deposition of sediment on the river bed maintain a dynamic 
balance, and BCB is neither accreted nor incised. Estimated from the lowest 
sedimentation rate of 0.05 m/year, the sediment accretion of BCB occured within no 
more than 500 000 years. Therefore, a period of 500 000 years is sufficient to 
simulate the formation of BCB. 
Two scales of time steps are used for simulation. The external time step is 
selected for the velocity updating related to the sediment accumulation on the 
riverbed. The velocity in this study is updated 50 times with an external time step of 
10, 000 years. Moreover, within each external time step, finer internal time steps are 
assigned for the simulation of sediment input. Since the monthly sediment input from 
the river source is used as the boundary condition (Fig. 6.2), the internal time step 
used for modelling the input-induced sediment accumulation is assigned as one 
month in order to consider the character of the input variation.  
(4)  Validation of the geological model.  
1D SFPM used here is a data (lithology logs)-conditioned simulation. In other 
words, if lithology distribution resulting from 1D SFPM can compare well with those 
from lithology logs, the resultant longitude profile of lithology distribution is 
considered to be correct.  
There are 25 lithology logs evenly spreading in the study area (Fig. 6.1c) (data 
from well completion reports from the Queensland Government and Exoma Energy, 
Ltd). The drillholes where the lithology logs were operated fully penetrate BCB. The 
variability of lithology in lithological logs is mostly expressed as the sandstone 
proportion within different depth intervals. The top and bottom of the BCB in each 
drillhole are defined from lithological, geophysical and palynological characteristics. 
These data are assumed to be correct.  
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Based on 25 lithology logs, z of BCB and Ps over the entire thickness of BCB 
(Pe) are selected as two variables to validate SFPM.  
The selected interval to calculate Ps ( tz in Eq. 6.1) represents the vertical 
resolution of K estimation. The results on Pe cannot lead to a 3D heterogeneous K at 
a high resolution. Therefore, Ps on a finer interval needs to be simulated and 
validated. In drillhole reports, Ps are described at different depth intervals ranging 
from 1.0 to10 m.  In order to release the impacts of the scale effects when converting 
Ps to K, all observed and simulated Ps are expressed in a uniform interval. 
Subsequently, the observed Ps at the intervals less than 10 m are transformed to the 
proportion on 10 m intervals (P10), which are used as the third variable to validate 
SFPM.  
(5) Interpolation of P10  
The anisotropic kriging approach is used to construct the 3D heterogeneous K 
from the nine cross-sectional sandstone proportions. P10 is interpolated before 
converting it to K, because the values of P10 vary from 0-1.0 which is statistically 
more homogeneous (an assumption in kriging method) when compared to the 
variability of K. Once the 3D P10 is constructed, the heterogeneous K can be 
estimated by Eqs. (6.2) and (6.3).  
6.4 RESULTS AND DISCUSSIONS 
6.4.1 Sensitivity analysis 
In order to adjust the parameters to yield z , the sensitivity of parameters needs to be 
investigated first in SFPM. As shown in Fig. 6.3a and 6.3b, both Pe and z  are 
sensitive to S and width factor, which highlights the significant control of velocity 
variation on the fluvial processes. The larger z  appears at the transition zone from 
high to low slope, and with the increases of S, this zone moves downstream (Fig. 
6.3a1).  
z  appears to decrease with the width factor. It is worth noting that flow velocity 
decreases when the width factor increase, which increases the deposition rate and 
decreases the erosion rate, and further increases z . However, the thickness is 
averaged over a width of fluvial trace, and hence, a decreasing trend appears in Fig. 
6.3b1.  
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The relationship between Pe and velocity is not clearly shown by Fig. 6.3a2 and 
6.3b2, as Pe fluctuates in the river flow direction. This fluctuation is induced by non-
uniform qs (Fig. 6.2) and different transport properties of sand and silt (Table 6.1).  
In addition, z  increases with the input factor (Fig. 6.3c1), but Pe is not sensitive 
to this factor (Fig. 6.3c2). In contrast, the input ratio plays a key role for the variation 
of Pe, but it does not affect z  significantly.  
 
 
Figure 6.3 Sensitivity analysis of sediment accretion and sandstone proportion due to variation of (a) 
slope factor, (b) width factor, (c) input factor and (d) input ratio. 
 
As a result from Fig. 6.3, the relative significances of different factors according 
to their influences on z  and Pe are ordered as follows:  
Sensitivity of z : input factor> width factor> slope factor> input ratio. 
Sensitivity of Pe: input ratio > width factor> slope factor > input factor.  
Because Pe is the major information to be conditioned, the parameters will be 
adjusted according to the sensitivity of Pe.  
6.4.2 Model validation 
The parameters are first adjusted to ensure that the simulated Pe fits with observed 
Pe. As shown in Fig. 6.4, the simulated Pe compares satisfactory with the observed 
Pe, with a maximum error of less than 10%.  
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Once Pe is fitted, the input factor is adjusted to fit z . Although the BCB was 
deposited in a period of tectonic stability, folding and faulting after the deposition of 
the BCB modified the layering of the BCB by tilting and deforming the strata 
(Evans, 1980; Hawkins and Green, 1993b; Jones and Fielding, 2008). As a 
consequence of titling and deformation, the observed z  which record the interval 
penetrated by the drillhole in BCB are larger than the true stratigraphic thickness of 
BCB prior to the tilting and deformation. SFPM simulates the original z  of BCB 
before the influence of folding and faulting. Knowing that the folding and faulting 
result in a systematic increase in the observed z , the observed z  is regarded as the 
maximum acceptable values in the simulation.   
Therefore, the simulated z  is controlled under the observed z , even though the 
simulated z  can be better matched to the observed z  by adjusting the input factor. 
As shown in Fig. 6.5, taking the Brookwood, Saltern Creek and Rand drillholes as 
examples, the observed z  are considerably larger than the simulated z .These three 
drillholes are located near the normal faults (Fig. 6.1b). z  of BCB intersected in 
these drillholes are much larger than the true stratigraphic thickness, because BCB 
was tilted significantly relative to its original layering.  
 
 
 
Figure 6.4 Comparison of calculated and observed sandstone proportion recorded over the entire 
thickness of the Betts Creek Beds.  
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Figure 6.5 Relationship between observed and simulated thickness 
 
In addition to these three drillholes, most other drillholes in the western BCB are 
also affected by the normal faults which were formed during the Early Triassic, and 
in the eastern part of the study area, the intersected distance can also be larger than 
the true stratigraphic thickness due to the folds formed by foreland loading 
(Habermehl, 1980; Allen and Fielding, 2007a). Hence, the observed z  versus the 
simulated z  approximately follows a linear trend below the 45o line for these 
drillholes. However, due to the limited number of data supporting the interpretation 
of BCB tomography, the relationship between observed z  and true stratigraphic z  
cannot be determined. Hence, z  is here only used as secondary condition to adjust 
the model.  
For further validation of the model, the simulated and observed P10 are compared. 
Assuming that within the same drillhole, both sandstone and siltstone were deformed 
and tilted by the same ratio as a result of faulting or folding, we simply enlarge the 
simulated z  to the observed z  and then record the simulated P10 on every 10 m 
interval from the bottom to top of BCB. If the simulated P10 can be conditioned to 
the observed P10, the difference between simulated and observed z  is confirmed to 
be mainly induced by faults and folds, rather than by model errors. Fig. 6.6 shows 
that in most of the drillholes, the observed P10 fit with the simulated P10. However, in 
the Fleetwood drillhole located on cross-section 3 and at the Saltern and Coreena 
drillholes on cross-section 7, the simulated P10 deviates from the observed P10. 
Possible explanation for this deviation is that qs in Fig. 6.2 only considers the 
monthly variation, but the annual variation of qs is ignored.  
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Figure 6.6 Observed and simulated sandstone proportion on 10 m interval in each drillhole. 
 
In addition, the linear correlation between the simulated and observed P10 (Fig. 
6.6) is generally weaker than the relationship between simulated and observed Pe, 
because SFPM yields z  averaged over the cross-section perpendicular to the river 
flow on the fluvial trace. The lithology variation on fine-scale depths interval may 
not be simulated exactly. For example, it may be impossible to condition the 
simulated Ps to the observed Ps at 1.0 m interval. In this study, the thickness of the 
BCB exceeds 200 m, therefore characterizing Ps and K at a vertical resolution of 10 
m is sufficient.  
Overall, the simulated sedimentation thickness compares satisfactorily to the 
observed sedimentation thickness, which leads to a set of input parameters (Table 
6.2). These parameters are used in SFPM to simulate the sedimentation thickness and 
sandstone proportions, and their potential spatial variations.  
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Table 6.2 Input parameters used in the fluvial process model. 
Cross-
section 
Length (km) 
Slope factor Width 
factor 
Sediment input 
bl be factor ratio 
1 330 4 0.02 2.1 0.6 0.75 
2 360 3 0.02 2.1 0.8 0.5 
3 330 4 0.021 2.3 1.0 0.9 
4 310 4 0.023 2.3 1.0 0.85 
5 270 3.2 0.021 2.35 1.0 0.8 
6 220 4 0.023 2.35 1.0 0.75 
7 210 4 0.022 2.3 1.0 0.70 
8 200 3.5 0.02 2.3 1.0 0.5 
9 240 3.5 0.022 2.2 1.0 0.8 
 
 
Figure 6.7 The sandstone proportion in cross section 1: (a) the average thickness, (b) and (c) 
minimum and maximum potential variation at 95% confidence level, respectively. The potential 
hydraulic bypass is highlighted by an arrow.  
 
As an example, Fig. 6.7 shows the potential variation of simulated sediment 
thickness and P10 along cross section 1. The simulation resolution is 10 m vertically 
and 330 m horizontally. The results suggest that Pe of BCB decreases from upstream 
to downstream. The thickness increases westerly and peaks at a position about 100 
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km away from the river source in the east. In addition, the spatial variability of 
thickness is periodical, which is induced by the interaction of deposition and strong 
erosion.  For the hydrogeological application, it is interesting to identify how 
sandstones are connected within the fine-grained rocks, as zones where sandstones 
are well-connected likely represent a highly water-conductive zone which can form 
preferential flow paths. As indicated in Fig. 6.7, there is potentially such a zone at 
approximately 50 to 100 km downstream of the river source in cross section 1.   
6.4.3 3D heterogeneous hydraulic conductivity 
Modelling fluvial processes parallel with the river flow direction yields cross-
sectional P10. In this study, an anisotropic kriging approach is selected to develop the 
3D heterogeneous geobody from these 2D cross-sections. The spatial parameters 
required for the kriging method such as the variogram sill, nugget and correlation 
length, are inferred from P10 profile in the river flow direction. These parameters are 
given in Fig. 6.8 for cross section 1 as an example.   
In addition, we arbitrarily use an anisotropy factor of 0.5 as an example in this 
section. The interpolation intervals are assigned as 3 km in the north-south direction, 
approximately perpendicular to river flow. A 3D P10 map can then be constructed. 
 
 
Figure 6.8 The experimental semivariogram for (a) thickness and (b) sandstone proportion on cross 
section 1, which is fitted by the Gaussian and exponential model, respectively.  
 
P10 is then converted to K based on Eqs. (6.2) and (6.3). The original hydraulic 
conductivity for the sandstone (Ks) was determined from Drill Stem Tests (DST) and 
geostatistical method (Chapter 5), which results in an average value for Ks as 0.038 
m/d. The hydraulic conductivity of fine-grained rocks (Kc) was measured by 
centrifuge permeameter core analysis, which results in an average value 
approximately of 5×10
-6
 m/d. Here, the average values of Ks and Kc are used in Eqs. 
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(6.2) and (6.3) as an example, and Ks and Kc are assumed to be homogeneous and 
anisotropic in the test intervals.  
Finally, the 3D heterogeneous pattern of the hydraulic conductivity is obtained. 
Both Kh and Kv  at 10 m vertical intervals vary from 5×10
-6
 m/d to 0.038 m/d, with 
respect to the sandstone proportions varying from 0-1.0.  
 
 
Figure 6.9 3D heterogeneity of (a-c) horizontal hydraulic conductivity and (e-f) vertical hydraulic 
conductivity. Maps also show the hydraulic conductivity variation with the potential thickness 
variation: (a) Kh within the heterogeneous BCB of the mean simulated thickness, (b) Kh of the 
potentially maximum thickness, (c) Kh of minimum thickness; (d) Kv of mean thickness, (e) Kv of 
maximum thickness and (f) Kv of minimum thickness.  
 
Fig. 6.9 only illustrates Kh in the range from 0.001 to 0.038 m/d (which indicates 
the presence of an aquifer), and Kv in the range from 5×10
-6
 to 10
-5
 m/d (which 
represents an aquitard). As a result, BCB can be considered as an aquifer because the 
relatively large Kh dominates throughout BCB (Fig. 6.9a-6.9c). However, equally 
important, most parts of BCB can also be considered as an aquitard, because of 
widespread lower Kv (Fig. 6.9d to 6.9f). Though the K is not the only criterion to 
define the aquifer or aquitard, the phenomenon in Fig. 6.9 highlights that it is not 
reasonable to define a formation as an aquifer or an aquitard simply based on 
stratigraphy without considering the complex lithological distribution within the 
formation.  
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6.4.4 Uncertainty 
K of BCB has been quantified by combining SFPM, anisotropic kriging 
interpolation, and a classical averaging approach (Fig. 6.9). However, the resulting K 
may present uncertainties, typically due to the paleocurrent velocity perturbation 
during the sedimentation of BCB, uncertainty of the anisotropic factor used in the 
kriging method, and uncertainty of original Ks and Kc used in Eqs. (6.2) and (6.3). 
This section investigates how the uncertainty in the heterogeneity of BCB affects the 
connectivity between its underlying coalbed and overlying GAB aquifer. 
SFPM directly yielded the uncertainty of thickness and sandstone skeleton of 
BCB (Fig. 6.9) relating to the paleocurrent velocity variation. The anisotropic factor 
used in kriging approach is smaller than 1.0. This study selects 0.1, 0.5 and 1.0 to 
investigate the influence of the anisotropic factor. According to Ks and Kc tested from 
DST, geostatistical method and Centrifuge Permeameter, we here apply Ks of 0.01, 
0.038, 0.1 m/d to investigate the influence of Ks, and Kc of 10
-6
, 5×10
-6
 and 10
-5
 m/d 
to demonstrate the influence of Kc on the connectivity between coalbed and GAB 
aquifer.  
6.4.4.1 Model setting  
In order to investigate the influence of these factors on the hydraulic connectivity, 
the aquifer-aquitard system in the Galilee Basin and GAB are conceptualized as a 
five-layered system in the commercial software FEFLOW 6.1 (Diersch, 2002). These 
layers include from bottom to top: (i) coalbed, (ii) the BCB, (iii) buffer zone, (iv) 
GAB aquifer and (v) an aquiclude, respectively (Fig. 6.10b). We do not attempt to 
predict water-levels in each aquifer in the GAB or coalbed accurately. Instead, the 
goal is to understand the hydraulic connectivity between the coalbed and the nearest 
GAB water-bearing formation via the interbeded BCB. The aquiclude is assigned as 
the uppermost layer to avoid its contribution to the water-level changes in the other 
four layers, but this aquiclude is not necessarily indicative of the actual formation 
within the GAB, and plays a role as no-flow boundary.  
The degree of hydraulic connectivity need to be inferred from the water-level 
responses to the trigger stresses, with the following considerations:  
(1) The simulated water-level response are categorized into four risk zones (with 
respect to degrees of connectivity potential): the maximum 20% of simulated water-
level drawdown are considered as the high risk zone with regards to locate the 
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extraction well, and the lowest 30% values are regarded as the safe zone. In addition, 
the low risk and moderate risk zones correspond to the 30-50%, and 50-80% 
intervals, respectively.  
The initial head for the entire layer sequence is given as 250 m. Water-level 
changes are used as trigger stresses, by defining the constant head boundary in the 
GAB aquifer, but only on the overlapping area between Eromanga and Galilee 
Basins (Fig. 6.11a). Water-level assigned for the constant head boundary is 240 m, 
which represents a 10 m drawdown from the initial water-level. Although the 
constant head boundary is assigned on separated nodes, the homogeneous buffer 
zone can smooth the constant head boundary before its influence reaches the top of 
the BCB. 
 
 
Figure 6.10 (a) The boundary condition of the conceptualized model and (b) the 5-layer 
conceptualized model for the Galilee Basin and the Great Artesian Basin. The constant head boundary 
is assigned in the GAB aquifer, in the area where the Galilee and Eromanga basins overlap. The 
water-levels are observed in the coalbed over the entire study area.  
 
 
 
Figure 6.11 (a) and (b) different water-level responses due to the variation of boundary conditions and 
heterogeneity of aquifers which are not necessarily representative of the water-level connectivity 
between two aquifers; (c) the water-level observations may not represent the high-risk location to site 
the pumping well due to the heterogeneity of the aquitard.    
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(2) The lateral boundary is assigned uniformly as a no-flow boundary, and the 
aquifers are considered to be isotropic and homogeneous. This is because the water-
level changes in one aquifer relating to lateral boundary conditions and aquifer 
heterogeneity mainly depends on the hydraulic properties of the aquifer itself, but do 
not necessarily represent the hydraulic connectivity between aquifers.  
As an example (illustrated in Fig. 6.11a), pumping water near a no-flow boundary 
can induce a larger drawdown than pumping water near the recharge boundary. 
However, the drawdown difference between well #1 and #2 is mainly attributed to 
how fast the pumped water is replaced by the water from the boundary, rather than 
the groundwater loss of the overlying aquifer. Similarly, pumping the same volume 
of water from the high K zone in the aquifer can induce a widespread and a shallower 
cone of depression, when compared to the deep and narrow cone resulting from 
pumping water from the low K zone (Fig. 6.11b). However, such different water-
level responses are controlled by the aquifer properties, and water loss from adjacent 
aquifers is only a secondary factor.  
(3) In the future, the gas and water are pumped from underlying coalbeds, and 
water-levels in the overlying GAB aquifers need to be controlled. The trigger stresses 
are commonly defined in the underlying coalbed and water-levels are observed in the 
overlying aquifer in the model. However, as shown in Fig. 6.11c, if there is a highly 
conductive tilted zone in the aquitard, for example, due to the presence of the fault, 
the water-level observations in the overlying layer do not correspond to the highest-
risk location for the pumping well because of the heterogeneity of the aquitard.   
As an alternative, artificial stresses are imposed in the overlying aquifer and 
observe water-level responses in the underlying coalbed. Consequently, the zone of 
maximum water-level responses means that water-level signals in the overlying 
aquifer are transferred to this zone under the least energy loss. Hence, if the 
groundwater is extracted from the coalbed in this zone, it will induce the strongest 
influence on the overlying aquifers.  
The study area is separated as 10
5
 cells. Vertically, the five layer system is 
divided into 25 layers in FEFLOW, and the thickness of each layer is 10 m.  
An extremely small K (10
-15
m/d) is defined in the aquiclude to avoid the water 
flow through the top of the GAB aquifer. K measured by drill stem tests in the 
Hooray, Adori and Hutton Sandstones range from 0.21 to 1.3 m/d with an average 
value of 0.6 m/d, which can represent K in the GAB aquifer. K for the buffer zone is 
116 Chapter 6: Heterogeneity of the Betts Creek Beds 
estimated by combining coherence and harmonic analysis in Chapter 3, which results 
in a value of 3×10
-5
 m/d for Kv. Kh in the buffer zone is assumed to be 100 times 
larger than the Kv. Only one DST was conducted in Aramac Coal Measures, and 
resulted in a K value of 0.5 m/d. 
 
Table 6.3 Parameters used in the five layer model 
Layer Thick (m) Kh  m/d Kv  m/d Remark 
Aquiclude - 10
-15
 10
-15
 Fixed 
GAB aquifer 20 0.6 0.6 Fixed 
Buffer zone 20 0.003 3×10
-5
 Fixed 
BCB Fig. 6.9 Uncertain 
Coalbed 10 0.5 0.5 Fixed 
 
The hydraulic parameters in the other four layers beyond BCB are fixed (Table 
6.3). The specific storage is assigned arbitrarily as the default value (10
-4
 m
-1
) in 
FEFLOW.  The variation of these fixed parameters may affect the absolute value of 
water-levels, but they are poorly associated with the risk zone distribution (which 
depends on the relative magnitude of the water-level responses) relating to BCB 
property. In addition, specific storage of BCB does not vary significantly over space 
and hence, its influence on relative water-level responses is also neglected.  
6.4.4.2 The hydraulic connectivity uncertainty 
A basic conceptualized model is first established in FEFLOW. In this basic model, K 
and z  of BCB corresponds to the mean results from SFPM (Fig. 6.9a and 6.9d), 3D 
heterogeneous K of BCB is calculated using the anisotropic factor of 0.5 in kriging 
method, with Ks of 0.038 m/d and Kc of 5×10
-6
 m/d in the averaging approach. The 
uncertainty of the risk zones due to the variation of parameters is then studied by 
comparing simulated results with the results from this basic model.  
In order to select the simulation period, we first simulate the variation of risk 
zone distribution against the simulation time. Results indicate that within a 1335 days 
simulation, over 80% of the zone in the coalbed is unaffected by the water-level 
changes in the overlying aquifer with a zero drawdown (Fig. 6.12a and 6.12b). 
However, an increasing drawdown from 1335 days to 6954 days highlights that 
drawdowns within a short term simulation cannot fully represent the risk zones. The 
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risk zone pattern stabilizes after 6954 days (approximately 20 years) simulation. 
Hence, it is considered safe to select 10 000 days as the simulation period, and the 
water-level responses at 10 000 days can then be used as the indicator to assess the 
risk associated with groundwater pumping. 
The thresholds of drawdowns used to divide risk zones are estimated from the 
8513 water levels simulated from the basic conceptual model. As a consequence, the 
safe-zone corresponds to a drawdown of 0 to 0.01 m, low risk zone to 0.01 to 0.06 m, 
moderate risk zone to 0.06 to 1.22 m and the safe zone to the drawdowns larger than 
1.22 m.  
The resulting risk zone distribution is illustrated in Fig. 6.13. Overall, the high 
risk zone appears on the north-western part of the Galilee Basin and the risk 
associated with gas extraction decreases eastwards. The distribution of risk zones 
strongly depends on Kc and the thickness of the BCB, but is weakly affected by the 
anisotropic factor and Ks.  
 
 
Figure 6.12 Simulated potential connectivity risk zone variation over increasing time (174 to 20 000 
days). Stabilisation occurs after 6954 days of simulation (d).  
 
Fig. 6.13a suggests that most of water-level responses in the coalbed increases 
when the BCB thickness is small, and Fig. 6.13d shows that the drawdown decreases 
significantly when the Kc decreases from 5×10
-5
 to 10
-6
 m/d. This implies that the 
BCB can be characterized as an aquitard which can slow the groundwater leakage 
between the underlying coalbed and the overlying GAB aquifer. The thickness and 
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Kv determine the leakage ability of BCB. Because Kv results from the geometric 
average of Ks  and Kc  (Eq. 6.3), it is determined strongly by the smaller value Kc.   
In addition, the thickness variation of BCB is simulated from SFPM, which is 
accompanied by the variation of sandstone skeleton. Hence, the variation illustrated 
in Fig. 6.13a is not only a result of thickness variation, but also represents the 
influence of the changing sandstone architecture.   
 
  
Figure 6.13 Water-level responses simulated under the varying parameters plotting against the 
responses simulated from the basic model in the first column. The second to fourth columns illustrate 
the risk zone distribution resulting from the models with differing: (a1- a3) thickness of the BCB, (b1-
b3) anisotropic factor, (c1-c3) Ks, and (d1-d3) Kc.  
 
6.5 SUMMARY  
This study quantifies the 3D heterogeneous hydraulic conductivity for the Betts 
Creek Beds (BCB) using an approach that combines stochastic fluvial process 
modelling (SFPM) and anisotropic kriging.  
In the SFPM, the velocity variation induced by both bed and channel evolution 
are considered. For validation, the results are expressed by the accumulation 
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thickness of the BCB (z), the sandstone proportion over the entire thickness (Pe), and 
sandstone proportion in every 10 m thickness interval (P10). The simulated Pe fit well 
with the observed Pe with errors of less than 10%, and P10 compares satisfactory with 
the observations in most drillholes. In some drillholes, however, P10 varies within a 
small range when compared to the observed proportions. This is attributed to 
neglecting the annual variation of sediment input.  
In addition, z is used as secondary information to validate the model. Because 
folds and faults developed after the deposition of the BCB, the observed thickness in 
the drillholes is the distance that the drillhole intersected with the BCB, which is 
larger than the true stratigraphic thickness. Based on this knowledge, the simulated h 
is controlled to be less than observed thickness.  
SFPM yields spatial variation of sandstone proportions in the river flow direction. 
The resolution is 10 m vertically, and 240 to 330 m horizontally in the river flow 
direction. Considering that the lithology variation in the direction perpendicular to 
river flow is weaker than that parallel with the river flow direction, the 3D sandstone 
proportion distribution is obtained by using an anisotropic kriging method. In the 
direction perpendicular to the river flow, the interpolation is operated on a interval of 
3000 m. Relating these sandstone proportions to the vertical and horizontal hydraulic 
conductivity (K) by using the classic harmonic and arithmetic method, respectively, 
the 3D heterogeneous K is characterized on a high resolution of about 300×300×10 
km
3
 when compared to the entire volume of the BCB within the study area 
(approximately of 7400 km
3
). In addition, the sparse K measurements from drill stem 
test within different testing intervals and K measured by centrifuge permeater in the 
laboratory are now upscaled to an identical scale in the resultant 3D K distribution.  
SFPM also quantify the uncertainty of sandstone and siltstone thickness due to 
the evolution of the river channel and riverbed. Resulting from the variation of 
sandstone and siltstone thickness in a given intervals (10 m in this study), the 
uncertainty of sandstone proportions (P10) can be estimated, which is then converted 
to be the potential variation of the hydraulic conductivity.  
The heterogeneity of the BCB presents uncertainties, which is discussed as the 
impact of the heterogeneity of BCB on the connectivity between coalbed and 
overlying aquifer. As a result, the original K values in low-permeable rocks and the 
thickness of BCB determine the connectivity between its overlying and underlying 
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aquifers, but anisotropic factor used in kriging method and original hydraulic 
conductivity for high permeable rock weakly relate to the connectivity.  
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Summary and conclusions  
The main goal of this study is to develop effective methods to estimate hydraulic 
conductivity (K) within the aquitard at a regional scale, in particular, considering the 
case with the scarcity of K measurements. The methods developed include:  
 the analytical approach, which can assess K for the low-permeable aquitard 
based on long-term water-level observations,  
 the geostatistical approach which incorporates the cokriging approach in a 
Bayesian framework, and can estimate the downhole hydraulic conductivity 
based on the geophysical logs,  
 fluvial process model which allows development of the lithological 
architecture formed by the paleo-drainage system, and the distribution of K 
based this. 
7.1 ANALYTICAL APPROACH 
The harmonic analysis approach to estimate the vertical hydraulic conductivity (Kv) 
of an aquitard is developed in a multilayered leaky system. Kv of the aquitard can be 
calculated based on arbitrary water-level fluctuations measured in the overlying and 
underlying aquifers. Both the amplitude- and phase- based expressions of Kv are 
given analytically. The phase-based method does not require the hydraulic 
parameters within the aquifers explicitly, and therefore is proposed as a more 
convenient method to determine Kv than the amplitude-based method.  
The arbitrary water-level fluctuations in the aquifer are generally caused by 
multiple factors. The condition for applying the harmonic analysis method is that the 
aquitard is leaky and this leakage causes measurable water-level changes in the two 
adjacent aquifers. The coherence function is employed to identify the frequencies 
where the leakage-induced water-level fluctuations dominate, because the 
convolution correlation between leakage-induced water-level changes leads to a 
coherence approaching 1.0. Kv values are then calculated at these frequencies.  
A robust method is proposed to calculate Kv using the intercept of the linear 
logarithm correlation between phases ( ) and frequencies (f). The slope of the linear 
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relationship is fixed as -1. The intercept is estimated based on the least square 
method.  
A synthetic case is used to validate the proposed methods. The results indicate 
that both the distance of observation wells and thickness of the aquifer affect the 
coherence value. However, the coherence value can only impact the correlation 
coefficient between predicated and output log 2. The intercept (C0) and Kv does not 
vary with the coherence variation. Therefore, it is accepted that the coherences 
cannot reach 1.0, as long as the relatively large coherences can be presented and the 
linear correlation between phases and frequencies can be determined.  
The proposed method is applied to calculate bulk Kv of the Westbourne and 
Birkhead aquitards in the Great Artesian Basin, which results in the values of 
2.17×10
-5
 m/d and 4.31×10
-5
 m/d, respectively. The results are comparable with 
previously reported values.  
7.2 COKRIGING AND BAYES INTERPOLATION 
Cokriging (CK) approach is coupled with the Bayesian framework to estimate the 
permeability from geophysical log data (electrical resistivity and sonic velocity). The 
method can be applied even without actual measurements of permeability, assuming 
that the covariances of electrical resistivity and permeability are the same in 
sandstones of the BCB.  
In this approach, the prior estimates of permeability are assessed from an 
experimental log-log linear relationship between permeability and electrical 
resistivity in three CSG boreholes: Marchmont, Muttaburra and Glenaras. The 
likelihood is assumed to be described by a Gaussian probability density function. The 
mean and variance of the likelihood are determined by the cokriging approach, which 
uses the sonic velocity as the first covariate and the prior estimates of permeability as 
the secondary covariate.  
The results of the CK-based Bayesian method are compared with the actual 
measurements of permeability and another Bayesian method, which calculates the 
likelihood by a normal linear regression (NLR) method. The results show that the 
NLR-based Bayesian method always improves the prior estimates of permeability in 
the three boreholes studied, but the number of the actual permeability measurements 
of permeability restricts output quality. The CK-based Bayesian method significantly 
improves the prior estimates of permeability and yields good agreement with the 
Chapter 7: Summary and conclusions 123 
actual measurements in Marchmont and Muttaburra boreholes. However, the CK-
based Bayesian method fails to estimate the permeability in Glenaras. This is because 
no linear relationship exists between permeability and sonic velocity (possibly due to 
the strong interruption from the surrounding rocks) and hence, the covariance 
between them cannot be satisfactory determined.  
As a consequence, the permeability for the sandstones in the BCB aquitard within 
the Marchmont, Muttaburra drillholes are estimated at a 1.0 m interval by using CK-
based Bayesian method and sandstone permeability within the Glenaras drillhole is 
estimated by using NLR-based Bayesian method.  
7.3 STOCHASTIC FLUVIAL PROCESS-BASED APPROACH  
Both riverbed and channel evolution affect the fluvial processes, largely due to the 
variation of flow velocity. Here a 1D stochastic fluvial process model (SFPM) is 
developed, by introducing the mean and variance of ensemble velocity as key 
parameters in the model. The ensemble statistics of velocity can be inferred from the 
riverbed slope, the width of river channel and of fluvial traces. In addition, other 
factors inducing velocity changes such as tides, evaporation and infiltration, can be 
considered in the model by assigning a background velocity variance.  
SFPM is developed based on the perturbation theory and nonstationary spectral 
approach, which can simulate the sediment load and accumulation. The results are 
expressed statistically as a mean value and the variance of sediment load and 
sedimentation thickness. For simulation of sediments with multiple grain sizes, the 
lithology is recorded with the accumulation thickness based on the “exhausted 
deposition” assumption (Paola et al., 1992).   
SFPM is then used with the kriging method to construct the heterogeneity of K 
for the BCB. SFPM is validated by comparing the simulated sediment accumulation 
with the observed information. For validation, the results are expressed by the 
accumulation thickness of the BCB ( z ), the sandstone proportion over the entire 
thickness (Pe), and sandstone proportion in every 10 m thickness interval (P10). The 
simulated Pe fit satisfactory with the observed Pe with errors of less than 10%, and 
P10 compares well with the observations in most drillholes. In some drillholes, 
however, P10 varies within a small range when compared to the observed P10, due to 
neglecting the annual variation of sediment input.  
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In addition, z  is used as secondary information to validate the model. For the 
widespread folds and faults developed after the formation of the BCB, the observed 
z  in drillholes is the intersected distance, which is larger than the true z . Based on 
this knowledge, the simulated z  is controlled to be less than observed z .  
SFPM yields spatial variation of P10 parallel with the river flow direction. The 
spatial resolution of the results is 10 m vertically, and 240 to 330 m horizontally 
along the river flow direction. Considering that the lithology variation in the 
direction perpendicular to river flow is weaker than that along the river flow 
direction, 3D P10 distribution is obtained by using an anisotropic kriging method. In 
the direction perpendicular to the river flow, the interpolation is operated on a 
resolution of 3000 m. Relating these P10 to Kv and Kh by using the classic geometry 
and arithmetic method, respectively, 3D heterogeneity of K is characterized on a high 
resolution of about 0.01 km
3
 when compared to the entire volume of BCB within the 
study area (over 7400 km
3
).  
Another advantage of the application of SFPM in this study is that it generates the 
uncertainty of sandstone and siltstone thickness directly, expressed as the potential 
variation of the thickness at a confidence level of 95 %. Resulting from the variation 
of sandstone and siltstone thickness at a given intervals (10 m in this study), the 
uncertainty of P10 can be estimated, which is then converted to be the potential 
variation of K.  
7.4 COMPARISION OF THREE METHODS 
7.4.1 Analytical approach 
The analytical approach is based on the mass balance of groundwater flow in the 
porous media. It evaluates K for the aquitard using the water-level data. The 
contribution of this study is that K in an aquitard is now calculated based on the 
water-levels measured in the adjacent aquifers, which releases the limitation that the 
water-level data are lacking in the aquitard. However, the analytical approach 
assumes the aquitard to be homogeneous. For the heterogeneous aquitard, the method 
can only yield a regionally averaged K.  
7.4.2 Coupled cokriging and Bayes method 
This method belongs to the geostatistical paradigm, which estimates K based on K 
measurements. Both cokriging and Bayes allow the application of secondary data to 
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improve the estimates of K. The secondary data used in this study include the 
geophysical logs of the electrical resistivity and sonic velocity, which are densely 
detected by geophysical tools. Both types of the geophysical data have been found to 
be related to K. However, the use of one type of geophysical data to infer K present 
large errors, due to the interruption of variable factors such as clay contents and 
moisture in the target formation. The contribution of this study is coupling the 
cokriging with the Bayes inference approach. The cokriging is used for prior K 
estimation based on the electrical resistivity, and these estimates are further corrected 
according to the sonic velocity based on the Bayes’ rule. As a consequence, the 
accuracy of K estimation is significantly improved. However, the geophysical logs 
are commonly conducted in a small scale. The resultant K may not represent the 
basin-scale K distribution.  
7.4.3 Process-based modelling 
This method is developed to infer the basin-scale K distribution after constructing the 
heterogeneous lithology architecture. The stochastic fluvial processes model derived 
in this study can reproduce the most likely lithology architecture formed by the 
paleocurrent, and also allows the estimates of the uncertainty caused by the 
undetermined factors such as the paleohydrology, paleoclimate and paleotopography. 
The simulated lithology architecture is validated by the lithology logs operated in 
sparse distributed drillholes. Therefore, application of process based model to infer K 
distribution requires the lithology data. Moreover, to convert the lithology 
architecture to K distribution, it is necessary to test K corresponding to the 
representative lithology such as siltstone and sandstone in this study.  
7.5 CONCLUSION 
The methods presented in this study offer some effective approaches to estimate K in 
a regional aquitard. The major contributions of the study are:  
 developing a method by combining the coherence and harmonic analysis, 
which can infer the vertical K in an aquitard, based on water-levels in the 
associated aquifers, which are easier to measure. 
 Coupling the cokriging algorithm with the Bayesian rule, which can 
estimate K based on downhole geophysical logs of electrical resistivity 
and sonic velocity. The method can estimate K distribution even without 
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the actual measurement of K, however, this assumes that K and electrical 
resistivity are approximately linearly correlated.  
 Using the stochastic fluvial process-based model (SFPM) together with 
kriging to construct the lithological architecture, which can then be 
converted to the 3D K distribution in the aquitard. The method is effective 
to construct K distribution at a regional scale with the scarcity of real K 
measurements.  
The proposed methods are here applied to the Galilee Basin and the overlying 
Eromanga Basin, Australia. The case being considered is a scenario of pumping 
groundwater from coal measures to extract gas, and potential hydraulic connection 
between the coal-bearing formations and regional artesian aquifers of the GAB. A 
key goal is to determine the hydraulic properties of intervening aquitards. In these 
examples,  
 Kv of the Westbourne and Birkhead aquitards in the Great Artesian Basin 
is 2.17×10-5 m/d and 4.31×10-5 m/d, respectively. These values can also 
approximately represent Kv in the aquitards of the Galilee Basin, such as 
Rewan Formation and Moolayember Formation, because these aquitards 
were deposited in the similar fluvial and lacustrine environments. The 
impacts of diagenesis on K under the different burying conditions are 
beyond the scope of this study.  
 Based on the cokriging –Bayesian method, K for the sandstones in the 
Betts Creek Beds (BCB, a Late Permian stratigraphic formation in the 
Galilee Basin, Australia) are estimated to be in the range of 0.01 to 0.1 
m/d, with an average value of 0.038 m/d.  
 Finally, the 3D K distribution within BCB is constructed at an area of 74 
000 km
2
. The influence of the heterogeneity of BCB on the degree of 
connectivity between underlying coalbed and overlying aquifers is 
investigated, and show that K of low-permeable rock and thickness of 
BCB affect the degree of connectivity significantly, however, the 
anisotropic factor used in the kriging method and K of high-permeable 
rock have little impact on the degree of connectivity.  
The approach proposed here is applicable to estimate K distribution at a regional 
scale, and also addresses the aspect of the heterogeneity of the aquitard.  
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Appendix A: Drill Stem Test 
Drill stem test (DST) is a procedure for downhole testing of the hydraulic pressure 
within an isolated geological formation (Chaudhry, 2004). The basic tools for DST 
consist of the packers, valves and pressure recorders. In the testing period, the 
formation of interest is separated in the drillhole by one or two packers. Fluid flow 
from the formation to the drill stem can be controlled by opening or shutting valves 
and the pressure variations are recorded.  
A typical pressure variation curve during the DST is illustrated in Fig. A1.   
 Segment A: Pressure increases caused by lowering the drill string into the fluid in 
the drillhole. 
 Segment B and D: the pressure is released when the valve is opened to allow the 
fluid flow into the stem. 
 Segment C and E: the pressure builds up after shutting the valve. 
 Segment F: the fluid pressure within the drill stem reduces to zero after the drill 
stem is pulled out from drillhole.  
 
 
Figure A1 General pressure variations within the Drill Stem Test process. 
 
Pressure variations recorded during the test can be used to interpret the 
permeability of the tested formation, commonly based on the Horner method 
(Horner, 1951). Fundamental equation supporting this method is expressed as: 
)(log183.0 100
t
tT
kh
q
PP




, (A1)  
where P is the pressure within the drill stem (Pa), P0 is the formation pressure (Pa), q 
is the flow rate (m
3
/s),   is the fluid viscosity (kg/ms), k is the permeability (m2), h 
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is the test interval (m), T is the cumulative flowing time (minutes), and t  is the time 
period after shut-in (minutes).  
The Horner method plots the recorded pressure (P) versus )(log10
t
tT


, which 
results in a linear relationship between pressure and dimensionless time. According 
to Eq. (A1), the permeability can be interpreted from the slope of this linear 
relationship by:  
ih
q
k

183.0  , (A2)  
where i is the slope (Pa).  
The permeability can be converted to the K based on:  

gk
K  ,  (A3)  
where g is the gravity acceleration (m/s
2
), and   is the fluid density (kg/m3). 
 
 
Figure A2 Semi-log plot of pressure versus dimensionless time function for a fluid DST conducted in 
Hutton Sandstone (Data from QPED drillhole reports). 
 
As an example, in the Burgamoo drillhole (Fig 1.1c), DST was operated in an 
depth interval between 1521 and 1527 m within the Hutton Sandstone. Fig. A2 
illustrates the linear relationship between the pressure and dimensionless time with a 
slope of 4.94 ×106 Pa. As a result, the permeability in this interval is calculated to be 
29 mD (0.066 m/d). Similarly, there are 37 sets of DST data yielding the 
permeability for the Hutton Sandstone, Hooray Sandstone, Adori Sandstone, Betts 
Creek Beds and Aramac Coal Measures (Fig. 1.2).  
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Appendix B: Centrifuge permeameter core analysis 
The centrifuge permeameter facility at the University of New South Wales, Sydney, 
enables relatively rapid measurements of K for low-permeable rocks. At this time, 
the lowest K can be measured by centrifuge permeameter facility is 10
-12
 m/s 
(Bouzalakos and Timms, 2013).  
Three rock samples (60 mm diameter and 30 mm length) were collected from 
556.2 to 556.5 m in the Euston drillhole, 834.2 to 834.5 m in the Saltern drillhole and 
1053.2 to 1053.5 m in the Wanganella drillhole in March 2012 (Fig. 1.1c). These 
holes were drilled by Exoma Energy during 2011 to 2012. Lithologies for these three 
samples are claystone, mudstone and siltstone, respectively, which are sampled from 
the Rolling Down Group and Betts Creek Beds. Cores to test were double coated in 
foil and plastic waxes and stored in humid environment until testing in November 
2012.  
Table B1 Inflow water chemistry used in the test (mg/L) 
Drillhole pH Na K Ca Mg HCO3 CO3 Cl NO3 SO4 
Saltern 8.5 160 1.5 3.9 0 255 4.7 96 0.5 14 
Euston 7.7 138.5 5.6 1.6 0 283 0 56 0 11.5 
Wanganella 8.1 97.46 4.8 2.8 0.1 204.7 1.53 37.8 0.3 0.27 
 
The inflow water chemistry used in the test is inferred from the water chemistry 
measured in the surrounding aquifers, as it is impossible to directly collect the water 
sample from the low-permeable rocks. Chemistry data are summarized in Table B1.  
 
 
Figure B1 Hydraulic conductivity calculated according to the temporal variation of the inflow water 
volume.  
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After approximately 60 hours test, K for each sample converges to a value from10
-11
 
to 10
-10 
m/s (Fig. B1). Claystone sample produces a higher K around 10
-10
 m/s, whilst 
the mudstone and siltstone present smaller K of 10
-11
 m/s. 
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Appendix C: Erosion and deposition rate 
The river water flow velocity is a key parameter which affects the sediment transport 
and accumulation via altering the erosion and deposition rates. This section 
incorporates ensemble velocity in the expressions of erosion and deposition rates.  
C.1 EROSION RATE 
A widely used expression for the erosion rate is given as (e.g. Tucker, 2004; Lague et 
al., 2005):  
)( 2/32/3 cekE   ,  c  , (C1)  
where ke  is the erosion efficiency (L
2.5∙T2/M1.5),   is the shear stress (M/ L∙T2) and 
c  is the critical shear stress above which the erosion starts (M/ L∙T
2
). c  depends on 
river bed lithology which is calculated as (Cornelis et al., 2004): 
gdk fstc )(   , (C2)  
where kt is shear parameter, s is the dry density of sediments (M/L
3
), and f  is the 
density of water (M/L
3
) , d is the diameter of sediments (L).   
As this study derives the stochastic fluvial process-based model by introducing 
the statistics of velocity, Eq. (C1) is converted to a function of velocity.  
The shear stress and stream velocity satisfy (Dade and Friend, 1998):  
2vc fd  , (C3)  
where cd is the dimensionless drag coefficient.  
Substituting Eq. (C3) in Eq. (C1) and making use of perturbation theory (Eq. 
4.21), the erosion rate is separated as a mean:  
])3()[( 5.1225.1 cvfde vvckE   , (C4)  
and a perturbation:  
vwE e  , (C5)  
where )3()( 225.1 vfdee vckw   . 
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C.2 DEPOSITION RATE 
Assume that erosion and deposition can occur simultaneously, the deposition rate can 
be simply written as (e.g. Winterwerp and Van Kesteren, 2004; Davy and Lague, 
2009):  
cH
D

 , (C6)  
where   is sediment load (L3/L2),  
cH  is the stream depth (m) and   is the 
deposition coefficient, relating to the settling velocity ( s ), vertical sediment 
concentration distribution ( dk ) and in this study also relating to the probability of 
channel occurrence (p):  
pk sd  , (C7)  
In this current study, the vertical sediment concentration distribution is not 
simulated, its influence on D are represent by a concentration coefficient dk .  
 S  is the settling velocity of the particles (L/T), which relates to the fluid and 
sediments properties (Dade and Friend, 1998): 
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 for d<1 mm, 
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

  for 1d mm,  
(C8)  
where   is the kinematic viscosity of water (L2/T).  
Making use of Eq. (4.21) in Eq. (C6) results in the mean of deposition rate:  


cH
D  , (C9)  
and the perturbation  



cH
D , (C10)  
It is noted that D in Eq. (4.24) indicates the influence of v on   via altering the 
D. As D is unrelated to the stream velocity directly (Eq. C6 and Fig. 4.2), 0D in 
Eq. (4.24). In contrast,  feedbacks on D, which then affects z in Eqs. (4.47). 
Therefore, D is nonzero in estimates of 2z , and is given by Eq. (C10).   
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The abstract of the oral presentation at 8th International Symposium on Managed 
Aquifer Recharge: Managed Aquifer Recharge: Meeting the Water Resource 
Challenge. Oct, 2013.  
 
Modeling groundwater leakage from Great Artesian Basin aquifers due to coal seam 
gas water extraction from the underlying Galilee Basin, Australia 
 
Zhenjiao Jiang, Malcolm Cox, Christoph Schrank 
School of Earth, Environmental & Biological Sciences, Queensland University of Technology, 
Brisbane, Australia 
 
Substantial volumes of groundwater could be pumped from coal beds in the upper 
Galilee Basin (GB) during the production of coal seam gas (CSG). This may induce 
lowering of the piezometric pressure surface in the aquifers of the overlying Great 
Artesian Basin (GAB) due to the hydraulic connection between formations in these 
two basins. Numerical simulation tools offer an approach to determine hydraulic 
connection, however, this requires that the heterogeneity of hydraulic parameters 
(storage coefficient and hydraulic conductivity) within formations of concern can be 
determined. In this study, the storage coefficient is estimated on the basis of existing 
downhole sonic logs. To determine the hydraulic conductivity, we use a stochastic 
geological process models to first establish the heterogeneity of both sandstones and 
low permeability fine-grained rocks. The hydraulic conductivity of the different 
lithologies is then tested via the Drill Stem Test and Centrifuge Permeameter 
methods, respectively. We determined the heterogeneity of rocks properties for sub-
volumes of 3km×3km×20m (0.18 km
3
), thus establishing the distribution of 
hydraulic conductivity at a high spatial resolution, compared to the numerical model 
which simulates groundwater flow at the regional scale for an area of 80,000 km
2
 and 
over a thickness of 200 m (16000 km
3
). The results indicate two strong 
hydraulically-conductive zones connecting the aquifers of the GAB with the coal 
beds in GB. These zones were formed because of the non-uniform deposition of the 
sand and clay during the Permian period.  The result suggests that CSG extraction 
wells should be sited away from these identified zones of hydraulic connectivity. 
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The abstract of the oral presentation at The Congress of International Association of 
Hydrogeologists: Solving the Groundwater Challenges of the 21st Century. Sept. 
2013, Perth, Australia.  
 
Three-dimensional numerical simulation of groundwater flow within the 
heterogeneous leaky system of the Eromanga and Galilee Basins, Australia 
 
Zhenjiao Jiang, Malcolm Cox 
School of Earth, Environmental & Biological Sciences, Queensland University of Technology, 
Brisbane, Australia 
 
The numerical simulation of groundwater flow in a 3D heterogeneous porous media 
is still challenging, due to the limitation of hydraulic parameters that are actually 
available. In our study area, only 20 drillholes are found in an area of 70×100 km
2
 
and located along north-south direction. The downhole geophysical log data in these 
drillholes are used to estimate hydraulic conductivity by using Cokriging-Bayesian 
method. As a result, a 2D heterogeneity of hydraulic conductivity can be well 
described in one cross-section along north-south direction. In order to extend this 2D 
result as a 3D hydrogeological body, the geological processing method is proposed to 
understand the heterogeneity of hydraulic conductivity in east-west direction. One 
advantage of using geological processing model is that the uncertainty of hydraulic 
conductivity can be quantified. Finally, the established 3D heterogeneity is input into 
FEFLOW software to simulate the hydraulic connection in Galilee and Eromanga 
Basins. The uncertainty of output caused by the approximation of hydraulic 
conductivity is mainly discussed.  
 
 
 
Bibliography 135 
 
Bibliography 
[1] Ahmed, S., de Marsily, G., Talbot, A., 1988. Combined Use of Hydraulic and Electrical Properties 
of an Aquifer in a Geostatistical Estimation of Transmissivity. Ground Water, 26(1): 78-86. 
[2] Al-Raoush, R.I., Willson, C.S., 2005. Extraction of physically realistic pore network properties 
from three-dimensional synchrotron X-ray microtomography images of unconsolidated porous media 
systems. Journal of Hydrology, 300(1–4): 44-64. 
[3] Alexander, E.M., Boult, P.B., 2011. Petroleum geology of South Australia , Volume 2: Eromanga 
Basin, Chapter 11: Reservoirs and seals. 141-147. 
[4] Allen, J.P., Fielding, C.R., 2007a. Sedimentology and stratigraphic architecture of the Late 
Permian Betts Creek Beds, Queensland, Australia. Sedimentary Geology, 202(1–2): 5-34. 
[5] Allen, J.P., Fielding, C.R., 2007b. Sequence architecture within a low-accommodation setting: An 
example from the Permian of the Galilee and Bowen basins, Queensland, Australia. AAPG Bulletin, 
91(11): 1503-1539. 
[6] Archie, G.E., 1942. The electrical resistivity log as an aid in determining some reservoir 
characteristics. Transactions of AIME, 146: 54-62. 
[7] Arns, C.H., Knackstedt, M.A., Pinczewski, M.V., Lindquist, W.B., 2001. Accurate estimation of 
transport properties from microtomographic images. Geophys. Res. Lett., 28(17): 3361-3364. 
[8] Aster, R.C., Borchers, B., Thurber, C.H., 2013. Parameter estimation and inverse problems. 
Academic Press. 
[9] Berryman, J.G., 2000. Seismic velocity decrement ratios for regions of partial melt in the lower 
mantle. Geophys. Res. Lett., 27(3): 421-424. 
[10] Bertoncello, A., Sun, T., Li, H., Mariethoz, G., Caers, J., 2013. Conditioning Surface-Based 
Geological Models to Well and Thickness Data. Mathematical Geosciences: 1-21. 
[11] Beven, K., Binley, A., 1992. The future of distributed models: Model calibration and uncertainty 
prediction. Hydrological Processes, 6(3): 279-298. 
[12] Boldt-Leppin, B.E.J., Hendry, J.M., 2003. Application of Harmonic Analysis of Water Levels to 
Determine Vertical Hydraulic Conductivities in Clay-Rich Aquitards. Ground Water, 41(4): 514-522. 
[13] Boulton, N.S., 1963. Analysis of data from non-equilibrium pumping tests allowing for delayed 
yield from storage, Ice Proceedings. Ice Virtual Library, pp. 469-482. 
[14] Bouwer, H., Rice, R.C., 1976. A slug test for determining hydraulic conductivity of unconfined 
aquifers with completely or partially penetrating wells. Water Resour. Res., 12(3): 423-428. 
[15] Bouzalakos, S., Timms, W., 2013. The importance of confining strata integrity in mining, coal 
seam gas ex-traction and geological storage of industrial waste (CO2 and nuclear): to-wards early 
detection indicators of potential groundwater contamination. 6th International Conference on 
Sustainable Development in the Minerals Industry: 1-8. 
[16] Bredehoeft, J.D., 1965. The drill-stem test: The petroleum industry's deep-well pumping test. 
Ground Water, 3(3): 31-36. 
136 Bibliography 
[17] Bridge, J.S., Leeder, M.R., 1979. A simulation model of alluvial stratigraphy. Sedimentology, 
26(5): 617-644. 
[18] Caers, J., Zhang, T., 2004. Multiple-point geostatistics: a quantitative vehicle for integrating 
geologic analogs into multiple reservoir models. AAPG Mem, 80: 383-394. 
[19] Carle, S.F., Fogg, G.E., 1996. Transition probability-based indicator geostatistics. Mathematical 
Geology, 28(4): 453-476. 
[20] Carle, S.F., Fogg, G.E., 1997. Modeling spatial variability with one and multidimensional 
continuous-lag Markov chains. Mathematical Geology, 29(7): 891-918. 
[21] Carter, G.C., 1987. Coherence and time delay estimation. Proceedings of the IEEE, 75(2): 236-
255. 
[22] Cassiani, G., Böhm, G., Vesnaver, A., Nicolich, R., 1998. A geostatistical framework for 
incorporating seismic tomography auxiliary data into hydraulic conductivity estimation. Journal of 
Hydrology, 206(1-2): 58-74  
[23] Castagna, J.P., Batzle, M.L., Eastwood, R.L., 1985. Relationships between compressional-wave 
and shear-wave velocities in clastic silicate rocks. Geophysics, 50(4): 571-581. 
[24] Chaudhry, A., 2004. Oil well testing handbook. Access Online via Elsevier. 
[25] Chen, J., Hubbard, S., Rubin, Y., 2001. Estimating the hydraulic conductivity at the south oyster 
site from geophysical tomographic data using Bayesian Techniques based on the normal linear 
regression model. Water Resour. Res., 37(6): 1603-1613. 
[26] Clauser, C., 1992. Permeability of crystalline rocks. Eos, Transactions American Geophysical 
Union, 73(21): 233-238. 
[27] Cojan, I., Fouché, O., Lopéz, S., Rivoirard, J., 2005. Process-based reservoir modelling in the 
example of meandering channel, Geostatistics Banff 2004. Springer, pp. 611-619. 
[28] Collerson, K.D., Ullman, W.J., Torgersen, T., 1988. Ground waters with unradiogenic 87Sr/86Sr 
ratios in the Great Artesian Basin, Australia. Geology, 16(1): 59-63. 
[29] Comunian, A., Jha, S.K., Giambastiani, B.M., Mariethoz, G., Kelly, B.F., 2014. Training Images 
from Process-Imitating Methods. Mathematical Geosciences, 46(2): 241-260. 
[30] Copty, N., Rubin, Y., Mavko, G., 1993. Geophysical-hydrological identification of field 
permeabilities through Bayesian updating. Water Resour. Res., 29(8): 2813-2825. 
[31] Cornelis, W.M., Gabriels, D., Hartmann, R., 2004. A parameterisation for the threshold shear 
velocity to initiate deflation of dry and wet sediment. Geomorphology, 59(1): 43-51. 
[32] Cotton, T.B., Scardigno, M.F., Hibbert, J.E., 2006. The Petroleum Geology of South Australia, 
Volume 2. Eromanga Basin, Second Edition: Chapter 7—Sequence stratigraphy. Department of 
Primary Industries and Resources, Government of South Australia, 11 pp. 
[33] Cox, D.R., Hinkley, D.V., 1979. Theoretical statistics. CRC Press, 511 pp. 
[34] Cui, Y. et al., 2003. Sediment pulses in mountain rivers: 1. Experiments. Water Resources 
Research, 39(9): 1239. 
[35] Cunningham, K.J., 2004. Application of ground-penetrating radar, digital optical borehole 
images, and cores for characterization of porosity hydraulic conductivity and paleokarst in the 
Biscayne aquifer, southeastern Florida, USA. Journal of Applied Geophysics, 55(1–2): 61-76. 
Bibliography 137 
[36] Dade, W.B., Friend, P.F., 1998. Grain-size, sediment-transport regime, and channel slope in 
alluvial rivers. The Journal of geology, 106(6): 661-676. 
[37] Dagan, G., 1989. Flow and transport in porous formations. Springer-Verlag, 463 pp. 
[38] Davy, P., Lague, D., 2009. Fluvial erosion/transport equation of landscape evolution models 
revisited. Journal of Geophysical Research: Earth Surface (2003–2012), 114(F3). 
[39] Day-Lewis, F.D., Lane, J.W., Jr., Harris, J.M., Gorelick, S.M., 2003. Time-lapse imaging of 
saline-tracer transport in fractured rock using difference-attenuation radar tomography. Water Resour. 
Res., 39(10): 1290. 
[40] Day-Lewis, F.D., Singha, K., 2008. Geoelectrical inference of mass transfer parameters using 
temporal moments. Water Resour. Res., 44(5): W05201. 
[41] De Marsily, G. et al., 2005. Dealing with spatial heterogeneity. Hydrogeology Journal, 13(1): 
161-183. 
[42] Detournay, E., 1993. Fundamentals of Poroelasticity, in Linear Elastic Diffusive Solids. Analysis 
and Design Methods, 2: 113. 
[43] Deutsch, C.V., Journel, A.G., 1992. Geostatistical software library and user&s guide, 1996. 
Oxford university press New York. 
[44] Diersch, H., 2002. FEFLOW: finite element subsurface flow & transport simulation system—
reference manual. WASY GmbH Institute for Water Resources Planning and Systems Research, 
Berlin. 
[45] Doherty, J., Brebber, L., Whyte, P., 1994. PEST: Model-independent parameter estimation. 
Watermark Computing, Corinda, Australia, 122. 
[46] Doherty, J.E., Hunt, R.J., 2010. Approaches to highly parameterized inversion: a guide to using 
PEST for groundwater-model calibration. US Department of the Interior, US Geological Survey. 
[47] Eaton, T.T., Bradbury, K.R., 2003. Hydraulic transience and the role of bedding fractures in a 
bedrock aquitard, southeastern Wisconsin, USA. Geophys. Res. Lett., 30(18): 1961. 
[48] El Idrysy, E.H., De Smedt, F., 2007. A comparative study of hydraulic conductivity estimations 
using geostatistics. Hydrogeology Journal, 15(3): 459-470. 
[49] Evans, P., 1980. Geology of the Galilee Basin. The geology and geophysics of northeastern 
Australia: Geological Society of Australia: 299-305. 
[50] Evensen, G., 1994. Sequential data assimilation with a nonlinear quasi-geostrophic model using 
Monte Carlo methods to forecast error statistics. J. Geophys. Res., 99(C5): 10143-10162. 
[51] Exner, F.M., 1925. Uber die wechselwirkung zwischen wasser und geschiebe in flüssen. 
Sitzungsber. Akad. Wiss. Wien Abt. IIa, 134: 166-204. 
[52] Ezzedine, S., Rubin, Y., Chen, J., 1999. Bayesian Method for hydrogeological site 
characterization using borehole and geophysical survey data: Theory and application to the Lawrence 
Livermore National Laboratory Superfund Site. Water Resour. Res., 35(9): 2671-2683. 
[53] Fensham, R., Fairfax, R., 2003. Spring wetlands of the Great Artesian Basin, Queensland, 
Australia. Wetlands Ecology and Management, 11(5): 343-362. 
[54] Flemings, P.B., Jordan, T.E., 1989. A synthetic stratigraphic model of foreland basin 
development. Journal of Geophysical Research: Solid Earth (1978–2012), 94(B4): 3851-3866. 
138 Bibliography 
[55] Fluteau, F., Besse, J., Broutin, J., Ramstein, G., 2001. The Late Permian climate. What can be 
inferred from climate modelling concerning Pangea scenarios and Hercynian range altitude? 
Palaeogeography, Palaeoclimatology, Palaeoecology, 167(1): 39-71. 
[56] Fogg, G.E., Noyes, C.D., Carle, S.F., 1998. Geologically based model of heterogeneous hydraulic 
conductivity in an alluvial setting. Hydrogeology Journal, 6(1): 131-143. 
[57] Fredericks, A., Newman, K., 1998. A Comparison of the Sequential Gaussian and Markov-Bayes 
Simulation Methods for Small Samples. Mathematical Geology, 30(8): 1011-1032. 
[58] Freeze, R.A., Cherry, J.A., 1977. Groundwater. Prentice-Hall. 
[59] Friedel, S., Thielen, A., Springman, S.M., 2006. Investigation of a slope endangered by rainfall-
induced landslides using 3D resistivity tomography and geotechnical testing. Journal of Applied 
Geophysics, 60(2): 100-114. 
[60] Furbish, D.J., Haff, P.K., Roseberry, J.C., Schmeeckle, M.W., 2012. A probabilistic description 
of the bed load sediment flux: 1. Theory. Journal of Geophysical Research: Earth Surface (2003–
2012), 117(F3). 
[61] Gelhar, L.W., Axness, C.L., 1983. Three-dimensional stochastic analysis of macrodispersion in 
aquifers. Water Resources Research, 19(1): 161-180. 
[62] Gibbs, J.W., 2010. Elementary principles in statistical mechanics: developed with especial 
reference to the rational foundation of thermodynamics. Cambridge University Press. 
[63] Gloaguen, E., Chouteau, M., Marcotte, D., Chapuis, R., 2001. Estimation of hydraulic 
conductivity of an unconfined aquifer using cokriging of GPR and hydrostratigraphic data. Journal of 
Applied Geophysics, 47(2): 135-152. 
[64] Gonzalez-Juez, E., Meiburg, E., Constantinescu, G., 2009. Gravity currents impinging on bottom-
mounted square cylinders: flow fields and associated forces. Journal of Fluid Mechanics, 631: 65. 
[65] Goovaerts, P., 1997. Geostatistics for natural resources evaluation. Appllied geostatistics series. 
Oxford University Press, New York, 483 pp. 
[66] Gray, A., Swarbrick, C., 1975. Nomenclature of Late Palaeozoic strata in the northeastern Galilee 
Basin. Queensland Government Mining Journal, 76: 344-352. 
[67] Green, P., Brain, T.J., John, B.H., 1989. Possible stratigraphic controls on hydrocarbon 
distribution within the Jurassic-Early Cretaceous rocks, Eromanga Basin, southern Queensland, The 
Cooper and Eromanga Basins, Australia. Proceedings of the Cooper and Eromanga Basins 
Conference, Adelaide, pp. 251-264. 
[68] Griffiths, C.M., Dyt, C., Paraschivoiu, E., Liu, K., 2001. Sedsim in hydrocarbon exploration, 
Geologic Modeling and Simulation. Springer, pp. 71-97. 
[69] Haberlandt, U., 2007. Geostatistical interpolation of hourly precipitation from rain gauges and 
radar for a large-scale extreme rainfall event. Journal of Hydrology, 332(1–2): 144-157. 
[70] Habermehl, M., 1980. The Great Artesian Basin. BMR Journal of Australian Geology and 
Geophysics, 5: 9-38. 
[71] Habermehl, M., 2006. The great artesian basin, Australia. Into the well from which you drink do 
not throw stones: 82. 
Bibliography 139 
[72] Hadamard, J., 2003. Lectures on Cauchy's problem: In linear partial differential equations. 
DoverPublications. com. 
[73] Hantush, M.S., 1960. Modification of the Theory of Leaky Aquifers. J. Geophys. Res., 65(11): 
3713-3725. 
[74] Hantush, M.S., Jacob, C.E., 1955. Non-steady Green’s functions for an infinite strip of leaky 
aquifer. Am. Geophys. Union Trans.,, 36(2): 101-102. 
[75] Hart, D.J., Bradbury, K.R., Feinstein, D.T., 2005. The vertical hydraulic conductivity of an 
aquitard at two spatial scales. Ground Water, 44(2): 201-211. 
[76] Hawkins, P., Green, P., 1993a. Exploration results, hydrocarbon potential and future strategies 
for the northern Galilee Basin. APEA J., 33: 280-296. 
[77] Hawkins, P., Green, P., 1993b. Exploration results, hydrocarbon potential and future strategies 
for the northern Galilee Basin. APEA JOURNAL, 33: 280-280. 
[78] Hawkins, P.J., 1976. Facies analysis and economic significance of late Permian strata in the 
northern Galilee Basin. Queensland Government Mining Journal, 77: 15-32. 
[79] Helmuth, M., 2008. Scoping Study: Groundwater Impacts of Coal Seam Gas Development–
Assessment and Monitoring. Centre for Water in the Minerals Industry. 
[80] Henderson, R.A., Stephenson, P.J., 1980. The Geology and geophysics of northeastern Australia. 
Geological Society of Australia, Qld. Division: 468. 
[81] Herczeg, A.L., Love, A.J., 2007. Review of recharge mechanisms for the Great Artesian Basin. 
CSIRO Glen Osmond, SA. 
[82] Herrera, I., Figueroa V, G.E., 1969. A Correspondence Principle for the Theory of Leaky 
Aquifers. Water Resources Research, 5(4): 900-904. 
[83] Hinnell, A.C. et al., 2010. Improved extraction of hydrologic information from geophysical data 
through coupled hydrogeophysical inversion. Water Resour. Res., 46: W00D40. 
[84] Holmes, M.H., 2013. Introduction to perturbation methods, 20. Springer. 
[85] Horner, D., 1951. Pressure build-up in wells, 3rd World Petroleum Congress. 
[86] Hu, L., Chugunova, T., 2008. Multiple-point geostatistics for modeling subsurface heterogeneity: 
A comprehensive review. Water Resources Research, 44(11): W11413. 
[87] Hu, L.Y., Liu, Y., Scheepens, C., Shultz, A.W., Thompson, R.D., 2013. Multiple-Point 
Simulation with an Existing Reservoir Model as Training Image. Mathematical Geosciences: 1-14. 
[88] Huisman, J.A., Rings, J., Vrugt, J.A., Sorg, J., Vereecken, H., 2010. Hydraulic properties of a 
model dike from coupled Bayesian and multi-criteria hydrogeophysical inversion. Journal of 
Hydrology, 380(1–2): 62-73. 
[89] Hyndman, D.W., Harris, J.M., Gorelick, S.M., 2000. Inferring the relation between seismic 
slowness and hydraulic conductivity in heterogeneous aquifers. Water Resour. Res., 36(8): 2121-
2132. 
[90] Idnurm, M., Senoir, B.R., 1978. Palaeomagnetic ages of late Cretaceous and Tertiary weathered 
profiles in the Eromanga Basin, Queensland. Palaeogeography, Palaeoclimatology, Palaeoecology, 
24(4): 263-277. 
[91] Jell, P., 2012. Geology of Queensland. Geological Survey of Queensland, Australia: 523-531. 
140 Bibliography 
[92] Jin, S., Feng, G., Gleason, S., 2011. Remote sensing using GNSS signals: Current status and 
future directions. Advances in space research, 47(10): 1645-1653. 
[93] Jones, A.T., Fielding, C.R., 2004. Sedimentological record of the late Paleozoic glaciation in 
Queensland, Australia. Geology, 32(2): 153-156. 
[94] Jones, A.T., Fielding, C.R., 2008. Sedimentary facies of a glacially influenced continental 
succession in the Pennsylvanian Jericho Formation, Galilee Basin, Australia. Sedimentology, 55(3): 
531-556. 
[95] Jost, J., 2012. Partial Differential Equations. Springer, Dordrecht. 
[96] Journel, A.G., Huijbregts, C.J., 1978. Mining geostatistics, 600. Academic press London. 
[97] Kay, M., Dimitrakopoulos, R., 2000. Integrated Interpolation Methods for Geophysical Data: 
Applications to Mineral Exploration. Natural Resources Research, 9(1): 53-64. 
[98] Kayal, J.R., 1979. Electrical and gamma-ray logging in gondwana and tertiary coal fields of 
india. Geoexploration, 17(3): 243-258. 
[99] Koltermann, C.E., 1993. Geologic Modeling of Spatial Variability in Sedimentary Environments 
for Groundwater Flow Simulation. Stanford University. 
[100] Koltermann, C.E., Gorelick, S.M., 1992. Paleoclimatic signature in terrestrial flood deposits. 
Science, 256(5065): 1775-1782. 
[101] Koltermann, C.E., Gorelick, S.M., 1995. Fractional packing model for hydraulic conductivity 
derived from sediment mixtures. Water Resources Research, 31(12): 3283-3297. 
[102] Koltermann, C.E., Gorelick, S.M., 1996. Heterogeneity in sedimentary deposits: A review of 
structure-imitating, process-imitating, and descriptive approaches. Water Resources Research, 32(9): 
2617-2658. 
[103] Kowalsky, M.B. et al., 2011. Coupled modeling of hydrogeochemical and electrical resistivity 
data for exploring the impact of recharge on subsurface contamination. Water Resour. Res., 47(2): 
W02509. 
[104] Lague, D., 2010. Reduction of long‐term bedrock incision efficiency by short‐term alluvial 
cover intermittency. Journal of Geophysical Research: Earth Surface (2003–2012), 115(F2). 
[105] Lague, D., 2014. The stream power river incision model: evidence, theory and beyond. Earth 
Surface Processes and Landforms, 39(1): 38-61. 
[106] Lague, D., Hovius, N., Davy, P., 2005. Discharge, discharge variability, and the bedrock 
channel profile. Journal of Geophysical Research: Earth Surface (2003–2012), 110(F4). 
[107] Lanzoni, S., Seminara, G., 2002. Long‐term evolution and morphodynamic equilibrium of tidal 
channels. Journal of Geophysical Research: Oceans (1978–2012), 107(C1): 1-1-1-13. 
[108] Larocque, M., Mangin, A., Razack, M., Banton, O., 1998. Contribution of correlation and 
spectral analyses to the regional study of a large karst aquifer (Charente, France). Journal of 
Hydrology, 205(3): 217-231. 
Bibliography 141 
[109] Lawrence, D.T., Doyle, M., Aigner, T., 1990. Stratigraphic simulation of sedimentary basins: 
concepts and calibration. AAPG Bulletin (American Association of Petroleum Geologists);(USA), 
74(3). 
[110] Le Méhauté, B., 1976. An introduction to hydrodynamics and water waves. Springer-Verlag 
New York. 
[111] Lee, P.M., 2012. Bayesian statistics : An introduction. Wiley, Hoboken: 484. 
[112] Leliavsky, S., 1955. An introduction to fluvial hydraulics. Constable London. 
[113] Leopold, L.B., Wolman, M.G., 1957. River channel patterns: braided, meandering, and straight. 
US Government Printing Office Washington, DC. 
[114] Lesshafft, L., Meiburg, E., Kneller, B., Marsden, A., 2011. Towards inverse modeling of 
turbidity currents: The inverse lock-exchange problem. Computers & geosciences, 37(4): 521-529. 
[115] Li, F., Dyt, C., Griffiths, C., 2004. 3D modelling of flexural isostatic deformation. Computers & 
geosciences, 30(9): 1105-1115. 
[116] Li, S.-G., McLaughlin, D., 1995. Using the nonstationary spectral method to analyze flow 
through heterogeneous trending media. Water Resources Research, 31(3): 541-551. 
[117] Lin, Y.-P., Chang, T.-K., Teng, T.-P., 2001. Characterization of soil lead by comparing 
sequential Gaussian simulation, simulated annealing simulation and kriging methods. Environmental 
Geology, 41(1-2): 189-199. 
[118] Lopez, S., Cojan, I., Rivoirard, J., Galli, A., 2009. Process ‐Based Stochastic Modelling: 
Meandering Channelized Reservoirs. Analogue and Numerical Modelling of Sedimentary Systems: 
From Understanding to Prediction (Special Publication 40 of the IAS): 139. 
[119] Mahbaz, S., Sardar, H., Memarian, H., 2012. Determination of a rock physics model for the 
carbonate Fahliyan Formation in two oil wells in southwestern Iran. Exploration Geophysics, 43(1): 
47-57. 
[120] Mariethoz, G., Renard, P., Caers, J., 2010. Bayesian inverse problem and optimization with 
iterative spatial resampling. Water Resour. Res., 46(11): W11530. 
[121] Michael, H. et al., 2010. Combining geologic-process models and geostatistics for conditional 
simulation of 3-D subsurface heterogeneity. Water Resources Research, 46(5): W05527. 
[122] Minasny, B., McBratney, A.B., 2005. The Matérn function as a general model for soil 
variograms. Geoderma, 128(3–4): 192-207. 
[123] Molnar, P., Anderson, R.S., Kier, G., Rose, J., 2006. Relationships among probability 
distributions of stream discharges in floods, climate, bed load transport, and river incision. Journal of 
Geophysical Research: Earth Surface (2003–2012), 111(F2). 
[124] Montgomery, S.L., Morrison, E., 1999. South Eubank Field, Haskell County, Kansas; a case of 
field redevelopment using subsurface mapping and 3-D seismic data. AAPG Bulletin, 83(3): 393-409. 
[125] Moore, C., Doherty, J., 2005. Role of the calibration process in reducing model predictive error. 
Water Resources Research, 41(5). 
[126] Morin, R.H., 2005a. Hydrologic properties of coal beds in the Powder River Basin, Montana I. 
Geophysical log analysis. Journal of Hydrology, 308(1): 227-241. 
142 Bibliography 
[127] Morin, R.H., 2005b. Hydrologic properties of coal beds in the Powder River Basin, Montana I. 
Geophysical log analysis. Journal of Hydrology, 308(1–4): 227-241. 
[128] Myers, D.E., 1985. Cokriging: Methods and alternatives. The Role of Data in Scientific 
Progress, Elsevier Scientific Pub., New York. 
[129] Myers, T., 2009. Groundwater management and coal bed methane development in the Powder 
River Basin of Montana. Journal of Hydrology, 368(1): 178-193. 
[130] Necker, F., Hartel, C., Kleiser, L., Meiburg, E., 2005. Mixing and dissipation in particle-driven 
gravity currents. Journal of Fluid Mechanics, 545: 339-372. 
[131] Neuman, S.P., 1975. Analysis of pumping test data from anisotropic unconfined aquifers 
considering delayed gravity response. Water Resources Research, 11(2): 329-342. 
[132] Neuman, S.P., Gardner, D.A., 1989. Determination of Aquitard/Aquiclude Hydraulic Properties 
from Arbitrary Water-Level Fluctuations by Deconvolution. Ground Water, 27(1): 66-76. 
[133] Neuman, S.P., Witherspoon, P.A., 1968. Theory of flow in aquicludes adjacent to slightly leaky 
aquifers. Water Resour. Res., 4(1): 103-112. 
[134] Neuman, S.P., Witherspoon, P.A., 1969a. Applicability of Current Theories of Flow in Leaky 
Aquifers. Water Resour. Res., 5(4): 817-829. 
[135] Neuman, S.P., Witherspoon, P.A., 1969b. Theory of Flow in a Confined Two Aquifer System. 
Water Resour. Res., 5(4): 803-816. 
[136] Neuman, S.P., Witherspoon, P.A., 1972a. Field determination of the hydraulic properties of 
leaky multiple aquifer systems. Water Resour. Res., 8(5): 1284-1298. 
[137] Neuman, S.P., Witherspoon, P.A., 1972b. Field determination of the hydraulic properties of 
leaky multiple aquifer systems. Water Resources Research, 8(5): 1284-1298. 
[138] Ni, C.-F., Li, S.-G., Liu, C.-J., Hsu, S.M., 2010. Efficient conceptual framework to quantify 
flow uncertainty in large-scale, highly nonstationary groundwater systems. Journal of Hydrology, 
381(3): 297-307. 
[139] Niwas, S., Singhal, D.C., 1985. Aquifer transmissivity of porous media from resistivity data. 
Journal of Hydrology, 82(1–2): 143-153. 
[140] Padilla, A., Pulido-Bosch, A., 1995. Study of hydrographs of karstic aquifers by means of 
correlation and cross-spectral analysis. Journal of Hydrology, 168(1–4): 73-89. 
[141] Paola, C., 2000. Quantitative models of sedimentary basin filling. Sedimentology, 47(s1): 121-
178. 
[142] Paola, C., Heller, P.L., Angevine, C.L., 1992. The large‐scale dynamics of grain‐size variation 
in alluvial basins, 1: Theory. Basin Research, 4(2): 73-90. 
[143] Paola, C., Voller, V., 2005. A generalized Exner equation for sediment mass balance. Journal of 
Geophysical Research: Earth Surface (2003–2012), 110(F4). 
[144] Parker, G., 1991. Selective sorting and abrasion of river gravel. I: Theory. Journal of Hydraulic 
Engineering, 117(2): 131-147. 
[145] Parker, G., Paola, C., Leclair, S., 2000. Probabilistic Exner sediment continuity equation for 
mixtures with no active layer. Journal of Hydraulic Engineering, 126(11): 818-826. 
Bibliography 143 
[146] Parker, G., Paola, C., Whipple, K.X., Mohrig, D., 1998. Alluvial fans formed by channelized 
fluvial and sheet flow. I: Theory. Journal of Hydraulic Engineering, 124(10): 985-995. 
[147] Pollock, D., Cirpka, O.A., 2012. Fully coupled hydrogeophysical inversion of a laboratory salt 
tracer experiment monitored by electrical resistivity tomography. Water Resour. Res., 48(1): W01505. 
[148] Price, W.E., 1974. Simulation of alluvial fan deposition by a random walk model. Water 
Resources Research, 10(2): 263-274. 
[149] Purvance, D.T., Andricevic, R., 2000. Geoelectric characterization of the hydraulic conductivity 
field and its spatial structure at variable scales. Water Resour. Res., 36(10): 2915-2924. 
[150] Remenda, V.H., van der Kamp, G., 1997. Contamination from Sand-Bentonite Seal in 
Monitoring Wells Installed in Aquitards. Ground Water, 35(1): 39-46. 
[151] Rivoirard, J., Cojan, I., Renard, D., Geffroy, F., 2008. Advances in quantification of process–
based models for meandering channelized reservoirs, VIII international geostatistics congress, 
GEOSTATS, pp. 607-616. 
[152] Roscher, M., Stordal, F., Svensen, H., 2011. The effect of global warming and global cooling on 
the distribution of the latest Permian climate zones. Palaeogeography, Palaeoclimatology, 
Palaeoecology, 309(3): 186-200. 
[153] Roseberry, J.C., Schmeeckle, M.W., Furbish, D.J., 2012. A probabilistic description of the bed 
load sediment flux: 2. Particle activity and motions. Journal of Geophysical Research: Earth Surface 
(2003–2012), 117(F3). 
[154] Rubin, Y., Mavko, G., Harris, J., 1992. Mapping permeability in heterogeneous aquifers using 
hydrologic and seismic data. Water Resour. Res., 28(7): 1809-1816. 
[155] Schulze-Makuch, D., Carlson, D.A., Cherkauer, D.S., Malik, P., 1999. Scale Dependency of 
Hydraulic Conductivity in Heterogeneous Media. Ground Water, 37(6): 904-919. 
[156] Shlomi, S., Michalak, A.M., 2007. A geostatistical framework for incorporating transport 
information in estimating the distribution of a groundwater contaminant plume. Water Resour. Res., 
43(3): W03412. 
[157] Simpson, G., Castelltort, S., 2006. Coupled model of surface water flow, sediment transport and 
morphological evolution. Computers & geosciences, 32(10): 1600-1614. 
[158] Sklar, L.S. et al., 2009. Translation and dispersion of sediment pulses in flume experiments 
simulating gravel augmentation below dams. Water Resources Research, 45(8): W08439. 
[159] Slater, L., 2007. Near surface electrical characterization of hydraulic conductivity: From 
petrophysical properties to aquifer geometries—A review. Surv Geophys, 28(2-3): 169-197. 
[160] Soons, J.M., Moar, N.T., Shulmeister, J., Wilson, H.D., Carter, J.A., 2002. Quaternary 
vegetation and climate changes on Banks Peninsula, South Island, New Zealand. Global and Planetary 
Change, 33(3–4): 301-314. 
[161] Stone, C.J., 1996. A course in probability and statistics. Duxbury Press, Boston, 828 pp. 
[162] Strebelle, S., 2002. Conditional Simulation of Complex Geological Structures Using Multiple-
Point Statistics. Mathematical Geology, 34(1): 1-21. 
[163] Sun, T., Paola, C., Parker, G., Meakin, P., 2002. Fluvial fan deltas: Linking channel processes 
with large-scale morphodynamics. Water Resources Research, 38(8): 1151. 
144 Bibliography 
[164] Terry, J.P., Kostaschuk, R.A., Garimella, S., 2006. Sediment deposition rate in the Falefa River 
basin, Upolu Island, Samoa. Journal of Environmental Radioactivity, 86(1): 45-63. 
[165] Tetzlaff, D.M., 1990. SEDO: A simple clastic sedimentation program for use in training and 
education. Quantitative dynamic stratigraphy, Prentice-Hall, Englewood Cliffs, New Jersey: 401-415. 
[166] Tetzlaff, D.M., Harbaugh, J.W., 1989. Simulating clastic sedimentation. 
[167] Theis, C.V., 1935. The relation between the lowering of the piezometric surface and the rate and 
duration of discharge of a well using ground water storage. US Department of the Interior, Geological 
Survey, Water Resources Division, Ground Water Branch. 
[168] Tikhonov, A.N., 1995. Numerical methods for the solution of ill-posed problems, 328. Springer. 
[169] Timms, W., Hendry, M., 2008. Long‐Term Reactive Solute Transport in an Aquitard Using a 
Centrifuge Model. Ground Water, 46(4): 616-628. 
[170] Tonkin, M.J., Doherty, J., 2005. A hybrid regularized inversion methodology for highly 
parameterized environmental models. Water Resources Research, 41(10): W10412. 
[171] Tucker, G.E., 2004. Drainage basin sensitivity to tectonic and climatic forcing: Implications of a 
stochastic model for the role of entrainment and erosion thresholds. Earth Surface Processes and 
Landforms, 29(2): 185-205. 
[172] Tucker, G.E., Bras, R.L., 2000. A stochastic approach to modeling the role of rainfall variability 
in drainage basin evolution. Water Resources Research, 36(7): 1953-1964. 
[173] Tyler, K., Henriquez, A., Svanes, T., 1994. Modeling heterogeneities in fluvial domains: A 
review of the influence on production profiles. 
[174] USQ, 2011. Preliminary assessment of cumulative drawdown impacts in the Surat Basin 
Associated with the coal seam gas industry: Investigation of parameters and features for a regional 
model of Surat Basin coal seam gas development. University of Southern Queensland, Brisbane, 50 
pp. 
[175] Van De Wiel, M.J., Coulthard, T.J., Macklin, M.G., Lewin, J., 2011. Modelling the response of 
river systems to environmental change: Progress, problems and prospects for palaeo-environmental 
reconstructions. Earth-Science Reviews, 104(1–3): 167-185. 
[176] van der Kamp, G., 2001. Methods for determining the in situ hydraulic conductivity of shallow 
aquitards – an overview. Hydrogeology Journal, 9(1): 5-16. 
[177] Van Heeswijck, A., 2006. The structure, sedimentology, sequence stratigraphy and tectonics of 
the northern Drummond and Galilee Basins, Central Queensland, Australia, James Cook University. 
[178] Vincent, P., Mortimore, I., McKirdy, D., 1985. Hydrocarbon generation, migration and 
entrapment in the Jackson–Naccowlah area, ATP 259P, southwestern Queensland. Australian 
Petroleum Exploration Association Journal, 25(1): 62-84. 
[179] Viparelli, E., Gaeuman, D., Wilcock, P., Parker, G., 2011. A model to predict the evolution of a 
gravel bed river under an imposed cyclic hydrograph and its application to the Trinity River. Water 
Resources Research, 47(2). 
[180] Voller, V.R., Ganti, V., Paola, C., Foufoula‐Georgiou, E., 2012. Does the flow of information in 
a landscape have direction? Geophysical Research Letters, 39(1). 
Bibliography 145 
[181] Vrbancich, J., 2009. An investigation of seawater and sediment depth using a prototype airborne 
electromagnetic instrumentation system–a case study in Broken Bay, Australia. Geophysical 
Prospecting, 57(4): 633-651. 
[182] Webb, E.K., Anderson, M.P., 1996. Simulation of preferential flow in three-dimensional, 
heterogeneous conductivity fields with realistic internal architecture. Water Resources Research, 
32(3): 533-545. 
[183] Weissmann, G.S., Fogg, G.E., 1999. Multi-scale alluvial fan heterogeneity modeled with 
transition probability geostatistics in a sequence stratigraphic framework. Journal of Hydrology, 
226(1): 48-65. 
[184] Welch, P., 1967. The use of fast Fourier transform for the estimation of power spectra: A 
method based on time averaging over short, modified periodograms. Audio and Electroacoustics, 
IEEE Transactions on, 15(2): 70-73. 
[185] Wilson, D., 1985. Erosional and depositional trends in rivers of the Canterbury Plains, New 
Zealand. Journal oí Hydrology (NZ) Vol, 24(1). 
[186] Wiltshire, M.J., 1989. Mesozoic stratigraphy and paleogeography, eastern Australia, The 
Cooper and Eromanga Basins, Australia. Proceedings of the Cooper and Eromanga Basins 
Conference, Adelaide, pp. 279-191. 
[187] Winterwerp, J.C., Van Kesteren, W.G., 2004. Introduction to the physics of cohesive sediment 
dynamics in the marine environment. Elsevier. 
[188] Wolff, R.G., 1970. Field and laboratory determination of the hydraulic diffusivity of a confining 
bed. Water Resources Research, 6(1): 194-203. 
[189] Wong, P.-z., Koplik, J., Tomanic, J.P., 1984. Conductivity and permeability of rocks. Physical 
Review B, 30(11): 6606-6614. 
[190] Wood, G.H., Kehn, T.M., Carter, M.D., Culbertson, W.C., 2003. Coal resource classification 
system of the U.S. Geological Survey. U.S. Department of the Interior: 7. 
[191] Zhang, T., Switzer, P., Journel, A., 2006. Filter-based classification of training image patterns 
for spatial simulation. Mathematical Geology, 38(1): 63-80. 
[192] Zhu, J., Satish, M., 1999. Stochastic Analysis of Macrodispersion in a Semi‐Confined Aquifer. 
Transport in Porous Media, 35(3): 273-297. 
[193] Zimmerman, D.A. et al., 1998. A comparison of seven geostatistically based inverse approaches 
to estimate transmissivities for modeling advective transport by groundwater flow. Water Resour. 
Res., 34(6): 1373-1413. 
 
 
