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Optimality Conditions for Constrained Minimax Optimization
Yu-Hong Dai∗† and Liwei Zhang ‡
Abstract
Minimax optimization problems arises from bothmodernmachine learning including gener-
ative adversarial networks, adversarial training and multi-agent reinforcement learning, as well
as from tradition research areas such as saddle point problems, numerical partial differential
equations and optimality conditions of equality constrained optimization. For the unconstrained
continuous nonconvex-nonconcave situation, Jin, Netrapalli and Jordan (2019) carefully con-
sidered the very basic question: what is a proper definition of local optima of a minimax op-
timization problem, and proposed a proper definition of local optimality called local minimax.
We shall extend the definition of local minimax point to constrained nonconvex-nonconcave
minimax optimization problems. By analyzing Jacobian uniqueness conditions for the lower-
level maximization problem and the strong regularity of Karush-Kuhn-Tucker conditions of the
maximization problem, we provide both necessary optimality conditions and sufficient optimal-
ity conditions for the local minimax points of constrained minimax optimization problems.
Key words: constrained minimax optimization, value function, Jacobian uniqueness condi-
tions, strong regularity, necessary optimality conditions, sufficient optimality conditions.
AMS subject classification: 90C30
1 Introduction
Minimax optimization problems arises from both modern machine learning including generative
adversarial networks, adversarial training and multi-agent reinforcement learning, as well as from
tradition research areas such as saddle point problems, numerical partial differential equations and
optimality conditions of equality constrained optimization. Let m, n,m1,m2, n1 and n2 be positive
integers, f : ℜn × ℜm → ℜ, h : ℜn × ℜm → ℜm1 , g : ℜn × ℜm → ℜm2 , H : ℜn → ℜn1
and G : ℜn → ℜn2 be given functions. We are interested in the constrained minimax optimization
problem of the form
min
x∈Φ
max
y∈Y(x)
f (x, y), (1.1)
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where f : ℜn ×ℜm →ℜ, Φ ⊂ ℜn is a feasible set of decision variable x defined by
Φ = {x ∈ ℜn : H(x) = 0,G(x) ≤ 0} (1.2)
and Y :ℜn ⇒ ℜm is a set-valued mapping defined by
Y(x) = {y ∈ ℜm : h(x, y) = 0, g(x, y) ≤ 0}. (1.3)
For the unconstrained continuous nonconvex-nonconcave situation, Jin, Netrapalli and Jordan
(2019) [5] carefully considered the very basic question: what is a proper definition of local optima
of a minimax optimization problem, and proposed a proper definition of local optimality called
local minimax. We shall extend this definition of local minimax point for the constrained minimax
optimization problem (1.1).
Definition 1.1 A point (x∗, y∗) ∈ ℜn × ℜm is said to be a local minimax point of Problem (1.1) if
there exists δ0 > 0 and a function η : (0, δ0] → ℜ+ satisfying η(δ) → 0 as δ → 0, such that for any
δ ∈ (0, δ0] and any (x, y) ∈ [Bδ(x
∗) ∩ Φ] × [Y(x∗) ∩ Bδ(y
∗)], we have
f (x∗, y) ≤ f (x∗, y∗) ≤ max
{
f (x, z) : z ∈ Y(x) ∩ Bη(δ)(y
∗)
}
. (1.4)
The minimax optimization problem is essentially a bi-level programming problem and the local
minimax point is closely related to the so-called pessimistic solution of bi-level programming prob-
lem, see [7]. There have been many results about optimality conditions for bi-level programming.
Dempe (1992)[6] demonstrated necessary optimality conditions and the sufficient optimality condi-
tions for the bi-level programming when the lower level problem is a convex optimization problem
satisfying the Mangasarian-Fromovitz constraint qualification, the second-order sufficient optimal-
ity condition and the constant rank constraint qualification. Falk (1995)[4] discussed the optimality
conditions when the lower level has a local unique solution and the upper level problem is un-
constrained. Ye and Zhu (1995,1997)[14] established necessary optimality conditions for bi-level
programming based on the generalized gradient of value function. Dempe et. al (2007)[8] derived
necessary optimality conditions for bi-level programming when the solution set of the lower level
problem satisfies some calmness property. Dempe and Zemkoho (2013)[9] also developed neces-
sary optimality conditions based on the value function reformulation of bi-level programming and
the assumption that the value function is locally convex. Dempe et. al (2014)[10] derived a new
type upper subdifferential necessary optimality conditions for the pessimistic version of bi-level pro-
gramming problem. Even recently, Mehlitz and Zemkoho (2019)[11] studied sufficient optimality
conditions for bi-level programming.
Although many results about optimality conditions for bi-level programming are available, they
are established based on different solution notations. For example, many works involve value func-
tion of the lower level problem, which is usually defined as the global optimal value. This restricts
the application of the theoretical results. In this paper, we shall discuss optimality conditions for
constrained minimax optimization whose solution is specified as the local minimax point given in
Definition 1.1.
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2 Differential of the Value Function
2.1 Under Jacobian uniqueness
Let (x∗, y∗) ∈ ℜn × ℜm be a point and f , h, g be twice continuously differentiable around (x∗, y∗).
For a point x ∈ ℜn around x∗, we use (Px) to denote the following problem
maxz∈ℜm f (x, z)
s.t. h(x, z) = 0,
g(x, z) ≤ 0.
(2.1)
The Lagrangian of Problem (Px) is defined by
L(x; z, µ, λ) = f (x, z) + µTh(x, z) − λTg(x, z).
Definition 2.1 Let (µ∗, λ∗) ∈ ℜm1 ×ℜm2 be a point. We say that Jacobian uniqueness conditions of
Problem (Px∗) are satisfied at (y
∗, µ∗, λ∗) if
(a) The point (y∗, µ∗, λ∗) is a Karush-Kuhn-Tucker point of Problem (Px∗ ); namely,
∇yL(x
∗; y∗, µ∗, λ∗) = 0,
h(x∗, y∗) = 0,
0 ≤ λ∗ ⊥ g(x∗, y∗) ≤ 0.
(b) The linear independence constraint qualification holds at y∗; namely, the set of vectors{
∇yh1(x
∗, y∗), . . . ,∇yhm1(x
∗, y∗)
}
∪
{
∇ygi(x
∗, y∗) : i ∈ Ix∗ (y
∗)
}
are linearly independent, where Ix∗ (y
∗) = {i : gi(x
∗, y∗) = 0, i = 1, . . . ,m2}.
(c) The strict complementarity condition holds at y∗ for λ∗; namely,
λ∗i − gi(x
∗, y∗) > 0, i = 1, . . . ,m2.
(d) The second-order sufficient optimality condition holds at (y∗, µ∗, λ∗),
〈∇2yyL(x
∗; y∗, µ∗, λ∗)dy, dy〉 < 0 ∀dy ∈ Cx∗(y
∗),
where Cx∗ (y
∗) is the critical cone of Problem (Px∗) at y
∗,
Cx∗ (y
∗) =
{
dy ∈ ℜ
m : Jyh(x
∗, y∗)dy = 0;∇ygi(x
∗, y∗)dy ≤ 0, i ∈ Ix∗ (y
∗);∇y f (x
∗, y∗)dy ≤ 0
}
.
Lemma 2.1 Let (x∗, y∗) ∈ ℜn × ℜm be a point around which f , h, g are twice continuously differ-
entiable. Let (µ∗, λ∗) ∈ ℜm1 × ℜm2 such that Jacobian uniqueness conditions of Problem (Px∗ ) are
satisfied at (x∗, µ∗, λ∗). Then there exist δ0 > 0 and ε0 > 0, and a twice continuously differentiable
mapping (y, µ, λ) : Bδ0(x
∗)→ Bε0(y
∗)×Bε0(µ
∗)×Bε0(λ
∗) such that Jacobian uniqueness conditions
of Problem (Px) are satisfied at (y(x), µ(x), λ(x)) when x ∈ Bδ0(x
∗).
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By introducing a set of auxiliary variables w1, . . . ,wm2 , we consider the following equality con-
strained optimization problem (Px).
max f (x, z)
s.t. h(x, z) = 0,
g(x, z) + w ◦ w = 0,
z ∈ ℜm,w ∈ ℜm2 ,
(2.2)
where ◦ is the Hadamard product.
Remark 2.1 Let w∗ ∈ ℜm2 with w∗
i
=
√
−gi(x∗, y∗) for i = 1, . . . ,m2. With the help of Proposition
3.2 in [1], we may prove that the point (y∗,w∗, µ∗, λ∗) satisfies Karush-Kuhn-Tucker conditions,
the linear independence constraint qualification as well as the second-order sufficient optimality
condition for Problem (2.2) hold at (y∗,w∗, µ∗, λ∗) if Jacobian uniqueness conditions of Problem
(Px∗ ) are satisfied at (x
∗, µ∗, λ∗).
Define the optimal value function
ϕ(x) = f (x, y(x)), x ∈ Bδ0(x
∗), (2.3)
where y(x) is defined by Lemma 2.1.
Proposition 2.1 If the assumptions of Lemma 2.1 are satisfied and ϕ is defined by (2.3), then
∇xφ(x) = ∇xL(x; y(x), µ(x), λ(x)) (2.4)
and
∇2φ(x) = ∇2xxL(x; y(x), µ(x), λ(x))
−

∇2yxL(x; y(x)µ(x), λ(x))
0
Jxh(x, y(x))
Jxg(x, y(x))

T
K(x)−1

∇2yxL(x; y(x), µ(x), λ(x))
0
Jxh(x, y(x))
Jxg(x, y(x))
 ,
(2.5)
where
K(x) =

∇2yyL(x; y(x), µ(x), λ(x)) 0 Jyh(x, y(x))
T Jyg(x, y(x))
T
0 −2Diag(λ(x)) 0 2Diag
(√
−g(x, y(x))
)
Jyh(x, y(x)) 0 0 0
Jyg(x, y(x)) 2Diag
(√
−g(x, y(x))
)
0 0

.
(2.6)
Proof. Consider Problem (2.2) and define its Lagrange function as
L(x; z,w, µ, λ) = f (x, z) + µTh(x, z) − λT (g(x, z) + w ◦ w) = L(x; z, µ, λ) − λTw ◦ w.
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From Remark 2.1, we can know that, when x ∈ Bδ0(x
∗), for w(x) =
√
−g(x, y(x)), the point given
by (y(x),w(x), µ(x), λ(x)) satisfies Kurash-Kuhn-Tucker conditions for Problem (Px), the linear in-
dependence constraint qualification holds at (y(x),w(x)) and the second-order sufficient optimal-
ity condition holds at (y(x),w(x), µ(x), λ(x)). Kurash-Kuhn-Tucker conditions for Problem (Px) at
(y(x),w(x), µ(x), λ(x)) can be expressed as
T (x(x), y(x),w(x), µ(x), λ(x)) = 0, (2.7)
where
T (x, y,w, µ, λ) =

∇yL(x; y,w, µ, λ)
∇wL(x; y,w, µ, λ)
h(x, y)
g(x, y) + w ◦ w

.
Differentiating both sides of (2.7) with respect to x yields
J(y,w,µ,λ)T (x(x), y(x),w(x), µ(x), λ(x))

Jy(x)
Jw(x)
Jµ(x)
Jλ(x)
 +JxT (x(x), y(x),w(x), µ(x), λ(x)) = 0. (2.8)
Noting that
J(y,w,µ,λ)T (x(x), y(x),w(x), µ(x), λ(x)) = K(x)
and
JxT (x(x), y(x),w(x), µ(x), λ(x)) =

∇2x,yL(x; y(x)µ(x), λ(x))
0
Jxh(x, y(x))
Jxg(x, y(x))
 ,
we obtain (2.8) that 
Jy(x)
Jw(x)
Jµ(x)
Jλ(x)
 = −K(x)
−1

∇2x,yL(x; y(x), µ(x), λ(x))
0
Jxh(x, y(x))
Jxg(x, y(x))
 . (2.9)
Noting that
h(x, y(x)) = 0, g(x, y(x)) + w(x) ◦ w(x) = 0,
we have
ϕ(x) = f (x, y(x))
= f (x, y(x)) + µ(x)Th(x, y(x)) − λ(x)T [g(x, y(x)) + w(x) ◦ w(x)]
= L(x; y(x),w(x), µ(x), λ(x)).
Thus we get
∇ϕ(x) = ∇xL(x; y(x),w(x), µ(x), λ(x)) +Jy(x)
T∇yL(x; y(x),w(x), µ(x), λ(x))
+Jµ(x)Th(x, y(x)) +Jλ(x)T [g(x, y(x)) + w(x) ◦ w(x)]
= ∇xL(x; y(x),w(x), µ(x), λ(x))
= ∇xL(x; y(x), µ(x), λ(x))
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and
∇2ϕ(x) = ∇2xxL(x; y(x),w(x), µ(x), λ(x)) +Jy,w,µ,λ∇xL(x; y(x),w(x), µ(x), λ(x))J

y(x)
w(x)
µ(x)
λ(x)

= ∇2xxL(x; y(x),w(x), µ(x), λ(x))
+
[
∇2xyL(x; y(x), µ(x), λ(x)) 0 Jxh(x, y(x))
T Jxg(x, y(x))
]

Jy(x)
Jw(x)
Jµ(x)
Jλ(x)

= ∇2xxL(x; y(x), µ(x), λ(x))
+
[
∇2xyL(x; y(x), µ(x), λ(x)) 0 Jxh(x, y(x))
T Jxg(x, y(x))
]

Jy(x)
Jw(x)
Jµ(x)
Jλ(x)
 .
Combing this with (2.9), we obtain (2.4) and (2.5). 2
2.2 Strong regularity of Karush-Kuhn-Tucker system
We use Λx∗(y
∗) to denote the set of all (µ∗, λ∗) ∈ ℜm1 ×ℜm2 satisfying Karush-Kuhn-Tucker condi-
tions at y∗ for Problem (Px∗ ).
Definition 2.2 Let (x∗, y∗) ∈ ℜn × ℜm be a point at which Λx∗(y
∗) , ∅. We say that the strong
second-order sufficient optimality condition holds at y∗ for Problem (Px∗ ) if
sup
(µ,λ)∈Λx∗ (y
∗)
〈∇2yyL(x
∗; y∗, µ, λ)dy, dy〉 < 0 ∀dy ∈ aff Cx∗(y
∗) \ {0},
where Cx∗(y
∗) is the critical cone of Problem (Px∗ ) at y
∗.
Definition 2.3 Let (x, y) ∈ ℜn × ℜm be a point. We say that Assumption A holds at y ∈ Y(x) for
Problem (Px) if Λx(y) , ∅, the linear independence constraint qualification and the strong second-
order sufficient optimality condition hold at y.
Lemma 2.2 Let (x∗, y∗) ∈ ℜn × ℜm be a point around which f , h, g are twice continuously differ-
entiable. Suppose that Assumption A holds at y∗ for Problem (Px∗ ). Then there exist δ0 > 0 and
ε0 > 0, and a locally Lipschitz continuous mapping (y, µ, λ) : Bδ0(x
∗)→ Bε0(y
∗)×Bε0(µ
∗)×Bε0(λ
∗)
satisfying (y(x∗), µ(x∗), λ(x∗)) = (y∗, µ∗, λ∗) and
∇yL(x; y(x), µ(x), λ(x)) = 0,
h(x, y(x)) = 0,
g(x, y(x)) − Πℜm2−
(λ(x) + g(x, y(x))) = 0
(2.10)
for x ∈ Bδ0(x
∗). Moreover, Assumption A holds at y(x) for Problem (Px) when x ∈ Bδ0(x
∗).
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Proof. The first part of this lemma is from Robinson (1980) [13]. For the second part, Karush-Kuhn-
Tucker conditions of Problem (Px) at (y(x), µ(x), λ(x)) are from (2.10) and the linear independence
constraint qualification of y(x) for Problem (Px) comes from the continuity of Jyh and Jyg and
the linear independence constraint qualification for (Px∗) at y
∗. We only need to prove the strong
second-order sufficient optimality condition for Problem (Px) at (y(x), µ(x), λ(x)). Let αx∗ = {i :
λ∗
i
> 0, i = 1, . . . ,m2}. Then the affine space of the critical cone Cx∗ (y
∗) under Assumption A is
expressed as
aff Cx∗ (y
∗) =
{
dy ∈ ℜ
m : Jyh(x
∗, y∗)dy = 0;∇ygi(x
∗, y∗)Tdy = 0, i ∈ αx∗
}
.
Noting that for αx = {i : λi(x) > 0, i = 1, . . . ,m2}, we have
aff Cx(y(x)) =
{
dy ∈ ℜ
m : Jyh(x, y(x))dy = 0;∇ygi(x, y(x))
T dy = 0, i ∈ αx
}
.
Since λ(x) is continuous at x∗ and λ∗
i
> 0 for αx∗ , we have αx ⊇ αx∗ , and in turn,
aff Cx(y(x)) ⊆ Γ
∗(x) =
{
dy ∈ ℜ
m : Jyh(x, y(x))dy = 0;∇ygi(x, y(x))
T dy = 0, i ∈ αx∗
}
. (2.11)
It follows from the strong second-order sufficient condition for Problem (Px∗ ) at y
∗ that the ma-
trix ∇2yyL(x
∗; y∗, µ∗, λ∗) is negatively definite on Γ∗(x∗). Thus we have for small δ0 > 0 and
x ∈ Bδ0(x
∗) that ∇2yyL(x
∗; y∗, µ∗, λ∗) is negatively definite on Γ∗(x), which with (2.11) implies that
∇2yyL(x
∗; y∗, µ∗, λ∗) is negatively definite on aff Cx(y(x)). Finally, from the continuity of the matrix
∇2yyL(x; y(x), µ(x), λ(x)) with respect to x around x
∗, we obtain that ∇2yyL(x; y(x), µ(x), λ(x)) is neg-
atively definite over aff Cx(y(x)), indicating the strong second-order sufficient optimality condition
holds at y(x) for (Px) when x is around x
∗. 2
Remark 2.2 Let Assumption A be satisfied. Then from Lemma 2.2, for x ∈ Bδ0(x
∗), y(x) is a
unique local maximizer of Problem (Px).
For a linear operator W :ℜm2 →ℜm2 , define
A(x,W) =

∇2yyL(x; y(x), µ(x), λ(x)) Jyh(x, y(x))
T Jyg(x, y(x))
T
Jyh(x, y(x)) 0 0
(I −W)Jyg(x, y(x)) 0 W
 , (2.12)
a set-valued mapping AB : ℜ
n ⇒ ℜm2×m2 by
AB(x) =
{
A(x,W) : W ∈ ∂BΠℜm2−
(λ(x) + g(x, y(x)))
}
, (2.13)
and a set-valued mapping AC :ℜ
n ⇒ℜm2×m2 by
AC(x) =
{
A(x,W) : W ∈ ∂Πℜm2−
(λ(x) + g(x, y(x)))
}
. (2.14)
Proposition 2.2 Let (x∗, y∗) ∈ ℜn × ℜm be a point around which f , h, g are twice continuously
differentiable. Suppose that Assumption A holds at y∗ for Problem (Px∗ ). Then every element in
AC(x
∗) is nonsingular.
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Proof. Let V ∈ AB(x
∗). Then there exists an element W ∈ ∂BΠℜm2−
(λ∗ + g(x∗, y∗)) such that
V =

∇2yyL(x
∗; y∗, µ∗, λ∗) Jyh(x
∗, y∗)T Jyg(x
∗, y∗))T
Jyh(x
∗, y∗) 0 0
(I −W)Jyg(x
∗y∗) 0 W
 .
Define
α = {i : gi(x
∗, y∗) = 0, λi > 0}, β = {i : gi(x
∗, y∗) = 0, λi = 0}, γ = {i : gi(x
∗, y∗) < 0, λi = 0}.
Hence W can be expressed as
W = Diag(w1, . . . ,wm2)
with
wi

= 0 i ∈ α,
∈ [0, 1] i ∈ β,
= 1 i ∈ γ.
Then V may be expressed as
V =

∇2yyL(x
∗; y∗, µ∗, λ∗) Jyh(x
∗, y∗)T Jygα(x
∗, y∗)T Jygβ(x
∗, y∗)T Jygγ(x
∗, y∗)T
Jyh(x
∗, y∗) 0 0 0 0
Jygα(x
∗y∗) 0 0 Wβ 0
(Iβ −Wβ)Jygβ(x
∗y∗) 0 0 0 0
0 0 0 0 I|γ|

.
For ξ1 ∈ ℜ
m, ξ2 ∈ ℜ
m1 ,ξ3 ∈ ℜ
|α|, ξ4 ∈ ℜ
|β| and ξ5 ∈ ℜ
|γ|, consider
V

ξ1
ξ2
ξ3
ξ4
ξ5

= 0.
or equivalently
∇2yyL(x
∗; y∗, µ∗, λ∗)ξ1 +Jyh(x
∗, y∗)T ξ2 +Jygα(x
∗, y∗)T ξ3
+Jygβ(x
∗, y∗)T ξ4 +Jygγ(x
∗, y∗)T ξ5 = 0,
Jyh(x
∗, y∗)ξ1 = 0,
Jygα(x
∗y∗)ξ1 = 0,
(I|β| −Wβ)Jygβ(x
∗y∗)ξ1 +Wβξ4 = 0,
ξ5 = 0,
which implies ξ5 = 0 and
∇2yyL(x
∗; y∗, µ∗, λ∗)ξ1 +Jyh(x
∗, y∗)T ξ2 +Jygα(x
∗, y∗)T ξ3 +Jygβ(x
∗, y∗)T ξ4 = 0,
Jyh(x
∗, y∗)ξ1 = 0,
Jygα(x
∗y∗)ξ1 = 0,
(I|β| −Wβ)Jygβ(x
∗y∗)ξ1 +Wβξ4 = 0.
(2.15)
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Without loss of generality, we assume that wi ∈ (0, 1] so that Wβ is nonsingular. From the fourth
row of (2.15),we have
ξ4 = −W
−1
β (I|β| −Wβ)Jygβ(x
∗, y∗)ξ1. (2.16)
From the second row and the third row, we have
Jyh(x
∗, y∗)ξ1 = 0,Jygα(x
∗, y∗)ξ1 = 0,
which implies ξ1 ∈ aff Cx∗ (y
∗). Substituting ξ4 of (2.16) in (2.15) and premultiplying ξ
T
1
to both
sides of the first row of (2.15), we obtain
ξT1∇
2
yyL(x
∗; y∗, µ∗, λ∗)ξ1 − ξ
T
1Jygβ(x
∗, y∗)TW−1β (I|β| −Wβ)Jygβ(x
∗, y∗)ξ1 = 0. (2.17)
Since TW−1
β
(I|β| −Wβ) is diagonal withWii = (1 − wi)/wi > 0, we have that this matrix is positively
definite, and
−ξT1Jygβ(x
∗, y∗)TW−1β (I|β| −Wβ)Jygβ(x
∗, y∗)ξ1 ≤ 0.
Therefore we obtain ξ1 = 0 from ξ1 ∈ aff Cx∗ (y
∗) and the strong second-order sufficient optimality
condition. Obviously we have ξ4 = 0. Substitute ξ1 = 0 and ξ4 = 0 to the first row of (2.15) and
using linear independence constraint qualification, we get ξ2 = 0 and ξ3 = 0. Therefore, matrix V is
nonsingular. The proof is complete. 2
Corollary 2.1 Let (x∗, y∗) ∈ ℜn×ℜm be a point around which f , h, g are twice continuously differ-
entiable. Suppose that Assumption A holds at y∗ for Problem (Px∗). Then every element in AB(x
∗)
is nonsingular.
Proof. Let V ∈ AB(x
∗). Then there exists an element W ∈ ∂BΠℜm2−
(λ∗ + g(x∗, y∗)) such that
V =

∇2yyL(x
∗; y∗, µ∗, λ∗) Jyh(x
∗, y∗)T Jyg(x
∗, y∗))T
Jyh(x
∗, y∗) 0 0
(I −W)Jyg(x
∗y∗) 0 W
 .
Define
α = {i : gi(x
∗, y∗) = 0, λi > 0}, β = {i : gi(x
∗, y∗) = 0, λi = 0}, γ = {i : gi(x
∗, y∗) < 0, λi = 0}.
There exists a partition of β, say (β1, β2), namely β1 ∪ β2 = β and β1 ∩ β2 = ∅, such that
W = Diag(w1, . . . ,wm2)
with
wi =
{
0 i ∈ α˜,
1 i ∈ γ˜,
where α˜ = α ∪ β1 and γ˜ = β2 ∪ γ. Then V may be expressed as
V =

∇2yyL(x
∗; y∗, µ∗, λ∗) Jyh(x
∗, y∗)T Jygα˜(x
∗, y∗)T Jygγ˜(x
∗, y∗)T
Jyh(x
∗, y∗) 0 0 0
Jygα˜(x
∗y∗) 0 0 0
0 0 0 I|γ˜|

.
The nonsingulairity of V can be proved in a similar way as in the proof of Proposition 2.2. 2
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Proposition 2.3 Let (x∗, y∗) ∈ ℜn × ℜm be a point around which f , h, g are twice continuously
differentiable. Suppose that Assumption A holds at y∗ for Problem (Px∗). Let δ0 > 0 be given in
Lemma 2.2. Then the set-valued mapping AB(x) (AC(x)) is upper semicontinuous at x
∗, and for
small δ ∈ (0, δ0), every element in AB(x) (AC(x)) is nonsingular when x ∈ B(x
∗, δ).
Proposition 2.4 Let (x∗, y∗) ∈ ℜn × ℜm be a point around which f , h, g are twice continuously
differentiable. Suppose that Assumption A holds at y∗ for Problem (Px∗). Let δ0 > 0, ε0 > 0 and
(y(·), µ(·), λ(·)) be given in Lemma 2.2. Then for x ∈ Bδ0(x
∗),
(i) The directional derivative of (y(·), µ(·), λ(·)) at x satisfies
y′(x; dx)
µ′(x; dx)
λ′(x; dx)
 ∈
−A(x,W)−1

∇2yxL(x; y(x), µ(x), λ(x))dx
Jxh(x, y(x))dx
(I −W)Jxg(x, y(x))dx
 : W ∈ ∂BΠℜm2− (λ(x) + g(x, y(x)))
 .
(2.18)
(ii) The B-subdifferential of (y(·), µ(·), λ(·)) at x satisfies
∂B

y
µ
λ
 (x) ∈
−A(x,W)−1

∇2yxL(x; y(x), µ(x), λ(x))
Jxh(x, y(x))
(I −W)Jxg(x, y(x))
 : W ∈ ∂BΠℜm2− (λ(x) + g(x, y(x)))
 .
(2.19)
(iii) Clarke generalized Jacobian of (y(·), µ(·), λ(·)) at x satisfies
∂

y
µ
λ
 (x) ∈
A(x,W)−1

∇2yxL(x; y(x), µ(x), λ(x))
Jxh(x, y(x))
(I −W)Jxg(x, y(x))
 : W ∈ ∂Πℜm2− (λ(x) + g(x, y(x)))
 .
(2.20)
Proof. It follows from (2.10), for dx ∈ ℜ
n that
∇2yxL(x; y(x), µ(x), λ(x))dx + ∇
2
yyL(x; y(x), µ(x), λ(x))y
′(x; dx)
+Jyh(x, y(x))µ
′(x; dx) − Jyg(x, y(x))
Tλ′(x; dx) = 0,
Jxh(x, y(x))dx +Jyh(x, y(x))y
′(x; dx) = 0,
Jxg(x, y(x))dx +Jyg(x, y(x))y
′(x; dx) − Π
′
ℜ
m2
−
(λ(x) + g(x, y(x)); λ′(x; dx)
+Jxg(x, y(x))dx +Jyg(x, y(x))y
′(x; dx)) = 0.
(2.21)
SinceΠℜm2−
is semismooth everywhere, we have from [12] that there exists an matrix W˜ ∈ ∂BΠℜm2−
(λ(x)+
g(x, y(x))) such that
Π
′
ℜ
m2
−
(λ(x) + g(x, y(x)); λ′(x; dx) +Jxg(x, y(x))dx +Jyg(x, y(x))y
′(x; dx))
= W˜[λ′(x; dx) +Jxg(x, y(x))dx +Jyg(x, y(x))y
′(x; dx)].
(2.22)
Substituting (2.22) into (2.21), we may rewrite (2.21) as
A(x, W˜)

y′(x; dx)
µ′(x; dx)
λ′(x; dx)
 = −

∇2yxL(x; y(x), µ(x), λ(x))dx
Jxh(x, y(x))dx
(I − W˜)Jxg(x, y(x))dx
 ,
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which implies (2.18).
We use (y(x); µ(x); λ(x)) to denote (y(x)T , µ(x)Tλ(x)T )T . Let D1(δ0) be the set of all differen-
tiable points of (y(x); µ(x); λ(x)) in Bδ0(x
∗) and D2(δ0) be the set of all differentiable points such
that λ(x)− g(x, (y(x)) > 0 in Bδ0(x
∗) (namely; the points at which Πℜm2−
is differentiable), and define
D(δ0) = D1(δ0) ∩ D2(δ0). For every V ∈ ∂B(y(x); µ(x); λ(x)), there exists a sequence x
k → x with
xk ∈ D(δ0) such that
Jx(y(x
k); µ(xk); λ(xk)) → V.
It follows from (2.10) and xk ∈∈ D(δ0) that
∇2yxL(x
k; y(xk), µ(xk), λ(xk)) + ∇2yyL(x
k; y(xk), µ(xk), λ(xk))Jy(xk)
+Jyh(x
k, y(xk))Jµ(xk) − Jyg(x
k, y(xk))TJλ(xk) = 0,
Jxh(x
k, y(xk)) +Jyh(x
k, y(xk))Jy(xk) = 0,
Jxg(x
k, y(xk)) +Jyg(x
k, y(xk))Jy(xk) − JΠℜm2−
(λ(xk) + g(xk, y(xk)))(Jλ(xk)
+Jxg(x
k, y(xk)) +Jyg(x
k, y(xk))Jy(xk)) = 0
or, equivalently,
J

y
µ
λ
 (xk) = −A(xk,Wk)−1

∇2yxL(x
k; y(xk), µ(xk), λ(xk))
Jxh(x
k, y(xk))
(I −Wk)Jxg(x
k, y(xk))
 (2.23)
with
Wk = JΠℜm2−
(λ(xk) + g(xk, y(xk))).
Let W = limk→∞W
k (or assume that W is an limit operator of Wk). Then W ∈ ∂BΠℜm2−
(λ(x) +
g(x, y(x))). Taking the limit in both sides of (2.23) as k → ∞, we obtain the result in (2.19). From
the definition of Clarke generalized Jacobian, we obtain (2.20) from (2.19). 2
Define
H(x,W) = A(x,W)−1

∇2yxL(x; y(x), µ(x), λ(x))
Jxh(x, y(x))
(I −W)Jxg(x, y(x))
 . (2.24)
Then we obtain the directional derivative, B-subdifferential and Clarke generalized subdifferential
of φ at x by the following corollary.
Corollary 2.2 Let (x∗, y∗) ∈ ℜn × ℜm be a point around which f , h, g are twice continuously dif-
ferentiable. Suppose that Assumption A holds at y∗ for Problem (Px∗). Let δ0 > 0, ε0 > 0 and
(y(·), µ(·), λ(·)) be given in Lemma 2.2. Then ϕ is locally Lipschitz continuous in Bδ0(x
∗) and for
x ∈ Bδ0(x
∗),
(i) The directional derivative of ϕ at x satisfies
ϕ′(x; dx) ∈ ∇xL(x; y(x), µ(x), λ(x))dx
−
{
∇y,µ,λL(x; y(x), µ(x), λ(x))
TH(x,W)dx : W ∈ ∂BΠℜm2−
(λ(x) + g(x, y(x)))
}
.
(2.25)
(ii) The B-subdifferential of ϕ at x satisfies
∂Bϕ(x) ∈ ∇xL(x; y(x), µ(x), λ(x))
−
{
H(x,W)T : W ∈ ∂BΠℜm2−
(λ(x) + g(x, y(x)))
}
∇y,µ,λL(x; y(x), µ(x), λ(x)).
(2.26)
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(ii) The Clarke generalized subdifferential of ϕ at x satisfies
∂ϕ(x) ∈ ∇xL(x; y(x), µ(x), λ(x))
−
{
H(x,W)T : W ∈ ∂Πℜm2−
(λ(x) + g(x, y(x)))
}
∇y,µ,λL(x; y(x), µ(x), λ(x)).
(2.27)
3 Optimality Conditions
Suppose that ϕ(x) is defined by (2.3). Then the constrained minimax problem (1.1) is locally
reduced to
min ϕ(x) = f (x, y(x))
s.t. x ∈ Φ ∩ Bδ0(x
∗),
(3.1)
where y(x) is a local minimizer of (Px) around y
∗ and Φ is defined by (1.2).
For x∗ ∈ Φ, the Mangasarian-Fromovitz constraint qualification is said to hold at x∗ the con-
straint set Φ if
(a) The set of vectors ∇H j(x
∗), j = 1, . . . , n1 are linearly independent;
(b) There exists a vector d¯ ∈ ℜn such that
∇H j(x
∗)T d¯ = 0, j = 1, . . . , n1,∇Gi(x
∗)T d¯ < 0, i ∈ I(x∗),
where I(x∗) = {i : Gi(x
∗) = 0, i = 1, . . . , n2}.
Define the critical cone of Problem (3.1) at x∗ is defined by
C(x∗) = {dx ∈ ℜ
n : JH(x∗)dx = 0;∇Gi(x
∗)Tdx ≤ 0, i ∈ I(x
∗);ϕ′(x∗; dx) ≤ 0}. (3.2)
We now derive necessary optimality conditions and second-order sufficient optimality condi-
tions for Problem (1.1) under Jacobian uniqueness conditions for (Px∗ ). In this case, the critical
cone C(x∗) can be expressed as
C(x∗) = {dx ∈ ℜ
n : JH(x∗)dx = 0;∇Gi(x
∗)Tdx ≤ 0, i ∈ I(x
∗);∇xL(x
∗; y∗, µ∗, λ∗)Tdx ≤ 0}. (3.3)
Theorem 3.1 (Necessary Optimality Conditions) Let (x∗, y∗) ∈ ℜn × ℜm be a point around which
f , h, g are twice continuously differentiable and H, G are twice continuously differentiable around
x∗. Let (x∗, y∗) be a local minimax point of Problem (1.1). Assume that the linear independence
constraint qualification holds at y∗ for constraint set Y(x∗). Then there exists a unique vector
(µ∗, λ∗) ∈ ℜm1 ×ℜm2 such that
∇yL(x
∗; y∗, µ∗, λ∗) = 0,
h(x∗, y∗) = 0,
0 ≥ λ∗ ⊥ g(x∗, y∗) ≤ 0.
(3.4)
For any dy ∈ Cx∗ (y
∗), we have that
〈∇2yyL(x
∗; y∗, µ∗, λ∗)dy, dy〉 ≤ 0. (3.5)
12
Assuming Problem (Px∗ ) satisfies Jacobian uniqueness conditions at (y
∗, µ∗, λ∗) and the Mangasarian-
Fromovitz constraint qualification holds at x∗ for the constraint set Φ, there exists (u∗, v∗) ∈ ℜn1 ×
ℜn2 such that
∇xL(x
∗; y∗, µ∗, λ∗) +JH(x∗)Tu∗ +JG(x∗)Tv∗ = 0,
H(x∗) = 0,
0 ≤ v∗ ⊥ G(x∗) ≤ 0.
(3.6)
The set of all (u∗, v∗) satisfying (3.6), denoted by Λ(x∗), is nonempty compact convex set. Further-
more, for every dx ∈ C(x
∗) where C(x∗) is defined by (3.3),
max
(u,v)∈Λ(x∗)

〈
n1∑
j=1
ui∇
2
xxH j(x
∗) +
n2∑
i=1
vi∇
2
xxGi(x
∗)
 dx, dx
〉
+
〈[
∇2xxL(x
∗; y∗, µ∗, λ∗) − N(x∗)TK(x∗)−1N(x∗)
]
dx, dx
〉
≥ 0,
(3.7)
where K(x) is defined by (2.6) and N(x) is defined by
N(x) =

∇2x,yL(x; y(x)µ(x), λ(x))
0
Jxh(x, y(x))
Jxg(x, y(x))
 . (3.8)
Proof. Since y∗ is a local minimizer of (Px∗) and the linear independence constraint qualification
holds at y∗ for the constraint set
Y(x∗) = {y ∈ ℜm : h(x∗, y) = 0, g(x∗, y) ≤ 0},
we may obtain the first-order and second-order necessary optimality conditions (3.4) and (3.5) from
[3]. Noting that x∗ is a local minimizer of the following problem
min ϕ(x) = f (x, y(x))
s.t. x ∈ Φ ∩ Bδ0(x
∗).
The Lagrange function of the above problem is
L(x, u, v) = ϕ(x) + uTH(x) + vTG(x).
It follows from [2] that there exist u∗ and v∗ such that
∇xL(x
∗, u∗, v∗) = 0,
H(x∗) = 0,
0 ≤ u∗ ⊥ G(x∗) ≤ 0.
(3.9)
Since the Mangasarian-Fromovitz constraint qualification holds at x∗ for the constraint set Φ, the
set of all vectors (u∗, v∗) satisfying (3.9) is a nonempty compact convex set. From the formula for
∇ϕ(x) in (2.4), we obtain (3.6) from (3.9) and Λ(x∗) is nonempty compact convex. It also follows
from [2] that the second-order necessary optimality conditions at x∗ can be expressed as
max
(u,v)∈Λ(x∗)

〈∇2ϕ(x∗) +
n1∑
j=1
ui∇
2
xxH j(x
∗) +
n2∑
i=1
vi∇
2
xxGi(x
∗)
 dx, dx
〉 ≥ 0, ∀dx ∈ C(x∗). (3.10)
From the expression of ∇2ϕ(x) in (2.5), we obtain (3.7) from (3.10). The proof is complete. 2
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Theorem 3.2 (Second-order Sufficient Optimality Conditions) Let (x∗, y∗) ∈ ℜn × ℜm be a point
around which f , h, g are twice continuously differentiable and H, G are twice continuously differ-
entiable around x∗. Assume that x∗ ∈ Φ and y∗ ∈ Y(x∗). Let (µ∗, λ∗) ∈ ℜm1 × ℜm2 . Suppose
that Problem (Px∗) satisfies Jacobian uniqueness conditions at (y
∗, µ∗, λ∗), Λ(x∗) , ∅, and for every
dx ∈ C(x
∗) \ ∅ (where C(x∗) is defined by (3.3)),
sup
(u,v)∈Λ(x∗)

〈
n1∑
j=1
ui∇
2
xxH j(x
∗) +
n2∑
i=1
vi∇
2
xxGi(x
∗)
 dx, dx
〉
+
〈[
∇2xxL(x
∗; y∗, µ∗, λ∗) − N(x∗)TK(x∗)−1N(x∗)
]
dx, dx
〉
> 0,
(3.11)
where K(x) is defined by (2.6) and N(x) is defined by (3.8). Then there exist δ1 ∈ (0, δ0), ε1 ∈ (0, ε0)
(where δ0 and ε0 are given by Lemma (2.1))and γ1 > 0,γ2 > 0 such that for x ∈ Bδ1(x
∗) ∩ Φ and
y ∈ Bε1(y
∗) ∩ Y(x∗),
f (x∗, y) + γ1‖y − y
∗‖2/2 ≤ f (x∗, y∗) ≤ sup
z∈Y(x)∩Bε0 (y
∗)
f (x, z) − γ2‖x − x
∗‖2/2, (3.12)
which implies that (x∗, y∗) a local minimax point of Problem (1.1).
Proof. As Jacobian uniqueness conditions hold at y∗ for Problem (Px∗), we know that the local
second-order descent condition holds for Problem (Px∗ ) at y
∗. Thus there exist γ1 > 0 and ε1 ∈
(0, ε0) such that
f (x∗, y) + γ1‖y − y
∗‖2/2 ≤ f (x∗, y∗), y ∈ Bε1(y
∗) ∩ Y(x∗).
From the formula for ∇ϕ(x) in (2.4) and the formula for ∇2ϕ(x) in (2.5), we have from the definition
(3.3) that
C(x∗) = {dx ∈ ℜ
n : JH(x∗)dx = 0;∇Gi(x
∗)Tdx ≤ 0, i ∈ I(x
∗);∇ϕ(x∗)Tdx ≤ 0},
which is just the critical cone of Problem (3.1), and (3.11) is the second-order sufficient optimality
condition for Problem (3.1). Then the second-order growth condition of Problem (3.1) holds at x∗
from [2]; namely, there exist γ2 > and δ1 ∈ (0, δ0) such that
ϕ(x∗) + γ2‖x − x
∗‖2/2 ≤ ϕ(x), x ∈ Bδ1(x
∗) ∩ Φ,
which combining the expression
ϕ(x) = sup
z∈Y(x)∩Bε0 (y
∗)
f (x, z)
yields
f (x∗, y∗) ≤ sup
z∈Y(x)∩Bε0 (y
∗)
f (x, z) − γ2‖x − x
∗‖2/2.
Therefore the inequalities in (3.12) are demonstrated. 2
In the following, we derive necessary optimality conditions for Problem (1.1) under Assump-
tion A for (Px∗ ). Define the outer approximation of ∂ϕ(x) by
∂˜ϕ(x) = ∇xL(x; y(x), µ(x), λ(x))
−
{
H(x,W)T∇y,µ,λL(x; y(x), µ(x), λ(x)) : W ∈ ∂Πℜm2−
(λ(x) + g(x, y(x)))
}
.
(3.13)
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Theorem 3.3 (First-order Necessary Optimality Conditions under Assumption A) Let (x∗, y∗) ∈
ℜn ×ℜm be a point around which f , h, g are twice continuously differentiable and H, G are contin-
uously differentiable around x∗. Let (x∗, y∗) be a local minimax point of Problem (1.1). Assume that
linear independence constraint qualification holds at y∗ for constraint set Y(x∗). Then there exists a
unique vector (µ∗, λ∗) ∈ ℜm1 ×ℜm2 such that
∇yL(x
∗; y∗, µ∗, λ∗) = 0,
h(x∗, y∗) = 0,
0 ≥ λ∗ ⊥ g(x∗, y∗) ≤ 0.
(3.14)
For any dy ∈ Cx∗ (y
∗), we have that
〈∇2yyL(x
∗; y∗, µ∗, λ∗)dy, dy〉 ≤ 0. (3.15)
Suppose that Problem (Px∗ ) satisfies Assumption A at (y
∗, µ∗, λ∗) and the Mangasarian-Fromovitz
constraint qualification holds at x∗ for the constraint set Φ. Then there exists (u∗, v∗) ∈ ℜn1 × ℜn2
and W ∈ ∂Πℜm2−
(λ∗ + g(x∗, y∗)) such that
∇xL(x
∗; y∗, µ∗, λ∗) − H(x∗,W)T∇y,µ,λL(x
∗; y∗, µ∗, λ∗) +JH(x∗)Tu∗ +JG(x∗)Tv∗ = 0,
H(x∗) = 0,
0 ≤ v∗ ⊥ G(x∗) ≤ 0,
(3.16)
where H(x,W) is defined by (2.24). The set of all (u∗, v∗) satisfying (3.16), denoted by Λ(x∗), is a
nonempty compact convex set.
Proof. Properties (3.14) and (3.15) are obvious from Theorem 3.1. Now we prove property (3.16).
It follows from Corollary 2.2 that ϕ is locally Lipschitz continuous, also directionally differentiable
in B(x∗, δ0). Thus we can easily get that 0 ∈ ℜ
n is an optimal solution to the following problem
mindx ϕ
′(x∗; dx)
s.t. d ∈ TΦ(x
∗),
(3.17)
where TΦ(x
∗) is the tangent cone of Φ at x∗. Since the Mangasarian-Fromovitz constraint qualifica-
tion holds at x∗ for the constraint set Φ, we have from [2] that
TΦ(x
∗) = {dx ∈ ℜ
n : JH(x∗)dx = 0,∇Gi(x
∗)Tdx ≤ 0, i ∈ I(x
∗)}. (3.18)
Since ∂ϕ(x∗) ⊂ ∂˜ϕ(x∗), from (2.25) and (2.27), we obtain
ϕ′(x∗; dx) ≤ max{v
Tdx : v ∈ ϕ˜(x
∗)} = δ∗(dx | ϕ˜(x
∗)). (3.19)
It follows from (3.18) and (3.19) and 0 ∈ ℜn is the minimizer of Problem (3.17), we have that
0 ∈ ℜn is the optimal solution to the following convex problem
mindx δ
∗(dx | ∂˜ϕ(x
∗))
s.t. ∇H j(x
∗)Tdx = 0, j = 1, . . . , n1,
∇Gi(x
∗)Tdx = 0, i ∈ I(x
∗).
(3.20)
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Noting that the Mangasarian-Fromovitz constraint qualification holds at x∗ for the constraint set
Φ, we have that Slater condition holds for convex optimization problem (3.20). Then, from the
optimality conditions for convex programming, we have that there exist u∗ and v∗
i
, i ∈ I(x∗) such
that
0 ∈ ∂˜ϕ(x∗) +JH(x∗)Tu∗ +
∑
i∈I(x∗)
v∗i∇Gi(x
∗). (3.21)
Therefore there exists W ∈ ∂Πℜm2−
(λ∗ + g(x∗, y∗)) such that (3.16) is satisfied. Now we prove by
contradiction thatΛ(x∗) is compact. Assuming that the set is unbounded, there there exist a sequence
Wk∂Πℜm2−
(λ∗ + g(x∗, y∗)), uk and vk such that (Wk, uk, vk) satisfies (3.16) and ‖(uk, vk)‖ → ∞. Let
(u¯k, v¯k) = (uk, vk)/‖(uk, vk)‖ and without loss of generality assume that (u¯k, v¯k) → (u¯, v¯). Thus we
have
∇xL(x
∗; y∗, µ∗, λ∗)/‖(uk, vk)‖ +JH(x∗)T u¯k +JG(x∗)T v¯k = 0,
H(x∗) = 0,
0 ≤ v¯k ⊥ G(x∗) ≤ 0.
(3.22)
Taking the limit of (3.22) as k → ∞, we obtain
JH(x∗)T u¯ +JG(x∗)T v¯ = 0,
H(x∗) = 0,
0 ≤ v¯ ⊥ G(x∗) ≤ 0.
(3.23)
The system (3.23) implies u = 0 and v = 0 from the Mangasarian-Fromovitz constraint qualification,
this contradicts with ‖(u¯, v¯)‖ = 1. The proof is complete. 2
4 Some Concluding Remarks
In this paper, we have successfully extended the definition of local minimax point from uncon-
strained minimax optimization problems. to constrained minimax optimization problems. By an-
alyzing Jacobian uniqueness conditions for the lower-level maximization problem and the strong
regularity of Karush-Kuhn-Tucker conditions of the maximization problem, we provided both nec-
essary optimality conditions and sufficient optimality conditions for the local minimax points of
constrained minimax optimization problems, see Theorems 3.1-3.3.
As the current study is theoretical, we are looking for more applications of the constrained
minimax optimization problems in modern machine learning and also traditional research areas in
future. Furthermore, it remains under investigation how to design numerical algorithms which can
converge to a local minimax point of constrained minimax optimization problems.
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