ABSTRACT. We give a statement on extension with estimates of convex functions defined on a linear subspace, inspired by similar extension results concerning metrics on positive line bundles.
INTRODUCTION
The aim of this paper is to prove the following theorem on extension with estimates of convex functions. One motivitation for studying this extension problem comes from the analogy with certain extension problems in complex analytic geometry, in particular the problem of invariance of plurigenera, see e g [5] and [3] . In these complex analytic extension problems one seeks to extend holomorphic sections to certain line bundles from hypersurfaces in a bigger manifold. The main point in the proofs is to extend a positively curved metric on the line bundle, initially defined only over the hypersurface, to a positively curved metric over the ambient manifold. The analogy to the situation discussed in the theorem lies in the parallellism between positively curved metrics and convex functions on R n . The convex situation is however (and of course) much simpler and allows for more complete results, and no theorem as precise as theorem 1.1 is known in the complex analytic setting. The theorem can also be viewed as a generalization of Prekopa's theorem, [4] , [2] , which says that the functionφ defined by
is convex. Indeed, Prekopa's theorem says that if the function ψ is identically equal to zero, then we may take Ψ(t, x) =φ(t).
It is not hard to see that, conversely, the case ψ = 0 in theorem 1 implies Prekopa's theorem. This is so because, since Ψ(t, x) is convex with respect to all the variables,
is also convex, and satisfies (1.2) as well. Hencẽ
with equality for t = 0. In particular, the graph ofφ has a supporting hyperplane at the origin. Replacing t = 0 by any other value of t, we see thatφ is convex.
In the next section we will prove Theorem 1 by a reduction to the case of ψ = 0. We will also give a simple corollary on the convexity with respect to parameters of a certain extremal convex function.
I would like to thank Mihai Pȃun for many very stimulating discussions on these matters. As mentioned above this little note was inspired by (joint work with him on) similar extension problems for positive metrics on line bundles. Thanks also to the Mittag-Leffler institute where this work was carried out.
PROOF OF THEOREM 1
To avoid some issues of convergence we will first prove a version of Theorem 1 where, instead of integrating over R n , we integrate over a ball B R in R n of radius R and center 0. Let us call a function ψ convex in B R "good", if ψ satisfies the conclusion of Theorem 1 for any choice of φ, convex in {|t| < R|} × B R . More precisely, ψ is good if for any convex function φ in {|t| < R|} × B R such that
there is a convex extension Ψ(t, x) such that
for all t with |t| < R.
By the discussion in the introduction, the function ψ which is identically equal to 0 is good -this is one way of stating Prekopa's theorem. We next claim that any affine ψ(x) = a · x + b is also good. To see this, write
Since 0 is good there is a function Ψ(t, x), (or actually Ψ(t)), such that Ψ(0, x) = 0 and
Then clearly Ψ(t, x) + a · x + b extends ψ = a · x + b and satisfies the required estimate.
The next step is to note that if ψ ξ (x) are good for any ξ in R n , then ψ defined by
where µ is a positive measure, is also good. This is evident since Ψ defined by
The main step of the proof involves Hölder's inequality. We claim that if ψ is good and λ ≥ 1, then ψ/λ is good. This is proved by an iterative procedure, imitating an argument from [1] . We can first clearly find an extension Ψ 0 (t, x) of ψ such that
for some finite constant A. This is at least clear if we shrink R slightly, since we may then take Ψ 0 independent of t. Write
Since ψ is good, there is a convex extension Ψ 1 with
By Hölder's inequality with exponents λ and λ/(λ − 1)
If A > 1 this is strictly smaller than A. Iterating the procedure we get extensions Ψ k of ψ with corresponding integrals bounded by
A simple compactness argument shows then that a limit of a subsequence of Ψ k satisfies the desired estimate.
With this, we can at last prove that any convex function ψ in R n is good. Let ψ * be the Legendre transform ψ * (ξ) = sup
Then, by the involutivity of the Legendre transform
as λ tends to infinity, where
By the arguments above, each ψ λ /λ is good, so by a simple passage to the limit, ψ is good. Finally, we can let R tend to infinity, so the theorem is proved.
AN EXTREMAL CONVEX FUNCTION
Given a convex function φ on R n we put
We then have the following corollary to Theorem 1.1.
where E x indicates that E is taken with respect to the x-variable for t fixed. Thenφ is convex.
Let us show how the Corollary follows from Theorem 1.1. It is enough to show that for any point p = (t 0 , x 0 ) there is a convex function φ p such that φ p ≤φ, with equality at p. (That implies that the graph ofφ has a supporting hyperplane at every point.) Assume without loss of generality that p = 0, and let ψ(x) be a function realising the supremum, so that ψ(0) =φ(0, 0), and e ψ(x)−φ(0,x) dx ≤ 1.
By Theorem 1.1 there is a convex function Ψ(t, x) such that Ψ(0, x) = ψ(x) and e Ψ(t,x)−φ(t,x) dx ≤ 1, for any t. Then
Ψ(t, x) ≤φ(t, x)
for any (t, x) with equality at the origin. This finishes the proof.
