The general elliptic matrices are investigated.
The present paper is concerned with the matrices in gn; some results may be regarded as a generalization of M. Fiedler's work in [l] . In Section 2 we shall explore the general properties of matrices in gn. Their principal submatrices and the signs of coefficients of the eigenpolynomials will be considered in Section 3, in which we shall also establish the Smith's result that a simple connected graph is complete k-partite if and only if it has exactly one positive eigenvalue.
LEMMA 1.1.
Given an n X n Hermitian matrix A = (ajj>, then A is unitarily similar to a matrix each of whose muin diagonal entries is equal to
(l/n) tr A.
Proof.
We shall use induction on n. For n = 2, in case a,, # az2, let B = (bij) = (coo;
We have bl, = a,, cos2 0 -2 Re aI2 cos 8 sin 0 + up2 sin' 0, b,, = a,, sin" 8 + 2 Re aI2 cos 8 sin 0 + a22 cos2 0.
Setting b,, = b,,, this leads to (an -a22) cos28 = 2Re al2 sin28, and yields the following: e = ij arctan 2 Re aI2
-a22
This implies that the assertion is true for n = 2. Supposing that it is valid for II -1. we are to consider the case for II. Let Proof. The proof of the first part may be found in [2] , and the second follows because the companion matrix of p(z) is a nonnegative matrix of order n. W
THE MATRICES IN %n
We shall first present some properties of matrices in gn. For a special case, this yields some related results considered in [I], LEMMA 2.1. The determinant of a nonsingular matrix A ~5~ has sign (-1y-l.
Proof.
Noticing that the determinant is the product of the eigenvalues, the validity is trivial.
??
THEOREM 2.2. Let m, n be integer numbers, m < n. lf A = (aij) E%,, and a,, > 0, i = 1,2,. . . , n, then every m X m principal submatrix, say A rnxrn, of A either belongs to gm or is zero. In particular, if a,, > 0, i = 1,2 ,..., n, thenA,,, ~2~.
In view of the interlacing theorem, every nonzero (n -1) X (n -1) principal submatrix of A ~3~ has at most one positive eigenvalue.
On the other hand, its trace being nonnegative, it has at least one such eigenvalue. The rest follows by induction.
THEOREM 2.3. Let A = (aij) EP~, n > 2, have all diagonal entries nonnegative and all off-diagonal entries diflerent from zero. Then there exists a diagonal matrix &ag(a,, s2, . . . , *.
s,), with si = 1 or -1, such that SAS E Proof. The case n = 2 is obvious. Let n > 3; for 1 < i < j, we consider the principal minor with indices 1, i, j. Proof. The assertion is trivial for n = 2. For the case n = 3, by Theorem 2.2, we have
a31 '32 a33
It is then easy to see the validity of the assertion by following the proof of As considered above, we obtain then ups = 0. Continuing this procedure, we find, at last, that the matrix A has the property that either the pth and qth rows are proportional or the p th row is zero. 
The matrix A, is unique up to a .simultaneous permutation of rows and columns.
Conversely, if A, E%
has rank r and if D is a normalized n X t diagonal matrix and P an n X n permutation matrix, then A from (1) is an elliptic matrix in S$ with rank r.
Proof.
This theorem can be proved by using Corollary 2.7, Lemma 2.5, 0, then since all the principal minors of p X p have same sign ( -l)P-' (if not zero>, up = 0 implies that they are all zeros. Suppose that A, + i is a principal submatrix of order p + 1 of B, and A, is a principal submatrix of A p+ i. Noticing that both A, and A, + 1 are elliptic, we know that A, + 1 has an eigenvalue equal to zero by the interlacing theorem. Therefore, we obtain that all the principal minors of order p + 1 are zeros, and consequently, we have that up = up+ 1 = ... = a,. = 0. But a, > 0. This is a contradiction. 
Since A E TI, by the interlacing theorem we know that any principal submatrix of A is negative semidefinite. This states that the eigenpolynomial of A is given by DEFINITION. We call a simple connected graph elliptic of rank r if its adjacency matrix is elliptic and has rank r.
As an application of the previous results, we now give Smith's results (see [4, p. 163, Theorem 6.71) .
A simple graph of order n is complete k-partite if and only if it is an elliptic graph of rank k.
The "only if" part: Since we may assume that the adjacency matrix of a complete k-partite graph is given by The "if" part: Let the adjacency matrix of an elliptic graph be B; then it is readily seen that, by Lemma 2.5, there exists a permutation matrix P such that PTBP = A, where A is given by (2). This implies that such an elliptic graph and a complete k-partite graph are isomorphic. ??
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