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EXTENSION OF THE GRADIENT BOOSTING
ALGORITHM FOR JOINT MODELING OF
LONGITUDINAL AND TIME-TO-EVENT DATA
COLIN GRIESBACH, ANDREAS MAYR, AND ELISABETH WALDMANN
Abstract. In various data situations joint models are an efficient tool
to analyze relationships between time dependent covariates and event
times or to correct for event-dependent dropout occurring in regression
analysis. Joint modeling connects a longitudinal and a survival sub-
model within a single joint likelihood which then can be maximized
by standard optimization methods. Main burdens of these conventional
methods are that the computational effort increases rapidly in higher di-
mensions and they do not offer special tools for proper variable selection.
Gradient boosting techniques are well known among statisticians for ad-
dressing exactly these problems, hence an initial boosting algorithm to
fit a basic joint model based on functional gradient descent methods has
been proposed. Aim of this work is to extend this algorithm in order to
fit a model incorporating baseline covariates affecting solely the survival
part of the model. The extended algorithm is evaluated based on low
and high dimensional simulation runs as well as a data set on AIDS pa-
tients, where the longitudinal submodel models the underlying profile of
the CD4 cell count which then gets included alongside several baseline
covariates in the survival submodel.
Introduction
Joint models turned out to be a powerful approach to analyzing data
where event times are measured alongside a longitudinal outcome and were
first suggested by Wulfsohn and Tsiatis [29]. When dealing with such a very
common data structure, one naive approach would be separate modeling, i.e.
fitting some suitable longitudinal model and in addition a Cox regression for
event times. The disadvantages of this approach are that separate modeling
neither corrects for event-dependent dropout in longitudinal analysis, nor
quantifies the relation between a time-dependent covariate and the risk for
an event in survival analysis which has been shown based on simulations by
Guo and Carlin [7]. To overcome these issues, various modeling approaches
have been proposed, e.g. the extended Cox model including time-dependent
covariates or two stage approaches, where longitudinal models are fit in or-
der to carry out survival analysis. These approaches however happen to
produce biased results like Rizopoulos [20] and Sweeting [22] showed for the
extended Cox model, respectively the two stage approach. The solution is
combining both the survival and longitudinal submodel within one single
joint likelihood. An introduction for this joint modeling framework can be
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EXTENDING JOINT MODELS FOR GRADIENT BOOSTING 2
found in [20] including the JM package discussed in Rizopoulos [19]. Fur-
thermore Tsiatis and Davidian [24] give a summary of joint model evolution
up to 2004.
One main drawback in current joint modeling estimation approaches is
that they are inappropriate for high dimensional data, especially when the
number of covariates exceeds the number of observations, and lack clear
strategies to address variable selection properties. Thus, Waldmann et al.
[27] proposed an estimation procedure based on gradient boosting tech-
niques. Evolved from machine learning as an approach to classification
problems initially proposed by Freund and Schapire [6], gradient boosting
can be seen as conventional gradient descent techniques transferred into
function space. This connection between boosting and functional gradient
descent was first discovered by Breiman [2, 3]. For a general summary of
the statistical perspective on boosting, see Bu¨hlmann and Hothorn [4], for
theoretical convergence results using specific loss functions Bu¨hlmann and
Yu [5].
Based on the work by Waldmann et al. [27] it is for the first time pos-
sible to estimate and select high dimensional joint models with respect to
minimizing the prediction error. However, their initial joint model boost-
ing approach did not include baseline covariates exclusively for the survival
submodel. Aim of this work is to extend the discussed algorithm by in-
corporating another boosting step focusing solely on the newly introduced
survival predictor, as well as updating and improving the simulation method
by a different approach to generate event times.
The remainder of this paper is structured as follows: Section 1 gives a
detailed description of the considered joint model, while boosting in gen-
eral and the extended boosting algorithm for joint models are discussed in
Section 2. Sections 3 and 4 deal with applying the algorithm to different
setups of simulated data as well as to the AIDS dataset included in the JM
package (see Abrams et al. [1]). Finally the results and possible extensions
are discussed.
1. The Joint Model
In the following we will give a detailed description of the two submodels
in order to formulate the joint likelihood function.
Suppose we have n ∈ N individuals with ni longitudinal measurements
per individual i = 1, . . . , n. The longitudinal part has the form
yij = ηl(xlij) + ηls(xlsi, tij) + εij ,
where yij denotes the jth longitudinal outcome of the ith individual. The
longitudinal predictor ηl includes linear functions of pl ∈ N possibly time-
varying covariates and an intercept, thus ηl(x) = β0 + β
T
l x with (β0, βl) ∈
Rpl+1. The shared predictor ηls contains in addition to linear functions of
pls ∈ N time-constant covariates also individual specific random effects and
a fixed linear time effect. Hence we have ηls(x, t) = γ0 + β
T
lsx + (βt + γ1)t
with (βls, βt) ∈ Rpls+1 and γ0, γ1 ∈ R. The error terms εij are assumed to
follow a normal distribution with E[εij ] = 0 and Var(εij) = σ2 > 0.
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The survival model is given by the hazard function
λi(t|ηs, ηls, α, λ0) = λ0 exp(ηs(xsi) + αηls(xlsi, t))
with ηs(x) = β
T
s x, βs ∈ Rps denoting linear functions of ps ∈ N covariates
fixed in time and a baseline hazard λ0 chosen to be constant. Furthermore
the α-scaled shared predictor introduced in the longitudinal model reappears
in the survival part. Thus α, also called the association parameter, quantifies
the relation between the two submodels.
Now we can formulate the log-likelihood. Let Ti denote the event time
of individual i with censoring indicator δi and introduce the vectors y and
(T , δ) as the collection of all longitudinal and survival measurements. Set
the parameter vector to be ϑ := (β0, βl, βs, βls, βt, α, λ0, σ
2), so we can cal-
culate the log-likelihood
`(ϑ|y,T , δ)
=
n∑
i=1
{
ni∑
j=1
(
− log(
√
2piσ2)− 1
2σ2
(
yij − ηl(xlij)− ηls(xlsi, tij)
)2)
+ δi
(
log λ0 + ηs(xsi) + αηls(xlsi, Ti)
)
− λ0
∫ Ti
0
exp
(
ηs(xsi) + αηls(xlsi, u)
)
du
}
,
(1.1)
since the error terms εij are normal distributed. Observe ϑ ∈ Rpl+ps+pls+3×
(0,∞)2 =: Θ so ` can be seen as a mapping ` : Θ→ R. We are interested in
the maximum likelihood estimator
ϑˆ := arg max
ϑ∈Θ
`(ϑ|y,T , δ) (1.2)
for given longitudinal data y and event times (T , δ). This maximization
is achieved via component-wise gradient boosting methods discussed in the
following section.
2. Methods
In this section we give a brief overview on the concept of gradient boosting
in general and then focus on developing an approach for the class of joint
models with regards to the problem proposed in formula (1.2).
2.1. Componentwise Gradient Boosting. Though having its roots in
machine learning as an approach to classification problems [6], from a mathe-
matical point of view, gradient boosting can be seen as conventional steepest
descent algorithms transformed into function space [2, 3, 14]. If we want to
minimize a function f : Rn → R one basic iterative method is to compute
the negative gradient -∇f evaluated at the current position. We then walk
the by -∇f indicated direction for a specific steplength ν to receive a new
value and eventually converge into a local minimum of the cost function f .
So we have
xnew = xold − ν∇f(xold), (2.1)
where the optimal ν is usually chosen via line search methods, see e.g. [28].
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This idea remains the same for gradient boosting. We are now interested
in finding an optimal predictor function η that minimizes a pre-chosen loss
function ρ between the evaluation of the predictor at the specific covariates
η(x) and the given data y. Popular examples for this loss function are the
euclidean distance or the negative likelihood. The task is now to find an
optimal function η which minimizes the functional ρ(y, η(x)). In addition
the predictor η(x) is split into several baselearners η(x) = h1(x) + · · · +
hp(x). Usually one baselearner models the effect of one single covariate;
e.g. baselearners in a regular linear regression model would take the form
hr(xr) = βrxr as the linear effect of the rth covariate.
For componentwise gradient boosting it is crucial to compute the func-
tional derivative
u =
∂ρ
∂η
(y, η(x))
in order to fit the single baselearners h1, . . . , hp separately to the negative
gradient −u. This can be seen as an approximation of the gradient in order
to obtain a steepest descent update in analogy to formula (2.1). Now only
the best performing baselearner h∗ is updated to receive the new predictor
ηnew(x) = ηold(x) + νh
∗(x).
The steplength ν = cν∗ is chosen as the optimal ν∗ to minimize the loss
function ρ but shrunken by a constant factor c < 1 in order to give every
baselearner an equal chance to be picked and avoid overfitting. Since the
optimal steplength for gradient boosting methods using the euclidean dis-
tance in fact equals 1, in the literature a famous choice for the shrunken
steplength is ν = 0.1. Gradient boosting techniques are also capable of han-
dling smooth effects, see Schmid and Hothorn [21]. A wide class of models
and baselearners is included in the R package mboost available on CRAN, a
tutorial to mboost can be found in [13].
2.2. Boosting Joint Models. We now want to formulate the explicite
algorithm for optimizing the likelihood (1.1) and give a detailed description.
The algorithm in appendix is the proposed algorithm to carry out gradient
boosting for joint modeling. The implementation of the algorithm as well
as the simulation function discussed in the next section are provided with
the new R add-on package JMboostE which source code is hosted openly on
http://www.github.com/cgriesbach/JMboostE.
Since both sub-models contain different, but not disjunct compositions of
the predictors ηl, ηs and ηls, a seperate boosting step for every sub-model
would not work out. Thus the general concept is to create an outer loop, in
which every predictor is boosted separately. In a fourth step, the parameters
α, λ0 and σ
2 are updated according to the current likelihood. This approach
is an extension of boosting methods in multiple dimensions including nui-
sance parameters discussed in [15]. Since the exact sequence of substeps in
the three main iterations is basically the same, we give a general explanation
instead of carrying out every single step.
Initializing base-learners. Although the computation of the gradient
depends on the exact definition of the base-learner functions h•1, . . . , h•p• ,
there are no restrictions to their specific form. Yet it is necessary to account
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for the different degrees of freedom as e.g. non-linear base-learners approxi-
mated via splines have a higher chance to be picked in the variable selection
process otherwise as discussed in Hofner et al. [12]. In addition note, that
the random effects are formulated as a single base-learner appearing in the
step for the longitudinal predictor and are updated all at once, if selected.
Computing the gradient. Primary goal in every boosting iteration is
computing the gradient u as the functional derivative of the loss function
with regard to the current predictor. This gradient indicates the direction
which the base learners need to be fit to in order to obtain the optimal
update. Since we have chosen the negative log-likelihood −` as our loss
function ρ, the gradient for the survival part takes the form
us = − ∂ρ
∂ηs
=
∂`
∂ηs
=
(
δi − λ0 exp(ηs)exp(αηls(·, Ti))− exp(αηls−ti)
α(βt + γ1)
)
i=1,...,n
,
(2.2)
where ηls−t(x) = γ0 + β˜Tlsx denotes the time-independent part of the shared
predictor. A detailed derivation of formula (2.2) can be found in the Ap-
pendix. For the shared predictor a straight forward computation leads to
the desired gradients as well. An explicit formulation can be found in the
algorithm, the Appendix of [27] shows the calculation.
Stopping iterations. Main tuning parameter for the algorithm are the
stopping iterations ml, ms and mls. Since the single predictors are updated
separately, the best working triple (m∗l ,m
∗
s ,m
∗
ls) has to be found. This is
done via cross validation where the coefficients are fit to a set of training
data, while the evaluation of the different choices for the stopping iterations
is performed on the remaining individuals. The training and test datasets
are received by splitting the data randomly in different subsets.
Steplengths. Boosting three predictor functions not only leads to three
different upper boundaries for the number of total iterations, but also to
three different choices for the steplength in each updating scheme. For
the steplengths used in the longitudinal and shared predictor we use the
established steplength νl = νls = 0.1 mentioned in the previous section.
The steplength of the survival submodel is chosen to be νs = 0.3 since the
algorithm needs more iterations to converge into the overall maximum of the
survival likelihood. This choice is of course not compulsory as lowering the
weakness of the learner technically reduces estimation accuracy. One has to
find a reasonable choice for νs with respect to a feasible computational effort
and minimal trade-off between computation time and quality of the results.
Time and random effects. Although the time and random effects are
part of the shared predictor ηls they are estimated solely on longitudinal data
alongside with the predictor ηl. Since it has been shown in [9] that gradient
boosting is not capable of handling time effects in survival analysis, this
choice is substantial for the estimates’ reliability. They nevertheless have an
important impact on the joint model through their α-scaled appearance in
the hazard function.
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3. Simulation
In order to evaluate the method proposed in Section 2, we wrote a sim-
ulation algorithm which simulates data in context of the scenario discussed
in Section 2. The simulation evolved from the approach described in the
Appendix of [27] but comes with some crucial changes in the part where
event-times are generated. This leads to bias reduction, as the representa-
tion of the true distribution of event times is more accurate.
3.1. Data generation. The algorithm in Appendix B briefly describes the
method to simulate data joint modeling is suitable for. We now want to give
a detailed description to the single steps.
Time points. The setup simulates a survey over ni years where every
individual attends the survey randomly once a year. The first longitudinal
measurement time is set ti1 = 0 to avoid missing not at random censoring,
which would occur by ignoring extremely quick occurring events completely.
Covariate matrices. We have X l ∈ MatR(n ·ni, pl) and X ls ∈ MatR(n ·
ni, pls) where the first column of X l is the unit vector 1 and the last column
of X ls the time vector t with respect to the design of βl and βls. Note that
although containing data for multiple longitudinal time points, X ls only
inherits time independent covariates. For the survival covariates we have
Xs ∈ MatR(n, ps)
Event times. The event times (T , δ) are generated via inversion sam-
pling. Given the distribution function F (t) = P (T < t) of the event times,
we can generate event times with distribution function F by drawing uni-
formly distributed random numbers ui ∼ U([0, 1]) and setting Ti = F−1(ui).
The inverse F−1 has a closed form solution and can be obtained via a straight
forward computation. We consider an event time as censored, if it exceeds
the last longitudinal measurement time, since this indicates the end of the
survey and the individual is not longer under observation.
3.2. Results. Overall, we considered two different simulation setups. One
low dimensional situation mimicking a more common dataset and one high
dimensional to evaluate performance in cases where p > n · ni holds.
In both cases two different data sets were generated, training data with
n = 500 and test data with n′ = 1000 individuals. In the first step a model
was fit to the training data, while the test data was used to evaluate this
model’s performance. Fitting and evaluating the model was done via grid
search. Based on a three dimensional grid containing possible triples of stop-
ping iterations, a model was fit to the training data for each of those triples.
The parameter estimates were then used to compute the overall likelihood
function (1.1) for the test data, in order to evaluate the performance of every
predefined triple of stopping iterations.
We used the grids {60, 90, . . . , 300}3 and {25, 50, . . . , 175}3 for the low and
high dimensional setup each. In both cases the selected stopping iterations
did not exceed the grid, which means they did not concentrate on the upper
boundary for any predictor. Tables 1 and 2 summarize the estimates of the
single coefficients as well as the parameters α, λ0 and σ
2 for both simulation
runs S1 (low dimensional) and S2 (high dimensional), which are discussed
EXTENDING JOINT MODELS FOR GRADIENT BOOSTING 7
Table 1. Coefficient estimates
β0 βl1 βl2
Truth 2 1 -2
S1 (sd) 2.006 (0.012) 0.996 (0.009) −1.997 (0.008)
S2 (sd) 2.007 (0.017) 0.994 (0.010) −1.995 (0.010)
βs1 βs2 βs3
Truth −1 2 1
S1 (sd) −0.916 (0.090) 1.822 (0.105) 0.906 (0.087)
S2 (sd) −0.701 (0.092) 1.492 (0.084) 0.693 (0.080)
βls1 βls2 βt
Truth 1 −2 2
S1 (sd) 1.000 (0.007) −1.999 (0.007) 1.980 (0.029)
S2 (sd) 0.986 (0.016) −1.983 (0.020) 1.972 (0.045)
in more detail in the following two subsections. The variable selection prop-
erties are depicted in Table 3 where TP/FP stands for true/false positive
indicating the rate of correctly/incorrectly picked variables.
3.2.1. Simulation 1: Low dimensional setting. For the first simulation n =
500 individuals with ni = 5 longitudinal measurements per individual were
simulated. We chose the coefficients
βl :=
 21
−2
 , βs :=
−12
1
 , βls :=
 1−2
2
 ,
where the first component of βl is the intercept β0 and the last component
of βls the time effect βt. The remaining parameters were set as
α := 0.5, λ0 := 0.1, σ
2 := 0.1.
Furthermore we added 15 non-informative covariates, six in each predictor,
leading to 24 covariates overall. The coefficient estimates of 100 simulation
runs in total can be seen in Figure 1. The estimates are very close to the real
values, which also holds for the remaining parameters. The coefficients of
the survival predictor ηs experience shrinkage which leads to a tiny trade-off
between α and λ0. The mean stopping iterations for each predictor are
ml = 150.6, ms = 260.7, mls = 176.1
(averaged over all 100 simulation runs). However, in a low dimensional setup
false positive rates tend to be higher, in particular non-informative covariates
Table 2. Estimates for α, λ0 and σ
2
α λ0 σ
2
Truth 0.5 0.1 0.1
S1 (sd) 0.469 (0.038) 0.133 (0.025) 0.093 (0.003)
S2 (sd) 0.412 (0.033) 0.217 (0.030) 0.090 (0.006)
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Table 3. Variable selection properties
TPl FPl TPs FPs TPls FPls
S1 1.00 0.012 1.00 0.598 1.00 0.990
S2 1.00 0.013 1.00 0.035 1.00 0.022
ll
l
l
l
l
−
2
−
1
0
1
2
βl βs βls
Figure 1. Coefficient estimates for 100 runs in Simulation
1 - thick lines indicate true values
are selected at a rate of 59.8% in the survival and 99.0% in the shared
predictor. Because of the design of gradient boosting algorithms, which
focuses on predictive risk minimization rather than variable selection, these
methods tend to have higher false positive rates in low dimensional settings.
Since the random effects are boosted alongside the longitudinal predictor,
the algorithm tends to pick these instead of non-informative longitudinal
covariates, hence we have a false positives rate of 1.2% in this case. True
positives, on the other hand, are recognized 100% of the time.
3.2.2. Simulation 2: High dimensional setting. In the high dimensional setup
we used the same parameters as S1 discussed in section 3.2.1 but now with
731 non-informative covariates per predictor overall leading to p = 2202.
Technically, up to n · ni = 2500 longitudinal measurements are thinkable,
but since the death of individuals leads to removal of the remaining values,
the case p < n · ni is highly unlikely and never occurred in the simulations,
hence the number of covariates exceeded the number of measurements in
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l
l
l
l
l
l
l
l
α λ0 σ2
0.
1
0.
5
Figure 2. Parameter estimates for α, λ0 and σ
2 in Simula-
tion 1 - thick lines indicate true values
every single simulation run. The coefficient estimates are visualized in Fig-
ure 3. The coefficients in ηs experience higher shrinkage than in the low
dimensional case, which also increases the trade-off between α and λ0, see
Table 1. This is due to the fact, that the loss function of the survival part
has a higher complexity than the quadratic loss appearing in the longitu-
dinal part. The coefficients in the shared predictor on the other hand are
not shrunken. The shared gradient uls is mainly driven by the quadratic
loss, since the longitudinal measurements clearly outrun the survival data
in numbers. Variable selection performs way better in the high dimensional
setup. While informative variables are picked 100% of the time, false posi-
tives occur at rate 1.3% in the longitudinal, 3.5% in the survival and 2.2%
in the shared predictor. The averaged stopping iterations are
ml = 148.5, ms = 157.75, mls = 145.5.
The low value of ms compared to the low dimensional setup explains the
relatively high shrinkage in the survival predictor.
4. Example with AIDS data
We test our boosting algorithm with the AIDS dataset consisting of 467
patients with advanced human immunodeficiency virus infection during an-
tiretroviral
treatment in Abrams et al. [1]. Aim of the study was to compare two an-
tiretroviral drugs indexed by ddC and ddI with respect to survival time. Af-
ter study entry, patients had several follow-ups after 2, 6, 12 and 18 months
where amongst other things the CD4 cell count was recorded. By the end
of the study, 188 (40.26%) of the patients had died. In addition we have the
baseline covariates gender, prev (whether or not they had acquired immun-
odeficiency syndrome) and azt (whether some previous treatment failed or
the patient was immune). More details regarding the study can be found
in [1], the dataset itself is quiet popular and included in various R packages,
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l
−
2
−
1
0
1
2
βl βs βls
Figure 3. Coefficient estimates for 100 runs in Simulation
2 - thick lines indicate true values
e.g. JM. Since the CD4 cell count is a time-varying covariate, we formulate
the following joint model
yij = β0 + βtt+ γ0i + γ1it+ βls · ddIi + εij
= mi(t) + εij ,
λi(t) = λ0 exp(αmi(t)
+ βs1 · genderi + βs2 · azti + βs3 · previ)
as we are interested in investigating the association between a time-dependent
marker and the instantaneous risk for the death. To ensure the model con-
tains random effects, we start with a random intercept estimated via max-
imum likelihood and γ
[0]
1i = 0, i = 1, . . . , n. The grid search was done
with equally picked steplengths νl = νs = νls = 0.1 on the grid defined by
ml ∈ {20, 40, . . . , 200}, ms ∈ {30, 60, . . . , 300} and mls ∈ {15, 30, . . . , 150},
since in the case (200, 300, 150) convergence of the model would have been
obtained. This leads to a total of 1000 estimated models where the best
performing triple based on 10 fold cross validation is
ml = 20, ms = 300, mls = 120.
The coefficient paths of the survival model with this specific triple of stop-
ping iterations are depicted in Figure 4. The algorithm picks the variable
prev right away and therefore sees an unsurprisingly high linkage between
suffering from AIDS and an increased risk for death. While azt is left fairly
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Iterations
0 100 200 300
−
0.
2
0.
0
0.
2
0.
4
0.
6
AZT
gender
prev
α
Figure 4. AIDS data example: coefficient progression in
the survival submodel.
untouched by the algorithm, also gender gets picked after a while. The
step-wise optimized association parameter takes the value α = −0.158 indi-
cating a negative influence of the CD4 cell count on the hazard ratio, thus
a decrease of CD4 cells leads to a higher risk for death, which corresponds
to the facts as to retrace in [18].
5. Discussion and Outlook
In addition to the work by Waldmann et al. [27] where longitudinal
analysis was improved by incorporating information gained through the ob-
served event-times, the extended algorithm offers a new approach to survival
analysis by combining the advantages of both joint modeling and gradient
boosting. Especially for high dimensional data this turns out to be a pow-
erful tool, since gradient boosting not only makes joint modeling of high
dimensional data manageable at all, but in addition also offers good vari-
able selection properties. In the application the algorithm builds a stepwise
coefficient progression allowing the algorithm to stop early in order to pre-
vent overfitting and minimize the predictive risk.
Still, in its current form the simplicity of the model is not directly ap-
plicable to a more general class of datasets. In further work we plan to
not only extend the baseline hazard λ0(t) to be time-varying, but also in-
clude a wide range of smooth effects in the longitudinal as well as in the
survival submodel. Particularly in the latter this is quite a challenge, since
gradient boosting is not capable of estimating time-varying effects in sur-
vival analysis. Therefore we intend to move on to likelihood-based boosting
techniques [25], which address exactly these issues and already have proven
to be practicable in very flexible survival models [11].
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Another aspect of a possible extension would focus on including an allo-
cation mechanism, where the algorithm allocates single covariates to each
predictor instead of boosting three different predictor functions with prede-
termined covariates. This not only improves the model’s flexibility but also
reduces the computational effort by a lot, since the grid search is simplified
to just one overall mstop. A similar concept to boosting in multiple dimen-
sions has been carried out by Thomas et al [23]. The allocation approach
for joint models is being investigated in [26] and can also be extended to the
present model.
Furthermore the variable selection properties with focus on the rate of
false positives in low dimensional setups leaves room for improvement. Since
the algorithm is not specifically designed for variable selection, some other
possible solutions might be helpful. Stability selection [17] being one of
them already proved to be useful for boosting longitudinal and survival
models, see [10, 16]. Probing on the other hand leads to better results
regarding variable selection as investigated in [8]. The idea of probing is
to add non-informative phantom variables to each predictor and stop the
boosting procedure, as soon as a phantom variable gets selected.
In this article the inference scheme proposed in [27] has been extended to
a more general class of joint models, which allow way more focus on survival
analysis. Nevertheless the extensions of manifold classes of joint models via
tools from statistical learning are still far beyond its potential limits and
open to further investigation.
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Appendix A. Boosting algorithm
• Initialize predictors ηˆ[0]l , ηˆ[0]s , ηˆ[0]ls and define base-learners (hl1, . . . , hlpl),
(hs1, . . . , hsps) and (hls1, . . . , hlspls), specify hr for the random effects
and ht for the time effect. Initialize association parameter αˆ
[0],
baseline hazard λˆ[0] and model error σˆ2[0]. Choose stopping iter-
ations mstop,l, mstop,s and mstop,ls with overall maximum mstop and
steplengths νl, νs and νls.
• for m = 1 to mstop do
step1: Update longitudinal predictor
if m > mstop,l set βˆ
[m]
l = βˆ
[m−1]
l , βˆ
[m]
t = βˆ
[m−1]
t , hˆ
[m]
r = hˆ
[m−1]
r and
skip this step
else
– Compute u
[m]
l as
u
[m]
l =
(
u
[m]
lij
)
i=1,...,N,j=1,...,ni
=
1
σˆ2[m−1]
(
yij − ηˆ[m−1]lij − ηˆ[m−1]lsij
)
i=1,...,n,j=1,...,ni
.
– Fit the negative gradient vector u
[m]
l separately to every base-
learner specified for the longitudinal predictor ηl:
u
[m]
l
base-learner−−−−−−−→ hˆ[m]lj , j ∈ {1, . . . , pl, r, t}.
– Select the component
j∗ = arg min
j
n∑
i=1
ni∑
j=1
(u
[m]
lij − hˆ[m]lj )2
that best fits u
[m]
l and update ηˆ
[m]
l = ηˆ
[m−1]
l + νlhˆ
[m]
lj∗ .
step2: Update survival predictor
if m > mstop,s set βˆ
[m]
s = βˆ
[m−1]
s , λˆ
[m]
0 = λˆ
[m−1]
0 and skip this step
else
– Compute u
[m]
s as
u[m]s =
(
δi − λˆ[m−1]0 exp(ηˆ[m−1]si )
exp(αˆ[m−1]ηˆ[m−1]lsi (·, Ti))− exp(αˆ[m−1]ηˆls−ti)
αˆ[m−1](βˆ[m−1]t + γˆ
[m−1]
1i )
)
i=1,...,n
.
– Fit the negative gradient vector u
[m]
s separately to every base-
learner specified for the survival predictor ηs:
u[m]s
base-learner−−−−−−−→ hˆ[m]sj , j = 1, . . . , ps.
– Select the component
j∗ = arg min
j
n∑
i=1
(u
[m]
si − hˆ[m]sj )2
that best fits u
[m]
s and update ηˆ
[m]
s = ηˆ
[m−1]
s + νshˆ
[m]
sj∗ .
step3: Update shared predictor
if m > mstop,ls set βˆ
[m]
ls = βˆ
[m−1]
ls and skip this step
else
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– Compute u
[m]
ls as
u
[m]
ls =
(
yij − ηˆ[m]lij − ηˆ[m−1]lsi
σˆ2[m−1]
+ δiαˆ
[m−1]
− λˆ[m−1]0 exp(ηˆ[m]s )
exp(αˆ[m−1]ηˆ[m−1]lsi (·, Ti))− exp(αˆ[m−1]ηˆls−ti)
βˆ
[m−1]
t + γˆ
[m−1]
1i
)
i=1,...,n,j=1,...,ni
.
– Fit the negative gradient vector u
[m]
ls separately to every base-
learner specified for the shared predictor ηls:
u
[m]
ls
base-learner−−−−−−−→ hˆ[m]lsj , j = 1, . . . , pls.
– Select the component
j∗ = arg min
j
n∑
i=1
ni∑
j=1
(u
[m]
lsij − hˆ[m]lsj )2
that best fits u
[m]
ls and update ηˆ
[m]
ls = ηˆ
[m−1]
ls + νlshˆ
[m]
lsj∗ .
step4: Update α and σ2
– if m > mstop,l ∧m > mstop,ls set σˆ2[m] = σˆ2[m−1] and skip this
update
else for the number of total longitudinal observations N =∑
i ni and covariates p set
σ2[m] =
1
N − p
n∑
i=1
ni∑
j=1
(yij − ηˆ[m]lij − ηˆ[m]lsij)2
.
– if m > mstop,ls set αˆ
[m] = αˆ[m−1] and skip this update
else
αˆ[m] = arg max
α∈R
`(ηˆ
[m]
l , ηˆ
[m]
s , ηˆ
[m]
ls , α, λˆ
[m]
0 , σˆ
2[m]|y,T , δ)
• end when m = mstop.
Appendix B. Simulation algorithm
• Choose values for n, ni, β0, βl, βs, βls, βt, α, λ0 and σ2.
• Generate n · ni time points t for longitudinal measurements the
following way:
– Sample dij ∼ U({1, . . . , 365}) and set t˜ij := (j − 1) · 365 + dij
for i = 1, . . . , n and j = 1, . . . , ni.
– For each i shift observation times to the left, so we have ti1 = 0.
– Standardize time points to the unit interval by tij := t˜ij/(ni ·
365)
– Set t := (tij)i=1,...,n,j=1,...,ni as the collection of all longitudinal
time points.
• Generate covariate matricesX l,Xs,X ls using uniformly distributed
random numbers and random effects (γ0i, γ1i)i=1,...,n following a nor-
mal distribution with mean 0.
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• Calculate the predictor vectors
ηl = β0 +X lβl, ηs = Xsβs, ηls = X lsβls + γ0 + (βt + γ1)t
• Simulate longitudinal measurements y = (yij) by
y := N⊗n·ni(ηl + ηls, σ2 · In·ni)
where N⊗n·ni denotes the n · ni-dimensional multivariate normal
distribution and In·ni the corresponding unit matrix.
• Draw event times by generating random numbers ui ∼ U([0, 1]) and
setting
T ∗i :=
log
(− log(1−ui)α(βt+γ1i)
λ0 exp(ηsi)
+ exp(αηls−ti)
)
− α(ηls−ti)
α(βt + γ1i)
according to inversion sampling. Set Ti := max(T
∗
i , tini) to obtain
censored data with censoring indicator δi := I(T
∗
i ≤ tini) and receive
the observed survival outcome (T , δ) = (Ti, δi)i=1,...,n.
• Delete all entries from y,X l,Xs,X ls corresponding to times tij >
Ti for every individual i.
• Add columns with i.i.d. generated random numbers as non-informative
covariates to X l,Xs and X ls.
Appendix C. Gradient of the survival predictor
Since computing the functional derivative with respect to the longitudinal
predictor is straightforward and the computation of the shared gradient
analogous to the explanation in the appendix of [27], we will sketch out the
calculus of the functional derivative with respect to the survival predictor.
As mentioned in section 2, we set the negative log-likelihood as our loss
function, thus ρ = −`. Since ηs appears only in the survival component of
the likelihood we get
us = − ∂ρ
∂ηs
=
∂`
∂ηs
=
∂
∂ηs
(
δ log λ0 + δαηls + δηs − λ0
∫ T
0
exp (ηs + αηls) dt
)
= δ − λ0
∫ T
0
exp (ηs + αηls) dt
= δ − λ0 exp(ηs)
∫ T
0
exp(αηls)dt,
as ηs does not depend on t. We get∫ T
0
exp(αηls)dt =
exp(αηls(·, T ))− exp(αηls−t)
α(βt + γ1)
with ηls−t again denoting the time-constant part of ηls, so we have
us = δ − λ0 exp(ηs)exp(αηls(·, T ))− exp(αηls−t)
α(βt + γ1)
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for the final gradient.
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