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Abstract—This paper presents a batch-wise density-based clustering approach for local outlier detection in massive-scale datasets.
Differently from well-known traditional algorithms, which assume that all the data is memory-resident, our proposed method is scalable
and processes the data chunk-by-chunk within the confines of a limited memory buffer. At first, a temporary clustering model is built,
then it is incrementally updated by analyzing consecutive memory loads of points. Ultimately, the proposed algorithm will give an
outlying score to each object, which is named SDCOR (Scalable Density-based Clustering Outlierness Ratio). Evaluations on real-life
and synthetic datasets demonstrate that the proposed method has a low linear time complexity and is more effective and efficient
compared to best-known conventional density-based methods, which need to load all the data into memory; and also some fast
distance-based methods which can perform on the data resident in the disk.
Index Terms—local outlier detection, massive-scale datasets, scalable, density-based clustering, anomaly detection
F
1 INTRODUCTION
Outlier detection, which is a noticeable and open line of
research [1], [2], [3], is a fundamental issue in data mining.
Outliers refer to rare objects that deviate from the well-
defined notions of expected behavior and discovering them
is sometimes compared with searching for a needle in
a haystack, because the rate of their occurrence is much
smaller than normal objects. Outliers often interrupt the
learning procedure from data for most of the analytical
models and thus, capturing them is very important, because
it can enhance model accuracy and reduce the computa-
tional loads of the algorithm. However, outliers are not
always annoying and sometimes, they become of special
interest for the data analyst in many problems such as con-
trolling cellular phones activity to detect fraudulent usage,
like stolen phone airtime. Outlier detection methods could
also be considered as a preprocessing step, useful before
applying any other advanced data mining analytics and it
has a wide range of applicability in many research areas
including intrusion detection, activity monitoring, satellite
image analysis, medical condition monitoring etc [2], [4].
Outliers can be generally divided into two categories,
namely global and local. Global outliers are objects, which
show significant abnormal behavior in comparison to the
rest of the data, and thus in some cases they are considered
as point anomalies. On the contrary, local outliers only
deviate significantly w.r.t. a specific neighborhood of the
object [1], [5]. In [6], [7], it is noted that the concept of
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local outlier is more comprehensive than that of global, i.e. a
global outlier could also be considered as local, but not vice
versa. This is the reason that makes finding local outliers
much more cumbersome.
In recent years, advances in data acquisition have made
massive collections of data, which contain valuable informa-
tion in diverse fields like business, medicine, society, gov-
ernment etc. As a result, the common traditional software
methods for processing and management of this massive
amount of data will no longer be efficient, because most
of these methods assume that the data is memory-resident
and their computational complexity for large-scale datasets
is really expensive.
To overcome the above-mentioned issues, we propose a
new scalable and density-based clustering method for local
outlier detection in massive-scale datasets that cannot be
loaded into memory at once, employing a chunk-by-chunk
load procedure. In practice, the proposed approach is a
clustering method for very large datasets, in which outlier
identification comes after that as a side effect; it is inspired
by a scaling clustering algorithm for very large databases,
named after its authors, BFR [8]. BFR has a strong assump-
tion on the structure of existing clusters, which ought to
be Gaussian distributed with uncorrelated attributes, and
more importantly, it is not introducing noise. In short, this
clustering algorithm works as follows: first, it reads the
data as successive (preferably random) samples, so that
each sample can be stored in a memory buffer, and then
it updates the current clustering model over the content of
this buffer. Based on the updated model, singleton data are
classified in three groups; some of them can be discarded
with updates to the sufficient statistics (discard set DS),
some can be reduced via compression and summarized as
sufficient statistics (compression set CS), and some need to
be retained in the buffer (retained set RS).
Like BFR, our proposed method operates within the
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2confines of a limited memory buffer; thus, by assuming
that an interface to the database allows the algorithm to
load an arbitrary number of requested data points, whether
sequentially or randomized, we are forced to load data
chunk-by-chunk, so that there is enough space for both
loading and processing each chunk at the same time. The
proposed approach is based on clustering, and therefore, it
must avoid that the outliers play any role in forming and up-
dating clusters. After processing each chunk, the algorithm
should combine its approximate results with those of the
previous chunks, in a way that the final approximate result
will compete with the same result obtained by processing
the entire dataset at once. An algorithm, which is capable
of handling data in such an incremental way and finally
provides an approximate result, from an operational per-
spective is called a scalable algorithm [9]. Moreover, from an
algorithmic point of view, scalability means that algorithm
complexity should be nearly linear or sublinear w.r.t. the
problem size [10].
In more detail, the proposed method includes three
steps. In the first step, a primary random sampling is
carried out to create an abstract of the whole data on which
the algorithm works. Then, an initial clustering model is
built and some information required for the next phase of
incremental clustering will be acquired. In the second step,
a scalable density-based clustering algorithm is executed in
order to identify dense regions, on the basis of the chunk of
data currently loaded in memory, and to build incrementally
some clusters (named mini-clusters or sub-clusters). When
all the chunks are processed, the final clustering model will
be built by merging the information obtained through these
mini-clusters. Finally, by applying a Mahalanobis distance
criterion [11], [12] to the entire dataset, an outlying score is
assigned to each object.
In summary, the main contributions of our proposed
method are listed as follows:
• There is no need to know the real number of the
original clusters.
• It works better with Gaussian clusters with correlated
or uncorrelated features, but it can also work well
with convex-shaped clusters with an arbitrary distri-
bution.
• It has a linear time complexity with a low constant.
• In spite of working in a scalable manner and op-
erating on chunks of data, in terms of detection
accuracy, it is still able to compete with conventional
density-based methods, which maintain all the data
in memory; and also with some fast distance-based
methods which do not require to load the entire data
into memory at their training stage.
The paper is organized as follows: Section 2 discusses
some related works in the field of outlier detection. In Sec-
tion 3, we present the detailed descriptions of the proposed
approach. In Section 4, the experimental results and analysis
on various real and synthetic datasets are provided. Finally,
conclusions are given in Section 5.
2 RELATED WORKS
Outlier detection methods can be divided into following six
categories [13]: extreme value analysis, probabilistic meth-
ods, distance-based methods, information-theoretic meth-
ods, clustering-based methods, and density-based methods.
In extreme value analysis, the overall population is sup-
posed as having a unique probability density distribution,
and only those objects at the very ends of it are considered
as outliers. In particular, these types of methods are useful
to find global outliers [13], [14].
In probabilistic methods, we assume that the data were
generated from a mixture of different distributions as a
generative model, and we use the same data to estimate
the parameters of the model. After determining the spec-
ified parameters, outliers will be those objects with a low
likelihood of being generated by this model [13]. Schölkopf
et al. [15] propose a supervised approach, in which a prob-
abilistic model w.r.t. the input data is provided, so that it
can fit normal data in the best possible way. In this manner,
the goal is to find the smallest region that contains most of
the normal objects; data outside this region are supposed to
be outliers. This method is, in fact, an extended version of
Support Vector Machines (SVM), which has been improved
to cope with imbalanced data; in practice, a small number
of outliers is considered as belonging to a rare class and the
rest of data as normal objects.
In distance-based methods, the distances among all ob-
jects are computed to detect outliers. An object is assumed
to be a distance-based outlier, iff it has d0 distance away
from at least fraction p0 of other objects in the dataset [16].
Bay and Schwabacher [17] propose an optimized nested-
loop algorithm based on the k nearest neighbor distances
among objects, that has a near linear time complexity, and
is shortly named ORCA. ORCA shuffles the input dataset
in random order using a disk-based algorithm, and pro-
cesses it in blocks, as there is no need to load the entire
data into memory. It keeps track of a set of user-defined
number of data points as potential anomalies along with
their anomaly scores. The minimum anomaly score of the
set is used as a cut-off, and will be updated if there is a
point with a higher score in other blocks. If a point has a
lower score than the cut-off, the point will be pruned. This
pruning process only speeds up the distance calculation
if the ordering of data is uncorrelated. ORCAâA˘Z´s worst
case time-complexity is O
(
n2
)
, and the I/O cost for the
data accesses is quadratic. For the anomaly definition, it can
use either the kth nearest neighbor or average distance of
k nearest neighbors. Furthermore, in [18], a Local Distance-
based Outlier Factor (LDOF) is proposed to find outliers
in scattered datasets, which uses the relative distance from
an object to its neighbors. Sp [19] is a simple and rapid
distance-based method that utilizes the Nearest Neighbor
distance on a small sample from the dataset. It takes a small
random sample of the entire dataset, and then assigns an
outlierness score to each point, as the distance from the
point to its nearest neighbor in the sample set. Therefore,
this method has a linear time complexity in the number of
objects, dimensions, and samples, and also a constant space
complexity, which makes it ideal for analyzing massive
datasets.
Information-theoretic methods could be considered as
almost equivalent to distance-based and other deviation-
based models, except that the outlier score is defined by the
model size for a fixed deviation, rather than the deviation
3for a fixed model [13]. Wu and Wang [20] propose a single-
parameter method for outlier detection in categorical data
using a new concept of Holoentropy and by utilizing that,
a formal definition of outliers and an optimization model
of outlier detection is presented. According to this model,
a function for the outlier factor is defined which is solely
based on the object itself, not the entire data, and it could be
updated efficiently.
Clustering-based methods use a global analysis to detect
crowded regions and outliers will be those objects not
belonging to any cluster [13]. A Cluster-Based Local Outlier
Factor (CBLOF) in [21], and a Cluster-Based Outlier Factor
(CBOF) in [22] are presented, which in both of them, after
the clustering procedure is carried out, due to a specific
criterion, clusters are divided into two large and small
groups; and it is assumed that outliers lie in small clusters.
At last, the distance of each object to its nearest large cluster
is used in different ways to define the outlier score.
In density-based methods, the local density of each ob-
ject is calculated in a specific way and then is utilized to
define the outlier scores. Given an object, the lower its local
density compared to that of its neighbors, the more likely
it is that the object is an outlier. Density around the points
could be calculated by using many techniques, which most
of them are distance-based [6], [13]. For example, Breunig
et al. [6] propose a Local Outlier Factor (LOF) that uses
the distance values of each object to its nearest-neighbors
to compute local densities. However, LOF has a drawback
which is that the scores obtained through this approach are
not globally comparable between all objects in the same
dataset or even in different datasets. The authors of [23]
introduce the Local Outlier Probability (LoOP), which is
an enhanced version of LOF. LoOP gives each object a
score in the interval [0,1], which is the probability of the
object being an outlier, and is widely interpretable among
various situations. An INFLuenced Outlierness (INFLO)
score is presented in [24], which adopts both neighbors and
reverse neighbors of an object to estimate its relative density
distribution. Moreover, Tang and He [25] propose a local
density-based outlier detection approach, in which the local
density of each object is approximated with the local kernel
density estimation (KDE) through nearest-neighbors of it. In
this approach, not only the k-nearest-neighbors of an object
are taken into account but, in addition, the reverse-nearest-
neighbors and the shared-nearest-neighbors are considered
for density distribution estimation as well.
Beyond the mentioned six categories of outlier detection
methods, there is another state-of-the-art ensemble method
based on the novel concept of isolation, named iForest [26],
[27]. iForest derives its motivation from another ensem-
ble technique known as Random Forests [28], which are
commonly used in classification. In this case, the data is
recursively partitioned by axis-parallel cuts along randomly
selected attributes, so as to isolate different kinds of in-
stances from one another. In such cases, the tree branches
containing outliers are noticeably less deep, because these
data points are quite different from the normal data. Thus,
data points which have noticeably shorter paths in the
branches of different trees are more likely to be outliers.
One major challenge of using such an approach is that
when the dimensionality of the data increases, an incorrect
choice of attribute for splitting at the higher levels of the
tree is more likely to mislead the detection approach. Nev-
ertheless, the use of isolation makes it possible for iForest
to exploit sub-sampling to an extent that is not feasible in
existing methods, creating an algorithm which has a linear
time complexity with a low constant and a low memory
requirement [29].
According to the fact that during the scalable clustering,
we use the Mahalanobis distance measure to assign each
object to a mini-cluster; and besides, the size of the tem-
porary clusters is much smaller than that of the original
clusters, it would be worth mentioning an important matter
here. With respect to [12], [30], [31], [32], in the case of
high-dimensional data, classical approaches based on the
Mahalanobis distance are usually not applicable. Because,
when the cardinality of a cluster is less than or equal to its
dimensionality, the sample covariance matrix will become
singular and not invertible; hence, the corresponding Maha-
lanobis distance will no longer be reliable.
Therefore, to overcome such problem, in a preprocess-
ing step, we need to resort to dimensionality reduction
approaches. However, due to the serious dependence of
some dimensionality reduction methods like PCA [33] to the
original attributes, and the consequent high computational
load because of the huge volume of the input data, we need
to look for alternative methods to determine a basis for data
projection.
A simple and computationally inexpensive alternative
is the use of a random basis projections [34], [35], [36].
The main characteristic of these types of methods is that
they will approximately preserve the pairwise euclidean
distances between data points, and, in addition, the di-
mension of the transformed space is independent of the
original dimension, and only depends logarithmically on
the number of data points. Finally, after such preprocessing
step, we can be optimistic that the singularity problem will
not be present during the clustering procedures or, in the
case of it would be present, we would have a suitable
mechanism to handle it.
Remark 2. As stated earlier, our proposed approach
is inspired by BFR. However BFR, by default, uses the K-
means algorithm [37] in almost all of its clustering proce-
dures. In addition to this drawback of the K-means algori-
htm, which is being seriously depending on foreknowing
the true number of the original clusters, in the case of
the presence of outliers, K-means performs poorly and,
therefore, we need to resort to a density-based clustering
approach, like DBSCAN [38]1.
However, DBSCAN is strongly dependent on the choice
of its parameters. Thus, we are forced to utilize some opti-
mization algorithm to find the optimal values for these pa-
rameters. Here, we prefer to use the evolutionary algorithm
PSO [39].
Remark 3. Another important difference between the
proposed method and BFR concerns the volume of the struc-
tural information, which they need to store for the clustering
procedure. As the proposed method, differently from BFR,
can handle Gaussian clusters with correlated attributes too,
1. Although we will demonstrate that, sometimes, even DBSCAN
may fail during the scalable clustering, to form regular mini-clusters
and hence, we will be forced to use the same K-means to fix the issue.
4thus the covariance matrix will not always be diagonal
and could have many non-zero elements. Therefore, the
proposed method will consume more space than BFR for
building the clustering structures.
Since the Mahalanobis distance criterion is crucially
based on the covariance matrix, hence, this matrix will be
literally the most prominent property of each sub-cluster.
But according to the high computational expense of comput-
ing Mahalanobis distance in high-dimension spaces, thus, as
in [30], [40], we will use properties of principal components
in the transformed space. Therefore, the covariance matrix
of each mini-cluster will become diagonal and by transform-
ing each object to the new space of the mini-cluster, like BFR,
we can calculate the Mahalanobis distance without the need
to use matrix inversion.
According to [41], when the covariance matrix is di-
agonal, the corresponding Mahalanobis distance becomes
the same normalized Euclidean distance. Moreover, we can
establish a threshold value for defining the Mahalanobis
radius. If the value of this threshold is, e.g. 4, it means
that all the points on this radius are as far as four standard
deviations from the mean, and if we just denote the number
of dimensions by p, the size of this Mahalanobis radius is
equal to 4
√
p.
3 PROPOSED APPROACH
The proposed method consists of three major phases. In the
first phase, a preliminary random sampling is conducted in
order to obtain the main premises on which the algorithm
works, i.e. some information on the original clusters and
some parameters useful for the incremental clustering. In
the second phase, a scalable density-based clustering algo-
rithm is carried out in order to recognize dense areas, on the
basis of currently loaded chunk of data points in memory.
Clusters built incrementally in this phase, are called mini-
clusters or sub-clusters, and they form the temporary clus-
tering model. After loading each chunk of data, according to
the points already loaded in memory and those undecided
from previous chunks; and by employing the Mahalanobis
distance measure and the density-based clustering criteria;
we update the temporary clustering model, which consists
of making some changes to existing mini-clusters or adding
new sub-clusters.
Note that, in the whole scalable clustering procedure,
our endeavor is aimed to not let outliers participate actively
in forming and updating any mini-cluster, and thus, after
processing the entire chunks, there will be some objects in
buffer remained undecided. Some of these data are true
outliers, while some others are inliers, which, due to con-
straints, have failed to play any effective role in forming a
sub-cluster. Finally, all these undecided points are cleared
from the buffer, while only the structural information of
the temporary clusters is maintained in memory. Then, at
the last part of the scalable clustering algorithm, we utilize
another clustering-based approach to combine the mini-
clusters and obtain the final clusters, which their structure
will be approximately the same as of the original clusters.
At last, in the third phase of the proposed approach,
w.r.t. the final clustering model gained out of the second
phase, once again, we process the entire dataset in chunks,
to give each object an outlying score, according to the
same Mahalanobis distance criterion. Fig. 1 illustrates the
software architecture of the approach. Moreover, in Table 1,
the main notations used in the paper are summarized.
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Fig. 1. Software architecture of the proposed approach
The framework of proposed approach is presented in
Algorithm 1, which consists of three main phases, including:
1) Sampling; 2) Scalable Clustering; and 3) Scoring. All these
phases will be described in details in the next subsections.
3.1 Sampling
In this phase, we generate a random sample of the entire
dataset. It is not always easy to obtain a sufficient number
of samples from each original cluster, and thus the clustering
structure obtained after applying the sampling may not
be representative of the original one. Hence, the outliers
could be misclassified during the scalable clustering. In
such a situation, obtaining a satisfactory random sample
requires processing the entire dataset. In the following, the
percentage of sampled data, is indicated as η.
After obtaining the sampled data, we conduct DBSCAN
algorithm to cluster them, and assume that the number of
5TABLE 1
Major Notations
Notation Description
[X]n×p Input dataset X with n objects and p dimensions
x ∈ X An instance in X
S ⊂ X A random sample of X
X ⊂ X A set of points
Y ⊂ X A chunk of data
Ω A partition of mini-clusters points as {X1, · · · , Xk }
nC Number of objects in Y
{Γ}7×L Information array of temporary clusters with 7 proper-
ties for each mini-cluster
{Γi }7×1 ∈ Γ Information standing for the ith mini-cluster in Γ, 1 ≤
i ≤ L
Xi mini-cluster points associated with Γi , which are re-
moved from buffer
< Retained set of objects in RAM buffer
<i The ith mini-cluster of retained points in buffer, discov-
ered through DBSCAN
<ζ Retained set of objects in buffer introduced as noise by
DBSCAN
γ List of indices to recently created or updated mini-
clusters associated with Γ, to be checked on for mem-
bership
γ′ Temporary list of indices to recently created or updated
mini-clusters associated with Γ, to be checked on for
membership
m Current number of objects associated with Γi
p′ Current Number of superior components associated
with Γi
ei The ith PC coefficient
λi The ith PC variance
L Current number of temporary clusters associated with
Γ
k Number of mini-clusters which are about to be added
to temporary clustering model
K K-means parameter for number of clusters
K′ Number of retained set sub-clusters discovered through
DBSCAN
K′′ Number of retained set subdivided sub-clusters ob-
tained out of K-means
T True number of original clusters in X
{z}2×T Information array of final clustering model with 2 prop-
erties for each ultimate cluster
[M]L×p Means matrix of whole mini-clusters
Mi The ith final cluster, comprising of some temporary
means
µ f Final mean location of an ultimate cluster
Σ f Final covariance structure of an ultimate cluster
U A set of regenerated points
η Random sampling rate
Λ PC total variance ratio for temporary clusters
α Membership threshold for temporary clusters
β Pruning threshold for final clusters
ε DBSCAN parameter Epsilon
ψ DBSCAN parameter MinPts
εS DBSCAN parameter ε required for clustering S
ψS DBSCAN parameter ψ required for clustering S
Cε Coefficient of εS necessary for clustering X
Cψ Coefficient of ψS necessary for clustering X
µX Mean location of cluster X
ΣX Covariance structure of cluster X
SX Scatter matrix of cluster X
AX Transformation matrix of cluster X
z Object x in the space of eigenvectors
µ′X Mean location of cluster X in the space of eigenvectors
MD (x, X) Mahalanobis distance of object x from cluster X
SingCheck (ΣX ) A function that checks on the singularity of ΣX , and
outputs 1 in the case of being singular and 0 if not
CohrCheck (X) A function that checks on the coherence of input data
X, so that whether or not only one dense cluster will be
discovered through DBSCAN. It outputs 1 in the case of
being coherent, and 0 if not
detΣX Covariance determinant of cluster X®δ Vector of maximum covariance determinant condition
for mini-clusters discovered through scalable clustering
| · | Cardinality of a set of objects
Φ The empty set
κ A low constant near zero
mini-clusters obtained through this, is the same as number
of original clusters T in the main dataset. We reserve T for
Algorithm 1: Framework of SDCOR
Input : [X]n×p - The n by p input dataset X; η - Random
sampling rate; Λ - PC total variance ratio; α -
Membership threshold; β - Pruning threshold; Cε -
Sampling Epsilon coefficient; Cψ - Sampling MinPts
coefficient
Output: The outlying score for each object in X
1 Phase 1 — Sampling:
2 Step 1. Take a random sample S of X according to the sampling
rate η
3 Step 2. Employ the PSO algorithm to find optimal values for the
DBSCAN parameters εS and ψS , required for clustering S
4 Step 3. Run DBSCAN on S using the obtained optimal
parameters, and reserve the count of the discovered
mini-clusters as T, as the true number of original clusters in
data
5 Step 4. Build the very first array of mini-clusters information
(temporary clustering model) out of result of step 3, w.r.t.
Algorithm 2
6 Step 5. Reserve the covariance determinant values of the initial
sub-clusters as a vector ®δ = [δ1, · · · , δT ], for the maximum
covariance determinant condition
7 Step 6. Clear S from RAM and maintain the initial temporary
clustering model in buffer
8 Phase 2 — Scalable Clustering:
9 Prepare input data to be processed chunk by chunk, so that each
chunk can be fit and be processed in the RAM buffer at the
same time
10 Step 1. Load the next available chunk from data into RAM
11 Step 2. Update the temporary model of clustering over the
contents of buffer, w.r.t. Algorithm 3
12 Step 3. If there is any available unprocessed chunk, go to step 1
13 Step 4. Build the final clustering model, w.r.t. Algorithm 7, using
the temporary clustering model obtained out of the previous
steps
14 Phase 3 — Scoring:
15 According to the final clustering model, for each data point
x ∈ X, use the Mahalanobis distance criterion to find the
closest cluster, and finally assign x to that cluster and use the
criterion value as the object outlierness score
later use. Besides, we presume that the location (centroid)
and the shape (covariance structure) of such sub-clusters are
so close to the original ones. In Section 4, we will show that
even by using a small rate of random sampling, the men-
tioned properties of sampled clusters are similar enough to
the original ones. The idea behind making these primary
sub-clusters, which are so similar to the original clusters in
the input dataset in terms of basic characteristics, is that, we
intend to determine a Mahalanobis radius, which collapses
a specific percentage of objects belonging to each original
cluster; and let other sub-clusters be created around this
folding area during successive memory-loads of points; and
ultimately, by merging these mini-clusters, we will obtain
the approximate structure of the original clusters.
As we adopt PSO to attain optimal values of parameters
εS and ψS for DBSCAN, it would be essential to stipulate
this truth that as the density of the sampled distribution
is much less than that of the original data, we cannot use
the same parameters for the original distribution, while
applying DBSCAN on objects loaded in memory, during
the scalable clustering. Thus, we have to use a coefficient
in the interval [0,1] for each parameter. It is also necessary
to mention that ε is much more sensitive than ψ, as with a
slight change in the value of ε, we may observe a serious
6deviation in the clustering result, but this does not apply to
ψ. We show the mentioned coefficients with Cε and Cψ , for
εS and ψS respectively, and their values could be obtained
through the user, but the best values gained out of our
experiments are 0.5 and 0.9, for Cε and Cψ respectively.
Now, before building the first clustering model, we need
to extract some information out of the sampled clusters
obtained through DBSCAN, and store them in a special
array. As stated earlier about the benefit of using properties
of principal components (PCs) for high-dimensional data,
we need to find those PCs that give higher contributions
to the cluster representation. To this aim, we sort PCs on
the basis of their corresponding variances in descending
order, and then we choose the topmost PCs having their
share of total variance at least equal to Λ percent. We call
these PCs superior components and denote their number
as p′. Let x be an object among total n objects in dataset
[X]n×p , belonging to the temporary cluster [Xi]m×p ; then the
information about this sub-cluster as {Γi}7×1, in the array of
temporary clustering model {Γ}7×L , is as follows:
1) Mean vector in the original space, µXi =
1
m
∑
x∈Xi
x
2) Scatter matrix in the original space, SXi =
∑
x∈Xi
(x−
µXi )t · (x − µXi )
3) p′ superior components,
[
e1, · · · , ep′
]
, derived from
the covariance matrix
∑
Xi =
1
m−1SXi , which form the
columns of the transformation matrix AXi
4) Mean vector in the transformed space, µ′Xi = µXiAXi
5) Square root of the top p′ PC variances,[√
λ1, · · · ,
√
λp′
]
6) Size of the mini-cluster, m
7) Value of p′
Algorithm 2 demonstrates the process of obtaining and
adding this information per each mini-cluster to the tem-
porary clustering model. We also use this algorithm while
adding the information of new discovered mini-clusters out
of the scalable clustering to the temporary clustering model.
Algorithm 2: [Γ] = MiniClustMake(Γ, Ω, Λ)
Input : Γ - Current array of mini-clusters information;
Ω = {X1, · · · , Xk } - Partition of mini-clusters points; Λ -
PC share of total variance
Output: Γ - Updated temporary clustering model
1 c ← L
2 foreach mini-cluster Xi, 1 ≤ i ≤ k do
3 Apply PCA on Xi and obtain its PC coefficients and
variances. Then choose p′ as the number of the top PC
variances, for which their share of total variance is at least
Λ percent
4 Γ {1, c + i } ←Mean vector of Xi
5 Γ {2, c + i } ← Scatter matrix of Xi
6 Γ {3, c + i } ← Top p′ PC coefficients corresponding to the
top p′ PC variances
7 Γ {4, c + i } ← Transformed mean vector, as
Γ {1, c + i } · Γ {3, c + i }
8 Γ {5, c + i } ← Square root of the top p′ PC variances
9 Γ {6, c + i } ← Number of objects in Xi
10 Γ {7, c + i } ← Value of p′
11 end
According to [42], [43], when a multivariate Gaussian
distribution is contaminated with some outliers, then the
corresponding covariance determinant is no longer robust
and is significantly more than that of the main cluster. Fol-
lowing this contamination, the corresponding Mahalanobis
contour lines2 will also become wider than that of the real
clusters, as it contains also abnormal data. So, it makes
sense that there is a direct relationship between the value
of covariance determinant of an arbitrary cluster and the
wideness of its tolerance ellipses, which could be referred to
as the spatial volume of the cluster. Moreover, by being con-
taminated, this volume could increase and become harmful.
Since during the scalable clustering, new objects are
coming over time and mini-clusters are growing gradually,
so, it is possible for a mini-cluster with an irregular shape to
accept some outliers. Then, the following covariance matrix
will no longer be robust, and the corresponding Maha-
lanobis contour lines will keep getting wider too, which
could cause the absorption of many other outliers. There-
fore, to impede the creation process of these voluminous
non-convex sub-clusters, which could be contaminated with
myriad outliers, we have to put a limit on the covariance de-
terminant of every sub-cluster, which is discovered through
scalable clustering. Here, we follow a heuristic approach
and employ the covariance determinant of the nearest initial
sub-cluster obtained out of the "Sampling" stage, as the
limit.
This problem that outliers can be included in the clusters
and could no longer be detected, is called masking effect.
Note that we are using the mentioned constraints only when
sub-clusters are created for the first time, not while they are
growing over time. The justification is that, while an object
is about to be assigned to a mini-cluster, the other constraint
on the Mahalanobis radius, within reason, is hindering
outliers to be accepted as a member. In other words, when
the Mahalanobis distance of an outlier is more than the
predefined radius threshold, it cannot be assigned to the
sub-cluster, if and only if that threshold is set to a fair value.
Hence, we do not check on the covariance determinant of
sub-clusters, while they are growing.
Here, the first phase of the proposed approach is fin-
ished, and we need to clear RAM buffer of any sampled
data, and only maintain the very initial information ob-
tained about the existing original clusters.
3.2 Scalable Clustering
During this phase, we have to process the entire dataset
chunk-by-chunk, as for each chunk, there is enough space
in memory for both loading and processing it all at the same
time. After loading each chunk, we update the temporary
clustering model according to the data points, which are
currently loaded in memory from the current chunk or
retained from other previously loaded chunks. Finally, after
processing the entire chunks, the final clustering model is
built out of the temporary clustering model. A detailed
description of this phase is provided as follows.
3.2.1 Updating the Temporary Clustering Model w.r.t. Con-
tents of Buffer
After loading each chunk into memory, the temporary clus-
tering model is updated on the basis of objects coming from
2. Since the terms "Mahalanobis contour line" and "tolerance ellipse"
are the same in essence, thus, we will use them indifferently in this
paper.
7the currently loaded chunk and the other ones sustained
from the previously loaded data. First of all, the algorithm
checks for the possible membership of each point of the
currently loaded chunk to any existing mini-cluster in the
temporary clustering model3.
Then, after the probable assignments of the current
chunk points, there are some primary and secondary infor-
mation of the modified sub-clusters that shall be updated.
After this update, the structure of the altered sub-clusters
will change, and thus they might still be capable of absorb-
ing more inliers. Therefore, the algorithm checks again for
the likely memberships of sustained points in memory to
updated sub-clusters. This updating and assignment check-
ing cycle will keep going until there is not any retained point
that could be assigned to an updated mini-cluster.
When the membership evaluation of the present chunk
and retained objects is carried out, the algorithm tries to
cluster the remaining sustained objects in memory, regard-
ing the density-based clustering criteria which have been
constituted at the Sampling phase. After the new mini-
clusters were created out of the last retained points, there
is this probability that some sustained inliers in the buffer
might not be capable of participating actively in forming
new sub-clusters, because of the density-based clustering
standards, though could be assigned to them considering
firstly settled membership measures. Hence, the algorithm
goes another time in the cycle of assignment and updating
procedure, like what was done in the earlier steps.
Algorithm 3, demonstrates the steps needed for updat-
ing the temporary clustering model, w.r.t. an already loaded
chunk of data and other undecided objects retained in
memory from before. The following subsections will explain
the details of this algorithm.
3.2.1.1 Trying to Assign Each Tuple of the Chunk to
a mini-cluster: After loading each chunk of data into the
buffer, we need to use the properties of PCs for each mini-
cluster and transform each tuple into the new space of that
mini-cluster, and then, like BFR, calculate the Mahalanobis
distance using the mean vector and square root of variances,
but in the space of eigenvectors. That is,
MD(x, Xi) =
p′∑
j=1
(
zj − µ′j√
λj
)2 (1)
Where MD(x, Xi) is the Mahalanobis distance of object
x from mini-cluster Xi ; and z = x · AXi is the object in
the eigenvector space of the mini-cluster, and zj is its jth
component; µ′j and λj are respectively the jth components
of the mean vector and the variance vector in the space of
eigenvectors; and finally, p′ is the number of superior com-
ponents associated with the mini-cluster. As stated above,
in this style, the amount of computations is sensibly less
than if we would have used matrix inversion to calculate
the distance. Moreover, w.r.t. [41], the accepted Mahalanobis
radius in the eigenvector space of the relevant sub-cluster
will be the product of membership threshold and square
root of number of dimensions in the transformed space, as
α · √p′.
3. After this step, the unassigned objects of the lastly and previously
loaded chunks, will be considered as retained or sustained objects in
the buffer.
Algorithm 3: [Γ,<] = MemoProcess(Y, Γ, α,<, ®δ, εS, ψS,
Cε, Cψ, Λ)
Input : Y - A chunk of data; Γ - Current array of mini-clusters
information; α - Membership threshold; < - Retained
set; ®δ - Covariance determinant threshold; εS -
Sampling Epsilon; ψS - Sampling MinPts; Cε -
Sampling Epsilon coefficient; Cψ - Sampling MinPts
coefficient; Λ - PC share of total variance
Output: Γ - Updated temporary clustering model; < - Modified
retained set
/* Trying to assign each datum of a chunk to a mini-cluster */
1 γ ← {1, · · · , L}
2 [Γ, γ,<] = MiniClustUpdate(Y, Γ, γ, α,<)
/* Checking out retained set */
3 if |<| , 0 then
/* Checking on retained set membership for recently updated
mini-clusters */
4 [Γ,<] = RetSetMemb(<, Γ, γ, α)
/* Clustering retained set */
5 if |<| , 0 then
6 l ← L
7 [Γ,<] = RetSetClust(<, Γ, ®δ, εS, ψS, Cε, Cψ, Λ)
8 γ ← {l + 1, · · · , L}
/* Checking on retained set membership for recently created
mini-clusters */
9 if |<| , 0 then
10 [Γ,<] = RetSetMemb(<, Γ, γ, α)
11 end
12 end
13 end
For each data point, w.r.t. (1), we need to find the
closest mini-cluster and check whether or not it falls in the
accepted Mahalanobis threshold of that mini-cluster; and if
it does, some information connected to the corresponding
sub-cluster shall be updated.
3.2.1.2 Updating Primary and Secondary Informa-
tion of Temporary Clusters: Related information to a sub-
cluster which needs to be updated after the objects assign-
ment are twofold, primary and secondary. Primary infor-
mation comprises of the scatter matrix of the sub-cluster
and its cardinality, which should be updated after each
individual assignment. To update the scatter matrix, the
outer product of the belonged data point with itself is added
to the current scatter matrix; and for the cardinality, the
number of objects assigned to the sub-cluster is increased
by one. Each object, after joining a sub-cluster is removed
from the buffer; otherwise will be retained to be decided on
later.
After checking on the membership of all points and
updating the primary information of sub-clusters, for each
mini-cluster which has accepted any new members, its PC
properties, which are considered as its secondary informa-
tion, must be updated too. For this purpose, due to the size
of the mini-cluster, we normalize its scatter matrix in an
unbiased manner to acquire its covariance matrix. Then, by
applying PCA on this matrix, we update the transformation
matrix, the mean vector in the space of eigenvectors, and
the superior PC variances of the mini-cluster. Algorithm 4,
demonstrates the required steps for finding the closest sub-
cluster due to relevant limitations; and updating its infor-
mation.
3.2.1.3 Trying to Assign Retained Objects in Buffer
to Newly Updated mini-clusters: After updating the sec-
ondary information of each sub-cluster, the corresponding
8Algorithm 4: [Γ, γ′,<] = MiniClustUpdate(X, Γ, γ, α,<)
Input : X - A set of points; Γ - Current array of mini-clusters
information; γ - List of indices to recently created or
updated mini-clusters associated with Γ, to be checked
on for membership; α - Membership threshold; < -
Retained set
Output: Γ - Updated temporary clustering model; γ′ ⊆ γ -
Modified list of indices to recently updated
mini-clusters; < - Modified retained set
/* Updating the primary information of sub-clusters */
1 foreach x ∈ X do
2 b ← argmini∈γ MD(x, Xi )
3 if MD(x, Xb ) ≤ α ·
√
Γb {7} then
4 Γb {2} ← Γb {2} + x′x
5 Γb {6} ← Γb {6} + 1
6 Remove x from RAM buffer
7 else
8 <←<∪ x
9 end
10 end
/* Updating the secondary information of sub-clusters */
11 γ′ ← Φ
12 foreach Xi, i ∈ γ do
13 if Xi has accepted any new members then
14 Obtain its updated covariance matrix
∑
Xi , through
normalizing its updated scatter matrix, w.r.t. the
current size of the mini-cluster as
(
1
Γi {6}−1
)
· Γi {2}
15 Apply PCA on
∑
Xi to acquire its eigenvalues and
eigenvectors, and then, update Γi as follows:
16 Γi {7} ← Value of p′ as the updated number of
superior components
17 Γi {3} ← Updated superior coefficients
18 Γi {4} ← Updated transformed mean vector, as
Γi {1} · Γi {3}
19 Γi {5} ← Square root of the updated superior
variances
20 γ′ ← γ′ ∪ i
21 end
22 end
tolerance ellipses will rotate smoothly around the centroid,
and in other words, their accepted Mahalanobis neighbor-
hood is modified. Hence, w.r.t. Algorithm 5, it would be
necessary to check on the objects retained in buffer, i.e.
whether they can belong to a modified mini-cluster, and if
it is so, the corresponding mini-cluster information needs
to be updated, w.r.t. Algorithm 4. But, this is not the end;
by keeping up this cycle of membership checking and mini-
cluster updating, more and more objects could be assigned
to mini-clusters and then be discarded. In this iterative
manner, after each iteration, memory contents should be
evaluated using only updated sub-clusters from the last
iteration; and thus, the list of updated mini-clusters will
be shrinking over time until it becomes an empty list. This
means that there is not any other sustained object in the
buffer, which falls in the accepted Mahalanobis threshold of
any of the updated mini-clusters; or every retained object
has been eventually assigned to an updated mini-cluster.
Here, by employing this procedure, it seems that tolerance
ellipses of mini-clusters are sweeping inliers through the
cycle of assignment and updating.
Fig. 2 shows the scenario in which, after updating the
core information of a sub-cluster, its Mahalanobis neigh-
borhood is modified; and some objects which were not
able to belong to this sub-cluster, now are capable of being
assigned to it. Black circle points and black dashed line
Algorithm 5: [Γ,<] = RetSetMemb(<, Γ, γ, α)
Input : < - Retained set; Γ - Current array of mini-clusters
information; γ - List of indices to recently created or
updated mini-clusters associated with Γ, to be checked
on for membership; α - Membership threshold
Output: Γ - Updated temporary clustering model; < - Modified
retained set
1 if |γ | , 0 then
2 while true do
3 [Γ, γ,<] = MiniClustUpdate(<, Γ, γ, α, Φ)
4 if |γ | ≡ 0 then
5 break
6 end
7 end
8 end
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Fig. 2. Trying to assign retained objects in buffer to newly updated sub-
clusters
tolerance ellipse respectively represent a sub-cluster and
its Mahalanobis neighborhood. Red circle points represent
objects assigned to the sub-cluster during the last memory
process; as they reside in the accepted neighborhood of it.
The red dashed line represents the updated tolerance ellipse
of the updated sub-cluster. And finally, blue triangle points
represent objects which could be assigned to the updated
sub-cluster; if they lie in the updated Mahalanobis radius of
it.
3.2.1.4 Clustering Retained Objects in Buffer: Here,
after checking on the membership of each tuple stored in
the memory, we afford to cluster retained data in RAM
buffer, using again the DBSCAN algorithm. However, as
emphasized earlier at the "Sampling" stage, according to the
significant difference in the density of sampled and original
data, we have to use predefined coefficients for the obtained
optimal parameters out of the sampled data.
Furthermore, as it was described before, it is possible
that some mini-clusters could be discovered during the
scalable clustering by DBSCAN, which are suffering from
singularity problem. Thus, for handling such situation, there
are some ways. One is to use the pseudoinverse of the
covariance structure, but it is not totally accurate. The better
way is to disregard such mini-cluster and let its points still
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Fig. 3. Breaking a non-convex mini-cluster with a very wide tolerance
ellipse into smaller pieces by the K-means algorithm5
be in memory, to be resolved later. Therefore, for every
discovered sub-cluster, we shall check on its covariance
matrix, whether or not it is singular; and in the case of
singularity, we disregard that sub-cluster.
Now, w.r.t. this prementioned matter that, we have to
put a limit on the boundaries of the mini-clusters which are
being created during the scalable clustering, we are going to
demonstrate with an intuitive example that if a mini-cluster
with a non-convex shape is formed, how outliers could be
absorbed to such irregular mini-cluster and cause serious
damage to the final clustering results.
Fig. 3a illustrates the structure of an original cluster
represented with red dots; with a newly discovered non-
convex sub-cluster shown with blue dots; and a black
square and a black dashed line as its centroid and accepted
tolerance ellipse, respectively. The irregular mini-cluster is
formed around the initial mini-cluster; while its centroid
and accepted Mahalanobis radius are denoted as a black
triangle and a black solid line, respectively. There are also
some local outliers around the original cluster, which are
illustrated with magenta pentagons6.
As it is evident, the irregular mini-cluster can absorb
some local outliers, as its tolerance ellipse is covering a
remarkable space out of the containment area by the original
cluster. Moreover, the covariance determinant value for the
irregular mini-cluster is equal to 15.15, which is almost
twice that of the initial mini-cluster equal to 7.88. Thus, for
fixing this concern, by considering the proportion between
5. Regarding the three-sigma rule of thumb, Mahalanobis radii equal
to 1 and 2, cover roughly 68 and 95 percent of total objects in a Gaussian
distribution, respectively. For convex-shaped clusters of other distribu-
tions, the amount of coverage might vary, but for non-covex-shaped
clusters, it could contain objects not belonging to the distribution. Here,
in all subfigures, the presented radius is equal to 1.5.
6. Here, for challenging the performance of our method, we are
taking outliers so close to the original cluster. But in reality, it is not
usually like that and outliers have a significant distance from every
normal cluster in data.
the covariance determinant of an arbitrary cluster and its
spatial volume, we decide to divide the irregular mini-
cluster to smaller coherent pieces, with smaller covariance
determinants; and also, more limited Mahalanobis radii as
well. Therefore, we heuristically set the threshold value for
the covariance determinant of any newly discovered sub-
cluster or subdivided sub-cluster, as that of the nearest
initial mini-cluster7.
For the division process of an irregular sub-cluster, we
prefer to adopt K-means algorithm. However, K-means
can cause some incoherent subdivided sub-clusters in such
cases8, as shown in Fig. 3b. In Fig. 3b, two smaller mini-
clusters, produced as K-means result, are represented in
different colors; with covariance determinants of 1.63 and
7.71 for the coherent blue and incoherent red mini-clusters
respectively. The associated centroids and tolerance ellipses
are denoted as black crosses and black solid lines, re-
spectively. It is clear that even incoherent subdivided sub-
clusters, with a covariance determinant less than or equal
to the predefined threshold though, could be hazardous as
non-convex sub-clusters with a high value of covariance
determinant, as their tolerance ellipses could get out of the
scope of the main cluster, and suck outliers in9.
An alternative for this is to use hierarchical clustering
algorithms, which typically present a higher computational
load than K-means. For this matter, we decide to adopt a
K-means variant, which, for every subdivided sub-cluster
obtained through K-means, we apply DBSCAN again to
verify its cohesion.
Finally, we increase the value of K for K-means, from
2 till a value for which10, three conditions for every subdi-
vided sub-cluster are met: not to be singular, not having a
covariance determinant less than or equal to δi , and to be
coherent.
Fig. 3c illustrates a scenario in which, three smaller mini-
clusters, are represented as K-means output in different
colors; and centroids and tolerance ellipses shown as in
Fig. 3b. The covariance determinant values are equal to 0.12,
1.02 and 0.10 for the green, red and blue subdivided sub-
clusters respectively. As it is obvious, all subdivided sub-
clusters are coherent and not singular, with much smaller
determinants than the threshold, and much tighter spatial
volumes as such. Ultimately, after attaining acceptable sub-
clusters, it is time to update the temporary clustering model
w.r.t. them, due to Algorithm 2. Algorithm 6 shows all the
7. This threshold is denoted as δi, 1 ≤ i ≤ T, for any sub-cluster
discovered near the ith initial mini-cluster, through scalable clustering.
The proximity measure for this nearness is as the Mahalanobis distance
of the mean of the new discovered sub-cluster, from the initial mini-
clusters. We assume any sub-cluster with a covariance determinant
greater than such threshold, as a candidate for a non-convex sub-cluster,
whose spatial volume could cover some significant space out of the
scope of the related original cluster.
8. As K-means focuses solely on finding the best locations for the
means, and dose not consider the cohesion of the output clusters.
9. However, the divided mini-cluster could be significantly smaller
in size and determinant, though because of lack of coherency, some PC
variances could be very larger than others. Therefore, tolerance ellipses
will be more stretched in those PCs, and thus harmful.
10. Here, the upper bound for K is b |<i | /(p + 1)c, to avoid singular-
ity problem for every subdivided sub-cluster of retained objects. |<i |
stands for the cardinality of the ith mini-cluster of retained points.
10
steps required to cluster data points retained in memory
buffer.
Algorithm 6: [Γ,<] = RetSetClust(<, Γ, ®δ, εS, ψS, Cε, Cψ,
Λ)
Input : < - Retained set; Γ - Current array of mini-clusters
information; ®δ - Covariance determinant threshold; εS -
Sampling Epsilon; ψS - Sampling MinPts; Cε -
Sampling Epsilon coefficient; Cψ - Sampling MinPts
coefficient; Λ - PC share of total variance
Output: Γ - Updated temporary clustering model; < - Modified
retained set
1 Apply DBSCAN algorithm to cluster< w.r.t. the two parameters
Cε · εS and Cψ · ψS for Epsilon and MinPts respectively.
Consider the result of such clustering as {<1, · · · ,<K′ } ∪ <ζ
/* Adding the information of the newly discovered mini-clusters to the
temporary clustering model */
2 foreach <i, 1 ≤ i ≤ K′ do
3 if SingCheck
(
Σ<i
) ≡ 1 then /* Singularity check */
4 <ζ ←<ζ ∪<i
5 continue
6 end
7 b ← argminh∈{1, ··· ,T} MD(µ<i , Xh )
8 if det∑<i > ®δ (b) then /* Irregular mini-cluster */
9 Apply K-means with the number of clusters
2 ≤ K′′ ≤ b |<i | /(p + 1)c on <i . Find the minimum
value for K′′ as by which, for every subdivided
sub-cluster <i, j, 1 ≤ j ≤ K′′, we have
SingCheck
(
Σ<i, j
)
≡ 0, CohrCheck (<i, j ) ≡ 1 and
det∑<i, j ≤ ®δ (b)
10 if such K′′ is not found then
11 <ζ ←<ζ ∪<i
12 continue
13 end
14 [Γ] = MiniClustMake(Γ, {<i,1, · · · ,<i,K′′} , Λ)
15 Remove
{<i,1, · · · ,<i,K′′} from RAM buffer
16 else /* Regular mini-cluster */
17 [Γ] = MiniClustMake(Γ,<i, Λ)
18 Remove <i from RAM buffer
19 end
20 end
/* Setting unresolved points as retained set */
21 <←<ζ
3.2.1.5 Trying to Assign Retained Objects in Buffer
to Newly Created mini-clusters: After checking on retained
objects in buffer in the case of being capable of forming
a new mini-cluster, it would be necessary to examine the
remaining retained objects once more, w.r.t. Algorithm 5;
whether or not they could be assigned to newly created
mini-clusters, in the same cycle of membership checking
and mini-cluster updating, like what was done in subsec-
tion 3.2.1.3. The reason for this concern is that, due to
limitations connected to the utilized density-based cluster-
ing algorithm, such objects may not have been capable of
being an active member of any of the newly created sub-
clusters; even though they lie in the associated accepted
Mahalanobis radius. Hence, it becomes essential to check
again the assignment of these latter retained objects.
Fig. 4 demonstrates an intuitive example of such sit-
uation, in which, some objects, according to the density
restrictions cannot be assigned to a cluster; in consideration
of they lie in the accepted Mahalanobis radius of that cluster.
Objects that have had the competence to form a cluster are
shown with black solid circles; and those which are not a
part of the cluster, but reside in its accepted Mahalanobis
radius, which is represented by a blue solid line, are denoted
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Fig. 4. Trying to assign retained objects in buffer to newly created sub-
clusters
as red triangles.
Thus, if retained objects could belong to a newly cre-
ated sub-cluster, the corresponding information of that sub-
cluster will be modified w.r.t. Algorithm 4; and if not, such
data will be still retained in buffer for further process.
Although if it was the last chunk which was processed, all
these retained objects will be marked as temporary outliers.
But, all of these temporary outliers are not true outlying
points. As stated earlier, some of them are normal objects
which have not found the competence of forming a mini-
cluster or being assigned to one, due to applied restrictions.
However, at last, all of these true and untrue anomalies
which are maintained in buffer will be discarded; and this
is only the temporary clustering model which is remained
after all.
3.2.2 Building the Final Clustering Model
Here, at the end part of the scalable clustering, it is time
to construct the final clustering model or the same approx-
imate structure of T original clusters, w.r.t. the temporary
clustering model, with L mini-clusters. Hence, we follow
Algorithm 7, as at the first step, K-means algorithm is
carried out to cluster the centroids of temporary clusters11.
After clustering the temporary means, we shall merge
the information of the associated mini-clusters in each of
such clusters to obtain the final clusters. Here, we presume
that the core information of each final cluster only consists
of a centroid µ f , and a covariance matrix Σ f . Hence, w.r.t.
Algorithm 7, if a final cluster contains only one temporary
cluster, then the final centroid and the final covariance ma-
trix will be the same as for the temporary cluster. Otherwise,
in the case of containing more than one temporary cluster,
we utilize the sizes and the centroids of the associated mini-
clusters, to obtain the final mean.
11. Since, the original clusters are convex and besides, mini-clusters
are developed among their space, thus, using K-means here is reason-
able. Therefore, there is no need to utilize a density-based clustering
method, for the case of non-convex clusters.
11
-20 -15 -10 -5
x1
-20
-10
0
10
20
x
2
(a) After Processing the Last Chunk
-20 -15 -10 -5
x1
-20
-10
0
10
20
x
2
(b) Temporary Means and Final Means
-20 -15 -10 -5
x1
-20
-10
0
10
20
x
2
(c) Regenerated Objects and Final Means
Fig. 5. Proposed method appearance at the last steps of the scalable clustering
Algorithm 7: [z] = FinalClustBuild(Γ, η, β)
Input : Γ - Current array of mini-clusters information; η -
Random sampling rate; β - Pruning threshold
Output: z - Final clustering model
1 Consider the mean vectors of the whole temporary clusters
Xj ’s, 1 ≤ j ≤ L, as a matrix [M]L×p , and apply K-means with
K = T to cluster them. Assume the result of such clustering as
{M1, · · · ,MT }
2 z← Φ
3 foreach Mi, 1 ≤ i ≤ T do
4 if |Mi | ≡ 1 then /* Isolated mini-cluster */
5 Use the same mean location and covariance structure of
the isolated sub-cluster, as for those of the final cluster
6 else /* Group of mini-clusters */
/* Calculating the final mean location */
7 µ f ←
∑
j : Xj ∈Mi [Γj {6}·Γj {1}]∑
j : Xj ∈Mi Γj {6}
/* Calculating the final covariance structure */
8 U ← Φ
9 foreach Xj ∈ Mi do
10 Regenerate η · Γj {6} number of points, with
Gaussian distribution, due to Γj {1} as the
temporary mean and
(
1
Γj {6}−1
)
· Γj {2} as the
temporary covariance matrix
11 Add these regenerated points to U
12 end
13 Calculate the Mahalanobis distance of the points in U
based upon the sample mean µU , and the sample
covariance matrix ΣU
14 Prune U by discarding those points with Mahalanobis
distance more than β · √p and recalculate ΣU
15 Σ f ← ΣU
16 Remove U from buffer
/* Adding information to the final clustering model */
17 z {1, i } ← µ f
18 z {2, i } ← Σ f
19 end
20 end
For acquiring the final covariance matrix, for each of the
associated mini-clusters and w.r.t. its centroid and covari-
ance structure, we afford to regenerate a specific amount of
fresh data points with Gaussian distribution. We define the
regeneration size of each mini-cluster equal to the product of
the sampling rate (which was used at the "Sampling" stage)
and the cardinality of that mini-cluster, as η · Xj . And this
is necessary for saving free space in memory, while regen-
erating the approximate structure of an original cluster. We
consider all regenerated objects of all sub-clusters belonging
to a final cluster, as an unique and coherent cluster and
afford to obtain the final covariance structure out of it.
But before using the covariance matrix of such regener-
ated cluster, we need to mitigate the effect of some generated
outliers, which could be created unavoidably during the
regeneration process; and can potentially prejudice the final
accuracy outcomes. For this purpose, we need to prune
this transient final cluster, according to the Mahalanobis
threshold β, obtained through the user. Thus, regenerated
objects having a Mahalanobis distance more than β · √p,
from the regenerated cluster, will be obviated. Now, we can
compute the ultimate covariance matrix out of such pruned
regenerated cluster, and then remove this transient cluster.
This procedure is conducted in sequence for every final
cluster which consists of more than one temporary cluster.
Fig. 5a demonstrates a dataset consisting of two dense
Gaussian clusters with some local outliers around them.
This figure is in fact, a sketch of what the proposed method
looks like at the final steps of the scalable clustering and
before building the final clustering model. The green dots
are normal objects belonged to a mini-cluster. The red dots
are temporary outliers, and the magenta square points rep-
resent the temporary centroids. Fig. 5b demonstrates both
temporary means and final means, represented by solid
circles and triangles respectively, with a different color for
each final cluster. Fig. 5c colorfully demonstrates pruned
regenerated data points for every final cluster beside the
final means, denoted as dots and triangles respectively.
Now, after obtaining the final clustering model, the
second phase of the proposed approach is finished. In the
following subsection, the third phase named "Scoring" is
presented, and we will describe how to give each object, a
score of outlierness, w.r.t. the final clustering model obtained
out of the scalable clustering.
3.3 Scoring
At this phase, w.r.t. the final clustering model which was
obtained through scalable clustering, we give each data
point an outlying rank. Therefore, like phase two, once
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more, we need to process the whole dataset in chunks,
and use the same Mahalanobis distance criterion to find the
closest final cluster to each object. This local Mahalanobis
distance [13] is assigned to the object as its outlying score.
The higher the distance, the more likely it is that the object
is an outlier. Here, we name such score obtained out of
our proposed approach, SDCOR, which stands for "Scalable
Density-based Clustering Outlierness Ratio"12.
3.4 Algorithm Complexity
Here, at first, we analyze the time complexity of the pro-
posed approach. For the first two phases, "Sampling" and
"Scalable Clustering", the most expensive operations are the
application of DBSCAN to the objects residing in memory
after loading each chunk, and the application of PCA to each
mini-cluster to obtain and update its secondary information.
Let nC be the number of data points contained in a
chunk. Considering the three-sigma rule of thumb, in every
memory-load of points, the majority of these points lie
in the accepted Mahalanobis neighborhood of the current
temporary clusters and are being assigned to them (and
this will escalate over time by the increasing number of
sub-clusters, which are being created during each memory
process); and also by utilizing an indexing structure for
k-NN queries, the time complexity of DBSCAN algorithm
will be O
(
κnC log (nC)
)
; where, κ is a low constant close to
zero. Applying PCA on mini-clusters is O
(
min
(
p3, n3
C
))
[43],
as p stands for the dimensionality of the input dataset.
But according to our strong assumption that p < nC , thus,
applying PCA will be O
(
p3
)
. Hence, the two first phases
of the algorithm will totally take O
(
max
(
κnC log (nC) , p3
) )
.
The last phase of the algorithm, w.r.t. this concern that only
consists of calculating the Mahalanobis distance of any of
the total n objects in the input dataset to T final clusters, is
O (nT); and regarding that T  n; hence, the time complex-
ity of this phase will be O (n). The overall time complexity
is thus at most O
(
max
(
κnC log (nC) , p3
)
+ n
)
. However, it is
evident that both p and nC values are negligible w.r.t. n,
and therefore, we can state that the time complexity of our
algorithm is linear.
Analysis of the algorithm space complexity is twofold.
First, we consider stored information in memory for the
clustering models; and second, the amount of space required
for processing the resident data in RAM. With respect to the
fact that the most voluminous parts of the temporary and of
the final clustering models are the scatter and covariance
matrices respectively, and that L  T , thus, the space
complexity of the first part will be O
(Lp2) . For the second
part, according to this matter that in each memory-load of
points, the most expensive operations belong to the cluster-
ing algorithms DBSCAN and K-means; and regarding linear
space complexity of these methods; hence, the overall space
complexity will be O
(
nC + Lp2
)
.
12. Due to the high computational loads associated with calculating
Mahalanobis distance in high-dimensions, one can still gain benefit
of using properties of principal components for computing outlying
scores, like what was done during the scalable clustering.
4 EXPERIMENTS
In this section, we conduct a suite of experiments aimed to
analyze the accuracy, the robustness and the scalability of
the proposed method. All the experiments were executed
on a laptop having a 2.5 GHz Intel Core i5 processor and 6
GB of memory. The code was implemented using MATLAB
9 and, for the sake of reproducibility, it is published on
GitHub13.
To test the accuracy, we compare our method with some
state-of-the-art density-based methods, namely LOF and
LoOP; and a fast K-means variant optimized for clustering
large-scale data, named X-means [44]; and two state-of-the-
art distance-based methods, namely Sp and ORCA, on some
synthetic and real-life datasets. In addition, experiments
were conducted on some synthetic datasets in order to test
how the final accuracy varies when the number of outliers is
increased. Finally, the scalability of the proposed algorithm
and the effect of random sampling rate on the final detection
accuracy were tested.
4.1 Accuracy and Stability Analysis
Here, the evaluation results of the experiments conducted
on various real and synthetic datasets, with a diversity of
size and dimensionality, are presented in order to demon-
strate the accuracy and stability of the proposed approach.
4.1.1 Real Datasets
Some public and large-scale real benchmark datasets, taken
from UCI [45], and preprocessed and labeled by ODDS [46],
are used in our experiments. They are representative of
different domains in science and humanities. Table 2 shows
the characteristics of all test datasets, namely the numbers of
objects (#n), attributes (#p) and outliers (#o). In addition, for
the outliers in each dataset, their share of total objects in the
corresponding dataset is reported in percentage terms. In all
of our experiments, the Area Under the Curve (AUC) (curve
of detection rate and false alarm rate) [1], [2] is used to
evaluate the detection performance of compared algorithms.
The AUC and runtime results14 of different methods are
summarized in Table 3 and Table 4, respectively. The bold-
faced AUC and runtime indicate the best method for a
particular dataset.
For competing density-based methods, the parameters
are set as suggested, i.e. MinPtsLB = 10, MinPtsUB = 50 in
LOF and k = 30, λ = 3 in LoOP. For X-means, the minimum
and maximum number of clusters are set to 1 and 15
respectively. Maximum number of iterations and number of
times to split a cluster are set to 50 and 6 respectively as well.
In ORCA, the parameter k determines the number of nearest
neighbors, and increasing it also increases the runtime. We
13. https://github.com/sana33/SDCOR
14. For the proposed method, as we know the true structural char-
acteristics of all the real and synthetic data, we compute the accurate
anomaly score, based on Mahalanobis distance criterion, for each object
and report the following optimal AUC next to the attained result by
SDCOR. Moreover, we do not take into account the required time to
find the optimal parameters of DBSCAN, as a part of total runtime.
Furthermore, for X-means, as it assumes the input data free of noise,
thus after obtaining the final clustering outcome, the Euclidean distance
of each object to the closest centroid is assigned to it as an outlier score,
and hence, the following AUC could be calculated.
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TABLE 2
Properties of the Datasets Used in the Experiments
Dataset #n #p #o (%o)
Real
Datasets
Shuttle 49,097 9 3,511 (7.15%)
Smtp (KDDCUP99) 95,156 3 30 (0.03%)
ForestCover 286,048 10 2,747 (0.96%)
Http (KDDCUP99) 567,498 3 2,211 (0.38%)
Synth.
Datasets
Data1 500,000 30 5,000 (1.00%)
Data2 1,000,000 40 10,000 (1.00%)
Data3 1,500,000 50 15,000 (1.00%)
Data4 2,000,000 60 20,000 (1.00%)
use ORCAâA˘Z´s default setting of k = 5 in our experiments.
The parameter N determines how many anomalies are about
to be reported. If N is small, ORCA increases the running
cut-off rapidly and thus, more searches will be pruned off,
which will result in a much faster runtime. Hence, as the
true number of anomalies is not supposed to be known in
the algorithm, we set N = n8 , as a reasonable value, where
n stands for the cardinality of the input data. For Sp, the
sample size s is set to the default value as suggested by
the author, equal to 20 in our experiments. Each dataset is
divided into 10 chunks, and for the algorithms that have
random elements, including Sp and the proposed method
SDCOR, their results are reported in the format of µ ± σ,
over 40 independent runs, as µ and σ stand for the mean
value and the standard deviation of AUC values.
Moreover, as long as we are trying to not let outliers
participate actively in the process of forming and updating
mini-clusters during the scalable clustering, two of the input
parameters of the proposed algorithm are more critical,
listed in the following: the random sampling rate η, which
influences the parameter ®δ, the boundary on the volume of
mini-clusters at the time of creation; and the membership
threshold α, which is useful to restrain the volume of mini-
clusters, while they are incrementally growing over time.
Note that the sampling rate η should not be set too
low, as by which, the singularity problem might happen
during the "Sampling" phase, or even some original clusters
may not take the initial density-based form, for the lack of
enough data points15. The same problem concerns α, as a
too low value could bring to the problem that the number
of sub-clusters which are being created during the scalable
clustering will become too large, which leads to a much
higher computational load. In addition, a too high value for
α brings the risk of outliers getting joined to the normal sub-
clusters, and this will escalate over time, which increases the
"False Negative" rate. Here, in all experiments, α is set to 2.
As for the real datasets, Table 3 shows that in terms of
AUC, SDCOR is more accurate than all the other competing
methods, except for the Smtp dataset, which LoOP has
achieved the best result, though with a negligible difference.
Moreover, it is obvious that the attained results by the
proposed approach are almost the same as the optimal ones,
and also, the average line indicates that SDCOR performs
15. Hence, one can state that there is a straight relationship between
the random sampling rate, and the true number of original clusters in
data. In other words, for datasets with a high frequency and variety
of clusters, we are forced to take higher ratios of random sampling, to
avoid both problems of singularity and misclustering, in the "Sampling"
stage. Here, regarding our pre-knowledge about real and synthetic
data, we have set η to 0.5%.
overall much better than all the other methods. More im-
portantly, SDCOR is effective on the largest dataset Http. In
addition, by considering the standard deviations of AUC
values for Sp and SDCOR, it is apparent that SDCOR is
much more stable than Sp, as the mean value of the standard
deviations for SDCOR is 0.006, which is really dispensable
comparing to that of Sp, equal to 0.116. And this is due to
using one very small sample only by Sp, which causes the
algorithm go through large variations on the final accuracy.
For X-means, as it is not compatible with anomalies in
the input data, thus it severely fails on separating outliers
from the normal clusters, and it is clear from its average
AUC for real datasets, which shows that outliers are totally
misclassified.
Furthermore, Table 4 reveals that SDCOR preforms
much better than other competing methods in terms of
execution time, except for Sp, which is slightly faster than
the proposed method. Although Sp is the fastest among the
compared algorithms, as it was noted, its AUC suffers from
large variations and it is lower than SDCOR. Moreover, w.r.t.
the two state-of-the-art density-based methods, it is evident
that there is a huge difference on consuming time between
SDCOR and these methods, and it is due to the fact that in
SDCOR, it is not required to compute the pairwise distances
of the total objects in a dataset, differently from LOF and
LoOP.
As stated earlier at the beginning of this paper, the strong
assumption of SDCOR is on the structure of the existing
clusters in the input dataset, which should have Gaussian
distribution. In practice though, w.r.t. [47], quite a lot of
real world data are Gaussian distributed — thanks to the
Central Limit Theorem. Furthermore, w.r.t. [48], [49], [50],
even when original variables are not Normal, employing
properties of PCs for detecting outliers is possible and the
corresponding results will be reliable. Since, given that PCs
are linear functions of p random variables, an appeal to
the Central Limit Theorem may justify approximate Nor-
mality for the PCs, even when the original variables are
not Normal. Following this issue, it is possible to set up
more formal tests for outliers based on PCs, assuming that
the PCs are normally distributed. Moreover, the use of
Mahalanobis distance criterion for outlier detection is only
viable for convex-shaped clusters. Otherwise, outliers could
be assigned to an irregular (density-based) cluster under
masking effect and thus, will be misclassified.
4.1.2 Synthetic Datasets
Experiments on synthetic datasets are conducted in an
ideal setting, since these datasets are following the strong
assumptions of our algorithm on the structure of existing
clusters, which should be Gaussians. Moreover, the gen-
erated outliers are usually more distinctive than those in
the real data, and the outliers "truth" can be used to verify
whether an outlier algorithm is capable of finding them.
The experiments carried out on four artificial datasets are
reported at the bottom of Table 3, along with their execution
times in Table 4. Each dataset consists of 6 Gaussian clusters,
and outliers take up 1 percent of its volume.
In more detail, for each dataset having p dimensions,
we build a Gaussian cluster with a mean vector, so that it
is quite far away from the other means, to hinder possible
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TABLE 3
AUC Results for SDCOR and its Competitors on Real and Synthetic Datasets
Dataset LOF LoOP X-means ORCA Sp SDCOR (Optimal)
Real
Datasets
Shuttle 0.602 0.553 0.841 0.606 0.876±0.093 0.967±0.010 (0.994)
Smtp (KDDCUP99) 0.874 0.900 0.110 0.860 0.858±0.029 0.780±0.006 (0.815)
ForestCover 0.598 0.550 0.503 0.743 0.552±0.132 0.934±0.007 (0.950)
Http (KDDCUP99) 0.871 0.862 0.001 0.459 0.948±0.211 0.995±0.002 (0.999)
real data results average 0.736 0.716 0.364 0.667 0.808±0.116 0.919±0.006 (0.939)
Synth.
Datasets
Data1 0.992 0.926 0.639 1.000 1.000±0.000 1.000±0.000 (1.000)
Data2 0.997 0.959 0.692 1.000 1.000±0.000 1.000±0.000 (1.000)
Data3 0.993 0.945 0.316 1.000 1.000±0.000 1.000±0.000 (1.000)
Data4 0.995 0.937 0.358 1.000 1.000±0.000 1.000±0.000 (1.000)
synth. data results average 0.994 0.942 0.501 1.000 1.000±0.000 1.000±0.000 (1.000)
TABLE 4
Execution Time (Secs) Results for SDCOR and its Competitors on Real and Synthetic Datasets
Dataset LOF LoOP X-means ORCA Sp SDCOR
Real
Datasets
Shuttle 303.920 354.100 7.312 80.367 0.031 0.841
Smtp (KDDCUP99) 1,206.390 1,055.630 38.545 142.526 0.075 1.176
ForestCover 9,005.150 11,907.550 21.779 3,618.686 0.269 2.583
Http (KDDCUP99) 57,600.452 60,231.241 792.655 5,570.813 0.449 4.646
real data results average 17,028.978 18,387.130 215.073 2,353.098 0.206 2.311
Synth.
Datasets
Data1 79,211.854 81,893.782 461.071 18,838.446 0.778 9.540
Data2 345,632.412 348,243.431 1,640.049 101,361.263 1.923 26.640
Data3 604,768.975 609,776.649 3,525.552 224,559.345 3.251 55.770
Data4 1,209,594.368 1,221,492.918 5,947.979 389,826.856 4.175 101.340
synth. data results average 559,801.902 565,351.695 2,893.663 183,646.478 2.532 48.323
overlappings among the multidimensional clusters. As for
the covariance matrix, first, we create a matrix [A]p×p , whose
elements are uniformly distributed in the interval [0,1].
Then, we randomly select half the elements in A and make
them negative. Finally, the corresponding covariance matrix
is obtained in the form of [∑]p×p = ATA. Now, w.r.t. to
the mean vector (location) of each cluster and its covariance
matrix (shape of the cluster), we can generate an arbitrary
number of data points from a p-variate Gaussian distribu-
tion. Moreover, to eliminate marginal noisy objects in each
cluster, we can exploit the Mahalanobis distance criterion
and eliminate the objects outside of the Mahalanobis radius,
set to e.g. 1.
For injecting local outliers to each cluster, first, we con-
sider a hypercube covering the boundaries of the corre-
sponding cluster in every dimension, with the same centroid
as of the cluster, and having a specific amount of vacant
space around it. Then, we randomly generate records in
this space and accept them as local outliers iff they fall in
the accepted Mahalanobis distance interval of the cluster,
e.g.
[
4
√
p, 10
√
p
]
. Due to the fact that the volume of the
hypercube increases so rapidly by p for high-dimensions,
we need to extend the accepted interval for generated points
to save time. Therefore, some of the synthesized outliers in
this way could be global.
The results in Table 4 verify that synthetic datasets are in
general too easy for SDCOR, and also for ORCA and Sp, as
they always achieve perfect results, since, in such datasets,
normal objects are totally in very dense areas and outliers
reside in very sparse zones and far enough away from the
normal clusters. However, X-means still fails on distinguish-
ing anomalies from normal clusters, and LOF and LoOP
are attaining near-perfect results. Although ORCA and Sp
are rivaling the proposed method in terms of accuracy on
artificial datasets, regarding the time consumption results in
Table 4, ORCA’s runtime is remarkably more than SDCOR
and besides, for Sp, which is performing slightly quicker
than our method w.r.t. other methods, such datasets are not
seriously challenging like the real ones. The execution times
of LOF and LoOP are totally huge though, as it took almost
two weeks for the largest synthetic dataset to obtain results
for each of these state-of-the-art density-based methods.
4.2 Tolerance to a High Number of Outliers
To analyze the accuracy when the number of outliers is in-
creased, we follow the same procedure used to generate the
synthetic datasets, described in detail in the last subsection.
Hence, the percentage of outliers in a dataset is increased
from 50 to 150 percent with a step length of 10 percent. The
numbers of normal objects and attributes for any of these
datasets are 20,000 and 2 respectively. Also, the intrinsic
manifold of normal objects in all these datasets is the same,
which consists of 4 Gaussian clusters.
Fig. 6a reveals that SDCOR is totally noise tolerant, as by
increasing the percentage of outliers, always perfect AUC
results are achieved out of our method. ORCA performs
favorably well, though with increase in the outliers ratio,
it loses its stability. Sp attains fairly good detection results,
but it can not stand high amounts of noises. However, X-
means performs completely erratic in all noisy situations,
and moreover, for LOF and LoOP, they are entirely misclas-
sifying outliers in all complex conditions. The reason for
this is that in SDCOR, the basis for forming mini-clusters,
during the scalable clustering, is the fulfilment of DBSCAN
requirements, which are obtained out of "Sampling" stage.
As all of the normal objects follow a Gaussian distribu-
tion and outliers are injected using a continuous uniform
distribution, hence, the local density of normal points is
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much higher than that of outliers. Therefore, the acquired
optimal parameters for density-based clustering are ob-
tained proportional to the dense regions containing only
sampled inliers. For this reason, in each memory process,
the probability of a sub-cluster being formed by outliers is
very less than that of normal objects, and thus, our approach
based on DBSCAN, obtains very good results.
Fig. 6b shows DBSCAN result on the sampled data of
the test dataset with 150 percent of injected outliers. Four
discovered Gaussian clusters and noises are represented
with dots in different colors, and red empty circles, respec-
tively. As it is evident, even at this highly noisy situation,
outliers cannot satisfy DBSCAN constraints on forming a
mini-cluster.
4.3 Scalability
To assess the scalability of the proposed method, we mea-
sure the time consumption with increasing number of ob-
jects. First, a synthetic dataset with 200,000 normal objects
having 10 attributes, containing 4 Gaussian clusters is gen-
erated. Then, we conduct random sampling with sampling
0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Number of Objects 105
1.5
2
2.5
Ti
m
e(s
ec
s)
Time Complexity Curve
Best Fitting Line
Fig. 7. Scalability test
rates of 10 to 100 percent with step length of 10 percent,
and for each resulting dataset, we inject 200 outliers into
it. In other words, we want to analyze the execution time
using datasets which have very similar basic characteristics,
namely the location (centroid) and the shape (covariance
matrix) of each cluster. Moreover, in all experiments, pa-
rameters are set as suggested in the previous subsections,
and also, in all cases, perfect detection results are achieved.
Fig. 7 demonstrates that the run time of SDCOR is close
to a linear function of the number of objects; and this is
a confirmation of the result of the analysis conducted in
subsection 3.4 on the algorithm complexity. In particular,
for the dataset with a minimum size equal to 20,200, the run
time is 1.19 seconds. But when the number of objects reaches
the maximum value equal to 200,200 (about ten times the
minimum value), the processing time increases by about 2.2
times, to only 2.59 seconds. Therefore, SDCOR has a low
constant in its runtime complexity, and hence, is scalable.
4.4 The Effect of the Sampling Rate
Here, we examine the variation of covariance determinant
of sampled data of a unique cluster per various random
sampling rates. Therefore, first of all, we create an arbitrary
Gaussian cluster with 10,000 objects and 2 attributes. Then,
we start sampling with the sampling rate of 0.5 percent and
proceed to 100 percent with the step length of 0.5 percent,
and then, for each of these resulting sampled clusters, we
calculate the corresponding covariance determinant of the
cluster.
As Fig. 8a shows, with increase in random sampling rate,
the corresponding covariance determinant is approaching
that of the original cluster. However, as it is evident, even
covariance determinants associated with very low sampling
rates are quite close to that of the main cluster. In example,
for the lowest sampling rate equal to 0.5 percent, the cor-
responding covariance determinant is approximately 300,
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Fig. 8. Covariance determinant and tolerance ellipses variation per random sampling rate
which is close enough to that of the original cluster, roughly
equal to 220.
Now, if we plot the tolerance ellipses for both the main
cluster and the sampled cluster with the sampling rate of 0.5
percent, we observe that they are so similar to each other.
Fig. 8b illustrates such situation in which, objects belonging
to the original cluster and those belonging to the sampled
one are shown with blue dots and red squares respectively.
Moreover, tolerance ellipses of the main and the sampled
clusters are shown in red and black respectively.
5 CONCLUSION
In this paper, a new scalable density-based clustering ap-
proach for local outlier detection in massive data is pro-
posed, which processes the input data in chunks. First of
all, by obtaining a random sample of the entire dataset
and applying a density-based clustering algorithm to it, the
initial temporary clustering model is built, which contains
the rough information of the original clusters in data. Then,
this model is incrementally updated by loading successive
chunks of data into memory. Ultimately, after processing
the whole chunks, the final clustering model was acquired,
which w.r.t. that and conducting another scan of the entire
dataset, each object was given an outlying score equal to its
local Mahalanobis distance.
A complete evaluation, conducted on both real-world
and synthetic datasets, demonstrates the appealing perfor-
mance of SDCOR in comparison with different state-of-the-
art density-based outlier algorithms, which need the data
be resident in memory; and also, some other rapid distance-
based anomaly detection methods, which can operate well
on the disk-resident data. Moreover, the efficiency outcomes
confirm the robustness of the proposed method comparing
to other methods, in very noisy conditions. In addition, the
experiments confirm that the algorithm has a linear time
complexity with a low constant and that, even with a very
low rate of random sampling, it is still able to satisfactorily
approximate the shape of the real clusters. For the future
work, we would like to enhance our proposed approach to
be able to cope also with density-based non-convex clusters.
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