Abstract Dual-task interactions in posture and cognitive tasks have been explained as a competition for spatial processing structures or as interference in the online sensorimotor adjustments required for sensory integration. Going beyond these general terms accounts, we propose that interference between spatial and temporal operations in posture-cognition arises at least partly from the need to share a common behavioral context, such as a spatial frame of reference. Using immersive visualization and motiontracking techniques, we manipulated the spatial reference frames for a standing task and a conjunction visual search task into or out of coincidence. Aside from performance trade-offs due to task-load manipulations, performing visual search in a non-coincident reference frame led to cognitive task and postural task performance decrements (Experiment 1). Postural dual-task decrements were also observed when visual search was split between coincident and non-coincident frames and both frame conditions rendered identical in visual information relevant to posture control (Experiment 2). We concluded that the postural control costs observed for posture-cognition dual-tasking may in part reflect costs of keeping tasks' reference frames in register.
Introduction
The ability to control, maintain and rapidly reorganize body posture and spatial orientation is fundamental to the adaptive success of nearly all animal species, including humans. The large-scale perceptual and neuromuscular coordinations that underpin such ubiquitous activities as standing, leaning, orienting and recovering balance are complex, but our usual experience of performing them effortlessly contrasts markedly with the effort and capacity limitations associated with many, arguably simpler, cognitive tasks. However, there is now a wealth of experimental evidence showing that this perceived autonomy of posture control is in fact misleading-maintaining upright stance (postural task) can interact in a variety of ways with a concurrently performed cognitive task, in young and old, healthy and clinical populations. Thus, dual-task studies have variously reported increased, decreased or unchanged amount or variability of postural sway for the performance of an explicit cognitive task during mechanically unperturbed or perturbed standing, while adjustments to standing balance have been shown, in cases, to be accompanied by a change in cognitive task performance (see Woollacott and Shumway-Cook 2002; Fraizer and Mitra 2007 , for reviews).
Despite considerable differences between studies in terms of test populations, sway variables and dual-tasks, as well as results, the majority of theoretical treatments of experimental data have followed the cognitive dual-task literature in interpreting postural-cognitive dual-task effects as attentional resource-competition or resourcesharing phenomena (Woollacott and Shumway-Cook 2002) . Thus, some authors have proposed that posture control competes with cognitive tasks for a limited pool of general resources (Dault et al. 2001; Yardley et al. 2001; Redfern et al. 2004) , while others have explained interference effects in terms of structural limitations in spatial information processing (Kerr et al. 1985; Maylor and Wing 1996; Maylor et al. 2001) or sensory integration (Teasdale et al. 1993; Redfern et al. 2001 ). There are, however, at least two fundamental but under-appreciated differences between performing a cognitive task while maintaining body posture and (as in the classic dual-task literature) trying to perform two cognitive tasks at once. First, the latter is almost always optional in everyday life, but the former is nearly never so. In fact, all embodied, everyday cognitive activity takes place under dual-task conditions involving postural tasks. In this sense, if posture control is considered a cognitive task, in life or in the laboratory, nobody ever performs a unitary cognitive task. The second, related difference is that posture control does not simply coexist with concurrent cognitive tasks, but very often performs the dual role of protecting the body from impact and destabilization, while also enabling and facilitating the suprapostural (i.e., coordination-based) task by providing a physical platform well-suited to task-oriented perceptionaction Mitra 2004) . In this sense, how effortlessly a concurrent task coexists with posture control may depend not just on each task's load and the resulting draw on common attentional resources, but also on how tightly the task context can be embedded within the behavioral context provided by posture control (Mitra 2003 (Mitra , 2004 Mitra and Fraizer 2004) . The latter possibility is precisely what we sought to investigate in the present research. Specifically, we operationalized postural and cognitive task contexts as task-linked spatial reference frames that were either in or out of coincidence with each other, and investigated the performance costs of having to operate concurrently with respect to both tasks' reference frames. If non-coincident reference frames carried a performance disadvantage, as we hoped to discover, the sheer ubiquity of postural-suprapostural dual-tasks would suggest that skilled context embedding must be a key aspect of our sensorimotor adaptation.
Reference frames for postural control and suprapostural tasks
In everyday life, every instance of cognitive activity occurs within the context of one or more large-scale, mandatory motor coordinations governing balance, locomotion and spatial orientation of the body. The organization of these coordinations is constrained, chiefly, by the need to physically act and react with respect to a gravitational-inertial reference frame (Massion 1994) . In which case, the coordinate or task-space with respect to which balance is maintained is naturally a geocentric or world-frame, since the forces that need to be generated to keep the body upright result directly from the motion of body segments with respect to the ground (Mergner and Rosemeier 1998) . On the suprapostural side, humans are capable of configuring themselves, physically as well as cognitively, into special-purpose systems for efficiently performing many different functions. A notable feature of this versatility is that these tasks are of a bewildering variety of dimensions, both spatial and abstract, such that the suprapostural taskspaces are highly flexible and apparently assembled on demand (see Thelen 1995; Thelen et al. 2001 , for illustrations from dynamic systems and motor learning).
Most everyday cognitive tasks have prominent spatial aspects, but the reference frame with respect to the taskspace for the suprapostural task (call it the task-frame) may or may not be identical to the world-frame. For example, consider the case of standing upright as the postural task, and searching for a visual pattern, say a particular a word within a piece of text, as the suprapostural task. Standing upright on a flat surface (as in our lab) involves monitoring the motion of the body's center of mass, and applying a pattern of forces across body segments to keep the body's line of gravity comfortably within the support base provided by the stance (Fig. 1) . The reference frame with respect to which balance is maintained is clearly the worldframe since the forces that need to be generated to keep the body upright result directly from the motion of body segments with respect to the gravitational normal. The reference frame with respect to which tasks such as reading or visual search are performed is, on the other hand, a more complex issue. It is useful to note at this point that the task of detecting the target word from a piece of text involves working with a set of visual features that appear in a particular spatial arrangement with respect to each other. Similarly, the target of a visual conjunction search is defined by the simultaneous presence of certain features at a particular location in the visual field. It may be expected, then, that the most natural or most preferred reference frame for such tasks will be the one with respect to which the relative positions of visual features is specified in the most reliable and stable manner.
1 If the display surface is ground-fixed (e.g., a wall or billboard), then the coordinates of the visual features with respect to the task-frame do not change relative to their coordinates with respect to the world-frame. In this sense, the postural and cognitivetask frames coincide. If the surface is, say, the side of a moving vehicle, or even a piece of paper held in the reader's hands, the dynamic relationship between this taskframe and the world-frame can become quite complex. In the latter, perhaps more general, case of postural-cognition dual-tasking, the visual search coordinates are placed in a task-linked reference frame that can move with respect to the world-frame. In this sense, reference frames for the two tasks can be non-coincident.
There can be two types of solutions to this problem of non-coincident task frames. One requires ongoing effort, and is therefore expected to generate performance costs. The other is a matter of choice without ongoing effort, and should not impact dual-task performance. To take the latter case first, one possibility is that performing a cognitive task such as reading or visual search in its preferred reference frame does not impede simultaneous control of body posture with respect to the world-frame. If this is the case, then frame discrepancy is a non-issue. A second possibility is that discrepancy between the two tasks' natural frames is an issue, but both tasks can simply adopt one or the other task's natural frame as a common frame for dual-task performance. In either case, there is no expectation of dualtask performance costs associated specifically with noncoincidence of task frames. The second type of solution involves performing each task in its preferred reference frame, but requires some (effortful) means of always keeping the task-and world-frames in register. Such a coregistration process could mean maintaining the transform that takes one frame to the other to allow working in a common reference frame, or it could mean keeping the postural-and task-frames separate, but updating the state with respect to each frame at a rate that falls within the tolerance limits of both tasks (i.e., the motion of one frame relative to the other would have to be monitored to avoid disorientation). Either way, if the solution involves ongoing effort, we refer to this process as frame co-registration, and any associated costs to postural or suprapostural task performance as co-registration costs.
Testing the frame co-registration cost hypothesis To test our frame co-registration cost hypothesis, we used immersive visualization (head-mounted display and motion-tracking) techniques to operationalize postural and suprapostural task contexts by arranging for the two tasks to be carried out with respect to two spatial reference frames that were either coincident or non-coincident with each other. In our coincident frames condition, subjects stood upright while performing a conjunction visual search task (Treisman and Gelade 1980) whose display appeared to maintain its position and orientation with respect to the postural world-frame, with the observers' own head motion appearing to generate the expected changes in viewpoint. In this condition, all search items in the display appeared to remain stationary in the world-frame as the subject stood (and swayed spontaneously). In this case, the reference frames for the tasks were coincident. The non-coincident frames condition differed only in that the search display remained static not with respect to the world-frame, but with respect to the subject's viewpoint. The task-frame therefore remained anchored to a reference frame attached to the subject's head, which swayed spontaneously with respect to the world-frame as the subject maintained upright stance. In this case, the reference frames for the tasks were non-coincident. Since the spontaneous body sway associated with standing upright is best described as a bounded, correlated random walk (Collins and Deluca 1994) , the latter condition of having the visual-search display's motion mirror the motion of the participant's Fig. 1 Schematic diagram of the experimental setup. As shown, the task-space for standing upright was the world-frame, with one axis parallel to gravity. The task-frame for the search task was attached to the bounding volume of the stimulus set. The stimuli were viewed through a stereoscopic head-mounted display. Postural sway was recorded at 60 Hz from the subject's head and hip segments using an electro-magnetic motiontracker. In the coincident frames condition, head sway information was used to change the location of the viewpoint in the world-frame (i.e., from the subject's perspective, the search items remained static in the world-frame). In the noncoincident frames condition, the search items moved with the swaying head. Subjects responded using a two-button mouse held in the dominant hand Exp Brain Res (2008) 185:429-441 431 swaying head gave a task-frame that was dynamically uncoupled from the world-frame-as the participant stood and performed visual search, he or she could not solve the frame discrepancy by mapping the task-frame on to the world-frame by applying any low-dimensional motion equation. However, as there were multiple sources of information (vestibular, proprioceptive, etc.) about sway available to the participant's nervous system on a continuous basis, such a task-frame was not arbitrarily related to, or informationally uncoupled from, the world-frame. We predicted that performing the task combination across two non-coincident reference frames would incur additional performance costs in either the postural or the suprapostural task, or both. To explore distinctions between effects of workspace coincidence and task load, we manipulated the postural component's load by varying the area of the support base-people stood in either open (ankles about 10 cm apart and feet at about 45°to each other) or closed (feet flush against each other) stance. Closed stance reduces the support base area, and increases the difficulty of maintaining balance. The suprapostural component's load was manipulated by varying the number of distractors in search task's display. The advantage of using this task is that it provides a quantitative measure of cognitive load that can be scaled by experimental manipulations and confirmed from subjects' performance. Before presenting our results, it is worth considering the possibility that the task performances we observed in our experiments may have been due to issues unique to immersive environments. A common concern is that the horizontal field of view in head-mounted displays (HMDs) is more restricted than in natural vision. Peripheral vision is very sensitive to lamellar optical flow and, given that the ground surface is an essential frame of reference in everyday life, expectedly found to strongly affect both stability and balance (Lestienne et al. 1977; Stoffregen 1985) . However, both radial and lamellar flow as small as 15°in diameter at the fovea region are found to induce postural sway (Andersen and Dyre 1989; Nougier et al. 1997) . As noted in the literature (Wu and Ouhyoung 2000; Mitra 2003) , perhaps a more important issue in using HMDs concerns the latency involved in tracking and generating a new image, and which can give rise to motion sickness in susceptible individuals. However, recent work has failed to find significant effects of graphics latency on posture stabilization, and shown that postural manipulations of the type employed in this study are significantly less dependent on visual stabilization that those involving mechanically destabilized stance (Kelly et al. 2007) . Also, our experiments are unlikely to have had significantly disruptive effect on subjects' sensorimotor function given that the experiments involved short exposure duration and induced only small amplitude body sway. In this respect, it is worth noting that the sway size means obtained for the present experiments are directly comparable to posture-cognition research using similar measurement techniques applied to non-immersive environment settings (Riley et al. 1999) .
Experiment 1

Materials and methods
Subjects
Twenty-four undergraduates from the University of Warwick gave their consent to participating in the experiment, and received course credit for their participation. They ranged from 18 to 20 years in age, 1.57 to 1.88 m in height, and 52 to 76 kg in weight. All reported normal or corrected-to-normal vision, and none had any history of neurological or balance disorders. All participants were naive to the purpose of the experiment, and were debriefed in detail only after data collection was completed. A number of participants were familiar with the visual search task, but none had previously encountered the stimuli used in this study, and none had previously participated in a posture control experiment. The study was approved by Warwick University's Humanities and Social Sciences Research Ethics Committee.
Apparatus and data collection
Our basic experimental method is described in detail in Mitra (2003) and Mitra and Fraizer (2004) . Subjects stood (without footwear) in open or closed stance and viewed the computer-generated visual search stimuli through a Virtual Research V8 head-mounted display (HMD). Polhemus Fastrak electromagnetic motion-tracking sensors (0.0012 cm RMS static accuracy, 0.004 s latency, 60 Hz frame-locked update rate) placed on the head and the first lumbar vertebra recorded body sway. The visual search stimuli were presented stereoscopically at a locked frame rate of 60 Hz. Unlike our previous work, the search stimuli in this study were staggered randomly in depth (±10 cm around an average distance of 48 cm from the eyes). In the coincident frames condition, anterior-posterior (AP) body sway generated radial optic flow and medial-lateral (ML) sway generated lamellar flow and motion parallax. In the non-coincident frames condition, subjects had no access to the optical consequences of their sway (but see ''Results and discussion'' and ''Experiment 2''). Nonetheless, the difference between the two frame conditions was phenomenologically subtle. During debriefing, only one subject reported noticing any difference (''some stimuli were more 3D'', for the coincident frames condition). The subtleness of the frame manipulation can be further appreciated by noting that the magnitude of spontaneous head sway during unperturbed standing by healthy young adults is quite small (as can be seen from the sway means presented in ''Results and discussion'').
The search displays contained blue and green rectangular ''A'' and ''H'' letter shapes of equal luminance, displayed against a black background. Before each trial, a white fixation crosshair was presented for 1 s at the center of an invisible 8 · 8 cell display grid (at the same depth as the point of convergence). For each trial, the letter shapes were randomly assigned to display cells, and letter position was further randomized within each cell. The search displays consisted of 4 and 16 (randomly-placed) items in the low and high search-load conditions, respectively. On targetabsent trials, the display comprised equal number of green H-and blue A-shaped distractors. On target-present trials, the blue H search target replaced one of the blue As. Each search block consisted of 20 target-absent and 20 targetpresent trials. Subjects held a mouse in their dominant hand as they stood with both arms held relaxed by the sides. They indicated the presence or absence of the target by clicking, respectively, the left or right mouse-button. Subjects were asked to stand quietly and perform the search task as quickly as possible, without making too many errors.
Varying stance (open, closed), search item number (4-low, 16-high) and reference frame (coincident, non-coincident) gave rise to eight within-subjects conditions. These conditions were randomly counterbalanced. The visual search task's design also contained the target (present, absence) condition. Since target presentation was randomized, the target condition was absent in the design used to analyze the postural sway measures described below.
For each subject, one set of sway time series was recorded during the 40-trial visual search block in each of the eight experimental conditions. These were presented as a series of two-block sessions, with a 2-3 min break between sessions during which the HMD was removed and subjects was asked to sit down, rest and re-orient before taking up position for the next session. Experimental run-time was \25 min, inclusive of these breaks. All subjects received one block of 15 practice trials. The first search-trial of each block was experimenter-triggered. Subsequent trials were triggered by the subject's button-presses. Following each response, the search display was removed from view and the fixation crosshair was presented for 1 s before the next trial.
Dependent measures and analysis
Visual search performance was analyzed using response time and accuracy measures, calculated separately for the target-present and target-absent trials. Since the total time required for a task block varied as a function of the suprapostural task's load (averaging about 72 and 100 s, respectively, for low and high-load conditions, including ISIs), the corresponding time series of sway data differed in the number of data points. To ensure that the sway measures in all conditions were calculated off the same number of data points, and to minimize exposure of the measures to (the subject's) transient behavior at block onsets (that might arise, for example, due to the novelty of the viewing condition), sway data from only the final 60 s of each visual search block was used in calculating the sway measures. For AP and ML sway separately, these measures were a moving-window standard deviation estimation of short time-scale (STS) posture control activity (\1 s), and corresponding RMS mean drift estimation of longer timescale (LTS) control activity at about 1 s resolution (see Mitra 2003 , for details and discussion). Figure 2 shows a representative sample of sway data taken from a subject's head-sway data in Experiment 1.
Analysis of variance (ANOVA) with repeated measures on within subject factors (including the target condition in the case of the visual search task's design) was used to analyze the data. The level of significance for main effects and interactions was set at p \ 0.05. Post hoc tests were performed using simple main effects or else Bonferronicorrected paired sample t tests. All significant effects are reported. In common with those posture-cognition dualtask studies reporting treatment magnitudes, we used partial eta (g 2 p ) to measure effect size.
Results and discussion
Two subjects' data were eliminated from all analyses due to measurement errors during sway data collection. Visual search RT and accuracy were analyzed using a 2 (frame) · 2 (load) · 2 (stance) · 2 (target) within-subjects, repeated measures ANOVA. The search load, target and stance main effects and their significant interactions (Table 1) replicated earlier studies (Mitra 2003; Mitra and Fraizer 2004) , and confirmed that load-scaling was effective and search was attentionally demanding. For present purposes, the most notable significant effect was the frame · search-load interaction on RT (Fig. 3) , F (1,21) = 5.302, p \ 0.05, g 2 p = 0.202; increased searchload had a greater negative impact on search speed in the non-coincident frames than the coincident frames condition, t (1,21) = 2.303, p \ 0.05.
Despite the effortful search (0.034 and 0.074 s/item for target-present and target-absent trials, respectively), accuracy was high across all conditions. The lowest accuracy of 90.5% in the target-present, high-load condition amounted Exp Brain Res (2008) 185:429-441 433 to an average of only 1.48 failures to detect the target in the 20 search trials in that condition. Subjects were therefore able to devote adequate levels of cognitive effort to the search task. With respect to the frame manipulation, ANOVA showed a significant frame · stance · target interaction (Fig. 4) , F (1,21) = 4.345, p = 0.05, g 2 p = 0.171; on target-absent trials, accuracy was lower in the noncoincident frames than the coincident frames condition when subjects stood in closed stance, F (1,21) = 5.923, p \ 0.05, g 2 p = 0.220. Repeated measures ANOVA was also conducted on STS and LTS measures, separately for the ML and AP components, with frame, search-load and stance as withinsubjects factors. Notably, there was a significant frame · search-load interaction on the head segment's STS measure of AP sway (Fig. 5) , F (1,21) = 5.894, p \ 0.05, g 2 p = 0.219; STS-AP sway rose significantly in the non-coincident frames condition as search-load increased (F (1,21) = 18.023, p \ 0.001), but there were no significant differences in the corresponding coincident frames condition. The pattern of search-load and stance main effects (Table 2 ) broadly replicated our previous results (Mitra 2003; Mitra and Fraizer 2004) . As expected, subjects swayed more in both AP and ML directions on all measures when they stood in closed rather than open stance, and also when they performed the more demanding search task.
Consistent with our frame co-registration cost hypothesis, there were performance decrements in both the suprapostural and postural task components when the world-frame and task-frame were non-coincident. However, the frame manipulation in this experiment was potentially confounded with the availability of optical consequences of body sway. As noted earlier, in the worldframe condition, subjects had the opportunity to visually detect the optic flow and motion parallax due to their own sway relative to search items that remained static in the world-frame. In the non-coincident frames condition, the search items mirrored the motion of the subject's swaying head, thus giving the subject no visual feedback about body sway. Even though this difference had no impact on the availability of proprioceptive or vestibular feedback about sway, this type of visual feedback is known to be potentially useful in modulating sway (Amblard and Carblanc 1980; Bronstein and Buckwell 1997) . It is possible, therefore, that any reduction in sway in the coincident frames condition may not have been due to the absence of frame co-registration costs, as we hypothesized, but due to the difference in available visual feedback for posture control. To eliminate this potential confound, we tested our co-registration hypothesis with a variant of the present experiment in which both the coincident and non-coincident frames conditions offered identical visual information for potential use in posture control.
Experiment 2
This experiment was identical in all respects to Experiment 1 except in the way we implemented the coincident and non-coincident frames conditions. In either case, we presented all the green items (all distractors) in one frame and all the blue items (distractors plus the target when it was present) in the other. Thus, as the subject swayed, exactly half of the search items remained static in the world-frame and the other half moved with the head, generating identical patterns of optic flow and motion parallax in both cases. We designated the coincident and non-coincident conditions on the basis of evidence that item-or location-based pre-attentive grouping of visualfield elements can allow parallel search within groupings Humphreys 1989, 1992) . Segmentation by grouping in visual search has been shown for a variety of conjunction searches (depth-color, Nakayama and Silverman 1986; depth-location, He and Nakayama 1995; colororientation, Theeuwes 1996; color-location, Kim and Cave 1999), including motion-static combinations (McLeod et al. 1988 (McLeod et al. , 1991 Watson and Humphreys 1999) . In light of this evidence, our present variant of the search task offered two types of pre-attentive grouping of search displays. First, the green and blue item groups could be segmented by color, and second, they could be segmented by motion. The latter possibility arose from the optical consequences of the swaying viewpoint of the standing subject. In the coincident-frames condition, the blue group (containing the target in the target-present trials) maintained its position in the world-frame while the green group moved with the viewpoint. The blue group, therefore, generated radial optic flow as a result of the subject's AP sway, and the blue and green groups also generated motion parallax by virtue of their relative optical motion due to viewpoint motion (particularly along the ML axis). In the non-coincident frames condition, the optical dynamics were identical except that it was the green group that maintained its position in the world-frame and generated radial optic flow as the viewpoint swayed. The parallax generated across groups was the same as in the coincident-frames condition.
Thus, the search displays in both frame conditions generated exactly the same optic flow characteristics as a result of the subject's swaying viewpoint, the only difference being the swapping of blue and green color groups. Though the optical characteristics of the two frame conditions were now exactly matched, the effects of performing search in these two conditions could still be differentiated in terms of the frame co-registration cost hypothesis. In the coincident frames condition, the green items appeared in the task-frame and the blue items in the world-frame. In this case, segmentation due to grouping by motion, color, or a combination of both, would eliminate all the green items appearing in the task-frame, leaving search to continue among the remaining blue items in the world-frame. Beyond this point, no need would remain for the task-frame to be kept in register with the world-frame (and both the search and postural tasks could continue in the world-frame). In the non-coincident frames condition, however, segmentation would eliminate all the (green) items appearing in the world-frame, leaving the search to continue among blue items in the task-frame. The taskframe would therefore need to be kept in register with the world-frame throughout each search trial. Our co-registration cost hypothesis would then make the same prediction as before-there would be co-registration costs in the non-coincident frames condition.
Materials and methods
Subjects
Twenty-six undergraduates and postgraduates from the University of Warwick participated in the study, receiving All reported normal or corrected-to-normal vision, and none had any history of neurological or balance disorders. All participants were naive to the purpose of the experiment, and were debriefed in detail only after data collection was completed. Several participants had previously participated in a posture control experiment, and several were familiar with the visual search task, but none had performed the type of task combination (i.e., posture control and visual search) used in this study. The study was approved by Warwick University's Humanities and Social Sciences Research Ethics Committee.
Apparatus, experimental design and procedures
All arrangements were identical to those in Experiment 1 except for the search display layouts in the two frame conditions. As introduced above, in the coincident frames condition, all the green search items were mounted on the display such that they maintained their position with respect to the participants' (swaying) viewpoint. All blue items were mounted such that they maintained their position in the world-frame. Phenomenologically, the swaying subjects saw the blue items remain static in the world while the green items moved with their viewpoint. In the noncoincident frames condition, it was exactly the other way around. None of the subjects reported noticing the frame manipulation. Subjects were given exactly the same instructions as in Experiment 1.
Results and discussion Table 3 summarizes the main effects and significant interactions concerning search-load, target and stance factors on the RT and accuracy of visual search. RT (0.031 s/item on target-present trials, and 0.076 s/item on target-absent trials) and accuracy (90.4% in the targetpresent, high-load condition, and higher in others) were nearly identical to those obtained in Experiment 1. Thus, search across the two reference frames had similar characteristics to search situated entirely in the world or taskframe. However, unlike in Experiment 1, where search and posture control occurred entirely within a single frame or in two different ones, in the present experiment, exactly half the search items always appeared in both reference frames. This symmetry may explain the absence in this experiment of the frame effects on search performance that were obtained in Experiment 1. Table 4 summarizes the significant main effects of search-load and stance on postural sway. Concerning the frame manipulation, on the head segment, STS sway in the AP direction was greater in the non-coincident frames condition, F (1,25) = 5.090, p \ 0.05, g p 2 = 0.169. This effect approached significance for the corresponding LTS sway, F (1,25) = 4.120, p = 0.053, g p 2 = 0.141. For the hip segment, STS sway was significantly greater in the noncoincident frames condition in both ML (F (1,25) = 4.939, p \ 0.05, g Table 5 .
The results of this experiment unequivocally support our frame co-registration cost hypothesis. Since differences in visual search performance across the two frame conditions were eliminated in this experiment, any differences in posture control could not be due to differential search task difficulty in the two frame conditions. Yet on five out of eight sway measures, subjects swayed significantly more when they performed visual search in the non-coincident frames condition. Thus there was a clear pattern of increased postural sway when the half of the search items that included the target appeared in a frame different from the world-frame in which posture control had to be achieved. These postural costs are rendered more interpretable as effects of frame coincidence, moreover, by the absence of frame costs in suprapostural task performance. Since the two frame conditions were optically identical, and the only remaining difference between the two frame conditions was how long, per search trial, the task-frame needed to be kept in register with the world-frame, we concluded that the performance decrement in the noncoincident frames condition was due to the hypothesized additional cost of co-registration.
General discussion
Our experiments involved manipulating the reference frame for the visual search task into or out of coincidence with the reference frame for postural control. The results showed that non-coincidence of the task components' reference frames can lead to cognitive, as well as postural, task decrements (''Experiment 1''). Robust effects of frame non-coincidence on posture control were observed even when the visual search task was split between coincident and non-coincident frames and both frame conditions rendered identical in terms of visual information relevant to posture control (''Experiment 2''). Thus, the posture control deficits observed in the non-coincident frames condition appear not to be an artifact of differences in available visual information for posture control. Finally, since subjects could have reduced the undesirable effects of frame non-coincidence by swaying less, but in fact swayed more in the non-coincident frames conditions, we concluded that the act of keeping two non-coincident frames in register itself incurred costs over and above those of the task components themselves. In this respect the performance costs observed for the present experiments are a striking observation about embodied cognition (Clark 1997) , because the dual-task of standing upright while engaged in visual search is endemic to everyday life, and often involves non-coincident postural and suprapostural frames (for example, reading from a piece of text held in the hands). The inability of our subjects to effortlessly solve the frame non-coincidence problem in such a common task combination suggests that concurrent tasks with non-coincident reference frames can effectively partition a common workspace into multiple non-compatible task-spaces (see Stoffregen and Bardy 2001 , for a similar consideration). If so, any given event such as a body or stimulus movement can have entirely different consequences for performance in different taskspaces. This can make it difficult, if not impossible, to operate simultaneously in the interest of both task components. In the present case of visually searching while standing upright, this point can be well appreciated by examining how the eye-head system must be used during dual-task performance.
On the posture control side, stabilization of upright stance is known to utilize proprioceptive, vestibular and visual information about spontaneous body sway. The visual and vestibular systems are embedded in the head, and being a heavy body segment with a significant amount of movement about the pivot point at the ankle, its motion is also a significant contributor to the proprioceptive feedback from body sway. Also, sway during upright stance is thought to have both a performatory (i.e., corrective) as well as an exploratory element (Riccio 1993; Riley et al. 1997) . Riccio (1993) has proposed, for example, that low-frequency modulation of high-frequency sway variability can serve as a source of information about ongoing postural dynamics (see also, Bingham and Stassen 1994; Marotta et al. 1998 , for further examples of information generating functions of movement variability). In this sense, postural movements of the eye-head system can be the result of a corrective action, an exploratory modulation, or uncorrected drift. In all cases, however, eye-head movements generate vestibular, proprioceptive (and, depending on task conditions, visual) signals that have specific implications for balance control in the worldframe.
In latter respect, it is possible that the difference in postural performances between our reference frame conditions may be due to non-equivalence in terms of afferent or retinal information (present from the motion parallax in objects) and efferent or extra-retinal information (present when tracking or exploring earth-fixed objects) (see Paulus et al. 1989; Guerraz et al. 2000) . In this view, visual search in the non-coincident frames condition may be disadvantaged by the absence (or reduced presence) of efferent information relevant to postural control. While both frame conditions required the same number of green, earth-fixed items to be rejected during the search (which would have activated the efferent mechanism, in addition to the motion parallax available in both reference frame conditions), it is possible that subjects learnt to selectively attend to the blue search sets containing the target item (see, e.g., Palmer et al. 1993) . Since, in the non-coincident frames condition, the blue target was not earth-fixed but was anchored to the body, subjects may have failed to, or chose not to, fully utilize the efferent information available for posture control. One way of testing this hypothesis (suggested by an anonymous reviewer) would be to have subjects to search for a target that could be either blue or green, so necessitating search through both sets of items.
Concerning visual search, the task itself involves multiple, high-precision eye movements that are easier to execute if the relative motion between the head and the search display can be minimized (Stoffregen et al. 2000) . Equally, searching can engage both overt and covert attention in a way that may be incompatible with extracting any posture-relevant visual information that may be present in the visual field. Also, if the search task's displayanchored reference frame is used to code item locations, the code needs to be invariant over eye and head movements. Thus, any eye-head movements associated with performatory or exploratory postural activities can add to the search task's difficulty by complicating location coding. Perhaps most crucially, the same eye-head movement can mean different and incompatible things in the world and search task-frames. In the world-frame, the movement may be an excursion that needs to be corrected, or a beneficial exploration that generates valuable information for posture control. In the search task-frame, the very same eye-head movement may be either an unwanted transform over which location codes need to be kept invariant, or a helpful act of orienting to an item of interest. Furthermore, the level of incompatibility between these different meanings of the same eye-head movement depends strongly on both the choice of task-frame as well as the relative motion of the world-and task-frames.
Such sources of dual-task interference have long been of interest to action-oriented theorists, who view dual-task capacity limitations as a by-product of functional selection problems (Neisser 1976; Allport 1987 ) that center, in particular, on tasks' spatial arrangements (Neumann 1987). On a selection-for-action account (Allport 1987 ), the dual-task interference in cognition-coordination studies principally attributed to general capacity limitations might be seen to result from tasks' physical incompatibility between tasks, or an informational impediment in the development of parallel schemata, or difficulties with keeping different goals active (e.g., maintaining readiness for one task while performing another).
The latter suggestion is particularly resonant with our task's requirement of remaining activated with respect to more than one task-linked reference frame at a time. The success of such a strategy would depend heavily, of course, on each task's tolerance to time delays due to turn taking. In this respect, cognition-coordination dual-tasking comes with the further constraint that posture control has a natural time-scale dictated by the inertial properties of the bodyregardless of the suprapostural component's requirements, the time-scale of corrective adjustments to body posture cannot be stretched beyond a physically dictated limit without risking stance destabilization. For unperturbed upright stance, evidence suggests that this limit could be somewhere in the region of 1 s.
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While the impact of shared resources on temporal processing for postural control has not gone unappreciated (Redfern et al. 2004) , the profound implication of gravitationally governed time limits in posture-cognition dualtasks is that any cognitive task that conflicts with postural coordination in the above manner must at least periodically yield the use of common control and articulatory dimensions. This suggests a more precise interpretation of the negative and positive patterns of interference observed for cognition-coordination dual-tasks-as interference arising in the dynamics of time-sharing between underlying coordinations. Increasing the cognitive task's time allocation (e.g., by increasing the number of search items) can slow down the time-scale of postural corrections, leading to greater sway dispersal. Equally, shortening the time-scale of postural corrections (e.g., by introducing a less stable closed stance) can squeeze the size of the time intervals available to the cognitive task. In the case of visual search, this could lead to a flattening of search slopes (at some expense to accuracy), an apparently anomalous performance enhancement or facilitation effect (if viewed from a strict resource-competition viewpoint) that we have observed in our previous work (Mitra 2003; Mitra and Fraizer 2004) .
If time is in fact the ''resource'' that is shared between postural and cognitive tasks, then the coexistence of facilitation and competition effects envisaged in adaptive resource-sharing theory (Mitra 2003 (Mitra , 2004 Mitra and Fraizer 2004) can be examined in a clearer light. The control of upright stance has gravitationally governed tolerance limits in terms of allowable spatial dispersal, and therefore time-scale, of corrective action. Well within these limits, the time requirements of another task can be absorbed, and common control and articulatory dimensions recruited, to facilitate the task. As the tolerance limits are approached, however, the effects of time-sharing become observable. Depending on the required time-scale of responding, time-sharing with posture control can both slow down as well as speed up task performance. The importance of this perspective is underscored by the fact that healthy, young adults, the population tested in this study, are in fact the least likely to be affected by frame coregistration challenges. Among the elderly, for example, there is strong evidence of particular postural vulnerability to the demands of concurrent cognitive task performance (e.g., Maylor and Wing 1996; Shumway-Cook et al. 1997; Redfern et al. 2001) . In light of the present results with young adults, therefore, it would be worth investigating the extent to which the elderly (and other special populations) are particularly vulnerable in task situations with frame coregistration requirements.
