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We present an approach for the analytical treatment of excitable systems with noise-induced
dynamics in the presence of time delay. An excitable system is modeled as a bistable system with
a time delay, while another delay enters as a control term taken after [Pyragas 1992] as a difference
between the current system state and its state τ time units before. This approach combines the
elements of renewal theory to estimate the essential features of the resulting stochastic process as
functions of the parameters of the controlling term.
PACS numbers: 05.40.-a,82.20.Uv, 02.30.Ks
I. INTRODUCTION
Oscillations induced by noise are observed in many
nonlinear systems with dissipation including neural net-
works, lasers, chemical reactions, biomembranes, etc.
(see [1] and references therein). At present, three differ-
ent types of systems are being recognized that demon-
strate noise-induced oscillations: bistable systems [2],
systems close to Andronov-Hopf bifurcation [3], and ex-
citable systems [1].
Much effort has been put into the development of the
analytic description of excitable systems. The approach
of the renewal theory [4] was successfully adopted to de-
scribe the real excitable systems with continuous dynam-
ics by a two-state [2], or by a three-state [5, 6] discon-
tinuous stochastic process. In the frames of the renewal
theory, it is assumed that the system is allowed to be only
in a finite number of states, and the noise makes the sys-
tem switch between the states in a random manner. The
time the system spends in a given state before undergoing
the next transition is called residence time in this state.
For the validity of the renewal theory it is crucial that
the distribution function of the residence time in a given
state does not change in time. Therefore, in the case of
an n-state system, its entire dynamics is determined by n
distribution densities of the residence times, also known
as residence time densities (RTDs). For the FitzHugh-
Nagumo system the RTDs were explicitly calculated in
[2] using the Fokker-Planck equation approach suggested
in [7]. Phenomenological three-state model of the ex-
citable system with the arbitrary RTDs was discussed in
[5, 6].
The situation becomes more complicated when a delay
term is introduced into an excitable system, and the ran-
dom process in it becomes non-Markovian. This problem
arises for example in relation to the problem of control-
ling noise-induced motion.
Usually noise-induced oscillations possess a certain
timescale that is dependent on the parameters of the ap-
plied noise, e.g. its intensity. One possible way to de-
fine this timescale for an excitable system is to estimate
the power spectrum that would normally contain one or
more peaks, and to take the inverse of the frequency of
the highest peak to be the main period of oscillations. In
[8] the idea was introduced to control the properties of
oscillations induced merely by external noise by apply-
ing time-delayed feedback force F (t) in the Pyragas form
[9]: F (t) = k(x(t− τ)− x(t)), where τ is time delay and
k is the feedback strength. It has been shown that the
timescale and the coherence of noise-induced oscillations
can be changed by adjusting solely the delay time in the
controlling force. Moreover, an almost piecewise-linear
dependence of the main period on the delay time was
revealed. Remarkably, a similar behaviour of the main
period was found in systems with time-delayed feedback
that were either excitable, or close to Andronov-Hopf bi-
furcation [8, 10]. For a van der Pol oscillator this phe-
nomenon was explained by means of computation of the
power spectrum of oscillations analytically: by using ei-
ther linearization [11, 12, 13], or mean-filed approxima-
tion [13, 14].
The theory of the excitable systems with time delay
is still missing. Some progress was made in [15], where
the impact of the delayed feedback on the current dy-
namics of the system was considered in the mean field
approximation. Here we propose an alternative approach
based on the analysis of renewal processes with history-
dependent RTDs. As mentioned above, the renewal the-
ory can only be applied in the case when the RTDs do
not change in time. This condition is obviously violated
for the processes with time delay, in which RTDs are de-
pendent on history.
In order to overcome this problem, we introduce equi-
librium RTDs by averaging over all possible histories.
This approach is somewhat similar to the one suggested
in [16] for calculating the RTD in the case of stochastic
resonance, where the noise-induced switchings between
the two potential wells are considered in the presence of
a weak periodic perturbation. Namely, in [16] the un-
known RTD is obtained by averaging the known distri-
bution of escape times (time it takes to escape from a
certain well) over the known probability that the system
spends a certain amount of time in the left well before en-
2tering the right well. In contrast to this, we show that in
the case of history-dependent renewal process, the equi-
librium RTDs are given by the solution of an integral
equation. This equation is derived for an arbitrary, and
solved analytically for a moderate, delay time.
In order to compare the analytic results of the mod-
ified renewal theory with the numerical results for an
excitable system, we design an excitable system from a
bistable system with a non-symmetric potential and with
a time delay, following the idea of the delay-induced ex-
citability proposed in [17]. To this system we add the
controlling force F (t) as above. The parameters of the
two-state model used for analytics are matched to the pa-
rameters of the bistable system via the Kramers formula
for the transition rates [18, 19, 20]. We employ the hybrid
approach by combining the renewal theory results with
the equilibrium RTDs of the history-dependent process in
order to approximate the power spectrum of the noise-
induced oscillations. Incoherence maximization due to
delay is demonstrated for positive feedback strength k
only.
II. THE MODEL
A. Excitability
Before describing the way to construct an excitable
system from a bistable system with delay following [17],
we need to explain the concept of excitability. A popular
toy model of an excitable system is a FitzHugh-Nagumo
system
x˙ =
(
x− x
3
3
− y
)
1
ǫ
,
y˙ = x+ a+Dζ(t), (1)
where ζ(t) describes random fluctuations with Gaussian
distribution, zero mean and unity variance. The null-
clines of this system, which are the curves defined by
x˙=0 and y˙=0 (assuming that D=0) are shown in Fig. 1
by grey dashed lines. Usually this system is considered at
ǫ≪1 in order to provide timescales separation described
below. At a>1 the system has a single stable fixed point
(empty circle in Fig. 1), and no oscillatory dynamics
without noise (D=0). When Gaussian noise is applied
(D>0), the behavior of the system changes drastically.
Namely, while the value of Dξ(t) is small, the system os-
cillates randomly around the fixed point during the wait-
ing phase of duration TW (note the horizontal plateaus
of the realization of x(t) in Fig. 2(a)). But when the val-
ues of Dξ(t) are large enough to throw the phase point
into grey area in Fig. 1, the system quickly tends to the
right-hand branch of the cubic parabola along an almost
horizontal path (lower dotted line in Fig. 1), since due
to the smallness of ǫ the horizontal component x˙ of the
phase velocity is much larger than its vertical component
y˙. Then the system enters its excursion stage in which
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FIG. 1: Phase plane of FitzHugh-Nagumo system Eqs. (1) in
an excitable regime. Dashed grey lines – null-clines, empty
circle – fixed point, shaded area – the area from which an
excursion can start. Stages of one full oscillation are shown:
black dashed line – excursion, black solid line – refractory,
dotted lines – switchings between the two branches (very fast).
the phase point slowly crawls upwards along the right-
hand branch of the parabola during TE time units (black
dashed line in Fig. 1): this motion is smeared by noise,
but its velocity is almost unaffected by the latter, at least
in average. As soon as the phase point reaches the top of
the right-hand parabola branch, the vector flow swiftly
carries it towards the left-hand branch (upper dotted line
in Fig. 1). Finally, the system enters its refractory stage
as the phase point slowly crawls downwards towards the
fixed point during time TR (black solid line in Fig. 1),
again almost unaffected by noise in average. Then the
process is repeated.
A typical realization of a stochastic process x(t) occur-
ring in system Eqs. (1) looks similar to the profile shown
in Fig. 2(a), where an x-variable from the FitzHugh-
Nagumo system in the excitable regime is plotted. The
cells in the lower panel show different stages of the pro-
cess: white – waiting, shaded – excursion, patterned –
refractory. One can single out two essential features of
this motion induced merely by external noise. First, one
can distinguish between very fast motion between the two
branches of the cubic parabola, and slow motion along
the branches. If ǫ is very small, one can assume that the
switching between the branches occurs instantly, i.e. the
system can be only in one of the two states corresponding
to the two branches of the parabola. Second, the dura-
tions TE and TR of the excursion and of the refractory
stages can be approximately regarded as independent of
noise and constant in any event of a large excursion in the
phase space, while the duration TW of the waiting stage
is completely determined by noise. The distribution den-
sity of TW depends both on noise and on the design of
the system.
The dynamics of the FitzHugh-Nagumo system in the
excitable regime can be approximated by a two-state
stochastic process s(t) which can take only two values,
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FIG. 2: (a) Realization x(t) of an excitable system Eq. (1); (b)
Stages of oscillations in (a) modeled by a two-state process;
(c) Realization of a noisy bistable system with delay Eq. (2).
Lower panels of (a)-(c) show stages of the process: white –
waiting with duration TW , shaded – excursion with duration
TE, patterned – refractory with duration TR.
say, s = ±1 (Fig. 2(b)). We assume that in the excursion
stage the system is in state s = +1, and in the waiting
stage in s = −1. In addition, we assume that in the re-
fractory stage s(t) does not change and assign s = −1
like in the waiting stage. Therefore, residence time in
the state (−1) is equal to the sum of the refractory and
waiting times, (TR + TW ).
The dependence of the transition rate λ on the param-
eters of the FitzHugh-Nagumo system is rather complex
and can be obtained only numerically. However, for a
bistable system this information is readily available via
the Kramers formula [18, 19, 20]. One can also neglect
the intra-well dynamics of a bistable system and match
the parameters of the latter with the parameters of a
two-state system.
B. Bistable excitable system with delayed feedback
The idea of the present approach is to construct an
excitable system from a bistable system by including a
delay term into the latter, following the concept of delay-
induced excitability proposed in [17]. Namely, in [17] it
was shown that a two-state system with a single time
delayed feedback T can behave as an excitable one if the
double-well potential describing the system is asymmet-
ric. A characteristic feature of this model is that there is
a locking of state, i.e. the transition from one state into
another is allowed to occur not earlier than T seconds af-
ter the moment of the previous transition. This feature
is illustrated in Fig. 2(c) where a realization of such a
bistable system is shown, with the deeper potential well
being located around the value of x = −1. Here, one
can recognize the same stages that occur in an excitable
system (compare with (a)): waiting marked as a white
cell in lower panel, excursion marked by shaded, and re-
fractory marked by a patterned cell. Note, that in the
bistable system with a single delay T the following condi-
tion is automatically satisfied by the way of construction:
TE = TR = T . As a result, the distribution densities of
the waiting times in both states are shifted to the right
by T as compared to the case without delay.
We would like to assess the effect of the controlling
term F (t) on this system, in which the second delay ap-
pears. The second delay term is due to the delayed feed-
back force.
The dynamics of the bistable system with two time
delays is described by the equation
x˙(t) = −∂U [x, xT ]
∂x
+ k[xτ − x] +
√
2Dζ(t), (2)
where xT and xτ denote the retarded variables x(t− T )
and x(t − τ), respectively; T is the fixed excursion and
refractory time, τ is the delay time of the controlling
force, k is the strength of the controlling force, ζ(t) is a
Gaussian noise, and D is the noise strength.
The potential U [x, xT ] in Eq. (2) is chosen to have two
wells with minima located at x = ±1 that are separated
by a barrier with the maximum at x = −0.3, so that
U [x, xT ] =
x4
4
− x
2
2
− (0.1 + 0.2xT )(x3 − 3x), (3)
∂U [x, xT ]
∂x
= (x2 − 1)(x− 0.3− 0.6xT ).
Following [18], we assume the overdamped case when we
can neglect the intra-well dynamics. It is well known
that this approximation is valid for noise intensities much
smaller than the height of the potential barrier, i.e. for
D ≪ ∆Ueff .
The special choice of the position of two minima does
not affect the results presented below.
The evolution equation Eq. (2) can also be rewritten
in terms of an effective potential Ueff which includes the
controlling force
Ueff [x, xT , xτ ] = U [x, xT ] + k
x2
2
− kxτx. (4)
We will be considering small values of feedback strength
k for which xT and xτ can be either in the left or in the
right well. With this, the values they are taking are close
to −1 or to +1, respectively, therefore we single out two
states of the system that we denote as (−1) and (+1).
In the analytical calculations below we will substitute
the exact instantaneous values of xT and xτ by their
approximate values ±1.
In Fig. 3 the effective potential Ueff is shown for fixed
xT and xτ that take values ±1. Consider all stages of
one oscillatory cycle. Start from xT ≈ +1. From Fig. 3
it is clear that at any xτ there exists only one well (left)
and the particle trapped in it will remain there until xT
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FIG. 3: Effective potential Ueff [x, xT , xτ ] (4) for k = 0.05 and
fixed xT and xτ as in the legend.
switches to approximately (−1). This is the refractory
phase with duration TR. At xT≈−1 the right well ap-
pears and the waiting phase begins, during which it is
possible to jump from the left to the right well. Transi-
tion rate λ from (−1) to (+1) becomes dependent on xτ :
for k > 0 it is larger when xτ ≈ +1, i.e. when the left
well is shallower. After the particle jumps into the right
well, the system is in the excursion phase. Note that at
xT ≈ −1 the right minimum is much deeper than the
left one. Therefore, the particle trapped in it will remain
there until xT changes from (−1) to (+1), i.e. until the
right well vanishes. After that the particle jumps from
state (+1) to the state (−1) and the cycle repeats again.
xT = +1
xτ = +1
xT = +1
xτ = −1
xT = −1
xτ = +1
xT = −1
xτ = −1
(−1)→ (+1) 0 0 p+ q p
(+1)→ (−1) ∞ ∞ 0 0
TABLE I: Transition rates λ between the states of the
bistable system with delay at different values of xT and xτ .
The information on the transition rates is summarized in
Table I. Here we denote by (p+q), q >−p, the transition
rate from the state (−1) to the state (+1) if xτ ≈+1 and
xT ≈−1 and by p, p> 0, the the transition rate from the
state (−1) to the state (+1) if xτ ≈−1 and xT ≈−1. The
transition rates are calculated from Ueff according to the
Kramers theory [18] as follows
p =
1
2π
√
−∂xxUeff(xm,−1,−1)∂xxUeff(x0,−1,−1)
exp
[
−∆Ueff
D
]
p+ q =
1
2π
√
−∂xxUeff(x′m,−1, 1)∂xxUeff(x′0,−1, 1)
exp
[
−∆U
′
eff
D
]
, (5)
where x0 and xm are the positions of the maxima and the
left minima of the effective potential Ueff at xT = xτ =
−1 and x′0 and x′m are the same quantities at xT = −1,
xτ = +1. ∆Ueff and ∆U
′
eff are the potential differences
between the maxima and the minima. Note, that due to
presence of the feedback term k(xτ − x), the values of
xm and x
′
m are not exactly equal to −1, and x0 is not
exactly −0.3. However, in analytic calculations we sub-
stitute x0 = x
′
0, xm and x
′
m by their approximate values
−0.3, −1 and −1, respectively. Throughout the paper we
compare the analytic results derived from the two-state
model with the results of simulation of a bistable system
with two time delays.
III. TWO-STATE MODEL: ANALYTIC
RESULTS
One should notice that the two-state model is not de-
rived from the continuous bistable system Eq. (2) with
linear feedback term. It can describe a larger class of
systems with similar properties, e.g. systems with non-
linear feedback term, provided that the transition rates
depend on the delay time according to the phenomeno-
logical rule provided by Table (I).
The continuous random process x(t) is approximated
by the discrete random process s(t) = ±1 with infinitely
fast (discontinuous) transitions from one state to the
other. In order to match the parameters of the two-state
model with those of the bistable system Eq. (2), the ex-
cursion and the refractory times must be set equal, i.e.
TE = TR [17]. However for the sake of generality the an-
alytic results presented below were obtained for the case
of TE 6= TR. In what follows by ξ we denote the time of
residence in a certain state: from the context it will be
clear what state or phase is referred to.
Regarding the dependence of the transition rates on
the history (Table I) we conclude that the RTD ψ+(ξ)
in the state s = +1 is given by the delta-function
ψ+(ξ) = δ(ξ − TE). This assumption is justified if there
is a strong time scale separation meaning that the transi-
tion from the excited to the non-excited state and back-
wards occurs almost instantaneously. Moreover, the RTD
in the state s = −1 is zero for the first TR seconds after
the transition from the state s = +1 to the state s = −1.
Consequently, the model contains only one unknown ob-
ject, namely the distribution density ψ−(ξ) of the waiting
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FIG. 4: (a) Sketch of the profile of the two-state process s(t) =
±1 on the interval of time [t0 − TE − 2TR; t0]. (b) Three
possible forms of the survival probability P
−
(ξ) in the waiting
phase for τ < TE+2TR. Here, ξ is the duration of the waiting
phase. P
−
(ξ) is shown for three different values τi of the delay
time τ chosen arbitrarily from the intervals indicated in the
legend. Filled circles on the ξ-axis indicate points where the
change of the slope of the corresponding P
−
(ξ) occurs.
time. It is related to the RTD Ψ−(ξ) in the state s = −1,
via
Ψ−(ξ) =
{
0, ξ ∈ [0;TR]
ψ−(ξ − TR), ξ ∈ [TR;∞) (6)
A. Small delay times τ : non-variable history
We start with the case of small delay times from the
interval τ ∈ [0;TE + 2TR]. The probability P−(ξ) of
survival in the state (−1) during the waiting phase is
given by the solution of the equation
− ψ−(ξ) = ∂P−(ξ)
∂ξ
= −λ−(ξ)P−(ξ), (7)
where λ−(ξ) stands for the transition rate from s = −1
to s = +1. If λ=const, which is valid for the bistable
systems without delays, the statistics of the waiting times
is exponential [4] with the distribution density ψ given
by
ψ(ξ) = λ exp (−λξ), (8)
where the constant transition rate λ depends on the sys-
tem parameters. The mean waiting time 〈TW 〉 is then
given by 〈TW 〉 = 1/λ. However, due to delay there ap-
pears a discontinuity in the transition rate λ−(ξ) (see
Table 1), therefore the solution of the Eq. (7) on the in-
tervals where λ−(ξ) is constant must be normalized in
such a way that the survival probability P−(ξ) remains
continuous.
Suppose that at time t = t0 (Fig. 4(a)) the refractory
phase has just finished and the system is in the very
beginning of the waiting phase, implying that the waiting
duration is equal to zero, ξ = 0. Fig. 4(a) shows the
profile of the two-state process on the interval of time
t ∈ [t0 − TE − 2TR; t0]. It is clear that no other profile
s(t) is possible on this interval of time. This means that
despite the fact that the solution of Eq. (7) depends on
τ , this dependence remains tha same during any waiting
phase of any cycle, as long as τ is less than TE + 2TR.
Hence, the distribution density of the residence times in
the state s=−1 does not change in time and the renewal
theory [4, 21] can be applied. Three different cases should
be considered separately for τ ≤ TE + 2TR.
Case 1: τ ∈ [0;TR]. The solution of Eq. (7) is then
given by
P−(ξ) = e
−pξ, ξ ∈ [0;∞). (9)
This solution is shown by the dotted line in Fig. 4(b).
Case 2: τ ∈ [TR;TE + TR]. In this case the survival
probability reads
P−(ξ) =
{
e−(p+q)ξ, ξ ∈ [0; τ − TR]
e−pξe−q(τ−TR), ξ ∈ [τ − TR;∞). (10)
This solution is shown by the solid line in Fig. 4(b).
Case 3: τ ∈ [TE + TR;TE + 2TR].
P−(ξ) = e
−pξ (11)
×


1, ξ ∈ [0; τ − TE − TR]
e−qξeq(τ−TE−TR), ξ ∈ [τ − TE − TR;
τ − TR]
e−qTE , ξ ∈ [τ − TR;∞).
Dashed line in Fig. 4(b) corresponds to P−(ξ) in the Case
3.
We can define the main period Tmain as Tmain =
2π/Ωmax, where the frequency Ωmax corresponds to the
absolute maximum of the power spectrum of oscillations.
In [8] it has been shown numerically for FitzHugh-
Nagumo system that Tmain depends almost piecewise-
linearly on τ . It was assumed there that the piece-wise
linearity in the main period vs delay time is a univer-
sal phenomenon that should occur in any system driven
by noise including non-excitable systems near Andronov-
Hopf bifurcation. Here, a similar dependence of Tmain on
τ will be demonstrated for system Eq. (2) analytically
already for τ ∈ [0;TE + 2TR] and k<0. From Eqs. (9)–
(11) one can calculate the power spectrum of oscillations
using the result of the renewal theory [4, 21]
S(ω) =
2(∆x)2
〈T+〉+ 〈T−〉
1
ω2
Re
{
[1− Ψ˜−(iω)][1− ψ˜+(iω)]
1− Ψ˜−(iω)ψ˜+(iω)
}
,(12)
where ψ˜+(iω)=exp (−iωTE) is the Laplace transform of
ψ+, Ψ˜−(iω) is the Laplace transforms of Ψ− from Eq. (6),
∆x=2 and 〈T±〉 are the mean residence times in the
states s=+1 and s=−1 of the two-state process, re-
spectively. It is clear that 〈T+〉=TE and 〈T−〉=TR +∫∞
0
ξψ−(ξ) dξ.
We compare the analytic power spectrum (12) with the
numerical power spectrum of the original bistable sys-
tem (2) calculated with the parameters k=−0.05, T=50,
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FIG. 5: (a) Numerical power spectrum of the bistable system
(2) for T = 50 and three different τ close to τc. (b) Analytic
power spectrum (12) for the same parameters as in (a) and
TE=TR= 55. (c) Numerical (circles) and analytic (line) main
period of the oscillations.
D=0.053. Note that any switching event in the bistable
system has a finite duration, i.e. the change of the co-
ordinate x from (+1) to (−1) takes certain time. This
leads to the increase of the duration of locking. There-
fore to successfully match the parameters of the bistable
system (2) to the parameters of the two-state model we
set TE=TR=T+∆, where ∆ is the time needed for the
particle to descend from the maximum of the effective
potential Ueff into its minimum. ∆ is approximately set
to 5 for |k|<0.05.
For the delay time τ between 2TE and 3TE the power
spectrum has two maxima as shown in Fig. 5(a). For τ
close to 2TE the left maximum is higher than the right
one (dashed line in Fig. 5(a)). As τ increases from 2TE to
3TE, the left maximum of S(ω) decreases and the right
maximum increases. At critical τc the two maxima have
equal heights as shown by the solid line in Fig. 5(a). For
τ>τc the right maximum is higher than the left one as
shown by the dotted line in Fig. 5(a). Fig. 5(b) shows
the analytic power spectrum for the same parameters as
in Fig. 5(a).
The main period increases almost linearly with τ for
τ<τc, at τ=τc the main period drops discontinuously and
for τ>τc it increases almost linearly again. This is shown
in Fig. 5(c), where numerical results (circles) are com-
pared with main period computed from the analytical
power spectrum (12) (solid line).
B. Large delay times τ : Equilibrium RTDs.
Now consider the case of the delay times larger than
(TE+2TR). This situation is qualitatively different from
the one discussed in Section IIIA because for large delay
times the history is variable. In other words, there are
many possible profiles of the two-state system on the in-
terval of time [t0 − τ ; t0], where t0 is the time moment
when the current refractory phase has just finished. This
situation is sketched in Fig. 6, where the time moment t0
is indicated by the filled circle. The distribution of the
residence times in the state s=−1 changes in time and
now the results of the renewal theory cannot be applied
directly. To overcome this problem we introduce the con-
cept of equilibrium RTDs in the sense of the averaging
over all possible histories. The equilibrium RTDs can be
computed from the known instantaneous RTDs as shown
below.
Consider a certain history s˜(t) of the two-state stochas-
tic process s(t)=±1 on the interval of time t ∈ [t0− τ ; t0]
inside which there are N˜τ pulses. Note, that inside an
interval of length τ there can be not more than Nτ
pulses, where Nτ=[τ/(TE + TR)] and [· · · ] denotes an
integer part of the number. Number these pulses with
index j changing from 1 to N˜τ ≤ Nτ , with j=1 cor-
responding to the pulse closest to t0. Denote by uj
the duration of the waiting phase that precedes the j-
th pulse. If we know the number N˜τ of pulses inside
t ∈ [t0 − τ ; t0] together with the ordered durations of
the waiting phases uj, j = 1, 2, . . . , N˜τ , we can un-
ambiguously reconstruct s˜(t). Let us consider all pos-
sible histories s˜k(t) and form an Nτ -dimensional “his-
tory” space Hτ
u
with vectors uk=(uk,1, uk,2, . . . , uk,Nτ ).
If the number of pulses N˜τ,k for the given history s˜k(t)
is less than the largest possible number Nτ , the redun-
dant coordinates uk,j , j=N˜τ,k+1, . . . , Nτ are set to zero.
Namely, if there is only one pulse on the given interval,
we set uk,1=(τ−TE−TR) and uk,j=0, j=2, . . . , Nτ . If
there are two pulses, we set uk,2=(τ−2TE−2TR−uk,1)
and uk,j=0, j=3, . . . , Nτ , etc. Therefore, the durations
uk,j cannot be larger than (τ − TE − TR) by the way of
construction. Obviously, Hτ
u
is in one-to-one correspon-
dence with the set of all possible histories s˜k(t).
Next, split the space Hτ
u
into M equal Nτ -dimensional
cells Il, l =1, 2, ...,M of the form Il=[ul,1± η/2]× [ul,2±
η/2]× ...× [ul,Nτ ±η/2], where η is the side length of each
cell. Hτ
u
can be represented as a unity of Nτ -dimensional
cells as follows:
Hτ
u
=
{
I1 ∪ I2 ∪ ... ∪ IM
}
.
Consider one cell Ik. One can assume that all histo-
ries corresponding to the points inside this cell are ap-
proximately the same. Therefore, the waiting times that
start immediately after t0 and whose histories are ap-
proximately uk, have approximately the same RTDs ψ
uk
−
which are solutions of Eq. (7).
Now consider some sufficiently long realization of the
two-state stochastic process s(t). Suppose we are inter-
ested in some function f of the randomly changing wait-
ing time ξ, and we wish to compute an average of f .
There are two kinds of averages: over time and over the
ensemble of realizations, which coincide if the underlying
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process is ergodic. The time average 〈f〉 can be calcu-
lated from a single realization as follows
〈f〉 = lim
N→∞
1
N
N∑
i=1
f(ξi), (13)
where N stands for the number of pulses in the realiza-
tion. In a sufficiently long realization one can find a large
number nk of histories from the cell Ik. The waiting times
occurring after these histories have (approximately) the
same distribution ψuk− . In an infinitely long realization
when N→∞, one can find all histories from the same
cell, i.e. nk → ∞, with every history being found an in-
finite number of times. We now regroup the summands
in Eq. (13) by collecting inside each bracket number k
the values of f of the waiting times ξ occurring after the
history from the same cell centered at uk. We denote the
respective values of f as fukl , l = 1, . . . , nk. Also, each
bracket number k is divided and multiplied by nk.
〈f〉 = lim
N→∞
(
n1
N
1
n1
[fu11 + f
u1
2 + ...+ f
u1
n1
]︸ ︷︷ ︸
n1
+
n2
N
1
n2
[fu21 + f
u2
2 + ...+ f
u2
n2
]︸ ︷︷ ︸
n2
+ ...+
nM
N
1
nM
[fuM1 + f
uM
2 + ...+ f
uM
nM
]︸ ︷︷ ︸
nM
)
,(14)
Introduce the equilibrium RTD ψeq− (ξ) in the sense that
ψeq− (ξ) dξ gives the probability for the waiting time to
have the duration in the interval [ξ; ξ + dξ]. The equilib-
rium RTD does not depend on history, i.e. ψeq− (ξ) dξ is
understood as the number Nξ of the waiting times with
the duration TW that fall within the interval [ξ; ξ + dξ]
divided by the total number N of pulses in any given re-
alization of the stochastic process, in the limit as N →∞
ψeq− (ξ) dξ = lim
N→∞
Nξ
N
. (15)
Clearly, the factors nk/N in (14) are the probabilities of
the history to be in the cell Ik. Denote these probabil-
ities by P(uk) (dη)Nτ , where P(u) is the corresponding
distribution density. From the general considerations it
is clear that P(u) depends solely on ψeq− . The particular
dependence of P(uk) on ψeq− is to be determined sepa-
rately for any given history uk.
The terms 1
nk
[fuk1 + f
uk
2 + ...+ f
uk
nk
]︸ ︷︷ ︸
nk
in (14) are the
time averages of f(ξ), for ξ with the history determined
by the cell centered around uk and with distribution den-
sity ψuk− . Now, since the process is assumed to be ergodic,
a time average is equal to the ensemble average. The lat-
ter can be calculated with the knowledge of the RTD ψuk−
for the given history as
∫∞
0
ψuk− (ξ)f(ξ) dξ.
Finally, in the limit M →∞ and η → 0, the equation
(14) can be rewritten in the form
〈f〉 =
∫ ∞
0
ψeq− (ξ)f(ξ) dξ
=
∫
u∈Hτ
u
P(u) du1du2...duNτ
∫ ∞
0
ψu−(ξ)f(ξ) dξ.
(16)
Regroup terms in Eq. (16) as follows
0 =
∫ ∞
0
f(ξ)dξ
{
− ψeq− (ξ) +
∫
u∈Hτ
u
P(u)ψu−(ξ) du1du2...duNτ
}
︸ ︷︷ ︸
=0
Note that Eq. (16) holds for an arbitrary integrable func-
tion f , which means that the expression in brackets is
equal to zero. We therefore arrive at the following inte-
gral equation for the unknown equilibrium RTD
ψeq− (ξ) =
∫
u∈Hτ
u
P(u)ψu−(ξ) du1du2...duNτ . (17)
Equation (17) allows us to treat the renewal processes
with non-identically distributed waiting times. It gener-
alizes the results of the renewal theory [4].
C. Equilibrium RTD for τ ∈ [TE + 2TR; 2TE + 2TR]
We now use the derived equation (17) to calculate the
equilibrium RTD ψeq− in the case of τ ∈ [TE+2TR; 2TE+
2TR]. The reason for choosing this interval for τ in-
stead of the whole interval [TE+2TR; 2TE+3TR], where
the history space Hτ
u
is one-dimensional is the following.
If τ ∈ [TE + 2TR; 2TE + 2TR] the history can contain
only one complete pulse and one half-complete pulse (see
8Fig. 6), depending on the duration of the previous wait-
ing phase TW . Therefore, this situation is simpler than
the case of τ ∈ [TE +2TR; 2TE +3TR], where the history
can contain up to two complete pulses. Denote the dura-
tion of the previous waiting phase by u and consider two
possible cases.
Case 1: For u ∈ [τ−TE−2TR;∞) the history contains
one complete pulse. In this case the solution of Eq. (7)
is given by
P 0−(ξ) = e
−pξ (18)
×


1, ξ ∈ [0; τ − TE − TR]
e−qξ+q(τ−TE−TR), ξ ∈ [τ − TE − TR;
τ − TR]
e−qTE , ξ ∈ [τ − TR;∞).
Case 2: For u ∈ [0; τ − TE − 2TR] the history contains
one complete pulse and one half-complete pulse. In this
case the solution of Eq. (7) is
Pu−(ξ) = e
−pξ (19)
×


e−qξ, ξ ∈ [0;
τ − TE − 2TR − u]
e−q(τ−TE−2TR−u), ξ ∈ [τ − TE − 2TR − u;
τ − TE − TR]
e−qξ+q(TR+u), ξ ∈ [τ − TE − TR;
τ − TR]
e−q(τ−2TR−u), ξ ∈ [τ − TR;∞).
The connection between the probability density P(u) and
ψeq− is straightforward
P(u) = ψeq− (u). (20)
Because u is constrained to the interval [0; τ−TE−2TR],
the relation Eq. (17) is an equation for the unknown
ψeq− (ξ) only on the same interval of ξ ∈ [0; τ −TE− 2TR].
For ξ > (τ−TE−2TR), Eq. (17) is no longer an equation,
as will be shown below.
For ξ ∈ [0; τ − TE − 2TR] we divide the integration
interval U according to the restrictions on ξ and u as in
(20) and rewrite Eq. (17) as follows
ψeq− (ξ) = pe
−pξ
(
1−
∫ τ−TE−2TR
0
ψeq− (u) du
)
(21)
+(p+ q)e−(p+q)ξ
∫ τ−TE−2TR−ξ
0
ψeq− (u) du
+pe−pξe−q(τ−TE−2TR)
∫ τ−TE−2TR
τ−TE−2TR−ξ
equψeq− (u) du.
We look for the solution of Eq. (21) in the form
ψeq− (t) = Ae
−(p+q)ξ, (22)
where A is some unknown constant. Plugging (22) into
(21) and comparing the coefficients of the exponents e−pξ
and e−(p+q)ξ yields the constant A
A =
p(p+ q)
p+ q e−(p+q)(τ−TE−2TR)
. (23)
On the interval ξ ∈ [τ −TE − 2TR; τ −TE −TR] Eq. (17)
becomes
ψeq− (ξ) = pe
−pξ
(
1−
∫ τ−TE−2TR
0
ψeq− (u) du
)
+pe−pξe−q(τ−TE−2TR)
∫ τ−TE−2TR
0
equψeq− (u) du, (24)
which is no longer an equation, because the r.h.s. of
Eq. (24) depends on the known ψeq− on the interval ξ ∈
[0; τ −TE− 2TR]. Similarly, the equilibrium RTD ψeq− on
the interval ξ ∈ [τ − TE − TR; τ − TR] is determined as
ψeq− (ξ) = (p+ q)e
−(p+q)ξeq(τ−TE−TR) (25)
×
(
1−
∫ τ−TE−2TR
0
ψeq− (u) du
)
+ (p+ q)e−(p+q)ξeqTR
∫ τ−TE−2TR
0
equψeq− (u) du.
Finally, the equilibrium RTD ψeq− on the interval ξ ∈
[τ − TR;∞) reads
ψeq− (ξ) = pe
−pξe−qTE
(
1−
∫ τ−TE−2TR
0
ψeq− (u) du
)
+ pe−pξe−q(τ−2TR)
∫ τ−TE−2TR
0
equψeq− (u) du.
(26)
Taking the integrals in Eqs. (24)–(26) with ψeq− on the
interval ξ ∈ [0; τ − TE − 2TR] from Eq. (22), one obtains
the equilibrium RTD on the whole interval
ψeq− (ξ) = A (27)
×


e−(p+q)ξ, ξ ∈ [0; τ − TE − 2TR]
e−q(τ−TE−2TR)−pξ, ξ ∈ [τ − TE − 2TR;
τ − TE − TR]
(p+q)
p
e−(p+q)ξeqTR , ξ ∈ [τ − TE − TR; τ − TR]
e−q(τ−2TR)−pξ, ξ ∈ [τ − TR;∞).
The knowledge of the RTD allows us to compute the av-
erage of any given function g(s) of the stochastic variable
s(t)
〈g〉 = g(−1)〈T−〉+ g(+1)TE
TE + 〈T−〉 , (28)
where 〈T−〉 = TR +
∫∞
0
uψeq− (u) du for τ ∈ [TE +
2TR; 2TE + 2TR]. For the values of the delay time
τ < TE + 2TR the equilibrium RTD must be replaced by
the corresponding ψ−(u) from Eq. (7) with P−(u) from
Eqs. (10) or (11).
We present here the results of the comparison of the an-
alytic formula Eq. (28) with the simulation of the original
bistable system (2). Figs. 7(a)-(b) show the average 〈x〉
vs delay time τ for D = 0.043, k = 0.05 and D = 0.053,
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FIG. 7: Comparison of the average x vs delay time calcu-
lated numerically (circles) with the average 〈s〉 of the two-
state process (28) (lines). Parameters are (a): D = 0.043,
T = 50, TE = TR = 55, k = 0.05 and (b): D = 0.053, T = 50,
TE = TR = 55, k = −0.01.
k = −0.01, respectively. Analytic result (28) (lines) is
compared with 〈x〉 calculated numerically (circles). As
in Fig. 5 the durations of the excited and the refractory
phases are TE = TR = 55.
For positive feedback strength (Fig. 7(a)) the average
〈x〉 increases with the delay until τ = 2TE then it de-
creases when τ is in the interval τ ∈ [2TE; 3TE] and after
that it increases again when τ ∈ [3TE; 4TE]. The be-
haviour of 〈x〉 on τ is exactly the opposite for negative
feedback strength k = −0.01 as it is shown in Fig. 7(b).
We do not plot the variance 〈x2〉 because it is indepen-
dent of delay: according to (28), for the stochastic pro-
cess s = ±1 the variance is constant (〈s2〉 = 1).
Note that the non-monotonous dependence of the av-
erage 〈x〉 on the delay time is qualitatively similar to
the dependence of the variance 〈x2〉 on delay time which
was derived in [22] for the van der Pol oscillator near the
Andronov-Hopf bifurcation. This similarity shows again
that the properties of the noise-induced oscillations in the
excitable systems are closely related to the properties of
non-excitable noise-driven systems near bifurcations [8].
IV. POWER SPECTRUM IN THE MEAN FIELD
APPROXIMATION
The knowledge of the equilibrium RTD does not allow
us to compute the power spectrum of noise-induced oscil-
lations. According to [7] the power spectrum is given by
the Fourier transform of the average product of proba-
bility currents 〈j(t)j(t′)〉, where the current j(t) is a sum
of δ-like pulses occurring at the moments tn of switch-
ing: j = 2
∑
n(−1)nδ (t− tn) . Any switching time tn
is the time moment, when the transition from the state
s=−1 to the state s=+1 or backwards occurs. The
amplitude of the current j is given by +2 in case when
s=−1 changes to s=+1 and by −2 otherwise. Unfortu-
nately, the average 〈j(t)j(t′)〉 can not be represented in
the form (14) and therefore the correlation function can
not be written in terms of the equilibrium ψeq− .
One possible approximation for the power spectrum
is an analog of the mean field approximation, when the
known result for the power spectrum from the renewal
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FIG. 8: (a) Circles represent the main period Tmain of the
oscillations in units of TE = TR = 55 calculated numerically,
solid line shows the corresponding analytic counterpart com-
puted from (12) and (27). (b) Zoom of the region in (a) near
τ = 3TE . (c) Numerical power spectrum for τ near the crit-
ical τc. Dashed line shows power spectrum at τ = τc. (d)
Analytic power spectrum for TE = TR = 49. The inset in (d)
shows zoom of the area around the maximum of S(ω).
theory [4, 21] is calculated with the equilibrium ψeq− ob-
tained above.
We compare this version of the mean field approach
with the simulation of the bistable system (2) in Fig. 8.
For D = 0.043, k = 0.05 and the rest of the parameters
as in Fig. 7, in Figs. 8(a,b) the main period Tmain of
the noise-induced oscillations is given as a function of
delay time τ . Both Tmain and τ are shown in the units of
TE = TR. Circles in Figs. 8(a,b) correspond to the results
of simulation, lines show the main period computed from
the analytic expression for the power spectrum (12) with
the equilibrium RTD (27). For simplicity we show only
the part of the analytical curve for τ ∈ [3TE; 4TE]. As we
see, the mean-field analytics predicts correctly the critical
delay time where the first branch-switching occurs.
In Fig. 8(c) the numerical power spectrum is shown
for three different values of τ close to its critical value
τc. Fig. 8(d) shows the analytic power spectrum for the
same parameters as in Fig. 8(c) and TE = TR = 49.
V. INCOHERENCE MAXIMIZATION DUE TO
DELAY
A. Bistable excitable system
The RTDs ψ− derived in Section III, along with the
equilibrium RTD (27), allow us to compute the coefficient
of variation R [1], which serves as a measure of coherence
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FIG. 9: (a) Coefficient of variation R vs noise strength D for
k = 0.05 and TE = TR = 55. (b) The same as in (a) for the
negative feedback strength k = −0.05.
of spiking
R =
√
〈T 2−〉 − 〈T−〉2
TE + 〈T−〉 . (29)
The smaller is the coefficient of variation R the more
regular is the spiking. The effect of coherence resonance
[23] manifests itself in the appearence of a minimum in
the dependence of the coefficient of variation on the noise
strength D. The opposite effect to coherence resonance
is regarded as incoherence maximization [1]. It appears
when there is a local maximum in the dependence of R
on D.
Here we show that in the bistable system presented
in the Section II, delay induced incoherence maximiza-
tion can be observed for positive feedback strength k.
In terms of the two-state model with history dependent
transition rates Tab. (I), positive feedback strength k cor-
responds to the enequality p + q > p, implying that
the probability of transition from the state s=−1 to
the state s=+1 is larger if sτ =+1. Since the dura-
tions of the excited TE and the refractory TR states are
fixed, the dependence on noise is realized through the
duration of the waiting phase TW only. Obviously, in
the limit of large noise strength (D→∞), the duration
TW becomes vanishingly small, leading to almost reg-
ular spiking with the mean interspike interval given by
TE+TR. For vanishing noise (D=0) the transition prob-
ability is neglidgibly small resulting again in the regular
spike train. Therefore, for some finite noise strength we
can expect to observe a local maximum of the spike in-
coherence.
Using the Kramers relation (5) [19, 20] between the
transition rates p and q and the noise strength D, we plot
in Fig. (9) the coefficient of variation R as function of D.
In Fig. 9(a) R is shown for positive feedback strength
k = 0.05, TE = TR = 55 and different delay times τ as
indicated in the legend. With no feedback (τ ≤ TE) the
coefficient of variation decreases monotonically with D.
However, at any τ larger than, and close to, TE a maxi-
mum appears at a certain noise strengthD. This is an ev-
idence of incoherence maximization induced by the delay.
If the feedback strength is negative k = −0.05 (Fig. 9(b))
the incoherence maximization is absent at least for the
delay times τ ≤ 4TE.
B. Comparison with the FitzHugh-Nagumo system
To demonstrate incoherence maximization predicted in
the Section (VA), we use the FitzHugh-Nagumo system
with non-linear delayed feedback introduced through the
activator x into the equation for inhibitor y
ǫx˙ = x− x
3
3
− y,
y˙ = x+ a−K[xτ − x]2 +Dζ(t), (30)
where xτ = x(t − τ), ǫ = 0.01 and a = 1.1.
The form of the feedback term in Eqs. (30) was chosen
in such a way, that the noise-induced dynamics in the
waiting phase is similar to that of the two-state model
introduced in the Section (III).
It should be emphasized that the FitzHugh-Nagumo
system with linear feedback cannot be approximated by
a two-state model with the transition rates as in Ta-
ble (I). To see why this is so, consider a typical pulse
train given by variable x as function of time. This is
shown in Fig. 4(a). Assume that the system is currently
in the waiting phase, x(t) ∈ waiting phase, and assume
further that τ seconds ago the system was in the re-
fractory phase, x(t − τ) ∈ refractory phase. Since the
value of the state variable in the waiting phase is differ-
ent from that in the refractory phase, unlike in the two-
state model, we conclude that the feedback term which is
given by k[x(t)−x(t−τ)] is not zero. However, this term
becomes zero (up to fluctuations whose order is given by
the noise strength D) if τ seconds ago the system was in
the waiting phase.
This means that the current transition rate λ from the
waiting phase to the excited phase changes depending on
whether τ seconds ago the system was in the waiting or
in the refractory phase. This contradicts the assump-
tion that the transition rate depends on τ according to
Table. (I).
The comparison between the FitzHugh-Nagumo model
and the two-state model is possible only in the case of
nonlinear feedback, e.g. like in Eqs. (30) and strong time
scale separation, i.e. ǫ≪ 1, when the concept of the tran-
sition rates can be applied. The nonlinear feedback term
ensures that during the waiting phase (x(t) ≈ −1.1) the
value of [xτ −x]2 becomes significant only if τ second ago
the system was in the excited phase, i.e. if xτ ≈ 2. On
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FIG. 10: (a) Coefficient of variation R vs noise strength D
for the FitzHugh-Nagumo system Eqs. (30) with fixed delay
time τ = 4 and the feedback strength K as indicated in the
legend. (b) Coefficient of variation R vs noise strength D for
the two-state model with the parameters TR = 2.5, τ = 4,
and different feedback strength k given in the legend.
the other hand, if xτ belongs to the refractory phase, the
term [xτ − x]2 is negligibly small, so that the transition
rate from the non-excited to the excited state is the same
as in the original system without the feedback. Conse-
quently, the transition rate is modified by the feedback
only if xτ belongs to the excited state.
It is easy to see from Eqs. (30) that negative values of
the feedback strength K effectively decrease the transi-
tion rate, whereas the positive values of K increase the
probability of transition. Therefore, based on the predic-
tions made in the Section (VA), we conclude that delay-
induced incoherence maximization should be observed for
positive K.
This result is confirmed by numerically computing the
coefficient of variation R vs noise strength D for the
FitzHugh-Nagumo system Eqs. (30) at fixed delay time
τ = 4, as shown in Fig. (10)(a). For negative K and
K = 0, R decreases monotonically with D, however for
positive K the coefficient of variation reaches a local
maximum confirming incoherence maximization at cer-
tain noise strength D.
To match the parameters of the two-state model with
those of the FitzHugh-Nagumo system Eqs. (30), we set
TR = 2.5, TE = 0.5, τ = 4 and plot R vs noise strengthD
in Fig. (10)(b) at different values of the feedback strength
k (see legend). We see that the behaviour of the coeffi-
cient of variation R on D in the two-state model quali-
tatively coincides with the numerical results obtained for
the FitzHugh-Nagumo system Fig. (10)(a).
VI. CONCLUSION
To conclude, we presented a two-state model of an ex-
citable system with time-delayed feedback. In this model
the state variable s takes only two values s = ±1 and the
transition probability from one state into the other de-
pends on the history of the process in a given way. To
compare the results derived for the two-state model with
the properties of a real excitable system we consider a
bistable system (2) with the effective potential (4) which
contains two delay times. One of them is fixed and is used
to model the excitability and the other one is assigned to
the delay time of the controlling feedback force.
Assuming that the durations of the excited phase and
the refractory phase are noise-independent, we conclude
that the only unknown and in general history-dependent
quantity is the residence time density (RTD) ψ−(ξ) of
the waiting phase. We show that for the delay times less
than the sum of the duration of the excited phase TE
and two durations of the refractory phase 2TR, the his-
tory is non-variable, i.e. there is only one possible profile
of the two-state process on the interval of time [t0−τ ; t0],
where t0 is the time moment when the latest refractory
phase has just finished. Therefore, all the waiting times
are identically distributed and the renewal theory can
be applied. In this case ψ−(ξ) as function of the delay
time τ is computed straight forwardly and represented
by Eq. (7) with P− determined by Eqs. (10),(11). We
use the results of the renewal theory [4, 21] to obtain the
power spectrum of the stochastic process s(t). The main
period of the noise-induced oscillations calculated from
the analytically known power spectrum shows piece-wise
linear dependence on the delay time. This analytical re-
sult confirms the similar finding obtained numerically in
[8, 10] for the FitzHugh-Nagumo system in the excitable
regime.
For the delay times larger than (TE + 2TR) the his-
tory becomes variable and the distribution density of the
waiting times is no longer time independent. To han-
dle renewal processes with history-dependent RTDs the
equilibrium RTD ψeq− (ξ) Eq. (15) in the sense of the av-
eraging over all possible histories is introduced. The in-
tegral Eq. (17) for ψeq− (ξ) is derived for an arbitrary de-
lay time τ . The solution of this equation is given for
τ ∈ [TE + 2TR; 2TE + 2TR] by Eq. (27). The knowl-
edge of ψeq− (ξ) allows us to calculate the average of any
given function f(s) of the stochastic process s be means
of Eq. (28). This is an exact formula which is valid for
any renewal process with the dependence on history. Un-
fortunately, the results of the renewal theory can not be
used directly to compute e.g. the power spectrum of
the noise-induced oscillations. However, an analog of the
mean-field approximation is introduced when the expres-
sion for the power spectrum from the renewal theory is
calculated with the equilibrium ψeq− (ξ).
The analytic results were compared with the results
of numerical simulation of the bistable system (2). It
is shown that the mean-field power spectrum predicts
correctly the critical delay time when the first branch
switching occurs in the dependence of the main period
vs delay time (Fig. 8(a),(b)).
Finally, we demonstrated incoherence maximization
for positive feedback strength due to delay (Fig. 9(a)).
Hereby, the degree of incoherence measured by the coeffi-
cient of variation (29) is shown to posses a local maximum
for increasing noise strength D and fixed delay time. For
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negative feedback strength incoherence maximization is
not observed up to the delay times of (2TE + 2TR).
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