Abstract
Introduction
Recently, many programs for identifying acquired images utilizing the mobile phone cameras are being developed. Researches related to the building recognition are actively done to provide the shop information in the buildings for the users [1] [2] . The types of input images for building recognition are divided into aerial image and city building image. In most of the city building images, buildings coexist with surrounding objects such as the pedestrians, tress, and the sky. Developments of display techniques to print out high-resolution images are underway, and Full-HD, 4K-UHD, 8K-UHD are now appearing. Recently, methods for UHD broadcasting are constantly explored. "YouTube", the world's biggest video site, is also supporting the resolution up to 4K. Since it is a free platform where ordinary users can upload, equipment's for high-resolution image acquisition need to be popularized.
When photographing the real images, it is more important than anything else to store and utilize all the lighting information accurately. Using image-based lighting (IBL) method [3] [4] , we can express lighting information similar to the real world. In order to do this, it is necessary to store all the existing lighting information that affects the color and brightness in panorama images. Panorama images are used to provide lighting information that affects the environment map in the course of rendering, and we can create natural and realistic scenes using IBL arithmetic function based on environment mapping that are basically included in commercial graphic software.
Panorama images used for environment mapping work as the most important factor that decides how naturally and realistically the real images and graphic model can be synthesized. Depending on how accurately and sufficiently this image store the lighting information of the real world, the quality of the final images is decided. The generally used normal digital cameras record each pixel in quantized whole number with Low Dynamic Range (LDR) 8 to 10 bit. However, since human eyes can recognize light with even wider range than this, using LDR images for the IBL method is not appropriate. Actually, for realistic image synthesization, high dynamic range (HDR) images are used, which save each pixel in real number in the form of floating points. This makes it possible to more accurately express the lighting information in the real world that will be used in the process of rendering [5] . Before the development of HDR cameras, there were researches on making one HDR image through multiple LDR images photographed with altering shutter speed [6] . However, the process of HDR environment map using widely used LDR cameras requires time and technology. Photomerge in professional photoshop is fast but limited. First of all, if the photos tilt more than 3° ~ 10°, it can cause error. The images should be overlapped 40% and it is hard to arrange them when the exposure values of each photo are different because it makes finding the matching point difficult. The smart phones for ordinary people take photographs turning the camera while people are staying still, in only one direction, and are greatly affected by the vibration of the user's hands. Brightness is also fixed on the spot where the first photograph was taken [7] [8] . Figure 1 is the flow of the image acquisition of 9 images using network time protocol (NPT), image alignment, standardization of brightness, image synthesis, and high-definition images. The ways to classify feature points are composed of three steps. In the first step, feature points are extracted adopting scale invariant feature transform (SIFT) [3] algorithm. In the second step, the extracted feature points are matched using multiple frames. In the last step, the acquired multiple pairs of the feature points obtain the alignment of homography using random sample consensus (RANSAC) [9] algorithm, being classified as one for the buildings [10] [11] .
System implementation

Figure 1. Algorithm development for image acquisition and match
Image acquisitions go through four steps, image alignment, brightness standardization, and image synthesis to achieve high-definition images. Since the purpose is to take photographs of 9 images of the same object at the same time, synchronization through NPT is needed. Image alignment plays a role of adjusting the twisted angles of the acquired images to the images in the middle to enhance the accuracy of image synthesis. Standardization of brightness happens when a camera adjusts the brightness that is changing according to the angles of the shooting. Using methods like white balancing, we can get homogeneous brightness, improve the image quality and enhance the accuracy for image synthesis. Image synthesis extracts the feature points of images using SURF algorithm and calculates their local invariant features.
With these values, one image is synthesized through the process of wrapping images [12] [13] .
Synchronization of 9 image acquisition through NPT
Since multiple cameras are used, all the photographs (images) need to be taken from the cameras at the same time. Considering the moving objects, if the synchronization between cameras do not match, we will get images for different scenes. Therefore, for more accurate synchronization, a method shown in Figure 2 is used.
Figure 2. NTP hierarchy
NPT has a tree-shaped hierarchical structure. Stratum 0 refers to equipments such as GPS or cesium molecule clocks that tell us time, and stratum 1 refers to the server directly connected to the clocks. Stratum 1 is synchronized with stratum 0. From Stratum 2, it has a shape of a tree, synchronizing with the upper level servers. This study used nine raspberry pies, each of which was equipped with one camera module. We used 9 camera modules for shooting, and measured the shooting time using NPT at each connected raspberry pie. If the measured time goes over the certain threshold, we consider that synchronization has not been done and try to obtain new images.
Alignment of images through camera calibration
Since we twist the angles to raise the angle of view when taking photographs, we need to align them for more accurate synthesis [14] . As shown in Figure 3 , we calculate the external variables, obtain the orthogonal projection of the image, and convert them.
Figure 3. Camera Calibration
Camera Calibration is a process that tries to get the internal factor, which needs to be removed for accurate conversion between two-dimensional flat images and three-dimensional space coordinates. After getting the internal variable, the external variable is calculate as shown in (1) by getting the transfer matrix through matching pairs of 3D world coordinates and 2d image coordinates that are already known or chosen for a sample. This was done using Solve PNP function in open CV.
Standardization of brightness
As the amount of light changes according to the angle of the camera, it can generate images with totally different brightness. Therefore, to improve the quality of image and the accuracy of image synthesis, we take the step of brightness standardization.
We calculate the probability distribution of brightness using histogram. After getting the value, standardization happens with the value after setting different references to improve the quality of image to a maximum degree. We can obtain images with better quality if we use different methods depending on the kinds of images obtained. In this study, among 9 cameras, we made the camera in the middle as reference for the brightness value, average/median value of all the images, and brightness value through white balancing. Using the final value, we conduct standardization of the whole images based on the standard value.
Image synthesis using panorama technology
Panorama technology can divided into 4 steps. After getting the features between the images, we calculate the amount of feature. Using the acquired value, we change the image and get the final synthesized image after synthesizing the changed images [15] . We compare the existing SIFT [16] algorithm with the recall value to examine the performance of the coordination result of the algorithm suggested by this study. The recall value refers to the value that shows the proportion of the exact coordination among the whole matching pairs, as defined in formula (2) . (2) Here, N correspondences is the total number of finally classified synthesis pairs, and N correct matches is the number of the accurately matched feature points with the naked eye.
There are various kinds of algorithms such as IFT, Harris corner, FAST [17] [18] [19] , BRISK [20] , FREAK, ORB [21] that extract feature points. Among these, SURF [22] is fast and robust against distortion of the images with brightness difference. To extract feature points, SUFR uses Hessian matrix and Hessian shows the second derivative of function. That is, Hessian is the matrix that shows the curvature characteristics of the function. We extract the feature points from the highest point of the matrix formula in Hessian matrix. If the matrix formula is positive number and eigenvalue is the same code, we think of it as interest point. Centered on the interest point found earlier, neighboring Haar wavelet response is calculated. As shown in Figure 4 , the blue dot in the original on the right side refers to the distribution of the response values, while the red arrow expresses the sum of the response values as vector. Setting the 60 degree of window and calculating from different directions, the longest vector among them is assigned as orientation. As shown in Figure 5 , we perform geometrical manipulation on the images using the correspondent point between images that were found. For synthesis, we need to extend the images unequally, which is called warping. For natural connection of the images, we change the images and combine them as shown in Figure  6 . After taking 9 images at the same time, we can synthesize these into one image to acquire a high-definition and high-resolution image. Since we go through the whole process of image alignment and brightness standardization, more accurate image synthesis is performed unlike the other panorama techniques. Also, it improves the quality of images as it adjusts the brightness.
Conclusion
This study suggested the methods that can improve the performance of coordination and classify the feature points using multi-frame in the course of image recognition. Extracting feature points of the buildings based on the existing SIFT often lacked the accuracy of coordination since it extracts feature points from the surrounding environment other than the building. This study obtained the homography matrix using images from different viewpoints at the same intervals and classified the feature points adopting the RANSAC algorithm. One homography matrix classifies feature points of one flat surface of the image. The classified remaining feature points are accurately matched all feature points by repeating the process of getting the homography matrix. The recall value of the proposed algorithm has gone up from that of SIFT.
