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1 Abstract
We study the problem of testing forbidden patterns. The patterns that are of significant
interest include monotone pattern and (1, 3, 2)-pattern. For the problem of testing mono-
tone patterns, Newman et al. [2019] propose a non-adaptive algorithm with query complexity
(logn)O(k
2). Ben-Eliezer et al. [2019a] then improve the query complexity of non-adaptive
algorithm to Ω((log n)⌊log k⌋). Further, Ben-Eliezer et al. [2019b] propose an adaptive algo-
rithm for testing monotone pattern with optimal sample complexity O(logn). However, the
adaptive algorithm and the analysis are rather complicated. In this paper, we provide a
simple adaptive algorithm with one-sided error for testing monotone permutation. We also
present an algorithm with improved query complexity for testing (1, 3, 2) pattern.
2 Introduction
In this paper, we consider the problem of testing forbidden patterns. We say that f contains
a π-pattern of size k, if there is a sequence of indices (i1, i2, · · · , ik) (i1 < i2 < · · · < ik),
satisfying that f(ia) < f(ib) if π(a) < π(b), for i, j ∈ [k]. The investigation of forbidden
pattern is motivated from combinatorics and time series analysis, see Newman et al. [2019]
for detailed illustration.
Ergün et al. [2000] give a non-adaptive algorithm for testing (1, 2)-pattern with one-sided
error, the query complexity of which is O(log(n)). They also give a lower bound of Ω(log(n))
for non-adaptive algorithms. A lower bound of Ω(log(n)) for adaptive algorithm is further
shown in Fischer [2004]. Newman et al. [2019] analyze monotone pattern testing for gen-
eral k. They propose a non-adaptive algorithm for testing (1, 2, · · · , k)-pattern, the sample
complexity of which is (log n)O(k
2). Ben-Eliezer et al. [2019a] then provide an non-adaptive
algorithm with query complexity O((logn)⌊log k⌋), which matches the lower bound. Later,
Ben-Eliezer et al. [2019b] present an adaptive algorithm for testing monotone pattern, the
sample complexity of which is O(logn) and is optimal. Newman et al. [2019] proposed an
adaptive tester with one-sided error for (1, 3, 2)-pattern, which is a typical forbidden pattern
with length 3.
We firstly provide a simple adaptive algorithm for testing monotone pattern with simple
analysis. The query complexity of our algorithm is optimal in terms of n. Besides, our
algorithm turn out to be more efficient as compared with that of Ben-Eliezer et al. [2019b]
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in terms of ǫ. Further, we provide an adaptive algorithm for testing (1, 3, 2)-pattern with
improved query complexity.
3 Preliminaries
We will firstly introduce some basic definitions.
Definition 3.1 (disjoint pattern). For any two tuples (i1, i2, . . . , ik) and (j1, j2, . . . , jk). They
are referred to as disjoint if and only if ih 6= jm, for ∀h,m ∈ {1, 2, . . . , k}.
Definition 3.2 (m-tuple). Let (i1, i2, · · · , ik0) be a monotone subsequence of f and let
c ∈ [k0 − 1]. If m is the smallest integer such that im+1 − im ≥ ib+1 − ib for all b ∈ [k0 − 1].
We say that (i1, i2, · · · , ik0) is a m-gap subsequence.
Lemma 3.1 (Ben-Eliezer et al. [2019a]). The number of disjoint m-tuple is at least ǫ/p,
where p =.
Definition 3.3 (Tester with one-sided error). Let k, ǫ be two fixed parameters. Given query
access to a function f : [n] → R. If f is ǫ-far from (1, 2, · · · , k)-free, then the algorithm
could output a (1, 2, · · · , k) pattern with probability at least 9/10. If f is π-free, then the
algorithm returns accept.
Definition 3.4 (ǫ-close to monotone). This means that the size of monotone sequence is at
least (1− ǫ)|I| in interval I. Therefore, the density of monotone sequence is at least 1− ǫ.
Definition 3.5 (π-free). A sequence f : {1, 2, · · · , n} → R is π-free, if there are no subse-
quences of f with order pattern π.
Definition 3.6 (ǫ-far to π-free). We say that a sequence f is ǫ-far to π-free if any π-free
function g : [n] → R satisfies Pi∈[n][f(i) 6= g(i)] ≥ ǫ.
Lemma 3.2 (Newman et al. [2019]). If f is ǫ-far from k-monotone permutation, then the
there exists at least ǫn/k disjoint monotone permutation in the form of (1, 2, . . . , k).
Define At(l, U) the k-monotone tuples with width t, and l lies almost in the middle of im
and im+1. Specifically,
At(l, U) = {(i1, i2, · · · , ik) ∈ U : width(im, im+1) = t, l cuts (im, im+1) with slack}. (1)
The cumulative density of l: v(l, U) =
∑logn
t=0 δl,t, where δl,t = |At(l, U)|/2
t. The following
property is satisfied.
Lemma 3.3. The cumulative density of l satisfying that v(l, U) ≥ ǫ is at least ǫ.
Proof. Denote by ti the length of tuple i, cl the density of tuples in interval I that crossed
l. The summation of length of the tuples in interval I is equal to the summation of the
number of tuples that crosses l for l ∈ I. Denote by m the total number of tuples, ti the
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average length per tuple in interval I, and cl the density of tuples in interval I that cross l,
the equation is as follows:
n∑
l=1
⌈log(n)⌉∑
t=0
At,l ≥
⌈log(n)⌉∑
t=0
it · 2
t. (2)
We have that
∑
l∈[n]
∑
t∈[⌈log(n)⌉]
δl,t ≥
⌈log(n)⌉∑
t=0
it ≥ ǫ · n. (3)
Therefore,
∑
l∈[n]
vl ≥ ǫ · n. (4)
Denote by A = {l ∈ [n] : vl ≥ ǫ/2}, and B = [n] \ A. Then, we have that
|A|+
ǫ
2
(n− |A|) ≥
∑
l∈[n]
vl ≥ ǫn. (5)
It implies that
|A| ≥
ǫ/2
1− ǫ/2
n (6)
|B| · 2ǫ1 ≤
n∑
l=1
vl ≤ ǫ1 · n. (7)
Therefore, we have that
(n− |A|) · 2ǫ1 ≤ ǫ1 · n. (8)
Therefore,
|A| ≥ n/2. (9)
4 Review of prior work
Newman et al. [2019] introduce the problem of testing forbidden patterns. They propose a
non-adaptive algorithm for testing (1, 2, · · · , k)-pattern, the sample complexity of which is
(kǫ−1 log n)O(k
2). Later, Ben-Eliezer et al. [2019b] propose an adaptive algorithm for testing
monotone patterns, the sample complexity of which is
(
kk · (log(1/ǫ))k 1
ǫ
· log(1/δ)
)O(k)
· log n.
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4.1 The algorithm for testing (1, 2, . . . , k)-pattern
Now let us introduce the adaptive algorithm proposed by Ben-Eliezer et al. [2019b] for testing
(1, 2, . . . , k)-pattern. They consider two cases, growing suffix and splittable interval. We will
firstly introduce the basic definition of these two cases, and the key structure their algorithm
depends on.
Definition 4.1 (Growing Suffix Ben-Eliezer et al. [2019a]). The collection of intervals S(a) =
{St(a)|t ∈ [m]} is referred to as an (α, β)-growing suffix starting from a, if there exists a
subset D(a) = {Dt(a) ⊂ St(a)|t ∈ [m]}, such that the following properties hold:
• |Dt(a)|/|St(a)| ≤ α for all t ∈ [m], and
∑m
t=1 |Dt(a)|/|St(a)| ≥ β;
• For every t, t′ ∈ [m], where t < t′, then f(b) < f(b′) for b < b′.
Definition 4.2 (Splittable Interval Ben-Eliezer et al. [2019a]). Let I ⊂ [n] be an interval,
define T (L) = {(i1, i2, ·, ic) ∈ I
c : (i1, i2, · · · , ic)is a prefix of a k0-tuple in T}, and T
(R) =
{(j1, j2, ·, jk0−c) ∈ I
k0−c : (j1, j2, · · · , jk0−c)is a suffix of a k0-tuple in T}. (I, T ) is (c, α, β)-
splittable if the following properties are satisfied:
• If |T |/|I| ≥ β;
• f(ic) < f(j1) for every (i1, i2, · · · , ic) ∈ T
(L) and (j1, j2, · · · , jk0−c) ∈ T
(R);
• There is a partition of I into three adjacent intervals L,M,R ⊂ I of size at least α|I|,
satisfying T (L) ⊂ Lc and T (R) ⊂ Rk0−c.
A collection of disjoint interval-tuple pairs (I1, T1), (I2, T2), · · · , (Is, Ts) is called (c, α, β)-
splittable and the sets (Tj : j ∈ [s]) partition T .
Lemma 4.1 (Ben-Eliezer et al. [2019b] Robust Structure). There exist α ∈ (0, 1) and p > 0
with α ≥ Ω(ǫ/k5) and p ≤ poly(k log(1/ǫ)) such that at least one of the following holds. The
growing suffix is constructed using the following approaches.
1. Growing suffix: There exists a set H ⊂ [n], of indices that start an (α,Ckα)-growing
suffix, satisfying α|H| ≥ (ǫ/p)n.
2. Robust splittable interval: There exist an integer c with 1 ≤ c < k, a set T , with
E(T ) ⊂ E(T 0), of disjoint length-k monotone subsequences, and a (c, 1/(6k), α)-splittable
collection of T , consisting of disjoint interval-tuple pairs (I1, T1), (I2, T2), · · · , (Is, Ts), such
that
α
s∑
h=1
|Ih| ≥ (ǫ/p)|I|, (10)
Moreover, if J ⊂ I is an interval where J ⊂ Ih for some h ∈ [s], J contains at least (ǫ/p)|J |
disjoint (12 · · ·k)-patterns from T 0.
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The core idea of the adaptive tester for monotone-pattern of Ben-Eliezer et al. [2019b]
is as follows. The algorithm firstly finds an index that lies at the left part of the splittable
interval, and then the algorithm uses y to estimate the length of an interval, where y is the
maximal index satisfying that f(y) ≥ f(x) by sampling from all the blocks with width 2i
starting from x for i ∈ [⌈log n⌉].
If y lies close to the interval, then they can find two intervals each with density ǫ, and
the intervals in these two intervals could concatenate to form (1, 2, . . . , k)-pattern. This
means that there exists a c, such that two intervals, the ratio of tuples in both intervals
such that any tuple (1, 2, . . . , c) from the left interval could be concatenated with the tuple
(c+ 1, c+ 2, . . . , n) from the right interval, thereby forming (1, 2, . . . , k) pattern are all ǫ.
If y lies far from the interval, then the algorithm could not find two intervals each with
density at least ǫ within the splittable interval. Instead, the algorithm constructs k successive
intervals with density ǫ, according to the strong structure lemma with robust splittable
interval. By recursively using the monotone pattern tester to find a (k − i)-monotone tuple
from i-th interval with value larger than y, and i + 1-monotone tuple from i-th interval
with value smaller than y. The algorithm could finally find a k-monotone tuple by either
concatenating the tuple in the boundary interval with x and y (the first interval with x, or
the tuple in the last interval with y), or the tuple in i-th interval with that in i+1-th interval.
By induction on k, the algorithm could find a (1, 2, . . . , k) pattern with high probability in
Ok,ǫ(log(n)) query complexity.
4.2 The algorithm for testing (1, 3, 2)-pattern
Newman et al. [2019] proposed an adaptive algorithm for testing (1, 3, 2)-pattern, the query
complexity of which is as follows:
Lemma 4.2 (Newman et al. [2019]). Let f : [n] → R contain a matching T2 of ǫn (1, 3, 2)-
tuples with leap-start 2. Then there exists an algorithm called with arguments (f, ǫ) that
returns a (1, 3, 2)-tuple in f with probability at least Ω(ǫ3/(log(n))6). The query complexity
is at most O(ǫ−4(log(n))20).
The algorithm firstly divides I into intervals of equal length W = 2w, and w is randomly
selected from {0, 1, · · · , ⌈log(n)⌉ − 1}. Let T2,w,s represent the tuples (i, j, k) with j lies in
Is, |k − j| ≥ |j − i|, and the gap between j and k is ⌊log(k − j)⌋ = w. Since the density
of tuples (i, j, k) is at least ǫ, the density of T2,w,s in ∪
2
j=−2Is+j is at least c · ǫ/ logn. For
tuple (i, j, k) ∈ T2,w,s, (i, j) ∈ IL = Is−2 ∪ Is−1 ∪ Is, and k ∈ IR = Is+1 ∪ Is+2. Therefore, the
density of (i, j) that belongs to T2,w,s in IL is at least c · ǫ/ logn, and the density of k that
belongs to T2,w,s in IR is at least c · ǫ/ logn. Then, the algorithm could firstly find i, j using
monotone testing algorithm, and then find k according to the following two cases:
1. If I ′R is (log
−5 n)-far from monotone. Then the density of disjoint (2, 1)-pattern in I ′R
is at least (log−5 n)/2.
2. If I ′R is (log
−5 n)-close to monotone. The algorithm could firstly find a dominating
(i, j) from IL′ , and then adaptively find k from I
′
R, where |I
′
R|/|IR| ≥ ǫ/(8 · logn).
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5 Technical Overview
We firstly provide an adaptive algorithm for testing monotone pattern with simpler algorithm
and analysis, which is mainly based on sophisticated analysis of the growing suffix structure.
If f : [n] → R is ǫ-far from (1, 2, · · · , k)-free, then there are ǫn/k disjoint k-monotone
tuples. The number of indices with cumulative density at least ǫ is at least ǫn. The algo-
rithm could find such an index within O(1/ǫ) number of queries with high probability. The
structure of this kind of indices could be divided into two categories, growing suffix and
splittable-interval.
If the structure is dominated by growing suffix, by sampling O(1/ǫ) number of times
from each growing block, the collected samples originate from at least k blocks. Then a
k-monotone tuple could be constructed by selecting one index from each block.
Otherwise, the structure is dominated by splittable interval, and the samples lies in at
most k blocks. The algorithm firstly selects l within O(1/ǫ) number of queries with high
probability, satisfying that l has splittable interval. There exists a block that balance-cross l
with density at least ǫ/p. Then, with high probability, at least one sample lies in this block.
The number of candidate blocks does not exceed k. These blocks lie at the right of l. Since l
lies almost in the middle of the subsequence (im, im+1), the corresponding left block could be
easily constructed. By recursively performing TestMonotone algorithm from the left block
and the right block, considering all possible value of m ∈ [k−1]. The algorithm could finally
find a (1, 2, · · · , k)-tuple by concatenating the sequences found from the left block and the
right block with high probability.
Next we introduce the main idea for testing (1, 3, 2)-pattern. The algorithm firstly finds
index a satisfying that the cumulative density of a is large. The algorithm then guesses the
width of the block, ranging from 1, 2, · · · , ⌈log(n)⌉, satisfying that the density of the tuples
in this interval is at least ǫ/ log(n). Denote by the intervals Lt(a) and Rt(a) separately. The
algorithm finds (1, 3) from Lt(a) by using the algorithm TestMonotone2, the algorithm then
finds 2 adaptively. In this way, the algorithm finds a (1, 3, 2)-tuple with high probability if
f is ǫ-far from (1, 3, 2)-free.
6 Simpler algorithm for testing monotone pattern
We will consider the disjoint monotone m-tuples. That is, the tuples satisfying that im+1 −
im = maxw∈[k−1](iw+1 − iw). In order to design an adaptive tester for monotone pattern,
Ben-Eliezer et al. [2019b] rely on the strong structure which is derived based on the structure
proposed in Ben-Eliezer et al. [2019a]. Before diving into the detailed approach, we firstly
introduce this weaker structure.
Lemma 6.1 (Ben-Eliezer et al. [2019a] Weak Structure). There exist α ∈ (0, 1) and p > 0
with α ≥ Ω(ǫ/k5) and p ≤ poly(k log(1/ǫ)) such that at least one of the following holds. The
growing suffix is constructed using the following approaches.
1. Growing suffix: There exists a set H ⊂ [n], of indices that start an (α,Ckα)-growing
suffix, satisfying α|H| ≥ (ǫ/p)n.
2. Splittable interval: There exist an integer c with 1 ≤ c < k, a set T , with E(T ) ⊂
E(T 0), of disjoint length-k monotone subsequences, and a (c, 1/(6k), α)-splittable collection
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of T , consisting of disjoint interval-tuple pairs (I1, T1), (I2, T2), · · · , (Is, Ts), such that
α
s∑
h=1
|Ih| ≥ (ǫ/p)|I|. (11)
Newman et al. [2019] propose a non-adaptive algorithm for testing (1, 2)-pattern, the
sample complexity of which is (kǫ−1 log n)O(k
2). Later, Ben-Eliezer et al. [2019b] propose
an adaptive algorithm for testing monotone patterns, the query complexity of which is(
kk · (log(1/ǫ))k 1
ǫ
· log(1/δ)
)O(k)
· log n. However, the query complexity of this adaptive al-
gorithm is non-linear with respect to ǫ−1. We will introduce an adaptive algorithm with
query complexity O (log(n)) /ǫ for testing (1, 2)-pattern. The efficiency of the tester for
(1, 2)-pattern in terms of ǫ also facilitates the design of tester for (1, 3, 2)-pattern.
6.1 The algorithm for testing (1, 2)-pattern
We will introduce an adaptive algorithm for testing (1, 2)-pattern, the query complexity of
which is Ok(log(n))/ǫ. The main idea of the algorithm is: firstly select an index l ∈ [n]
with high cumulative density, and then find 1 and 2 from the right blocks if the structure
is dominated by growing suffix, concatenate 1 obtained from the left block and 2 from the
right block if the structure is dominated by splittable interval.
Algorithm 1 TestMonotone2(f, [n], ǫ, δ)
1: Select a uniformly at random from I = [n]
2: for t = 1, 2, · · · , ⌈log n⌉ do
3: Consider the intervals Lt(a) = [a− rt, a] and Rt(a) = [a, a+ rt], where rt = 2
t
4: Sample from Rt(a) uniformly at random for T = 1/ǫ times. Sample from Lt(a) uni-
formly at random for T = 1/ǫ times.
5: end for
From the design of the algorithm TestMonotone2, the query complexity is Ok(log(n))/ǫ.
Next we will analyze the correctness of our algorithm according to the following two cases.
Lemma 6.2. If f is ǫ-far from (1, 2)-free, then the algorithm TestMonotone2(f, [n], ǫ, δ)
could find a (1, 2)-tuple with probability at least 9/10.
Proof. Case 1: If there does not exist a block such that the density of (1, 2) in this interval
is at least ǫ. The structure is dominated by growing suffix, from Lemma 3.3 we know that,
δl,1 + δl,2 + · · ·+ δl,log(n) ≥ ǫ. (12)
Therefore, (1, 2)-tuple could be found from the set of blocks that lie at the right of l, with
high probability.
Case 2: If there exists a block such that the density of (1, 2) in this interval is at least ǫ.
The structure is dominated by splittable interval. The density of 1 in Li is at least ǫ, and
the density of 2 in Ri is at least ǫ. Therefore, by sampling O(1/ǫ) times from each block,
we could find a (1, 2)-tuple by concatenating the left block and the right block, with high
probability.
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6.2 The algorithm for testing (1, 2, · · · , k)-pattern
In this section, we provide an adaptive algorithm for testing (1, 2, · · · , k)-pattern with sam-
ple complexity Ok,ǫ(log n). The algorithm is much simpler compared with that proposed
in Ben-Eliezer et al. [2019b]. The adaptive algorithm is designed based on the structure
illustrated in Lemma 6.1. The detailed algorithm is illustrated in Algorithm 2.
Algorithm 2 TestMonotonek(f, [n], ǫ, δ)
1: for τ = 1, 2, · · · , k do
2: Construct blocks Rt = [a, a+ 2
t], where t = τ, τ + k, τ + 2k, . . . .
3: Sample from Ri uniformly at random for T = 1/ǫ times.
4: if there exists a monotone tuple from the sampled indices then
5: return the monotone tuple
6: else
7: s(≤ k) indices are found from the blocks R1, R2, · · · , Rs. Denote by the correspond-
ing intervals Im = Lm ∪ Rm, where Lm is the corresponding left block, that is,
Lm = [a− |Rm|, a].
8: for m = 1, 2, · · · , s do
9: Call TestMonotoneτ (f, Im, ǫ, δ/k), τ ∈ [k − 1]
10: Call TestMonotonek−τ(f, Im, ǫ, δ/k), τ ∈ [k − 1]
11: end for
12: end if
13: end for
Lemma 6.3. With probability at least 2/3, the algorithm TestMonotonek could find a (1, 2, · · · , k)-
tuple if f is ǫ-far from monotone.
Proof. Case 1: If the structure is dominated by growing suffix, then we could find k indices
from growing suffixes.
From Lemma 2.12 of Ben-Eliezer et al. [2019a], we could find at least one growing suffix
starting from l from the following block set. Specifically, there exists a τ ∈ {1, 2, · · · , k},
satisfying that the collection of blocks R(l) = {Rt(l) : t = τ, τ + k, τ + 2k, . . . } is a growing
suffix starting from l, where Rt(l) = [l + 2
t−1, l + 2t].
Case 2: If the structure is dominated by splittable interval, then the number of indices
that could be found from the candidate blocks is less than k, then it implies that there exists
a block Ri with density at least ǫ.
If the density of Ri is at least ǫ, then we could find an element within O(1/ǫ) number of
queries with high probability. It implies that with high probability, the algorithm could find
a element from Ri. Since the total number of indices that have been found is no larger than
k. We could recursively run the algorithm TestMonotone on the left blocks and right blocks
constructed based on the identified indices, and then concatenate the tuples from both sides
to obtain a (1, 2, . . . , k)-tuple.
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7 Improved algorithm for testing (1, 3, 2)-pattern
Algorithm 3 Testing (1, 3, 2)-pattern
1: Sample O(1/ǫ) times to find an index a, satisfying that the cumulative density of a is at
least ǫ
2: for t = 1, 2, · · · , ⌈log n⌉ do
3: Lt(a) = [a− 2t, a]
4: Find (i, j) by calling TestMonotone2(f, Lt(a), ǫ, δ)
5: Find k from Rt(a) = [a, a+ t] using binary search
6: end for
We will focus on the case when 2-tuple dominates. For a given l, consider the tuples
(j, k) that cross l. That is, j ≤ l ≤ k. We have the following key observation: the set of j
form a monotone sequence, and k form a monotone sequence.
The basic idea for testing (1, 3, 2)-pattern is: the algorithm firstly finds an index a, then
finds an block with high density, which is divided into left block and right interval by l. With
these blocks, the algorithm finds (i, j) from left block of a, and then adaptively finds k from
the right block of a.
• Find a: The total number of a with the cumulative density larger than ǫ is Ω(ǫ · n).
• Find interval: Since the cumulative density of l is at least ǫ. There exists a width t
such that the density of 2 in this block is at least δa,t ≥ ǫ/(log(n)). We will focus on
this class of a.
• Find (i, j): The interval found in the last step ensures that the density of (i, j) in
Lt(a) and Rt(a) is at least ǫ. By calling the TestMonotone algorithm, (i, j)-pattern
could be found from Lt(a) using O˜k(logn)/ǫ number of queries, with high probability.
• Find k adaptively: Since the density of k in Rt(a) is at least ǫ, we could find k
adaptively using binary search.
The detailed binary search approach is as follows.
7.1 Binary Search
We now introduce a decreasing structure, which is the key for the proposal of a more efficient
tester for (1, 3, 2)-pattern.
Decreasing Sequence: For the tuples (j, k) that cross l (j ≤ l ≤ k), k forms decreasing
sequences.
This property holds due to the greedy selection operation. Then we could perform binary
search to find (i, j) satisfying that i < k < j. Let us explain how to conduct binary search
in detail. Suppose there is a monotone decreasing sequence with size at least ǫ|I|. Then the
algorithm could find an index that belongs to the monotone sequence in O(1/ǫ) number of
queries.
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Suppose that the monotone sequence is partitioned into three blocks. At each iteration,
we want to find an element that belongs to the middle block. That is, the second block.
Since the density of the second block is at least ǫ/3, the algorithm could find a element
that belongs to the second block in O(1/ǫ) number of queries with high constant probability.
Denote by I = [a, b].
• If f(x) ≤ f(i), then the interval I shrinks to [a, x], the size of this interval is less than
2/3|I|.
• If f(x) ≥ f(j), then the interval I shrinks to [x, b], the size of this interval is less than
2/3|I|.
Since k is not γ-deserted, any interval that contains this index has density at least ǫ. This
procedure could be conducted recursively as shown in algorithm 4.
Algorithm 4 Random Binary Search
1: Partition the monotone sequence into three blocks. At each iteration, we want to find
an index that belongs to the middle block.
2: if f(x) ≤ f(i) then
3: the interval I is shrinked to [a, x], the size of this interval is less than 2/3|I|
4: else if f(x) ≥ f(j) then
5: the interval I is shrinked to [x, b], the size of this interval is less than 2/3|I|
6: end if
7.2 The analysis of binary search
Definition 7.1. Given a set S ⊂ [n], and a γ ∈ [0, 1], an element i ∈ S is called γ-deserted,
if there exists an interval I ⊂ [n] containing i such that |S ∩ I| < γ|I|.
Lemma 7.1 (Newman et al. [2019]). Let S ⊂ [n] with |S| ≥ ǫn. For every γ < 1, at most
3γ(1− ǫ)n/(1− γ) indices of S are γ-deserted.
Denote by Cγ = {i ∈ S|i is γ-deserted in S}. Consider γ = ǫ(1 − ǫ/3)/6, then we have
that
|Cγ| ≤ 3γ(1− ǫ)n/(1− γ) ≤ ǫn/2. (13)
We thus have that |S \ Cγ| = |S| − |Cγ| ≥ ǫn − ǫn/2 = ǫn/2. Therefore, the density
of non-γ-deserted element in iteration k is at least ǫ/2. Therefore, we could focus on the
(1, 3, 2)-tuples satisfying that the third element is not γ-deserted in Rt(a).
Lemma 7.2. Given (i, j), i < j and f(i) < f(j). Assume that the candidate k satisfying
that (i, j, k) forms a (1, 3, 2)-tuple is not γ-deserted in Rt(a). With probability at least (1 −
1/ log(m)), algorithm 4 outputs k satisfying that (i, j, k) form a (1, 3, 2)-pattern. The query
complexity of this algorithm is O(ǫ−11 log
3 n).
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Proof. The key point is the assumption that the element k that we are searching for is not
a γ deserted element in Rt(a). Denote by Ih the search range at iteration h, Ah the set of
monotone sequence in Ih. Initially, I1 = Rt(a), the density of ic+1 that crossed l is at least
ǫ. It implies that the density of monotone sequence in I1 is at least ǫ. That is, |A1| ≥ ǫ|I1|.
Since k is not a γ-deserted element in I1. From the definition of deserted element, we know
that the density of A in any interval that contains k is at least γ. That is,
|A ∩ I| ≥ γ|I|. (14)
Therefore, the density of monotone sequence is at least ǫ in all iterations.
Denote by Eh the event that an element that belongs to the middle block of A is found
within γ−1 log logm trials at iteration h. Then the probability of Eh is
Pr(Eh) ≥ 1− (1− γ)
γ−1 log logm ≥ 1− 1/ log(m). (15)
By a union bound over all iterations, we have that
Pr(binary search succeeds) = Pr(∩hEh)
= 1− Pr(∪hE¯h) ≥ 1− log(m) · 1/(5 log(m)) ≥ 4/5. (16)
Note that γ is set as ǫ(1− ǫ/3)/6. The query complexity of this procedure is upper bounded
by O(γ−1 logm log logm) = O(ǫ−1 logm log logm).
The density of tuples that cross a is at least ǫ1 = ǫ/ log(n). The query complexity of
finding (i, j) at the left of a is: O(ǫ−11 log n). The query complexity of binary search for
finding k is: O(ǫ−11 log n). Therefore, the total query complexity is O(ǫ
−1 log3 n).
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