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In general, retarded functional differential equations have an infinite dimensional 
character, in the sense that there exist an infinite number of linear independent 
characteristic solutions p,(t) e’)‘, where 1, denotes a zero of a transcendental equa- 
tion and p, a polynomial. In this paper we use Laplace transform ethods to study 
the asymptotic behaviour of the solutions of this type of differential equations. 
Furthermore, we present necessary conditions uch that a solution can be repre- 
sented as a series of characteristic solutions. With these results we then can study 
the geometric structure of the strongly continuous emigroup T(f) associated with a 
retarded functional differential equation. The main result will be a characterization 
of the closure of the system of generalized eigenfunctions of the infinitesimal 
generator A of T(t). 0 1990 Academic PM, h. 
In this paper we study the fine geometric structure of the semigroup of 
a system of linear autonomous retarded functional differential equations 
given by 
i(t)=pi(e)x(t-B), for t>O (1) 
0 
satisfying the initial condition 
x(t) = cp(th for -h<fdO, 
where i is an n x n-matrix-valued function of bounded variation and the 
initial condition cp is a given element of the state space %? = C[ -h, 01, 
the Banach space of continuous functions on [ -h, 0] provided with the 
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supremum norm. The general theory was first given by Hale and 
Krasovskii; see Hale’s book and the references given there. 
Let x,(0) = x(t + 1!9), for -h < 8 < 0, denote the state at time t. The initial 
value problem (1) with initial data x,, = cp is well defined and T(t)cp = 
x,( .; cp) defines a strongly continuous semigroup on W with infinitesimal 
generator 
fG=@, 
with 
9(A)= 
i 
~E~:~E~and~(0)=jhdi(6)~(-e) . 
0 I 
The operator A is a closed unbounded operator with compact resolvent 
and the spectrum of A consists of pure point spectrum given by the zero 
set of a transcendental equation 
det d(z) = 0, (2) 
where d(z) = zl- Jt e-” dc( t) denotes the characteristic matrix. Generally, 
there exists an infinite number of independent generalized eigenfunctions 
pi(e) e@’ of A, where pi is a vector-valued polynomial and Aj a zero of (2). 
This raises the question of the possibility of expanding the state x, at time t 
in a series of generalized igenfunctions 
1 pj(t + e) e’J(‘+‘), for -h<8<0, (3) 
where pj is a polynomial and A, a zero of (2). Let A denote the generalized 
eigenspace of A, i.e., the linear subspace of % spanned by the generalized 
eigenfunctions. The system of generalized igenfunctions i called complete 
if JZ is dense in %:, i.e., A! = %?. 
The question of completeness of the system of generalized igenfunctions 
has been studied by Henry [ 131, Delfour and Manitius [S, 61, Manitius 
[15], and Verduyn Lunel [18]. In [13] Henry proved that completeness 
holds if and only if the adjoint semigroup is one-to-one and later Verduyn 
Lunel proved that completeness holds if and only if the semigroup {T(t)} 
itself isone-to-one and, moreover, that the semigroup is one-to-one if and 
only if the exponential type of det d(z) is maximal, i.e., nh. The question 
whether the series (3) converges to the state x, has been studied by Banks 
and Manitius [l] and Levinson and McCalla’ [ 143 in case that the kernel 
1: in (1) is restricted to the class of piecewise constant kernels that have a 
finite number of discontinuities and are atomic at the endpoint h, i.e., 
c(h) - [(h+ ) is nonsingular and hence completeness of the system of 
generalized igenfunctions holds. 
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In the study of the geometric structure of the semigroup the fact hat the 
semigroup may not be one-to-one is an annoying feature. To investigate 
this problem we assume that the semigroup is not one-to-one, i.e., exponen- 
tial type det d(z) < nh. Henry’s theorem on small solutions states that if the 
Laplace transform of the solution x( .; cp) of (1) is an entire function then 
x(t) = 0, for 1> nh. Therefore, there exists an c1< nh such that for all E > 0 
Jr/-( T(a)) = N( qa + E)). 
Now one can ask the following question (see Hale [12]): Does there exist 
a { T(t)}-invariant closed complementary subspace ‘??A ofJV( T(a)) such that 
V=42@&-(T(a))? 
Let AE G(A) and let P, denote the spectral projection onto the 
generalized igenspace corresponding to 1; then 
(4) 
where B(P,) and M(P,) are closed { T(t)}-invariant subspaces. 
If A,, A2 E G(A) then P,, + Pi, is a projection and we have a corre- 
sponding decomposition. Furthermore, from Henry’s theorem on small 
solutions one can make the observation 
So if it is possible to extend (4) over the complete spectrum of A one might 
expect the state space decomposition 
U=JlON(T(a)) (5) 
and this has been conjectured, for example, by Salamon [17]. The hard 
part in the above decomposition is to prove 
Afn Jv-(T(a)) = (0). (6) 
Of course 
but since the convergence of the spectral projection series (3) is delicate, it
is difficult to prove that it is impossible to approximate elements of 
&‘“(T(cr)) by limits of (infinite) s ries of the form (3). 
It is our aim to address these questions in this paper and we shall give 
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a complete characterization of A? showing that (6) holds, but that in 
general (5) does not hold. However, we do have [20] 
So, the linear subspace JZ represents, in a certain sense, the minimal 
amount of initial data needed to specify a solution of (1). If more initial 
data are specified then the extra part belongs to A# for t > CI. 
To give the characterization of 1 we must analyse the spectral projec- 
tion series carefully, especially inthe case that completeness of the system 
of generalized igenfunctions does not hold. The problem of convergence of 
the spectral projection series is closely related to the behaviour of ldet A(z)] 
in the complex plane. In this paper we shall assume that each element iii 
of [ is atomic at its endpoint, i.e., 3bv: b,< h and [,(b,) # [,(b, + ) = 
i,(h). 
In this case we can generalize the results of Bellman and Cooke [3] and 
use the Newton polygon to study the behaviour of ldet A(z)1 in the com- 
plex plane. For general kernels cof bounded variation, precise convergence 
results of the spectral projection series are not known; see the remarks in 
Section 3. However, we were still able to prove the characterization of J%? 
using estimates for Blaschke products; see [20]. 
The so-called exponential type calculus we have developed in [19] to 
study the convergence properties of the spectral projection series uses the 
Laplace transformation a d it turns out that it is much easier to work with 
the forcing function approach towards (1 ), i.e., we split off the convolution 
part and use partial integration to obtain the Volterra convolution 
equation 
x=<*x+Fcp, (7) 
where 
do) + jb jB di(Q cp(s - 0) 4 for t<h 
for tab. 
The operator F is related to the so-called structural operator introduced by 
Delfour and Manitius [6] to prove that the initial value problem (1) with 
(q(O), cp) E R” x L2[ -h, 0] is well posed, in the sense that the solution is 
defined by the solution of (7). Thus, we conclude that for cp E%?, the 
solution of (1) for t 2 0 is given by (7) with a Cl-forcing function that is 
constant for t > h. On the other hand, it follows from the convolution 
product properties that for each cp E% there exists a unique continous 
forcing function f E 9, the supremum normed Banach space of continuous 
functions defined on R, that are constant on [h, co), such that the 
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solution of (1) for t 3 -h is given by x( -h + .; f). The operator G: 9 + % 
which maps a forcing function back into an initial condition is given by 
Gf=(f-R*f)(-h+.), 
where R denotes the resolvent of (7); see Section 1. Clearly G is a bounded 
invertible mapping and therefore we can say that (1) and (7) are equiv- 
alent. Furthermore, through the operator G the spectral projection series of 
Gf is completely equivalent o the Fourier type expansions of x( .; f); com- 
pare Lemma 3.2 of Banks and Manitius [ 11 and see [ 191 for the details. 
The close relationship between (1) and (7) is related to the existence of 
an abstract variation of constant formula for (1) in the framework of 
perturbed dual semigroups; see Diekmann [9]. In the remainder of this 
paper we shall concentrate on the Volterra convolution equation (7) with 
continuous forcing functions that are constant for t 3 h and refer to [ 191 
for the appropriate translation of our results to the initial state space 
framework using the operator G. 
The organization of this paper is as follows. Section 1 contains an intro- 
duction to the asymptotic behaviour of Volterra convolution equations. In 
Section 2 we recall some results from complex analysis and we study the 
asymptotic behaviour of some special class of entire functions. Based on 
these results we present he convergence results for the Fourier type series 
expansions in Section 3. In Section 4 we associate a semigroup of operators 
with the Volterra convolution equation and combine the results of [lS] 
and Section 3 to prove the existence of a closed minimal invariant subspace 
carrying all the information of the equation. Section 5, finally, contains 
some applications ofour results. 
NOTATION AND TERMINOLOGY 
Let R’ + denote the set of nonnegative real numbers and let M(R) denote 
the space of n x n-matrices with elements in R. Let 1.1 denote the Euclidean 
norm on R”, C”, and M(R), where in the last case this norm is defined by 
the sum of the Euclidean orms of the matrix elements. 
Introduce weighted function spaces of Lebesgue measurable functions 
defined on R + : let p > 1 be a natural number, let y E [w + , and let Lp( R + ; y ) 
denote the space of functions f defined on R + with values in M(W) such 
that r H f(t) e-Yf is LP-integrable provided with the norm 
Ilfll,,, = IIf(.) e-VI,. 
Let C,(R+ ; y) denote the space of continuous functions f defined on [w + 
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with values in M(R) such that f(t) e--Y’ --f 0 as t + co provided with the 
norm 
IlfIIu,y = SUP If(t) e-T. 
tsIW, 
Let NBV[a, b] denote the space of functions of bounded variation f
defined on R, normalized such that f(t) = 0 for t < u and f(t) = f (b) for 
t > b and f is continuous from the left. Also define the following subclass of 
NBV[a, b]: 
Furthermore, let V = C[ -h, 0] denote the Banach space of continuous 
functions on [ -h, 0) and let B denote the Banach space of continuous 
functions defined on R, that are constant on [h, co), both provided with 
the supremum norm. 
1. THE ASYMPTOTIC BEHAVIOUR 
Consider the class of Volterra convolution equations 
x-[*x=f, (1.1) 
where 5 is an n x n-matrix-valued function which belongs to SBV[O, h], i.e., 
each matrix element iii belongs to SBV[O, h]. We recall the following 
existence result [19, 6.11 for Eq. (1.1): 
If y is sufficiently large and if f E L’( R + ; y), then the Volterra convolu- 
tion equation ( 1 .l ) has a unique solution x E L’( R + ; y) and 
x=f-R*f, (1.2) 
where the so-called resolvent R belongs to L’( R! + ; y) and is defined as the 
unique (matrix-valued) solution of both 
R=R*[-I and R=[* R-c. 
Since the kernel [ is zero for negative t, we can consider Eq. (1.1). asa 
Wiener-Hopf equation with symbol 
A([) = I- Jam e-=‘[(t) dt, 
which is analytic for 93(z) >-0. Now we can apply the asymptotic expan- 
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sions obtained by Fel’dman (see Corollary 2.1 of the Appendix in [ 111) to 
prove that 
x(t) = C pi(t) e++ o(eq”) as t+co, (1.3) 
‘X(2,) > q 
where det A({) #O on X(z) = r] and lj lists the zeros of det A([). In this 
paper we shall restrict the class of forcing functions to 9, the supremum 
normed Banach space of continuous functions on R, that are constant on 
[h, cc). The idea is to exploit he special form off and [ and to develop 
an exponential type calculus for this class of equations. Define the charac- 
teristic matrix associated with (1.1) by 
A(z) = zA((). 
This defines an entire matrix-valued function and makes it possible to 
analyse the remainder term in the asymptotic expansion (1.3) as q + -co. 
The question whether the remainder term converges to zero for all t > 0 as 
u -+ - co, i.e., the solution x has a convergent series expansion, is far from 
trivial nd will be studied in this paper. In general the remainder does not 
converge to zero as follows from the results in [18]. In that paper we 
presented necessary and sufficient conditions for the existence of small 
solutions, i.e., solutions of ( 1.1) such that 
x(t) = o(eq”) as ‘+-cc. 
To conclude this section we shall derive the analytic ontinuation for the 
Laplace transform of the solution x( .; f) of Eq. ( 1.1). Since this solution is 
an element of L’( R + ; y), we can Laplace transform the equation to obtain 
for S(Z) > y 
Uxl(z)=Apl(z) f(h)+zjbhe~“(/(f)-f(h))df), ( (1.4) 
where d(z) denotes the characteristic matrix 
A(z) = zZ- 1: epzr d[(t). (1.5) 
The expression at the right hand side of (1.4) yields the analytic ontinua- 
tion of L(x) to the whole complex plane. We denote this analytic 
continuation by H,-(z). In order to be able to apply the Laplace inversion 
formula we first have to analyse the inverse A-‘(z) of the characteristic 
matrix (1.5). 
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2. EXPONENTIAL TYPE CALCULUS 
In this section we recall the growth properties of a class of entire vector- 
valued functions, which is large enough to include all the entire functions 
appearing in the sequel. 
DEFINITION 2.1. An entire function F: C + C is of order 1 if and only if 
lim sup 
log log M( r ) 
r-3c logr =” 
(2.1) 
where 
M(r) = oF;:2n 1 IF(re”)I >.. . (2.2) 
An entire function of order 1 is of exponential type if and only if 
lim sup log M(r) = E(F), 
r-rm r 
(2.3) 
where 0 < E(F) < co. In that case E(F) is called the exponential type of F. 
A vector-valued function F= (F, , . . . . F,,): C + C” will be called an entire 
function of exponential type if and only if the components F, of F are entire 
functions of order 1 that are of exponential type. Furthermore, the 
exponential type will be defined by 
E(F)= max E(F,). 
l<j<n 
(2.4) 
Next, we define two classes of entire functions that will be studied in this 
chapter. 
DEFINITION 2.2. Let P denote the class of entire functions which can be 
represented by a polynomial of finite degree with coefficients ‘ hat are a 
finite Laplace transform of a function of bounded variation. Let P, denote 
the subset of P such that FE P, can be represented by 
F(z)= i ~4e-=id~j(t)z’-‘, 
j-0 O 
(2.5) 
where for j= 1, . . . . I, we have ~~~ENBV[O, TV] and vi+ {fb y(s)ds: 
y E NBV[O, zj]}. Define the subclass J of P by the class of entire functions 
which can be represented by a polynomial of finite degree with coefficients 
VOLTERRAEQUATIONSOFCONVOLUTIONTYPE 25 
that are a finite Laplace transform of a function of SBV[a, b]. Let J, 
denote the subset of J such that FE J, can be represented by 
F(z) = f: j” ePzr dq,(t) z/-i, (2.6) 
j=O O 
where for j = 0, . . . . I we have vie SBV[O, r.,]. 
Next we collect some consequences of the Paley-Wiener theorem [4, 
6.9.11 in a lemma. 
LEMMA 2.3. If F and G are elements of P, then 
(i) F is an entire function of order 1 with finite xponential type and 
E(F) = max zj; 
(ii) The product F. G belongs to ‘P; 
(iii) The subclass J of P is closed under multiplication. 
Proof. From the Paley-Wiener theorem we derive 
E dvj(t) = zj. 
So, the first property is a direct consequence of the definitions. Property (ii) 
follows directly from the Laplace transform property 
s 
7, 
e 
0 
-“drll(t)Sd*e-“d~~(t)=~~‘iT2e~“d~~ *q*(t), 
where q, E NBV[O, rr], y/* ENBV[O, r2] and q, * q2 denotes the Riemann- 
Stieltjes convolution which is again of bounded variation. Furthermore, if 
q1 and qz belong to SBV[O, r2], then q1 * v~ESBV[O, r, +r,], since 
This shows that J is closed under multiplication a d the proof of the 
lemma is complete. 1 
The next theorem describes the behaviour of elements of P in the left half 
plane 93(z) < 0. 
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THEOREM 2.4. If F is an element of P, then for almost all 9 E (z/2, 3x12) 
lim 1% IF(reis)l = -E(F) cos 8. 
r-rm r 
For every fixed 8, E (0, 7cn/2), there exists a sequence rj, such that rj + 00 and 
lim 1% IF(rje’“)l = -E(F) cos 0, 
j - cc rj 
uniformly in 7112 + 8, < 9 < 3x12 - 8,. 
Proof. Since F has at most polynomial growth on the imaginary axis 
we know that 
s a3 log IfI +iy)l dy exists 1 Y2 
and we can apply the Ahlfors-Heins theorem [4, 7.261. 1 
As a corollary we have a very easy calculus for exponential types of 
elements of P. 
COROLLARY 2.5. If F, and F2 are elements of P then 
WI f-2) = WI) + Wd (2.7) 
Next we discuss the asymptotic behaviour of elements of zn + J, ~ I in 
more detail. Our results give the asymptotic behaviour for a larger class of 
entire functions than considered by Bellman and Cooke [3]; however, the 
price we have to pay is that for this larger class of entire functions the 
asymptotic hains of zeros cannot be given explicitly anymore. 
Consider 
H(z, w) = zn + wI1zn -1 + . ‘. + W’“, (2.8) 
where Z, = 0 and for j = 1, . . . . n the exponents 1, are nonnegative real num- 
bers. Assign to every term of (2.8) a point Aj with coordinates (I,, n-j). 
DEFINITION 2.6. The Newton polygon associated with H and denoted 
by N(H) is defined by the polygon determined by the upper convex 
envelope of the set of points {Aj: j = 0, 1, . . . . n}. The upper convex property 
implies that the slopes of the line segments of the Newton polygon are 
negative and decrease. 
The Newton polygon consists of a finite number of segments L, with 
endpoints (Ajkm,, A ) and slopes uk, where k = 1,2, . . . . m. We are going to 
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prove that corresponding to each endpoint A, there is a domain 
W,c@ XC so that 
and 
for (z, w) E W, with IzI and 1~~~~1 sufficiently large. Let m denote the 
number of vertices on the Newton polygon and define the domains 
and for k = 1, 2, . . . . m - 1 
w, = {(z, W)E {;G; wjy : lzl”-Jk ,wp >c, lZln--jk+l ,wlh j
and 
We then have the following theorem 
THEOREM 2.7. Suppose that (I,,, n - j,) is any vertex of the Newton 
polygon of H(z, w). Then there are constants C,, C > 0, such that 
IH(z, w)l 3 C Iz/“-~~ Iwl’lk 
for (z, w) E Wk with IzI and Iwz”“I sufficiently large, bounded away from the 
zeros of H(z, w). 
Proof. Although technical, the proof of this theorem is straightforward. 
We first give a lower bound for the sum of terms of H(z, w) corresponding 
to vertices on a segment Lk provided that Iwzakl is large, bounded away 
from the zeros of H(z, w). Then we show for (z, w) E W, with Jzj sufficiently 
large that this lower bound is in fact a lower bound for IH(z, w)l itself. For 
the terms of H(z, w) corresponding to the vertices on a segment Lk the 
powers of w and the powers of z are proportional, i.e., 
ak(1j, - ljk) = (jk -jib 
28 
Therefore, we obtain 
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where q is defined by 
(2.10) 
(2.11) 
Then 141 can be made arbitrarily small for lwzCLkl sufficiently large. So 
1 
(I,,n-i)ELk 
Zn-iWI, 2; IzI+jk Iwlhk 
for (z, W) E W, with 1~~~~1 sufficiently large, bounded away from the zeros 
of H(z, w). To derive a lower bound for IH(z, w)l for (z, W)E W, and IzI 
sufficiently large we rewrite 
IH(z, w)lZ c Zn-iWl’ - 1 Zn-iWh 
II (It,n-I)ELk (I,,n-i)&Lk 
2 IZln-jk IWl’lk i- C 
(L,n-i)%tLk 
zjk-~w~.i~ 
2 Izln-jk jwp If- c 
(I,,n-i)cSLk 
(Iwl i,,n.)i.-q, 
where 
&kAi 
’ li - Ii,. 
(2.12) 
To complete the estimate we have to consider three cases: 
I. i-c j,; 
II. i> j, and li-ljk>O; 
III. i > j, and ii - ljk < 0. 
Case I. For i < j, we have by construction Ii< ljk and pi > oc,. Hence 
for I wzcLkl sufficiently large, the terms 
([WI Izl~l)lt-~k, 
where (li, n- i) $ L, and i < j,, can be made arbitrarily small. 
Case II. For i > j, we have by construction I,+, - ljk > 0 and elk+ i> pi. 
Since for (z, w) E W, 
l>C,Jwz 1 ‘k + 1 r,, + 1 - I,k, 
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we derive for Ck sufficiently large that the terms 
(/WI Izp)“-‘/k, 
where (Z;, n - i) $ Lk, can be made arbitrarily small. 
Case III. For i > j, and li - 1, < 0 we have fii > 0. Hence we conclude 
that for 1zI sufficiently large the terms 
where (li, n - i) 4 Lk, can be made arbitrarily small. This completes the 
proof of the theorem. 1 
AS an application we consider the case w = e-‘. So 
~(z,e-‘)~z”+e~‘l~Z~~l+e~~z~Z~--+ .,. +e-l=. (2.13) 
In this case the domains W, can be easily depicted in the complex plane. 
The left boundary of the W, can be represented by 
IZI = c, le+ 1 = Ck&y 
where by construction f the Newton polygon a;’ increases as k increases. 
Since the boundary asymptotically behaves like the exponential function 
y = Ck&, 
the boundaries do not intersect each other for JzI sufficiently large. So we 
can formulate the following corollary to Theorem 2.7. 
COROLLARY 2.8. Suppose that (l,, n-j,) is any vertex of the Newton 
polygon of H(z, e-‘). Then there is a constant Ck > 0 such that 
IH(z, ePZ)( > Ck Izln--Jk le-bk’( (2.14) 
for ZE W, with IzI sufficiently large, bounded away from the zeros of 
H(z, e -‘). 
Recall the above derived estimates and make the following observation: 
for k = 0, 1, . . . . n 
as z+co, (2.15) 
bounded away from the zeros of H(z, e-;). 
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For a general element FE zn + J,- i the situation is only a little bit 
different. To formulate the result we represent FE zn + J, _ I by 
F(z)=z”+~~‘e~“d~,(t)~“~~+ ... +~~ePZfu41,(t) 
and associate with F the exponential polynomial 
H(z,e~‘)=z”+e-“‘z”~‘+ . . . +e-rn=, 
Because of the jump condition on qk, we can find appropriate constants 
mk, M,, and yk < 0 so that 
mk (e-rkzl < 11 e-” dh,Jt)i d Mk le~‘~‘l (2.16) 
for S(z) < yk. See Theorem [ 19,4.6]. 
From observation (2.15) and estimate (2.16) we obtain the following 
corollary. 
COROLLARY 2.9. There exist appropriate constants m, M, and y -C 0 such 
that 
m< 
I I 
F(z) <M 
H(z, e-*) ’ 
in the left half plane S(z) < y with IzJ sufficiently large, bounded away from 
the zeros of H(z, eP’). 
As a consequence of Theorem 2.4 we derive that the zeros of F have a 
density. Therefore we can construct a sequence of contours C, contained in 
the left half plane 8(z) < 0 so that 
(i) IfzEC!, then Izl-+cc asl+co; 
(ii) The zeros of F are bounded away from the contours C,. 
Next we discuss the asymptotic behaviour of the quotients F/G, where 
FEP,-~ and GEP, on the contours C, as 1+ 00. 
First we associate a Newton polygon with F. 
DEFINITION 2.10. Let FE P, and represent F by 
F(z)== i j*‘ePZ’dqj(t)z”Pj. 
j=o 0 
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The Newton polygon of F will be defined to be the Newton polygon of H, 
the exponential polynomial 
H(z,e-~)=e~‘O~z”+e-‘~‘z”-l+ ... +e-‘d (2.17) 
associated with F. 
Let N(F) denote the Newton polygon associated with F. We write 
N(G) <N(F) to denote that the subset of the plane bounded above by 
N(G) and enclosed by the vertical lines x = 0 and x = E(G) is a subset of 
the plane bounded above by N(F) and enclosed by the vertical lines x = 0 
and x = E(F). Using this notation we can formulate the following corollary. 
COROLLARY 2.11. Zf GEZ”+P,-, and F;Ez”+J,-, are such that 
N(G) < N(F), then 
forzEC,asl-+co. 
Proof: Let H(z, e-‘) denote the exponential polynomial (2.17) 
associated with F and represent G E zn + P, _ 1 by 
Since G E zn + P, ~, , we can estimate the coefficients of G: 
e -” dvk( t) < Mk (e-“k’J 
for z E CI and for some constant Mk. Since N(G) 9 N(F), we derive from 
observation (2.15) and the estimate (2.18) that 
=0(l) for zEC, as 14~0. (2.19) 
From Corollary 2.9 we have for z E C, 
I I F(z) >m H(z, e-‘) ’ (2.20) 
and hence a combination of (2.19) and (2.20) gives the desired result. fi 
50S/R5/1.3 
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3. FOURIER TYPE SERIES EXPANSIONS 
In this section we shall consider the behaviour of the remainder term in 
(1.3) as a function of t and y. As a result we derive sufficient conditions 
such that the sum in Eq. (1.3) converges to the solution when the summa- 
tion is extended over all singularities. 
The following lemma is clear from the exponential type calculus 
presented in Section 2. 
LEMMA 3.1. The determinant of the characteristic matrix A(z) can be 
written as 
det A(z)=z”- i [Jhe~Zrdnj(t)z”~‘. 
j=l O 
So det A(z) is an element of z” + J, ~ 1 and has exponential type 
E(det A(z)) < nh. 
LEMMA 3.2. There exist constants C,, C, > 0 so that 
ldet A(z)1 > C2 lzln 
for Iz( 2 C, leehzl. 
Proof From the representation (3.1) we obtain the estimate 
ldet A(z)/ > Izjn- i [‘” e-“dnj(t) I”j( / 
I I j=1 0 
For e-hg(r) < C r1 IzI with C, sufficiently large, we have 
(3.1) 
(3.2) 
(3.3) 
Hence, the result follows from (3.2) and (3.3). [ 
The above lemma has an easy corollary. 
COROLLARY 3.3. The entire function det A(z) has no zeros in the domain 
{z: IzI > C,ephR(“‘} 
for C, sufficiently large. Consequently, there are only finitely many zeros in 
each strip 
- 00 < y, < %(z) < yz < 02 
and det A(z) has a zero free right half plane ‘S(z) > y. 
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Now we turn to a representation for A-‘(z). Rewrite 
(3.4) 
where adj A(z) denotes the matrix of cofactors of A(z), i.e., the coefficients 
of adj A(z) are the (n - 1) x (n - 1) subdeterminants ofA(z). Because of the 
exponential type calculus presented in Section 2 we have the following 
representation for the cofactors: 
(adj A(z)), = di/znp ’ 
where 
6,= 
i 
1, for i = j, 
0, for i # j. 
Also 
E((adj A(z)),) < (n - 1)h. 
Rewrite Eq. (1.4) as 
LjX)(z)=~(flh)+zlhe-“(f(l)-f(h))dt). (3.6) 
0 
On account of Corollary 3.3 we can choose y such that det A(z) has no 
zeros in the right half plane S(z) > y. Hence, the Laplace transform J?{x} 
is analytic in this half plane. For general f E 8, the solution x( $; f) is only 
for t >h locally of bounded variation, so from the Laplace inversion 
theorem [ 10, 24.41 we only have an integral representation for the solution 
for t > h, 
(3.7) 
Thus to obtain an integral representation for the solution x(t; f) for 
t > 0, we have to restrict the class of forcing functions f~ 9. Therefore, 
we shall assume that f is locally of bounded variation. Thus we obtain 
the following representation for the solution x=x( .; f) of the renewal 
equation (1.1): 
x(t)=+-./ eZr$&!$(0)+~~eZ’df(t))dz for t>O, (3.8) 
L(Y) 
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where L(y) denotes the complex line ‘S(z) =y. Next we analyse the 
singularities of 
Pf(4 I+(z) = - 
det d(z)’ (3.9) 
where 
P,(z)=adj d(z) f(O)+S,h,,rdf(i)). 
Clearly the only singularities arepoles of finite order, given by the zeros of 
det d(z), and the residue of e”‘PZf(z) for z = Aj equals 
Res e”Hf(z) = p,(t) e’~‘, 
z = ,I, 
(3.10) 
where pj is a polynomial in t of degree less than or equal to (wz~, - 1). 
A series expansion of x( .; f) will now be established directly from the 
integral representation (3.8). To calculate the complex line integral over 
L(y), we construct he following sequence of closed contours T,,(y, Y,) 
composed of four straight lines, which connects the points y - iol, y + io,, 
yI + io, and yI - iw,. Here y, -+ - co and yI and o, are chosen such that the 
zeros of det A(z) are bounded away from the contours and such that 
(co: + yy = C,e-“h, (3.11) 
where Ci is “defined” by Lemma 3.2. Hence from Cauchy’s residue theorem 
applied to the contour T,,(y, yr), we deduce 
1 
4 27-G 
~"H,(z) dz = C pj( t) eh’, (3.12) 
ry(Y3YI) w+,) >Y/ 
where the summation at the right hand side of (3.12) is finite. 
The series obtained by taking the limit yI + -co at the right hand side 
of (3.12) is called the Fourier type series-or exponential series-xpansion 
of the solution x( .; f). 
In general one cannot expect that the Fourier type series expansion 
converges to the solution. For example, small solutions, i.e., solutions that 
tend to zero faster than any exponential, have an entire Laplace transform. 
Therefore from Eq. (3.12) small solutions have a series expansion in which 
all terms are zero. 
To prove the convergence of the Fourier type series expansion to the 
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solution in C,( [w + ; y), it suffkes to prove that the absolute value of the line 
integrals 
s YI + iW/ 7 - lW/ YI + iw > I 2 and s (3.13) y + io, VI- iw y, - iwi 
of e”H,(z) tend to zero as y, + - co, uniformly for t B a. 
LEMMA 3.4. Zf f E B is such that f is locally of bounded variation, then 
for z E C, we have 
e”Hf(z) dz = o(ev(‘-‘)) as I-co 
and 
e”HJz) dz = o(eY(r-E)) as l+oo, 
uniformly for t 2 E. 
ProojI Recall the representation for H, derived in (3.9). Since Pr E P, ~ 1 
and det A(z) E z” + J,-, and since the contour lies in the domain 
JzJ 2 C, e-h’R(z), 
an application of Lemma 3.2 yields 
as I -+ cc and where C denotes some constant. So we can estimate the 
integral 
Ix,(x) I& 
where I = t’ + E and 
eE+ 
I j 
h 
X,(X)=(xz+of)1,2 o e-io”e-xrdf(t) , (3.15) 
where yI < x < y. 
From the Riemann-Lebesgue lemma 
(3.14) 
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pointwise in x. Since 
e --xf Q (x2 + wy, 
we can estimate 
for some constant M and y, d x < y. Therefore we can apply the Lebesgue 
dominated convergence theorem to conclude that 
s yIxr(x)l dx -+ 0 as l+c.o. (3.16) Yi 
So from (3.14) and (3.16), we find for t > E 
e”Hf(z) dz = o(eY(‘-‘)) as l-,00. 
The proof that 
I jy-iwl e”Hf(z) dz = o(eY(‘-‘)) as l-+02, YI-iw 
follows imilar lines and the lemma is proved. [ 
COROLLARY 3.5. Zf f E 9 is such that f is locally of bounded variation, 
then the Fourier type series expansion converges to the solution if and only 
if 
YI +iw 
lim 
I+ 02 II 
e”Hf(z) dz = 0. (3.17) 
YI -h 
As an application of Corollary 2.11 we shall first state sufficient condi- 
tions on the forcing function f so that the Fourier type series expansion 
converges to the solution x( .; f ). 
THEOREM 3.6. Suppose f E F such that f is locally of bounded variation 
and such that the Newton polygon inequality 
N zadj d(z)(f(0)+jOheP”df(t)))<N(detd(z)) (3.18) 
holds componentwise. Then for all E > 0 the solution X(E + .; f) of Eq. (1.1) 
is represented by a C,(R + ; y)-convergent Fourier type series. 
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Proof: Because of Corollary 3.5 it remains to analyse 
jl 
YI +iw1 
eZ’IYf(z) dz . 
y, - iw, 
An application of Corollary 2.11 yields 
Wf(Z)l = ~(lllzl) 
for ZE L(y,) and 1 sufficiently large. Therefore, 
e”&(z) dz < C log(o, + (UT + y:)“‘) er’aer/(r-s) 
and since o, satisfies Eq. (3.11) the right hand side tends to zero as 1 tends 
to infinity, uniformly for t B E. 1 
In contrast with the additional z in the Newton polygon condition (3.18) 
we can also shift in time to prove (3.17). 
THEOREM 3.7. Suppose f E F such that f is locally of bounded variation 
and such that the Newton polygon inequality 
N f(0) + 5,” ePZ’ df(t))) d N(det d(z)) (3.19) 
holds componentwise. Then for all E > 0 the solution x(h + E + .; f) of 
Eq. (1.1) is represented by a C,( R + ; y )-convergent Fourier type series. 
Proof: In this case, an application of Corollary 2.11 yields 
IfJf(Z)l = O(l) 
for z~L(y,) and 1 sufficiently large. Therefore, 
I j 
YI +iw 
e”flf(z) dz < C~,eY~hey~aey~(r-h-E) 
YI ~ Q 
and since o, satisfies Eq. (3.11) the right hand side tends to zero as I tends 
to infinity, uniformly for t > h + E. g 
We shall see shortly that from the theoretical point of view the impor- 
tance of the following theorem lies in the fact that the Fourier type series 
does converge to the solution after finite and in fact uniformly bounded 
time. 
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THEOREM 3.8. If f is an element of 9, then for all E > 0 the solution 
x(nh + E + .; f) of Eq. (1.1) is represented by a C,(R+ ; y)-convergent 
Fourier type series. 
ProoJ: Recall from (3.5) 
(adj d(z)),= SijznP’ + 1:: s,** e-” dqiik(t) znek-‘. 
Since for z E L(y,) and 1 sufficiently large we always have that 
ldet A(z)I > Cl Izln, 
where C, is “defined” by Lemma 3.2, we derive the following estimate for 
IHf(z) enhy’l: 
IfIf enhy’l < 0 & 
( ) 
as ~o~-+co. 
I 
Therefore, 
Ii 
YI +iw 
e”H,-(z) dz < Clog(o,+ (0: +yy)i/‘) eYIEeY/(t--nhPs) 
YI -iw 
and since w, satisfies Eq. (3.11) the right hand side tends to zero as 1 tends 
to infinity, uniformly for t > nh + E. 1 
The conditions in the above theorems are sufficient conditions for 
convergence. In concrete applications one might want to use variants of 
these conditions. For example, remark that if 
N(z adj d(z)) < N(det d(z)), (3.20) 
then 
adj d(z) 
I I - =O(lzl-‘) det A(z) (3.21) 
for z E L(y,) and 1 sufficiently large. Therefore, for every f E 9 such that f 
is locally of bounded variation the solution x(h + E + .; f) is represented by
a C,( R + ; y )-convergent Fourier type series for every E > 0. Furthermore, to 
prove sharp results in concrete xamples we have to apply the techniques 
rather than the theorems developed in this section. See the examples in 
Section 5. 
In the results o far we controlled the behaviour of Hf(z) by imposing 
conditions on the Newton polygon or by shifting along the solution. Next, 
we will study what occurs -with the Fourier type series expansion if we 
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impose additional smoothness conditions on the forcing function f. We 
start with a definition. 
DEFINITION 3.9. Let 8 denote the subspace of all f E 9 such that the 
following exponential type condition holds: 
R={fEY:E(adjd(z)(f(h)+z~~e p"(f(t)-f(h))dr) 6 E(detd(z))  1. 
Let B denote the infinitesimal generator of the %$,-semigroup {S(t)} 
associated with the Volterra convolution equation (1.1). See Theorem 4.1 
for the definition fB and note that for the solution x( .; f) of (1.1) we 
have 
i’Co(R+;Y) if and only if f E 9(B). 
The next lemma will be the key in the following results. 
LEMMA 3.10. The linear subspace 8 is invariant under the resolvent 
operator 
R(A, B) = (U-B)-’ 
with 1 E p(B). 
Proof: Choose f E 9 and suppose that g = R(A, B)f. Then 
f =;Ig-Bg. 
Since 
Bg = i + Ct. 1g(O), 
we obtain 
adj d(z)2 ly: e-“(Bg)(t) dt 
0 
= adj d(z)z I” e-” g(t) dt + adj d(z) zg(0) - det d(z) g(0) 
0 
= adj d(z)z 
( 
e -“g(h) + z l; e -“g(t) dt 
> 
- det d(z) g(0). 
Hence 
adj d(z)2 joa e -“(Bg)(t) dr = adj A(z)z* Jrn e-“g(t) dr -det d(z) g(0). 
0 
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Thus 
(A-z)adj AZURE e-“g(t)dt 
= adj d(z)z ja e -“f(t) dt - det d(z) g(0). 
0 
Consequently, 
E adj d(z)z lam e-“‘g(t) dt) 
<max 
Thus we have proved 
fe& if and only if g = R(1, B) f E 8. 1 
We then have the following theorem. 
THEOREM 3.11. Suppose f E 9(B”) n 8 such that B”f is locally of 
bounded variation. Then for every E > 0 the solution x of ( 1.1) has a Fourier 
type expansion 
x(.5 + t; f) = f p,(t) e+ 
J=l 
in CO(R+ ; Y). 
Proof From Lemma 3.10 and repeated integration by parts we obtain 
adj d(z)z I e-“f(t) dt 
=-$idjA(z)[Bnf(0)+il ) e-“dB”f(t) +det d(z) p(z) , ] 
where p is a polynomial of degree n - 1. So define 
and 
F(z) = zn det d(z). 
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Since 
NW(z)) 6 W’(z)), 
we can apply the proof of Theorem 3.6 to arrive as the desired result. 1 
Define 
c( = me? {E (adj d(z)z 10m e-“f(t) dl) - E(det d(r))]. (3.22) 
The next corollary shows that if f is sufficiently smooth then the series 
expansion converges to the solution as soon as all small solutions have 
disappeared; see also Section 4. Compare this result with Theorem 3.8, 
where we had to shift over nh to compensate for the lack of smoothness. 
COROLLARY 3.12. Suppose f E 9(B”) such that B”f is locally of bounded 
variation. Then 
x(cc+E+t;f)= f p,(t)e+ 
j= 1 
jn C&Q + ; Y). 
Proof As in the proof as Theorem 3.11 define 
G(z) = e” (adjd(z)z(B*f(O)+j:e-“dB”f(t))+detd(z)p(z)) 
and 
F(z) = zn det d(z). 
So we have N(zG(z))<!V(F(z)) and we can apply the proof of 
Theorem 3.6. 1 
When E(det d(z)) is maximal, i.e., E(det d(z)) =nh, we can apply 
Theorem 3.6 to obtain the following result. See Theorem 4.1 for the 
definition f9(B). 
COROLLARY 3.13. rf E(det d(z))=nh and if f Ed such that Bf is 
locally of bounded variation, then 
x(.s+t; f)= ij p,(t)e+ 
j=l 
jn Co@+ ; 71, 
42 S.M.VERDUYN LUNEL 
ProoJ Since E(det d(z)) = nh, the points (0, n) and (nh, 0) lie on the 
Newton polygon of det d(z). Hence 
N(ePzh adj d(z)) < N(det d(z)). 
From the proof of Lemma 3.10 it follows that for f E 9(B) 
z adj d(z)2 jx e -‘y(t) dt = adj d(z)z jOm e -"(Bf )(t) dt+ det d(z) f(0). 
0 
Since Bf is locally of bounded variation and 
-“‘(Bf )(t) dt <II, 
the condition (3.18) is satisfied. 1 
Remark 3.14. Note that the operator G maps the convergence results 
for the solution x of (1.1) for t > E to convergence results for the state Gf 
for t 2 -h + E and therefore the above results state conditions o that the 
initial state q can be given as a convergent spectral projection series. Banks 
and Manitius [l] have studied this case when the kernel [ is piecewise 
constant and has a finite number of discontinuities. But even for this class 
of kernels the above result, which states that cp~g(A) such that Aq is 
locally of bounded variation can be given as a convergent spectral 
projection series on [ -h + E, 0] for every E > 0, does not follow from their 
results. 
4. A MINIMAL INVARIANT SUBSPACE 
In this section we shall study invariant subspaces for the go-semigroup 
{S(t)} associated with the Volterra convolution equation (1.1) and then 
combine the results of [ 183 and Section 3 to show the existence of a closed 
minimal invariant subspace carrying all information of the equation. First 
we recall how to associate a semigroup of operators with the Volterra 
convolution equation. 
We shall associate with (1.1) a family of operators {S(t)} acting on % 
such that 
x, = i * x, + S(t)f, (4.1) 
where x,( .) = x( t + .). Since 
x(t+s)=j;+J i(d) x,(s - 0) de + f(t + s), 
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we obtain 
(S(t)f)(s)=f(t+~)+j~@+~-D)x(B)d& (4.2) 
0 
As a consequence of representation (1.2) and definition (4.2) for S(t) one 
has the following result; see [7] for the details. 
THEOREM 4.1. The family of operators {S(t)} is a %‘o--semigroup and the 
infinitesimal generator B of {S(t) } is defined by 
Bf =f+U.)fGY 
with 
9(B)= {f d:j.+&) f(O)EY}. 
To begin with we discuss the solutions of the Volterra convolution equa- 
tion which are defined on (-co, 01. Define the {S(t)}-invariant subspace 
d9= {f EF;va>O3gE9-: S(a)g= f}, 
i.e., dfl denotes the subspace of all forcing functions f E % such that the 
solution x( .; f) is defined on the whole real line. It is our aim to give a 
complete characterization of the closure 2’ of s&‘~. 
In [18], we showed that the %o-semigroup {S(t)} need not be one-to- 
one. To reemphasize this point here, we state this result explicitly. Define 
the ascent CI of the semigroup {S(t)} by the value 
Recall the definitions 
nh - E = E(det d(z)) 
and 
(n - 1 )h - 0 = 1 g,y<. Eta4 4~)~). 
If x is a solution of (1.1) such that 
lim ek’x( t) = 0, for ke[W. 
f-CC 
Then x is called a small solution and we have the following result, a sharp 
version of Henry’s theorem on small solutions [18]. 
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THEOREM 4.2. All small solutions are in the null space of the 
%$,-semigroup {S(t)} and the ascent CI of {S(t)} is finite and given by 
Furthermore, the %‘O-semigroup {S(t)} 1s one-to-one if and only if det A(z) 
has maximal exponential type, i.e., E(det A(z)) = nh. 
The main result will be the following characterization of the closure of 
d9 in 9. 
THEOREM 4.3. The closure of d9 in B equals 
2’ = (f E 9 1 E(adj A(z) zL( f }(z)) 6 E(det A(z))}. 
We divide the proof of Theorem 4.3 into two theorems. First we prove 
the following inclusion. 
THEOREM 4.4. &csF. 
ProoJ Let f be an element of 6’. Recall from Lemma 3.10 that 8 is 
invariant under the resolvent R(A, B). Since 9(B” + ’ ) is dense in 9, we can 
choose a sequence fj such that 
fiE&f-a(B”+‘) 
and 
f,+f as j+co. 
So Theorem 3.11 implies that for every J; and E > 0 we have the Fourier 
type series expansion 
x(.5 + t; fj) = f p:‘(t) eLk’ 
k=l 
in G(~+;Y ). Let fj,E denote the forcing function corresponding to the 
solution X(E + .; f;), i.e., 
A.6 = wfi. 
From (1.2) we derive that 
x(.;fi)+x(.;f) as j-+cc 
in C,( IR + ; y) and from the %,,-semigroup property we conclude that 
Ils(s)f;-fjllu + O as ~10. 
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Therefore we can construct a subsequence 
m of bwf;L 
such that x( .; x) has a C,(R! + ; y)-convergent Fourier type series and jf 
converges to f in 9 as j + co. Since finite Fourier type series expansions 
are well defined on the whole real axis, we clearly have that 3 E 2F and so 
f-G. I 
THEOREM 4.5. d is a closed subspace of 9. 
Proof Let {fk} c & b e a sequence of uniformly bounded forcing func- 
tions such that fk + f in F. We are going to prove that f belongs to d as 
well. Since f and all fk are constant on the interval [h, co), the convergence 
of fk to f in 9 implies that uniformly on compact sets 
I 
m 
Z e-“f,(t) dt + z 
0 s 
O” e-“f(t) dt as k+co. (4.3) 
0 
Let r denote E(det d(z)). Assume that f does not belong to &. Then 
E eTZadjd(z)zjmePljf(t)dr (4.4) 
0 
Since the forcing functions fk are uniformly bounded and belong to 8, an 
application of the exponential type calculus yields the existence of a 
constant M such that for all k
s 
m 
e(r+“‘Z)z adj d(z)z ep”f,(t) dt 6 Me(“‘*)‘(“) lzjn (4.5) 
0 
in the left half plane s(z) < 0. And from (4.3) and (4.5) we obtain for every 
R > 0 and for all Iz( = r 6 R the following estimate on the negative real axis: 
I 
a2 
e(‘+“/*)’ adj d(z)z e-‘y(t) dt < Me-‘(“‘2) Jrl”. (4.6) 
0 
On the other hand, it follows from the Ahlfors-Heins Theorem 2.4 and 
Eq. (4.4) that for every E > 0 there exists a sequence rk such that rk + co 
and on the negative real axis 
s 
m 
eC’7/2-&)rk < eCr+U/2)z adj d(z)z ec”f(t) dr , (4.7) 
0 
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where z = -rk. Now choose E = a/4. A combination Eqs. (4.6) and (4.7) 
yields 
&‘/4h < Me-(“/2)‘k IrkIn, 
which yields a contradiction for rk sufficiently large. Hence cr = 0, and f 
belongs to 6. 1 
Proof of Theorem 4.3. Only the inclusion L?‘~ c 8 remains to be 
proved. From the very definition fdP 
JKF c a(s(t)) for every t 3 0. 
Since, for every f E B 
E(adj d(z) zL{S(a)f}(z)) < E(det d(z)), 
we have the sequence of inclusions 
dF E Lz!(S(a)) G 27. 
But 8 is closed and therefore we have proved the inclusion 2’ c 8. 1 
The next result should be compared with Henry’s result [131, but here 
we do not need duality to prove the result. 
COROLLARY 4.6. 
&?(S(a)) = i$. (4.8) 
ProoJ By definition we have the inclusion &F c .G%(s(cl)). On the other 
hand, since 
E(adj d(z) zL{S(a)f }(z)) < E(det d(z)), 
it follows from Theorem 4.3 that %?(S(cl)) c SF. This completes the proof 
of the corollary. 1
Next, we present a very important corollary of the characterization 
obtained above. We say that f E 9 has a backward continuation over a if 
there exists a g E F such that 
x(0+ .; g)=x(.; f). (4.9) 
A backward continuation does not always.exist. Moreover, it is not unique 
(recall the existence of small solutions). But based on Theorem 4.2 and 
Theorem 4.4, we can prove the following result: If f E 2’ such that f has 
a (finite) backward continuation, then this backward continuation is 
unique. This result is a direct consequence of the following corollary. 
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COROLLARY 4.7. If f is a nonzero element of 2*, then the solution 
x( .; f) of Eq. (1.1) cannot tend to zero faster than every exponential, i.e., 
cannot be a small solution. 
Proof. Assume that the solution x( .; f) tends to zero faster than every 
exponential. Then L(x) is an entire function. Because of Eq. (1.4) and 
Theorem 4.3, we have that ,5(x} is an entire function of zero exponential 
type. It also follows from Eq. (1.4) and the Paley-Wiener theorem [4, 
6.9.11 that L(x) is L2-integrable along the imaginary axis. Hence, another 
application of the Paley-Wiener theorem shows that x( .; f) is identically 
zero, which is a contradiction to the fact that f is a nonzero element 
of&&. 1 
Given this property of J?‘~ we call JF a minimal invariant subspace. In 
general, we do not have 
F = 229 @ Jv-(S(a)); 
see the examples in the next section. However, by duality we do have [20] 
5 = SF 0 M(S(a)). 
We emphasize that from the practical point of view the characterization 
of &?F is very important. For example, it gives relations for &?F which can 
be used to study the convergence properties of the Fourier type series 
expansion when f is restricted toSF. Furthermore, under the mapping G 
the space JJ~ maps onto the generalized igenspace JZ and it is clear that 
the results of this section answer the questions posed in the Introduction. 
5. EXAMPLES 
Given a Volterra convolution equation of type (1.1) with %‘,,-semigroup 
{S(t)}, the idea is to follow the procedure: First we use the exponential 
type calculus of Section 2 to calculate the ascent a. When a = 0, complete- 
ness holds, i.e., 
and 9 is the proper state space to study the equation. When a > 0, i.e., 
there exist small solutions, restrict the forcing function space to J?~ and 
find the relations for SF. Next, we analyse the analytic ontinuation of the 
Laplace transform of the solution and use the relations for 3’ to analyse 
the convergence properties of the Fourier type series expansion when the 
forcing function is restricted toa*. 
Consider the following example. 
SOS/SS,'-4 
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EXAMPLE 5.1 (The Delayed Friction Force Model). 
-f(f) + ai + bi(t - h) +cx(t) = 0. (5.1) 
To reduce this system to a first order system introduce the variables 
x1=x, 
x,=,x?. 
(5.2) 
Then (5.1) becomes 
i,(t) =x*(t), 
i*(t) = -cx,(t)-ax,(t)-bx,(t-h). 
(5.3) 
If Eq. (1.1) denotes the Volterra convolution equation associated with this 
system, then the characteristic matrix is given by 
and 
The matrix of cofactors equals 
adj d(z) = 
z+a+bephz 1 
-C Z 
Hence 
(5.4) 
(5.5) 
(5.6) 
N(z adj d(z)) < N(det d(z)) (5.7) 
and from the remarks directly after Theorem 3.8 we conclude that for every 
SE 9 such that f is locally of bounded variation the solution x(h + E + .; f) 
is represented by a C,(R+ ; y)-convergent Fourier type series for every 
E > 0. From (5.5) and (5.6) and Theorem 4.2 we deduce that the ascent tl 
of the Woe,-semigroup {S(t)} associated with the Volterra convolution 
equation equals 
ci =h. (5.8) 
To find Jlr(S(h)) we have to solve the equation 
d(z) L{x)(z) = zJqf}(z), 
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where x is a small solution of the system (5.3). Thus we have to solve the 
system 
s 
cc 
s 
02 
z e -“‘xl(t) dt = z e-=‘fi(t) dt, 
0 0 
oc m 
c e s -=5cl(t)dt=z 5 e-“fi( t) dt, 0 0 
where x,(t)=0 for t ah. Hence 
M(S(h))= 
i 
fE~:fi(h)=Oandf,(t)=c[rf,(s)drfort<h . 
0 I 
From Theorem 4.3 it follows that to characterize dF we have to solve 
E((z+u+~e-“h)z~(fi}(z)+z~{f2}(z))~h, 
E(-cz~{f,}(z)+~~~(f2}(~))~h, 
(5.9) 
where for 1 <j<2 
Hence 
(5.10) 
Therefore we have proved the decomposition 
9 = Jv(S(h)) 0 229 (5.11) 
given by 
f,(h) 1 f2W-+,fi(W ’ (5.12) 
Thus we can restrict the forcing space 9 to 2’ to obtain a minimal 
invariant subspace. Next we will analyse what we can say about the con- 
vergence of the Fourier type series when the forcing function f is restricted 
to SF. From Theorem 3.7 and the characterization (5.10) we conclude that 
iffe&$, then the Fourier type series converges uniformly for t 2 h + E. 
Furthermore, if we assume in addition that f is locally of bounded varia- 
tion, then the Fourier type series converges uniformly for t 2 E. 
Similarly one can discuss the following example. Here one needs the 
techniques rather than the theorems of Section 3. 
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EXAMPLE 5.2 (The Delayed Restoring Force Model). 
qt)+ai(t)+bx(t)+cx(t-h)=O. (5.13) 
To reduce this system to a first order system introduce the variables 
x1=x, 
x,=R. 
Then (5.13) becomes 
i,(t) = x*(t), 
i*(t)= -bx,(t)-cx,(t-h)-ax,(t). 
(5.14) 
If Eq. (1.1) denotes the Volterra convolution equation associated with this 
system, then the characteristic matrix is given by 
(5.15) 
and 
detd(z)=z2+uz+b+ce~h’. (5.16) 
The matrix of cofactors equals 
adj d(z) = 
z+a 1 
-bece-h’ > z ’ 
(5.17) 
Remark that in this example (3.19) or (3.20) does not hold and we cannot 
apply the results of Section 3 directly. Therefore, we shall first characterize 
2’. From (5.16) it follows that Lemma 3.2 holds for IzI > C, IePzh’*l. 
Hence, we can choose the contours C, such that (3.11) becomes 
(0; + yy = C1e-y’h/*. (5.18) 
From Theorem 4.3 it follows that we can characterize JT, 
~~={f~~:f~(t)=f~(h)fort~O}, 
and as in the above example we can prove the decomposition 
~=Jv”(S(h))&i$-. 
Thus we can restrict the forcing space 9 to &$ to obtain a minimal 
invariant subspace. Next we will analyse what we can say about the con- 
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vergence of the Fourier type series when the forcing function f is restricted 
to JF. Then 
Wf(Z)l = WI4 1 for zEC, 
as l+ co. Hence from (5.18), the proof of Theorem 3.7, and the charac- 
terization for JF we conclude that the Fourier type series converges 
uniformly for t > h + E. Furthermore, if we assume in addition that f is 
locally of bounded variation, then the Fourier type series converges 
uniformly for t > $r + s. 
Finally, the next example shows that in general we do not have the 
decomposition 
B = 22, @ Jv(S(a)). 
EXAMPLE 5.3. 
i-l(t) = x,(t - l), 
i*(t) =x,(t). 
(5.19) 
If Eq. (1.1) denotes the Volterra convolution equation associated with this 
system, then the characteristic matrix is given by 
A(;)=(; -:‘) (5.20) 
and 
detd(z)=z2+e-hZ. (5.21) 
The matrix of cofactors equals 
(5.22) 
From (5.21) and (5.22) we deduce that the ascent a of the %$,-semigroup 
{S(t)} associated with the Volterra convolution equation equals 
a= 1. (5.23) 
Indeed, 
fsY:~i(l)=Oandf,(t)=c~‘f;(s)dsfort<l . 
0 
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To characterize gF we have to solve 
E(z2~{f,}(z)+e-“z~{f,}(z))~ 1, 
where for 1 <j<2 
Hence 
(5.24) 
Therefore we have proved that 
F#Z((s(l))@&$. 
Note that in the above examples for arbitrary q E V, the spectral projec- 
tion series for the state T(t,)cp converges for to > c( in Example 5.1, and for 
t,, > c( + ih in Examples 5.2 and 5.3. Of course we do not know how sharp 
our estimates are in the above examples, but the results indicate that in 
general one cannot replace nh by CI in Theorem 3.8. 
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