Abstract: Remote sensing technology allows monitoring the progress of vegetation and crop phenology in large regions. Seasonal vegetation trends are commonly estimated from high temporal resolution but coarse spatial resolution satellite imagery, e.g., from MODIS-NDVI (Moderate Resolution Imaging Spectroradiometer-Normalized Difference Vegetation Index) time-series, which has usually limited their application to scenarios with few land uses or crops covering areas larger than actual parcel sizes. As an alternative, this paper proposes a general and robust procedure to map crop phenology at the level of individual crop parcels, and validates its feasibility in a complex and diverse cropland area located in central California. A first calibration phase consisted of evaluating the three curve-fitting models implemented in the TIMESAT software (i.e., asymmetric Gaussian (AG), double logistic (DL), and adaptive Savitzky-Golay (SG) filtering) and reporting the model and its settings that best adjusted to the MODIS-NDVI profile of each crop studied. Next, based on the selected crop-specific models and with a crop map previously obtained from ASTER (Advanced Spaceborne Thermal Emission and Reflection Radiometer) multi-temporal images, the procedure mapped four crop calendar events (i.e., start, end, middle, and length of the season) and five phenology-related metrics (i.e., base, maximum, amplitude, derivatives, and integrals of the NDVI values) of the study region by object-based image analysis (OBIA) of the MODIS-NDVI time-series. To mitigate the impact of mixed pixels, the OBIA procedure was designed to automatically apply a restrictive criterion based on the coverage of MODIS-NDVI pixels in each crop parcel: (1) using only the MODIS-NDVI pixels that were placed 100% within each crop parcel (i.e., "pure" pixels); or (2) if no "pure" pixels exist in any crop parcel, using only pixels with coverage percentages greater than 50%, and in such cases, reporting the mixing percentage in the output file. The calibration phase showed that the performance of the SG filtering was superior in most crops, with the exception of rice, while the AG model was intermediate in all of the cases. Differences between the dates of the start and end of the season that were observed in 120 ground-truth fields and the ones estimated by the crop-specific models were in a range of 11 days (for the corn fields) and 22 days (for the vineyard fields) on average. The OBIA procedure was also validated in 240 independent parcels with "pure" MODIS-NDVI pixels, reporting 89% and 82% of accuracy when mapping the start and end of the season, respectively. Our results revealed different growth patterns of the studied crops, especially of the crop calendar events of herbaceous (i.e., corn, rice, sunflower, and tomato) and woody crops (i.e., almond, walnut, and vineyard), of the NDVI derivatives of rice and the other studied herbaceous crops, and of the NDVI integrals of vineyard and the other studied woody crops. The resulting maps and tables provide valuable geospatial information for every parcel over time with several applications in cropland management, irrigation scheduling, and ecosystem modeling.
Introduction
Determining the start of vegetation green-up and the ending of the growing season at the level of individual crop parcels, as well as other phenology metrics related to the crop calendar, is crucial to understand crop dynamics in agricultural systems. Detailed data of seasonal vegetation changes over large areas can only be objectively and cost-effectively obtained by using the time-series of satellite images with high temporal resolution. Investigations of this issue have been commonly based on the analysis of diverse data sources and the assumption that cropping areas follow an annual cycle (growth, maturity, and senescence) that can be represented by the change of the remote signal (e.g., seasonal Normalized Difference Vegetation Index (NDVI) values) throughout the time [1] [2] [3] [4] .
One common methodology to derive the timing of crop calendar events is based on thresholds of the remote signal being previously filtered or smoothed, although this performance is site-specific, and strongly affected by the suitability of the specified threshold [5, 6] . Alternatively, more robust methods are based on fitting a local mathematical model to the curve described by the signal. This can handle noisy data and non-periodic time-series with different types of changes. To implement these methodologies, a few software packages are freely available to the scientific community, e.g., TiSeG [7] , HANTS [8] , TimeStats [9] , or TIMESAT [10] . Hird et al. [11] evaluated most of them and concluded that the models used in TIMESAT are highly competitive and preserve the signal integrity. The TIMESAT program analyzes time-series data from satellite images and generates seasonality images by implementing any of three different least-squares curve-fitting models (asymmetric Gaussian (AG), double logistic (DL), and adaptive Savitzky-Golay (SG) filtering), which are configurable according to several fitting parameters [12] .
The curve-fitting methods have been successfully applied to monitor the progress of a low number of general land-use/land-cover classes [13] [14] [15] [16] [17] , but their extension to agricultural regions with crop diversity is limited to a very few case studies [18] . The reason may be attributed to the limitations that high temporal resolution satellite images (e.g., the commonly used Advanced Very High Resolution Radiometer (AVHRR) or the Moderate Resolution Imaging Spectroradiometer (MODIS) sensors) have in distinguishing individual parcels due to their coarse spatial resolution, which makes it difficult to isolate "pure" pixels belonging to a single crop of the rest of the pixels with mixed information from neighboring crop fields and uncultivated areas [19, 20] . Despite this limitation, some studies have been recently done at the field scale, e.g., to monitor the crop progress of maize and soybean fields [2] , to detect crop phenology in rice fields [21, 22] , to map rotations of paddy rice, cotton, and rapeseed crops [23] , or to estimate the crop-development stages of eight major United States (U.S.) crops [18] .
In complex agricultural scenarios with a high variety of crops, the problem of pixels mixed into coarse spatial resolution images could be solved by first delineating the crop parcel boundaries and then selecting the "pure" pixels within each parcel or, alternatively, by computing the percentage of subpixel heterogeneity [24, 25] . The crop field boundaries could be obtained from ancillary cadastral vector data or from geospatial products such as the Cropland Data Layer (CDL) [2, 18] , or if this information is obsolete or even not available in the study region, by using a satellite image with a spatial resolution that is high enough to identify and vectorize the existing crops [23, 26] . The resulting vector layer is then used to define the framework for segmenting the satellite images available in the study region, resulting in a hierarchical network of homogeneous objects (in the case of croplands, each object refers to a crop parcel) that allows the application of object-based image analysis (OBIA) techniques [27] .
In OBIA, all of the "pure" pixels in each object can be assigned to the same class, thus removing the problem of mixed pixels [28] . Compared to conventional pixel-based methods, the network created with OBIA offers a better opportunity to assess the crop parameters of each parcel by simultaneously using data from overlay images with different spatial, spectral, and temporal resolutions.
In this context, we propose an innovative procedure to assess and map four crop calendar events and seven crop phenology metrics by analyzing pixels of a MODIS-NDVI time-series in an object-based framework. Compared to previous works, the novelty of our method lies in three main points: (1) the development of an operational method to produce the maps in regions with diverse crop types (both woody and herbaceous crops); (2) the application of a restrictive criterion to mitigate the impact of mixed pixels using only "pure" pixels in the parcels where this is possible; and (3) codification and delivering (in table and vector formats) of the map outputs at the level of single parcels for further agro-environmental applications. In addition, the investigation also included the following specific objectives: (1) studying the performance of three curve-fitting models for estimating the crop calendar events of seven major crop types; (2) defining the optimal settings of each curve-fitting model according to the crop type; and (3) assessing similarities and differences between the studied crops in terms of the crop calendar and phenology data delivered by the maps and tables.
Materials and Methods

Study Area Description
The investigation was carried out in the cropland area located in Yolo County (California, USA), with center coordinates 38.5 • N and 121.5 • W (Datum NAD83) (Figure 1 ). This region has a Mediterranean climate, characterized by hot, dry summers (daily maximum temperatures over 38 • C) and cool winters (daily maximum temperatures of 16 • C). Rainfall ranges from 200 mm to 460 mm, and occurs mostly from November through March, so crops growing in the summer are generally irrigated. Soils are mostly deep, as is common in the rich alluvial plains of the Sacramento River. A high consumption of water resources is demanded in the summer; so, determining the crop-growing events (e.g., dates of vegetation green-up and senescence) in this season has strong implications in the management of irrigated land. Yolo County has a total agricultural surface of 177,000 ha, plus 87,900 ha occupied by dry meadows and other land uses. In order to balance between study diversity and complexity, our study focused on seven major crops grown in the summer season, as follows: tomato (14% of Yolo County cropland surface), rice (10%), sunflower (6%), and maize (4%) as herbaceous crops, and walnut (5%), vineyard (4%), and almond (3%) as deciduous woody crops. These crops cover about 50% of the cropland surface, among a total of as many as 130 different commodities [29].
Satellite Imagery
A set of daily MODIS satellite images at a 250-m resolution (product MOD09GQ, version 6) provided by NASA's Earth Observing System during three consecutive years (2005, 2006 and 2007) were used in this investigation. These MODIS products were provided with correction for atmospheric gases and aerosols, quality assurance (QA) data layers, and surface spectral reflectance values in the red (620-670 nm) and infrared (841-876 nm) bands to calculate the NDVI time-series used for deriving vegetative development. QA information allowed to identify cloud coverage, solar zenith angle, and other noise on the pixels and correct these anomalies. Remaining disturbance that could affect NDVI data quality was later filtered out with the application of the curve-fitting models and a spike removal procedure (see Section 2.3.1). Of the three study years, our analysis focused on the central year (2006) , while the MODIS data of the adjacent years were additionally used to maintain data continuity at the extremes of the central year and ensure that the models fit over the entire season. Therefore, in the event that only data for the target year are available, an operational solution would be to spill over such data to the adjacent years, thus solving this particular condition [12] .
Remote Sens. 2018, 10, 1745 4 of 21 We selected this specific cropland area and the year 2006 as the target year because an accurate crop map and reliable ground-truth crop data of the study region in that year were available, which enabled supporting the results from detailed calibration/validation data composed of 350 crop parcels (see Section 2.4). The crop map was previously obtained in a parallel study [27] by classifying three Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) satellite images taken in the mid-spring, early summer, and late summer of 2006 (see Section 2.3.2). Both MODIS and ASTER sensors are onboard the same NASA EOS Terra satellite platform, so a MODIS-NDVI time-series and an ASTER-based crop map were derived from observations obtained at the same height and coincident nadir. Both types of images have a geolocation accuracy of lower than 50 ± 15 m [30] , so potential co-registration errors can be considered negligible at the spatial scale of this investigation.
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The full procedure comprised three interrelated parts ( Figure 2 ): (1) the generation of seasonality images by adjusting curve-fitting models to a MODIS-NDVI time-series; (2) the segmentation and identification of crop parcels using the ASTER-based crop map and calibration of crop-specific models; and (3) the generation of parcel-based maps of crop calendar events and phenology-related metrics in an OBIA framework. Part 1 was implemented with TIMESAT computer software developed by Jönsson et al. [12] , and parts 2 and 3 were implemented with the eCognition Developer software (Trimble GeoSpatial, Munich, Germany). The methodology that was used in each part is detailed as follows. TIMESAT consists of a number of numerical and graphical routines coded in Matlab and Fortran, which were developed to generate several crop seasonality images by fitting a smooth model function to the upper envelope of remotely sensed time-series data [10] . In this investigation, we evaluated the three different curve-fitting models implemented in TIMESAT, named SavitzkyGolay (SG) filtering, asymmetric Gaussian (AG), and double logistic (DL) (Figure 3) , as well as 
The full procedure comprised three interrelated parts ( Figure 2 ): (1) the generation of seasonality images by adjusting curve-fitting models to a MODIS-NDVI time-series; (2) the segmentation and identification of crop parcels using the ASTER-based crop map and calibration of crop-specific models; and (3) the generation of parcel-based maps of crop calendar events and phenology-related metrics in an OBIA framework. Part 1 was implemented with TIMESAT computer software developed by Jönsson et al. [12] , and parts 2 and 3 were implemented with the eCognition Developer software (Trimble GeoSpatial, Munich, Germany). The methodology that was used in each part is detailed as follows. TIMESAT consists of a number of numerical and graphical routines coded in Matlab and Fortran, which were developed to generate several crop seasonality images by fitting a smooth model function to the upper envelope of remotely sensed time-series data [10] . In this investigation, we evaluated the three different curve-fitting models implemented in TIMESAT, named Savitzky-Golay (SG) filtering, asymmetric Gaussian (AG), and double logistic (DL) (Figure 3 ), as well as several configurations according to a number of specific input settings, as follows: (1) number of interannual growing seasons; (2) distribution of data weight; (3) method for removal of spikes and outliers; (4) number of envelope iterations; (5) adaptation strength; and (6) size of the moving window (only in SG filtering). The seasonality images that produced each model changed according to the combination of these settings, so the optimal configuration of each model as affected by the crop types was determined in a calibration phase (see Section 3.1).
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Part 2: Segmentation and Identification of Crop Parcels Using the ASTER-Based Crop Map and Calibration of Crop-Specific Models
The crop map is a vector file with georeferenced information of the boundaries and the type of crop of each parcel in the study region, which was previously created in Peña-Barragán et al. [27] by implementing the Object-based Crop and Identification Mapping (OCIM) methodology. OCIM consisted of a decision tree algorithm of several vegetation indices and textural features derived from the ASTER green, red, near-infrared (NIR), and short-wave infrared (SWIR) bands registered in three dates that are crucial for crop classification, i.e., in the mid-spring (7 May), early summer (24 June), and late summer (12 September). The OCIM output was a map of 15-m spatial resolution (ASTER maximum resolution) with several classes including urban/road, meadow lands, and 12 different crops, although we only selected the major herbaceous (corn, rice, sunflower, and tomato) and woody (almond, vineyard, and walnut) crops with annual growth cycles for the crop map used in this investigation. The crop map was evaluated in Peña-Barragán et al. [27] by using an independent ground-truth (GT) dataset of 350 crop fields, which reported user's and producer's accuracies of 83% and 81% on average, respectively. The crop map was used in this research as a thematic layer to segment the parcels in the seasonality images generated by TIMESAT and label the crop type of each of these parcels, which resulted in an OBIA framework of TIMESAT-based images at the ASTER maximum spatial resolution (i.e., 15 m).
At this point, a calibration phase was performed to select the best configuration of each curve-fitting model from a pool of 288 seasonality images created with all of the possible combinations of parameters indicated in Table 1 , and using 110 calibration parcels (see Section 2.4). A unique interannual growing season was considered in all of the parcels, and the same weights were assigned to original data prior to the application of the spike removal method. Then, two different methods for removing spikes and outliers were tested and compared to no-spike detection, as follows. (1) The first was the media filtering method, in which values substantially different from both the left and right-hand neighbors and from the median in a window are classified as outliers. (2) The seasonal-trend decomposition procedure based on loess (STL-decomposition) method was the second method, in which the full time-series is divided into a seasonal and a trend component, and data values that do not fit this pattern are assigned low weights [35] . Additionally, three envelope iterations, four values of adaptation strength, and, in the case of the SG filtering, two sizes of the moving window were also evaluated. The term "envelope iterations" refers to the number of fits (one, two, or three) used by the function to approach the upper envelope of the time-series in an iterative procedure. The adaptation strength indicates the strength of the upper envelope 
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Calibration and Validation of the Methodology
We conducted a calibration/validation approach to optimize the curve-fitting models and evaluate the performance of the full OBIA procedure ( Figure 5 ). For this purpose, 30 parcels of corn, 40 parcels of almond and vineyard, and 60 parcels of rice, sunflower, tomato, and walnut (350 parcels in total) were randomly selected throughout the studied region, representing around 6% of the Yolo County agricultural area. The type of crop and key calendar dates (i.e., start and end of the season) in each field were confirmed from maps provided by the Yolo agricultural commissioner's office and double-checked by frequent field surveys. In the case of herbaceous crops, the start and end of the season were defined as the crop emergence date and the harvest date, respectively. For woody crops, the season started after the dormancy period, which corresponded to bud break and leaf growth, while the season ended after senescence and leaf fall. The size of the calibration and validation dataset was approximately n/3 and 2n/3, respectively, with n being the size of the full dataset (n = 350). The calibration phase consisted of testing 288 different model configurations derived from combining the settings listed in Table 1 . Estimations of crop calendar events (start and end of season) from each output of the tested models were compared to the data that were observed in 110 calibration ground-truth fields, which reported the optimal model and its settings for each studied crop (see Section 3.1). Next, we used the models selected for each crop type to map the crop calendar events and the phenology-related metrics in the OBIA framework (see Section 3.2). Finally, the full procedure was validated with 240 independent ground-truth crop parcels by quantifying the number of parcels whose estimated and observed crop calendar events were within a range of two weeks.
Results
Configuration of the Curve-Fitting Models as Affected by the Type of Crop
The three models implemented in TIMESAT varied significantly according to the range of values given to the several settings listed in Table 1 . In order to select the best configuration for each model and crop type, all of the possible setting combinations were iteratively tested in a first phase applied to the time-series data of 110 calibration parcels. A logical criterion for model selection is minimizing the root mean square error (RMSE) between the values estimated model and the values observed in the MODIS-NDVI time-series data, i.e., the smaller the RMSE, the better is the model adjustment [36, 37] . However, this measure is biased by the observed data, so it can provide a low averaged RMSE, but imprecise estimations of the crop calendar events in case of incomplete or noisy MODIS-NDVI values in the season extremes. As an alternative criterion, following the objectives of this investigation, the models were configured according to the minimum differences between the estimated and observed start and end days of the season. Table 2 shows a ranking of models and The size of the calibration and validation dataset was approximately n/3 and 2n/3, respectively, with n being the size of the full dataset (n = 350). The calibration phase consisted of testing 288 different model configurations derived from combining the settings listed in Table 1 . Estimations of crop calendar events (start and end of season) from each output of the tested models were compared to the data that were observed in 110 calibration ground-truth fields, which reported the optimal model and its settings for each studied crop (see Section 3.1). Next, we used the models selected for each crop type to map the crop calendar events and the phenology-related metrics in the OBIA framework (see Section 3.2). Finally, the full procedure was validated with 240 independent ground-truth crop parcels by quantifying the number of parcels whose estimated and observed crop calendar events were within a range of two weeks.
Results
Configuration of the Curve-Fitting Models as Affected by the Type of Crop
The three models implemented in TIMESAT varied significantly according to the range of values given to the several settings listed in Table 1 . In order to select the best configuration for each model and crop type, all of the possible setting combinations were iteratively tested in a first phase applied to the time-series data of 110 calibration parcels. A logical criterion for model selection is minimizing the root mean square error (RMSE) between the values estimated model and the values observed in the MODIS-NDVI time-series data, i.e., the smaller the RMSE, the better is the model adjustment [36, 37] . However, this measure is biased by the observed data, so it can provide a low averaged RMSE, but imprecise estimations of the crop calendar events in case of incomplete or noisy MODIS-NDVI values in the season extremes. As an alternative criterion, following the objectives of this investigation, the models were configured according to the minimum differences between the estimated and observed start and end days of the season. Table 2 shows a ranking of models and their optimal settings selected for each type of crop. To our knowledge, details on model configurations have not been reported in previous investigations on crop phenology.
The performance of the SG filtering was superior in most crops, with the exception of rice, while the performance of the AG model was intermediate in all of the cases. In terms of fitting the start of the season, the SG model provided high accuracy for corn, rice, tomato, and almond (three to six days of averaged error), and moderate adjustment for sunflower, vineyard, and walnut (nine to 16 days of averaged error), while the AG and the DL models performed the worst in all of the cases (seven to 30 days of averaged error). Regarding the end of the season, the SG filtering adjusted better than the other models for corn, sunflower, tomato, vineyard, and walnut (six to 12 days of averaged error), but adjusted the worst for rice and almond (13-17 days of averaged error). In these two crops, the DL model obtained the best adjustment (6-16 days of averaged error). By group of crops, the model adjustments of the herbaceous crops were generally more accurate than the woody crops, although the three models fitted to walnut slightly better than to sunflower. It was also observed that the SG model adjusted better to the start of the season in the herbaceous crops and almond, and to the end of the season in vineyard and walnut. However, the AG and DL models adjusted better to the end of the season in all of the crops, with the exception of the AG model in almond.
Although the range of setting values tested in this investigation was diverse, the optimal configurations were mostly similar in the three models and the seven crops ( Table 2) . A range of NDVI values between −1 and 1 was specified for all of the cases, which implies that all of the potential NDVI values were used for model adjustment. The no-spike method was the best option in six crops, with the exception of rice, which preferred the media filtering method to remove spikes and outliers. On the contrary, the STL-decomposition spike-removal method was not selected in any case. The SG and DL models produced the best adjustment for all of the crops with two envelope iterations and with no adaptation to the upper envelope (adaptation strength value of one), while the AG model fitted to the upper envelope of the time-series data with only one iteration in corn, tomato, and walnut, and with two iterations in the rest of crops, as well as with a smooth adaptation strength (value of three) to the upper envelope for all of the cases. Finally, between the two different sizes of the moving window tested in the SG filtering, the highest degree of smoothing (value of 10) was chosen for all crops studied. 
Maps of Crop-Calendar Events and Phenology-Related Metrics
After the preliminary phases of image segmentation and classification, the OBIA procedure automatically applied the curve-fitting model that better adjusted to each type of crop (selected in Table 2 ) and produced several maps with detailed information on the level of individual parcels ( Figure 6 ). As a result of using an object-based framework, numerous metrics of every parcel and statistics of the study region were computed and then exported in various formats of image raster (e.g., TIFF, jpg), vector (e.g., shapefile), and table (e.g., csv or txt) files for further analysis. This is a valuable innovation that was not available in past research on crop phenology, which applied conventional pixel-based methods. Table 3 illustrates a partial view of the database reported in our case study, which is summarized into three blocks: (1) general data of every parcel, including geographic location, parcel size, and crop type; (2) crop calendar events; and (3) phenology-related metrics.
The Start of Season and End of Season maps (Figure 6a ,b, respectively) were used to evaluate the performance of the full procedure by direct comparison of the map values against real crop calendar measures observed in 240 independent parcels of validation. The rest of the maps were not validated, because capturing on-ground measurements of phenology-related metrics was not feasible at the spatial coverage of the entire study region, as also noted by Jamali et al., Tan et al. [14, 38] . Table 4 counted the number of parcels in which the estimated and observed dates were within a range of two weeks. This validation range is reasonable, given the diversity of crop varieties and farming strategies observed in the study region, which made it difficult to establish the exact calendar dates from on-ground field observations. According to this criterion, the dates of the Start of Season were correctly estimated from a minimum value of 70% of the vineyard parcels to a maximum value of 100% of the almond parcels, although most of the crops attained accuracies greater than 85%. However, the results in estimating the dates of the End of Season were most accurate in the vineyard parcels (97%) and least accurate in the almond parcels (57%), which might imply some degree of mismatching of the curve-fitting model selected in these two crops (i.e., Savitzky-Golay filtering in both cases). In total, the dates of the Start and End of Season were correctly estimated in 213 and 196 cases, which consisted of 89% and 82% of the validation fields, respectively. Remote Sens. 2018, 10, x FOR PEER REVIEW 13 of 21 Detailed analysis of the maps (e.g., Figure 6 ) and tables (e.g., Table 3 ) derived from our procedure revealed significant differences in the phenology of some major crops growing in the entire study region. Regarding crop calendar events (Figure 7 ), permanent woody crops (i.e., almond, walnut, and vineyard) showed earlier dates of Start of Season (mid-April on average) and later dates of End of Season (from mid-October to early November on average) in comparison to annual herbaceous crops (i.e., corn, rice, sunflower, and tomato), in which the crop cycle started about early May and ended about late September in most cases (Figure 7a,b, respectively) . However, the green-up date of the flooded rice fields was generally much later than the rest of the herbaceous crops, since these fields were covered by water in early crop growth stages, and this interfered with the estimations from the temporal MODIS-NDVI profiles for about 30-40 days until the rice canopy was closed, as also indicated by Dong et al. [21] . The interval between the beginning and end of the season (i.e., Length of Season) is critical in summer crops for scheduling irrigation, while the Middle of Season identifies the period in which the demand of the crops for water generally reaches maximum levels [39] . On the one hand, the mid-season of most of the crops in our study was about July on average, although many almond fields brought this date forward to the end of June, and many rice fields delayed it to early September (Figure 7c ). On the other hand, the Length of Season values that were estimated for the herbaceous crops ranged between 15-16 weeks in the rice parcels and 18-19 weeks in the corn fields, and for the woody crops, these were about 24-26 weeks in the three studied crops (Figure 7d ). This was consistent with the typical crop calendar patterns as described in the study region [40] .
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Discussion
Several procedural aspects (curve-fitting modeling, MODIS data quality, spatial and temporal resolution) and agro-ecological implications can be derived from this research. Of the three models explored, the best performance of the adaptative SG filtering in most crops might be attributed to this model using local polynomial functions to smooth time-series data, replacing each data by a linear combination of nearby values in a moving window. Therefore, it can fit subtle fluctuations in the data and suppress certain disturbances. In addition, the process of selecting the optimal model parameters is considered an advantage for local filtering (i.e., SG filtering in this study) in comparison to the other methods [5] . However, the SG filtering is also the most sensitive to noise among the three methods [38] . This might justify its worst adjustment in rice, which was perhaps 
Several procedural aspects (curve-fitting modeling, MODIS data quality, spatial and temporal resolution) and agro-ecological implications can be derived from this research. Of the three models explored, the best performance of the adaptative SG filtering in most crops might be attributed to this model using local polynomial functions to smooth time-series data, replacing each data by a linear combination of nearby values in a moving window. Therefore, it can fit subtle fluctuations in the data and suppress certain disturbances. In addition, the process of selecting the optimal model parameters is considered an advantage for local filtering (i.e., SG filtering in this study) in comparison to the other methods [5] . However, the SG filtering is also the most sensitive to noise among the three methods [38] . This might justify its worst adjustment in rice, which was perhaps due to the sun-glitter effects in the spectral response of the typically flooded parcels of this crop [41] , although no clear evidence of this effect was observed when examining the QA information on sun glint (icm_sun_glint). On the other hand, the AG and DL methods are semi-local non-linear functions that fit to time-series data in intervals around its maximum and minimum, being well suitable for describing the shape of the time-series data in overlapping intervals around data extremes. According to Gao et al. [42] , these two model functions are very similar in performance, although the AG method works better with incomplete time-series data, which is an important advantage in case the studied satellite has missing data. Previous investigations in relation to the implementation of curve-fitting models in vegetation scenarios reported divergent conclusions, which demonstrate the complexity of proposing a universal and robust methodology [5, 43] . While Beck et al. [37] highlighted the DL model and Tan et al., Gao et al. [38, 42] highlighted the AG model in comparison to other methods, Hird et al., Atkinson et al. [11, 36] found that both models have similar performance and are superior to SG filtering in the monitoring of natural vegetation. On the contrary, in agricultural scenarios where annual crops represent the most extensive area, the SG filtering produced better results [44] , which is in agreement with the result of this investigation.
In this research, the MOD09GQ product was selected among the many MODIS products available [45] , as a balance between its higher temporal resolution (daily frequency) and the moderate quality of its original data. An alternative used in several previous investigations is the MOD09Q1 images [15, 19] , which are eight-day composites of MOD09GQ selected on the basis of high observation coverage, low view angle, the absence of clouds or cloud shadow, and aerosol loading. Both products have similar spatial resolution (250 m), but they differ in temporal resolution, which is crucial for monitoring vegetation conditions. Alexandridis et al. [46] studied the issue of appropriate temporal sampling for vegetation, and concluded that a seven-day period is the optimum time step for managed crops, which is near the eight-day composites of MOD09Q1. However, MODIS composites do not always provide data in the expected range (i.e., eight consecutive days), as the period can vary between extreme dates of consecutive composites, and therefore be separated by up to 14 days [47] . In this context, it should be considered that, as demonstrated in this paper and in recent studies [2, 18] , it is now possible to study MODIS data at the parcel level by using an OBIA framework, so very frequent observation is recommended in order to detect small differences in the NDVI profiles of crops with similar phenology.
The maps developed in this investigation provided valuable information on crop phenology and land-use changes (i.e., soil is bare or is covered by any crop or residue, for how long, which crop is growing, etc.) in every specific parcel over time, which has applications to improve the tasks of crop identification and monitor vegetation trends and agricultural activities [14, 15, 23, 26] , and is very relevant for agro-ecological studies. For instance, the amplitude of NDVI (i.e., increase between baseline and maximum NDVI values) and, to a greater extent, the integrals of NDVI (i.e., cumulative NDVI values over crop development) are measurements of crop vigor, and have been considered as predictors of plant or tree biomass productivity [32, 34] , net primary production [33, 48] , and crop yield [49] . In addition, the slopes of NDVI increase and NDVI decrease during the beginning and the ending of the season (i.e., NDVI Left Derivative and NDVI Right Derivative, respectively) might indicate the speeds at which the crop is growing after emergence and is ripening prior to harvest, respectively [10, 33] . This information can also assist the decision-making processes of agrarian policy actions related to water supply and drought monitoring [50] [51] [52] , food security [15] , crop growing, and yield assessment [49] , or the implementation of certain agro-environmental measures [53] . In addition, these remote-sensed products may be integrated with ecosystem models in order to assess greenhouse gas (GHG) cycling from agricultural crops at the regional scale and decrease the uncertainty in estimations of such models [54, 55] . Although many ecosystem models have been successfully validated at the field level, a comprehensive assessment of GHG (especially CO2 and NH4 fluxes) across multiple spatial and temporal scales in agro-ecosystems is still challenging [56] . Therefore, the incorporation of remotely-sensed datasets containing crop calendar events and phenology-related metrics combined with additional field information and modeling runs will allow extrapolating field-site estimations of GHG fluxes to county and regional scales, which is going to be essential to assess how alternative strategies on cropland management can play a potential role in GHG mitigation options for agriculture.
Conclusions
Past research on monitoring crop phenology with remote sensing was limited to scenarios with few land uses or crop types that usually cover areas larger than real parcel sizes. The procedure presented here goes beyond these limitations, and extends its application to a cropland region with diverse crops (i.e., corn, rice, sunflower, and tomato as herbaceous crops, and almond, vineyard, and walnut as woody crops) and to the level of individual crop parcels, in which several parcel-based maps with crop phenology information were produced by adjusting curve-fitting models to MODIS-NDVI time-series imagery in an OBIA framework.
A first calibration phase evaluated the three curve-fitting models implemented in the TIMESAT software and selected Savitzky-Golay filtering as the best model in most crops, with the exception of the Double Logistic model, which was better in rice. The asymmetric Gaussian model was intermediate in all of the cases. After testing 288 different model configurations, we concluded that the optimal settings were very similar in the three curve-fitting models for the seven studied crops. However, our results partially differed from other investigations that have been developed in diverse vegetation scenarios, which demonstrated the complexity of proposing a unique solution; so, calibration of the curve-fitting models is recommended to extrapolate this method to other study regions.
After applying the crop-specific models to the MODIS-NDVI time-series of the entire region, the OBIA procedure generated the maps of crop calendar events (i.e., start, end, middle, and length of the season) and phenology-related metrics (i.e., base, maximum, amplitude, derivatives, and integrals of the NDVI values) of every crop parcel with an overall accuracy of 89% and 82% in the estimation of the dates of start and end of the season, respectively, which confirmed the reliability of these maps. A detailed analysis of these maps revealed some differences between the studied crops, e.g., the length of the season ranged between 15-16 weeks in the rice parcels, 18-19 weeks in the corn fields, and 24-26 weeks in the woody crops, the NDVI Integral (which is related to crop vigor and productivity) was maximum in the almond and walnut parcels and minimum in the vineyard parcels, and the NDVI Left Derivative and NDVI Right Derivative (which are related to the speeds of crop growing and ripening, respectively) showing that the crops generally grew faster in the rice and almond parcels and slower in the vineyard parcels, while the herbaceous crops ripened faster than the woody crops, respectively.
Our innovative procedure demonstrated the capability of remote sensing technology to monitor crop phenology not only over extensive areas but also at the level of individual crop parcels by applying an OBIA framework, providing valuable geospatial information as input data for several agro-environmental applications in cropland management, irrigation scheduling, or ecosystem modeling. Although the procedure was developed with the specific characteristics of a case study located in central California, we consider that its general scheme is universal and its main settings are customizable, enabling its application to other cropland regions after applying the phases of calibration and validation described here. 
