ABSTRACT This paper proposes a method based on the active shape model (ASM) to segment the prostate in magnetic resonance (MR) images. Due to the great variability in appearance among different boundaries of the prostate and among subjects, the traditional ASM is weak in MR image prostate segmentation. To address these limitations, we investigated a novel ASM-based method by incorporating deep feature learning into our previous liver segmentation framework. First, an adaptive feature learning probability boosting tree (AFL-PBT) based on both simple handcrafted features and deep learned features was developed for prostate pre-segmentation and for further shape model initialization. The proposed AFL-PBT classifier also provided a boundary searching band, which made the ASM less sensitive to model initialization. Then, the convolutional neutral network (CNN) deep learning method was used to train a boundary model, which separated voxels into three types: near, inside, and outside the boundary. A three-level ASM based on the CNN boundary model was employed for the final segmentation refinement. On MICCAI PROMISE12 test data sets, the proposed method yielded a mean Dice score of 84% with a standard deviation of 4%. The experimental results demonstrated that the proposed method outperformed other ASM-based prostate MRI segmentation methods and achieved a level of accuracy comparable to that of state-of-the-art methods.
I. INTRODUCTION
Prostate cancer is the most common noncutaneous cancer and is the second-leading cause of cancer death among American men [1] . Among all modalities, high spatial resolution and soft-tissue contrast magnetic resonance (MR) images offer the most accurate information regarding the size, shape, and location of the prostate relative to adjacent organs for surgical planning. Segmentation of the MRI prostate volume (PV) greatly facilitates the prediction, prognosis, and treatment response for prostate cancer.
Accurate prostate segmentation remains a challenging task due to the variability of prostate shape and the great variability in the appearance of images among different parts of the prostate and among subjects. As manual segmentation of the prostate is extremely time-consuming and operator dependent, the development of automatic and robust segmentation methods for clinical use has received increasing research attention.
This study investigated a fully automatic method for MRI prostate segmentation using the active shape model (ASM) [2] and machine learning algorithms, including the most popular deep learning techniques, to overcome the aforementioned difficulties of prostate segmentation. This study was an extension of our previous liver segmentation work [3] .
II. RELATED WORKS
Over the past ten years, many works have proposed semi-or automatic segmentation for prostate MRI, including multiatlas [4] - [8] , graph cut optimization [9] , [10] and super voxel-based graph cut [8] , [9] , and deformable models [11] - [13] . The automatic methods [7] , [10] , [13] , [14] generally benefited from the machine learning methods. The deep learning method, as a new focus, has also been employed in prostate segmentation [15] .
Instead of using only multi-atlas techniques [4] , [6] , [16] , most superior automatic methods employed multi-atlas or machine learning techniques to generate an initial probability map of prostate voxels for further optimization by graph cut or a deformable model. Korsager et al. [9] used multi-atlas segmentation to generate a likelihood map to build the cost function of the graph cut. The method highlighted the importance of the atlas selection process. Mahapatra and Buhmann [10] exploited complex texture, curvature, and context features to train a voxel classifier using random forest; the generated probability map was later incorporated into a super voxel-based graph cut. Guo et al. [15] combined deep learned features and a multiatlas approach to generate a robust probability map and then applied a deformable model for refinement. According to a previous review [17] , deformable models, such as the active appearance model by Vincent et al. [18] , achieved the best score. However, the method based on AAM by Maan and Heijden [19] and Toth and Madabhushi [20] provided poor results, and the method of Imorphics, the only commercial method used, required 8 min per image. Other methods were based on machine learning techniques. The marginal space learning method by Birkbeck et al. [21] achieved an accurate, robust and fast segmentation result. However its performance largely depends on the trick of accurate definition of sampling coordination. The state-ofthe-art method based on active learning by Mahapatra and Buhmann [22] also achieved a good result, but it required 11.8 min per image, which is not suitable for clinical use.
Among these methods, ASM is very fast, but it has not been popular in prostate segmentation in recent years because it is sensitive to shape initialization and the inconsistent prostate appearance makes it difficult to be used for boundary profile modeling. Traditional profile features based on intensities and gradients do not work. To address this problem, Toth et al. [12] extracted a 2D grid of metavoxels from middle slices for prostate shape initialization by spectral clustering. For boundary searching, a multi-feature appearance model based on complex texture features was trained for later ASM fitting. The results were weak compared with those of the initialized method by Cosio [23] , which utilized a pixel classifier based on intensity and location features, and the final segmentation largely depended on the shape initialization. Kirschner et al. [13] employed 3D Haar-like features to detect the prostate ROI and then placed the mean shape into the ROI for model initialization. Then, 1D Haar profile features were employed for appearance model training by AdaBoost. This method achieved an average score of 77.56 ± 12.60. These methods used complex handcrafted features to train an appearance model, and the results still depended on the model initialization.
For robust and automatic model initialization, simple AdaBoost method was employed for liver coarse presegmentation [3] . However, different from the intensityconsistent CT image, MRI images exhibit complex intensity appearance. The simple AdaBoost method cannot classify multi-distribution samples effectively. To solve this problem, Tu [24] proposed a probability boosting tree (PBT) which is an efficient hierarchical classifier that can handle multi-distribution problem. In the learning stage, a probability boosting tree was recursively constructed in which each node was a strong AdaBoost classifier. First, the root node classifier was trained with the input training set. Then the input training set was divided into two new sets, left and right ones by comparing their probability value in the learned classifier with a learned threshold value. The divided new sets were used to train each sub-trees reclusively. In practice, Zheng et al. found that there are large negative samples at the beginning of the training which reduced the training efficiency when using only a tree structure. Later, Zheng and Comaniciu [25] improved the PBT by combining the cascade structure with a tree structure. That is when a tree node contains more than 95% negative samples, then the left subtree will no longer be trained. The node thus has a cascaded structure. The technique details will be explained later in the method section. However, all the proposed PBTs have this weakness: the form of feature set are fixed for each node, features might not be good enough for deep classifying as the training process is also a clustering process. Some nodes contain both positive and negative samples that are difficult to separate.
As a focus, convolutional natural network (CNN) automatically extracted more effective features than hand-crafted features and achieved superior state-of-the-art performances in image analysis [26] . CNN is also widely used in medical image analysis such as cancer detection [27] and different organ segmentation [28] , [29] . Recently the fully connected convolutional network (FCN) proposed by Long et al. [30] has shown powerful application in semantic segmentation. For example, Ronneberger et al. [31] designed a similar net-work named U-net for biomedical image segmentation. The FCN is an end-to-end network and directly outputs a segmentation result very rapidly but has a high requirement for hardware and consumes substantial time in the training phase. Moreover, the traditional CNN is apt to be combined with traditional machine learning and deformable models to improve the segmentation accuracy.
To address the above mentioned problem, the present study investigated a robust and fully automatic prostate segmentation method based on an ASM. The proposed method uses both simple handcrafted features and deep learned features for model initialization and appearance modeling. In addition, the proposed method is not sensitive to initialization. The contributions of this work are as follows: 1) We propose an adaptive feature learning probability boosting tree. Our previous publication used only a simple AdaBoost classifier, which cannot handle the complex MRI prostate voxel classification problem. We employed the probability boosting tree which is an efficient hierarchical classifier that can handle a multi-distribution classification problem. However, the traditional probability boosting tree method used fixed feature set during the whole training process. Training sets of some nodes might contain positive and negative samples which have similar features that can be hard to separate. Just increasing the tree depth reduced the training error but deduced an over-fitting problem. To address this problem, we proposed an adaptive feature learning probability boosting tree. The improved PBT employed a convolutional neutral network (CNN) to re-design features adaptively when a node contains similar positive and negative training samples that can be hardly separated using the original feature set. The proposed adaptive feature learning PBT classifier also produces a narrow boundary searching band by computing a maximum and minimum prostate connected region. The optimal boundary search is conducted only in the searching band. The computed searching band makes our segmentation less sensitive to model initialization.
2) Handcrafted features and traditional machine learning method is not fit for training the MRI prostate boundary, which is complex and has diverse intensities. Therefore, the CNN boundary model was proposed which employed a deep learning method to train a boundary model. The learned boundary model was a probability map. The patches inside boundary, outside boundary, and near boundary were extracted as three types of samples for CNN deep learning. Then, the two-level ASM from our previous work was deformed according to the learned boundary probability map to generate the final segmentation.
The rest of this paper is organized as follows. In Section III, our method is described by first giving an overview of the entire framework. Then, in Section III.A, the image pre-processing is described. In Section III.B, the proposed adaptive feature learning probability boosting tree is introduced. The process of establishing a CNN boundary model and CNN-ASM segmentation algorithm is introduced in Section III.C. Qualitative and quantitative experimental results obtained on MICCAI Promise2013 datasets are shown in Section IV. The paper ends with conclusions about the contributions and limitations of the method as well as directions for further research in Section V.
III. METHODS
The proposed prostate segmentation approach is a coarse-tofine three-level ASM consisting of off-line training and online segmentation phases, as shown in Figure 1 . The phase is automatic and includes three tasks: (1) image pre-processing and 3D ROI detector training, (2) AFL-PBT voxel classifier training, and (3) CNN boundary model training. In the segmentation phase, the image was first pre-processed in the FIGURE 1. Flowchart and modules of the prostate segmentation method based on ASM with adaptive feature learning PBT initialization and CNN boundary model fitting. VOLUME 6, 2018 FIGURE 2. Traditional probability boosting tree using the fixed feature form such as the prostate location for each node classifier training. (green indicates positive samples, and yellow indicates negative samples) (a) is the original PBT using tree structure and (b) is an PBT using cascade structure inside the tree.
same manner as in the offline-training phase. The ROI of the prostate was identified by the trained 3D ROI detector. Then, a pre-segmentation and a narrow searching band were computed from the probability map by the trained AFL-PBT voxel classifier. At the same time, a boundary probability map was computed by the trained CNN boundary classifier. Finally, the three-level ASM was employed according to the pre-segmentation mask and the boundary probability map.
A. IMAGE PRE-PROCESSING AND 3-D ROI DETECTION
Image intensities were normalized using the method of [21] , where the images with endorectal coil were first preprocessed by a Poisson image editing technique to remove the sharp spikes in intensity near the coil. Then intensities were linear normalized with a reference volume. After intensity normalization, 3D Haar-like features in a total of 125 were extracted and trained by AdaBoost to automatically compute prostate ROI. We used a large ROI that was twice the average prostate size. As the ROI detected was large and coarse, it could cover the prostate without any failures.
B. ADAPTIVE FEATURE LEARNING PROBABILITY BOOSTING TREE
We extracted efficient voxel features to identify the prostate area and further initialize the model. In this paper, intensity, gradient, location, patch intensity sigma of the voxel and its context features were extracted as handcrafted features. In a previous publication, we used AdaBoost for voxel classification. According to the training rule of AdaBoost, samples incorrectly classified received greater weights in the following training of weak classifiers. The previous correctly classified samples might be misclassified again and are thus considered again. For MR images, the intensity, context and location features of samples near the boundary are very similar. Thus, using only a single structured supervised classifier can hardly separate the samples near the boundary. The probability boosting tree by Tu [24] was an efficient hierarchical classifier that employed a divide-and-conquer strategy that could more effectively separate the positives from the negatives. As observed in Figure 2 (a), in a prostate location feature classification view of the PBT, the positive and negative samples were gradually separated and clustered. Each non-leaf node was a classifier to identify a more similar sample group.
Originally, the traditional PBT was time consuming and easy to over-fit. The threshold value is fixed and cannot be trained. To address this problem, Zheng and Comaniciu [25] combined the cascade structure with the tree structure to reduce large negative samples from the beginning of training, as observed in Figure 2 (b), a four-level PBT that exhibited a typical location distribution of the prostate samples. When the node had a cascaded structure, that is, most positive samples more than 95% and at least 50% of negative samples were detected, as observed in the first node of Figure 2 (a). The probability value of the original PBT at node N was computed using
where q N (+1|x) denotes the probability value of the classifier at the current node N . P N _right (y) and P N _left (y) denote the probability value of the right and left sub-tree of N , respectively. If q N (+1|x) is less than the trained threshold value th N , then the left tree probability P N _left (y) is simplified as the probability of the classifier at the right child node q N _left (y). Otherwise, P N _right (y) = q N _right (y).
If node N has a cascaded structure, then p N (y|x) = q N (+1|x) P N _left (y). However, a traditional probability tree has weaknesses: when a node has a cascaded structure, the features for separating the samples of the node are effective. When the node does not have a cascaded structure, the positives and the negatives can barely be separated. This is because the whole feature set are fixed for each node, features might not be good enough for deep classifying. The approach of increasing the depth of the tree also deduced an over-fitting problem. In fact the PBT could only have 3-5 levels to avoid an over-fitting problem. Thus, some leaf nodes (Figure 2(b) with a red rectangle) contained both positive and negative samples that were difficult to separate. This condition indicated that the features of those samples were similar and need to be re-developed. However finding good handcrafted features for those similar samples requires extensive effort.
To address this problem, we proposed an adaptive feature learning PBT. The proposed AFL-PBT applies CNN to automatically re-extract and classify deep features for the sub-node of the root that does not have a cascaded structure. As seen in Figure 2 (b), most positive samples and negative samples far from boundary were properly detected by the root classifier, and only the pixels near the boundary were prone to misclassification. The correct classification of the near boundary pixels are critical to the pre-segmentation and later shape model initialization of the prostate. Thus, the CNN approach focused on classifying the pixels near the boundary. As shown in Figure 3 , the samples far from the boundary were removed, and the remaining samples were considered for CNN training. S N denotes the negative sample set, and S P denotes the positive sample set for AFL-PBT training. The samples with probability values in the root less than the trained threshold value C of the root classifier were taken as confidence negative samples, S NC . Then, S N -S NC were considered as input negative samples for CNN training. The confidence positive samples S PC were obtained through 2D eroding operation on the segmentation mask, as using 3D binary eroding operation will result a very small confidence positive set. Then, S P −S PC were considered as input positive samples for CNN training.
The proposed PBT had only two levels. As almost all the positive samples could be detected by the root classifier, the CNN classifier did well in the negative samples detection, and the final posterior probability was computed as
where q (+1|x) denotes the probability of the root classifier, q CNN (+1|x) denotes the probability value of the CNN classifier, and C is a threshold value to detect the negative samples that can be detected by the CNN classifier. C = 0.2 was used in the experiment according to the experiment experience. The architecture of our deep convolutional neural network is shown in Figure 4 . The proposed convolution neural network contains the following layers: three convolutional layers with interleaved max-pooling layers followed by one locally fully connected layer with Drop Out units and a final neuron layer for multi-label classification. This last fully connected layer was fed to a 2-way softmax, which produces a distribution over 2 class labels corresponding to probabilities for 'true' or 'false' prostate image patches. Before training, all image slices were resampled to 0.625 mm × 0.625 mm spacing and 35 × 35 patches were used.
C. CNN-ASM-BASED SEGMENTATION
In the testing phase, after image pre-processing and ROI detection, a prostate voxel classification probability map was computed by the AFL-PBT classifier using Eq. (2). Then, a pre-segment prostate mask was computed with a binary thresholding followed by maximum connected component extraction. The shape model was initialized according to the pre-segment mask using [3, eq. (13)].
As great variability in prostate appearance exists in MR images among different parts of the prostate and among subjects, the handcrafted boundary features are quite difficult to extract. We applied a deep CNN model to train a boundary classifier that can classify the point patches into outside, inside, and near the boundary. Image spacing, patch sizes, and CNN architecture were consistent with the CNN training in AFL-PBT, except the number of the sample type. In a previous method, the voxels were classified into prostate and non-prostate, but here, the voxels were classified into three types-inside, outside, and near the boundary-to improve the accuracy of CNN. At first, the contour of the ground truth segmentation S was extracted as C. Then, M 0 = C ⊕ B r were taken as boundary samples, where ⊕Br denotes the dilation operation with a circular ball of radius r on each slice. Then, M 1 = (C ⊕ B 3r+1 − M 0 ) ∧ S were used as the inside boundary samples, and
. CNN deep learning architecture used by our method. VOLUME 6, 2018 were the outside boundary samples. Therefore, the numbers of samples in the three types were approximately equal to avoid a class imbalance. As imbalance training dataset may lead to a poor prediction performance [32] .
The ASM was sensitive to model initialization due to both shape constraints and the local optimum problem. Therefore, we extracted a minimum confidential mask B min to prevent the prostate shape from deforming into the minimum mask and extracted a maximum mask to prevent the prostate shape from deforming too far from the prostate surface. As shown in Figure 5 , a high threshold value th = 0.9 was used to extract the minimum confidential mask from the probability map P of AFL-PBT. Then, the statistical shape model was initialized on the minimum mask, and a minimum shape was generated. We eroded the minimum shape, slice by slice, with a size of 5 as the final B min as directly using 3D erosion may lead to a very small and useless shape. To extract the maximum mask, we re-computed a maximum probability map P by keeping the probability value of the minimum mask region and using the mean probability value of P and P CNN . Then, the trained threshold value in PBT level-1 was used as a binary threshold for the maximum probability map to yield the maximum mask B max . Finally, a narrow searching band was generated by subtracting B min from B max . After model initialization, an image boundary probability map-and a narrow searching band were computed, the final boundary probability map was obtained through a mask operation with the narrow searching band. Then, in the second level, ASM fitting was performed by finding the maximum probability point B opt in the normal direction. After a few iterations, free deformations were performed in the third level by the external force defined in Eq. (3):
where P (x i ) is the current boundary probability value and B opt (x i ) is the maximum probability point in the normal direction.
IV. RESULTS AND DISCUSSION
The MICCAI 2012 prostate segmentation challenge (http://promise12.grand-challenge.org/) provided 50 training and 30 testing datasets containing transversal T2-weighted MR images and reference segmentations of the training datasets. The datasets were divided into four groups based on the acquisition center. Two groups were acquired with an endorectal coil, and the others were not. Each slice of the different volumes was 512 × 512, but they had various voxel resolutions. Before training, slices of each column were resampled with 0.625 mm × 0.625 mm. To solve the problem of anisotropy dataset, we also divide the whole dataset into four groups according to their scanning centers. Additionally, the training and testing were performed on each group individually. We employed a leave-one-out cross validation of the training data. The performance measures used in the paper were the absolute relative volume distance (AVD), the Dice coefficient (DSC), the average boundary distance (ABD), and the 95% Hausdorff distance (HD) defined in [17] .
During CNN training of AFL-PBT, an approximate number of K = 2 × 10 5 patches, were sampled from the training database for each class (i.e., prostate and non-prostate). All CNN weights were randomly initialized from a Gaussian distribution. A constant learning rate of 0.015 was used with a stochastic gradient descent optimization (SGD) for a fixed number of epochs. The loss function was defined as the categorical cross-entropy between the true and coding distributions. The boundary model training by CNN used the same configurations and extracted K = 1.8 × 10 5 samples for three types. Computing one probability map by the CNN classifier in PBT and the CNN boundary classifier took 20s, respectively. The CNN was implemented using keras [33] , and the training and testing was performed on a DELL Precision Tower 7910 workstation with 128 GB of memory, an Intel(R) Xeon(R) E5-2650 CPU working at 2.3GHz, and a NVIDIA Tesla K40c GPU with 12 GB of memory.
A. EXPERIMENT ON AFL-PBT
We compared the proposed two-level AFL-PBT with another approach that directly used both handcrafted features and CNN features in the first level. The ratios of different features selected by AdaBoost are shown in Figure 6 . The small ratios of CNN features demonstrated that the deep learned features were not effective at classifying samples from a large area. The classifier was focused on classifying those samples that could be easily separated using simple locations and intensity, compared to complex patch patterns. In addition, CNN features learned from those large area samples had weak discriminability, as both positive and negative samples may have the same texture representations
The comparison accuracy results for the pre-segmentation of PBT and the proposed AFL-PBT under different threshold values in Figure 7 (a) demonstrate that the improved PBT classifier yielded more accurate pre-segmentation using lower threshold values. The point in the ROC of the two methods in Figure 7 (b) denotes one threshold value. Lower threshold values indicate a higher true-positive rate (TPR) and a higher false-positive rate (FPR). When the TPR reaches a comparatively high value, a lower FPR is more important for later model initialization and fitting to alleviate over-segmentation rates. Before the crossing point of the two curves, under the same TPR value, the FPR of AFL-PBT is always lower than that of PBT, which demonstrates that AFL-PBT can identify more negative points around the boundary.
The comparison results can be intuitively viewed as slices of the probability map, pre-segmentation and initialized shape for the two methods in Figure 8 . The AFL-PBT could effectively identify negative voxels in the coil area, and it deduced a more accurate shape-initialized mask than PBT.
Under different threshold values, the proposed AFL-PBT resulted in a more consistent shape-initialized mask than PBT in Figure 9 . Numerically, the DSC changed by less than 0.05 under rational threshold parameter values (i.e., 0.2-0.9), which indicated that AFL-PBT was less sensitive to threshold parameters.
In addition, a narrow searching band computed from AFL -PBT facilitated the search for optimal boundary points by removing the confusing false positive boundary points, as shown in Figure 10 . Without the narrow searching band, the fitting results converged to a local optimum. The narrow searching band can improve the CNN boundary probability map results.
Thus, the proposed AFL-PBT not only improved the initialized accuracy but also provided a narrow searching band for later optimal boundary searching. To test the performance of AFL-PBT on the final segmentation, we compared the efficiency of the initialized method of AFL -PBT and traditional PBT and tested the impact of the narrow searching band on the final accuracy. The experimental settings are shown in Table 1 . We used the threshold values th = 0.6 and th = 0.7 to compute a pre-segmentation mask of AFL -PBT and PBT, respectively, according to the best performances shown in Figure 9 . The segmentation results and the statistically significant results are shown in Table 2 and Table 3 , respectively. A comparison of group ε 1 and ε 2 with ε 3 and ε 4 revealed that the accuracy was significantly improved using the narrow searching band. Methods ε 1 and ε 3 had smaller standard deviations than ε 2 and ε 4 . Method ε 5 used the same narrow searching band with ε 1 . The non-significant difference between ε 1 and ε 5 and the significant difference between ε 2 and ε 4 demonstrated that the method with a narrow searching band was less sensitive to model initialization than that without, and the significant difference between ε 1 and ε 3 indicated that AFL-PBT could improve the segmentation accuracy relative to traditional PBT under the same segmentation framework. 
B. COMPARISON WITH OTHER METHODS ON A TEST DATASET
It is meaningful to compare methods using the same dataset. The quantitative comparison results of the state-of-the-art methods on the MICCAI Promise 2012 testing datasets are shown in Table 4 . The methods of [6] , [7] , and [16] are based on the multi-atlas approach, while the methods of [13] , [14] , and [18] - [20] are based on a deformable model, and the methods of [10] and [22] are based on machine learning techniques. Among these methods, our method was superior to most of the methods in both accuracy and efficiency, but it achieved a lower DSC value than the AAM method [18] . This result was due to an insufficiently accurate boundary model with a very simple CNN architecture. However, our method was easier to implement than marginal space learning, which largely depends on the accurate definition of sampling coordination, and the commercial and less efficient AAM [18] , which was also less efficient. Our method also achieved comparable results to the state-of-theart method that employed active learning in 2016 [22] and the popular supervoxel-based graph cut [10] . The methods based on the multi-atlas approach were clearly inferior to most deformable model-based methods, especially in time efficiency.
Most similar to our method, the probabilistic ASM proposed by Kirschner et al. [13] is a typical ASM method that was similar to our previous liver segmentation framework, which used complex handcrafted features and a simple AdaBoost machine learning method for model initialization FIGURE 11. Segmentation slice results of four prostate cases from testing datasets. (a1, b1, c1, d1) are the results from probabilistic ASM by Kirschner et al. [13] . (a2, b2, c2, and d2) are the results of our method. The yellow contour denotes the ground truth. Each column represent slice results of one case. and boundary profile modeling. We focused on the comparison of these two methods. The probabilistic ASM achieved a score of 77.56, while our method achieved a score of 80.84. The results demonstrated that our method had superior performance to the traditional ASM and with greater accuracy, smaller standard deviations, and lower computation costs. From the qualitative comparison results in Figure 11 , the results from Kirschner et al. [13] exhibited a serious oversegmentation problem, which demonstrates the good performance of our CNN boundary profile model.
V. CONCLUSIONS
In this paper, we propose a fully automatic and robust MRI prostate segmentation method based on ASM, which is a continuation of our previous study on liver CT segmentation. The proposed ASM-based prostate segmentation method employs the CNN technique to avoid feature engineering. In addition, the method has no parameters to optimize. Compared with the previous segmentation method and the-state-of-the-art ASM-based prostate segmentation method, our method exhibited the following novelties and improvements.
For robust model initialization, we presented a novel adaptive feature learning probability boosting tree. The presented AFL-PBT employs deep learning techniques to re-extract features when a tree node has two branches. Compared to the original PBT, the method exhibited a significant improvement in prostate voxel classification. We also proposed a narrow searching band from the PBT probability map to improve the optimal boundary searching. With this strategy, the entire proposed framework is insensitive to model initialization compared with traditional ASM method [12] .
The state-of-the-art ASM-based method employed handcrafted features for boundary profile modeling because it is difficult to capture the distribution of boundary appearance in prostate MRI. Thus, the ASM-based method was not popular for MRI prostate segmentation. To address this problem, we employed a CNN deep learning method for boundary profile modeling. Compared with the handcrafted features employed by Kirschner et al. [13] , our method was more accurate with a smaller standard deviation.
However, our work has several limitations. The presented method features a variant probability boosting tree that uses a simple implementation, and it has only two levels to address the distributions of prostate voxels. In addition, the accuracy of our method is not as high as the marginal space learning method because the segmentation accuracy depends on the performance of the CNN boundary model. We employed a simple CNN architecture. And our method also has lower performance than the fully connected network because that our method employed local information while the FCN can employ both local and global information. In the future, we will test three or more levels of AFL-PBT on various datasets. The architecture, parameters, and metric functions are important for the performance of deep learning methods. Thus, the boundary model can be improved by the introduction of an improved CNN architecture.
