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Abstract
People who analyze images of biological tissue often rely on segmentation of structures as
a preliminary step. In particular, laboratories studying the rat brain manually delineate
brain regions to position scientific findings on a brain atlas to propose hypotheses about
the rat brain, and ultimately, the human brain. Our work intersects with the preliminary
step of delineating regions in images of brain tissue via computational methods.
We investigate pixel-wise classification or segmentation of brain regions using ten histological images of brain tissue sections stained for Nissl substance, and two deep learning
models: U-Net and Tile2Vec. Our goal is to assess the viability of segmenting brain structures from images alone with both supervised and unsupervised approaches. Further, we
determine how image resolution and additional domain knowledge affects segmentation.
Experimenting with different resolutions shows the supervised model performs best
when the data has enough resolution to distinguish cytoarchitectural patterns. At the
same time additional domain knowledge, in the form of atlas-guided parcellations, improves segmentation for some cases while misclassification occurs in other cases. We argue
misclassification is partly due to limited availability of data, rendering the supervised model
incapable of performing well on data it has never seen. To this end, we employed an unsupervised approach where the goal is to generate lower dimensional representations of
image tiles taken from the histological images. This approach is data efficient and enables
segmentation of different structures with traditional computer vision techniques. Overall,
our work shows segmenting structures is possible with histological images of brain tissue
sections stained for Nissl substance.
Our efforts contribute to a long history of characterizing the brain. We continue working
with intentions of, one day, streamlining reconstruction of rat brain maps, and other animal
models, using histological data.
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Chapter 1
Introduction
Our work investigates methods to automate the development of digital rat brain maps via
computer vision and learning algorithms.

1.1

Setting

There is an encouraging development to map neuroscientific data under a standardized atlas
framework [22] [29]. Positioning data, such as genetic information and injection deposits, on
an agreed-upon map is argued to render an accessible and comparable representation of the
original data [44]. Moreover, it ensures the legacy of the data and allows future researchers
to reference previous work at the same location on the map. Legacy data could provide
context and enrich new research, helping reveal trends across studies [22]. Additionally,
atlases provide a means to validate experimental procedures, such as targeting regions of
interest for injections or electrode placement [43] [39]. In sum, mapping to a standardized
atlas is a valuable practice for neuroscientists, and is impossible without first parcellating
experimental brain sections.
Several methods to parcel or segment brain regions exist and can be grouped under
two umbrella categories: functional and structural. Functional parcellations can be broken
down by definitions of function: parcellating regions theorized to be connected in a system,
or that are engaged during certain activities. Similarly, structural parcellations can be
broken down by definitions of structure: parcellating regions based on presence of myelin
(gray and white matter) or cell population boundaries [15]. Computationally, segmentation
based on function is possible with images generated by technologies like functional MRI,
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while segmentation based on structure is possible with images generated by methods such
as MRI, CT scans, or histological imaging. Segmenting rat brain regions tends to align
with structural parcellation since most analysis is done with MRI, CT, or histological image
data.
Importantly, the imaging method of choice will determine the degree of granularity
in a segmentation. Presently, rat brain atlases are developed by considering cellular-level
structures evident in high resolution images of appropriately stained brain sections [41].
However, despite the advances in tissue staining and microscopy, which refined the way
neuroscientist develop rat brain maps, most computational techniques applied to segment
brain regions are designed for human brain images. Typically, methods for human brain
segmentation utilize data gathered by MRI and CT scans where images have a resolution
comparable to or less than the resolution of the naked eye. As a result, the majority of
segmentation algorithms designed to delineate brain regions do not consider cellular-scale
features, or cytoarchitecture, present in histological images. Instead they consider similarity
in pixel values or clear boundaries between objects of interest present in MRI and CT scans.
Ideally, an algorithm designed to segment rat brain regions and sub-regions should make
use of information found in high-resolution histology images and consider features beyond
pixel value similarity or clear boundaries.
Consequently, deciding on the file format of the parcellation is equally important. Brain
atlases typically take the form of a stack of 2D planes, or levels, to capture the organ’s
3D nature. Each 2D plane is a map generated from a 2D image, and can take multiple
formats ranging from paper to computer representations, although digital maps are the
current standard. Vector graphics, for example, are a popular choice, since vector objects,
such as lines and polygons, are easily modified in vector graphics software as independent
elements. In fact, existing rat brain atlases are vector-based, and laboratories mapping
to these atlases manually parcellate their experimental brain tissues with vector-based
software. As an alternative, brain maps could be rendered in a raster format. Under a
computer vision domain, a raster map is equivalent to assigning each pixel to exactly one
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class or brain region. This alternative, however, is not preferred due to its rigidity in terms
of scale and ability to interact with brain regions or mapped objects. Yet, despite its lack
of popularity as a map format, computer algorithms that could potentially automate the
generation of brain maps operate on raster data. To this end, we argue both vector and
raster formats offer independent strengths for data integrity and portability, automation,
and data analysis.
To conclude, brain maps are essential tools for clinicians and neuroscientists. These
structural parcellations are often in digital form and are generated by different imaging
modalities. In the case of rat brain maps, vector maps are generated by careful consideration of cytoarchitectural information in histology images. However, there is currently no
segmentation techniques available that exploit cytoarchitecture to delineate brain regions.

1.2

Objective

Our goal is to develop segmentation techniques to automate human-level parcellation of
brain regions. In particular, our techniques will use cytoarchitectural information in the
form of high-resolution images of rat brain coronal sections stained for Nissl substance.
Automating brain region segmentation presents some challenges, especially at a level of
granularity found in standardized atlases:
• Some regions in brain atlases are delineated based on functionality, something that a
model trained on histology image data cannot exploit.
• The amount of labeled data can be a limiting factor. Training a learning model to
segment all brain regions found in an atlas requires multiple, manually annotated,
experimental sections for each level of the atlas.
Our work does not aim to segment brain regions based on functionality, since we only
use image data, but we hope to exploit cytoarchitecture for segmentation. Our work also
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does not aim to segment all brain structures present in an atlas. The scope of our work
only includes a few levels and seven structures.

1.3

Thesis Statement & Research Questions

Cytoarchitectural features are present in high resolution images of Nissl-stained coronal
sections of the rat brain and can be detected via computational methods. These features
can be used to accurately parcellate brain structures via a computer at a granularity level
present in standardized atlases of the rat brain.
Our work aims to answer the following questions:
1. Is it possible to segment rat brain regions with only information found in images of
coronal sections stained for Nissl substance?
2. How does image resolution affect a computer program’s ability to segment brain
regions?
3. How can we utilize information at different scales to segment rat brain regions?
4. Does additional information about anatomy or physiology enable or improve segmentation of rat brain regions?
5. Is it possible to segment rat brain regions when there is no parcellation available?

1.4

Outline

The work is presented in the following order. Chapter 2 introduces procedures for neuroscientific tract tracing studies including image data acquisition, parcellation, and registration to a standardized atlas, as well as previous work presented in the literature and
introduces several segmentation methods and deep learning models. Chapter 3 presents
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the objectives, and the data and methods we will use to achieve said objectives. Chapter 4 presents our preliminary results and a discussion about our current work. Finally,
Chapter 5 details the proposed work for my dissertation defense and publications with a
timeline to complete it.
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Chapter 2
Background
This chapter presents background information necessary to understand the scope of our
research.

2.1

A Pipeline for Tract Tracing Studies

As previously mentioned, our work intersects with the preliminary step of delineating rat
brain regions. In order to provide context, we can consider one example of a downstream
task: tract tracing studies. The following sections will focus on the parts of the pipeline
pertaining to image data acquisition, parcellation, and mapping to standardized atlases.

2.1.1

Obtaining Image Data for Parcellation

Brain parcellations are rendered to locate regions of the brain. In particular, researchers
investigating an object in the rat brain, such as a molecule, need to identify the location
where the object is found. Usually, the object can be visualized by injecting a reagent
or marker into the brain which binds to the object in question. However, visualizing the
reagent on its own makes it difficult to know where the object is located in the brain. Ergo,
an additional non-specific stain is used to visualize landmarks in the tissue. Often, cresyl
violet acetate or thionin is used as a non-specific stain since it stains for Nissl bodies, a
substance found anywhere in the tissue where protein synthesis takes place. In fact, the
atlas used in our work was developed by considering cytoarchitecture or cellular composition
revealed by thionin staining [42].
In brief, after the rat has been injected with the marker, the rat is transcardially perfused
6

with a fixing reagent (e.g. paraformaldehyde), and its brain is removed and stored. The
brain is then cut into coronal sections of a specified thickness and stained. Depending
on the procedure protocol, the non-specific stain is delivered on the same sections or on
adjacent sections from those containing the specific stain. For the latter, similarity of
adjacent sections allow regions in one section to be inferred from its adjacent section.
The stained sections are then photographed under their corresponding microscopy protocol
(e.g., bright-field microscopy, fluorescence microscopy) ensuring the images have enough
resolution for downstream procedures. Finally, the researcher then uses the information
of the landmarks revealed by the non-specific stain to parcellate the tissue and effectively
identify the regions affected by the specific stain.

2.1.2

Parcellation and Mapping to a Standardized Atlas

Mapping of image data is carried out with a vector graphics software like Adobe Illustrator
or Inkscape, and it begins with an opened workspace containing images of both specific and
non-specific stains. The expert will first trace structures shared in both images, such as
blood vessels which are used to align the images. Moving forward, the specific-stain tissue
image is hidden and the parcellation of the non-specific-stain tissue image begins.
The expert will delineate cell population boundaries and other landmarks evident to her.
This involves zooming in and out of the image to reveal visual information in the highresolution image. Visual information comes in the form of cytoarchitectural differences:
whether the cell bodies are oriented a particular way, if cells are clustered more densely than
other cells, if there are fibers oriented in the plane of section or if they are passing through
the section, and if there is more concentration of Nissl substance resulting in a darker
appearance, among others. She will then compare her rough draft trace to the outlines of
a few atlas levels located at approximately the same location as the experimental section.
The level which best represents the experimental tissue is selected, although sometimes
multiple atlas levels are selected since portions of the experimental tissue are represented
by multiple levels in the atlas if the plane of section during the brain cutting process is
7

Figure 2.1: Before and after parcellation
different than that of the atlas. Once the level(s) are identified, complete parcellations
are drawn and refined. Figure 2.1 illustrates the beginning and end of the parcellation
process of a brain section assigned the label Level 28 from Brain Maps 4.0.
The non-specific-stain image and its parcellation are then hidden and the specific-stain
image is revealed again. Important information of this image is also traced or labeled. The
labeling process will not be explained here since the criteria changes based on the reagent
and other parameters, and it is not the focus of our current work. However, the labeling
itself is relevant for mapping and will be referenced here and later in the Appendix.
After generating the parcellation and labeling the specific-stain image, the expert can
see which brain regions contain labeling using the parcellation of the experimental tissue.
Region by region, the vector objects representing cell and fiber labeling are migrated from
the parcellated region to the corresponding region in the standardized atlas. In this way,
the experimental data is now mapped to a platform used by other research groups. This
workflow is repeated for all sections and although laborious, it is performed in hopes that
it will generate and answer scientific questions now and potentially in the future.

2.1.3

Brain Maps 4.0

There are currently two standardized rat brain atlases, The Rat Brain in Stereotaxic Coordinates of Dr. Paxinos and Dr. Watson (2013) [34], and Brain Maps 4.0 of Dr. Swanson
(2018) [42]. Our work revolves around the Brain Maps 4.0 framework.
8

Figure 2.2: Atlas level 36 from Brain Maps 4.0
Brain Maps 4.0 is an open-access atlas downloadable as a series of files, each corresponding to a coronal section of the rat brain numbered 1 to 73. Each file contains, as
vector graphics, the atlas level parcellation, the physical coordinate grid, and stereotaxic
coordinates adapted from Paxinos. Each file also contains the histological image corresponding to the level in the atlas. An example is shown in Figure 2.2. These files serve as
a reference when parcellating experimental sections, parcellations that will serve as ground
truth for the segmentation work presented in Sections 2.3 & 2.4.

2.2

Image Segmentation & Feature Extraction

One of the reasons Brain Maps 4.0 is a good framework for segmentation of Nissl-stained
tissue images is because parcellations in the atlas are “limited to boundaries that can be
observed in good Nissl-stained sections” [42]. In other words, most of the information
needed to parcellate brain regions can be found in image data. However, the ’observer’
9

Swanson refers to is a human researcher who can process visual information in the image
and determine boundaries. In order to program a computer to accomplish the same task,
we have to verify this information is also accessible to a computer.
Current algorithms segment either macro scale structures [45] [24] [13] [33], such as
cortex and hindbrain, or micro scale structures like cell bodies and fibers [36] [37], or
in general, structures evident to the observer due to clear boundaries between classes.
Traditional computer vision segmentation algorithms like region growing and graph cuts,
which segment based on pixel value similarity, cannot segment cell populations directly.
Further, two neighboring cell populations belonging to their own subgroup could look
almost identical resulting in unclear boundaries. Few have applied segmentation to regions
such as tracts or cell populations [40] [19], and yet the images used in both studies share
the characteristic of similar pixel values, clear distinction between classes, or the segmented
structures are macroscopic in nature. Lastly, no one has addressed segmenting rat brain
structures under Swanson’s Brain Maps 4.0 framework, a commonly cited rat brain atlas
in neuroscientific studies.
High resolution histology images provide detail of individual cells and white space between the cells. Such perspective gives rise to patterns in cellular orientation, cell shape,
how tightly or diffuse the cells are clustered, etc. Ideally, the computational method we
apply should incorporate these visual cues at the time of segmentation. With this in mind,
we consider some possible techniques.

2.2.1

Traditional Segmentation Techniques

Threshold
Thresholding is the process of applying a cutoff value to the pixel values of an image. The
result is a binary image where the pixel values that meet a given criteria equal ’TRUE’
or 1 or white, while the others equal ’FALSE’ or 0 or black. The threshold value is often
selected by visualizing the histogram of pixel value frequencies, and observing valleys in the
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Figure 2.3: Threshold of a histology image
histogram. However, in terms of histological images, thresholding is limited to separating
cellular structures from the background. Figure 2.3 shows some thresholding results.
Clearly, there are no valleys in the histogram of pixel value frequencies. Moreover, a brain
region is far from being delineated by simply applying a threshold.
Region Growing
Region growing (RG) is another method used to segment pixels with pixel values similar to
a reference pixel. The algorithm execution is as follows: given a reference pixel (user defined
or automatically determined), the program uses the pixel value and checks if neighboring
pixels (either 4 or all 8 neighbors) are similar enough (i.e. their difference falls beneath
a threshold). If the pixel in question is similar enough to the reference, the program will
tag it as belonging to the region. The program then uses the newly tagged pixels as new
references to repeat the steps until no more pixels are tagged. At this point the program
has found a threshold-defined boundary. Figure 2.4 shows the
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Figure 2.4: Region Growing overlaid different thresholds of a histology image
Again, the goal is capture cytoarchitecture, and it cannot be achieved by considering
pixel values alone. Instead we need a way to extract patterns in pixel distributions.

2.2.2

Convolution Operator and CNNs

As mentioned previously, visual information such as cell orientation, density and other
cytoarchitectural features are used by human annotators. Fortunately, these features can
also be extracted mathematically by convolving the image with kernels or filters.
The convolutional operator takes the form of 2.1 in one dimension. The operator,
indicated by the asterisk, returns the product of two functions, f and g, as shown bellow.
result
(f ∗ g)(t) =

Z ∞

f (τ )g(t − τ )dτ

(2.1)

−∞

In order to apply it to a discrete list of numbers, we need to discretize equation 2.1,
meant for a continuous range of numbers. Equation 2.2 shows the one-dimensional discrete
convolution.
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(f ∗ g)[t] =

∞
X

f [τ ]g[t − τ ]

(2.2)

k=−∞

This operator can be extended to two dimensions or a matrix of numbers, like a digital
image. In two dimensions, the function g[.] in 2.2 takes the form of kernels or matrices
(commonly 3×3, but will refer size as n × m) whose values determine the features they
extract. Convolving an image is the process of evaluating the convolution operator at
every pixel in the image. Doing so, renders an activation map for the particular features
the kernel is coded to find. The convolution operator is defined as the sum of the products
of corresponding entries of an n × m portion in the image and the kernel, also known as the
dot product. In the case of Figure 2.5, convolving the input image with the right sobel
kernel, an arbitrarily chosen kernel, results in the output image shown [1]. The red squares
on the input image represent the window size of the kernel, the parenthesis illustrates
the dot product operation, and the red square on the output image shows the result of
the convolution. In the middle of Figure 2.5, the large squares show the pixel values
overlaying the grayscale color of the image, and the numbers immediately beneath them
are the kernel values of the right sobel kernel.
Through years of feature engineering, the scientific community has prescribed combinations of values for kernels known to process images in desirable ways like sharpening,
blurring, and others. Kernels are also used to extract certain features like edges, corners,
and gradients (similar to the right sobel kernel). Information about gradients, for example,
are computed with vector kernels instead of matrices (i.e., a column vector and a row vector, 3×1 and 1×3 respectively) and is used to construct the histogram of gradients (HoG)
of an image [3]. The histogram then informs about the distribution of orientations in the
image. Figure 2.6 and Figure 2.7 illustrate an implementation of HoGs on tissue images.
One reason we were motivated to employ kernels in our image analysis was the ability
to extract features, especially since a feature like orientation is exactly a feature used
by human annotators. However, without the proper kernel values, it is impossible to
extract useful features. Additionally, we would like to not have to engineer the values by
13

Figure 2.5: Convolving an image with a kernel

Figure 2.6: HoG with a dominant northwest to southeast orientation
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Figure 2.7: HoG with a dominant southwest to northeast orientation
hand. This is where deep learning enters the scene. Kernels are the basis of convolutional
neural networks (CNNs), deep learning models widely used in computer vision applications.
Implementations of CNNs range from classification of images, detection of objects in images,
and segmentation. More importantly, the kernel values in a CNN are updated automatically
during training to extract relevant features for the task at hand.

2.3

A Supervised Approach for Automatic Segmentation

U-Net is a popular CNN architecture for segmentation of biological images. The network
architecture was first introduced as a segmentation network for biomedical images in May
of 2015 by Dr. Ronneberger and others [36], but since its publication, it has been adapted
for segmentation tasks outside the biomedical domain. Of interest to us, U-Net is the base
for some atlas-based brain tissue segmentation techniques [45] [40]. Of the two, [45] is the
only study that comes close to segmenting the rat brain under an atlas-based framework;
they applied segmentation of mouse brain macroscopic structures under the mouse brain
atlas form Allen Brain Institute.
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2.3.1

Model

U-Net is a fully convolutional network with a similar architecture as a traditional CNN.
Both share the same feature extraction nature of CNNs used for image classification and
object detection. However, instead of feeding the output of the feature extraction base to a
classifier, such as a dense layer, the down-sampled input is up-sampled by an up-sampling
CNN, thus the name Fully Convolutional Network. In general, both the down-sampling
and up-sampling networks consist of equal number of ‘blocks’ each with a few convolutional
layers. Each block is then followed by a down-sampling or up-sampling layer. Additionally,
since there is a symmetry in the architecture, each ‘block’ output before the down-sampling
can be fed to the output of an up-sampling layer of the same size. These residual connections
feed in detail of features extracted at the beginning of the network, also known as low level
features, during up-sampling. In general, the model takes in as input an image and outputs
a segmentation. In our case, the input size of U-Net is 512×512 pixels specifically chosen
to be large enough to fit most or majority of the structures within the input dimensions.
At the same time, the input size was chosen with consideration of the computer constrains.
Figure 2.8 shows a diagram of the architecture from the original publication [36].

2.3.2

Loss Function

U-Net is considered a supervised model, because the objective function used for training
compares the model output segmentations with ground truth segmentations. In particular,
the loss function the model attempts to minimize, binary cross entropy, computes the
error between the segmentation the model generated at an iteration and the ground truth
segmentation corresponding to the input image. The model then uses the information
about the error to update its weights via back propagation. The loss function is shown in
Equation 2.3.
L=−

N
X

[y (i) log(x(i) ) + (1 − y (i) ) log(1 − x(i) )]

(2.3)

i=1

We implemented U-Net on several scales and multiple brain regions to evaluate effects
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Figure 2.8: U-Net architecture
on segmentation performance. The code used to build and train the model was adapted
from [2] which is written with the Keras package [9], a popular deep learning package in
Python [10].

2.4

An Unsupervised Approach for Tissue Representation

In the publication by Jane and others, Tile2Vec: Unsupervised representation learning
for spatially distributed data [20], they train a convolutional network to extract features
of tiles cropped from a large remote sensing satellite image. Their work draws from the
distributional hypothesis in Natural Language Processing, which states similar words are
present in similar contexts [32]. They [20] show tiles of a satellite image also align with the
distributional hypothesis, that is, two neighboring tiles are likely to be similar than two
distant tiles. If the organizational nature of structures in coronal sections of a rat brain
stained for Nissl substance follows the distributional hypothesis, Tile2Vec could provide
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Figure 2.9: ResNet-50 architecture with input and output
a novel method to analyze neuronal tissue. Since there is no ground truth segmentation
or classification of the tiles, the model is considered unsupervised: the loss function will
attempt to minimize the embedding distance between two neighboring tiles and maximize
the embedding distance between two distant tiles.

2.4.1

Model

Our proposed model consists of a ResNet-50 architecture as the convolutional base with
input size 128×128×3 followed by a dense layer that maps the output of the ResNet-50 to
a vector of size 1×10. Figure 2.9 shows the architecture as well as inputs and outputs of
the model.
The model is used to generate an embedding image by tiling a large RGB image and
evaluating each tile to obtain the 10-channel pixel values of the embedding image. Figure 2.10 illustrates the procedure of generating the embedding image and the embedding
image where each square represents a real number. The idea is that the embedding image
will summarize the large image in a smaller space and neighboring pixels of the embedding image, which are representations of the tissue, can be segmented with a conventional
segmentation algorithm.
Since the objective of the model is to generate a lower dimensional representation of an
image, the size of the input is determined by the desired field of view. In the case of the 10
coronal sections, the fornix is 300×300 pixels so the input size was chosen to be 128×128
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Figure 2.10: Generating an embedding image from a high resolution RGB image
pixels in order to capture details inside the structure. Choosing a larger input size renders
the model insensitive to small structures.

2.4.2

Loss Function

In order to train the model to extract features that could be used to compare two arbitrary
tiles and determine if they are similar, our loss function has to capture the relationship
between similar and different tiles. Drawing from the distributional hypothesis, we will
train the model with a loss function designed to minimize the embedding distance of two
neighboring tiles and maximize the embedding distance of two distant tiles. Specifically,
from three tiles, one as the anchor and the other two as either neighbor or distant tiles will
be sampled from the image, and the loss will be computed for the triplet. Equation 2.4
shows the objective function.

min
θ

N
X

(i)

(i)

(i)
(i)
(i)
[L(t(i)
a , tn , td ) + λ(||za ||2 + ||zn ||2 + ||zd ||2 )]

i=1

Where
L(ta , tn , td ) = [||fθ (ta ) − fθ (tn )||2 − ||fθ (ta ) − fθ (td )||2 + m]+
19

(2.4)

Figure 2.11: Computing embeddings of anchor neighbor and distant tiles
In Equation 2.4, fθ (t∗ ) represents the model which takes a tile as input and outputs a
10-D embedding, f : R128×128×3 → R10 , and embedding z∗ = fθ (t∗ ) where ∗ indicates the
anchor, neighbor, or distant tile. Hyper-parameters λ and m will be discussed in Section
4.2.4. Figure 2.11 illustrates how the model evaluates all three tiles to generate the three
embeddings used in the loss function.
The color-coded embeddings in Figure 2.11 highlight what is expected from the model
after it is trained; the anchor and neighbor tiles will have similar embeddings (blue & teal)
and will differ from the distant embedding (yellow).
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Chapter 3
Proposed Work
Our main objective is to develop computational methods to delineate rat brain regions at a
granularity level found in standardized rat brain atlases. In particular we plan on segmenting Nissl-stained brain tissue images, effectively taking cytoarchitectural information into
account much like a human annotator. At the same time, we want to address the amount
of work required to annotate tissue images in the first place by exploring methods that
do not require labeled data. In principle, our work could potentially streamline the map
generation process and allow researchers to compile and compare data faster than before.

3.1

Objectives

• Develop techniques to extract cytoarchitecture from images of Nissl-stained brain
tissue to delineate brain regions.
• Find what resolution provides an optimal amount of information necessary to segment
brain regions.
• Develop techniques that combine information at different scales to enable or improve
segmentation.
• Develop techniques that incorporate anatomical or functional information to determine brain region boundaries even when visual information is insufficient.
• Develop techniques that minimize the need for manually segmented images.
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3.2

Methodology

• The plan is to apply a supervised learning approach to see if a CNN can approximate
the ground truth parcellations produced by a human. This supervised approach can
help establish a baseline performance in terms of what we can expect moving forward.
Some work in this direction is presented in Section 4.2.1.
• We will train different supervised models across different resolutions, which should
reveal the model with the best performance. Additionally, a closer look at the training
data for the best performing model will reveal what information the model needs to
perform the segmentation. Brain regions are of various sizes so it is possible there
is not a single ”best” resolution for all brain regions. Some work in this direction is
presented in Section 4.2.2.
• The plan is to use a modification of the supervised approach where instead of having
one input, we incorporate multiple inputs (for the multiple resolutions). The idea is
the model will have access to a zoomed out and zoomed in view, effectively having
a broader context of what surrounds the region as well as detail about the structure
respectively.
• Although the majority of structures found in rat brain atlases are determined by
cellular morphology, or visual cues, some regions are determined by function and
are difficult to find in images. We will test if a supervised CNN model is still able
to learn provided information is given in the form of human annotations. We then
have to compare the performance of the supervised model to that of an unsupervised
model. If the segmentation is better for the supervised approach, it could suggest that
additional information is beneficial for segmentation. Some work in this direction is
presented in Section 4.2.3 and Section 4.2.4.
• We will develop an unsupervised approach which does not require labeled data. A
model under this approach will learn differences and similarities from the data alone.
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A potential direction is dimensionality reduction of an image. Lower dimensional
descriptors can then be grouped together based on similarity, effectively segmenting
tissue that looks the same. Some work in this direction is presented in Section 4.2.4.
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Chapter 4
Preliminary Results
4.1

Data Set

The data we will use to address our research questions were obtained from Ken Negishi
at the UTEP Systems Neuroscience Laboratory. Ken prepared and photographed the tissue, and manually parcellated brain regions in the images. The parcellations were drawn in
Adobe Illustrator (AI) according to Brain Maps 3.0, although the boundaries remain identical for Brain Maps 4.0 with only a modification in nomenclature. The images were captured
with the DP74 camera at 4× magnification on the BX53 microscope from Olympus.
In total, we received 10 AI files, each containing the coronal section image and the parcellation in vector format. Each file was named by the corresponding Brain Maps 4.0 level
they belonged to: 21a, 21b, 22, 23, 24, 25, 28, 30, 31, and 32 (highlighted in red in Figure
4.1). Each image was exported as a Portable Network Graphic (PNG) format from each
AI file, and the parcellations were individually filled and also exported as PNG. Regarding
the parcellations, we selected 7 brain structures of the available regions. In particular we
chose the fornix, the anteroventral thalamic nucleus (>1840), the suprachiasmatic nucleus
(Spiegel & Zwieg, 1919), the paraventricular thalamic nucleus (>1840), the lateral globus
pallidus (>1840), the magnocellular nucleus (Swanson, 2004), and, lastly, the lateral hypothalamic area, anterior region, intermediate zone (Swanson, 2004). Our criteria for the
selection is as follows:
• Brain regions had to be fully closed such that the chosen region did not require further
interpretation of boundaries.
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Figure 4.1: Levels in Brain Maps 4.0 with sections used shown in red
• Brain regions had to be present in at least 4 levels.
• Brain regions had to vary in terms of how difficult it is for a human to identify cell
population boundaries.
The set of 10 images, and their corresponding parcellations, was split in half by alternating sections for training purposes. Levels 21a, 22, 24, 28, and 31 were used for training,
and levels 21b, 23, 25, 30, and 32 for testing. Moreover, the images underwent the process
of flat field correction in order to remove illumination artifacts as much as possible. This
data set will help us develop solutions and achieve the objectives presented in Section 3.1

4.2
4.2.1

Preliminary Results
Segmenting the Fornix at Original Resolution

Our first approach involves U-Net, which, as stated previously, is a common segmentation
architecture in the deep learning community. U-Net will be trained under a supervised
framework, meaning, a label or ground-truth segmentation is available for every input
25

image. The following subsections showcase three experiments: segmentation of the fornix,
segmentation of the fornix at different resolutions, and segmentation of seven different
structures.
Sampling Scheme
We considered our data constraints and maximized the training and testing data sets by
choosing a structure that was present in all 10 images: the fornix. This provided us with
5 training images and 5 testing images. In order to generate a training set from the five
training images, we wrote a script that would sample images of size 512 × 512 pixels from
the original image and its fornix parcellation. In the case of the 10 coronal sections, the
fornix is 300 × 300 pixels, so the input size is large enough to fit the original-resolution
fornix inside the input dimensions.
The program executes as follows. Given a full-size image and its binary parcellation,
the program will use the binary image to find the center coordinate and bounding box of
the brain region (fornix), and calculate the Euclidean distance between the top left and
bottom right coordinate of the bounding box. It will then randomly generate a coordinate
that falls inside a circle of radius, r, centered at the center coordinate of the region. In this
case r is the distance between the corners of the bounding box calculated in the previous
step. The new coordinate is then used to sample a 512×512 frame from the image and
its parcellation. The pair is then added to the training set and the process is repeated as
needed.
In this case, 1000 training examples were generated from the 5 training images in equal
proportions (i.e. 200 training examples from 1 image), per epoch. This is a bit of an overkill
considering the model is looking at the same 5 images 200 times at every epoch. However,
our goal is not to train a model that can be deployed to segment images of Nissl-stained
tissue. Instead we want to know if segmentation is possible first.
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Figure 4.2: Model loss through training for model trained to segment fornix at
original resolution

Training
The model trained for 100 epochs, and two metrics, the loss and intersection over union
(IoU), were recorded throughout training to monitor model performance. Since we are
training with a small amount of data, we expect to overfit, or memorize the training set,
fairly quickly. In particular we will focus on when the model’s validation loss begins to
increase. Moreover, we also expect the model’s IoU to increase as the loss decreases. Figure
4.2 shows the loss while Figure 4.3 shows the intersection over union.
As expected, the validation loss reached its lowest point very early in training (marked
by the black dot on the dotted line). Interestingly, the model’s IoU performance continued
to improve past the epoch with the smallest validation loss. For this reason, we will consider
the predictions made at both the epoch with the smallest validation loss and the epoch
with the highest IoU to evaluate model performance.
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Figure 4.3: Model IoU through training for model trained to segment fornix at
original resolution
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4.2.2

Segmenting at Different Resolutions

Sampling Scheme
We reran the training program in Section 4.2.2 across multiple resolutions. Specifically,
we trained three additional models, each with data processed by different scaling factors.
In total we compare performance of four models: one model trained with images of original resolution shown in Section 4.2.1, the second trained with images 90% the original
resolution, a third trained with images 50% the original resolution, and lastly the fourth
trained with images 10% the original resolution. Everything else was identical. All models
were trained with the 5 training images and 5 testing images, and had an input shape of
512×512×3 pixels. Moreover, the sampling scheme was identical to the sampling scheme
explained in Section 4.2.1. For each case, 1000 training examples were generated from
the 5 training images in equal proportions (i.e. 200 training examples from 1 image), per
epoch.
Training
Each of the models trained for 100 epochs, and the same two metrics, the loss and IoU, were
recorded throughout training to monitor model performance. Again, we expect to overfit
fairly quickly in all cases, so we will focus on when the models’ validation loss begins to
increase, as well as monitor each models’ IoU. Figure 4.4 shows the loss while Figure 4.5
shows the intersection over union across different scale factors.
As expected, the validation loss reached its lowest point very early in training for most
models. Again, the models’ IoU performance continued to improve past the epoch with
the smallest validation loss marked by the dark circle of the dotted lines. Again, we will
consider the predictions made at both epochs to evaluate model performance.
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Figure 4.4: Model loss through training for different resolutions

Figure 4.5: Model IoU through training for different resolutions

30

4.2.3

Segmenting Different Brain Regions

Sampling Scheme
We reran the training program in Section 4.2.1 across multiple brain regions, but this time
all models were trained with images scaled at half the original resolution, since this showed
to have the best results in Section 4.2.2. Specifically, we trained six additional models,
each with data corresponding to different brain regions. In total we compare performance
of seven models: one model trained to segment the fornix (same model from Section
4.2.2), the second trained to segment the anteroventral thalamic nucleus (> 1840), a third
trained to segment the suprachiasmatic nucleus (Spiegel & Zwieg, 1919), a fourth trained to
segment the paraventricular thalamic nucleus (> 1840), a fifth trained to segment the lateral
globus pallidus (> 1840), a sixth trained to segment the magnocellular nucleus (Swanson,
2004), and, lastly, the seventh trained to segment the lateral hypothalamic area, anterior
region, intermediate zone (Swanson, 2004). As explained in Section 4.1, the number of
training and testing images vary for the different brain regions. In particular all but the
model trained to segment the fornix has less than 5 images for either training or testing.
Everything else, however, was identical. All models had an input shape of 512×512×3
pixels. and the sampling scheme was identical to the sampling scheme explained in Section
4.2.1. For each case, 1000 training examples were generated from the training images in
equal proportions per epoch.
Training
Each of the models trained for 100 epochs, and the same two metrics, the loss and IoU,
were recorded throughout training to monitor model performance. Again, we expect to
overfit fairly quickly in all cases, especially this time since some models will only have at
most two original training images. Figure 4.6 shows the loss while Figure 4.7 shows the
intersection over union across different brain regions.
As expected, the validation loss reached its lowest point very early in training for most
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Figure 4.6: Model losses through training for different brain regions

Figure 4.7: Model IoUs through training for different brain regions
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models. Again, the models’ IoU performance continued to improve past the epoch with
the smallest validation loss marked by the dark circle of the dotted lines. Again, we will
consider the predictions made at both epochs to evaluate model performance.

4.2.4

Generating Embedding Images

Our fourth approach employs Tile2Vec, a mathematical model designed to, as the name
suggest, turn an image tile into a vector. Effectively, using Tile2Vec can be considered a
dimensionality reduction approach. Moreover, unlike the U-Net loss function, the Tile2Vec
loss function has parameters that are not updated during training. Therefore, we first
showcase how we optimized such parameters, as well as an additional modification to the
input. Then, we continue to show the segmentation experiments.
Sampling Scheme
The algorithm to sample the triplets consist of first sampling an anchor anywhere on the
large image. With the reference coordinate, the neighbor tile is sampled between 64 (50%
of 128) to 200 pixels from the anchor, while the distant tile is sampled between 201 pixels
and the maximum of the image height and image width. If any pixel of the neighbor or
distant tile is chosen outside the image, a new one is sampled without resampling others
in the triplet, ensuring the tiles are all 128×128. Figure 4.8 illustrates possible neighbor
coordinates in green dots and distant coordinates in red given an anchor coordinate in
blue. The left-most image shows a global sampling view, while the right-most image shows
a zoomed-in sampling view. Figure 4.9 then shows triplet examples numbered from 0 to
9, each number representing the triplet they belong to. For every triplet, the blue square
represents the anchor tile, the green represents the neighbor tile and the red represents the
distant tile.
The sampling scheme for the following sections is identical.
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Figure 4.8: Possible neighbor and distant sampling given an anchor coordinate

Figure 4.9: Ten examples of triplets
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Parameter Sweep
In order to find good values for λ and m, thirty Tile2Vec models were trained with different parameter combinations. From the 10 original images, a single high-resolution image
corresponding to level 28 according to Brain Maps 4.0, was cropped to 2756×3019×3 and
used for the parameter sweep. Considering the loss function, the model is expected to see
neighboring tiles as similar and distant tiles as different. Specifically, the mean Euclidean
distance of distant tiles should be larger than the mean Euclidean distance of neighboring
tiles. A plot of these quantities through training would show that the mean distance between the anchor and distant tiles is above (larger) the mean distance between the anchor
and the neighboring tile. Figure 4.10 shows how embedding relationships are affected
with varying values of λ and m.

Figure 4.10: Embedding relationships after every epoch for thirty combinations of
λ and m

The most apparent effect is an increasing regularization parameter λ results in less
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differentiation between distant and neighbor relationships. Another trend is the smaller
the margin, m, the harder it is to tell if there is any differentiation, while a larger m makes
the neighbor and distant relationships more apparent. As expected, some graphs show
the mean difference of distant tiles is larger than the mean difference of neighbor tiles,
particularly in the lower left corner. In order to select the combination of λ and m useful
for segmentation, a region growing algorithm was applied to the thirty embedding images
generated by the models. The seed used in the algorithm was selected inside the fornix and
applied to all images. Figure 4.11 shows the results of the segmentation.

Figure 4.11: Region growing applied to embedding images generated by the thirty
models using same seed selected inside the fornix

Region growth from the seed requires two neighboring pixels to be less than the m used
to train the particular model that generated the embedding image. Three potential models
with a reasonable segmentation were selected to observe the region growth with varying
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Figure 4.12: Region growing area versus threshold for three cases. From left to right:
m = 10 and λ = 0.01; m = 10 and λ 0.0; m = 50 and λ = 0.01

threshold by testing values before and after m. Figures 4.12 shows a graphical representation of the area as the threshold changes for three embedding images corresponding to
three different models.
Nearby tiles are expected to be similar, so the graphs should not increase too fast before
the particular m. The left most graph in Figure 4.12 shows the gradual increase goes far
above the m while the relatively smaller slope ends before the value of m for the center and
right graphs. The following is the visual representation of the segmentation with different
criteria.
Based on this analysis the values λ and m useful for segmentation are m = 50 and
λ=0.01. These values are used for the following sections.
Circle vs Square Tiles
The original article by Jean et al. in 2018 proposed a model which takes as input a square
tile. The particular detail in question is if a square is a good input shape for Nissl-stained
rat brain images. It makes sense to use square tiles when the data has straight boundaries
between classes (e.g. a tomato field and a neighboring urban area separated by a straight
road). However, when it comes to neuronal tissue, region boundaries are often curved. It is
possible training with circle tiles, instead, could result in better representations. The two
images in Figure 4.13 illustrate the difference between training tiles for square (left) and
circle (right) inputs.
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Figure 4.13: Square tiles versus circle tiles
To test if training with circles yields better representations, region growing algorithm is
applied to each embedding image generated by two models. Additionally, these models are
trained with an image much larger than the one used for the parameter sweep in Section
4.2.4, (15833×10395 vs 2756×3019). The following figures demonstrate model loss and
statistics throughout training after 100 (Figure 4.16) and 1000 (Figure 4.17) epochs.
At first glance, the model trained on circle data fluctuates a lot more than the one
trained with square data between 50 and 500 epochs, although both seem to converge with
as training continues. Considering the new image contains ˜20× more pixels (˜20× more
tiles), more fluctuations are expected in both trainings since there is a lot more examples
to learn (more variability encountered during training). After 100 and 1000 epochs, region
growing was also applied on generated images. Figures 4.16 & 4.17 show the result of
applying region growing to the embedding images produced by both models after 100 and
1000 epochs. Each also shows the intersection over union (IoU) with respect to ground
truth.
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Figure 4.14: Model loss & statistics at 100 epochs: square left column & circle right
column
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Figure 4.15: Model loss & statistics at 1000 epochs: square left column & circle right
column
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Figure 4.16: Segmentation of square2vec (left) and circle2vec (right) embedding images at 100 epochs: square2vec IoU = 0.346 ; circle2vec IoU = 0.349

Figure 4.17: Segmentation of square2vec (left) and circle2vec (right) embedding images at 1000 epochs: square2vec IoU = 0.559 ; circle2vec IoU = 0.669
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Figure 4.18: Embedding statistics through training
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Figure 4.19: Model loss through training
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Final Training

4.3
4.3.1

Segmentation Results
Fornix at Original Resolution

The following figure shows the segmentation results for the test set in the following order:
the first row is the input to the U-Net model, the second is the ground truth, the third is
the model’s segmentations at the epoch with the lowest validation loss, and the fourth is
the model’s segmentations at the epoch with the highest intersection over union (IoU).

Figure 4.20: Segmentation of fornix in test set
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4.3.2

Multiple Resolutions

The following figures shows the segmentation results for the test set across different resolutions. Same as before, each figure has the following order: the first row is the input to
the U-Net model, the second is the ground truth, the third is the model’s segmentations
at the epoch with the lowest validation loss, and the fourth is the model’s segmentations
at the epoch with the highest intersection over union (IoU).

Figure 4.21: Segmentation of fornix at original resolution in test set
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Figure 4.22: Segmentation of fornix at 90% original resolution in test set

Figure 4.23: Segmentation of fornix at 50% original resolution in test set
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Figure 4.24: Segmentation of fornix at 10% original resolution in test set
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4.3.3

Multiple Brain Regions

The following figures shows the segmentation results for the test set across different brain
regions. Same as before, each figure has the following order: the first row is the input to
the U-Net model, the second is the ground truth, the third is the model’s segmentations
at the epoch with the lowest validation loss, and the fourth is the model’s segmentations
at the epoch with the highest intersection over union (IoU).

Figure 4.25: Segmentation of fornix at 50% original resolution in test set
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Figure 4.26: Segmentation of the anteroventral thalamic nucleus at 50% original
resolution in test set
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Figure 4.27: Segmentation of the suprachiasmatic nucleus at 50% original resolution
in test set
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Figure 4.28: Segmentation of the paraventricular thalamic nucleus at 50% original
resolution in test set
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Figure 4.29: Segmentation of the lateral globus pallidus at 50% original resolution
in test set
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Figure 4.30: Segmentation of the magnocellular nucleus at 50% original resolution
in test set
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Figure 4.31: Segmentation of the lateral hypothalamic area, anterior region, intermediate zone at 50% original resolution in test set
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4.3.4

Embedding Images

The following figures shows the segmentation results for the test set across different brain
regions. The final model was selected at the epoch with the lowest validation loss, epoch
636.

Figure 4.32: Threshold Segmentation of the anteroventral thalamic nucleus
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Figure 4.33: Threshold Segmentation of the fornix

Figure 4.34: Threshold Segmentation of the magnocellular nucleus
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Figure 4.35: Threshold Segmentation of the paraventricular thalamic nucleus

Figure 4.36: Threshold Segmentation of the suprachiasmatic nucleus
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Figure 4.37: Threshold Segmentation of the lateral globus pallidus

Figure 4.38: Threshold Segmentation of the lateral hypothalamic area, anterior region, intermediate zone
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4.4

Discussion

The first question presented in Section 1.3 asked if it was possible to segment images
of brain tissue stained for Nissl bodies via computer programs and learning algorithms.
Delineation of brain regions can be difficult to an untrained human eye, and even a human
expert, so we wanted to know if a computer could replicate the task of parcellation.
To this end, Method I showed U-Net was capable of delineating the bounds of the fornix
with no alterations to the original resolution of the data. Naturally, the next question was if
the resolution of the input data directly affected a model’s ability to delineate brain regions.
At the same time, we wanted to see if a computer was considering cytoarchitecture found in
brain tissue to segment brain regions, since cellular patterns are features human annotators
rely on the most to accomplish the same task. We addressed this question with Method II.
Interestingly, the model with the highest IoU was the model trained with images 50% the
resolution of the original data. However, a closer look at the images with 50% resolution
reveals cellular patterns are still very evident. This suggest that the original resolution
may be unnecessarily high for a computer to segment brain regions. At the same time,
the model with the smallest resolution (10% the original resolution) shows to be worst
performing model. Further, taking a look at the input images of this resolution shows
very little detail about cellular patterns. This result is consistent with our hypothesis
that information in the form of cytoarchitecture is necessary for segmentation and that a
computer uses such information. To consolidate, the first two questions were addressed
with only one region, the fornix. Method III extends the previous methods by considering
6 additional brain regions. Originally, the method was applied to see if segmentation was
easier with structures that were visually obvious to an untrained human, or, equally, if
segmentation was harder for structures with unclear boundaries. Several cases show this to
be true. In particular, the suprachiasmatic nucleus has a distinct dark appearance, and as
expected, the model trained to segment the SCH was able to detect it very early in training.
At the same time, the model trained to segment the LHAai, a difficult structure to delineate
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by humans, resulted the worst performing model. It seems as though the models are also
sensitive to the level of difficulty experienced by human annotators. Moreover, despite
the initial intentions of Method III, the results made us revisit our result interpretations
of Methods I and II. Regarding resolution, it may be possible that the resolution chosen
in Method II does not apply to all regions; different regions may require more or less
resolution. In sum, the experiments we ran have helped answer some of the questions
presented in Chapter 1. However, more work is needed to fully answer the questions.
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Chapter 5
Research Plan
5.1

Proposed Work

The following items are activities needed to reach the proposed objectives.
• Expand Dataset [Progress: 10%]: The current dataset only contains 10 images and
their parcellations. However, in order to address the data scarcity problem for the
supervised approach, we will need additional training examples. We also need to
explore different resolutions from the ones presented here, considering different structures could be segmented at different resolutions. Data will be curated from legacy
data collected by the UTEP Systems Neuroscience Laboratory. The data will then
be organized and pre-processed for experimentation.
• Implementation of different model architectures [Progress: 30%]: The network architectures employed in both supervised and unsupervised approaches can be modified
to improve segmentation results. In particular, some [31] have proposed configuring
an attention gate to the U-Net architecture in order for it to learn the location of
segmented structures. Then, for circ2vec, the convolutional base can be replaced by
other architectures proposed in the literature such as Xception, VGG, Inception v4,
and Inception-Resnets. Moreover, we need to implement an architecture like the one
proposed by [19] which considers multiple scales of the input data.
• Literature Review [Progress: 70%]: Ongoing review of the literature will help develop
techniques not yet considered for whole brain atlas segmentation. A missing piece
in our research is the interactivity of the segmentation approaches we are proposing,
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specifically for the unsupervised approach that can be guided by a human annotator.
Literature in this regard should clarify how these models can be implemented in a
pipeline of mapping neuroscientific data in a standardized atlas.
• Writing & Publications [Progress: 15%]: The following are expected publications for
my dissertation:
– Lower dimensional representations for segmentation of brain regions (In Progress).
In this paper I will present region detection via unsupervised approaches. Specifically, we will focus on generating embeddings of multiple scales larger (and
smaller) than the one presented and use the combination of embeddings to segment. Moreover we will assess the architecture’s ability to classify the tiles instead of generating embeddings, and compare with the unsupervised approach. I
will also incorporate atlas information, so the model becomes a semi-supervised
model. Lastly, I will use different convolutional bases like Xception, and compare
with auto encoder architectures.
– U-Net to segment brain regions (In Progress). In this paper I will showcase
segmentation of multiple brain regions at different resolutions. I will also extend
the classification to a multi-class prediction problem, where the model is trained
to predict all classes at the same time, instead of individually. And finally, I will
implement the attention gate proposed in [31].
– Combining supervised and unsupervised approaches for segmentation of brain
regions. In this paper I will explore a multi step approach for segmentation.
The idea is to train U-Net to segment macroscopic structures, and then apply
Tile2Vec to only the segmented portion at a higher resolution. A possible approach could be a modification to what [19] propose. In their paper, they train a
region proposal network to predict the bounding box of a brain structure before
segmenting it. We could use the same region proposal architecture to narrow
down the segmentation task.
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– Embeddings for spatial statistics of mapped data: In this paper I will discuss an
approach to cluster mapped data, such as cell body and fiber locations, based on
the underlying tissue representation produced by Tile2Vec. The whole purpose
of our approaches is to generate a segmentation of brain regions in order to map
data to it. However, it may be sufficient to perform spatial analysis without a
discrete classification of the region data falls in.

5.2

Timeline
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Figure 5.1: Work plan & timeline
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Martin, Dominik Fiedler, Lucas B. Comeras, Anupam Sah, Nikolai Stein, Rohini
Gupta, Manju Sasi, Maren Denise Lange, Ramon O Tasan, Nicolas Singewald, HansChristian Pape, Michael Sendtner, Christoph M. Flath, and Robert Blum. Deepflash,
a deep learning pipeline for segmentation of fluorescent labels in microscopy images.
2018.
[38] Olga V. Senyukova, A. S. Lukin, and Dmitry P. Vetrov. Automated atlas-based segmentation of nissl-stained mouse brain sections using supervised learning. Programming and Computer Software, 37:245–251, 2011.
[39] Philip Shamash, Matteo Carandini, Kenneth D. Harris, and Nicholas A. Steinmetz. A
tool for analyzing electrode tracks from slice histology. 2018.
[40] Hannah Spitzer, Katrin Amunts, Stefan Harmeling, and Timo Dickscheid. Parcellation
of visual cortex on high-resolution histological brain sections using convolutional neural
networks. 2017 IEEE 14th International Symposium on Biomedical Imaging (ISBI
2017), pages 920–923, 2017.
[41] Larry W. Swanson. Brain architecture: Understanding the basic plan. 2003.
[42] Larry W. Swanson. Brain maps 4.0—structure of the rat brain: An open access atlas
with global nervous system nomenclature ontology and flatmaps. In The Journal of
comparative neurology, 2018.
[43] Ellen M. Walker. Neuroanatomical studies of hypothalamic connections involving the
midbrain and hindbrain. 2017.
[44] Alan G. Watts, Arshad M. Khan, Graciela Sanchez-Watts, Dawna Salter, and
Christina M. Neuner. Activation in neural networks controlling ingestive behaviors:
69

What does it mean, and how do we map and measure it?

Physiology Behavior,

89:501–510, 2006.
[45] Jing Xiong, Feiran Wang, and Jian Zhang. Automatic atlas-based segmentation of
nissl stained mouse brain sections using convolutional neural network. 2016.
[46] Yunyun Yang, Yi Zhao, Boying Wu, and Hongpeng Wang. A fast multiphase image
segmentation model for gray images. Computers Mathematics with Applications,
67:1559–1581, 2014.

70

Curriculum Vitae
Alexandro Arnal was born on May 11, 1995. The youngest son of Alfonso Arnal and
Patricia Arnal, he graduated from Valle Verde Early College High School, El Paso, Texas,
in the spring of 2013. He entered Baylor University in the fall of 2013, and graduated
with a bachelor’s degree in Neuroscience in the fall of 2015. Between the summer of 2016
and summer of 2017, Alexandro completed courses in preparation for the Computational
Science Program at The University of Texas at El Paso while working as a clerk at Southwest
Neurospine Institute in El Paso, Texas, and an in-class tutor at El Paso High School, El
Paso, Texas. In the fall of 2017, he entered the Graduate School of The University of Texas
at El Paso to pursue his master’s degree in Computational Science.
Email address : aarnal2@miners.utep.edu

71

