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Abstract
We show that the Hausdorff dimension of the spectral measure of a class of deterministic,
i. e. nonrandom, block–Jacobi matrices may be determined exactly, improving a result of
Zlatosˇ (J. Funct. Anal. 207, 216-252 (2004)).
1 Introduction
In [MWGA] two of the authors addressed the possibility that a spectral transition takes place in a
deterministic model. The model is represented by a class of Jacobi matrices with a sparse potential
in the sense that the perturbation of the free Jacobi matrix (the 0–Dirichlet Laplacean on l2(Z+)) is
a (direct) sum of a fixed 2×2 off–diagonal matrix placed at sites whose distances from one another
grow exponentially. In the present work we improve and complement results of [MWGA] in two
directions. The model is now represented by block–Jacobi matrices and we are able to compute,
for sparse perturbations satisfying transversal homogeneity, the exact Hausdorff dimension of their
spectral measures.
Denoting the set of non–negative integers by Z+, let Λ = Z+ × {0, 1, . . . , L − 1} be a strip of
width L ≥ 1 on the Z2+ plane and define, on the separable Hilbert space l2(Λ,C), an operator ∆P,φ
for each sequence P = (pn)n≥−1 of numbers pn ∈ (0, 1] and angle φ ∈ [0, π):
(∆P,φu)(k,m) := pku(k + 1, m) + pk−1u(k − 1, m) + u(k,m+ 1) + u(k,m− 1) , (1.1)
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for all (k,m) ∈ Λ with phase boundary conditions at k = −1:
u(−1, m) cosφ− u(0, m) sinφ = 0 (1.2)
for each m ∈ {0, . . . , L− 1}, and periodic boundary conditions on the vertical direction: u(k, L) =
u(k, 0) for each k ∈ Z+.
The operator ∆P,0 with phase boundary 0 is, in particular, defined on a cylinder with the
0–Dirichlet boundary condition on k = −1: u(−1, m) = 0 for every m ∈ {0, . . . , L − 1} and the
operator ∆0,φ, defined by setting pn = 1, ∀n , reduces to the usual discrete Laplacean in Λ with phase
boundary φ. We note that pk lives on the horizontal edges 〈(k,m), (k + 1, m)〉, m ∈ {0, . . . , L−1},
and (1.1) is defined with the same value pk to each m. Such property is referred to in the present
text as transversal homogeneity.
The sparse perturbation considered here is a natural extension of the perturbation employed on
the one-dimensional problem developed on [MWGA]. By sparse perturbation we mean a perturba-
tion about the Laplacean: ∆P,φ = ∆0,φ+VP where the potential VP is composed of infinitely many
vertical ‘barriers’ whose distances from one another grow exponentially. The sequence P = (pn)n≥−1
of ‘barriers’ is of the form
pn =
{
1− δ if n = aj ∈ A ,
1 if n 6∈ A , (1.3)
for δ ∈ (0, 1) and a set of positive integers A = {aj}j≥1 such that
aj − aj−1 ≥ 2, j = 2, 3, . . . (1.4)
and
lim
j→∞
aj+1
aj
= β > 1 .
Condition (1.4) makes each ‘barrier’ to be located in an isolated single column of horizontal edges
and β is the so called “sparseness parameter”. As in [MWGA], the separations between the barriers
are fixed as
aj − aj−1 = βj, j = 2, 3, . . . (1.5)
with a1 = β ≥ 2 an integer, in order to simplify our analysis. From now on, (1.3) with A given by
(1.5) will be the only sequence considered and we shall denote by ∆δ,φ the corresponding operator
with P = (pn)n≥−1 of this form.
The operator ∆P,φ with φ = 0 may be written in the block–Jacobi matrix form
JP = JP ⊗ IL + I ⊗AL , (1.6)
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with I the identity operator on l2(Z+), JP is defined by
JP =


0 p0 0 0 · · ·
p0 0 p1 0 · · ·
0 p1 0 p2 · · ·
0 0 p2 0 · · ·
...
...
...
...
. . .


, (1.7)
the (pn)n≥0 as in (1.3), AL and IL denoting, respectively, the L× L matrix
AL =


0 1 0 · · · 0 1
1 0 1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 0 1
1 0 0 · · · 1 0


and the L× L identity. The matrix class above reduces to the one studied on [MWGA] by setting
the strip width L = 1 (IL = 1 and AL = 0 in this case).
It is interesting to note that as δ varies in the interval (0, 1), Jδ (given by JP with P satisfying
(1.3)) interpolates continuously two distinct situations: a dense pure point spectrum at δ = 1 and
an absolutely continuous spectrum at δ = 0. For a more detailed discussion which includes a wider
class of perturbations see Section 1 of [MWGA].
Remark 1.1 The results presented in this paper are not restricted to the operator ∆δ,φ. We could
extend our methods to any sparse perturbation that is block-diagonalizable, i.e., that can be decom-
posed into its one-dimensional constituents by a matrix conjugation. The transversal homogeneity
condition allows us to use the discrete Fourier transform to reduce to this form. The results also
hold if φ in (1.2) is different for each m.
Remark 1.2 The operator ∆δ,φ with φ–phase boundary condition at k = −1 (1.2) may also be
written in the block–Jacobi matrix form (1.6). If Jδ,φ denotes the corresponding matrix, we have
Jδ,φ = Jδ + E0 ⊗ tanφIL , (1.8)
where E0 is an operator on l
2(Z+) with all elements zero except (E0)00 = 1. If the φ–phase condition
varies for each m, tanφIL in (1.8) is replaced by diag {tanφm}L−1m=0.
The very basic method employed to study the spectrum of sparse Schro¨dinger operators is given
by Pearson [P]. Let ∆kδ,0 be the sparse operator ∆δ,0 (∆δ,0 = Jδ for L = 1) with (pn)n given by
(1.3) if n < ak and pn = 1 for all n ≥ ak, and let ρk(ϕ) denote the corresponding spectral measure.
Note that dρk/dϕ exists for almost every ϕ ∈ [0, π] and ρk is absolutely continuous with respect
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to the Lebesgue measure. The spectral measure ρ of ∆δ,0, which may be derived from the limit as
k →∞ of ρk, is determined by the asymptotic behavior, as n→∞, of the solution ψn = ψn(ϕ) of
the equation (
∆kδ,0ψ
)
n
= λψn , λ = 2 cosϕ
in the following sense. If Rk(ϕ) and θk(ϕ) are the radius and angle of Pru¨fer associated with ψak(ϕ),
it can be shown (see [P, P1, KR])
ρ(Σ) = lim
k→∞
ρk(Σ) = lim
k→∞
2
π
∫
Σ
sin2 ϕ
R2k(ϕ)
dϕ
for any Borel set Σ ⊂ (0, π). Pearson’s idea is that sparse ‘barriers’ lead to ‘independence’ of certain
(deterministic) functions which behave as functions of an uniformly distributed random variable.
As a consequence, we have
(
1
R2k(ϕ)
)1/k
=
k∏
m=1
(
R2m−1(ϕ)
R2m(ϕ)
)1/k
= exp
(
1
k
k∑
m=1
ln
R2m−1(ϕ)
R2m(ϕ)
)
≡ exp
(
1
k
k∑
m=1
ln f (ϕ, (am − am−1)ϕ, θm−1(ϕ))
)
−→ exp
(
1
π
∫ π
0
ln f (ϕ, u, θ) du
)
≡ 1/r (1.9)
with probability one with respect to that uniform distribution, by the weak law of large num-
bers. His method was modified in [MWGA] by exploiting the uniform distribution of a sequence
(ζm(ϕ))m≥1, for almost every ϕ, defined by a linear interpolation of Pru¨fer angles:
1
θm(ϕ) = g(θm−1(ϕ))− (am − am−1)ϕ , m ≥ 2 (1.10)
with θ1 = θ0 − a1ϕ, for the monotone increasing function
g(θ) = tan−1
(
(tan θ + cotϕ)/(1− δ)2 − cotϕ)
that maps the interval (−π/2, π/2] into itself. The crucial observation here is that f(ϕ, (am −
am−1)ϕ, θm−1(ϕ)) in (1.9) can be rewritten as f(ϕ, θm(ϕ)) for a different, although similar, function
f . Equation (1.9) thus gives an exact decay rate 1/r of ψn(ϕ) without evoking ‘independence’ of
1Our definition of Pru¨fer angles differs slightly from that of [P] and other authors. By θj we mean the Pru¨fer
angle at the site aj immediately before the j–th barrier takes place. Pearson’s definition is at the point bj right after
the barrier.
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the Bernoulli shift sequence um = (am − am−1)ϕ mod π, which would require an extremely sparse
condition.
The Hausdorff dimension of the spectral measure ρ can be determined using an extension due
to Jitormiskaya–Last [JL] of the Gilbert–Pearson theory of subordinance [GP], which relates the
spectral property of ρ to the growth rate of solution ψφn(ϕ) of the Schro¨dinger equation ∆
k
δ,φψn =
λψn. Note that ∆
k
δ,φ = ∆
k
δ,0 + E0 tanφ and the phase boundary is important since the exact
Hausdorff dimension holds only for almost every φ w.r.t. the Lebesgue measure. It is worth
mentioning that Zlatosˇ [Z] has applied the Jitormiskaya–Last method to a sparse model very similar
to the one considered in [MWGA] (whose ‘barriers’ locate at sites, not at edges). He has obtained
the exact Hausdorff measure for a sparse random model in which the distances from one to another
‘barrier’ are given by aj−aj−1+ωj with (ωj)j≥1 independent random variables uniformly distributed
in the interval [−j,−j + 1, . . . , j]. The improvement of Pearson’s method (1.9) given in [MWGA]
allows the Hausdorff dimension of the spectral measure to be determined without adding a random
variable to the sparse condition. This our main result (Theorem 3.11).
The present paper is organized as follows. We present some preliminary facts on the spectrum
of Jδ on Section 2 and on Section 3 we establish the exact Hausdorff dimension of the spectral
matrix measure of ∆δ,φ. Our main result, Theorem 3.11, is stated and proved in this section, after
we have extended to the block–Jacobi matrix Jδ,φ several preliminary results of [JL, Z].
2 The Spectrum of Jδ and Notation
In order to introduce the spectral measure of block–Jacobi matrices considered and to fix notation
we shall first consider the 0–Dirichlet Laplacean operator ∆0.0. For convenience, we always change
the order of the tensor product in (1.6): IL ⊗ Jδ + AL ⊗ I = Π (Jδ ⊗ IL + I ⊗ AL) Π−1 by an
appropriate permutation matrix Π and we call it by Jδ as well. The Kronecker sum
J0 = IL ⊗ J0 + AL ⊗ I , (2.1)
with J0 the free Jacobi matrix
J0 =


0 1 0 0 · · ·
1 0 1 0 · · ·
0 1 0 1 · · ·
0 0 1 0 · · ·
...
...
...
...
. . .


, (2.2)
is thus unitarily similar to (1.6) for (1.3) with δ = 0; consequently, its spectrum remains unchanged.
The structure of (2.1) permits to give a simple answer to the spectrum of this operator. It is
well known (see e.g. [La]) that if {ηk}nk=1 and {λj}mj=1 are the eigenvalues of the matrices A and B,
respectively, then {ηk + λj}n,mk,j=1 are the eigenvalues of the Kronecker sum Im ⊗ A+B ⊗ In. Since
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the interval [−2, 2] is the essential spectrum of J0, the essential spectrum of J0 is given by
σess(J0) =
L−1⋃
j=0
(ηj + σess(J0)) ≡
L−1⋃
j=0
Ij , (2.3)
with {ηj}L−1j=0 , ηj = 2 cos (2πj/L), the eigenvalues of AL. Thus,
σess(J0) =
{
[−2 + 2 cos (π(L− 1)/L) , 4] if L is odd
[−4, 4] if L is even (2.4)
holds for L ≥ 2.
It is also well known that the essential spectrum of the free Jacobi matrix J0, defined by (2.2),
is purely absolutely continuous. As J0 is in some sense a free matrix, we have
Proposition 2.1 The essential spectrum of J0, given by (2.4), is purely absolutely continuous.
Proof. Let
M(z) =
∫
dρ(x)
x− z
be the L × L M–matrix defined by the Borel transform of the spectral matrix ρ. By the spectral
theorem, theM–matrix of J is related to the resolvent matrix (J −zIL⊗I)−1 as follows. If J is the
matrix representation of a self–adjoint operator H in the separable space H with an orthonormal
basis
{
ϕ(k,m)
}
(k,m)∈Λ
, we have
(J − zIL ⊗ I)−1(m,0)(m′,0) = (ϕ(0,m), (H − zI)−1 ϕ(0,m′)) =
∫
dρmm′(x)
x− z = Mmm′(x)
By the fact that ∆0,0 has periodic condition on the vertical direction, AL is cyclic and the
resolvent can be block–diagonalized by the Fourier matrix:
(F−1L ⊗ I)(J − zIL ⊗ I)−1(FL ⊗ I) = diag
{
(J0 − zjI)−1
}L−1
j=0
, (2.5)
with zj = z − 2 cos(2πj/L), j = 0, . . . , L − 1, and FL := [v1v2 · · · vL] the matrix built up with the
eigenvectors vk = (1, ξ
k, . . . , ξ(L−1)k)/
√
L, ξ = exp{2πi/L} of the shift matrix S : (x0, . . . , xL−1) −→
(x1, . . . , xL−1, x0) on its columns.
The M–matrix can thus be written as
M(z) = FLdiag
{
(J0 − zjI)−100
}L
j=1
F−1L , (2.6)
where the 00–element (J0 − zjI)−100 of the resolvent matrix (J0 − zjI)−1 is the Weyl–Titchmarsh
m–function of the free Jacobi matrix J0 evaluated at zj . It is a simple exercise to calculate the
m–function for the one-dimensional free problem. If u1, u2 are the linear independent solutions
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of the Schro¨dinger equation J0u = zu satisfying, respectively, Dirichlet (3.8) and Neumann (3.9)
boundary conditions at n = −1, m(z) is uniquely defined by imposing that u = u2 − m(z)u1 is
l2(Z+,C). Explicitly
m(zj) = −zj
2
+
√
z2j
4
− 1 , j = 0, 1, . . . , L− 1 . (2.7)
for ℜzj > 0.
Now, let m(z) =
∫
dµ(x)/(z − x),
ℑm(ζ) = lim sup
ξ↓0
ℑm(z) ,
z = ζ+iξ, and let L(ρ) be the set of all ζ ∈ R for which this limit exists. It is known (see Appendix B
from [T]) that the minimal (or essential) supportsM,Mac andMs of µ, the absolutely continuous
part µac and the singular part µs of µ, with respect to the Lebesgue measure in R, are, respectively,
given by ζ ∈ L(ρ) such that 0 < ℑm(ζ) ≤ ∞, 0 < ℑm(ζ) <∞ and ℑm(ζ) =∞. These criteria can
be obtained using de la Valle´e-Poussin’s decomposition theorem [S], the Lebesgue-Radon-Nikodym
theorem and the following Lemma (see e.g. [GP]):
Lemma 2.2 If (dµ/dν)(ζ) (the Radon-Nikodym derivative) exists finitely or infinitely, them ℑm(ζ)
also exists and (dµ/dν)(ζ) = (1/π)ℑm(ζ) (ν is some Lebesgue measure on R).
Returning to the M–matrix (2.6), its diagonal elements are given by
Mmm(z) =
L−1∑
j,k=0
(FL)mj
(
diag
{
(J0 − zlI)−100
}L
l=1
)
jk
(
F−1L
)
km
=
L∑
j=1
m(zj) |(FL)mj |2 = 1
L
L∑
j=1
m(zj) , (2.8)
with m(z) given by (2.7). This equation, together with
lim
ξ↓0
ℑm(ζj + iξ) =
{
0 if |ζj| ≥ 2√
1− ζ2j /4 if |ζj| < 2
,
ζj = ζ − 2 cos(2πj/L), and Lemma 2.2, leads to
lim
ξ↓0
dρmm
dζ
(ζ + iξ) =
1
πL
L∑
j=1
lim
ξ↓0
ℑm(ζj + iξ) , (2.9)
which is strictly positive for almost every ζ with respect to the Lebesgue measure on the essential
support (2.4) of J0 and zero on its complement. The proof of Proposition 2.1 is thus concluded
evoking the above criteria.
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A natural question to ask is whether the essential spectrum of the matrix Jδ is, regardless of
δ ∈ (0, 1), the same of J0. This question is settled by the following
Theorem 2.3 Let Jδ be the block–Jacobi matrix defined by (1.6) with P given by (1.3) and (1.5).
The essential spectrum of Jδ is the set (2.3) and, consequently,
σess(Jδ) = σess(J0)
holds for any δ ∈ (0, 1).
Remark 2.4 Theorem 2.3 is an extension of Theorem 2.1 from [MWGA]. We follow its proof step
by step.
Remark 2.5 The operator ∆δ,φ with φ–phase boundary condition at k = −1 (1.2) may also be
written in the block–Jacobi matrix form (1.6) (see equation (1.8)). Clearly E0⊗ tanφIL is a rank–
L perturbation of Jδ and σess(Jδ,φ) = σess(Jδ), by Weyl’s invariance principle (see e.g. [RS]). Thus,
it is sufficient to deal with Jδ to determine the essential spectrum of Jδ,φ.
Proof. Firstly, let us show that σess(Jδ) ⊆ σess(J0). Define for u = (u(k,m))(k,m)∈Λ ∈ l2(Λ) the
2L–dimensional column vectors
uk = (u(k, 0), u(k + 1, 0), . . . , u(k, L− 1), u(k + 1, L− 1))
and the 2L× 2L matrices
hLk = pkIL ⊗A2 +
1
2
AL ⊗ I2 . (2.10)
Then, the quadratic form associated with Jδ can be written as
(u,Jδu) =
∞∑
k=1
uk · hLkuk+1 +
L∑
k=1
u(0, k)u(0, k + 1) . (2.11)
The factor 1/2 present in (2.10) avoids double counting of terms in (2.11); the second sum present
in (2.11) corrects the counting of the interacting terms between the elements of the first column.
We follow the strategy used in Proposition 2.1 to calculate the eigenvalues of hLn . The charac-
teristic polynomial of hLk reads
det
[
hLk − λIL ⊗ I2
]
= det
[(
F−1L ⊗ I2
) (
hLk − λIL ⊗ I2
)
(FL ⊗ I2)
]
= det
[
diag (Sm − λI2)L−1m=0
]
=
L−1∏
m=0
det [Sm − λI2] ,
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Sm =
(
cos (2πm/L) pk
pk cos (2πm/L)
)
.
So, the eigenvalues of hLk are λ
±
k,m = ±pk + cos(2πm/L), m = 0, . . . , L − 1. Inserting the spectral
decomposition of hLk
hLk =
L−1∑
m=0
(
λ+k,mP
+
k,m + λ
−
k,mP
−
k,m
)
into (2.11), where P±k,m are the projectors in the direction of the eigenvectors associated with λ
±
k,m,
we have
2λ− ≤ (u,Jδu)
(u, u)
≤ 2λ+ ,
with
λ+ = sup
k,m
λ+k,m = 2
and
λ− = inf
k,m
λ−k,m =
{
−2 if L is even
−1 + cos (π(L− 1)/L) if L is odd
concluding, together with (2.4), that σess (Jδ) ⊆ σess (J0).
To prove the inclusion σess (Jδ) ⊇ σess (J ), we use the Weyl criterion (Theorem VII.12 of [RS]):
if B is a bounded self-adjoint operator on a separable Hilbert space H, λ belongs to the spectrum
σ(B) of B if and only if there exists a sequence (ψn)n∈N in H, with ‖ψn‖ = 1, such that
lim
n→∞
‖(B − λ)ψn‖ = 0 .
Let λm(ϕ) = 2 (cosϕ− cos(2πm/L)), ϕ ∈ [0, π], m = 0, . . . , L− 1, and define
ψn,m = ψn ⊗ vm ,
with ψn = (1/
√
n) (eiϕj , . . . , einϕj , 0, . . .) and vm the m–th eigenvector of the shift operator S (see
equation (2.5)). Clearly ψn,m ∈ l2(Λ) and {λm(ϕ)} is in one–to–one correspondence with (2.3). We
claim that, for each m = 0, . . . , L− 1,
‖Jδψn,m − λmψn,m‖ ≤ c lnn√
n
(2.12)
holds with c = c(β) independent of n. To prove (2.12), we just have to note that Jδψn,m− λmψn,m
consists of the action on ψn,m of a sum of local matrices, bounded in norm by one; 2 of them involve
the extreme points eiϕ and einϕ, and there are O(lnn) nondiagonal matrices. The O(lnn) is due
to the fact that the sequence (aj)j≥1 satisfies the sparseness condition (1.5), with at most r points
aj within [1, n]; r is such that
r ≤ lnn
ln β
.
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Note that ALvm = 2 cos(2πm/L)vm and this part of the tensor product in Jδ has no effect to the
limit process. This proves the inclusion σess (Jδ) ⊇ σess (J ) and completes the proof of Theorem
2.3.

3 Exact Hausdorff dimension
This section is devoted to the determination of the Hausdorff dimension of the spectral measure of
(1.6).
3.1 Basic Definitions and Subordinacy
We start by some useful definitions. A more complete description is found in [L].
Given a Borel set S ⊂ R and α ∈ [0, 1], we define the number
Qα,δ(S) = inf
{
∞∑
ν=1
|bν |α : |bν | < δ;S ⊂
∞⋃
ν=1
bν
}
, (3.1)
the infimum taken over all δ–covers by intervals of size at most δ. The limit δ → 0,
hα(S) = lim
δ↓0
Qα,δ(S) , (3.2)
is called α-dimensional Hausdorff measure. This measure can be viewed as a continuous interpola-
tion of the counting measure at α = 0 (which assigns to each set S the number of points in it) and
the Lebesgue measure at α = 1. It is clear by the definitions (3.1) and (3.2) that hα(S) is an outer
measure on R, and its restriction to Borel sets is a Borel measure (see e.g. [F]). For β < α < γ,
δα−γQγ,δ(S) ≤ Qα,δ(S) ≤ δα−βQβ,δ(S) ,
holds for any δ > 0 and S ⊂ R. So, if hα(S) < ∞, then hγ(S) = 0 for γ > α; if hα(S) > 0, then
hβ(S) = ∞ for β < α. Thus, for every Borel set S, there is an unique αS such that hα(S) = 0 if
α > αS and h
α(S) =∞ if αS < α. The number αS is called the Hausdorff dimension of the set S.
Another useful concept is the exact dimension of a measure, due to Rodgers-Taylor [RT]:
Definition 3.1 A measure µ defined on R is said to be of exact dimension α, α ∈ [0, 1], if and
only if two requirements hold: (1) for every β ∈ [0, 1] with β < α and S a set of dimension β,
µ(S) = 0 (which means that µ(S) gives zero weight to any set S with hα(S) = 0); (2) there is a set
S0 of dimension α which supports µ in the sense that µ(R\S0) = 0.
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Given a positive, finite measure µ and α ∈ [0, 1], we define the Hausdorff upper derivative by
the limit
Dαµ(x) ≡ lim sup
ǫ↓0
µ((x− ǫ, x+ ǫ))
(2ǫ)α
. (3.3)
Definition (3.3) is the generalization of the Radon-Nikodym derivative for Hausdorff measures.
Note that the limit ǫ ↓ 0 does not need to be defined. Clearly, if Dαµ(x0) <∞ for some x0 then, for
all β < α,
Dβµ(x0) = lim sup
ǫ↓0
(2ǫ)α−β
µ((x− ǫ, x+ ǫ))
(2ǫ)α
= lim sup
ǫ↓0
(2ǫ)α−βDαµ(x) = 0 .
In a similar fashion, if Dαµ(x0) > 0 for some x0, then D
β
µ(x0) = ∞ for all β > α. Thus, we can
define for each x0 the local Hausdorff dimension α(x0), given by
αµ(x0) ≡ lim inf
ǫ↓0
lnµ((x− ǫ, x+ ǫ))
ln(2ǫ)
. (3.4)
Finally, we introduce the notion of continuity and singularity of a measure with respect to the
Hausdorff measure. Given α ∈ [0, 1], a measure µ is called α–continuous if µ(S) = 0 for every set
S with hα(S) = 0; it is called α–singular if it is supported on some set S with hα(S) = 0. We can
reformulate Definition 3.1 in this context: a measure µ is said to have exact dimension α if, for
every ǫ > 0, it is simultaneously (α− ǫ)–continuous and (α + ǫ)–singular.
The following remarkable result is due to Rodgers-Taylor [RT] and was extracted from Del
Rio-Jitomirskaya-Last-Simon [DJLS]:
Theorem 3.2 (Rodgers-Taylor) Let µ be any measure and α ∈ [0, 1]. Let
T∞ = {x : Dαµ(x) =∞}
and let χα denote its characteristic function. Let dµαs = χαdµ and dµαc = (1− χα)dµ. Then dµαs
and dµαc are, respectively, singular and continuous with respect to h
α.
Remark 3.3 The restriction µ(T+ ∩ ·) to the set T+ = {x : 0 < Dαµ(x) < ∞} is absolutely
continuous with respect to hα, in the sense that it is given by f(x)dhα(x) for some f ∈ L1(R, dhα).
Remark 3.4 Theorem 3.2 permits an extension of the standard Lebesgue decomposition of a Borel
measure into continuous and singular parts, with respect to the Hausdorff measure. The decom-
position into absolutely continuous, singular-continuous and pure point parts can also be extended
(see [L] for a complete study). All these measure decompositions lead to a corresponding spectral
decomposition of the Hilbert space.
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Let J be an essentially self–adjoint operator on l2(Z+) given by a Jacobi matrix and let
Ju = λu , (3.5)
be the corresponding Schro¨dinger equation. Jitomirskaya-Last [JL] extended, for Hausdorff mea-
sures, the Gilbert–Pearson theory of subordinacy [GP], for Lebesgue measures, which relates the
spectral property of ρ to the rate of growth of the solutions of the Schro¨dinger equation. A solution
u of (3.5) is said to be subordinate if
lim
l→∞
‖u‖l
‖v‖l
= 0
holds for any linearly independent solution v of (3.5), where ‖·‖l denotes the l2(Z+)–norm truncated
at the length l ∈ R, i.e.,
‖u‖2l ≡
[l]∑
n=0
|u(n)|2 + (l − [l])|u([l] + 1)|2 ,
[l] the integer part of l.
We shall see that the theory in [MWGA] permits to distinguish different kinds of singular-
continuous spectra, suitable for the study of the spectral measure ρj(λ) associated to each one–
dimensional component of Jδ, since their singularity becomes more pronounced when λ varies from
the center to the border of the spectrum (see Theorem 4.4 of [MWGA]).
To extend the block-diagonalization ideas used in Section 2 to study the spectral measure of
∆δ,φ, given by (1.1), we define operators
(Hjδ,φψ)(n) = pnψ(n+ 1) + pn−1ψ(n− 1) + Vjψ(n) ,
on l2 (Z+,C) subjected to a φ–boundary condition at n = −1:
ψ(−1) cosφ− ψ(0) sinφ = 0 , (3.6)
for each j ∈ {0, . . . , L−1}. The “potential” Vj = 2 cos(2πj/L) arises from the block-diagonalization
of ∆δ,φ by the Fourier matrix FL ⊗ I. Note that each Hjδ,φ is the projection of ∆δ,φ into its j–th
one-dimensional constituent.
To each Hjδ,φ there corresponds a Schro¨dinger equation
Jδuj = λjuj , (3.7)
with Jδ given by (1.7); we incorporate the factor Vj to the spectral parameter λ and define λj =
λ− 2 cos(2πj/L).
Now, let λ ∈ R and u1,j be the solution of (3.7) which satisfies the Dirichlet boundary condition
at −1, namely
u1,j(−1) = 0, u1,j(0) = 1 , (3.8)
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and let u2,j be the solution which satisfies the Neumann boundary condition
u2,j(−1) = 1, u2,j(0) = 0 . (3.9)
Following Jitomirskaya-Last [JL], we define for any given ǫ > 0 and for each j ∈ {1, . . . , l} a
length lj(ǫ) ∈ (0,∞) by the equality
‖u1,j‖lj(ǫ) ‖u2,j‖lj(ǫ) =
1
2ǫ
(3.10)
(see equation (1.12) from [JL]).
Since at most one of the solutions {u1,j, u2,j} of (3.7) is l2 (thanks to the Wronskian constancy),
the left-hand side of (3.10) is a monotone increasing function of l which vanishes at l = 0 and
diverges as l → ∞. On the other hand, the right-hand side of (3.10) is a monotone decreasing
function of ǫ which diverges as ǫ → 0. We conclude that the function l(ǫ) is a well defined
monotone decreasing and continuous function of ǫ which diverges as ǫ→ 0.
lj(ǫ) being defined, we can apply Theorem 1.1 of [JL] for each Weyl-Titchmarsh mj-function
related to each pair of solutions u1,j and u2,j, j ∈ {1, . . . , l}: for fixed ǫ > 0
5−√24
mj(λ+ iǫ)
≤
‖u1,j‖lj(ǫ)
‖u2,j‖lj(ǫ)
≤ 5 +
√
24
mj(λ+ iǫ)
.
Note that Theorem 1.2 of [JL] and its corollaries also holds: if µj denotes the spectral measure of
Hjδ,φ, then, with b = α/(2− α),
lim sup
ε→0
µj ((λ− ǫ, λ + ǫ))
(2ε)α
=∞ (3.11)
if and only if
lim inf
l→∞
‖u1,j‖l
‖u2,j‖bl
= 0 . (3.12)
3.2 Extension to Block–Jacobi Matrices
We may ask whether these results can be extended to the diagonal elements ρmm of the spectral
matrix ρ of ∆δ,φ. The generalization of Theorem 1.2 from [JL] is as follows. Since all diagonal
elements of M are equal, it is enough to consider ρ00.
Theorem 3.5 Let ∆δ,φ be given by (1.1), λ ∈ R and α ∈ (0, 1). Then
Dαρ00(λ) = lim sup
ǫ↓0
ρ00(λ− ǫ, λ+ ǫ))
(2ǫ)α
=∞ (3.13)
if and only if
lim inf
l→∞
‖u1,j‖l
‖u2,j‖bl
= 0 (3.14)
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for at least one j ∈ I(λ), where
I(λ) := {m ∈ {0, . . . , L− 1} : Im ∋ λ} , (3.15)
Im is defined in (2.3) and b =
α
2− α .
Proof. Suppose that (3.13) holds. Then, by (2.8) and (2.9), there exists at least one j ∈ I(λ) such
that
lim sup
ǫ↓0
µj(λ− ǫ, λ+ ǫ))
(2ǫ)α
=∞ (3.16)
and by Theorem 1.2 in [JL] applied to the operator Hjδ,φ (equations (3.11) and (3.12)), this holds
if and only if (3.14) holds.
Suppose now that (3.14) holds for some j ∈ I(λ). The same Theorem 1.2 of [JL] leads to (3.16).
But we know from (2.8) and (2.9) that this implies (3.13), concluding the proof of Lemma 3.5.

The resulting corollaries of Theorem 1.2 in [JL] can be extended on a similar fashion. Of
particular interest are Corollaries 4.4 and 4.5 of [JL]. The new version of the first is given by
Corollary 3.6 Suppose that for some α ∈ [0, 1) and every λ in some Borel set A, every solution
vj of (3.5) obeys
lim sup
l→∞
‖vj‖2l
l2−α
<∞
for all j ∈ I(λ) 6= ∅. Then the restriction ρ00(A ∩ ·) is α-continuous.
Proof. The proof follows the same structure of the proof of Corollary 4.4 in [JL]. Let λ ∈ A. From
the constancy of the Wronskian, ‖u1,j‖l ‖u2,j‖l ≥ l holds for every j, and since, by hypothesis,
‖u2,j‖2l < Cl2−α for some constant C, it follows that ‖u1,j‖l > C−1/2lα/2 for every j ∈ I(λ). Thus,
we have ‖u1,j‖l
‖u2,j‖bl
> C−(1+b)/2lα/2−b(2−α)/2 = C−(1+b)/2 > 0 ,
since b = α/(2− α). It follows from Theorem 3.5 that ρ00(A ∩ ·) is α-continuous.

Corollary 3.6 can be rewritten in terms of the one–dimensional 2× 2 transfer matrices
Tj(n;λ) = Tj(n, n− 1;λ)Tj(n− 1, n− 2;λ) · · ·Tj(0,−1;λ) , (3.17)
where
Tj(n, n− 1;λ) =


λj
pn
−pn−1
pn
1 0

 ≡ T (n, n− 1;λj) (3.18)
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is related to the equation (3.7) for every j ∈ {0, · · · , L − 1}. Note that T (n, n − 1;λ) is precisely
the transfer matrix considered in [MWGA] (see equation (2.2) therein). Moreover, for the sequence
(pn)n≥−1 of the form (1.3), only three different 2× 2 matrices appear in the r.h.s. of (3.17):
T− =

 λj1− δ −11− δ
1 0

 , T+ =
(
λj −1 + δ
1 0
)
and T0 =
(
λj −1
1 0
)
(3.19)
depending on whether the left, the right or none of the two entries n and n− 1 in (3.18) belong to
A, respectively. As (
uj(n+ 1)
uj(n)
)
= Tj(n;λ)
(
uj(0)
uj(−1)
)
,
Tj(n;λ) is also the fundamental matrix of (3.7)
Tj(n;λ) =
(
u1,j(n+ 1) u2,j(n+ 1)
u1,j(n) u2,j(n)
)
. (3.20)
Marchetti et al. [MWGA] have determined precisely the growth of the norm of T (n;λ) given
by the product of (3.18) with λj = λ and P given by (1.3) and (1.5). This together with a result
due to Zlatosˇ [Z] permits the determination of the Hausdorff dimension of ρ00.
Given (3.20), we have
Corollary 3.7 Suppose that for some α ∈ [0, 1) and every λ in some Borel set A,
lim sup
l→∞
1
l2−α
l∑
n=0
‖Tj(n;λ)‖2 <∞ , (3.21)
for all j ∈ I(λ), with ‖·‖ some matrix norm. Then the restriction ρ00(A ∩ ·) is α–continuous.
Proof. Theorem 2.3 from [KLS] states that there are two positive constants c1, c2, such that
c1max
{|u1,j(n + 1)|2, |u2,j(n+ 1)|2} ≤ ‖Tj(n;λ)‖2 ≤ c2max{u1,j(n + 1)|2, |u2,j(n+ 1)|2} (3.22)
This leads to
l∑
n=0
‖Tj(n;λ)‖2 ≥ cmax{‖u1,j‖2l+1 , ‖u2,j‖2l+1} (3.23)
for every j ∈ I(λ). Hypothesis (3.21), together with (3.23), implies Corollary 3.7.

It is interesting to note that the growth of the norm of the transfer matrix gives exactly the
growth of the increasing solution. This fact will be of great importance later.
The new version of Corollary 4.5 is
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Corollary 3.8 Suppose that for at least one j ∈ I(λ) 6= ∅
lim inf
l→∞
‖u1,j‖2l
lα
= 0 (3.24)
for every λ in some Borel set A. Then the restriction ρ00(A ∩ ·) is α–singular.
Proof. Let λ ∈ A and b = α/(2 − α). By hypothesis, there is at least one j ∈ I(λ) that satisfies
(3.24). Again, by the constancy of the Wronskian, ‖u1,j‖l ‖u2,j‖l ≥ l, and so ‖u2,j‖bl ≥ (l/ ‖u1,j‖l)b.
This implies
lim inf
l→∞
‖u1,j‖l
‖u2,j‖bl
≤ lim inf
l→∞
‖u1,j‖1+bl
lb
= lim inf
l→∞
(
‖u1,j‖2l
lα
)1/(2−α)
= 0 .
It follows from Theorem 3.5 that ρ00(A ∩ ·) is α-singular.

3.3 Main Result
In order to state the result concerning the Hausdorff dimension of the measure ρ00, we need a result
due to Zlatosˇ [Z] on the growth and decay of the solutions of (3.7) in the span {u1,j, u2,j}. We shall
give an improved version of Lemma 2.1 of [Z].
Proposition 3.9 Let A = (an)n≥1 be given by (1.5), λ ∈ R and let us assume that, for j ∈ I(λ), the
sequence (θjn)n≥0 of Pru¨fer angles, defined by (1.10) with ϕ replaced by ϕj, is uniformly distributed
mod π for every θj0 ∈ [0, π] and almost every ϕj ∈ [0, π] (w.r.t. Lebesgue measure) where 2 cosϕj =
λj = λ − 2 cos(2πj/L). Then, there is a generalized eigenfunction uj (i.e., uj satisfies (3.7) and
the phase boundary condition (3.6)) for energy λ such that
C−1n r
n/2
j ≤ |uj(an + 1)| ≤ Cnrn/2j , (3.25)
holds for a constants rj > 1 given by (with p = 1− δ)
rj = r(p, λj) = 1 +
(1− p2)2
p2(4− λ2j)
(3.26)
and C
1/n
n ց 1 as n→∞. In addition, there exists a subordinate solution vj for energy λ such that,
for all sufficiently large n,
|vj(an + 1)| ≤ C˜nr−n/2j (3.27)
holds with C˜
1/n
n ց 1 as n→∞.
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Proof. We shall combine ideas of [Z] with Theorem 8.1 of [LS] and estimates of [MWGA]. Let us
denote the spectral norm of the transfer matrix ‖Tj(an + 1;λ)‖ by tj,n. Equation (3.25), together
with (3.22), implies that tj,n satisfies the same upper and lower bounds. Under the hypotheses of
Proposition 3.9, it follows from (3.8) and (4.19) of [MWGA] that
C−1n r
n/2
j ≤ tj,n ≤ Cnrn/2j , (3.28)
with rj given by (3.26).
By (3.18) and (1.3),
‖Tj(k, k − 1;λ)‖2 ≤ ‖Tj(k, k − 1;λ)‖2E ≤ 1 +
1 + λ2j
(1− δ)2 <∞
if δ ∈ (0, 1), where ‖·‖E is the Euclidean matrix norm, for k, k − 1 ∈ A; otherwise Tj(k, k − 1;λ)
is similar to a clockwise rotation R(ϕj) by ϕj = (1/2) arccosλj : R(ϕj) = UT0U
−1 (see (2.8) of
[MWGA]). We write
Tj(an + 1;λ) = An · · ·A1
where, for each m
Am = Tj(am + 1, am;λ) · · ·Tj(am−1 + 2, am−1 + 1;λ) = T−T+T βm−20
by (3.19). Denoting sj,n = ‖An‖, we thus have
sj,n ≤ C
(
1 +
1 + λ2j
(1− δ)2
)
≡ Bj (3.29)
C = (1 + |cosϕj|)/(1− |cosϕj|), uniformly in n. As a consequence,
∞∑
n=1
s2j,n+1
t2j,n
<∞ (3.30)
verifies the assumption of Theorem 8.1 of [LS] and provides the existence of a subordinate solution
vj for energy λ. The idea of Zlatosˇ is to use the proof of Last–Simon to establish the decay of the
subordinate solution. We shall reproduce the main steps, for convenience.
Since T0, T+− := T+T− given by (3.19) and, consequently, Tj(an + 1;λ) and T
∗
j (an + 1;λ) are
2 × 2 unimodular real matrices, T ∗j (an + 1;λ)Tj(an + 1;λ) is a 2 × 2 unimodular symmetric real
matrix whose eigenvalues are t2j,n and t
−2
j,n, with corresponding orthonormal eigenvectors v
+
j,n and
v−j,n:
(
v+j,n,v
−
j,n
)
= 0. We write vα =
(
cosα
sinα
)
and define αn by
vαn = v
−
j,n . (3.31)
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Clearly, v+j,n = vαn+π/2 and by the spectral theorem, we have
‖Tj(an + 1;λ)vα‖2 =
(
vα, T
∗
j (an + 1;λ)Tj(an + 1;λ)vα
)
= t2j,n |(vα,v+)|2 + t−2j,n |(vα,v−)|2
= t2j,n sin
2 (α− αn) + t−2j,n cos2 (α− αn) . (3.32)
By the properties of a matrix norm together with (3.32) for n + 1 and definition (3.31), it can
be shown (see proof of Theorem 8.1 of [LS])
|αn − αn+1| ≤ π
2
s2j,n+1
t2j,n
.
Condition (3.30) implies that the sequence (αn)n≥1 has a limit α
∗ = limn→∞ αn. Hence, equation
(3.32) and the telescope estimate
|αn − α∗| ≤
∞∑
m=n
|αm − αm+1| ≤ π
2
∞∑
m=n
s2j,m+1
t2j,m
yields
‖T (an + 1;λj)vα∗‖2 ≤ t2j,n (α∗ − αn)2 + t−2j,n
≤ π
2
Bjt
2
j,n
(
∞∑
m=n
1
t2j,m
)2
+ t−2j,n
which, together with (3.28), gives (3.27) concluding the proof of Proposition 3.9. Note that, by
definition of transfer matrix, vj(an + 1) = (Tj(an + 1;λ)vα∗)2 is a subordinate solution evaluated
at aj + 1 since uj(an + 1) ≡
(
Tj(an + 1;λ)vα∗+π/2
)
2
satisfies
lim
n→∞
|vj(an + 1)|
|uj(an + 1)| = 0
in view of
∥∥T (an + 1;λj)vα∗+π/2∥∥ ≥ t2j,n/2 for sufficiently large n.

Remark 3.10 Equation (3.28), where tj,n ≡ ‖Tj(an + 1;λ)‖, holds for every j ∈ I(λ) for λj =
λ − 2 cos(2πj/L) ∈ (−2, 2) \ Aθj
0
, Aθj
0
a set of zero Lebesgue measure possibly depending on the
initial Pru¨fer angle θj0, which depends on φ–condition and ϕj (see eq. (3.7) and Theorem 4.4 of
[MWGA]).
We are now ready to present our main result.
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Theorem 3.11 Let ∆δ,φ be given by (1.1) with δ ∈ (0, 1) and φ–boundary condition (1.2). Let ρ
be its spectral matrix measure. For any closed interval of energies I ⊂ ⋃j Ij, where
Ij =
(
−2 + 2 cos
(
2πj
L
)
, 2 + 2 cos
(
2πj
L
))
, (3.33)
and for almost every boundary condition φ, the element ρ00 of the spectral measure ρ restricted to
I has, for every ε > 0, the Hausdorff dimension
αρ00(λ) ∈
(
αρj∗ (λj∗)− ε, αρj∗ (λj∗) + ε
)
(3.34)
where
αρj∗ (λj∗) = min
j∈I(λ)
αρj (λj) = min
j∈I(λ)
(
1− ln rj
ln β
)
, (3.35)
with rj = r(p, λj) given by (3.26) (p = 1− δ), if the sparseness parameter satisfies β > β0 for some
β0 = β0(δ, λj∗ , ε) large enough.
Remark 3.12 Theorem 3.11 generalizes (from the one-dimensional case to the finite strip prob-
lem) and improves (it establishes the Hausdorff dimension of the spectral measure) Theorem 4.1 of
Zlato˘s [Z].
Proof. Let I be given by (3.33) and let us, provisionally, assume that for λ ∈ I the sequence
(θjn)n≥0 of Pru¨fer angles is uniformly distributed mod π for every θ
j
0 ∈ [0, π] and almost every
ϕj = (cos
−1 λj) /2 ∈ [0, π], for every j ∈ I(λ). It follows from (3.28) and Theorem 4.4 of [MWGA]
that, there is an Aθj
0
with zero Lebesgue measure such that for any λ ∈ I \ Aθj
0
and any k ∈ Z+
such that an ≤ k < an+1, we have
‖Tj(k;λ)‖ ≤ Cnrn/2j ≤ C ′naγj/2n ≤ C ′′nkγj/2 ,
with γj ≡ ln rj/ ln β and limn→∞ (C ′′n)1/n = 1, by the sparseness condition (1.5).
It follows from the constancy of ‖Tj(k;λ)‖ on [an+1, an+1] (see Section 4 of [MWGA]), together
with the above equation,
l∑
k=0
‖Tj(k;λ)‖2 ≤ cl1+γj (3.36)
holds for some c > 0 and every λ ∈ I \ Aθj
0
.
The application of Proposition 3.9 for these values of λ guarantees the existence of a subordinate
solution vj which satisfies
|vj(an + 1)|2 ≤ C ′′′n a−γjn
for every j ∈ I(λ). Since every solution of (3.5) has constant modulus on the interval [an+1, an+1],
we have
‖vj‖2l ≤ c′l1−γj , (3.37)
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for some c′ > 0.
Since the measure ρ00 restricted to I is supported on the set of those λ for which each u
sub
j
satisfies the boundary condition φ (due to the fact that each constituent of ρ00 has no absolutely
continuous part; see Theorem 1 of [GP]), we have u1,j = vj.
Thus, by (3.36) and (3.37)
lim sup
l→∞
1
l2−α
l∑
k=0
‖Tj(k;λ)‖2 <∞ (3.38)
and
lim inf
l→∞
‖u1,j‖2l
lα′
= 0 (3.39)
hold for each j ∈ I(λ), provided 2− α ≥ 1 + γj and α′ > 1− γj.
Corollary 3.7 says that if (3.38) is satisfied for all j ∈ I(λ), the restriction ρ00((I \ ∪jAθj
0
) ∩ ·)
is α-continuous. Clearly, α = minj(1− γj) satisfies the requirement:
lim sup
l→∞
1
l2−α
l∑
n=1
‖Tj(n;λ)‖2 ≤ lim sup
l→∞
1
l1+γj
l∑
n=1
‖Tj(n;λ)‖2 <∞ ,
which implies that (3.38) holds simultaneously for every j ∈ I(λ), provided λ ∈ I \ ∪jAθj . Thus
ρ00((I \ ∪jAθj
0
) ∩ ·) is at most α-continuous.
We affirm that ρ00((I \ ∪jAθj
0
) ∩ ·) is at least α–singular with α = minj(1− γj). We have from
Corollary 3.8 that the restriction above is η–singular for every η > α (since (3.24) is satisfied for
at least one j). However, (3.39) is satisfied for every j; this proves our assertion.
Thus, by the definition of Hausdorff dimension to measures, ρ00((I \ ∪jAθj
0
) ∩ ·) has exact
dimension
α = min
j
(1− γj) (3.40)
which, together with the definition of γj, is exactly (3.35).
We now replace the Pru¨fer angles (θjn)n≥0 by a sequence (ζ
j
n)n≥0 of continuous piecewise linear
functions ζjn = ζ
j
n(ϕj) which can be shown to be uniformly distributed mod π by the general metric
criterion (see Section 5 of [MWGA]) and whose difference of their respective Birkhoff average
E =
1
N
N∑
n=1
(
f(θjn)− f(ζjn)
)
,
for any uniformly continuous function f defined in [0, π], can be made arbitrarily small by taking
the sparseness parameter β sufficiently large (see Theorem 5.6 of [MWGA]). As a consequence,
(3.28) is replaced by
C−1n e
n(ln rj−2|E|)/2 ≤ tj,n ≤ Cnen(ln rj+2|E|)/2
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and equations (3.38) and (3.39) are affected only by an ε uncertainty, leading to (3.34).
Finally, by the theory of rank one perturbations, we know that ρ00(∪jAθj
0
) = 0 holds for almost
every φ, and so for almost every φ the restriction ρ00(I ∩ ·) has (3.35) as its Hausdorff dimension.
This concludes the proof of Theorem 3.11.

An interesting conclusion drawn from Theorem 3.11 is that the spectral measure ρ00 always
inherits the most singular behavior between its components. Let us explain what this assertion
means.
Let B be a Borel set, B ⊂ I (I given by (3.33)). If αρ00(λ) > 0 for every λ ∈ B, then ρ00(B ∩ ·)
is purely singular-continuous. We see from (3.35) and (3.26) that this holds if, and only if,
(4− λ2j)(β − 1) >
(
1− p2
p
)2
(3.41)
is satisfied for every j ∈ I(λ). This is exactly the expression (4.30) of [MWGA], which gives a
necessary condition for the existence of singular-continuous spectrum (the result follows directly
from Theorem 2.1 of [SS] and Theorem 3.2 of [LS]).
Thus, if condition (3.41) fails to be satisfied for at least one j in some Borel set B, then the
spectrum of ρ00(B ∩ ·) if singular-continuous, it has 0 Hausdorff dimension. This result is a direct
consequence of Corollary 3.7.
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