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Abstract
The blockchain paradigm provides a mechanism for content dissemination and distributed consensus
on Peer-to-Peer (P2P) networks. While this paradigm has been widely adopted in industry, it has not
been carefully analyzed in terms of its network scaling with respect to the number of peers. Applications
for blockchain systems, such as cryptocurrencies and IoT, require this form of network scaling.
In this paper, we propose a new stochastic network model for a blockchain system. We identify a
structural property called one-endedness, which is desirable in any blockchain system. We prove that
whenever the blockchain network model is stochastically stable, then a blockchain is one-ended. We
further establish that our model is monotone separable and use this result to establish upper and lower
bounds on the stability region. The bounds on stability depend on the conductance of the P2P network
and allow us to analyze the scalability of blockchain systems on large P2P networks. We verify our
theoretical insights using both synthetic data and real data from the Bitcoin network.
1 Introduction
The blockchain paradigm, introduced in the celebrated Bitcoin whitepaper [34], enables distributed consensus
over a peer-to-peer network. Each peer constantly mines new information called blocks, which can consist of
more fine-grained information called transactions. Thus, blocks in the network are created over time. Each
peer that creates (mines) a block also creates references to one or more previously created blocks. Peers also
communicate blocks in order to synchronize their information sets; i.e., the sets of blocks and references the
peers are aware of.
One of the main goals of a blockchain system is to enable consensus through distributed trust. Trust is
achieved by the references – a peer only references a block for which they have verified the contents. In order
to achieve distributed consensus, all peers should trust the same blocks. If all peers trust a block, it is called
confirmed. A natural performance requirement of a blockchain system is that the subset of blocks which are
confirmed grows with time as blocks are created. This, however, is not guaranteed as blocks are created over
time at different locations in the network and then need to be disseminated. Due to bandwidth limitations,
communications on the network are not instantaneous and experience delays. If blocks are created too
quickly, the delays cause network congestion and can prevent a blockchain system from confirming blocks.
This paper presents a new stochastic model to assess the impact of block creation rates, bandwidth
limitations, and network topology on the performance of a blockchain system. A blockchain system has
two components – a peer-to-peer network that disseminates blocks mined by a peer to others, and temporal
dynamics, by which different peers mine blocks at different instances of time. The classical peer-to-peer
models characterize the dissemination of blocks among peers through communication protocols, but do not
capture the arrival of exogenous blocks. On the other hand, models in queueing networks, precisely char-
acterize the temporal dynamics of block arrivals, but cannot capture dependencies between blocks imposed
by the peer-to-peer gossip dynamics. In this paper, we propose a new stochastic model that captures both
the bandwidth-limited gossip-based dissemination of blocks among peers in a peer-to-peer network and
exogenous block arrivals.
We model blocks as vertices and references as directed edges in a directed acyclic graph, as in [37, 7].
Formally, we model newly mined blocks as an arrival process such that each new block arrives to the network
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at the peer who mines it. Upon a block arrival, a peer adds the new block to its local copy of the blockchain.
Peers also communicate over the network to synchronize their local copies of the blockchain based on a gossip-
like protocol. Due to bandwidth limitations, communicated blocks are subject to delays which depend on
the instantaneous network congestion. Precisely, each peer communicates blocks to neighboring peers at a
given rate of communication, and communicates the oldest block not possessed by the other peer. Thus,
blocks experience a network delay, as they are disseminated in a First Come First Served (FCFS) basis by
the peers. It is therefore possible that a new block arrives to the system before the block(s) it references
are confirmed. In particular, not all peers necessarily have all previously arrived blocks upon the arrival of
a new block. Due to the aforementioned causality of block references, it is important to maintain the order
in which blocks are disseminated across the peer-to-peer network so that a blockchain system can reliably
confirm blocks.
In this paper, we study the problems of stability and scalability of our blockchain model. Broadly, stability
ensures that there exists a positive rate at which blocks can be confirmed for a fixed peer-to-peer network.
The stability of blockchain systems ensures that an external observer can determine, in finite time, which
blocks will eventually be confirmed. Scalability ensures that there exists a (fixed) positive rate at which
blocks can be confirmed as the number of peers grows. Scalability ensures that the performance of the
blockchain system does not degrade as the number of peers participating in the system grows. The problem
of optimizing throughput by selecting system parameters and designing other protocols is thus dependent
on first ensuring stability and scalability of the system.
1.1 Contributions of this Paper
The contributions of this paper are threefold.
Asymptotic Structural Properties – Motivated by the fact that blockchain systems require network
resources (in the form of bandwidth) in order to confirm blocks in the ledger, we begin with a natural
performance requirement. As the bandwidth consumed by a blockchain system grows as time t → ∞; thus
the number of confirmed blocks should also grow. To this end, we consider the evolution of a blockchain
system in the limit as time t→∞ and show that if there are infinitely many confirmed blocks, the sub-graph
of confirmed blocks exhibits the qualitative property of one-endedness. A precise definition of one-endedness
is given in Section 2.3. Furthermore, we find that, the one-endedness of the limiting blockchain DAG is a
sufficient condition for the existence of infinitely many confirmed blocks.
Armed with these results, we analyze two natural constructions of blockchain DAGs, which we refer to
as the tree and throughput-optimal policies. The tree policy is implemented in the Bitcoin and Ethereum
blockchains, the two most widely-adopted blockchain systems [34, 10]; the throughput-optimal policy is
introduced in [28]. We show that, if the network is stable, then any blockchain constructed under these two
policies has a one-ended limiting DAG. Thus, if the network is stable, these two constructions are able to
confirm infinitely many blocks in the limit as time t→∞.
Stability and Scalability – We compute bounds on the stability region of blockchain systems as a function
of the block arrival rate, network bandwidth limitations, and network topology. Namely, we bound the
maximum block arrival rate to the system such that a blockchain system using the tree or throughput-policy
can confirm infinitely many blocks as time t→∞. Precise definitions are given in Section 2.2. Our analysis
assumes that the input process is stationary, but not necessarily Poisson. We find that µ, the maximum block
arrival rate to ensure stability, satisfies φHlogN ≤ µ ≤ φH , where φH is the conductance of the peer-to-peer
network H, with N peers.
Following the stability analysis, we use our bounds to assess the scalability of blockchain systems. A
sequence of peer-to-peer networks (Hk)k∈N is scalable if there exists a positive block arrival rate λ∗ such
that each network is stable with arrival rate λ∗. We determine a necessary condition for scalability, which
in turn provides a sufficient condition for the lack thereof. We show that sequences of peer-to-peer networks
of regular grids, regular trees, and random geometric peer-to-peer networks are not scalable.
Bitcoin System Evaluation using Real Data Traces – Finally, we turn to numerical simulation to
characterize quantitative measures of blockchain system network performance. We prove that under the tree
policy, stable blockchain systems confirm infinitely many blocks as time t → ∞. Our proof identifies a set
of blocks called the distinguished path, using which an external entity who is aware of the global network
dynamics can determine, in finite time, which blocks will eventually be confirmed. This determination
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relies on the network behavior of peer-to-peer dynamics in blockchain systems; from this result we are able
to determine several network metrics for stable blockchain systems. For small peer-to-peer networks, we
simulate these performance metrics with respect to block arrival rates.
Using measurements of the Bitcoin peer-to-peer network taken by [12] and [21], and traces of the Bitcoin
peer-to-peer network taken by [8] we compare the performance of our model with a simulated Poisson block
arrival input and with an input of traces of the Bitcoin blockchain system. We find that the assumption of
Poisson block arrivals is a good approximation of the real process.
1.2 Organization of this Paper
In Section 2, we present our stochastic network model and relevant definitions for our analysis. In Section 3 we
identify a structural relationship between confirmed blocks and provide a sufficient condition for the existence
of infinitely many confirmed blocks as time t → ∞. In Section 4, we show that stable blockchain systems
using the Tree and Throughput-Optimal policies confirm infinitely many blocks as time t→∞. In Section
5, we derive bounds on the stability region for our model. In Section 6, we discuss the scalability of several
commonly studied network topologies. In Section 7, we interpret our theoretical results and identify new
network metrics to characterize stable blockchain dynamics. In Section 8, we conduct numerical experiments.
In Section 9, we discuss related work. We provide concluding remarks in Section 10. Proofs are deferred to
appendices.
2 System Model
Our model consists of a collection of peers on a peer-to-peer network. Each peer adds blocks to the blockchain
system in a process called mining. Newly mined blocks are added to the peers’ individual copies of the global
blockchain ledger. Peers subsequently communicate newly mined blocks to other peers on the peer-to-peer
network. Communications over the peer-to-peer network incur delays, which depend on the instantaneous
network congestion. Each peer represents the instantaneous state of its copy of the blockchain as a DAG and
updates its copy of the DAG according to both the communications received over the peer-to-peer network,
as well as through block mining. We describe this process more formally below.
2.1 Stochastic Network Model
Peer-to-Peer Network - Our model consists of N peers connected to each other by an undirected graph
H. Each edge (i, j) of H represents a bi-directional communication link between peers i and j. Associated
with each peer p ∈ {1, . . . , N}, at each time t ∈ R+, is a DAG Gp(t), whose vertex set is denoted by
Bp(t) ⊂ N ∪ {0} and edge set Ep(t). The DAGs Gp(t), p ∈ {1, . . . , N} represent the state of the blockchain
from the perspective of peer p at time t. The set Bp(t) represents the set of blocks known to peer p at time
t and the set Ep(t) represents the aforementioned block references.
From henceforth and for clarity, Gp(t), the blockchain graph at a peer p at time t, and the union G(t)
are referred to as DAGs. The vertices of any DAG are be referred to as blocks and the (directed) edges are
be referred to as references. Similarly, the graph H, which represents the communication structure among
the N peers is referred to as a network. The vertices of any network is be referred to as peers and the
(undirected) edges is be referred to as links.
At time 0, we assume that Gp(0) is a single vertex indexed 0, for all peers p ∈ {1, . . . , N}. We denote by
B(t) =
⋃N
p=1Bp(t) and E(t) =
⋃N
t=1Ep(t). The graph G(t) is the graph on the vertex set B(t) with edge
set E(t).
Block Arrival and Reference Selection Process - The DAGs Gp(t) associated with the peers evolve
with time as new blocks arrive to the system. More precisely, the arriving blocks are indexed by the natural
numbers {1, 2, . . .}. Recall that at time 0, all peers are in agreement about block 0. Blocks arrive in
continuous time (according to a stationary point process A with intensity λ), with each block i ∈ N arriving
at a (random) peer denoted by pi ∈ {1, . . . , N}. If a block i arrives at peer p at time t, we specify this event
as peer p mines block i at time t. When a block indexed i arrives at peer p, p is instantly aware of the index
of the newly arrived block. In other words, the arriving block is instantly added to the block set of the DAG
associated with peer p. The outgoing references from block i are chosen from among Bp(t) \ {i} according
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to a fixed policy depending only on the DAG Gp(t
−), where t− is a moment in time infinitesimally before t.
For each block i ∈ N, we denote by Oi the set of outgoing neighbors of block i. If block i is mined by peer
p, at time t, Oi ⊆ Bp(t) ⊆ {1, . . . , i− 1}. Notice that the set Oi, is only chosen at the time of arrival by the
peer to which block i arrives to, and is fixed henceforth. We give examples of policies that select Oi in the
sequel.
Communication Among Peers - Associated with each peer p ∈ {1, . . . , N}, is a marked point process
Tp, for which each mark corresponds to another peer in {1, . . . , N} \ {p}. At each epoch of Tp, peer p first
contacts a peer q, given by the mark of the epoch. Instantly, peer q’s block set Bq(t) is updated to include
the lowest numbered block in Bp(t)\Bq(t) if this set is non-empty and the reference set Eq(t) is also updated
accordingly. Observe that if peer p communicates block j ∈ N to peer q at time t, Oj ⊆ Bq(t). For otherwise,
then one of the block in Oj would be communicated, as the communication policy sends the lowest numbered
block and for every block j, peer p and time t, Oj ⊆ {1, · · · , j − 1}.
Note that the DAGs Gp(t), p ∈ {1, . . . , N} and G(t) are random DAGs as their growth is governed by
a stochastic process. These graphs are parameterized by the P2P network H but we do not include this in
our notation as the context will always be clear.
Observe that P2P network dynamics are a continuous time rumor-spreading process with exogenous
arrivals [20]. Here, rumors represent blocks which are disseminated on the network. For simplicity and
without loss of generality, we assume that each peer p has unit communication bandwidth, i.e., the process
Tp is rate 1 block per second. We relax this assumption in Remark 1. As a peer p can communicate at most
a single block at the epochs of Tp, the block dissemination is bandwidth-limited.
Longest Chain Policies - In this paper, we only consider the case where the outgoing edges of a block
are chosen according to a class of deterministic policies that we call Longest Chain Policies. This class of
policies are such that, for each arriving block i ∈ N, which occurs at a random peer p ∈ {1, . . . , N}, at time
t ∈ R+, at least one of its outgoing edges connects to a vertex j ∈ Bp(t), which is farthest away (in the sense
of number of hops in Gp(t)) from block 0. Formally, for each peer p ∈ {1, . . . , N} and time t ∈ R+, denote
by the non-empty set
Lp(t) := {j ∈ Bp(t) : d(j, 0) ≥ d(j′ , 0),∀j′ ∈ Bp(t)}. (1)
The class of longest chain policies is such that for every block i ∈ N which arrives at peer p, at-least one of its
outgoing edges is in the set Lp(t). In other words, for every block i ∈ N, that arrives at peer p ∈ {1, . . . , N},
at time t ∈ R+, the set Oi ∩ Lp(t) is non-empty. This class of policies construct simple DAGs, i.e., for any
two blocks i > j ≥ 0, there is at most one directed edge from i to j in G(t) := ⋃Np=1Gp(t), for all t ≥ 0.
In this paper, we consider the following to reference selection policies. In both policies, we fix a block
i ∈ N, that arrives at a (random) peer p ∈ {1, . . . , N}, at time t ∈ R+.
1. Tree Policy - Oi ⊆ Lp(t), such that |Oi| = 1. Every block has exactly one outgoing reference, chosen
according to a deterministic rule from the set Lp(t). We assume without loss of generality that each
block i has an outgoing reference to the least indexed block in Lp(t) in the event that |Lp(t)| > 1.
2. Throughput Optimal Policy -
Oi = {b ∈ Bp(t) : b is a leaf in Gp(t)}. Every block connects to all leaves in Gp(t−). We explain after
Corollary 4 why this policy is called throughput-optimal.
In this paper, we only analyze blockchain systems that use the tree and throughput-optimal policies.
Bitcoin [34] and Ethereum [10], the two most widely adopted blockchain implementations, both use the tree
policy, and the throughput-optimal policy is studied in [28].
Example Blockchain Realization - See Figure 1 for an example realization of the arrival and transmission
processes on a peer-to-peer network with 2 peers, p and q. Both peers use the tree policy. In the example,
the arrival process A has points at times 1.1, 2.4, 4.0, and 6.2, with marks p, p, q, and q, respectively. The
transmission process Tp occurs at times 2.6, 5.2 and the transmission process Tq occurs at times 5.8, 6.9.
The figure depicts the graph G(t) throughout the duration of these point processes and enumerates the sets
Bp(t), Bq(t). The subfigures (b), (c), (d), (e), (f), (g), (h) capture the system in increasing time.
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p q
Tp
Tq
A A
(a) The peer-to-peer network H consisting of
2 peers, p and q.
0
(b) t = 0
Bp(0) = {0}, Bq(0) = {0}
0 1
(c) t = 1.1
Bp(t) = {0, 1}, Bq(t) = {0}
0 1 2
(d) t = 2.4
Bp(t) = {0, 1, 2}, Bq(t) = {0}
0 1 2
(e) t = 2.6
Bp(t) = {0, 1, 2}, Bq(t) = {0, 1}
0 1
2
3
(f) t = 4.0
Bp(t) = {0, 1, 2}, Bq(t) = {0, 1, 3}
0 1
2
3
(g) t = 5.2
Bp(t) = {0, 1, 2}, Bq(t) = {0, 1, 2, 3}
0 1
2
3
(h) t = 5.8
Bp(t) = {0, 1, 2, 3}, Bq(t) = {0, 1, 2, 3}
0 1
2
3
4
(i) t = 6.2
Bp(t) = {0, 1, 2, 3}, Bq(t) = {0, 1, 2, 3, 4}
0 1
2
3
4
(j) t = 6.9
Bp(t) = {0, 1, 2, 3, 4}, Bq(t) = {0, 1, 2, 3, 4}
Figure 1: A sample realization of G(t) wherein blocks are added according to the tree policy. Here, gray
blocks represent blocks known to Peer p and white blocks are known to Peer q. Blocks shaded both gray
and white are known to both peers p and q.
2.2 Stablility and Scalability
We now define stability and scalability for blockchain-like systems, which are motivated from distributed
agreement among peers.
Definition 1. A blockchain system is consistent at time t if Bp(t) = B(t) for all peers p ∈ {1, . . . , N}. Such
a time t is called a time of consistency. In other words, the system is consistent at time t if all peers have
identical block sets.
In Figure 1, subfigures (b), (h), and (j) are times of consistency. We discuss consistency and its relation
to analogous concepts in the queueing theory literature in Sections 7 and 8.
Definition 2. A blockchain system is stable (or recurrent) for a given block arrival rate λ if, almost surely,
there exists an infinite sequence (Ck)k∈N of times such that the system is consistent, and G(Cj) 6= G(Ck) if
j 6= k.
In other words, the blockchain system is stable if there are infinitely many times of consistency with at
least one block arrival between subsequent times of consistency. We now define scalability.
Definition 3. Consider a sequence (Hk)k∈N of P2P communication networks, where the number of peers in
Hk increases monotonically as k grows. A blockchain system is scalable on (Hk)k if there exists a non-zero
block arrival rate λ∗ > 0 such that, for every k ∈ N, the blockchain system is stable with rate λ∗ on the P2P
network Hk. If there is no such non zero block arrival rate λ
∗, the system with P2P networks (Hk)k∈N is
non-scalable.
Stability is a property of the blockchain system for a fixed P2P network, in the limit as time goes to
infinity. Notice that stability is an asymptotic concept and can only be assessed in the limit as time goes to
infinity. In addition, stability is a property only of the block communication dynamics on a P2P network
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and the block arrival rate and is not dependent on the reference selection policy by which individual peers
add blocks. This follows as stability only requires that all peers be aware of the same set of blocks infinitely
often, and the communication among peers is governed only by block indices.
Scalability, on the other hand, is a double limit, where for a fixed P2P system, we take time to infinity,
and then subsequently, take the size of the P2P system to infinity. Thus, the definition of scalability is with
respect to a particular sequence of P2P networks, whose vertex sets grow to infinity. Precisely, we deem
an infinite sequence of P2P networks scalable if there exists a non-zero arrival rate such that a blockchain
system on every P2P network of the sequence is stable for that rate.
2.2.1 Connections to Peer-to-Peer and Queueing Networks
As the P2P network is bandwidth-limited, stability and scalability are not guaranteed a priori. To see this,
fix the number of peers k ∈ N and the bandwidth at all peers to be 1, e.g., the intensity of the communication
processes (Tp)
k
p=1 are all equal to 1. In such a setting, the total bandwidth in the network increases with the
number of peers k, as each peer has unit outgoing bandwidth. However, as each block that arrives to the
system must be communicated to all other peers to ensure stability, increasing the number of peers in the
system may increase the dissemination time of any given block. Our definitions of stability and scalability,
capture this trade-off and facilitate the analysis of large-scale bandwidth-limited blockchain systems.
The definitions of stability and scalability resemble those studied in classical queueing networks [26].
Indeed, one can view our process, as consisting of blocks (customers in the language of queues), arriving
into a “queue” at rate λ. Each block (customer) “leaves” once it has been disseminated to all the peers in
the peer-to-peer network. However, the rate of service given to any block (customer), is not a function of
the queue state alone, as in either the First Come First Served (FCFS) or Generalized Processor Sharing
disciplines. Instead, the rate of service, depends on the internal blockchain states of the peers in the peer-to-
peer network and the associated communication processes among peers. Thus, a direct analysis of stability
cannot be conducted by coupling our model to any equivalent queueing network model. Despite the difference
between our model and traditional queueing networks, we use some of the technical ideas developed to study
networks of queues ([3]), such as the monotone coupling and saturation rules, to analyze our system.
2.3 Preliminaries on Infinite DAGs
In subsection, we provide definitions and key properties of infinite DAGs. These will be used to describe
the blockchain DAG later in the paper, where the vertices will be blocks and the (directed) edges will be
references.
Definition 4. A maximal path from a vertex i in a DAG is any path beginning at i and ending at some
vertex j such that no edges originate at j.
Note that maximal paths exist for all vertices in finite DAGs; but in general this need not be true for
infinite DAGs. In general, a vertex may have more than one maximal path.
Halin [23] introduces the concept of ends in infinite graphs, which we re-state for infinite DAGs below.
Definition 5. An infinite path in a DAG G(V,E) is a sequence of vertices (vk)k∈N such that either the
directed edge (vi, vi+1) ∈ E for all i ∈ N, or the directed edge (vi+1, vi) ∈ E for all i ∈ N.
Note that any finite or infinite path in a DAG does not contain any repeated vertices and has a first
vertex v1 ∈ V .
Definition 6 (Halin [23]). Two infinite paths p1, p2 in an infinite DAG are equivalent if there exists a third
infinite path p3 with |p3 ∩ p1| = |p3 ∩ p2| =∞, where the intersection is over vertices.
The equivalence relation in Definition 6 partitions the set of all infinite paths in a DAG into equivalence
classes called ends.
Definition 7 (Halin [23]). For any n ∈ N ∪ {0,∞}, an infinite DAG is n-ended if it has n ends, i.e., there
are exactly n different equivalence classes of infinite paths. An infinite DAG is one-ended if all of its infinite
paths are equivalent. If there are no infinite paths in DAG, then it has 0 ends.
6
Note that Definition 7 gives that all finite DAGs have 0 ends.
We give the following examples to illustrate the number of ends in various graphs. All of these examples
are on the vertex set N.
1. There is an edge from vertex i to vertex 1 for all i > 1, and no other edges. As there are no infinite
paths, this graph is 0 ends.
2. There is an edge from vertex i to vertex i + 1 for all i ∈ N. Here, any infinite path is necessarily
of the form j, j + 1, . . . for some j ∈ N. For any two infinite paths beginning at j, k ∈ N, the path
max(j, k),max(j, k) + 1, . . . intersects both paths infinitely often; hence this graph is one-ended.
3. There is an edge from vertex 1 to vertex 2. In addition, there is an edge from vertex i to vertex i+ 2.
The following infinite paths are not equivalent: 1, 3, 5, . . . and 2, 4, 6, . . .. Thus this graph is 2-ended.
Further work on ends in random graphs can be found in [2, 4, 6].
Definition 8. A DAG is locally finite if each vertex has finite in-degree and finite out-degree.
Note that any finite DAG is also locally finite; however an infinite DAG need not be locally finite.
Proposition 1. Suppose a block i ∈ N arrives to the system at time ti and chooses its neighbors using a
fixed edge selection policy. Then every maximal path from i in G(t) ends at block 0 for all t ≥ ti.
The proof is given in Appendix A.
Definition 9. Under the tree policy, we define the distinguished path of any finite DAG G, to be the longest
maximal path. If the longest maximal path is not unique, then the distinguished path is the longest maximal
path beginning at the vertex having the least index.
Under the tree policy, the distinguished path in Gp(t), for any peer p and time t ≥ 0, is the longest
maximal path beginning from the vertex i := inf{b ∈ Lp(t)}.
3 Asymptotic Properties of G(t)
Recall that the goal of a blockchain system is such that a set of N anonymous peers can agree on an ordered
set of events without asking each other for local state information. A natural requirement is that the N
peers should be able to agree on an infinite set of events if given an infinite time horizon. In this section, we
take the limit as t→∞ in order to determine precisely a set of blocks which are agreed upon by all peers –
we call these blocks confirmed. We show in Lemma 1 that when there are infinitely many confirmed blocks,
the subgraph of confirmed blocks is one-ended. The main result in this section, stated in Lemma 2, shows
that one-endedness of the blockchain DAG in the limit as t→∞ guarantees the existence of infinitely many
confirmed blocks.
3.1 Limiting Blockchain DAG
We denote by the limiting blockchain DAG G(∞) := ⋃t≥0G(t) = ⋃t≥0⋃Np=1Gp(t). The DAG G(∞) is
infinite, as its vertex set consists of all blocks, i.e., the vertex set of G(∞) is N. Observe from the definition
of G(t), that the map t→ G(t) is monotone non-decreasing. This follows as the outgoing edges for a block
are never changed after it is created at the instant of block arrival, and blocks (vertices) are never removed.
Notice that, almost surely, for all time t ≥ 0, G(t) is a finite DAG, as almost surely, in any finite interval
of time, only finitely many blocks arrive to the system. In other words, the block arrival process is locally
finite, since it is a stationary point process.
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3.2 Confirmed Blocks in G(∞)
In this subsection give a precise definition of a confirmed block. In the sequel we identify the relationship
between confirmed blocks in G(∞) and identify a sufficient condition such that infinitely many confirmed
blocks exist.
Definition 10. A block b in G(∞) is confirmed if all but finitely many blocks of index greater than b have
a path to b in G(∞).
Observe that the Definition 10 is an asymptotic property; namely it can only be verified in the limit as
t→∞ and not at any finite time.
Definition 11. A peer p trusts a block b if there exists a time t and a block b′, such that b′ arrives to peer
p at time time t and is connected by a directed path to b in Gp(t).
Note that the notion of trust in Definition 11 is one of distributed agreement. This is motivated from
the fact that building on an existing block requires that a peer has verified that block’s content.
Proposition 2. If b is a confirmed block, then all peers in H trust the block b.
The proof is given in Appendix B.1.
The Bitcoin whitepaper suggests that as the number of blocks with a directed path to any particular
block b increases, a peer can be increasingly confident that all other peers are aware of and have added blocks
that reference block b. Definitions 10 and 11 and Proposition 2 aim to capture this notion by looking at the
asymptotic structure of the blockchain DAG.
3.3 Confirmed Blocks and One-Endedness
Observe that a natural requirement on the performance of blockchain systems is that there are infinitely
many confirmed blocks. Otherwise, the peers consume infinite bandwidth in the limit as t → ∞, yet they
only confirm finitely many blocks.
For the rest of this section we assume that the limiting DAG G(∞) is locally finite. Recall that a DAG is
locally finite if each vertex has finite degree. This is done without loss of generality, as we show in Section 4
that the two most natural polices of interest, the tree and throughput-optimal policies, lead to locally finite
limiting DAGs.
Lemma 1. Denote by Ĝ(∞) the subgraph of G(∞) consisting of all confirmed blocks. If G(∞) is locally
finite and there are infinitely many confirmed blocks, then Ĝ(∞) is one-ended.
The proof is given in Appendix B.2.
Lemma 1 shows that if there are infinitely many confirmed blocks, then G(∞) has at least one end.
Moreover, the (infinite) subgraph of all confirmed blocks in G(∞) is one ended. In the following lemma
we establish that the one-endedness of G(∞) is a sufficient condition for the existence of infinitely many
confirmed blocks.
Lemma 2. If G(∞) is one-ended and locally finite, then the set of confirmed blocks is infinite.
The proof is given in Appendix B.3.
The results in Lemmas 1 and 2 are asymptotic guarantees in the limit as t → ∞; like stability and
confirmation, these results cannot be determined at any finite time t. Lemmas 1 and 2 show that having a
one-ended limiting DAG G(∞) is a desirable property in a blockchain system, as it ensures that the number
of confirmed blocks (evaluated in the limit as t → ∞) is infinite. In Section 4, we show that under the
assumption of stability, both the tree and throughput-optimal policies produce one-ended limiting DAGs.
8
4 One-Endedness Under the Tree and Throughput-Optimal Poli-
cies
In this section, we show that stable blockchain systems using the tree and throughput-optimal policies
produce one-ended limiting blockchain DAGs. Recall from Definitions 1 and 2 that a blockchain system is
stable if there exists an infinite sequence of times of consistency (Ck)k∈N such that G(Cj) 6= G(Ck) if j 6= k.
We begin by showing that stable blockchains constructed using the tree and througput-optimal policies
have locally finite limiting DAGs.
Lemma 3. Consider a stable blockchain system. If its DAG construction is as per the tree or throughput-
optimal policy, its limiting DAG G(∞) is locally finite.
The proof is given in Appendix C.1.
4.1 Tree Policy
Theorem 1. Suppose peers add blocks according to the tree policy. If a blockchain system is stable, then its
limiting DAG G(∞) is one-ended.
The proof is given in Appendix C.2.
Corollary 1. Under the tree policy, if the exogenous arrival and gossip processes together are taken as a
Markov process, then G(∞) is one-ended if the Markov process is positive recurrent.
The proof is given in Appendix C.3.
Corollary 2. Suppose all peers in a stable blockchain system use the tree policy. A block b is confirmed in
G(∞) iff there exists a time of consistency C such that b is on the distinguished path in G(C).
The proof is given in Appendix C.4.
Corollary 2 shows that for stable blockchain DAGs constructed using the Tree policy, a peer only needs
a finite amount of time determine whether or not a particular block will be eventually confirmed. If there
exists a time of consistency such that b is on the distinguished path in G(C), and additionally the system
parameters imply stability (we give conditions for this in Theorem 3), then it follows that block b, in the
limit as t→∞, will be confirmed. Moreover, in stable blockchain systems using the tree policy, Corollary 2
provides a necessary and sufficient condition for the confirmation of a block b. In particular, it shows that
confirmation is equivalent to the existence of an infinite sequence of blocks (bk)k∈N such that there is a path
in G(∞) from bk to b for all k ∈ N. In general, this condition is only a necessary condition, but not sufficient.
Examples of blockchains using the tree policy are Bitcoin and Ethereum, the two most commonly used
blockchain implementations [34, 10]. In Sections 7 and 8 we use the fact that for stable blockchain systems
using the tree policy, confirmation can be determined in finite time in order to identify and numerically
estimate several network parameters related to stability of the Bitcoin P2P network.
4.2 Throughput-Optimal Policy
Theorem 2. Let peers add blocks according to the throughput-optimal policy. If the system is stable, then
the limiting DAG G(∞) is one-ended.
The proof is given in Appendix C.5.
This theorem does not follow from Theorem 1, since in general, it is not true that adding or removing
countably many edges to or from a one-ended DAG results again in a one-ended DAG. A counterexample in
each direction is given in Figure 2.
Corollary 3. Under the throughput-optimal policy, if the exogenous arrival and gossip processes together
are taken as a Markov process, then G(∞) is one-ended if the Markov process is positive recurrent.
The proof is given in Appendix C.6.
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(b) Removing the dashed edges increases the number of ends from 1 to 2.
Figure 2: Examples of one-ended DAGs where adding and removing countably many edges increases the
number of ends from 1 to 2.
Corollary 4. In a stable blockchain system using the throughput-optimal policy, all blocks in G(∞) are
confirmed blocks.
The proof is given in Appendix C.7.
As a result of Corollary 4, we note that all blocks will eventually be confirmed. Hence, we denote this
policy as throughput-optimal.
Lemma 3 and Theorems 1 and 2 establish that stable
blockchain systems using the tree and throughput-optimal policies have one-ended limiting DAGs. In par-
ticular, Corollary 2 shows that under the tree policy, there exists an infinite path consisting of all (infinitely
many) confirmed blocks; Corollary 4 shows that under the throughput-optimal policy, stability implies that
all blocks will eventually be confirmed.
5 Stability Analysis
In this section, we provide quantitative bounds on the block arrival rate as a function of the structure of
the peer-to-peer network H so that the block communication process is stable. Recall that stability is a
property of the communication infrastructure supporting the blockchain system. It is necessary to have a
stable communication process among peers so that the blockchain system can confirm infinitely many blocks,
as is shown in Lemmas 2 and 3 and Theorems 1 and 2.
For the rest of this section we assume that H is an arbitrary, fixed, undirected, and connected network on
N peers. We recall that A is the arrival process of blocks into our system, and for any m ∈ Z, we denote by
Am the time of the m-th arrival to the system. In particular, we let X[m,n](A) denote the earliest time when
Bp(t) = {m, . . . , n} ∀p, when the arrival process is restricted only to the arrivals Am, . . . , An. In other words
when considering X[m,n](A), arrivals begin at time Am, and no arrival occurs after time An. Technically, A
is a marked point process on R+, with the convention that the first arrival after time 0 corresponds to A1.
Thus, for any m ∈ Z, the m-th arrival occurs at time Am and the mark of the m-th point (occurring at time
Am) consists of the following:
1. The peer pm ∈ {1, . . . , N} at which Am arrives in the system.
2. The sequence of points of the processes (Tp − Am)p∈{1,...,N}. In words, this is the set of all potential
communication times between peers, shifted by Am. A pictorial representation of this part of the
marks of the process A is in Figure 3.
We add the following standard assumptions made in the analysis of P2P networks ([20, 41, 42]), and
state our main result regarding stability stated below in Theorem 3.
Assumption 1. The arrival process A is an arbitrary stationary point process with intensity λ such that
blocks arrive uniformly at each peer.
Assumption 2. The outgoing communications Tp from each peer p ∈ {1, . . . , N}, occur as a rate 1 Poisson
point process; the receiving peer for each communication is chosen uniformly and independently at random
from the neighbors of p in H. The communication process Tp is independent from the communications of all
other peers Tq as well as from the arrival point process A.
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Figure 3: An example realization of the temporal marks for the for arrivals A1 and A2. Arrivals are
represented by vertical arrows and the points of the transmission processes Tp, p ∈ {1, . . . , N} are represented
by × signs.
Definition 12. Let H be an undirected network on a vertex set V and let S ⊆ V be a subset of vertices.
The conductance φ
(S)
H of the set S is given by
φ
(S)
H =
∑
p∈S,q∈SC
1
d(p)1pq
1
N |S||SC |
,
where 1pq is an indicator random variable for the edge (p, q) being in the edge set of H, d(p) is the degree of
p, and | · | is the cardinality of the set ·. The conductance of the network H, denoted by φH , is then defined
as
φH = inf
S⊆V
φ
(S)
H .
The conductance of a network H is an indicator of how much information propagation on H is affected
by bottlenecks – networks with higher conductance are less affected by bottlenecks.
Theorem 3. Let φH be the conductance of the Peer-to-Peer network H on the vertex set {1, · · · , N} and
the point processes (Tp)
N
p=1 are mutually independent for all p ∈ {1, 2, . . . , N}. Then there exists µ satisfying
φH
2 logN
≤ µ ≤ φH ,
such that the blockchain system is stable for all arrival rates λ satisfying 0 < λ < µ <∞.
The proof is given in Appendix D.2.
This theorem provides quantitative bounds on the maximum stable block arrival rate in terms of the
conductance of the peer-to-peer communication network H.
Remark 1. In Section 2 and Theorem 3, we assume that the communication processes Tp are rate 1. More
generally, if the processes Tp are rate B, the bounds in Theorem 3 become
BφH
logN
≤ µ ≤ BφH .
This corresponds to giving each peer a communication bandwidth of B blocks per second instead of unit
bandwidth.
In order to prove Theorem 3, we use the monotone separability framework [3], which is made precise in
Lemma 4. An exposition of the monotone separability framework is provided in the survey paper [16].
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Lemma 4. For all n ≥ m, X[m,n] is monotone separable; namely, it satisfies the following.
1. For all n ≥ m, X[m,n] is causal; namely
X[m,n](A) ≥ An.
2. For all n ≥ m, X[m,n] is externally monotonic; namely
X[m,n](A
′) ≥ X[m,n](A)
if A′ is a point process such that A′m ≥ Am for all m ∈ N.
3. For all n ≥ m, X[m,n] is homogeneous; namely
X[m,n](A+ c) = X[m,n](A) + c ∀c ∈ R.
4. For all n ≥ m, X[m,n] is separable; namely
X[m,n](A) = X[l+1,n](A)
if X[m,l] ≤ Al+1.
The proof is given in Appendix D.1.
Define Xn to be the earliest time t when Bp(t) = {1, . . . , n} for all peers p ∈ {1, . . . , N}, such that all of
the arrivals A1, . . . , An arrive at time t = 0 and no arrival occurs after An. Xn is called the maximal dater
in the queueing theory literature. We state below a result of Baccelli and Foss [3] regarding the stability of
monotone separable systems.
Theorem 4 (Baccelli and Foss [3]). For a monotone separable system, the limit
0 ≤ µ−1 := lim
n→∞
Xn
n
= lim
n→∞
E[Xn]
n
exists almost surely. Moreover, the system is stable if the arrival rate satisfies λ < µ and unstable if λ > µ.
The key insight in the proof of Theorem 3 is to use Theorem 4 to bound the constant µ−1 as follows.
First, we shift all block arrivals such that each block arrives at the instant the previous block is known to all
peers; this provides an upper bound on µ−1. Next, we find a lower bound on µ−1 by shifting blocks arrivals
such that all blocks are present in the system at time t = 0 and lower bounding the time, for any set S, for
all blocks initially contained in S to be known to some peer in SC .
Theorem 3 shows that a guaranteed stability condition is λ < φH2 logN and that the true stability region
for a blockchain system is upper bounded by the condition λ < φH . In particular, we find that the critical
rate µ depends on both N and the network topology of H. As shown previously in Lemmas 2 and 3 and
in Theorems 1 and 2, the stability of the communication dynamics is required for the one-endedness of the
blockchain DAG G(∞), which in turn implies the existene of infinitely many confirmed blocks in the limit
as t→∞.
6 Scalability of Common Network Topologies
In this section, we examine the scalability of blockchain systems under common network topologies – namely,
we study the blockchain dynamics on a sequence of peer-to-peer networks with increasing numbers of peers.
Recall that a blockchain system is scalable on a sequence of networks (Hk)k∈N, where the number of peers in
Hk grows monotonically with k, if there exists a positive block arrival rate λ
∗ > 0 such that for all k ∈ N, the
blockchain system on network Hk is stable for λ
∗. Theorem 3 shows that for any peer-to-peer network H,
the maximal block arrival rate into the network is bounded below and above by φH2 log(N) and φH , respectively.
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Figure 4: The torus H
(1)
6 with k = 2.
Remark 2. For any connected peer-to-peer network H, the conductance φH is bounded above by 2. This can
be seen by taking the set S in Definition 12 such that it contains exactly one vertex. As a result, it follows
that the per-peer block arrival rate must decrease to zero as N →∞ if stability is to be maintained.
Nevertheless, the blockchain system is scalable if there exists a positive global block arrival rate λ∗ such
that all peer-to-peer networks (Hk)k∈N are stable. Thus, from the bounds in Theorem 3, a necessary condition
for a family of networks (Hk)k to be scalable is that limk→∞ φHk > 0.
In the rest of the section, we consider various network families and analyze their limiting conductances
to assess scalability.
6.1 Regular Grids
In this subsection we consider regular grids on tori. Concretely, given k ∈ N and a dimension d ∈ N,
we consider the d-dimensional torus with N vertices and edges between any two vertices v1, v2 if the grid
distance D(v1, v2) ≤ k, denoted by H(d)N : H(d)N = [0, bN
1
d c]d.
An example of the torus H
(1)
6 with k = 2 dimensions is given below in Figure 4.
It is well known that for any fixed dimension d and constant k, as N →∞, the conductances of the torus
H
(k)
N and also the grid, decrease to 0 [31].
6.2 Regular Trees
Consider the d-regular tree with depth k. Recall that the d-regular tree has a single vertex of degree d − 1
called the root ; each vertex that is not a leaf has d − 1 children. Thus, the total number of vertices in the
d-regular tree of depth k is
∑k
i=0 d
i = d
k+1−1
d−1 .
Let Hk be the d-regular tree with k layers and consider the following cut. As per Definition 12, let the
set S contain the root and all the descendants of all but one of the root’s children. Thus the root in the set
S has degree d− 2. The conductance of this cut is
1
d−1
1
N (1+
d−2
d−1 (N−1))( 1d−1 (N−1))
, which tends to 0 as the depth
k →∞. Thus the sequence (Hk)k of d-regular trees of depth k is not scalable.
6.3 Erdo¨s-Re´nyi Networks
In this subsection we consider the simplest model of random networks, the Erdo¨s-Re´nyi model. In this
model, the network HN consists of N vertices, and each pair of vertices v1, v2 are connected by an edge
independently with some probability p. It is well known that if p > C logNN , for any fixed C > 1, that
the Erdo¨s-Re´nyi network on N vertices is connected with high probability [24]. The network sequence
(HN )N≥1 is a sequence of random networks, with HN being distributed as the largest connected component
in G(N, p), where p > C logNN , with C > 1. For this model, there exists ε > 0, which depends on C, such that
limN→∞ P[φHN ≥ ε] = 1 [24]. In particular this implies that the limiting conductance of the sequence of
networks (HN )N is greater than 0; in this case we cannot conclusively determine the scalability of blockchain
systems using Theorem 3.
6.4 Random d-regular Networks
Suppose that for each N ≥ 1, HN is a random d-regular network for some fixed d ≥ 3 ([24]). Krivelevich
et al. show that for every ε > 0 and d ≥ 3, limN→∞ P[φHN ≥ 1 − ε] = 1 [27]. In particular, it cannot
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be conclusively determined from Theorem 3 whether or not sequences of d-regular random networks are
scalable.
6.5 Preferential Attachment Networks
We next consider a class of random networks with power law degree distributions called preferential attach-
ment networks [44]. It is widely reported that the network structure of the World Wide Web can be modeled
by preferential attachment type models [35, 14]. We consider the preferential attachment model described
in [33]. Roughly speaking, the network HN is constructed as follows. Initially there is a single vertex with
a self loop. For some d ≥ 2, a parameter of the model, dN vertices are added sequentially. Each arriving
vertex picks one of the existing vertices with probability proportional to the degree at the time of arrival.
This produces a tree (denoted by TdN ), after all dN vertices are added. The network HN is then obtained
by shrinking the vertices of TdN , namely, for all 1 ≤ i ≤ N , all vertices indexed di ≤ j < (d + 1)i of TdN
are considered as a single vertex of Gn, with the associated edges and self loops and multiple edges retained
from this construction.
It is shown in [33] that there exists a ε > 0, such that
limN→∞ P[φHN > ε] = 1. Thus, we cannot conclusively assess scalability for this class of networks.
6.6 Random Geometric Networks
A random geometric network on N vertices is constructed by independently and uniformly selecting N points
in the plane [0, 1]× [0, 1], and adding an edge between any two vertices whose Euclidean distance is less than
some positive fixed radius r > 0 [39]. Penrose et al. [39] show that for any positive constant C > 1, the
random geometric networks (HN )N with radii rN = C
√
logN
N are connected with high probability.
Random geometric networks are well-suited to model networks with geographic locality, such as peer-
to-peer networks [5] and wireless networks [43]. Due to the spatial embedding of this class of networks, it
is known that for any fixed C > 1, the conductance of the largest connected component of φHN , tends to
0; i.e., limN→∞ P[φHN ≥ ε] = 0, for all ε > 0 [39]. As a result, this class of connected random geometric
networks is non-scalable.
7 Blockchain System Design Insights
In this section we discuss design insights for blockchain systems based on the results of Sections 5 and 6.
We assume that the arrival process A and communication processes Tp, p ∈ {1, . . . , N} are stationary and
ergodic on a P2P network H so that all metrics are time-invariant.
7.1 One-Endedness as a Form of Distributed Consensus
The goal of the blockchain paradigm is to enable a set of anonymous peers to agree on a distributed ledger,
where information is stored in discrete units called blocks. In particular, as an infinite amount of bandwidth
is consumed in the limit as t→∞, a natural requirement is that the number of confirmed blocks also tends
to infinity as t→∞.
We show in Lemma 2 that the one-endedness and local finiteness of the limiting DAG G(∞) is a sufficient
condition for the existence of infinitely many confirmed blocks. We then show, in Theorems 1 and 2, that
under the assumption of stability, blockchains using the tree and throughput-optimal policies have one-ended
limiting DAGs. For the throughput-optimal policy, we find that all blocks are eventually confirmed. For the
tree policy, we find that an external observer who is aware of the states of Gp(t) for all peers p ∈ {1, . . . , N}
can determine, in finite time, whether or not any particular block will be eventually confirmed. In particular,
such determinations occur at times of consistency. This ties the confirmation of blocks under the tree policy
to the network dynamics on the peer-to-peer network H.
We thus identify the following metrics on the network H. As the underlying peer-to-peer networks in
the Bitcoin and Ethereum blockchain implementations ([34, 10]) use the tree policy, these metrics provide
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insight into the behavior of those systems. In Section 8, we use these metrics in a simulation environment
to numerically estimate key network properties of the Bitcoin peer-to-peer network.
7.2 Performance Metrics
In this section, we identify some quantitative system performance metrics which further characterize the
performance of the blockchain system when it is stable. Recall Theorem 3 provides bounds on the maximum
block arrival rate µ to guarantee stability.
Time to Consistency – This is defined as the minimum time a peer should wait after a block arrival b
(in expectation under steady state) such that all other peers have knowledge of b. Our simulation results
(in Figure 5) suggest that the time to consistency increases monotonically with the block arrival rate as
expected. In practice, peers wait for six future blocks to arrive after any given block before trusting that is a
part of the ledger [1]. This choice is made ad-hoc, assuming a fixed block arrival rate of roughly one in every
10 minutes [34]. Our simulation results in Figure 5 provide a quantitative way of choosing the threshold as
a function of the block arrival rate.
Cycle Length – Cycle length is defined as the sum of the mean (under steady state) busy period and mean
idle period. A busy period is the time it takes for an inconsistent system to reach consistency – that is, the
mean length of a busy period is equal to the time to consistency metric. An idle period is the length of time
for which a consistent system remains consistent.
Observe that as the cycle length is at least the mean idle time, it goes to infinity as the block arrival rate
goes to zero. Thus, the cycle length metric captures the trade-off between the time to consistency (which
goes to 0 as the block arrival rate goes to 0) and the block arrival rate.
Our simulation results indicate that the cycle length may be a convex function of block arrival rates
(Figure 6); thus on a given P2P network H there may be a unique optimal block arrival rate that minimizes
the cycle length. Of note, the results in Figure 6 identify that the cycle length may satisfy two key robustness
properties. The first is that for a fixed N , there is a wide range of block arrival rates for which the cycle
length is approximately constant. The second is that there exists a range of block arrival rates for which the
cycle length is nearly invariant to the number of peers in the network.
Consistency Fraction – This metric is defined as the expected fraction of peers p ∈ {1, . . . , N} for which
Bp(t) = B(t) at any time t (in steady state) – we call these peers consistent. Notice that this metric does
not depend on time as the system is assumed to be in steady state. In particular, this metric provides a
lower bound on the growth rate of the distinguished path of tree policy blockchains – all consistent peers
add blocks to the distinguished path, but some inconsistent peers may do so as well. In an implementation
such as the Bitcoin blockchain, arrivals at inconsistent peers contribute to wasted mining power and energy
consumption.
Age of Information – This is a relatively new metric in the queueing theory literature and has had
significant impact on scheduling algorithms [25]. We measure the age of information for a peer p in discrete
units, where an age of 0 indicates that the peer is consistent, an age of 1 indicates that the peer is 1 block
away from being consistent, etc.. As expected, the age of information increases monotonically with block
arrival rates (see Figure 8). The age of information is inversely related to the consistency fraction.
8 Simulation Results
In this section, we numerically analyze the blockchain system under two settings – a synthetic data setting
and a real data setting comprising of block arrival data of the Bitcoin network [8, 34].
8.1 Synthetic Data
We numerically study our stochastic network model and further characterize its performance whenever it
is stable. In particular, we use the metrics identified in Section 7 to gain further insights into the network
behavior. This complements our theoretical result which gives bounds on the stability region. We analyze
the metrics identified in Section 7 with respect to varying block arrival rates, using synthetic parameters for
the network.
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Simulation Setup – We consider three different P2P networks comprising of the complete network on
10, 20, 30 peers (nodes). In all these cases, each peer attempts a communication at rate 1. All simulations were
run for 500 cycles, with 30 independent simulations for each block arrival rate. The error bars represent 95%
confidence intervals. Theorem 3 gives bounds on the stability region in the three cases as 0.47 ≤ µ10 ≤ 1.1,
0.35 ≤ µ20 ≤ 1.05 and 0.30 ≤ µ30 ≤ 1.03 respectively. Our simulation suggests that the true critical value is
closer to the lower bound in all of these cases.
Time to Consistency – Figure 5 shows the effect of increasing the block arrival rate on the time to
Figure 5: The mean time to consistency.
consistency. As expected, we observe that the the time to consistency grows monotonically with block
arrival rate.
Cycle Length – In Figure 6 we depict the average cycle length, which is the sum of the mean time to
consistency and the mean length of consistency. Observe that the cycle length has asymptotes to infinity
at both 0 and µ, which are observed in Figure 6. We observe that the cycle length appears to be a convex
function of block arrival rates for complete networks and is nearly flat near its infimum. This suggests that
when H is a complete network, there is a wide range of block arrival rates for which the cycle length is
approximately constant, indicating a sense of robustness for block arrival rates for the designer of the system
to choose. The figure also suggests there is a reasonably large set of block rates for which the cycle length
is fairly robust to changes in the number of peers.
Consistency Fraction – Figure 7 captures the relationship between increasing block rates and the mean
fraction of consistent peers. There appears to be an inflection point when one half of peers are consistent –
above this point the graph is concave; below it is convex.
Age of Information – Figure 8 depicts, for a typical peer p, the mean number of blocks behind consistency.
As expected, the age of information at a typical peer tends to infinity as the block arrival rate approaches
the critical value.
8.2 Real Data
In this section, we analyze the performance of the blockchain system using real data from the Bitcoin
Blockchain network [8, 34].
Experimental Setup We consider a network of 3500 peers connected on 4 different network topologies –
the complete network, the (one-dimensional) torus with degree 32, 32-regular tree and a 32-regular random
network [24]. We choose this set of parameters guided by the measurement study in [12], which measures
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Figure 6: The mean cycle length.
Figure 7: The consistency fraction.
Bitcoin network and reports that it contains about 3500 peers (this is an estimate), with a typical peer
being connected to 32 other peers. According to the measurement study [21], the average bandwidth of a
peer in the Bitcoin P2P network is 73.1 Megabits per second. The Bitcoin protocol [34] specifies that a
block is 1 Megabyte (8 Megabits). Thus, we use a Poisson process of rate 73.1 Mbps8 bits per block = 9.14 blocks/s
for communication among peers. For the block arrivals, we consider the real data of block generation in
the Bitcoin network provided in [8]. This data set consists of 2000 consecutive block arrival times between
December 27, 2019 till January 09, 2020. We assume that each arriving block arrives at a peer chosen
uniformly at random, as the data set does not provide complete information on who mined the block.
Results - We provide numerical results on the metrics identified in Section 7 in Tables 1, 2, 3 and 4 along
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Figure 8: The average age of information.
with 95% confidence intervals. For comparison, we also simulate the same setup replacing the real data for
block arrivals with an equivalent Poisson process of rate 1 block per 600 seconds. This is the block arrival
rate specified in the Bitcoin whitepaper [34] and can be verified by examining inter-arrival times for blocks
in the data set collected in [8].
We observe from our results in Tables 1, 2, 3 and 4 that, for the metrics we consider, the estimates on
the real block arrival data and the equivalent Poisson data are similar, thereby providing another validation
for the Poisson block arrival model typically used in the literature [34, 7, 45, 37, 29, 30, 19].
Table 1: Time to Consistency (s)
Network Topology Poisson Input Bitcoin Input
Complete 1.91± 0.0158 1.92± 0.0172
Torus 21.5± 0.103 21.5± 0.121
Tree 48.4± 0.636 48.6± 0.701
Random 1.97± 0.0167 1.98± 0.0191
Table 2: Cycle Length (s)
Network Topology Poisson Input Bitcoin Input
Complete 625± 0.000718 551± 0.000724
Torus 647± 2.026 570± 1.99
Tree 674± 6.73 603± 9.40
Random 625± 0.000621 551± 0.000710
Observe that the performance of the complete and random networks are better than those of the torus
and the tree. These results are consistent with our analysis in Section 6 that finds the torus and tree networks
to be non-scalable.
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Table 3: Consistency Fraction
Network Topology Poisson Input Bitcoin Input
Complete 0.998± 1.95e-5 0.998± 2.34e-5
Torus 0.983± 0.000154 0.981± 1.60e− 4
Tree 0.977± 0.000624 0.974± 0.000758
Random 0.998± 1.93e-5 0.998± 1.88e-5
Table 4: Age of Information (blocks)
Network Topology Poisson Input Bitcoin Input
Complete 0.00153± 1.95e-5 0.00174± 2.32e-5
Torus 0.0170± 0.000168 0.0193± 0.000177
Tree 0.0232± 0.000662 0.0261± 0.000774
Random 0.00161± 1.93e-5 0.00183± 1.88e-5
9 Related Work
We classify the related work into three categories - Peer-to-Peer networks, queueing theory, and a growing
body of blockchain literature.
Peer-to-Peer Networks and Gossip Algorithms - Stochastic models for standard P2P systems have
been widely studied in the literature. Yang and de Veciana [46] study the rate at which a file can be spread
to peers on a P2P network under bursty requests, e.g. when a new episode of a popular television show
first becomes available. Qiu and Srikant [40] develop a steady-state fluid model to study the interactions
between the number of peers who can disseminate a file and the number of peers requesting that file on a
P2P network. Massoulie´ and Vojnovic [32] use fluid models study the dynamics of peers entering and leaving
a P2P network when the pieces of a file are initially distributed amongst peers. Zhu and Hajek [47] study
the stability of P2P systems in the context of the missing piece syndrome, wherein the only peer with a
particular piece of a file departs the system. Baccelli et al. [5] studies P2P packet dissemination with non-
uniform connectivity of the peers but do not consider network congestion. All of these systems study P2P
file transfers with dynamic P2P networks under the assumption that all pieces of a file to be disseminated
exist at some peer at time 0. Our work assumes a static P2P network, but we analyze the dissemination of
new files that arrive to the system exogenously.
In the spirit of the previously mentioned literature, there is a body of research concerned with developing
gossip algorithms with the goal of solving distributed algorithmic problems, such as computing the average of
measurements taken by several peers, using local algorithms. See [42] for a more detailed discussion of these
algorithms. In addition, these algorithmic results concern the spreading time of a rumor on a P2P network
with respect to the underlying graphical topology of the peers [11, 17, 18, 20, 36, 41, 42]. As above, these
papers assume that all content (rumors) to be spread exists in the network at time 0; our work incorporates
exogenous arrivals to study block propagation on P2P networks in blockchain-like systems.
Queueing Theory Approaches to Blockchain-Like Systems - Due to the temporal block arrival
dynamics, recent research efforts have analyzed queueing models for blockchain systems.
Li et al. [29, 30] consider a model for the blockchain where transactions arrive according to a stationary
arrival process into the system. The model assumes that each transaction arrives into the network, waits
for a random independent time duration to be included in a block, and then another random independent
duration when this block is disseminated to all peers, and then exits the queueing system. These models
however, do not capture the bandwidth limitation of the P2P network. In contrast, in our model, the network
is bandwidth-limited and block dissemination times of depend on the instantaneous network congestion.
Frolkova and Mandjes [19] use a G/M/∞ queue with batch departures to model blockchain systems – in
their model, if a block b completes its service, all blocks which arrived to the system before block b which
are still in service also depart the system. The infinity-server model in [19] implicitly assumes unbounded
communication bandwidth; our work considers block propagation on arbitrary networks of N peers with
bounded bandwidth.
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Other Blockchain Models - Papadis et al. [37] propose a stochastic network model for blockchain systems
– [37] considers the limit of a P2P model when the communication delays are negligible compared to the block
arrival rate and hence is always stable. In contrast, we model communication delays and thus establish that
the system need not always be stable. Furthermore, we derive bounds on the stability region. In addition,
our model explicitly considers the evolution of the blockchain graph structure, allowing us to characterize
the performance of various policies by which blocks add references.
Several papers in the literature make the implicit assumption that blockchain systems constructed ac-
cording to the tree policy are one-ended in the temporal limit [34, 29, 30, 19, 37, 13, 22, 7, 45, 34, 10].
The throughput optimal policy is introduced in [28], which also implicitly assumes one-endedness. This
paper provides conditions for when these assertions hold. Pass et al. [38] show a condition equivalent to
one-endedness under the tree policy, using stationarity assumptions with a specified network topology and
assuming unbounded bandwidth. Our paper discusses one-endedness of the blockchain DAG in more gen-
erality. In addition, our proofs rely only on stability and apply to arbitrary bandwidth-limited peer-to-peer
networks.
Measurements and System Implementations - Decker and Wattenhofer [12] perform a measurement
analysis of the Bitcoin P2P network. They provide measurements on the number of peers and average
degree in the network. They also find that information propagation in the Bitcoin P2P network resembles
a gossip protocol. Recently, there have been efforts to modify the original Bitcoin protocol [34], to improve
the blockchain system under various metrics. For example, Bagaria et al. [7] and Yang et al. [45] propose
improvements to the throughput of blockchain-like systems from an information theoretic perspective over
the standard models of Bitcoin and Ethereum, the two largest blockchain implementations [34, 10]. Bojja et
al. and Fanti et al. [9, 15] propose new protocols for P2P communication that preserve peer anonymity for
blockchain systems. Conducting stability and scalability analyses for these protocols is an exciting avenue
for future work.
10 Concluding Remarks
In this paper, we model blockchain systems as a gossiping protocol on a peer-to-peer network subject to
exogenous block arrivals. We show that when the gossiping protocol is stable, any blockchain constructed
according to the tree or throughput-optimal policy is one-ended. We then determine bounds on the maximum
block arrival rate for a P2P network H such that the stochastic model is stable. Following this analysis, we
examine the scalability of several commonly studied network topologies. We then verify our insights through
simulations on both synthetic and real data.
There are several open problems that arise from this paper. Future improvements to our bounds in
Theorem 3 would allow for more complete scalability analyses. This may require the development of novel
mathematical tools. In addition, having analytic expressions for the performance metrics identified in this
paper is important for assessing and comparing different design choices for the network.
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A Proof of Proposition 1
Proof of Proposition 1. We proceed by strong induction. For the base case, note that the edge from a vertex
1 must connect to vertex 0 by the definition of an edge selection policy.
Suppose next that all maximal paths on block structure consisting of vertices 0, . . . , k end at vertex 0 for
some k ∈ N, and suppose that vertex k+1 arrives at time tk+1. Every edge from vertex k+1 either connects
directly to vertex 0, in which case we have a maximal path ending at vertex 0, or ends at some vertex in
{1, . . . , k}. In the latter case, all maximal paths from vertex k + 1 include as a subpath the maximal path
from some vertex i ∈ {1, . . . , k}; thus from the definition of a maximal path, all maximal paths from vertex
k + 1 end at vertex 0 at time tk+1, and as the edges are fixed henceforth, the proposition follows.
B Proofs from Section 3
B.1 Proof of Proposition 2
Proof of Proposition 2. Since b is a confirmed block, all but finitely many blocks of index greater than b
have a directed path to b in G(∞). Since the arrival rate at each peer p ∈ {1, · · · , N} is positive, all peers
eventually add infinitely many blocks with index greater than b. As only finitely many of those blocks cannot
have a path to b (as b is confirmed), it means that there is eventually a block added by peer p at some t,
with a path to b in Gp(t), and thus also a path in G(∞).
B.2 Proof of Lemma 1
Proof of Lemma 1. As G(∞) is locally finite, it contains an infinite path, and in particular each confirmed
block lies on some infinite path (for otherwise a confirmed block must have infinite in-degree). We first show
that there exists an infinite path in Ĝ(∞). Suppose otherwise, and all connected components of Ĝ(∞) have
finite cardinality. Thus, Ĝ(∞) is an union of infinite collection of finite non-empty connected DAGs. Thus,
each block in a connected component of Ĝ(∞) (which is confirmed by construction of Ĝ(∞)), has infinitely
many blocks that do not reference it, which contradicts the definition of a block being confirmed. Thus,
Ĝ(∞) contains at-least one infinite connected component, i.e., there is at-least one infinite path p1. Suppose
there are two infinite paths in Ĝ(∞) that intersect only finitely often. This implies that there are confirmed
blocks on either paths of Ĝ(∞), that are missing references from infinitely many other blocks. As in a
locally finite DAG G(∞), all neighbors of a confirmed block are also confirmed, the two paths contradicts
the definition that blocks in Ĝ(∞) are confirmed.
B.3 Proof of Lemma 2
Proof of Lemma 2. We proceed by contradiction. Suppose G(∞) is one ended and the number of confirmed
blocks are finite. This implies that there is a confirmed block of greatest index, denoted by b
′
. Note by
definition of a confirmed block, there are infinitely many blocks having a path to b
′
. As the DAG is locally
finite, this implies that block b
′
lies on an infinite path denoted by p. Denote by block b the first block
with index greater than b
′
which lies on the infinite path p. Let (vk)k≥1, be the collection of all blocks
indexed greater than or equal to b+ 1, with no directed path to b in G(∞). The existence of such an infinite
sequence (vk)k≥1 follows as block b is not confirmed. It suffices to now establish that there exists an infinite
path (vki)i≥1 as a subset of (vk)k≥1. The existence of such a infinite path contradicts the fact that G(∞) is
one-ended, as the infinite path (vki)i≥1 and the infinite path p, intersect only finitely many times.
By construction, all blocks in G(∞) have a path to 0. Suppose that there is no infinite path in (vk)k≥1.
This implies that the maximum DAG distance (number of “hops”) from block 0, to any block in (vk)k≥1 is
finite. However, this contradicts the local finiteness of G(∞). Thus there exists an infinite path (vki)i≥1 as
a subset of (vk)k≥1.
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C Proofs from Section 4
C.1 Proof of Lemma 3
Proof of Lemma 3. Notice that when a block arrives at time t, the set of outgoing edges are the subset of
blocks that have arrived before it. Almost surely, for all t, only finitely many block have arrived before time
t. Thus, almost-surely, all blocks have finite out-degree.
In both the tree and throughput-optimal policies, new blocks are only connected to leaves. Thus, each
peer can add at most one incoming edge to any block, since that block is no longer a leaf after the addition
of such an edge. Thus, the in-degree of all blocks in G(t), under both policies is bounded above by N .
C.2 Proof of Theorem 1
Proof of Theorem 1. Consider the set of blocks (vk)k∈N, such that for each k ≥ 1, vk corresponds to the
start of the distinguished path in G(Ck). First, we shall establish under the hypothesis of the theorem, that
for all k ≥ 0, vk 6= vk+1. To do so, fix any k ≥ 0, and denote by Zk to be the length of the distinguished
path in G(Ck). Denote by the first exogenous block i ∈ N, to arrive at a peer p ∈ {1, . . . , N}, at time
Ck < t < Ck+1. By the definition of tree policy, this extends the length of the distinguished path in Gp(t)
to Zk + 1. However, at time Ck+1, all peers are aware of the block i, all peers’ distinguished path length is
at-least Zk + 1 and thus, the length of the distinguished path in G(Ck+1) is of length at least Zk + 1.
Lemma 5. Suppose all peers use the tree policy. Let C be a time of consistency. Let vC be the start of the
distinguished path in G(C). Then, for all t ≥ C, the distinguished path in G(t) passes through vC .
Proof. We proceed by induction. Denote by times E1, E2, . . . the set of times after C when either a new block
arrives exogenously, or a communication occurs between peers. Notice that event time E1 always corresponds
to an exogenous arrival, as all peers have all the blocks that have arrived in the network thus far at time
C. At event time E1, the outgoing edge from the newly arrived block must point to vC , no matter the
peer at which it arrives. This follows from the stipulation that the peers follow the tree policy to connect
blocks and from the choice of vC . Thus, the distinguished path in G(E1) passes through vC . Now assume
as the induction hypothesis that for some l ≥ 1, i.e., after all event time El, at all peers p ∈ {1, . . . , N}, the
distinguished path in Gp(El) passes through vC . Consider event time El+1. If it is an exogenous arrival at
some peer p ∈ {1, . . . , N}, then by the tree policy, this block will connect to the start of the distinguished
path in Gp(El), which, from the induction hypothesis, passes through vC . Suppose time El+1 corresponds to
a communication event, at which some peer p ∈ {1, . . . , N}, receives a block i ∈ N that arrives exogenously at
or before time El. Note that at time C, all peers were aware of the same set of blocks, thus the communication
event at time El+1, must correspond to an exogenous arrival to some peer q ∈ {1, . . . , N} \ {p} at time ETq ,
for some Tq ∈ {1, . . . , l}. The maximal path from block i in Gq(ETq ), passes through vC as a result of the
induction hypothesis. Now, at time El+1, after peer p becomes aware of block i, either the distinguished
path remains unchanged from time El, or the distinguished path starts from the newly arrived block i. In
the former case, the induction hypothesis (applied to peer p at time El) implies that the distinguished path
goes through vC . In the latter case also, we show that the maximal path from i passes through vC and
ends at 0. To see this, observe that at time ETq in DAG Gq(Tq), the maximal path from i passes through
vC and ends at 0 (which follows from the induction hypothesis applied to peer q at time ETq ). But, as the
outgoing edges are fixed for all blocks upon their arrivals, the maximal path from i in Gp(El+1) either - (i)
goes through vC until 0 as the maximal path from vC in Gp(C) (and thus in Gp(t) for all t ≥ C)) ends at
0, (ii) or is disconnected from vC and hence from 0. However, the latter cannot occur as block i is the start
of the distinguished path in Gp(El+1), which by definition must end at 0.
For every t ≥ 0, let G˜(t), be the version of G(t) with its edges reversed. Define G˜(∞) := ∪t≥0G˜(t).
Lemma 6. Any infinite ray in G˜(∞) must pass through all but finitely many (vk)k∈N. In particular, G˜(∞)
is one-ended.
Proof. Fix any (infinite) ray in G˜(∞), starting at any block (vertex) i ∈ N. We argue by contradiction.
Suppose there are only finitely many vk1 , . . . vkm through which a ray from block i passes. Consider time
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Ckm+1. There exists at least one block jm (arriving at time tm ≥ Ckm+1), that lies on the infinite ray, and
arrives after time Ckm+1. This follows as almost surely, only finitely many blocks have arrived before time
Ckm+1 and the ray contains infintely many blocks. From the construction of (vk)k∈N, the maximal path from
block jm in G(tm) passes through vkm+1 and also through i, since a path from i to j exists in the reversed
DAG G˜(∞). As the maximal path from j in G(∞) is unique and passes through vkm+1 and i, any path from
i to j must pass through vkm+1. This contradicts the fact that the ray starting at i and passing through j
does not pass through vkm+1.
In this lemma we show that there is an infinite sequence (vk)k of vertices in G˜(∞) such that any infinite
ray passes through each vk. It follows that any two infinite rays intersect at each vk. Then for any two
rays p1, p2 ∈ G˜(∞), one can choose p3 = p1 in Definition 7, establishing that all infinite rays in G˜(∞) are
equivalent; hence G˜(∞) is one-ended.
As there is a bijection from rays in G˜(∞) to rays in G(∞), it follows that G(∞) is one-ended as claimed.
C.3 Proof of Corollary 1
Proof of Corollary 1. The result follows from the fact that any positive recurrent Markov chain returns to
each of its states within finite time, and the fact that the process is assumed to evolve from an initial
condition wherein all peers i have identical block sets Bi(t) (namely only the blocks in G0).
C.4 Proof of Corollary 2
Proof of Corollary 2. Both directions follow from Lemma 5 as follows.
Let there exists such a time of consistency C such that b is on the distinguished path in G(C). From
Lemma 5, it follows that all blocks arriving to the system after C have a path to b since b is on the
distinguished path in G(t) for all t ≥ C. As only finitely many blocks arrive to the system after the arrival
of b and before C, it follows that b is confirmed.
Assume that for every time of consistency C, the block b is not on the distinguished path in G(C).
From Lemma 5, all blocks arriving to the system after time C, only have directed paths to blocks on the
distinguished path in G(C). This is because the tree policy adds exactly one outgoing edge from each arriving
block. Thus in this case, there are infinitely many blocks which do not have a path to b; hence b is not a
confirmed block.
C.5 Proof of Theorem 2
We establish the following Lemmas before proving Theorem 2.
Lemma 7. Let C be the last time of consistency before the arrival of a block b at time tb and at some peer
p. Then there is a path in the DAG G(t) for all t ≥ Ck, from vertex b to every other vertex in G(C).
Proof. We need only establish that all vertices in G(C) are contained in a maximal path from b in Gp(tb).
Block b has edges to all leaves in Gp(tb) from the definition of the throughput-optimal policy. Note that
G(C) ⊆ Gp(t−b ), where t−b is a moment of time instantaneously before tb. As edges are fixed at the time
of arrival for each block, every block v in Gp(t
−
b ) is either a leaf or there is a path from some leaf to v in
Gp(t
−
b ). Thus, there is a path from b to every vertex in G(C) in the DAG Gp(tb).
Lemma 8. Consider a stable blockchain system using the throughput-optimal policy in the limit as t→∞.
Let (Ck)k∈N is a sequence of times of consistency such that G(Cj) 6= G(Ck) if j 6= k. Every infinite path
contains a block bk which arrives to the system in the time interval [Ck, Ck+1] for all k ∈ N.
Proof. We proceed by contradiction. Assume that there is a path from 0 in G(∞) to a block b, that arrives
into the system strictly after time Ck+1 and that this path contains no block arriving in the time interval
[Ck, Ck+1]. Without loss of generality, suppose there is a reference from b to some block b
′ such that the
block b′ arrives to the system before time Ck. This implies that at the time of arrival of block b, the block b′
is a leaf in the DAG Gp(t) for some peer p and some time t > Ck+1. Since edges are fixed upon the arrival
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of blocks, this further implies that b′ is a leaf in G(C). Under the throughput-optimal policy, as at least one
block arrives to the system in the time interval [Ck, Ck+1], b
′ cannot be a leaf in Gp(t) for any peer p and
any time t ≥ Ck+1. This contradicts the existence of such a path.
Proof of Theorem 2. Recall that from Definitions 1 and 2 there exists an infinite sequence of times of con-
sistency (Ck)k∈N such that G(Cj) 6= G(Ck) if j 6= k. As before, let G˜(t) be the version of G(t) with its edges
reversed and G˜(∞) := ∪t≥0G˜(t).
Lemma 8 implies that every infinite path p in G˜(∞), contains at least one vertex that arrives in the time
interval [Ck, Ck+1], for all k ∈ N. Without loss of generality, consider two paths p1 and p2 in G˜(∞), both
beginning at block 0. Consider the subsequences of blocks on these paths (bik)k∈N for i ∈ {1, 2}, such that for
all k ∈ N and i ∈ {1, 2}, the block bik arrived in the time interval [Ck, Ck+1]. Lemma 8, gives the existence
of such a subsequence of any infinite path. It follows from Lemma 7 that there exists directed paths from
b1k to b
2
k+1, and a path from b
2
k to b
1
k+1 for all k ∈ N in G˜(∞). This is because the time of consistency Ck+1
is between the arrival times of blocks b1k and b
2
k+1. A similar argument gives the existence of such a path
between the pair of blocks b2k and b
1
k+1. The following path p3 = b
1
k → b2k+1 → b1k+2 → b2k+3 → . . . intersects
both p1 and p2 infinitely often. Thus, G˜(∞) (and hence G(∞)) is one-ended.
C.6 Proof of Corollary 3
Proof of Corollary 3. The proof is identical to that of Corollary 1.
C.7 Proof of Corollary 4
Proof of Corollary 4. This follows immediately from Lemma 7 because stability implies the existence of an
infinite sequence times of consistency (Ck)k∈N such that G(Cj) 6= G(Ck) if j 6= k.
D Proofs from Section 5
D.1 Proof of Lemma 4
We prove Lemma 4 by separately stating and proving the following propositions.
Proposition 3. For all n ≥ m, X[m,n] is causal; namely
X[m,n](A) ≥ An.
Proof. This follows as no peer can communicate the n-th block until after it arrives (which is at time An).
Proposition 4. For all n ≥ m, X[m,n] is externally monotonic; namely
X[m,n](A
′) ≥ X[m,n](A)
if A′ is a point process such that A′m ≥ Am for all m ∈ N.
Proof. We construct the marked point process N , such that the points of N are the union of the points of
the arrival process A and the communication processes (Tp)p. In addition, we consider a point process N
′,
such that N ′m > Nm for all m ∈ N. For the k-th arrival, denote by Dk and D′k the departure times relative
to the point processes N and N ′. It is clear that Dk ≤ D′k.
External monotonicity is then established from the fact that if N ′ is equal to N except at a single point
corresponding to some arrival Ak, there is no arrival l such that D
′
l < Dl.
Proposition 5. For all n ≥ m, X[m,n] is homogeneous; namely
X[m,n](A+ c) = X[m,n](A) + c ∀c ∈ R.
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Proof. As the gossiping processes are FCFS, let τ be the time from the arrival of En until consistency.
Note that τ is time-invariant as it is derived from the mark of En. Then X[m,n](E) + c = (En + τ) + c =
(En + c) + τ = X[m,n](E + c).
Proposition 6. For all n ≥ m, X[m,n] is separable; namely
X[m,n](A) = X[l+1,n](A)
if X[m,l] ≤ Al+1.
Proof. By assumption block El+1 arrives at an empty system; thus block En does not wait for the dispersal
of any of the blocks Em, Em+1, . . . El due to the FCFS nature of the gossiping process. It follows that
X[m,n](E) = X[l+1,n](E).
Proof of Lemma 4. A monotone separable system is one that satisfies the conditions of causality, external
monotonicity, homogeneity, and separability [3]. These are established in Propositions 3, 4, 5, and 6.
D.2 Proof of Theorem 3
Proof of Theorem 3. For all n ≥ m, X[m,n] is monotone separable from Lemma 4. As such, we proceed by
providing lower bounds and upper bounds for Xn and taking the limit n→∞.
Ganesh [20] gives an upper bound for E[X1] ≤ 2 logNφH . By monotone separability, we shift the arrivals so
that each arrival occurs at the exact instant the previous arrival is known to all peers. Thus, by the strong
law of large numbers, we have:
µ−1 = lim
n→∞
Xn
n
≤ 2 logN
φH
a.s. (2)
and so a lower bound on the critical arrival rate is
φH
2 logN
≤ µ. (3)
Let S ⊂ {1, . . . , N} be a non-empty proper subset and denote by SC the complement of S. We note that
the clearing time Xn for n blocks is at least as long as the time it takes for all the blocks initially at peers
in S to be communicated to peers in SC . In particular, if k of the n blocks arrive to peers in S, then Xn is
at least as long as the first k attempted transmissions from peers in S to peers in SC . Shifting the arrivals
so that they all occur at time 0, we have:
E[Xn] ≥ n|S|
N
1∑
p∈S,q∈SC
1
d(p)1pq
≥ n|SC |
1
φH
. (4)
Recall from Definition 12 that 1pq is the indicator for an edge between p and q in H. Thus, almost surely,
µ−1 = lim
n→∞
Xn
n
= lim
n→∞
E[Xn]
n
≥ 1|SC |φH . (5)
Recall that for a monotone separable system, the existence of the almost sure limit limn→∞ Xnn and the
almost sure equality limn→∞ Xnn = limn→∞
E[Xn]
n is given in [3].
Thus, it follows that an upper bound on the critical vertex arrival rate is µ ≤ |SC |φH . Since Equation 5
holds for all non-empty proper subsets S, we make the bound tight by choosing |SC | = 1, which yields that
µ ≤ φH .
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