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Résumé
Face aux forts besoins de réduction de la consommation énergétique et de l’impact en-
vironnemental, le bâtiment d’aujourd’hui vise la performance en s’appuyant sur des sources
d’énergie de plus en plus diversiﬁées (énergies renouvelables), une enveloppe mieux conçue
(isolation) et des systèmes de gestion plus avancés. Plus la conception vise la basse consom-
mation, plus les interactions entre ses composants sont complexes et peu intuitives. Seule une
régulation plus intégrée permettrait de prendre en compte cette complexité et d’optimiser le
fonctionnement pour atteindre la basse consommation sans sacriﬁer le confort.
Les techniques de commande prédictive, fondées sur l’utilisation de modèles dynamiques
et de techniques d’optimisation, promettent une réduction des consommations et de l’incon-
fort. Elles permettent en eﬀet d’anticiper l’évolution des sources et des besoins intermittents
tout en tirant parti de l’inertie thermique du bâtiment, de ses systèmes et autres éléments
de stockage. Cependant, dans le cas du bâtiment, l’obtention d’un modèle dynamique suﬃ-
samment précis présente des diﬃcultés du fait d’incertitudes importantes sur les paramètres
du modèle et les sollicitations du système. Les avancées récentes dans le domaine de l’ins-
trumentation domotique constituent une opportunité prometteuse pour la réduction de ces
incertitudes, mais la conception d’un tel système pour une telle application n’est pas triviale.
De fait, il devient nécessaire de pouvoir considérer les problématiques de monitoring énergé-
tique, d’instrumentation, de commande prédictive et de modélisation de façon conjointe.
Cette thèse vise à identiﬁer les liens entre commande prédictive et instrumentation dans
le bâtiment, en proposant puis exploitant une méthode générique de modélisation du bâti-
ment, de simulation thermique et de résolution de problèmes d’optimisation. Cette méthodo-
logie met en œuvre une modélisation thermique multizone du bâtiment, et des algorithmes
d’optimisation reposant sur un modèle adjoint et les outils du contrôle optimal. Elle a été
concrétisée dans un outil de calcul permettant de mettre en place une stratégie de com-
mande prédictive comportant des phases de commande optimale, d’estimation d’état et de
calibration.
En premier lieu, nous étudions la formulation et la résolution d’un problème de commande
optimale. Nous abordons les diﬀérences entre un tel contrôle et une stratégie de régulation
classique, entre autres sur la prise en compte d’indices de performance et de contraintes. Nous
présentons ensuite une méthode d’estimation d’état basée sur l’identiﬁcation de gains ther-
miques internes inconnus. Cette méthode d’estimation est couplée au calcul de commande
optimale pour former une stratégie de commande prédictive.
Les valeurs des paramètres d’un modèle de bâtiment sont souvent très incertaines. La
calibration paramétrique du modèle est incontournable pour réduire les erreurs de prédic-
tion et garantir la performance d’une commande optimale. Nous appliquons alors notre
méthodologie à une technique de calibration basée sur des mesures de températures in situ.
Nous ouvrons ensuite sur des méthodes permettant d’orienter le choix des capteurs à utiliser
(nombre, positionnement) et des paramètres à calibrer en exploitant les gradients calculés
par la méthode adjointe.
La stratégie de commande prédictive a été mise en œuvre sur un bâtiment expérimental
près de Chambéry. Dans le cadre de cette étude, l’intégralité du bâtiment a été modélisé,
et les diﬀérentes étapes de notre commande prédictive ont été ensuite déployées de ma-
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nière séquentielle. Cette mise en œuvre permet d’étudier les enjeux et les diﬃcultés liées à
l’implémentation d’une commande prédictive sur un bâtiment réel.
Cette thèse est issue d’une collaboration entre le CEA Leti, l’IFSTTAR de Nantes et le
G2ELab, et s’inscrit dans le cadre du projet ANR PRECCISION.
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Abstract
More eﬃcient energy management of buildings through the use of Model Predictive Con-
trol (MPC) techniques is a key issue to reduce the environmental impact of buildings. Build-
ing energy performance is currently improved by using renewable energy sources, a better
design of the building envelope (insulation) and the use of advanced management systems.
The more the design aims for high performance, the more interactions and coupling eﬀects
between the building, its environment and the conditions of use are important and unintu-
itive. Only a more integrated regulation would take in account this complexity, and could
help to optimize the consumption without compromising the comfort.
Model Predictive Control techniques, based on the use of dynamic models and optimiza-
tion methods, promise a reduction of consumption and discomfort. They can generate energy
savings by anticipating the evolution of renewable sources and intermittent needs, while tak-
ing advantage of the building thermal inertia and other storage items. However, in the case
of buildings, obtaining a good dynamic model is tough, due to important uncertainties on
model parameters and system solicitations.
Recent advances in the ﬁeld of wireless sensor networks are fostering the deployment of
sensors in buildings, and oﬀer a promising opportunity to reduce these errors. Neverthe-
less, designing a sensor network dedicated to MPC is not obvious, and energy monitoring,
instrumentation, modeling and predictive control matters must be considered jointly.
This thesis aims at establishing the links between MPC and instrumentation needs in
buildings. We propose a generic method for building modeling, thermal simulation and
optimization. This methodology involves a multi-zone thermal model of the building, and
eﬃcient optimization algorithms using an adjoint model and tools from the optimal control
theory. It was implemented in a speciﬁc toolbox to develop a predictive control strategy
with optimal control phases, state estimation phases and model calibration.
At ﬁrst, we study the formulation and resolution of an optimal control problem. We dis-
cuss the diﬀerences between such a control and a conventional regulation strategy, through
performance indicators. Then, we present a state estimation method based on the identiﬁ-
cation of unknown internal gains. This estimation method is subsequently coupled with the
optimal control method to form a predictive control strategy.
As the parameters values of a building model are often very uncertain, parametric model
calibration is essential to reduce prediction errors and to ensure the MPC performance. Con-
sequently, we apply our methodology to a calibration technique based on in situ temperature
measurements. We also discuss how our approach can lead to selection techniques in order
to choose calibrated parameters and sensors for MPC purposes.
Eventually, the predictive control strategy was implemented on an experimental building,
at CEA INES, near Chambéry. The entire building was modeled, and the diﬀerent steps of
the control strategy were applied sequentially through an online supervisor. This experiment
gave us a useful feedback on our methodology on a real case.
This thesis is the result of a collaboration between CEA Leti, IFSTTAR Nantes and
G2ELab, and is part of the ANR PRECCISION project.
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Chapitre 1
Introduction : instrumentation de l’habi-
tat et performance énergétique
"L’homme est la mesure de toutes
choses"
Protagoras
Avec la complexiﬁcation des systèmes climatiques dans le bâtiment, et la hausse des
contraintes énergétiques, l’instrumentation du bâtiment devient un point clé pour la maî-
trise des consommations. Le développement des protocoles et des réseaux pour les capteurs
et actionneurs du bâtiment permet d’acquérir de plus en plus de données, et contrôler des
systèmes de plus en plus variés. En particulier, les réseaux de capteurs sans ﬁl sont très pro-
metteurs pour une démocratisation de l’instrumentation dans l’habitat et incitent à repenser
la façon dont nous maîtrisons l’énergie au sein d’un bâtiment. Nous exposons dans ce chapitre
quelles sont les spéciﬁcités d’intégration de réseaux de capteurs sans ﬁl dans le bâtiment,
et en quoi de tels systèmes de capteurs ouvrent des opportunités pour l’implémentation de
stratégies de contrôle avancées, telles que la commande prédictive.
Sommaire
1.1 Du capteur à l’habitat connecté . . . . . . . . . . . . . . . . . . . 3
1.2 Technologies pour les réseaux de capteurs . . . . . . . . . . . . . 4
1.2.1 Problématiques et solutions existantes . . . . . . . . . . . . . . . . 5
1.2.2 Solutions actuelles pour le bâtiment / exemples . . . . . . . . . . . 12
1.2.3 Perspectives d’intégration dans le bâtiment . . . . . . . . . . . . . 14
1.3 Commande prédictive et instrumentation . . . . . . . . . . . . 14
1.4 Objectifs des travaux de thèse et contributions . . . . . . . . . 17
2 Chapitre 1. Instrumentation de l’habitat et performance énergétique
1.1. Du capteur à l’habitat connecté 3
1.1 Du capteur à l’habitat connecté
Le thermomètre est généralement considéré comme l’un des tout premiers capteurs à
avoir fait son apparition dans l’habitat et dans le monde du bâtiment. Ce dispositif, basé sur
l’observation de la dilatation thermique de ﬂuides (mercure, alcool) puis sur d’autres eﬀets
tels que la thermoresistivité ou l’eﬀet Seebeck, a permis une première mesure objective du
confort thermique. Avec l’arrivée des premiers automates, des systèmes de chauﬀage central
et autres chaudières, le capteur de température est devenu partie intégrante des premiers
systèmes de régulation de la température. Ainsi ont vu le jour les thermostats à hystérésis,
appliquant une commande tout ou rien sur le système de chauﬀage, selon la valeur de la
température par rapport à des bornes minimales et maximales. Les régulateurs à hystérésis
sont aujourd’hui progressivement remplacés par des régulateurs PID (Proportionnel Intégral
Dérivé) qui régulent de manière plus lisse l’écart entre une température mesurée et une
température de consigne.
Les bâtiments de grande envergure (tertiaires ou industriels) présentent aujourd’hui un
grand nombre d’équipements commandables (ventilation, systèmes de chauﬀage divers, vo-
lets et occultants solaires, portes et fenêtres, éclairage), et comportent donc un nombre
conséquent de capteurs supplémentaires pour mesurer l’état du bâtiment et de ses systèmes
(luxmètre, capteur de CO2, débitmètres, capteurs de présence...en plus des thermomètres).
Les donnés fournies par ces capteurs sont acquises par un système informatique de Gestion
Technique du Bâtiment (GTB) qui régule ensuite les équipements en conséquence. Des proto-
coles de communication spéciﬁques et des bus de terrain ﬁlaires (LonWorks, KNX, BACnet,
Modbus, 1-Wire...) ont été développés pour assurer la communication entre le système de
gestion, les actionneurs et les diﬀérents capteurs.
Dans le domaine du bâtiment résidentiel, l’habitant cherche de plus en plus à maîtriser
sa dépense d’énergie sans sacriﬁer son confort. Avec l’intégration des énergies renouvelables
(géothermie, panneaux solaires, pompes à chaleur), les bâtiments deviennent également plus
complexes à maîtriser. De nouvelles solutions de capteurs et de thermostats connectés (Ne-
tatmo, Nest, Ecobee...) permettent de surveiller et piloter sa maison à distance, depuis un
ordinateur ou un smartphone, à l’aide de capteurs de température, de CO2 ou encore d’hy-
grométrie.
Au travers du compteur électrique connecté Linky (développé par ERDF), les pouvoirs
publics français investissent également dans les objets communicants pour l’habitat. Ce
compteur communiquant (dont le déploiement débute ﬁn 2015) transmettra les consomma-
tions électriques par CPL (Courant Porteur de Ligne) et réseau mobile GPRS, et permettra
ainsi à chacun de surveiller précisément son historique de consommation en temps réel. Il
s’agit également d’une première étape vers le développement des smart grids.
L’acquisition de données pertinentes au sein du bâtiment devient un axe de recherche
de premier plan pour la maîtrise énergétique. A cet eﬀet, la plupart des bâtiments expéri-
mentaux actuels (maisons INCAS du CEA-INES, plateforme Prédis du G2ELab, la maison
MARIA du CSTB ...) sont largement équipés en capteurs de toute sorte. Un tel niveau d’ins-
trumentation est lourd et est diﬃcilement généralisable à grande échelle (pour des raisons
de coût et de maintenance). Cependant, les nouvelles technologies de réseaux de capteurs
sans ﬁl autonomes promettent un déploiement et une maintenance grandement facilitée, à
un coût de plus en plus réduit, et laissent même espérer une intégration plus profonde des
capteurs dans le bâtiment (au sein des matériaux de construction par exemple).
Dans la section suivante, nous dressons un état de l’art de ces technologies (réseaux sans
ﬁl, récupération d’énergie...), aﬁn d’évaluer leurs caractéristiques et leur potentiel d’intégra-
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tion dans un bâtiment. Nous présenterons ensuite en quoi l’usage de capteurs et de réseaux
de capteurs sans ﬁl peut être une opportunité de choix pour le déploiement de méthodes de
commande optimale prédictive, et ainsi permettre une meilleure gestion de l’habitat et de
ses systèmes.
1.2 Technologies pour les réseaux de capteurs
Dans un bâtiment, intégrer un vaste réseau de capteurs ﬁlaires est une opération com-
plexe, coûteuse et peu évolutive. Elle nécessite de préférence de concevoir l’ensemble du
routage avant la construction du bâtiment. De fait, une solution ﬁlaire est limitée en termes
de ﬂexibilité : tout déplacement ou ajout de capteur nécessite une intervention conséquente
(recâblages). Même dans le cas d’un réseau basé sur la technologie CPL (Courant Porteur
de Ligne) utilisant le réseau électrique domestique préexistant, il est nécessaire d’utiliser des
modules spéciﬁques (codage - décodage) et l’emplacement des capteurs est limité au niveau
des prises de courant.
Les réseaux de capteurs sans ﬁl (WSN - Wireless Sensor Networks) constituent aujour-
d’hui un levier d’innovation clé dans le secteur de la domotique. Débarrasser un capteur de
l’ensemble de ses ﬁls le reliant à sa centrale d’acquisition / d’agrégation des données facilite
grandement le déploiement d’un grand nombre de capteurs. Ce type de solution est donc
intéressante pour l’intégration des systèmes de monitoring et de contrôle de l’habitat, et
peut même venir se greﬀer sur un système de GTB (Gestion Technique de Bâtiment) câblé
préexistant [Menzel et al., 2008].
Un réseau de capteurs sans ﬁl est classiquement constitué de nœuds capteurs, de nœuds
relais et d’une station de base. Les nœuds capteurs réalisent les mesures, les numérisent et
les envoient sous forme d’ondes radio. Les nœuds relais assurent la propagation du signal
radio jusqu’à la station de base, si cette dernière est trop éloignée d’un capteur. Les nœuds
capteurs peuvent également assurer la fonction de relais si ils ont étés conçu pour. Enﬁn, la
station de base, connectée directement à un ordinateur, agrège les données de mesure et peut
envoyer des requêtes au réseau (suivant la technologie du réseau). Chaque nœud capteur est
typiquement constitué des éléments suivants :
• Étage de mesure : Il s’agit de l’ensemble des composants sensibles réalisant les
mesures physiques. Ils sont accompagnés de leur électronique de conditionnement des
signaux et de convertisseurs analogiques/numériques.
• Microcontrôleur/Processeur : Hébergeant l’intelligence d’un nœud, il réalise le
traitement numérique, le stockage, et pilote la transmission et la réception des données.
• Étage Radiofréquence : Constitué d’une antenne adaptée à la fréquence du réseau
et à sa topologie (directionnalité), ainsi que d’une puce gérant l’encapsulation et la
transmission des données selon le protocole de communication choisi.
• Élément de stockage : Stocke l’énergie électrique nécessaire au fonctionnement du
système. Il peut s’agir d’une batterie (Lithium, couche mince...), d’une pile, d’une
capacité ou d’une supercapacitié, généralement accompagnée d’un système de gestion
de l’énergie.
• Système de récupération d’énergie (optionnel) : Vise à rendre le système au-
tonome ou à étendre sa durée de fonctionnement en récupérant l’énergie ambiante.
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Ce type d’assemblage est adaptable à de nombreuses applications. Par exemple, le projet de
capteur de vibrations développé au Léti dans les travaux de thèse de Pierre Gasnier [Gasnier
et al., 2014], exploite les vibrations d’une poutre piézoélectrique pour alimenter un système
complet avec un capteur de température, un accéléromètre 3 axes, un ASIC de récupération
d’énergie et un système de communication Bluetooth Low Energy.
Figure 1.1 – Capteur de vibrations à récupérateur d’énergie vibratoire piezoélectrique [CEA
Léti ]
1.2.1 Problématiques et solutions existantes 1
Si remplacer le système de communication ﬁlaire par un dispositif radio-fréquence per-
met de s’aﬀranchir des principales contraintes des réseaux ﬁlaires, cela amène de nouvelles
problématiques de ﬁabilité du transfert des données, d’autonomie et d’intégration du ré-
seau. Le bâtiment est un environnement particulier, avec des contraintes spéciﬁques sur la
propagation des ondes radios (murs, mobilier...) , mais présente également des opportunités
en termes de récupération d’énergie ambiante qui peuvent aider à concevoir des capteurs
autonomes.
1.2.1.1 Fiabilité du transfert des données
Dans un réseau de capteurs, la qualité du transfert des données est un critère de premier
plan. La bande de fréquences et les antennes utilisées, la structure et la gestion du réseau ainsi
que le protocole de communication employé sont des paramètres interdépendants qui ont un
impact direct sur la ﬁabilité du transfert. Concevoir un réseau de capteurs sans ﬁl nécessite
de bien connaître les besoins de l’application visée (densité/type de capteurs/étendue de la
zone à instrumenter), l’environnement du réseau (architecture du bâtiment), et de disposer
de moyens d’évaluer la ﬁabilité en phase de conception [Jang et Healy, 2010].
Fréquences et antennes : Le choix de la fréquence impacte directement la distance de
transmission maximale d’un système radio. Pour évaluer l’eﬀet de décroissance de l’énergie
électromagnétique avec la distance en champ libre, le concepteur peut faire appel à l’équation
de Friss simpliﬁée :
Pr
Pt
= GtGr
(
λ
4πR
)2
1. Remarque : Les références des constructeurs/concepteurs prévalent sur ce qui est exposé ici sur des
produits commerciaux.
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où Pt est la puissance en watts de l’antenne d’émission, Pr celle de l’antenne de réception,
Gt et Gr les gains linéaires respectifs des antennes d’émission et de réception, R la distance
en mètres séparant les deux antennes et λ la longueur d’onde (en mètres) de la fréquence de
transmission.
Cette équation indique que plus la fréquence sera faible, plus la portée du système sera
grande. Cependant, la fréquence a également un impact sur la taille de l’antenne. L’ordre
de grandeur pour la dimension d’une antenne standard est généralement du quart de la
longueur d’onde utilisée. Diminuer la fréquence pour avoir une meilleure portée se fait donc
au détriment de l’intégration et de la discrétion du nœud. Dans les cas où ce dernier critère
est important, il est possible d’utiliser des antennes dites « électriquement petites » dont
la dimension est de l’ordre de λ/2π. Ces antennes sont conçues selon des techniques de
miniaturisation basées sur une optimisation de la géométrie, des eﬀets capacitifs et inductifs
et des matériaux utilisés [Wheeler, 1947, Wheeler, 1975, Chu, 1948].
Enﬁn, l’équation de Friss ne modélise que la dispersion de la puissance rayonnée dans
l’espace en champ libre. Dans un bâtiment, tous les phénomènes de diﬀraction, réﬂexion, ab-
sorption et diﬀusion des ondes électromagnétiques entrent en jeu [Mohammed et al., 2004].
Il complexiﬁent le choix de la fréquence de communication, et surtout la conception et le
positionnement des antennes à utiliser. Pour appréhender la propagation radiofréquence en
environnement intérieur, le concepteur peut en premier lieu faire appel à des relations empi-
riques comme le modèle ITU pour l’atténuation radio [Seybold, 2005] (valable de 900MHz
à 5.2GHz) déﬁnissant l’atténuation L en décibels par :
L = 20 log (f) +N log (d) + Pf (n)− 28
Avec f la fréquence de transmission en mégahertz, d la distance entre l’émetteur et
le récepteur en mètres, N le coeﬃcient de pertes de puissance (coeﬃcient empirique en dB
dépendant de la fréquence et du type de bâtiment), n le nombre d’étages les séparant (jusqu’à
3) , et Pf (n) le coeﬃcient (empirique) de pénétration du sol entre étages (les coeﬃcients
empiriques sont tabulés pour diﬀérentes classes de situations courantes).
Par ailleurs, l’intégration d’une antenne sur ou dans une paroi peut changer son impé-
dance, son gain et sa directivité, ce qui doit être pris en compte lors de la conception si l’on
veut en garantir les performances [Shams et Ali, 2007]. Le problème de l’interaction des an-
tennes avec des objets proches est également souvent rencontré dans le domaine de la RFID
(Radio Frequency IDentiﬁcation) [Dobkin et Weigand, 2005, Foster et Burberry, 1999].
Pour une analyse plus ﬁne de la propagation, des méthodes statistiques [Saleh et Valen-
zuela, 1987] ou encore par lancer de rayons (logiciel Wireless InSite® par exemple) sont de
plus en plus utilisées, mais nécessitent de bien caractériser le milieu de propagation.
Topologie du réseau : La topologie et la gestion du réseau joue également beaucoup sur
sa ﬁabilité. Chaque nœud peut être soit émetteur, soit récepteur, ou bien les deux à la fois.
Pour une conﬁguration donnée, il existe plusieurs manières de faire transiter les données entre
les diﬀérents nœuds suivant leur portée et leur capacité. On peut ainsi classiﬁer diﬀérents
types de topologies :
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Table 1.1 – Topologie des réseaux de capteurs sans ﬁl
Chaque fonction d’émission et d’écoute coûtent de l’énergie. De plus, la communication
ne peut s’établir que s’il y a écoute en même temps qu’émission. Sans dispositif de synchro-
nisation (système d’horloge par exemple), il faut donc avoir des nœuds dédiés à l’écoute ou à
l’émission continue/régulière reliés à une source d’énergie suﬃsante et/ou illimitée. De fait,
beaucoup de réseaux sont conﬁgurés en mode « scanning » pour plus de simplicité (l’intelli-
gence du réseau et les traitements associés sont ici principalement concentrés au niveau du
récepteur).
Les réseaux maillés (Mesh networks) sont très intéressants en termes de couverture (qui
peut s’étendre d’autant que le nombre de capteurs supportés par le protocole est grand) et
de résilience (si un nœud se désactive, l’information peut circuler par un chemin alternatif).
Ils peuvent également faire l’objet de nombreuses optimisations de conﬁguration (topologie,
fréquence d’utilisation des nœuds, reconﬁguration dynamique) pouvant améliorer sa durée
de vie et sa robustesse [Shah et Rabaey, 2002, Wang et al., 2005, Suomela, 2005].
Protocoles de communication : Tout réseau de communication s’appuie sur un proto-
cole particulier. Les réseaux de capteurs sans ﬁl ne font pas exception à la règle. Le choix d’un
protocole impacte non seulement la forme des trames de données envoyées, mais contraint
également les choix de fréquences et de topologies. Le tableau 1.2 donne les caractéristiques
générales de réseaux parmi les plus répandus dans un environnement domestique.
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Table 1.2 – Protocoles courants de communication sans ﬁl en environnement domestique
[source : rapport interne CEA]
Chaque protocole présente également diﬀérentes conﬁgurations et déclinaisons, ce qui lui
donne une certaine ﬂexibilité. En particulier, il existe des déclinaisons basse consommation
qui sont particulièrement intéressantes dans le cadre du bâtiment (voir le rapport [Smith,
2011] comparant les protocoles basse consommation Bluetooth low energy, ANT, ANT+,
RF4CE, ZigBee, Wi-Fi, Nike+, IrDA et NFC). Le Wiﬁ étant déjà très répandu dans les
environnements domestiques, c’est un protocole de choix pour les capteurs peu nombreux
connectés au réseau électrique (thermostats par exemple). Le Bluetooth est également assez
répandu pour connecter un ordinateur/smartphone à un objet communicant au sein d’une
pièce. Les autres protocoles (zigBee, Enocean, KNX, Zwave, Insteon) semblent plus perti-
nents sur des réseaux maillés relativement denses de capteurs peu gourmands énergie (voire
autonomes).
1.2.1.2 Autonomie énergétique du réseau
L’autonomie d’un capteur sans ﬁl est caractérisée par la durée sur laquelle il possède
suﬃsamment d’énergie pour remplir sa fonction. Recharger la batterie ou remplacer les piles
est une opération contraignante sur un tel système, et l’arrêt trop fréquent d’un capteur par
manque d’énergie nuit fortement à l’usage et à la ﬁabilité du réseau de capteurs. Après la
ﬁabilité de transfert des données, l’autonomie est une caractéristique cruciale que l’on cherche
à augmenter au maximum si ce n’est la rendre illimitée. L’accroitre nécessite d’intervenir
sur tous les composants du système, sur les éléments matériels et logiciels, de l’échelle du
composant à celle du réseau complet [Raghunathan et al., 2002].
Consommation : Pour un nœud capteur standard, l’ordre de grandeur de consommation
pour une mesure et son envoi est de quelques centaines de microjoules réparti sur diﬀérentes
phases de fonctionnement (ﬁgure 1.2). Cette consommation est impactée autant par la nature
de la mesure et le choix des diﬀérents composants que par leur mise en œuvre, le protocole
RF ou encore la topologie du réseau.
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Figure 1.2 – Proﬁl de consommation standard d’un nœud capteur sans ﬁl [source : rapport
interne CEA]
Réduire la consommation peut se faire sur plusieurs plans :
• Choisir les composants les plus économes. Le processeur doit disposer également d’un
mode de veille profonde et d’une basse consommation générale. Si certains composants
sont naturellement peu consommateurs (thermocouples par exemple) d’autres issus de
technologies souvent plus complexes comme les capteurs de CO2 font encore l’objet
de recherches pour les miniaturiser et en faire des composants basse consommation
[Barritault et al., 2013].
• Disposer d’un système de gestion énergétique embarqué pour optimiser l’utilisation de
l’énergie dans les diﬀérents composants du nœud. Proposé au moins partiellement dans
des SoC (System On Chip) dédiés, il peut également faire l’objet de développement
d’un ASIC (Application-speciﬁc integrated circuit) et/ou d’un sous programme dédié
au sein du processeur du nœud.
• Réduire au maximum le nombre de mesures et de transmissions RF, tout en respectant
les exigences de l’application ﬁnale visée. Optimiser les chemins de communication
empruntés par les données capteurs.
• Réduire la puissance d’émission radio (au détriment de la portée, ce qui peut nécessiter
d’augmenter le nombre de nœuds).
Récupération d’énergie : En complément des stratégies de réduction de la consomma-
tion, l’ajout d’un système de récupération d’énergie permet d’accroître encore la durée de
vie du nœud capteur. Ces systèmes visent à récupérer l’énergie ambiante dans l’environne-
ment du capteur pour la convertir en énergie électrique. Cette énergie peut être présente
sous toutes ses formes : thermique (ﬂux thermique), solaire, mécanique (mouvements vibra-
toires), hydraulique et électromagnétique (radiofréquences). Dans le cadre du bâtiment, les
fréquences d’échantillonnage n’ont pas besoin d’être élevées : suite à la dynamique lente des
phénomènes thermiques, 10 minutes sont suﬃsantes (la plupart des logiciels de simulation
thermique du bâtiment proposent un pas de temps minimal aux alentours de 5 à 10 minutes).
Le nœud capteur reste alors majoritairement en mode veille, ce qui pourrait permettre à des
systèmes de récupération d’énergie adéquats de les rendre parfaitement autonomes.
Dans un bâtiment, bien que leur répartition soit assez inégale, de nombreuses sources
d’énergies sont disponibles :
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Table 1.3 – Transducteurs pour la récupération d’énergie dans le bâtiment (source : [Matiko
et al., 2014])
La récupération d’énergie mécanique se fera préférentiellement sur les interrupteurs ou
autres parties mobiles (tel que l’interrupteur Enocean ﬁgure 1.3, ou le variateur sans ﬁl Ener-
bee [Enerbee, 2015]). Les mouvements de ﬂuides ne peuvent être exploités qu’à l’extérieur
ou dans les conduits d’aération/hydrauliques, et les récupérateurs thermoélectriques ne sont
utilisables qu’en cas de gradient thermique suﬃsamment important (radiateur, conduites
d’eau chaude...). La société Micropelt par exemple, commercialise des thermostats sans ﬁl
autonomes exploitant le gradient thermique en surface d’un radiateur par des modules pel-
tier. Les microgénérateurs à eﬀet Peltier commercialisés par Micropelt produisent environ
1mW pour un gradient de 15K. Les sources d’énergie solaire et électromagnétique (radio
FM, bornes Wiﬁ) semblent très répandues dans le secteur, mais là encore, une étude ﬁne de
l’environnement reste nécessaire avant toute mise en œuvre.
Figure 1.3 – Récupérateur d’énergie électromagnétique pour interrupteurs Enocean [en-
ocean.com]
Figure 1.4 – Générateur thermoélectrique et thermostat communicant et autonome Micro-
pelt [micropelt.com]
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D’après [Wang et al., 2010, Wang et al., 2009], l’énergie solaire représente de par sa dis-
ponibilité et sa densité, un levier particulièrement intéressant pour l’autonomie des capteurs
dans l’habitat. Cela nécessite cependant un choix des composants et de l’architecture du
circuit de récupération d’énergie adapté aux conditions lumineuses (spectre, intensité, inter-
mittence). Le spectre lumineux de l’éclairage intérieur est diﬀérent de celui en extérieur. En
environnement intérieur, les cellules solaires en silicium amorphes présentent généralement
un spectre d’absorption mieux adapté que celui des cellules en silicium cristallin et oﬀrent
donc un meilleur rendement. Alliant en outre bas coût et souplesse au niveau de ses facteurs
de forme, cette technologie photovoltaïque est logiquement très utilisée pour les applications
en intérieur [Reich et al., 2005]. Par exemple, la société Solems commercialise des panneaux
en silicum amorphe de 16× 48mm produisant une puissance max indiquée de 20.4µW sous
un éclairage de 200 lux.
Les systèmes de récupération d’énergie électromagnétique sont plus diﬃciles à mettre en
œuvre. En particulier, les densités d’énergie radio peuvent être très inégales et sont géné-
ralement très faibles. Les tailles d’antenne requises pour une performance acceptable sont
particulièrement grandes (pour un signal TV, une antenne de 40 cm permettrait de récupérer
2.5µW à 10 km de distance en champ libre [vom Boegel et al., 2012]). Il est également pos-
sible de s’inspirer des technologies RFID (Radio-frequency identiﬁcation) pour des solutions
d’alimentation à distance où un émetteur vient focaliser des ondes radios dans une zone
spéciﬁque contenant les capteurs à alimenter. Des améliorations restent toutefois à réaliser
en termes de distance maximale d’alimentation [Le et al., 2008] et d’adaptations spéciﬁques
à un réseau de capteurs [Seah et Olds, 2013]. Des sociétés comme Powercast commercialisent
déjà des nœuds radio-alimentés utilisables dans le bâtiment ( 8µW @4.5m récupérables par
la carte Powerharvester® dans le champ d’un émetteur Powercast à 3W ).
Figure 1.5 – P2110CSR Powerharvester® Wireless Sensor Card de Powercast
[www.powercastco.com]
Enﬁn, une hybridation des sources d’énergie (panneau solaire et générateur thermoélec-
trique par exemple) peut également être envisagée pour accroitre encore l’autonomie du
système [Viehweger et al., 2012].
1.2.1.3 Intégration et interopérabilité
Il existe aujourd’hui une grande diversité de protocoles de communication sans ﬁl, qui
se distinguent par les débits de données atteignables, leur complexité, la consommation
standard des modules et les coûts de déploiement (ﬁgure 1.6, et tableau 1.2 pour le cas
12 Chapitre 1. Instrumentation de l’habitat et performance énergétique
particulier du bâtiment). Assurer l’interopérabilité entre diﬀérents systèmes ﬁlaires et non
ﬁlaires issus de diﬀérents constructeurs représente un véritable déﬁ.
Figure 1.6 – Diversité des protocoles sans ﬁl les plus répandus [source : inov360.com]
L’identiﬁcation et l’intégration de nouveaux capteurs au sein d’un réseau devrait dans
l’idéal être automatique et « plug and play ». Des intergiciels tels que OpenHAB proposent
déjà des solutions interopérables pour le monitoring et le contrôle de l’habitat. D’autres
projets tels SCUBA FP7 [Scuba FP7, 2014] proposent de pousser le concept plus loin en
construisant une suite logicielle couvrant à la fois les besoins de conception, d’installation et
de gestion réseau en prenant en compte les contraintes d’interopérabilité.
1.2.2 Solutions actuelles pour le bâtiment / exemples
Des solutions de réseaux de capteurs sans ﬁl clé en main pour l’habitat sont déjà commer-
cialisées. Les mesures réalisées sont généralement des mesures de température, de luminosité,
d’humidité, ouverture/fermeture des portes et fenêtre, de présence et de puissance consom-
mée aux niveau des prises électriques. Le marché propose également de nombreuses solutions
de développement facilitant la conception de nœuds capteurs personnalisés.
Exemples de solutions commerciales de capteurs sans fil pour l’habitat 2 :
Solutions clé en main :
Thermostat Nest : Le thermostat Nest embarque des capteurs de tem-
pérature, d’humidité, de présence et de luminosité ambiante. Connecté à
internet par Wi-Fi (mais alimenté par le secteur), il peut également com-
muniquer avec d’autres équipements compatibles (détecteur de fumée, de
CO2, ﬁl pilote de chaudière) via les protocoles 802.15.4 et Bluetooth Low
2. Visuels des produits issus des sites web des sociétés respectives : nest.com, ecobee.com, netatmo.com,
insteon.com, castorama.fr, ijenko.com, enocean.com, ti.com
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Energy. Il embarque un service de gestion intelligente du chauﬀage et une
interface de gestion en ligne.
Thermostat Ecobee : Ce thermostat connecté via Wi-Fi propose égale-
ment une interface de pilotage en ligne et une stratégie de gestion dédiée.
Il est équipé de capteurs de température, de mouvement, de proximité
et d’humidité, et peut être connecté à des capteurs de température satel-
lites sur piles via un protocole 915MHz (avec une autonomie moyenne
annoncée de 4 ans).
Station météo Netatmo : Station météo domestique connectée via Wi-
Fi, permettant de surveiller son environnement domestique intérieur et
extérieur à distance via deux modules. Elle fournit des mesures de tem-
pérature, de CO2, de pression, d’humidité et de niveau sonore. Le module
extérieur, sur piles, propose une autonomie de 2 ans.
Système Insteon : Le système Insteon est constitué d’un nœud central,
communiquant sans ﬁl à un ensemble d’objets et de capteurs (ampoules,
prises, détecteurs de présence, thermostats, caméras IP...) via un réseau
maillé peer-to-peer propriétaire (868 MHz pour la version européenne),
mais également par CPL (Courant Porteur de Ligne), Internet et Intra-
net. Les nœuds ne disposent pas forcément de récupérateur d’énergie.
L’accent est mis sur la facilité de déploiement et d’utilisation, la société
proposant également une application smartphone permettant de surveiller
et contrôler son habitat à distance.
Blyssbox Castorama : « Box » communiquant sans ﬁl avec un ensemble
de produits domotiques classiques (caméra de surveillance, thermostat ré-
glable...) pour lesquels un module RF a été rajouté. La principale fonction
de ce système est de permettre un contrôle de ces systèmes directement
via une interface web.
Système IJENKO et services associés : Ijenko propose un système de
« box » communicante (Wi-Fi, 3G, USB, Ethernet et ZigBee) interagissant
avec un ensemble d’objets communicants (thermostats, détecteurs de pré-
sence, wattmètres). Ces objets ne disposent pas forcément d’éléments de
récupération d’énergie. Ijenko se diﬀérencie sur un panel de solutions lo-
gicielles permettant à l’utilisateur et aux distributeurs d’énergie de mieux
surveiller et gérer l’énergétique de l’habitat.
Solutions de développement :
Capteurs autonomes Enocean : La société Enocean à l’origine du pro-
tocole propriétaire du même nom propose également des kits de dévelop-
pement de réseaux sans ﬁl, des nœuds capteurs prêts à l’emploi et des SoC
pour la conception de nœuds compatibles Enocean. Leurs solutions sont
conçues pour favoriser l’usage d’un récupérateur d’énergie. Les nœuds ﬁnis
qu’ils commercialisent utilisent l’énergie solaire comme source d’énergie,
à l’exception des interrupteurs qui utilisent un récupérateur mécanique.
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SoC CC2530 Texas Instruments : SoC pour la réalisation de nœuds
capteurs personnalisés. Il intègre une puce de transmission RF ZigBee
2.4GHz, un microcontrôleur basse consommation ainsi que diﬀérents
modes de fonctionnement basse consommation.
1.2.3 Perspectives d’intégration dans le bâtiment
Grâce aux technologies pour les réseaux de capteurs sans ﬁl, le marché s’enrichit de plus
en plus de solutions grand public permettant de surveiller l’ambiance de l’habitat et maîtriser
ses équipements climatiques. Cependant, l’usage de systèmes de récupération d’énergie pour
accroître l’autonomie des capteurs est encore peu répandu. Les formats propriétaires ne
favorisent pas non plus la mutualisation des données de mesure pour des applications à
portée plus large et l’interconnexion de diﬀérents systèmes.
Le positionnement et le déploiement de capteurs est souvent crucial pour la performance
du système de gestion [Painter et al., 2012]. Malgré les eﬀorts à poursuivre pour améliorer
l’autonomie, la ﬁabilité et l’ouverture de ces réseaux, les technologies pour les WSN sont
suﬃsamment matures pour proposer des solutions facilitant le déploiement de capteurs dans
le bâtiment. Des développements futurs pourraient même envisager une augmentation de la
connectivité des équipements climatiques (Internet des objets), une fonctionnalisation d’élé-
ments constitutifs du bâtiment (capteurs disséminés dans les parois, toitures mesurant les
conditions météorologiques...), voire une conception plus poussée du système d’instrumen-
tation en vue d’une amélioration des performances de la GTB et pour l’usage de stratégies
de contrôle avancées (usage plus varié de capteurs, redondance, positionnement précis...).
En vérité, ce sont même les besoins d’instrumentation pour le contrôle-commande qui
doivent induire les spéciﬁcations d’un réseau de capteurs, dans la limite des contraintes
technologiques. In ﬁne, étudier les besoins de mesures pour des stratégies de commande
avancées pourraient induire des développement spéciﬁques sur les capteurs sans ﬁl : si l’on
se rend compte par exemple qu’insérer des capteurs dans les vitrages induit un gain de
performance important, il serait judicieux de développer des récupérateurs d’énergie adaptés
pour le rendre autonome (panneaux solaires ? module Peltier ?). De même, si l’on doit noyer
des capteurs dans une paroi, il faudra concevoir des antennes spéciﬁques à cet environnement.
1.3 Commande prédictive et instrumentation
La plupart des contrôleurs classiques sont des systèmes dynamiques (le plus souvent nu-
mériques) conçus pour garantir un asservissement à une consigne et une régulation face aux
diverses perturbations. Cependant, ils ne peuvent pas anticiper l’évolution des besoins ni des
conditions météorologiques. La commande prédictive est une stratégie de contrôle anticipatif
fondée sur la théorie de la commande optimale, qui permet de minimiser un critère de per-
formance à partir d’un modèle dynamique et d’une prédiction de ses entrées. Les premiers
algorithmes de commande prédictive ont été développés en 1978 par [Richalet et al., 1978]
puis généralisés par [Clarke et al., 1987], et intégrés depuis lors sur de nombreuses applica-
tions industrielles. Ces algorithmes se trouvent généralement dans la littérature anglophone
sous le nom de MPC (Model Predictive Control algorithms), et se basent sur la réalisation
séquentielle de plusieurs étapes (ﬁgure 1.7) :
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Figure 1.7 – Principe de la commande prédictive
Étapes « hors ligne » :
• Construction du modèle : Au préalable, il est nécessaire de concevoir un modèle
dynamique du système que l’on cherche à piloter. Ce modèle peut être conçu à partir
d’une analyse ﬁne des propriétés physiques du système (équations diﬀérentielles) ou
être plus empirique (modèle statistique, réseau de neurones).
• Calibration du modèle : Dès lors que l’on connaît la structure mathématique de
notre modèle, il est essentiel de s’assurer que sa réponse est proche de la réalité. Une
étape de calibration, reposant sur des mesures in situ, est alors nécessaire pour trouver
le bon paramétrage. Cette calibration peut être réitérée plusieurs fois au cours du cycle
de vie du bâtiment.
Étapes « en ligne » : Une fois que l’on dispose d’un modèle représentant suﬃsamment
bien le système piloté, ce dernier est utilisé dans des étapes successives de calcul de commande
optimale et d’estimation d’état [Maciejowski, 2002].
• La phase de commande optimale vise à calculer une loi de commande minimisant
un critère donné sur un horizon de temps futur (horizon de prédiction). Un problème de
contrôle optimal se formule généralement comme un problème d’optimisation [Trélat,
2008] :

uopt = argmin
u ∈ Utf
J (tf , u)
x˙ (t) = f (t, x (t) , u (t)) , x (t0) = x0 u ∈ Utf , t ∈ [t0, tf ]
J (tf , u) =
ˆ tf
t=t0
c (t, xu (t) , u (t)) dt+ g (tf , xu (tf )) u ∈ Utf
ϕi (u, xu) ≤ 0 u ∈ Utf
(1.1)
On cherche à trouver une loi de commande u appartenant à l’espace des commandes
admissibles Utf (c’est-à-dire l’espace des commandes pour lesquelles la trajectoire x (t) est
déﬁnie sur l’horizon de prédiction [t0, tf ]), minimisant une fonction de coût J associée, et
respectant les fonctions de contraintes ϕi. Cette fonction de coût dépend du modèle utilisé,
et des objectifs de contrôle. Un cas particulier courant consiste à considérer c comme l’écart
entre la trajectoire d’une commande u et une trajectoire de consigne, et g comme l’écart
pondéré entre la valeur ﬁnale de la trajectoire et la valeur ﬁnale désirée. Dans le cas d’un
bâtiment, c peut être la somme pondérée d’un critère de confort thermique et de la consom-
mation énergétique globale. La résolution de ce type de problème d’optimisation a donné
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lieu à des développements mathématiques spéciﬁques, tels que le principe du maximum de
Pontryagin [Pontryagin, 1987], la théorie de la programmation dynamique [Bellman, 1963]
ou encore la théorie du contrôle optimal pour des systèmes gouvernés par des équations aux
dérivées partielles [Lions, 1971].
• La phase d’estimation d’état permet d’introduire une boucle de rétroaction dans
le processus de contrôle. La commande optimale est en eﬀet une commande de type
« boucle ouverte » qui suppose de connaître parfaitement à l’avance le comportement
du système, l’évolution de ses sollicitations, et ses conditions initiales x0. Ceci est
malheureusement impossible en pratique : même en supposant les conditions initiales
parfaitement connues, l’accumulation d’erreurs de modèle et de prédiction des solli-
citations vont détériorer la pertinence de la commande avec le temps. L’usage d’ob-
servateurs d’état (observateur de Luenberger, ﬁltre de Kalman..) permet à l’aide de
mesures d’estimer les conditions initiales du système avant un calcul de commande
optimale. Estimer régulièrement l’état du système permet alors de recalculer réguliè-
rement la commande optimale et d’absorber ainsi les perturbations et autres erreurs
de prédiction.
L’imbrication de ces phases peut se résumer par le schéma suivant (ﬁgure 1.8) :
Estimation Optimal control
Figure 1.8 – Commande prédictive : horizon de prédiction
A chaque instant tk, on réalise une estimation d’état à partir des mesures précédentes et
de la connaissance des lois de commande précédemment appliquées. En prenant l’état estimé
comme condition initiale, on calcule alors une loi de commande optimale sur un horizon de
prédiction [tk, tk + tf ]. Cette commande est appliquée jusqu’à la nouvelle estimation d’état
à l’instant tk+1 < tk + tf .
L’introduction de la commande prédictive dans le secteur du bâtiment s’avère très pro-
metteuse pour générer des économies d’énergie. En formulant le problème de contrôle comme
un problème d’optimisation portant sur la maximisation du confort et la minimisation des
dépenses, on peut espérer tirer meilleur parti des sources d’énergies passives (gains solaire,
énergie dégagée par les occupants) et/ou naturelles (ﬂux d’énergie extraits par les pompes
à chaleur, panneaux solaires...) et des systèmes de stockage (batteries, ballons thermiques,
matériaux à changement de phase) qu’avec des systèmes de régulation classique (contrôleur
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PID). L’étude [Privara et al., 2010] par exemple, annonce des gains énergétiques d’environ
20% par rapport à un contrôleur boucle ouverte compensé par la température extérieure
durant une période hivernale. Les travaux de [Lamoudi, 2012] sur la commande prédictive
distribuée laissent également espérer entre 5% et 20% de gains énergétiques. Ces ordres de
grandeur se retrouvent régulièrement dans la littérature ([Mantovani et Ferrarini, 2015, Ha-
zyuk, 2011]).
Cependant, dans le cadre du bâtiment, le déploiement du contrôle prédictif est rendu
diﬃcile par deux principaux obstacles techniques :
• L’obtention d’un modèle dynamique du bâtiment est une tâche complexe. Les logiciels
de simulation thermique du bâtiment (EnergyPlus, Comﬁe Pléiades, TRNSYS...) per-
mettent de construire de tels modèles (de type multizone-nodal), mais nécessitent de
connaître parfaitement sa géométrie, les propriétés thermiques exactes de ses matériaux
et la prédiction des entrées dont la connaissance est souvent entachée d’incertitudes
[Spitz, 2012, Macdonald et Clarke, 2007, Macdonald, 2002, Merheb, 2013]. Ceci rend
dans de nombreux cas l’estimation de la performance énergétique d’un bâtiment diﬃcile
[Norford et al., 1994, Bordass et Associates, 2004].
• Il est également diﬃcile de prédire l’évolution des sollicitations thermiques du bâtiment.
Si les services météo permettent de prédire l’évolution des conditions extérieures, leur
ﬁabilité reste limitée [Tracton et Kalnay, 1993, Murphy, 1993, Murphy, 1977]. La pré-
diction des conditions d’usage (impact des occupants, génération de gains internes,
ouverture de fenêtres...) est encore plus complexe à obtenir et a un fort impact sur la
thermique [Nguyen et Aiello, 2013].
Face à de telles incertitudes, il devient complexe de garantir la performance réelle d’une
stratégie de contrôle prédictif. Les étapes de calibration et d’estimation d’état sont donc
cruciales pour obtenir une commande prédictive ﬁable. Comme ces étapes font appel à des
données de mesure in situ, concevoir le système d’instrumentation adéquat est une tâche
ayant un impact certain sur la performance de la commande prédictive. Utiliser des réseaux
de capteurs sans ﬁl disséminés dans le bâtiment ouvre alors des opportunités en matière de
calibration de modèle et d’estimation d’état, et peuvent donc être un levier potentiel à la
démocratisation de stratégies de contrôle prédictif en contribuant à la réduction des erreurs
de calcul de commande optimale.
1.4 Objectifs des travaux de thèse et contributions
Les réseaux de capteurs sans ﬁl présentent une réelle opportunité pour le déploiement
de la commande prédictive dans le bâtiment, par une simpliﬁcation de la maintenance et
une plus grande souplesse d’intégration que les systèmes ﬁlaires. Cependant, l’établissement
des spéciﬁcations du réseau (protocole, autonomie...) doit dépendre des besoins de mesures
spéciﬁques au contrôle-commande, lesquels sont diﬃciles à déterminer pour une commande
prédictive faisant appel à des phases d’estimation d’état et de calibration.
La littérature comporte plusieurs exemples d’utilisation de mesures in situ pour calibrer
des modèles énergétiques du bâtiment à des ﬁns d’audit [Heo et al., 2012, Zayane, 2011],
mais la complexité paramétrique de modèles détaillés du bâtiment de type multizone-nodal
reste un obstacle. Pour de la commande prédictive, cette diﬃculté est souvent contournée
par l’usage de modèles sans signiﬁcation physique (dits de type « boite noire ») tels que les
réseaux de neurones [Kalogirou, 2000, Kalogirou et Bojic, 2000] ou des modèles statistiques
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[Yiu et Wang, 2007]. Il est également courant de faire appel à des modèles physiques sim-
pliﬁés, dits de type « boite grise », souvent issus d’une discrétisation grossière de l’équation
de la chaleur et de bilans thermiques et analogues aux systèmes résistifs-capacitifs élec-
triques [Akander et al., 2000, Široký et al., 2011]. De tels modèles sont plus faciles à calibrer
(moins de paramètres), et permettent un calcul rapide de commande optimale. Néanmoins,
en s’éloignant de la physique du modèle, le lien entre les capteurs à utiliser et les objectifs de
prédiction devient moins direct. Le choix des capteurs pour la calibration devient alors plus
arbitraire. De plus, un modèle trop simpliﬁé se limitera à la prédiction des données mesurées
et ne permettra pas l’extrapolation de données utiles, tels que les bilans énergétiques au
niveau des pièces ou encore le calcul de la température opérative. Enﬁn, il est fréquent qu’un
modèle détaillé ait déjà été construit sur un logiciel de simulation en phase de conception
du bâtiment (pour les bâtiment récents), et les méthodes utilisant des modèles simpliﬁés
peuvent faire appel à une pré-calibration sur un modèle détaillé [Cole et al., 2014, Lamoudi,
2012].
Certains travaux cherchent à connecter des logiciels de simulation du bâtiment et des
outils d’optimisation, permettant d’eﬀectuer des tâches de calibration paramétrique, de calcul
de commande optimale, voire d’optimisation structurelle du bâtiment. C’est par exemple le
cas de la toolbox Matlab MLE+ [Bernal et al., 2012], qui permet à Matlab de communiquer
avec EnergyPlus via le port logiciel BCVTB, ou encore le logiciel GenOpt, qui propose un
ensemble d’algorithmes d’optimisation génériques et une interface avec EnergyPlus, Modelica
ou le port BCVTB [Coﬀey et al., 2010]. Malheureusement, comme il n’est pas possible
d’extraire un quelconque gradient sur les modèles utilisés (hormis par de coûteuses méthodes
de diﬀérences ﬁnies), les stratégies d’optimisation sont limitées aux algorithmes sans gradient
qui requièrent souvent beaucoup d’itérations pour converger.
Une autre voie, qui est celle que nous explorons ici, consiste à exploiter des algorithmes
itératifs fondés sur l’exploitation du gradient, à condition de pouvoir calculer ce dernier avec
un coût de calcul raisonnable. La théorie du contrôle optimal [Lions, 1971] fournit un cadre
adéquat pour le calcul rapide de gradients dans le cas de systèmes gouvernés par des équations
aux dérivées partielles, en s’appuyant sur l’écriture d’un modèle adjoint. Les travaux de
thèse de Jordan Brouns [Brouns, 2014, Brouns et al., 2013, Nassiopoulos et Bourquin, 2012]
proposent une méthode d’audit thermique du bâtiment à partir de mesures in situ. Cette
méthode est fondée sur l’utilisation la théorie du contrôle optimal dans l’inversion de modèles
thermiques du bâtiment.
Dans la continuité de ces travaux et dans le cadre du projet ANR PRECCISION, cette
thèse contribue à faire évoluer ces outils pour répondre aux besoins de la commande prédic-
tive dans le bâtiment et analyser les besoins d’instrumentation au travers d’une stratégie de
commande prédictive. En particulier :
• Nous proposons une méthode uniﬁée pour la commande prédictive du bâtiment. Cette
méthode est construite sur une reformulation des diﬀérentes phases d’une commande
optimale par des problèmes d’optimisation et une modélisation zonale-nodale du bâti-
ment.
• Nous étudions l’impact d’une formulation quadratique sur le contrôle optimal de ra-
diateurs, en comparaison avec un contrôleur PID et une formulation non quadratique.
Nous étudions également l’ajout de bornes sur les températures et l’ajout du débit
d’air d’une VMC double ﬂux dans les variables de contrôle.
• Concernant la phase d’estimation d’état, nous proposons une méthode fondée sur
l’identiﬁcation de gains internes correctifs avec uniquement des mesures de tempé-
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rature de zones. Cette méthode permet d’estimer une variable d’entrée généralement
diﬃcile à mesurer et est testée dans le cadre d’une stratégie de commande prédictive.
• Pour la phase de calibration, nous étudions l’impact du choix des paramètres calibrés
/ capteurs utilisés sur les performances prédictives du modèle calibré. A cet eﬀet,
nous proposons une méthode rapide pour la sélection des paramètres inﬂuents pour la
commande optimale à partir d’indices de sensibilité locale.
• Enﬁn, nous mettons en œuvre notre stratégie de commande prédictive dans le pilotage
en temps réel d’un bâtiment expérimental. Cette expérience nous permet de valider la
démarche abordée et d’étudier l’importance des phases de calibration et d’estimation
(reposant sur des mesures in situ).
Le présent manuscrit est organisé comme suit :
Dans le chapitre suivant, nous présentons le formalisme de modélisation adopté, ainsi
que les méthodes d’optimisation et de calcul de gradient par méthode adjointe utilisés au
cours de cette thèse. En particulier, pour les besoins de la thèse, le modèle zonal-nodal a
été enrichi par une modélisation multicouche des parois du bâtiment, un modèle de VMC
(Ventilation Mécanique Contrôlée) double-ﬂux et un modèle de concentration CO2. Nous
exposons également le cas d’étude sélectionné pour cette thèse : la maison expérimentale
INCAS-MA du CEA INES.
Le chapitre 3 traite de l’application de ces méthodes au calcul de commande optimale
des radiateurs de deux chambres sur notre cas d’étude. La commande optimale présentée
est basée sur la minimisation d’une fonction de coût quadratique portant sur la consomma-
tion énergétique et l’écart à une consigne de température lors des périodes de présence des
occupants. Nous comparons cette commande en simulation avec un contrôleur PID. Nous
étudions également la prise en compte d’une norme L¹ (valeur absolue) en lieu et place d’une
norme quadratique, ainsi que la prise en compte du débit de la VMC dans les variables de
contrôle et de bornes sur les états.
Dans le chapitre 4 nous développons notre méthodologie sur une technique d’estimation
d’état par identiﬁcation de gains internes inconnus. Cette technique, couplée à un calcul de
commande optimale, permet de construire une stratégie de commande prédictive que nous
validons en simulation.
Les erreurs de modèle pouvant avoir un impact conséquent sur la performance de la
commande prédictive, il est nécessaire de mettre en place une méthode de calibration. Le
chapitre 5 expose, au travers d’une méthode de calibration des paramètres du modèle basée
sur des mesures de température, en quoi le choix des paramètres à calibrer et des capteurs
est crucial. Face à cette problématique nous présentons une technique de sélection rapide
de paramètres pour la calibration du modèle en vue d’un contrôle optimal. Nous ouvrons
également sur des axes de recherche permettant de mettre au point des méthodes de sélection
de capteurs pour la calibration.
Enﬁn, le chapitre 6 met en application les diﬀérentes méthodes développées sur le pilotage
de la maison INCAS-MA sur un mois en période hivernale. Cette étude expérimentale nous a
permis de valider l’implémentabilité des méthodes, et de les confronter aux diﬃcultés réelles
du terrain.
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Chapitre 2
Modélisation thermique du bâtiment et
optimisation
"The more real you get, the more
unreal the world gets"
John Lennon
Nous présentons dans ce chapitre une méthodologie qui s’appuie sur la théorie du contrôle
optimal des équations aux dérivées partielles (EDP) et sur des modèles thermiques de type
multizone, largement répandus dans les outils de simulation les plus utilisés aujourd’hui.
Cette méthodologie nous permettra par la suite de construire une stratégie complète de
commande prédictive et d’analyser les besoins d’instrumentation pour une mise en œuvre
eﬃcace.
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2.1. Hypothèses générales de modélisation 23
2.1 Hypothèses générales de modélisation
Le bâtiment est constitué d’une multitude d’éléments et systèmes hétérogènes (murs,
équipement climatique, fenêtres, mobilier...) aux interactions multi-physiques (thermique,
aéraulique, électrique, hydraulique...), ce qui le rend complexe à modéliser. La conception
d’un modèle thermique suﬃsamment détaillé, mais conservant une complexité abordable (du
point de vue de l’utilisateur et du coût numérique de simulation) a donné lieu à des recherches
intensives qui ont abouti sur l’oﬀre actuelle des logiciels de simulation du bâtiment (Energy
Plus, TRNSYS, Comﬁe Pléiades, IDA ICE... pour n’en citer que quelques uns).
La mise en place de tels outils a été possible suite au développement d’hypothèses sim-
pliﬁcatrices éprouvées [Clarke, 2001, Hagentoft, 2001]. Celles-ci découlent du découpage du
bâtiment en sous ensembles distincts (parois, zones, équipements), modélisés individuelle-
ment sous des hypothèses propres et interconnectés par des relations de couplage. On cherche
généralement à obtenir des modèles linéaires dynamiques aux paramètres invariants ou dé-
pendants du temps, pouvant être décrits sous forme matricielle par la dite représentation
d’état (équation (2.1)). L’assemblage des diﬀérents modèles est alors simpliﬁé : il suﬃt de
concaténer diagonalement les matrices Ai et Bi des diﬀérents systèmes dans les matrices
A et B du bâtiment puis d’ajouter les coeﬃcients de couplage kij à la matrice d’état A
(équation (2.2)).
dθ
dt
= Aθ +Bu (2.1)
d
dt

θ1...
θn

 =


A1
×
×
kij
× ×
. . . ×
×
×
×
× × An

 .

θ1...
θn

+

B1 . . .
Bn

 .

u1...
un

 (2.2)
L’état thermique θ du bâtiment est alors la concaténation des vecteurs des températures
θn des sous systèmes du bâtiment (de matrices d’état An). u, le vecteur des sollicitations du
bâtiment, contient les températures et ﬂux thermiques issus de la météo, des équipements
climatiques et autres perturbations des usages (gains thermiques internes). La matrice de
commande B modélise les relations linéaires entre les sollicitations et l’état thermique.
Cette méthode permet de simuler plusieurs systèmes couplés en même temps, avec la
même discrétisation temporelle. Lorsqu’un système est fortement non linéaire (et pour lequel
la linéarisation est une trop mauvaise approximation), que ses constantes de temps sont
très diﬀérentes de celles des autres systèmes ou qu’il est décrit dans un environnement de
simulation diﬀérent des autres, il peut être judicieux de faire appel à des techniques de
cosimulation [Sana Gaaloul Chouikh, 2012].
Pour construire de tels modèles, il faut considérer les échanges diﬀusifs (équation de la
chaleur), radiatifs (loi de Stefan-Boltzmann) et aérauliques (équations de Navier-Stokes) qui
se produisent au sein du bâtiment.
L’équation de la chaleur (équation (2.3)), telle que déﬁnie par Fourier en 1822 [Fourier,
1822], permet de modéliser l’évolution de la température θ (ou état thermique) au sein d’un
milieu continu sur un domaine Ω, de conductivité k, de capacité thermique massique c et de
masse volumique ρ :
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Figure 2.1 – Domaine soumis à l’équation de la chaleur
Les échanges entre ce domaine et l’extérieur sont déﬁnis par des conditions aux limites
mixtes (dites de Robin, combinaison linéaire des conditions de Neumann et de Dirichlet) sur
la frontière ∂Ω de normale n, avec un coeﬃcient d’échanges convectif h :

ρc
∂θ
∂t
−∇. (k∇θ) = Ψ (x, t) ∈ Ω× R+
hθ + k∇θ.n = Φ (x, t) ∈ ∂Ω× R+
θ (x, 0) = θ0 (x) x ∈ Ω
(2.3)
Les grandeurs Ψ et Φ représentent les sources thermiques volumiques et surfaciques aux-
quelles est soumis le domaine (en J.s−1.m−3 et J.s−1.m−2).
Les transferts radiatifs entre solides sont représentés par la loi de Stefan-Boltzmann pour
les corps gris (équation (2.4)), qui déﬁnit l’émittance M (puissance radiative surfacique)
d’un corps gris d’émissivité ε et de température θ à l’interface ∂Ω∗ d’un milieu opaque et
d’un milieu transparent (avec σ la constante de Stefan-Boltzmann) :{
M (x, t) = εσθ4 (x, t) ∈ ∂Ω∗ × R+ (2.4)
Cette équation doit s’accompagner des facteurs de forme et de la prise en compte des
inter-réﬂexions pour obtenir les ﬂux nets.
Enﬁn, le champ des vitesses de l’air et des autres ﬂuides (qui intervient dans le calcul
des échanges thermiques) est soumis aux relations de Navier-Stokes. Résoudre les équations
de Navier-Stokes est généralement une tâche ardue et coûteuse en calculs. Dans le cas du
bâtiment, on se limite généralement à de simples calculs de pertes de charges (équation de
Bernoulli), ou des bilans de masse ou de pression.
Le principe de base de la modélisation multizone consiste à décomposer le bâtiment en
diﬀérentes zones thermiques et éléments simples physiquement couplés.
Nous avons ici abordé la modélisation en décomposant le bâtiment par les éléments
suivants :
• Environnement : Ensemble des conditions météo constituant les conditions aux li-
mites du modèle du bâtiment.
• Zones : Volumes dont l’ensemble des propriétés et états (température, pression) sont
considérés homogènes. Une pièce et son mobilier sont souvent considérés comme une
zone, mais il est également possible de simpliﬁer en assimilant un ensemble de pièces et
cloisons à une zone, ou de complexiﬁer en considérant plusieurs zones dans une pièce
(utile dans le cas de grands espaces).
• Parois : Parois de l’enveloppe telles que les murs, les cloisons ou les fenêtres. La
conduction thermique dans ces éléments est considérée unidirectionnelle.
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• Équipements climatiques : Ensemble des systèmes ayant une inﬂuence thermique
par convection, rayonnement ou échange aéraulique (chauﬀage, VMC, climatisation...).
Les modèles thermiques de chaque élément sont obtenus en discrétisant l’équation de la cha-
leur (équation (2.3)) pour les échanges conductifs et en linéarisant la loi de Stefan-Boltzmann
(équation (2.4)) pour les échanges radiatifs. Pour simpliﬁer, les échanges aérauliques sont
réduits à de simples bilans de masse (conservation des volumes avec hygrométrie et pres-
sion constante). Nous considérons que la quantité de chaleur contenue dans un volume d’air
échangé d’une zone à l’autre est transmise intégralement. Cela revient à négliger les pertes
dans les conduites et les parois. Pour un ﬂux d’air de débit q et de masse volumique ca,
sortant d’une zone de température T , le ﬂux thermique transporté vaut q.ca.T . Ainsi, le
ﬂux échangé entre deux zones de températures T1 et T2 avec un débit d’échange q vaudra
q.ca. (T2 − T1).
La simulation temporelle est obtenue de diverses manières (méthode d’Euler, d’Euler
implicite, de Runge-Kutta...). En considérant le champ de températures comme représentant
l’état du système (pour les nœuds de température disposant d’une capacité thermique), nous
obtenons ainsi un modèle numérique par discrétisation temporelle et spatiale d’un ensemble
d’équations aux dérivées partielles paraboliques. Chaque température est considérée comme
un « nœud » du modèle (ﬁgure 2.2) : on parle alors de modélisation multizone-nodale.
Mur
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Figure 2.2 – Modélisation multizone nodale
2.2 Modélisation multizone nodale
2.2.1 Modèle de l’environnement
L’environnement constitue l’ensemble des conditions aux limites du bâtiment. Il est dé-
ﬁni par les conditions météo, géographiques, topologiques et urbaines (ombrage et albédo
lié au relief et constructions environnantes). Par souci de simpliﬁcation, nous avons déﬁni
l’environnement par six variables temporelles :
• Tg la température du sol en contact avec les parois du bâtiment.
• Te la température de l’air extérieur.
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• φb et φd les ﬂux solaires directs et diﬀus. Le ﬂux solaire direct représente les rayonne-
ments de courte longueur d’onde reçues directement par le bâtiment, alors que le ﬂux
diﬀus représente ceux transmis indirectement par le ciel et le reste de l’environnement.
• T∞ la température radiative du ciel. Cette température permet de modéliser par la loi
de Stefan-Boltzmann les échanges de grande longueur d’onde entre le bâtiment et la
voûte céleste.
• CC la nébulosité du ciel. Cet indice compris entre 0 et 1 représente le taux de couverture
nuageuse (1 : ciel totalement couvert).
Figure 2.3 – Environnement d’un bâtiment
Dans certains cas les stations météorologiques ne mesurent que le ﬂux solaire total sur le
plan horizontal. Nous cherchons alors dans ce cas un moyen de remonter à une approximation
des ﬂux directs et diﬀus à partir de cette mesure et de la position du soleil. Les ﬂux φb et φd
peuvent être déduits du rayonnement solaire total φt par des relations de corrélation [Duﬃe
et Beckman, 2013]. Nous avons ici adopté la corrélation d’Erbs et al. [Erbs et al., 1982] :


φd
φt
= 1− 0.09kt 0 < kt < 0.25
φd
φt
= 0.9511− 0.1604kt + 4.388k
2
t − 16.638k
3
t + 12.336k
4
t 0.25 < kt < 0.80
φd
φt
= 0.165 kt > 0.80
φt = φd + φb
(2.5)
Avec kt l’indice de clarté horaire fourni par la relation kt =
Φt
Φsc
, où Φsc est le rayonnement
solaire extraterrestre donné par :
Φsc (n) = I0
[
1 + 0.033 cos
(
360
365
(n− 3)
)]
(2.6)
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où Io = 1367W.m−2 est la constante solaire moyenne et n le numéro du jour de l’année
(n = 1 correspondant au premier janvier).
Également, la mesure de la température radiative du ciel n’est pas disponible. Dans le
même esprit, nous cherchons à en fournir une estimation à partir de mesures usuellement
réalisées par une station météo. T∞ est calculé à partir de Te et d’une mesure de la nébulosité
CC ∈ [0, 1] via le modèle de Swinbank [Swinbank, 1963, Cole, 1976, Martin et Berdahl,
1984] :
{
T∞ =
{
9, 365574.10−6 (1− CC) .T 6e
+T 4e .CC. (1− 0.84CC) .
[(
0, 527 + 0, 161e[8,45(1−273/Te)]
)
+ 0, 84.CC
]} (2.7)
Nous verrons dans les sections suivantes comment ces grandeurs physiques interviennent
sur les conditions aux limites des zones et des parois.
2.2.2 Modélisation des zones
L’équation des zones s’obtient en considérant négligeables les gradients de température
au sein du volume délimitant la zone, ce qui permet de représenter son état par un seul nœud
de température Tz. Cette hypothèse se vériﬁe dans le cas d’échanges convectifs importants.
On note z ∈ J1, NzK l’indice des zones et s ∈ J1, NsK l’indice des parois. Nous notons
également Ls l’épaisseur de la paroi et Ss son aire, t ∈ R+ la variable temporelle (avec t le
temps actuel), et x ∈ [0, Ls] la variable spatiale (abscisse dans les sens de l’épaisseur) de la
paroi s. Tz est la température d’une zone z et θs (x) la température d’une paroi au point
d’abscisse x (suivant l’épaisseur). L’équation diﬀérentielle ordinaire décrivant l’évolution de
la température de la zone z s’écrit :
 Cz
dTz
dt
=
Nz∑
k=1
Azk +Az + A˚z+
Ns∑
s=1
Ss
(
C0sz + C
Ls
sz
)
+ Φdz + Φ
b
b +Qz +Wz t ∈ R
+
Tz(t = 0) = T
0
z
(2.8)
Chaque zone est couplée aux autres éléments du bâtiments par des termes de couplage
(table 2.1). Le terme de gains internes Qz représente la puissance des gains thermiques
issus d’éléments non modélisés (chaleur corporelle des habitants, énergie thermique issue
des appareils électroménagers...). Les gains solaires sont considérés ici comme ayant une
inﬂuence directe sur la zone, ce qui est une hypothèse très simpliﬁcatrice (en réalité, ils
chauﬀent indirectement la zone par le biais des parois).
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Figure 2.4 – Modèle de zone thermique
Expression Déﬁnition
Cxsz = h
x
sz (θs (x, t)− Tz) Échanges convectifs entre la zone z et la paroi s sur la
face d’abscisse x valant 0 ou Ls
Azk = caRzk (Tk − Tz) Échange thermique aéraulique entre les zones z et k
Az = caqz (Te − Tz) Échange thermique aéraulique entre les zones z et
l’extérieur
A˚z Apports de chaleur par le système de ventilation
Φbz =
Nwz∑
w=1
Azτwγ
b
wφ
b Gains solaires directs dans la zone z (courte longueur
d’onde) par la fenêtre w
Φdz =
Nwz∑
w=1
Awτwγ
d
wφ
d Gains solaires diﬀus dans la zone z (courte longueur
d’onde) par la fenêtre w
Qz Gains internes convectifs, hormis les émetteurs
Wz = λz (Θz − Tz) Gains convectifs des émetteurs
Table 2.1 – Déﬁnition des ﬂux thermiques des zones (2.8)
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Paramètre Unité Déﬁnition
Aw m
2 Aire de la fenêtre w de la zone z
ca J.K
−1.m−3 Capacité caloriﬁque volumique de l’air
Cz J.K
−1 Capacité thermique de la zone z
γbw et γ
d
w − Coeﬃcients d’exposition solaire direct (b) et diﬀus (d)
de la fenêtre w
hxsz J.K
−1.m−2.s−1 Coeﬃcient d’échange convectif entre la paroi s et la
zone z sur la face d’abscisse x valant 0 ou Ls
λz J.K
−1.s−1 Coeﬃcient de couplage convectif entre la température
Θz de l’émetteur z et de la zone z
φb et φd J.m−2.s Flux solaires direct (b) et diﬀus (d)
qz m
3.s−1 Débit de renouvellement d’air dans la zone z
Rzk m
3.s−1 Échanges aérauliques entre les zones z et r
Ss m
2 Aire de la paroi s
τw − Coeﬃcient de transmittance de la fenêtre w
Te K Température ambiante extérieure
T 0z K Température initiale de la zone
Table 2.2 – Nomenclature du modèle des zones (2.8)
Chacun des termes d’échange est lié à un modèle décrivant chacun d’autres éléments du
bâtiment interagissant avec les zones. Ces modèles sont explicités dans la suite de ce chapitre.
2.2.3 Modélisation des parois
2.2.3.1 Parois opaques
Les transferts thermiques au sein de chaque paroi sont considérés unidirectionnels. Cette
hypothèse est justiﬁée par le fait que l’épaisseur des parois est généralement bien plus faible
que leur hauteur ou largeur, ce qui permet de négliger les eﬀets de bord du champ de tempé-
ratures. Chaque paroi est elle même constituée de plusieurs couches homogènes diﬀérentes.
L’équation aux dérivées partielles parabolique qui décrit l’évolution de la chaleur à travers
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la profondeur de la paroi s ∈ J1, NsK s’écrit alors :

cs
∂θs
∂t
− ks
∂2θs
∂x2
= 0, (x, t) ∈ [0, Ls]× R
+
∀x ∈ [xm, xm+1[ \x0 = 0 < x1 · · · < xL = Ls, (cs, ks) (x) = (cms, kms) x ∈ [0, Ls]
−ks
∂θs
∂x
(0, t) =
Ns∑
p=1
(
R00sp +R
0Ls
sp
)
+R0∞s
−
Nz∑
z=1
C0sz + C
0
s + C
0
s +Φ
b0
s +Φ
d0
s
t ∈ R+
ks
∂θs
∂x
(Ls, t) =
Ns∑
p=1
(
RLs0sp +R
LsLs
sp
)
+RLs∞s
−
Nz∑
z=1
CLssz + C
Ls
s + C
Ls
s +Φ
bLs
s +Φ
dLs
s
t ∈ R+
θs(x, t = 0) = θ
0
s(x) x ∈ [0, Ls]
(2.9)
Chaque couche étant homogène, la conductivité et la capacité thermique linéique de
chaque paroi sont des fonctions constantes par morceaux. On a donc (cs, ks) (x) égal à une
constante (cms, kms) sur chaque intervalle [xm, xm+1[ correspondant à une couche m de la
surface s. Chaque paroi est couplée aux autres éléments du bâtiment par des termes de
couplage (conditions aux limites). Chacune des deux faces d’une paroi possède des coeﬃcients
de couplage propres.
Figure 2.5 – Modèle de paroi multi-couches
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Expression Déﬁnition
Rx1x2sp =(
αx2x1ps θp (x2, t)− α
x1x2
sp θs (x1, t)
) Rayonnement de grande longueur d’onde entre deux
parois s et p sur les faces respectives d’abscisses x1
et x2 (x1 valant 0 ou Ls et x2 valant 0 ou Lp)
Rx∞s = β
x∞
s (T
∞ − θs (x, t)) Rayonnement de grande longueur d’onde entre la
face d’abscisse x d’une paroi s (valant 0 ou Ls) et le
ciel
Cxsz = h
x
s (θs (x, t)− Tz) Convection entre la paroi s et l’air de la zone z
Cxs = h
x
s (Te − θs (x, t)) Convection entre les parois et l’air extérieur
Cxs = h
x
s (Tg − θs (x, t)) Conduction entre les parois et le sol
Φbxs = a
x
sγ
xb
q φ
b Rayonnement solaire direct (courte longueur d’onde)
Φdxs = a
x
sγ
xd
q φ
d Rayonnement solaire diﬀus (courte longueur d’onde)
Table 2.3 – Déﬁnition des ﬂux thermiques des parois (2.9)
Paramètre Unité Déﬁnition
axs − Facteur d’absorption de la face abscisse x de la paroi s
(valant 0 ou Ls)
αx1x2sp J.K
−1.m−2.s−1 Coeﬃcient d’échange radiatif entre les parois s et p sur
les faces respectives d’abscisses x1 et x2 (x1 valant 0 ou
Ls et x2 valant 0 ou Lp)
βx∞s J.K
−1.m−2.s−1 Coeﬃcient d’échange radiatif entre les parois s et le
ciel sur la face abscisse x
γxbs et γ
xd
s − Coeﬃcients d’exposition solaire direct (b) et diﬀus (d)
hxsz J.K
−1.m−2.s−1 Coeﬃcient d’échange convectif entre la paroi s et la
zone z
h
x
s J.K
−1.m−2.s−1 Coeﬃcient d’échange convectif avec l’air extérieur
hxs J.K
−1.m−2.s−1 Coeﬃcient d’échange diﬀusif avec le sol
kms J.K
−1.m−1.s−1 Conductivité thermique de la couche m
φb et φd J.m−2.s−1 Flux solaires directs (b) et diﬀus (d)
cms J.K
−1.m−3 Capacité thermique volumique de la couche m (masse
volumique ρms)
Ss m
2 Aire de la paroi s
Te K Température ambiante extérieure
Tg K Température du sol
T∞ K Température radiative équivalente du ciel
θ0s K Température initiale au sein de la paroi s
Table 2.4 – Nomenclature du modèle de paroi (2.9)
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Couplages radiatifs : L’application directe de la loi de Stefan-Boltzmann sur les parois
permet de construire des termes de couplage radiatif dépendant de l’orientation des parois
entre elles et de leurs emittances respectives [Duﬃe et Beckman, 2013]. Soit Φ1→2 le ﬂux
radiatif échangé entre deux parois (sans obstacle intermédiaire), nous avons :
Φ1→2 = S1F12σ
(
ε1θ
4
1 − ε2θ
4
2
)
(2.10)
Avec S1 l’aire de la paroi 1, F12 le facteur de forme de la paroi 1 vers la paroi 2 (respectant
la relation de réciprocité S1F12 = S2F21 et σ la constante de Boltzmann. Ces termes de
couplage peuvent facilement être linéarisés autour de la valeur moyenne de la température
des parois pour obtenir l’approximation suivante :
Φ1→2 ≃ (α12θ1 − α21θ2) (2.11)
L’environnement extérieur peut également être considéré comme une surface concave
éloignée de température radiative équivalente T∞, ce qui permet également d’approximer les
échanges radiatifs entre la face d’abscisse q d’une surface s et le ciel par la relation suivante :
Φ∞→2 ≃ β
x∞
s (T
∞ − θs (x, t)) (2.12)
Couplages convectifs : Le ﬂux d’échange convectif entre la surface d’une paroi et l’air
ambiant est habituellement considéré comme proportionnel à la diﬀérence de température
entre l’air et la surface de la paroi de températures respectives T et θ :
Φc = Sh (T − θ) (2.13)
Le coeﬃcient d’échanges convectifs h, dont l’inverse est homogène à une résistance ther-
mique surfacique, dépend du ﬂuide, de l’écoulement au voisinage de la paroi et de la géo-
métrie. Ce coeﬃcient est complexe à calculer analytiquement. Il est généralement déduit à
l’aide de relations empiriques basées sur le nombre de Nusselt, avec un ordre de grandeur de
10 J.K−1.m−2.s−1.
Pour les parois extérieures, nous utilisons ici une corrélation avec la vitesse du vent v (en
m.s−1)[Hagentoft, 2001] : {
h = 6 + 4v v ≤ 5m.s−1
h = 7.41v0.78 v ≥ 5m.s−1
(2.14)
Couplages diffusifs : Lorsque le plancher est considéré comme étant en contact parfait
avec le sol, le terme de conduction se simpliﬁe par une condition aux limites de Dirichlet :
θs (q, t) = Tg. Dans le cas contraire, on considère un coeﬃcient de couplage diﬀusif hs. La
conduction au sein du sol lui-même est négligée par souci de simpliﬁcation.
Rayonnement solaire : Le ﬂux radiatif de courte longueur d’onde reçu par une surface est
directement proportionnel à son coeﬃcient d’absorption axs et ses coeﬃcients d’orientation
par rapport au soleil γxbs et γ
xd
s pour les ﬂux solaires directs et diﬀus.
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2.2.3.2 Parois vitrées
Les parois vitrées sont considérées comme des parois monocouches soumises à la même
équation (2.9). Cependant, chaque paroi vitrée laisse passer dans sa zone un ﬂux solaire
proportionnel à sa transmittance τw et son aire Aw. Les coeﬃcients d’absorption, de réﬂexion
r et de transmission des vitrages sont compris entre 0 et 1 (adimensionnels) et respectent la
relation [Duﬃe et Beckman, 2013] :
a+ r + τ = 1 (2.15)
2.2.4 Modélisation des équipements climatiques
Modèle de chauffage / climatiseur : Les équipements climatiques contrôlables simples
(climatiseur, radiateur) sont modélisés par une équation diﬀérentielle du premier ordre par
zone, avec un terme de couplage convectif Wz représentant la puissance échangée entre le
chauﬀage et la zone : {
dz
dΘz
dt
= ηzPz −Wz
Θz (t = 0) = Θ
0
z
(2.16)
Paramètre Unité Déﬁnition
dz J.K
−1 Capacité thermique équivalente de l’équipement
λz J.K
−1.s−1 Couplage convectif avec la zone z
ηz − Rendement du système
Pz J.s
−1 Puissance brute consommée par le système
Θ0z K Condition initiale
Wz = λz (Θz − Tz) J.s
−1 Couplage convectif des émetteurs de la zone z
Table 2.5 – Nomenclature du modèle des équipements thermiques (2.16)
Modèle de ventilation mécanique double-flux à échangeur thermique : Un sys-
tème de ventilation impacte également le bilan thermique des zones. Un système de venti-
lation mécanique classique comporte un circuit d’extraction et un circuit d’injection d’air,
connectés à un boîtier créant les dépressions nécessaires à la mise en mouvement de l’air
(ventilateurs) et disposant d’un échangeur thermique récupérant l’énergie thermique de l’air
extrait pour l’injecter dans l’air entrant dans le bâtiment.
Ventilation Mécanique
Controlée
Bâtiment Exterieur
Figure 2.6 – Ventilation mécanique à échangeur thermique (conditions hivernales)
34 Chapitre 2. Modélisation thermique du bâtiment et optimisation
Pour un échangeur thermique, l’eﬃcacité E est déﬁnie par la relation E =
q
Qmax
où
q = DhCh (Thi − Tho) = DcCc (Tco − Tci) est le ﬂux thermique échangé entre les deux ﬂuides
(avec Dh et Dc les débits volumiques imposés par le système, et Ch et Cc les capacités
thermiques volumiques des ﬂuides entrants et sortants).
Qmax = min {DhCh, DcCc} . (Thi − Tci) est le ﬂux thermique maximal pouvant être échangé
(correspondant à un échangeur théoriquement idéal) [Wetter, 1999, Kay et Nedderman,
1985].
Dans notre cas, nous supposons que les circuits aérauliques sont parfaitement isolés, que
les débits entrants et sortants sont identiques (Dh = Dc = D) de même que les capacités
thermiques (Ch = Cc = ca). La température Tci de l’air froid entrant est supposée égale à
celle de l’air extérieur Te. Généralement, l’eﬃcacité E = f (cE) est pilotable par l’utilisateur
au travers d’une consigne sur l’échangeur cE (orientation, rotation des pales et ailettes). Si
l’on considère un système de distribution d’air avec une bouche de souﬄage et d’extraction
par zone, nous pouvons alors écrire un modèle thermique du système de ventilation couplé
au reste de notre modèle en négligeant les échanges aérauliques inter-zones :

DThi =
Nz∑
z
dzhTz
Tco = Te + E. (Thi − Te)
E = f (cE)
A˚z = dzccaTco − dzhcaTz
(2.17)
La première ligne de ce système correspond au mélange des ﬂux d’air provenant des
bouches d’extraction des zones avant de pénétrer dans la VMC double ﬂux. La deuxième
modélise le transfert thermique au niveau de l’échangeur. A˚z est le gain thermique généré
au niveau de la zone z par le système de ventilation (bilan sur l’air extrait et insuﬄé).
Paramètre Unité Déﬁnition
dkz m
3.s−1 Débit aéraulique de la zone k vers la zone z généré par
le système de ventilation
D m3.s−1 Débit global de ventilation
dzc m
3.s−1 Débit d’air froid insuﬄé dans la zone z par le système
de ventilation
dzh m
3.s−1 Débit d’air chaud extrait de la zone z par le système de
ventilation
Thi, Tho, Tci, Tco K Températures d’air chaud (h) et froid (c) à l’entrée (i)
et sortie (o) du boîtier du système
E − Eﬃcacité de l’échangeur thermique
Table 2.6 – Nomenclature du modèle de ventilation mécanique (2.17)(2.18)
Si l’on considère le système de distribution d’air sans fuite, nous pouvons considérer les
débits de souﬄage et d’aspiration comme des fractions du débit global de ventilation D.
Nous avons alors :
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
 1 =
Nz∑
z
rzc =
Nz∑
z
rzh
dzc = rzcD, dzh = rzhD
(2.18)
Avec rzh et rzc les fractions du débit global D respectivement sortant et entrant dans une
zone z.
2.2.5 Modèle de concentration CO2
Pour vériﬁer si le système de ventilation garantit un air de qualité, nous calculons en
parallèle la concentration de CO2 dans les diﬀérentes zones. Le modèle utilisé pour le calcul
de concentration est obtenu par un simple bilan de matière [Wang et Wang, 2012] :{
Vz
dCz
dt
= qz (Cout − Cz) + Sz (2.19)
Paramètre Unité Déﬁnition
C ppmv Concentration de CO2
Vz m
3 Volume de la zone z
Sz ppmv.m
3.s−1 Débit de CO2 émit par les occupants de la zone z
nz − Nombre d’occupants de la zone z
qz m
3.s−1 débit total entre la zone z et l’extérieur
dkz m
3.s−1 Débit de la zone k vers la zone z
Table 2.7 – Nomenclature du modèle de CO2 (2.19)
Suite au bilan de matière, la quantité Vz
dCz
dt
représente trivialement la variation de
concentration de CO2 dans la zone z. Sur cette même zone, les ﬂux d’air sont entrants ou
sortants. qz (Cout − Cz) modélise l’échange total de CO2 entre l’intérieur et l’extérieur. Les
échanges inter-zones sont ici négligés.
La quantité de CO2 émise par les occupants dépend de leur nombre et de leur activité
métabolique (en particulier, le débit respiratoire). La quantité de CO2 dans l’atmosphère
se situe aux alentours de 400 ppmv [Wikipedia, 2015b]. Sachant que l’air que l’on expire
contient environ 5% de CO2 [Wikipedia, 2015a] soit environ 50000 ppmv, on peut déduire
pour un débit respiratoire moyen de 0.5L/min :
Sz/personne ≃
0.5
1000× 60
(50000) ≃ 0.4 ppmv.m3.s−1 (2.20)
2.3 Optimisation et méthode adjointe
Résoudre un problème de commande optimale sur le modèle de bâtiment que nous venons
de présenter revient à résoudre un problème d’optimisation portant sur la réponse du modèle
et des variables de contrôle telles que la puissance électrique de chauﬀage ou le débit de
la VMC. Résoudre un problème de calibration peut également se ramener à un problème
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d’optimisation, où l’on cherche à trouver les valeurs de paramètres minimisant l’écart entre
la réponse du modèle et des mesures réelles.
Nous présentons dans cette section une méthode générique d’optimisation adaptée au
modèle de bâtiment présenté plus haut. Cette méthode se base sur une application de la
théorie du contrôle optimal de systèmes d’équations aux dérivées partielles [Lions, 1971].
Elle consiste à utiliser des algorithmes à base de descente de gradient, où le gradient d’une
fonction de coût est calculé à l’aide de la méthode adjointe. La méthode adjointe est en eﬀet
une technique très eﬃcace pour le calcul de gradient, qui requiert un coût de calcul numérique
de deux simulations du modèle, là où les méthodes aux diﬀérences ﬁnies nécessitent au moins
une simulation pour chaque paramètre scalaire.
2.3.1 Formulation et résolution des problèmes d’optimisation
Formulation générale : Soit f le modèle du bâtiment, tel que nous venons précédemment
de le déﬁnir. f est une application de l’espace des entrées/paramètres U vers l’espace des
états S (dans notre cas, le champ des températures et les concentrations de CO2). Pour
notre modèle nodal, les espaces U et S sont des espaces de fonctions de carré intégrable sur
un intervalle temporel T = [0, tf ], munis de leurs produits scalaires et normes classiques (f
et g appartenant à U ou S) :
U =
[
L2 (T )
]i
× Rj, S =
[
L2 (T )
]k
〈f, g〉U =
i+j∑
n
ˆ
T
fngndt, ‖f‖
2
U =
i+j∑
n
ˆ
T
fn (x, t)
2 dt
〈f, g〉S =
k∑
n
ˆ
T
fngndt, ‖f‖
2
S =
k∑
n
ˆ
T
fn (x, t)
2 dt
(2.21)
Nous déﬁnissons de même l’espace des mesures et des consignes M. Cet espace contient
toutes les mesures pouvant être réalisées sur le bâtiment. Comme les mesures sont issues
de capteurs ponctuels, M est un sous espace de S. M est également muni de son produit
scalaire et de ses normes classiques :
M =
[
L2 (T )
]l
〈f, g〉M =
l∑
n
ˆ
T
fngndt, ‖f‖
2
M =
l∑
n
ˆ
T
fn (x, t)
2 dt
(2.22)
Nous nous plaçons ici dans cadre de la programmation quadratique (fonctionnelles de coût
quadratiques). Ce cas est rencontré de manière récurrente dans le monde de l’optimisation et
de l’inversion de modèles [Chavent, 2010, Ozisik et Orlande, 2000, Nassiopoulos et Bourquin,
2010a, Tarantola et Valette, 1982]. C’est également le cas pour de nombreux problèmes de
contrôle optimal [García et al., 1989, Bartlett et al., 2002, Clarke et al., 1987][Privara et al.,
2010]. En eﬀet, une fonction de coût quadratique possède généralement des propriétés de
diﬀérentiabilité et de convexité très intéressantes lorsqu’il s’agit de résoudre un problème
d’optimisation. Aussi, nous avons choisi de ramener nos problèmes d’optimisation au pro-
blème quadratique générique suivant :

u∗ = argmin
u∈U
J (u)
J = ‖Of (u)−m‖2M + ‖T (u− u0)‖
2
U
ϕi (Of (u)) ≤ 0, ψj (u) ≤ 0
(2.23)
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Dans le problème (2.23), J est une fonction de coût à minimiser, sous respect des fonctions
de contraintes ϕ et ψ portant respectivement sur la réponse du modèle et les entrées du
modèle. O , l’opérateur d’observation, est une application de S vers M qui permet de
modéliser une mesure m réalisée sur le bâtiment. m peut également être une consigne, sa
valeur n’est alors pas connue par la mesure mais par les spéciﬁcations des usagers. T est un
opérateur linéaire appliqué sur les paramètres du modèle et une valeur a priori u0.
Précisions sur la fonction de coût : Le terme ‖Of (u)−m‖2M correspond à une erreur
quadratique (résidu) entre la réponse du modèle et les mesures réalisées sur le bâtiment réel,
ou l’erreur entre les consignes et l’état du modèle.
Le terme ‖T (u− u0)‖
2
U est une pénalisation quadratique sur les entrées du modèle. Ce
terme de pénalisation peut avoir plusieurs usages. Pour un problème de contrôle, il peut
imposer un coût sur la puissance consommée. Il est également particulièrement utile pour
introduire des termes de régularisation de Tikhonov dans les problèmes d’identiﬁcation pa-
ramétrique [Engl et al., 1996, Golub et al., 1999], ces derniers étant souvent « mal posés »
(au sens de Hadamard [Hadamard, 1902]). En eﬀet, un problème mathématique bien posé
possède une solution unique qui dépend continûment des données, et dans notre cas l’unicité
est rarement vériﬁée.
Un terme de régularisation Tikhonov s’exprime généralement comme une faible pénali-
sation quadratique sur l’écart entre les paramètres et leur valeur a priori. T doit alors être
un vecteur de scalaires ǫ choisis très petits devant la valeur initiale de la fonction de coût.
‖T (u− u0)‖
2
U = ǫ
T (cp − cp0)
2 (2.24)
Cette formulation générique peut se comprendre plus facilement au travers de cas par-
ticuliers simples. Prenons par exemple un problème de contrôle optimal, où le but est de
minimiser l’écart quadratique entre la température d’une pièce et sa valeur de consigne sur
une plage de temps donnée, tout en minimisant un coût quadratique sur la puissance élec-
trique P du radiateur. Nous pouvons écrire J =
1
2
ˆ tf
t=0
[a. (Tzone − Tconsigne)]
2 dt+
ε
2
ˆ tf
t=0
P 2dt,
avec a (t) une fonction valant 1 pour les instants de présence et 0 dans le cas contraire, et
ε un scalaire pondérant le coût sur la puissance par rapport au coût sur la consigne. La
puissance optimale calculée P ∗ doit être comprise entre 0 et 1000W . Ainsi, nous avons :

u = P
‖Of (u)−m‖2M =
1
2
ˆ tf
t=0
[a. (Tzone − Tconsigne)]
2 dt
m = a.Tconsigne
‖T (u− u0)‖
2
U =
ε
2
ˆ tf
t=0
P 2dt
ψ = (ψ1, ψ2) , ψ1 = −P, ψ2 = P − 1000
(2.25)
Si dans un autre cas nous cherchons à calculer la conductivité cp d’une paroi telle que
sa valeur minimise l’écart entre la température simulée et la température mesurée d’une
zone (problème d’identiﬁcation), nous écrivons cette fois J =
1
2
ˆ tf
t=0
[Tzone − Tmesure´e]
2 dt +
ǫ
2
(cp − cp0)
2 (avec le terme de régularisation ǫ choisi suﬃsamment petit pour avoir un terme
de régularisation représentant environ un millième de la fonction de coût), ce qui donne :
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

u = cp
‖Of (u)−m‖2M =
1
2
ˆ tf
t=0
[Tzone − Tmesure´e]
2 dt
m = Tmesure´e
‖T (u− u0)‖
2
U =
ǫ
2
(cp − cp0)
2
(2.26)
Algorithmes d’optimisation : Le problème (2.23) peut se résoudre eﬃcacement par
des algorithmes de gradient conjugué et de Levenberg-Marquardt. Ces algorithmes de type
descente de gradient ont fait leurs preuves sur des problèmes inverses thermiques pour des
solides ﬁnis [Ozisik et Orlande, 2000], et sur des problématiques d’inversion de modèles
thermiques du bâtiment [Brouns et al., 2013, Brouns, 2014, Bourquin et Nassiopoulos, 2011].
L’algorithme du gradient conjugué fait appel au gradient ∇uJ de la fonction de coût
suivant les paramètres du modèle pour déﬁnir la direction d’évolution des paramètres à
chaque itération. Dans le cas d’un modèle linéaire suivant les paramètres recherchés, d’un
espace des entrées U convexe, et d’une fonction de coût quadratique elliptique, la méthode
du gradient conjugué garantit la convergence vers la solution du problème d’optimisation en
un nombre ﬁni d’itérations [Ciarlet, 1989, Adams et Nazareth, 1996]. Cependant, dans le cas
d’un problème non linéaire, la convergence n’est plus garantie. Les méthodes de Levenberg-
Marquardt [Moré, 1978, Jin, 2009] sont à base de linéarisations successives, à mi chemin
entre la descente de gradient et l’algorithme de Gauss-Newton. L’algorithme de Levenberg-
Marquardt que nous utilisons ici permet la convergence vers un minimum local en alternant
linéarisations du modèle et résolutions par gradient conjugué du problème linéarisé.
Pour un bâtiment standard, le nombre de paramètres peut être très élevé. Il est donc im-
pensable de calculer un tel gradient par une méthode de diﬀérences ﬁnies. Cela impliquerait
en eﬀet de calculer, pour chaque itération de l’algorithme d’optimisation, n+1 simulations di-
rectes du modèle (n étant le nombre de paramètres scalaires du modèle discrétisé), ce qui par
exemple peut devenir critique pour un calcul de commande récurent (application en temps
réel). En eﬀet, si l’entrée intervenant dans le problème d’optimisation dépend du temps, le
nombre d’entrées scalaires correspondantes dans le modèle discrétisé peut rapidement être
très élevé. Pour remédier à ce problème, nous avons fait appel à la méthode adjointe pour
calculer le gradient en un coût numérique minimal de seulement deux simulations du mo-
dèle [Blayo et Nodet, 2012]. Cette méthode, explicitée dans [Lions, 1971], fait appel à une
formulation variationnelle du problème d’optimisation et à la déﬁnition d’un modèle adjoint
au modèle (dit « direct ») d’équations aux dérivées partielles.
Prise en compte des contraintes : La fonction ψ de contrainte sur les paramètres peut
être facilement prise en compte à l’aide d’une méthode de projection sur u. Entre chaque
itération de l’algorithme d’optimisation (descente de gradient), tout paramètre en dehors de
ses bornes est ramené à la valeur de sa borne la plus proche. Cette méthode ne compromet
pas la convergence de la méthode du gradient à pas variable [Ciarlet, 1989].
Les contraintes ϕ sur l’état du système sont plus complexes à prendre en compte. Pour
ce faire, on peut faire appel à une méthode de pénalisation quadratique et à la méthode
d’Uzawa [Bacuta, 2006].
La méthode de pénalisation consiste à appliquer un coût quadratique sur l’état avec
un fort coeﬃcient de pondération ξ lorsque ce dernier se retrouve en dehors des bornes
souhaitées. Par exemple, si l’on souhaite qu’une température de zone ne dépasse pas une
valeur donnée Tmaxz , il suﬃra de rajouter à J le terme Jc suivant :
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Jc = ξmax (0, Tz − T
max
z )
2 (2.27)
Toutefois, le choix des paramètres de pondération n’est pas toujours évident, en parti-
culier lorsque la pénalisation génère de trop grandes valeurs de la fonction de coût pouvant
amener à des instabilités numériques. Les méthodes à base de Lagrangien augmenté, telles
que la méthode d’Uzawa, peuvent être une alternative intéressante.
La méthode d’Uzawa consiste à déﬁnir une suite
(
uk, λk
)
k≥0
, où λ0 est choisi arbitraire-
ment, et telle que pour chaque k ≥ 0 :


J
(
uk
)
+
m∑
i=1
ˆ
λki (t)ϕi
(
Of
(
uk
))
dt = inf
v∈U
{
J (v) +
m∑
i=1
ˆ
λki (t)ϕi (Of (v)) dt
}
λk+1i = max
{
λki + ρϕi
(
Of
(
uk
))
, 0
}
, 1 ≤ i ≤ m
(2.28)
La diﬃculté d’application de la méthode réside dans le choix d’un ρc ∈ R+∗ tel que la suite
converge. L’existence d’une valeur maximale de ρc permettant la convergence est garantie si
J est elliptique et U convexe. Cette méthode est également utile pour les contraintes sur les
paramètres lorsqu’on ne sait pas construire l’opérateur de projection associé à ψ.
2.3.2 Méthode adjointe pour le calcul de gradients
La méthode adjointe consiste à écrire explicitement le gradient d’une fonction de coût
suivant chaque paramètre comme une fonction dépendant de la réponse directe du modèle et
de la réponse d’un autre modèle de structure similaire : le modèle adjoint. La construction
du modèle adjoint dépend ainsi du modèle direct et de la fonction de coût du problème
d’optimisation considéré. Le modèle adjoint ne possède pas de conditions initiales, mais des
conditions ﬁnales : sa réponse doit donc être simulée de manière rétrograde.
Nous présentons ici la méthode adjointe sur deux cas particuliers facilement généralisables
à un modèle complet de bâtiment. Le premier est le cas d’un système linéaire invariant,
souvent rencontré dans les problèmes de contrôle, assimilable à un modèle nodal linéaire du
bâtiment. Le deuxième est le cas de l’équation de la chaleur sur un milieu continu.
2.3.2.1 Modèle adjoint d’un système linéaire
Nous cherchons ici à calculer une loi de commande optimale sur un horizon temporel [0, tf ]
pour un système linéaire invariant en temps. Ce cas correspond à notre modèle de bâtiment,
après une discrétisation spatiale des parois et dans le cas particulier de paramètres invariants
en temps (hormis les températures et les variables de contrôle).
Soit le système linéaire suivant :{
dθ
dt
= A.θ +B.u t ∈ [0, tf ]
θ (0) = 0
(2.29)
avec θ vecteur des températures, u le vecteur de contrôle, A la matrice d’état et B la
matrice de commande.
Le problème de contrôle optimal consiste à trouver la valeur de u (t) sur [0, tf ] minimisant
la fonction de coût :
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J =
1
2
ˆ tf
t=0
(
(θ − c)T .P. (θ − c) + uT .Q.u
)
dt (2.30)
P et Q étant des matrices de pondération symétriques déﬁnies positives. Le modèle étant
linéaire, nous pouvons directement écrire le Lagrangien associé au problème d’optimisation :
L = J +
ˆ tf
0
θ∗T .
[
dθ
dt
− (A.θ +B.u)
]
dt (2.31)
Le Lagrangien est ici la somme entre la fonction de coût et le produit scalaire entre
l’équation du système diﬀérentiel et un multiplicateur de Lagrange θ∗, de même dimension
que θ.
Une solution du problème d’optimisation doit être telle que :
∂L
∂θ
=
∂L
∂θ∗
=
∂L
∂u
= 0 (2.32)
∂L
∂θ∗
= 0 est garanti car θ est solution de (2.29). Si l’on reformule (2.31) à l’aide d’une
intégration par partie, nous avons :
L = J +
ˆ tf
0
θT .
[
−
dθ∗
dt
− AT .θ∗
]
dt+
ˆ tf
0
θ∗T . [−B.u] dt+
[
θ∗T .θ
]tf
0
(2.33)
Aussi, l’égalité
∂L
∂θ
= 0 permet de faire apparaître la forme variationnelle (ou formulation
faible) du modèle adjoint suivant :{
−
dθ∗
dt
= AT .θ∗ − P. (θ − c) t ∈ [0, tf ]
θ∗ (tf ) = 0
(2.34)
Ce système diﬀérentiel possédant des conditions ﬁnales au lieu de conditions initiales, sa
résolution numérique doit se faire de façon rétrograde.
De plus, comme θ est solution de (2.29), nous avons nécessairement :
J (u) = L (θ, θ∗, u) (2.35)
Ce qui permet d’écrire le gradient de J suivant u en fonction du Lagrangien :
∇uJ =
∂L (θ, θ∗, u)
∂u
(2.36)
Nous obtenons alors une expression explicite du gradient de la fonction de coût en fonction
de l’état adjoint θ∗ :
∇uJ (t) = Q
Tu (t)− BT θ∗ (t) (2.37)
D’un point de vue numérique, le calcul du gradient s’obtient donc en deux simulations
successives de systèmes diﬀérentiels : le système direct puis le système adjoint. Ce résultat
est valable quel que soit l’horizon temporel et le pas de discrétisation. Dans une approche
de type diﬀérences ﬁnies, il faudrait résoudre le système direct pour une petite variation de
u à chaque instant discret, ce qui serait bien plus coûteux.
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Exemple d’application : cas test unitaire : Le cas test unitaire permet de valider
numériquement la résolution d’un problème d’optimisation. Seul un bilan thermique de zone
est modélisé (pas de modélisation des parois), et les grandeurs physiques sont adimension-
nalisées (valeurs unitaires). Le système de chauﬀage est réduit à un gain interne pur W . Le
modèle s’écrit donc : 
Cz
dTz
dt
= caq (To − Tz) + αφs +W t ∈ [0, τ ]
Tz (0) = 0
(2.38)
En considérant les grandeurs météo (température extérieure To et ﬂux solaires φs) nulles,
ceci est équivalent au système (2.29), avec A = −
caq
Cz
, B = 1, θ = Tz et u = W . Pour une
fonction de coût d’expression :
J =
p (t)
2
[Tz − c (t)]
2 +
q
2
W 2 (2.39)
Le premier terme de J représente l’écart à une fonction de consigne en cas de présence,
et le deuxième un coût sur la puissance consommée. p (t) est une fonction valant 1 en cas
de présence, et 0 sinon. c (t) est la consigne de température, à 20°C en cas de présence. q
est un coeﬃcient de pondération (pour doser l’importance du coût sur la puissance W lors
du contrôle), réglé ici à une valeur de 10−3 (pour favoriser le respect de la consigne). Ceci
revient à choisir P = p (t) et Q = q.
La simulation du modèle est réalisée pour un intervalle de temps de 3 jours, avec un pas
de temps de 600s. Le calcul de Wopt minimisant J par un algorithme de gradient conjugué
converge en environ 15s (soit environ 5 itérations), sur un processeur Intel®Core™i5-2430M
2.4GHz. La ﬁgure 2.7 compare le résultat de commande ainsi calculé (courbe bleue), avec un
simple créneau de puissance durant les périodes de présence. Pour des raisons de lisibilité,
la consigne (courbe rouge) est aﬃchée à 0 en cas d’absence (mais sa valeur sur ces périodes
n’inﬂue en rien le résultat).
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Figure 2.7 – Cas test unitaire : commande optimale
L’anticipation de la consigne sur la phase de présence est ici clairement visible, avec
un pic de puissance juste avant l’arrivée des occupants. Durant ces phases, la puissance se
maintient au niveau suﬃsant pour assurer le respect de la consigne.
Il est également intéressant d’observer le gradient obtenu à la première itération de l’al-
gorithme d’optimisation (ﬁgure 2.8), soit pour une valeur nulle de W . La valeur négative
du gradient indique un besoin de chauﬀage (la descente s’eﬀectue dans le sens opposé du
gradient). La valeur absolue du gradient est également maximale aux instants d’arrivée des
occupants.
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Figure 2.8 – Cas test unitaire : gradient de la commande
2.3.2.2 Équation de la chaleur adjointe
Nous considérons ici le cas de l’équation de la chaleur, à la base de nombreux modèles
thermiques du bâtiment.
Soit l’équation de la chaleur (2.3) déﬁnie sur un domaine spatial Ω de volume V , dont
nous rappelons ici l’expression :
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

ρc
∂θ
∂t
−∇. (k∇θ) = Ψ (x, t) ∈ Ω× R+
hθ + k∇θ.n = Φ (x, t) ∈ ∂Ω× R+
θ (x, 0) = θ0 (x) x ∈ Ω
(2.40)
Nous supposons inconnu le vecteur u = (ρc, k, h) des paramètres de l’équation. Nous sup-
posons également que h est une constate réelle positive, et (ρc, k) (x) une fonction invariante
en temps, de carré sommable sur le domaine Ω et l’intervalle de temps T = [0, tf ]. Nous
avons u ∈ U , muni de son produit scalaire et ses normes classiques (2.41).
U =
[
L2 (Ω, T )
]2
×
[
L2 (T )
]
, 〈f, g〉 =
ˆ
Ω×T
fg.dxdt
‖f‖U =
ˆ
Ω×T
(
f (x, t)2
) 12
dxdt, ‖f‖2U =
ˆ
Ω×T
f (x, t)2 dxdt
(2.41)
Nous cherchons ici à calculer les paramètres u permettant d’obtenir une réponse du
modèle correspondant à des mesures ponctuelles de température.
Considérons une fonction de coût J (θ (u) , u) dépendant du champ de température et des
paramètres.
J =
1
2
‖O (θ −m)‖2M +
1
2
‖T (u− u0)‖
2
U (2.42)
Avec M = L2 (Ω× T ). Pour le cas particulier de mesures locales m réalisées aux points
xi, l’opérateur d’observation devient une somme de distributions de Dirac O =
∑
i
δxi . Pour
une régularisation simple sur la valeur a priori (u0) de u, nous prenons un scalaire ǫ ∈ R+
tel que
1
2
‖T (u− u0)‖
2
U =
ǫ
2
‖(u− u0)‖
2
U soit très petit devant la valeur initiale de J .
Le problème d’optimisation consiste ici à trouver u minimisant J . Comme il s’agit d’un
problème non linéaire, nous calculons le gradient du modèle linéarisé, qui est une approxi-
mation du gradient ∇uJ (u, θ) au point de linéarisation. Soit δu une petite variation de u.
Une telle variation entraîne une perturbation du champ de températures (2.43).
θ (u+ δu) ≃ θ (u) + δθ (u+ δu) (2.43)
δθ (u) est la solution du modèle linéaire tangent en u :

ρc
∂δθ
∂t
−∇. (k∇δθ) = −δρc
∂θ
∂t
+∇. (δk∇θ) (x, t) ∈ Ω× T
hδθ + k∇δθ.n = −δhθ − δk∇θ.n (x, t) ∈ ∂Ω× T
δθ (x, 0) = 0 x ∈ Ω
(2.44)
Nous introduisons également la fonction de coût perturbée au point de linéarisation u :
J¯ (δu) = J (θ (u) + δθ (u+ δu) , u+ δu) (2.45)
Soit L le Lagrangien associé à J¯ et (2.44), avec δθ∗ le multiplicateur de Lagrange associé
au champ δθ :
L = J¯ +
ˆ
Ω×T
δθ∗
(
ρc
∂δθ
∂t
−∇. (k∇δθ) + δρc
∂θ
∂t
−∇. (δk∇θ)
)
dxdt
+
ˆ
∂Ω×T
δθ∗ (hδθ + k∇δθ.n+ δhθ + δk∇θ.n) dxdt
(2.46)
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L’équation (2.46) peut se reformuler par application d’une double intégration par parties
et du théorème de Green-Ostrogradski.
L = J¯ +
ˆ
Ω×T
δθ
(
−ρc
∂δθ∗
∂t
−∇. (k∇δθ∗)
)
+
ˆ
∂Ω×T
k (δθ∇δθ∗ − δθ∗∇δθ) .n.dxdt+
ˆ
T
[ρcδθδθ∗]
tf
0 dx
+
ˆ
Ω×T
δθ∗
(
δρc
∂θ
∂t
−∇. (δk∇θ)
)
dxdt
+
ˆ
∂Ω×T
δθ∗ (hδθ + k∇δθ.n+ δhθ + δk∇θ.n) dxdt
(2.47)
ce qui se simpliﬁe, à cause des conditions initiales nulles et de l’annulation des termes
kδθ∗∇δθ.n :
L = J¯ +
ˆ
Ω×T
δθ
(
−ρc
∂δθ∗
∂t
−∇. (k∇δθ∗)
)
+
ˆ
∂Ω×T
k (δθ∇δθ∗) .ndxdt+ ρcδθδθ∗ (x, tf )
+
ˆ
Ω×T
δθ∗
(
δρc
∂θ
∂t
−∇. (δk∇θ)
)
dxdt
+
ˆ
∂Ω×T
δθ∗ (hδθ + δhθ + δk∇θ.n) dxdt
(2.48)
Comme dans le cas précédent, nous cherchons à annuler le gradient du Lagrangien. L’éga-
lité
∂L
∂δθ
= 0 permet de faire apparaître la forme variationnelle du modèle adjoint suivant :


−ρc
∂δθ∗
∂t
−∇. (k∇δθ∗) = −
∂O (θ + δθ −m)
∂δθ
O (θ + δθ −m) (x, t) ∈ Ω× T
hδθ∗ + k.∇δθ∗.n = 0 (x, t) ∈ ∂Ω× T
δθ∗ (x, tf ) = 0 x ∈ Ω
(2.49)
Le gradient de J¯ (δu) est déﬁni par sa dérivée Fréchet au point δu :
J¯ (δu+ δu˜) = J¯ (δu) +
〈
∇J¯ (δu) .δu˜
〉
+ o (δu˜) (2.50)
Dans ce cas, nous avons également :
∇δuJ¯ =
∂L (δθ, δθ∗, δu)
∂δu
(2.51)
Nous pouvons alors écrire explicitement le gradient en fonction de δθ et de l’état adjoint
δθ∗ :
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

∇δuJ¯ =
(
∇δρcJ¯ ,∇δkJ¯ ,∇δhJ¯
)
∇δρcJ¯ =
∂T (δρc+ ρc− ρc0)
∂δρc
T (δρc+ ρc− ρc0) +
ˆ
T
δθ∗
∂θ
∂t
dt
∇δkJ¯ =


∂T (δk + k − k0)
∂δk
T (δk + k − k0)−
ˆ
T
δθ∗∆θdxdt si x ∈ [Ω− ∂Ω]
∂T (δk + k − k0)
∂δk
T (δk + k − k0)−
ˆ
T
δθ∗ (∆θ −∇θ.n) dxdt si x ∈ ∂Ω
∇δhJ¯ =
∂T (δh+ h− h0)
∂δh
T (δh+ h− h0) +
ˆ
Ω×T
δθ∗θdxdt
(2.52)
Dans le cas particulier où
1
2
‖T (u− u0)‖
2
U =
ǫ
2
‖(u− u0)‖
2
U , on aura par exemple ∇δhJ¯ =
ǫ (δh+ h− h0) +
ˆ
Ω×T
δθ∗θdxdt, ce qui implique d’avoir calculé la réponse du modèle direct
θ (x, t) et la réponse du modèle adjoint δθ∗ (x, t)(avec une méthode d’éléments ﬁnis par
exemple).
Le calcul de ∇uJ¯ peut permettre de résoudre le problème d’optimisation sur le modèle
linéaire tangent avec un algorithme de gradient conjugué. Pour résoudre le problème sur
le modèle non linéaire, nous devrons faire appel à plusieurs linéarisations successives (algo-
rithme de Levenberg-Marquardt). Le lecteur peut se référer à [Jarny et al., 1990] pour une
application du gradient conjugué et de la méthode adjointe sur l’équation de la chaleur.
2.4 Mise en œuvre
L’ensemble des modèles et des méthodes présentés a été implémenté dans une toolbox
Matlab dénomée ReTroﬁT [Nassiopoulos et al., 2014, Brouns, 2014], développée à l’IFST-
TAR. Cette toolbox permet de générer automatiquement un modèle numérique de bâtiment
à partir d’un ﬁchier descriptif (au format gbXML [gbXML Organization, 2014]), de simuler la
réponse de ce modèle sur des données météo, et de déﬁnir et résoudre divers problèmes d’op-
timisation quadratiques. Les modèles implémentés ont étés testés et validés par notre équipe
sur plusieurs cas tests, et en particulier au travers de la procédure BESTEST [Alexander
et al., 2008].
gbXML
model file
Linearized "sensitivity"
model
Direct model
Parameters
Solver (Euler implicit..)
Optimization problem
Cost function
Constraints
Optimization algorithm
Data
Parameters values
Weather data
Sensors
Adjoint model
Figure 2.9 – Briques de la toolbox ReTroﬁT
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La toolbox ReTroﬁT a été conçue dans une approche orientée objet. Une fois le modèle
direct du bâtiment conçu, on peut alors lui associer un solveur temporel (Euler implicite,
explicite, ou Crank-Nicolson), divers capteurs virtuels (température ou température opéra-
tive) ainsi qu’un ensemble de données (valeurs des paramètres et des variables de commande
ou météorologiques). Il est également possible de déﬁnir un problème d’optimisation associé,
contenant la description de la fonction de coût, des paramètres à optimiser, l’algorithme
d’optimisation retenu et ses paramètres. Le modèle direct et le problème d’optimisation
servent ensuite à générer la réponse du modèle adjoint au modèle linéarisé pour le calcul du
gradient.
Le travail de cette thèse a en bonne partie contribué à l’évolution de cet outil, au fur
et à mesure des besoins expérimentaux. En particulier, des contributions ont étés apportées
sur la modélisation multicouche des parois (avec discrétisation par éléments ﬁnis dans le
cas multicouche), la prise en compte des gains solaires (en particulier, l’intégration d’une
corrélation sur les gains directs et diﬀus, et la température du ciel), la modélisation d’un
système de VMC double ﬂux et de CO2, et divers autres points au cours du développement.
Le reste des développements présentés dans ce manuscrit s’appuient principalement sur
cet outil pour les expérimentations numériques et sur cas réel.
2.5 Cas d’étude : la maison INCAS MA
La maison INCAS-MA est une maison expérimentale instrumentée et info-gérée de l’INES
(Institut National de l’Énergie Solaire) construite au Bourget du Lac, France. Ce bâtiment
en deux étages est conçu sur le modèle d’un habitat résidentiel : un rez-de-chaussée faisant
oﬃce de pièce de vie, et de trois chambres à l’étage (dont deux donnant sur un balcon). Les
murs extérieurs en brique (Monomur R42) sont recouverts d’un enduit aérogel. La maison est
également équipée de radiateurs électriques (un par pièce), de volets électriques pilotables,
et d’une VMC double ﬂux (avec échangeur désactivable). La VMC comporte 6 bouches de
souﬄage et 4 d’aspiration réparties dans les diﬀérentes pièces, dont les débits individuels en
fonction du débit principal ont été mesurés.
Ce cas d’étude permet de confronter nos travaux à un cas réel instrumenté et dont toutes
les caractéristiques sont connues.
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Figure 2.10 – INCAS-MA avant la pose d’enduit aérogel
Pour ce cas d’application, nous avons restreint l’étude au pilotage des deux chambres de
l’étage orientées sud (chambres 1 et 2), avec un pilotage de la puissance électrique injectée
dans les radiateurs et du débit de la VMC. En ce qui concerne la VMC, ces chambres ne
disposent que d’une bouche de souﬄage, l’évacuation de l’air se faisant par les portes et
autres aérations. Nous disposons également de mesures de température dans les pièces et
les parois des murs extérieurs, ainsi qu’un pyrgéomètre pour la mesure du ﬂux solaire. Un
superviseur a été mis en place (par l’INES et la société Vesta Systems) pour assurer l’échange
des données de mesure, de commande, et des prévisions météorologiques. Le modèle adopté
pour les tests numériques et sur site réel est un modèle de 5 zones (rez-de-chaussé, chambres
et combles). Le modèle du circuit aéraulique de la VMC a été simpliﬁé, avec une entrée et une
sortie par zone (hors combles) respectant les ratios sur les débits d’air mesurés. Les parois
internes du modèle sont considérées homogènes et uniformes, et nous modélisons les trois
couches des murs extérieurs (plaques de plâtre, brique et enduit aérogel). Dans ces travaux,
nous nous intéressons seulement au pilotage des zones 1 et 2, correspondant aux chambres
de l’étage orientées sud.
Radiateurs :
Puissance max
VMC : Débit
max
VMC : Eﬃcacité
échangeur
VMC : Ratio
Débit aération /
Débit total
1000W 180m3/s 91.5% 1/6
Table 2.8 – Maison INCAS : Caractéristiques du système climatique
Un modèle architectural est d’abord réalisé sous une application de CAO permettant de
générer un ﬁchier gbXML contenant la déﬁnition des zones et des parois. Cette maquette
numérique nous permet de calculer automatiquement les coeﬃcients d’échanges convectifs et
radiatifs (avec facteurs de forme) entre les parois et les zones, et la course du soleil à partir
de la position géographique et de l’orientation des parois.
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Figure 2.11 – INCAS modèle CAO
Aﬁn de valider la cohérence de ce modèle, les résultats de simulation annuelle ont été
comparés à la réponse d’un modèle EnergyPlus, conçu par l’INES. Les paramètres du modèle
ReTroﬁT ont été choisis au plus proche du modèle EnergyPlus et ajustés manuellement, avec
une discrétisation de 15 éléments ﬁnis par paroi.
Le modèle EnergyPlus possède une description plus détaillée des parois et une modélisa-
tion du vide sanitaire.
Figure 2.12 – Géométrie du modèle EnergyPlus
La résolution numérique sur notre outil est assez rapide, avec un temps de calcul inférieur
à 5 minutes pour une année sur un ordinateur de bureau récent. Les résultats entre les deux
outils sont assez proches sur les températures des zones des pièces de vie. L’ajustement des
températures simulées par les deux programmes pour les chambres 1 et 2 présente en eﬀet
un écart moyen de 0.067 °C et un écart type de 0, 9 °C.
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Figure 2.13 – Simulations ReTroﬁT et EnergyPlus
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Figure 2.14 – Simulations ReTroﬁT et EnergyPlus - zoom sur une semaine
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Figure 2.15 – Écarts de température entre ReTroﬁT et EnergyPlus
2.6 Conclusion
Nous présentons dans ce chapitre un modèle générique détaillé de la thermique du bâti-
ment. Ce modèle, sans toutefois être aussi complet que ceux des logiciels existants (moins de
modèles de systèmes disponibles à ce stade du développement), reprend les mêmes bases et
principes de modélisation que ceux employés dans l’état de l’art des logiciels de simulation
thermique-dynamique du bâtiment.
Nous montrons également comment un tel modèle peut être directement utilisé dans
toute une catégorie de problèmes d’optimisation grâce à la méthode adjointe. Cette méthode
permet en eﬀet de calculer de manière eﬃcace le gradient de fonctions de coût quadratique,
ce qui rend possible l’utilisation d’un modèle détaillé dans un algorithme d’optimisation basé
sur une descente de gradient.
En particulier, nous allons voir dans le chapitre suivant comment cette méthode peut
permettre de calculer des lois de commande optimale à partir de ce modèle détaillé (et
donc sans avoir besoin de réduire l’ordre du modèle, ou concevoir un modèle plus simpliﬁé).
Nous appliquerons également cette méthodologie sur les phases d’estimation d’état et de
calibration, aﬁn de constituer une approche uniﬁée pour la commande prédictive.
L’intégralité de ces modèles et outils ont étés implémentés par notre équipe dans une
toolbox Matlab permettant de mettre en place les diverses expériences de simulation et
d’optimisation développées au cours de cette thèse. Cet outil pourra à l’avenir être enrichi
par de nouveaux modèles, ainsi que par des méthodes de dérivation automatique de code
pour en augmenter la ﬂexibilité [Courty et al., 2003, Griesse et Walther, 2004].
Chapitre 3
Commande optimale
Pour mettre en place une stratégie de commande prédictive en ligne, il est indispensable
de pouvoir calculer rapidement des lois de commande optimale. L’objectif de ce chapitre est
de montrer comment notre formalisme peut permettre de poser et résoudre des problèmes
de commande optimale sur un modèle détaillé de bâtiment, en un temps de calcul compa-
tible avec d’éventuels besoins temps-réel. Nous exposerons les limites de cette approche et
les perspectives d’amélioration, au travers d’une comparaison avec un contrôleur classique
(PID). Cette approche du contrôle optimal nous servira de base dans les chapitres suivants
pour explorer les besoins d’instrumentation dans le bâtiment.
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3.1. Formulation d’un problème de commande optimale 53
3.1 Formulation d’un problème de commande optimale
Le calcul de lois de commande optimale est une étape essentielle de toute stratégie de
commande prédictive. Elle consiste à prédire la meilleure commande possible par rapport à
un critère de performance sur un horizon de temps futur (horizon de prédiction). Sur cet
horizon de prédiction, les sollicitations du bâtiment sont des estimations, fournies générale-
ment par un service de prédiction météorologique et par les occupants eux mêmes (planning
d’utilisation).
Model Definition Model Calibration Optimal control
Estimation
MPC
Control
Measurements
Measurements
Oﬄine Process Online Process
Figure 3.1 – Commande optimale dans une stratégie de commande prédictive
Nous proposons ici d’étudier et de résoudre un cas de commande optimale avec une
fonction de coût quadratique, dont le but est de réduire l’écart à une consigne de température
lors des périodes de présence des occupants et de réduire la consommation énergétique globale
sur un intervalle de temps T = [0, tf ]. Nous contrôlons ici la puissance électrique (bornée
entre 0 et Pmax = 1000W ) des radiateurs des deux chambres pilotées de la maison INCAS
MA (chambres orientées sud à l’étage). Nous supposons également parfaitement connaître
le scénario d’occupation des chambres, les gains internes et les sollicitations (ce qui est une
hypothèse forte).
Le problème de contrôle est alors formulé par :

Jc (P
∗) = inf
P∈U
Jc (P )
Jc = aJTC + bJE
JE =
1
2
2∑
z=1
ˆ
T
P 2z dt
JTC =
1
2
2∑
z=1
ˆ
T
(ocz (t) (Tz − Tzc))
2 dt
0 ≤ P ≤ Pmax
(3.1)
JTC représente l’écart quadratique entre les températures des zones Tz (soit la tempéra-
ture de l’air des pièces) et les températures de consigne Tzc lors des périodes de présence. De
fait ocz (t) est l’occupation de la zone z, valant 1 aux instants de présence et 0 sinon. Aucune
consigne n’est donc considérée sur les périodes d’absence.
JE est le coût quadratique associé à la consommation électrique des radiateurs. Si le
coût quadratique sur la puissance électrique tend vers 0 , alors la consommation électrique
tend vers 0 également. Par ailleurs, minimiser le carré de la puissance aura plus tendance à
pénaliser les puissances élevées que les puissances faibles.
Les scalaires (positifs ou nuls) a et b sont des coeﬃcients de pondération permettant
de doser l’importance que l’on accorde entre le respect de la consigne et la consommation
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électrique. Cette pondération permet ainsi de ramener un problème multi-objectifs à un
problème mono-objectif.
Les résultats de contrôle calculés sont obtenus en simulation sur le modèle thermique
de la maison INCAS MA sur une période T de 14 jours, avec une discrétisation temporelle
de 10 minutes. Le problème (3.1) étant quadratique, et le modèle linéaire par rapport à
la puissance électrique, il peut être résolu à l’aide de l’algorithme du gradient conjugué en
l’absence de contraintes. En cas de contraintes cependant, il faudra faire appel à l’algorithme
de Levenberg-Marquardt ou à la méthode d’Uzawa.
3.2 Performance de la commande optimale
Pour comparer la commande optimale avec un contrôleur classique, nous avons implé-
menté sur notre modèle numérique un contrôle PID sur chacune des deux chambres orientées
sud ainsi qu’une commande optimale pour les mêmes sollicitations. Cette comparaison per-
met de mettre en évidence les diﬀérences entre les deux stratégies de contrôle, leurs avantages
et inconvénients et leurs performances respectives.
Formulation d’un PID : Le contrôleur proportionnel intégral dérivée, communément
appelé PID, est couramment utilisé pour l’asservissement et la régulation. Il comporte une
action proportionnelle jouant sur la rapidité du régulateur, une action intégrale réduisant
l’erreur statique et une action dérivée améliorant la stabilité de la réponse. Soit ε l’erreur
par rapport à un signal de consigne, u la commande du système à contrôler, et Kp, Ti, Td
les coeﬃcients proportionnel, intégral et dérivé du contrôleur. Un PID de structure mixte
vériﬁera l’équation intégro-diﬀérentielle :
u (t) = Kp
(
ε (t) +
1
Ti
ˆ t
0
ε (τ) dτ + Td
dε
dt
(τ)
)
(3.2)
Pour pouvoir intégrer un PID à notre modèle de bâtiment, il est nécessaire de l’écrire
sous forme discrète. Soit le pas de discrétisation temporelle Te, en utilisant des diﬀérences
ﬁnies arrière d’ordre 1 (après dérivation pour pouvoir les appliquer sur le terme intégral),
nous obtenons :
un = un−1 +Kp
[(
1 +
Te
Ti
+
Td
Te
)
εn −
(
1 +
2Td
Te
)
εn−1 +
Td
Te
εn−2
]
(3.3)
Une telle formulation est également couramment utilisée pour l’implémentation d’un PID
dans un micro-contrôleur. Nous avons ici couplé cette équation aux modèles des zones et des
convecteurs (calcul de la commande à chaque pas de temps lors de la simulation). Pour
chaque zone, εn est l’erreur par rapport à la consigne de température de zone, et un est
la puissance électrique du chauﬀage à l’instant n. Il est également nécessaire de prendre
en compte les contraintes sur la commande en bornant un entre les valeurs minimales et
maximales tolérées par le radiateur (ici, 0 et 1000W ).
Comme chacune des deux chambres pilotées sont de nature similaire, nous avons réglé
les deux PID de manière identique. Le réglage a été eﬀectué manuellement sur le modèle
du bâtiment : Kp à tendance à augmenter la rapidité. Réduire Ti augmente la rapidité et la
précision au détriment des dépassements. Augmenter Td permet de réduire les dépassements.
Les coeﬃcients sont ajustés progressivement de manière à obtenir une réponse présentant un
léger dépassement et une faible erreur statique (ce qui assure rapidité, stabilité et précision
du contrôleur) pour des créneaux de consigne de 20°C.
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Comparaison avec la commande optimale : Nous présentons ici des résultats de simu-
lation sur les deux stratégies de contrôle, obtenus pour les mêmes conditions météorologiques
hivernales (3.2), et en assignant la VMC à son débit maximal en cas de présence. Pour sim-
pliﬁer, les gains internes liés à l’occupation des chambres sont dans ce chapitre considérés
comme nuls. La température extérieure et le ﬂux solaire ont été directement mesurés sur le
site, et la couverture nuageuse est fournie par une base de données météorologiques.
Pour étudier le comportement de la commande, nous utilisons un scénario où chaque
chambre est occupée par une personne un jour sur quatre (consigne présente un jour sur
quatre). Un tel scénario permet de bien observer les transitoires entre deux périodes d’occu-
pation et l’impact de la météo sur la commande en cas de présence sur une journée complète.
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Figure 3.2 – Grandeurs météo
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Figure 3.3 – Scénarios de présence
Pour évaluer la performance du contrôle, nous disposons des critères suivants :
• Termes JTC et JE de la fonction de coût.
• Température opérative moyenne Toz sur les périodes de présence. La température opé-
rative représente une mesure plus proche de la température eﬀectivement ressentie par
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l’occupant que la température d’air d’une zone. La température opérative Toz de la zone
z prend en compte la température de l’air et la température radiative des surfaces en-
tourant le sujet [Nilsson, 2004]. Soit Tmr = 4
√∑
j
(
FhjT 4j
)
≃
∑
j
(FhjTj) la température
moyenne radiative, nous avons alors Toz =
hrTmr + hcTz
hr + hc
ce que l’on simpliﬁe généra-
lement par Toz =
Tmr + Tz
2
pour des vitesses d’air inférieures à 20m.s−1. Considérant
que chaque zone est une cavité fermée de N parois,
N∑
j=1
Fhj = 1 et Fhj
N∑
Sj
j=1
= Sj.
• Temps d’inconfort tout, où la température de zone se trouve en dehors d’une plage de
[18°C− 22°C] (sur les périodes d’occupation).
• La consommation électrique des radiateurs (en joules) sur la durée du contrôle.
• La moyenne et l’écart type de l’erreur de consigne, respectivement ε et σ (ε).
Sur 14 jours, nous avons choisi un rapport de pondération favorisant fortement le respect de
la consigne de température, soit a très grand devant b (
a
b
≈ 103). La ﬁgure 3.4 représente le
résultat ainsi obtenu sur 8 jours (soit 2 jours de présence) pour la zone 1 (puissance électrique
calculée et température de zone) pour le contrôle PID (courbe orange) et la commande opti-
male (courbe noire pointillée). La courbe en créneau (Setpoint) donne la valeur de consigne
lors des phases de présence (20°C).
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Figure 3.4 – Comparaison : Contrôle PID - Commande optimale
Le PID a été réglé avecKp = 10, Ti = 1s et Td = 10s. Le temps de montée est assez rapide
sur le premier jour d’occupation (21 février) et la température met 1h30 pour passer de 14°C
à 20°C. Par contre, pour le jour d’occupation du 25 février, la limitation en puissance ne
permet d’atteindre la consigne qu’en 5h (ce jour étant plus froid, la température doit passer
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de 10°C à 20°C). Ceci indique un certain sous-dimensionnement des radiateurs au vu des
paramètres de notre modèle.
La commande optimale présente des diﬀérences notables par rapport au PID. On constate
premièrement l’eﬀet anticipatif de la commande optimale, avec la génération de proﬁls de
préchauﬀage avant l’arrivée des occupants. Ainsi, le chauﬀage n’arrive pratiquement jamais
en saturation et la température est déjà proche de la consigne dès l’arrivée des occupants.
Ceci se paie cependant au prix d’une consommation électrique plus importante (de 50%
environ). D’autre part, à l’instar du PID, les gains solaires sont également pris en compte
sur le 25 février avec un arrêt du chauﬀage sur une période ensoleillée.
Sur un tel problème d’optimisation, la convergence de l’algorithme de Levenberg-Marquardt
est assez rapide. Si l’on trace l’évolution de la fonction de coût (ﬁgure 3.5 a) et de ses com-
posantes JTC et JE (ﬁgures 3.5 b et c), on remarque une convergence asymptotique dont la
limite est pratiquement atteinte en 5 itérations de Levenberg-Marquardt (avec environ 10
itérations de gradient conjugué entre chaque linéarisation). Avec une discrétisation tempo-
relle de 600 s, la convergence prend environ 750 s avec un processeur Intel®Core™i5-3340M
2.7GHz utilisé à 25% de ses capacités (1 cœur de processeur sur quatre). Ceci permet donc un
temps mise à jour de la commande optimale de l’ordre du pas de discrétisation temporelle,
ce qui est très intéressant pour une application temps-réel.
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Figure 3.5 – Évolution des termes de la fonctionnelle de coût
Les performances des deux stratégies sont résumées dans le tableau suivant :
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Consommation
Chauﬀages
(W )
JTC JE Toz (°C) ε (°C) σ (ε) (°C) tout (s)
PID 222 2.1e+04 8.1e+10 19.4 −0.0645 1.1968 33600
Contrôle
Optimal 328 8.4e+03 6.4e+10 19.8 0.2716 0.7706
27000
Table 3.1 – Performances du PID et de la commande optimale
Si l’erreur de consigne ε est en moyenne plus faible avec le PID, sa variance est au contraire
plus élevée. Par ailleurs, le temps de dépassement est plus faible pour la commande optimale
(de 110 minutes) et la température opérative plus élevée : l’anticipation de la présence et de
la météo permettent donc à la commande optimale de fournir un meilleur confort.
Par rapport aux critères JE et JTC , la commande optimale fournit de meilleurs résultats.
Cependant, la consommation est nettement plus élevée pour la commande optimale. En eﬀet,
une inégalité entre deux fonctions pour une norme quadratique (norme L2) n’implique pas la
même inégalité sur une autre norme telle que la norme L1 (consommation réelle). La norme
quadratique pénalisant moins les faibles valeurs de puissance, la consommation électrique en
période d’absence semble trop élevée.
La non-conservation d’une inégalité entre plusieurs normes entraîne un autre inconvé-
nient : pour ce cas test particulier et cette formulation quadratique de la fonction de coût,
il n’existe pas de couple de pondération (a, b) fournissant une solution à la fois meilleure sur
les critères de confort et sur la consommation électrique.
En eﬀet, pour plusieurs ratios
a
b
(de 10−1 à 103), nous pouvons tracer l’évolution de JTC ,
JE, et d’autres critères plus parlants pour l’utilisateur tels que l’erreur de consigne moyenne
ε, le temps d’inconfort tout et la consommation éclectique. On constate que si il existe un
ensemble de valeurs de
a
b
pour lesquelles JTC et JE sont plus faibles avec la commande
optimale que pour le PID (ﬁgure 3.6 a), ce n’est pas le cas pour les autres critères (les
zones grisées correspondent aux plages où une commande serait meilleure que le PID). Sur
la ﬁgure 3.6 b par exemple, on constate clairement qu’il faut faire une concession sur la
consommation électrique si l’on désire un écart quadratique à la consigne meilleur que pour
le PID. Ce même constat s’observe également pour les « critères de confort » ε et tout (ﬁgures
3.6 c et d).
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Figure 3.6 – Évolution des critères de performance suivant le ratio de pondération
La ﬁgure suivante trace les diﬀérents résultats de commande obtenus pour les diﬀérents
rapports
a
b
:
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Figure 3.7 – Évolution du contrôle suivant le ratio de pondération
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Prise en compte de la consommation réelle : fonction de coût non quadratique :
Pour prendre en compte la consommation électrique réelle lors de l’optimisation de la com-
mande, nous pouvons remplacer JE dans le problème (3.1) par la consommation réelle des
radiateurs, soit une norme L1 sur la puissance :
JEL1 =
1
2
Nz=2∑
z=1
ˆ tf
0
|Pz| dt (3.4)
Cependant, le problème n’étant plus quadratique, il devient hasardeux d’appliquer l’al-
gorithme du gradient conjugué (qui intervient également dans l’algorithme de Levenberg-
Marquardt). Il nous faut donc utiliser un algorithme de descente à pas ﬁxe, ou à calcul de
pas par recherche linéaire (line search), ce qui met généralement plus de temps à converger.
La ﬁgure 3.8 montre le résultat obtenu avec une telle fonction de coût. Nous avons ici utilisé
un algorithme de descente à pas ﬁxe (steepest gradient), qui a convergé en 250 itérations
(soit environ 1h de calculs sur notre processeur).
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Figure 3.8 – Contrôle optimal avec norme L1 et PID
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Consommation
Chauﬀages
(W )
JTC JE Toz (°C) ε (°C) σ (ε) (°C) tout (s)
PID 222 2.1e+04 8.1e+10 19.4 −0.06 1.1968 33600
Contrôle
Optimal
L2
328 8.4e+03 6.4e+10 19.8 0.27 0.77 27000
Contrôle
Optimal
L1
210 1.1e+04 7.2e+10 19.2 −0.32 0.8 16200
Table 3.2 – Contrôle optimal avec norme L1 et PID
Nous avons bien ici un cas de commande optimale permettant d’atteindre de meilleures
performances sur le respect de la consigne et la consommation électrique (tableau 3.2). Sur cet
exemple, en remplaçant JE par JEL1 dans le problème (3.1) et en ajustant les pondérations,
la consommation électrique pour la commande optimale est inférieure de 4.5% par rapport au
PID et le critère JTC inférieur de 50%. On constate par ailleurs que les phases de préchauﬀage
ont étés nettement réduites. Cependant, toujours du fait de la non-conservation d’inégalités
entre les indicateurs, la réduction de JTC n’implique pas une amélioration de tous les autres
critères de confort : si tout a été réduit par rapport au PID et au contrôle quadratique, la
moyenne et l’écart type de l’erreur de consigne sont légèrement plus élevés. Le faible gain
énergétique par rapport au PID peut s’expliquer par l’aspect purement résistif du système
de chauﬀage. En eﬀet, il y a ici peu de variables de contrôle, nous ne manipulons pas de
sources d’énergies renouvelables ou des systèmes de stockage, et l’inconfort est représenté
par un écart brut à une consigne (JTC) ce qui laisse peu de marge d’optimisation.
Comme la convergence est assez lente et que nous ne disposons pas à l’heure actuelle
d’algorithme plus eﬃcace, nous garderons dans la suite des développements une formulation
quadratique. Cela n’inﬂuera pas les conclusions car notre démarche est suﬃsamment géné-
rique pour pouvoir supporter diﬀérentes formulations/évolutions de la fonction de coût du
contrôle optimal, qui pourront aisément être introduites dans des travaux ultérieurs. Nous
allons par ailleurs montrer qu’il est possible de générer plus de gains énergétiques avec une
formulation quadratique en utilisant des bornes à la place d’une consigne de température,
et en ajoutant le débit de ventilation aux variables de contrôle.
3.3 Contrôle du chauffage et de la VMC avec bornes
Nous rajoutons ici D le débit de la VMC dans les variables de contrôle. Contrairement au
PID, la commande optimale permet de prendre en compte des contraintes sur la température
au lieu d’une température de consigne. Cette approche a l’avantage d’être moins restrictive
sur la température des zones et permet de dégager plus de gains énergétiques potentiels.
Comme le débit de la VMC intervient dans la recherche d’une loi de commande, il faut
s’assurer que ce dernier respecte bien les consignes sanitaires de concentration de CO2 : il
convient donc d’ajouter des contraintes sur la concentration de CO2 calculée pour éviter que
le CO2 dégagé par les occupants dépasse un seuil de confort (typiquement, 1500 ppmv).
De ces considérations, le problème de contrôle optimal sur un intervalle temporel T peut
se reformuler de la manière suivante :
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

Jc (P
∗, D∗) = inf
(P,D)∈U
Jc (P,D)
Jc = aJTB + bJE + cJCO2
JTB =
1
2
Nz=2∑
z=1
ˆ
T
ocz (t)
[
min
(
0, Tz − T
min
z
)2
+max (0, Tz − T
max
z )
2
]
dt
JE =
1
2
Nz=2∑
z=1
ˆ
T
P 2z dt
JCO2 =
1
2
Nz=2∑
z=1
ˆ
T
ocz (t)
[
max (0,Cz − C
max
z )
2
]
dt
(3.5)
JTB est un terme pénalisant le dépassement de la température de zone sur des bornes
ﬁxées à Tmin = 18°C et Tmax = 22°C. JCO2 est également une fonction barrière avec C
max
z =
1500 ppmv.
a et c sont les coeﬃcients de pondération sur les fonctions barrières portant sur la tem-
pérature et la concentration de CO2 des zones 1 et 2, et b le coeﬃcient de pondération sur
le coût quadratique de la puissance électrique des radiateurs. Par rapport au cas précédent,
nous rajoutons un débit d’inﬁltration d’air arbitraire de 2m3.h−1 aﬁn de prendre en compte
l’évacuation naturelle du CO2 (ce qui va avoir pour eﬀet d’augmenter légèrement les consom-
mations) due aux défauts d’étanchéité et aérations. La concentration extérieure de CO2 est
ﬁxée à 400 ppmv et le débit de CO2 par personne à 0.4 ppmv.m3.s−1 (voir équation 2.20
page 35).
Pour que les contraintes sur l’état soient bien respectées, a et c sont choisis grands (> 102),
et b conserve une valeur peu élevée (≈ 10). Le problème d’optimisation étant ici non-linéaire
(à cause des contraintes sur l’état, mais également par rapport au débit de la VMC), nous le
résolvons avec un algorithme de Levenberg-Marquardt. Le temps de convergence est ici plus
long (avec 17 itérations le Levenberg-Marquardt, avec 10 itérations de gradient conjugué
intermédiaires, soit environ 25 minutes sur notre processeur).
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Figure 3.9 – Commande optimale avec VMC et contraintes
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Figure 3.10 – Commande optimale avec VMC et contraintes
Pour le contrôle PID, on conserve un pilotage de la VMC avec un débit maximal lors de la
présence (soit 0.037m3.s−1), et nul sinon. Dans le cas du contrôle optimal, on peut constater
que la température des zones se retrouve proche de la borne inférieure de température. De
plus, le débit de la VMC est automatiquement minimisé pour réduire au maximum les pertes
thermiques tout en respectant la contrainte sur la concentration de CO2.
Le tableau (3.3) permet de comparer les performances de ce contrôle avec le PID, et
la commande optimale présentée plus haut section 3.2 (commande optimale « L2 », avec
seulement les termes JE et JTC dans la fonction de coût). Dans ce cas, il a été possible
d’obtenir une pondération permettant d’obtenir une consommation inférieure au PID. La
température de zone étant très légèrement en dessous des bornes, tout est bien plus élevé,
mais la température moyenne reste au dessus de 18°C (en particulier grâce au jour du 25/02).
La consommation a cependant été réduite de 3.5% par rapport au PID, et de 36% par rapport
à la commande optimale précédente. De plus, la réduction du débit de la VMC entraîne une
réduction de sa consommation (réduction de la puissance de ventilation, non calculée ici).
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Consommation
Chauﬀages
(W )
JE Toz (°C) Tz (°C) tout (s)
PID 232 8.7e+10 19.4 19.9 29400
Contrôle
Optimal
L2
354 6.8e+10 19.8 20.2 27000
Contrôle
Optimal
VMC +
Bornes
224 2.8e+10 18.1 18.5 240600
Table 3.3 – Contrôle optimal avec et sans pilotage de la VMC
3.4 Conclusions et perspectives
Dans ce chapitre, nous avons présenté une approche pour calculer des lois de commande
optimale sur un modèle détaillé de bâtiment. Nous montrons qu’une formulation quadratique
d’un problème de contrôle optimal permet de prendre en compte des objectifs portant sur le
respect de consigne et la puissance électrique consommée (3.1). Cependant, la formulation
quadratique semble peu adaptée à la prise en compte de la consommation énergétique réelle.
Introduire d’autres formulations du coût prenant mieux en compte la consommation et le
confort ne change pas notre méthodologie, mais peut éventuellement nécessiter des dévelop-
pements supplémentaires pour une résolution eﬃcace. On pourrait par exemple considérer
l’utilisation d’un optimiseur linéaire, comme c’est le cas dans l’étude [Lefort et al., 2013],
utilisant le programme CPLEX sur une stratégie de commande prédictive hiérarchisée.
Par ailleurs, les gains énergétiques dégagés en intégrant la consommation réelle des ra-
diateurs dans la fonction de coût sont assez faibles (environ 5%) par rapport au PID. En
eﬀet, un tel problème présente peu de marge d’optimisation (peu de variables de contrôle,
pas de systèmes de stockage et un confort simplement basé sur l’écart d’une consigne).
Un intérêt majeur de la commande optimale reste dans la ﬂexibilité de sa formulation.
Il est ainsi possible de prendre en compte de manière conjointe divers types de critères de
confort et de consommation, ainsi que des variables de contrôle de diﬀérends systèmes. Nous
illustrons cette propriété au travers d’une commande optimale quadratique portant sur le
respect de bornes de température et de CO2 avec pilotage des puissances des radiateurs et
du débit central de la VMC double ﬂux. Du point de vue de l’utilisateur ﬁnal, la commande
optimale peut permettre à ce dernier de gérer diﬀéremment son confort et sa consommation,
en ajustant ses tolérances (bornes) et l’importance qu’il accorde au confort (coeﬃcients de
pondération) pour réduire ses dépenses. Utiliser un modèle pour prédire une commande peut
également avoir un intérêt pédagogique pour l’utilisateur, et l’aider à mieux anticiper et gérer
sa consommation.
L’étude présentée dans ce chapitre pourra aisément être étendue en intégrant des dis-
positifs énergétiques plus complexes (géothermie, pompes à chaleur, plancher chauﬀant),
des variables de contrôle plus nombreuses et diverses (volets roulants, rendement de VMC
double fux...) et le coût de l’énergie (par le biais d’une pondération temporelle sur la puis-
sance consommée).
Chapitre 4
Estimation d’état et commande prédic-
tive
Lorsque l’on souhaite implémenter une commande optimale sur un cas réel, on se heurte
généralement à la méconnaissance des perturbations du système et de son état initial. Nous
présentons dans ce chapitre comment nous pouvons estimer les gains internes et le champ
de température à l’aide de quelques mesures de température. Nous illustrons ensuite l’inté-
gration de cette méthode d’estimation dans une stratégie de contrôle proche d’une stratégie
de MPC classique.
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4.1. Stratégie de commande optimale prédictive 67
4.1 Stratégie de commande optimale prédictive
Sans mise à jour régulière, la commande optimale est de type « boucle ouverte » et est
vulnérable à trois types d’erreurs :
• Erreur de conditions initiales : Comme nous venons de le voir au chapitre précé-
dent, tout calcul de commande optimale nécessite de connaître les conditions initiales
sur l’intervalle temporel de contrôle (soit l’état thermique à l’instant initial de cet in-
tervalle). Comme il n’est pas possible de mesurer le champ thermique en tout point,
on commet alors une erreur d’estimation ou d’approximation de l’état initial.
• Erreur de prédiction des sollicitations : Les sollicitations thermiques du bâtiment
provenant des utilisateurs et de la météo sont de nature diﬃcile à prévoir. La ﬁabilité
des prédictions météorologiques dépasse rarement deux ou trois jours. Le comportement
exact des usagers est par ailleurs diﬃcile à planiﬁer.
• Erreurs de modélisation : Enﬁn, le modèle lui même peut être sujet à de nombreuses
erreurs de modélisation. Ces erreurs peuvent être réduites par une phase de calibration,
mais ne peuvent jamais être complètement annulées et biaisent le bilan thermique des
zones. Les origines de ces erreurs et les méthodes de calibration seront abordées au
chapitre suivant.
Même si l’on suppose les conditions initiales parfaitement connues lors d’un calcul de com-
mande optimale, les erreurs vont inévitablement s’accumuler avec le temps. Par ailleurs,
obtenir une bonne initialisation est en soi une tâche délicate dès lors qu’on ne peut dis-
poser d’une instrumentation omnisciente. Une stratégie de commande prédictive permet de
contourner ces diﬃcultés au travers d’une séquence d’estimation d’état / commande opti-
male. On recalcule ainsi régulièrement la commande optimale sur un horizon de temps futur
avec une initialisation fournie par un estimateur d’état utilisant des mesures passées, ce qui
permet d’introduire une rétroaction.
Model Definition Model Calibration Optimal control
Estimation
MPC
Control
Measurements
Measurements
Oﬄine Process Online Process
Figure 4.1 – Commande prédictive : boucle d’estimation d’état / commande optimale
La boucle d’estimation d’état / commande optimale, se déroule en diﬀérentes phases
illustrées ﬁgure 4.2 :
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Figure 4.2 – Stratégie de commande MPC
• A chaque instant de mise à jour tp, nous procédons à une étape d’estimation d’état et
à une étape de calcul de commande optimale sur un horizon de temps ﬁni.
• L’estimation d’état repose sur des mesures réalisées sur un intervalle de temps passé
[tp −Te, tp]. A cet eﬀet, plusieurs méthodes peuvent être mises en œuvre et seront
présentées dans la suite de ce chapitre.
• La commande optimale est obtenue par résolution du problème quadratique 3.1 page 53
sur l’intervalle [tp, tp +Tc].
• Les mises à jour sont réitérées régulièrement sur un pas de temps td < Tc. De fait,
la commande eﬀectivement appliquée au bâtiment est celle calculée sur l’intervalle
[tp, tp + td].
Dans le cas de la commande prédictive d’un bâtiment, l’estimation d’état peut se ramener à
l’identiﬁcation des sollicitations thermiques inconnues, en général importantes mais diﬃci-
lement mesurables directement. En raison de leur couplage direct avec les températures des
zones, on peut envisager de chercher à identiﬁer des gains internes pour à la fois représenter
les apports thermiques directs au sein d’une zone, mais aussi compenser les erreurs de bilan
thermique dues aux erreurs de conditions initiales et de modèle.
L’impact d’une erreur sur les conditions initiales ou les gains internes (et donc, par
extension, d’un bilan thermique de zone) peut être facilement vériﬁé en simulation.
4.2 Impact des erreurs d’initialisation et de gains internes
Pour évaluer l’impact d’une erreur d’initialisation ou de gains internes (grandeurs de
nature diﬀérente), nous pouvons appliquer un biais sur les entrées du modèle et calculer la
loi de commande optimale résultante. Il faut ensuite calculer la loi de commande pour le cas
parfait (sans biais sur les entrées) puis observer et comparer la réponse du modèle thermique
pour chacune de ces deux lois.
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Figure 4.3 – Évaluation d’une erreur d’initialisation ou de paramètres sur la commande
optimale
Erreur de conditions initiales : Si l’on ne dispose d’aucune mesure de température sur
le bâtiment, nous sommes contraints de choisir les conditions initiales de manière arbitraire
(0 par exemple). Si l’on possède au moins les températures d’air des zones pilotées, une
initialisation grossière consiste à initialiser les états correspondants (zones) aux mesures, et
tous les autres (températures des parois, des radiateurs et de la VMC) à une des températures
des zones mesurées.
Nous testons ici deux cas d’erreur d’initialisation, avec une commande optimale calculée
suivant le problème (3.1), un scénario d’occupation de 21h à 6h50 et une consigne de 20°C
sur les zones 1 et 2 :
• Cas 1 : Toutes les températures sont initialisées à la première mesure de température
de la zone 1 (« IC1 error » ﬁgure 4.4)
• Cas 2 : Conditions initiales nulles (« IC2 error » ﬁgure 4.4)
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Figure 4.4 – Impact d’une erreur d’initialisation sur la commande optimale
On constate bien que plus l’erreur sur les conditions initiales est importante, plus l’erreur
sur la commande optimale l’est également. De plus, cette erreur se propage sur plusieurs
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jours consécutifs. Dans les deux cas, l’erreur induite sur l’erreur de consigne moyenne ε (°C)
et la consommation n’est pas négligeable :
Consommation
Chauﬀages
(W )
ε (°C)
Initialisation parfaite 683 0.1
Initialisation Tz1 743 0.85
Initialisation nulle 1120 5.4
Table 4.1 – Impact d’une erreur d’initialisation sur la commande optimale
Erreur sur les gains internes : Les gains internes des zones sont également diﬃcile-
ment mesurables et prédictibles. En eﬀet, ils sont dus à l’activité des occupants et à l’usage
des équipements qui dégagent de l’énergie (par eﬀet joule dans le cas des équipements élec-
triques). Si nous ne prenons pas en compte les gains internes dans le modèle (ici imposés
arbitrairement à 150W en cas de présence), le contrôle optimal calculé se retrouve également
bien moins performant : la puissance de chauﬀage est surestimée de 255W ce qui induit une
erreur de consigne moyenne de 2.65°C (ﬁgure 4.5 et tableau 4.2).
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Figure 4.5 – Impact d’une erreur sur les gains internes
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Consommation
Chauﬀages
(W )
ε (°C)
Gains internes
connus 683
0.1
gains internes
supposés nuls 937
2.65
Table 4.2 – Impact d’une erreur d’initialisation sur la commande optimale
4.3 Estimation d’état
Il existe dans la littérature de nombreuses techniques d’estimation d’état pour la com-
mande prédictive, utilisées également dans la plupart des stratégies de commande par retour
d’état. Après un bref exposé de l’état de l’art sur ces techniques, nous montrons comment il
est possible de ramener le problème d’estimation d’état à un problème d’estimation de gains
internes à partir de mesures de température de zone. Nous intègrerons ensuite cet estimateur
dans une stratégie de commande prédictive.
4.3.1 Estimateurs pour la commande prédictive
Pour faire face au problème de conditions initiales, une technique classique consiste à
mettre en œuvre des observateurs d’état. Le principe d’un observateur d’état est d’utiliser
l’information a priori contenue dans un modèle et issue des mesures (lacunaires) réalisées sur
le système pour en déduire les états nécessaires au pilotage (commande par retour d’état).
Ce dernier peut être construit de diﬀérentes manières. Dans le cas d’un système linéaire
invariant : {
dθ
dt
= Aθ +Bu
m = Cθ
(4.1)
avec u le vecteur de commande et de sollicitations (dans le cas du bâtiment : les ﬂux
d’énergie de la météo et des systèmes climatiques), θ l’état (matrice d’état A), et m le
vecteur de mesures (matrice de mesure C). Un observateur classique (dit de Luenberger
[Luenberger, 1964]) sera un système linéaire de la structure suivante :

dθˆ
dt
= Aθˆ +Bu− L (m− mˆ)
mˆ = Cθˆ
(4.2)
L’état θˆ de ce système est une estimation de θ si la matrice L est choisie de manière
à ce que l’erreur d’estimation
(
θ (t)− θˆ (t)
)
tende vers 0 au ﬁl du temps. Une condition
nécessaire et suﬃsante est que la matrice (A− LC) ait toutes ses valeurs propres à partie
réelle négative. La valeur de ces valeurs propres (ou « pôles »), conditionne la dynamique
de l’estimateur : le choix de L doit permettre de placer les pôles de l’estimateur de manière
judicieuse [Brockett, 2015]. Cette technique d’estimation consiste en fait, ni plus ni moins, à
mettre en œuvre une commande par retour d’état sur l’erreur d’estimation des mesures aﬁn
de l’asservir à 0.
72 Chapitre 4. Estimation d’état et commande prédictive
En pratique, il n’est pas possible de reconstruire tous les états. On parle d’états non
observables lorsqu’il n’est pas possible de remonter à leur valeur initiale par l’observation
des entrées et sorties du système sur un intervalle de temps ﬁni [Kalman, 1959, Hwang et
Seinfeld, 1972]. Pour le système (4.1) d’ordre n, l’observabilité de tous les états est garantie
si et seulement si le rang de la matrice d’observabilité est égal à n [Brockett, 2015] :
rang


C
CA
· · ·
CAn−1

 = n (4.3)
Pour les états observables, le choix de L conditionne la dynamique et la stabilité de
l’observateur. Comme il s’agit d’une estimation dynamique, une variation sur u ou m génère
une erreur temporaire sur l’état estimé. A noter qu’un tel estimateur ne permet pas de rejeter
n’importe quelle perturbation sur u, et ne permet pas non plus d’estimer u. Dans le cadre
du bâtiment, cela peut vite s’avérer problématique. Les sollicitations u contiennent en eﬀet
les grandeurs météorologiques et les gains internes qui sont des entrées souvent incertaines.
Le ﬁltre de Kalman est un observateur d’état stochastique. Il est construit à partir d’un
processus gaussien linéaire discret (qui est la version stochastique variante en temps de
(4.1)) : {
θk = Adθk−1 +Bduk−1 + ωk−1 ωk−1 ∼ N (0, Q)
mk = Cdθk +Dduk + νk νk ∼ N (0, R)
(4.4)
où les perturbations ω sur les sollicitations et ν sur les mesures suivent des lois gaussiennes
centrées de matrices de covariance Q et R.
Chaque itération du ﬁltre de Kalman estime l’état θˆk|k à l’instant k en deux phases :
• Phase de prédiction :
1. Prédiction de l’état : θˆk|k−1 = Adθˆk−1|k−1 +Bduk−1
2. Prédiction de la covariance : Pk|k−1 = AdPk−1|k−1ATd +Q
• Phase de mise à jour
1. Innovation : y˜k = mk − Cdθˆk|k−1 −Dduk
2. Mise à jour de la covariance : Sk = CdPk|k−1CTd +R
3. Gain de Kalman : Kk = Pk|k−1CTd S
−1
k
4. mise à jour de l’état : θˆk|k = θˆk|k−1 +Kky˜k
5. mise à jour de la covariance : Pk|k = (I −KkAd)Pk|k−1
Avec P la covariance de l’état, et S de la mesure. Ainsi, un ﬁltre de Kalman peut se ramener
au système linéaire suivant :

θˆk = (I −KkCd)Adθˆk−1 +Bduk−1 −KkDduk
Kk =
(
AdPk−1A
T
d +Q
)
CTd S
−1
k
Pk−1 = (I −Kk−1Ad)
(
AdPk−2A
T
d +Q
) (4.5)
Ce qui s’apparente à une version discrète et variante en temps de (4.2). La similitude
avec un observateur d’état déterministe ne s’arrête d’ailleurs pas là : l’étape d’innovation
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est en eﬀet équivalente au calcul de l’erreur d’estimation, et l’étape de mise à jour de l’état
à une action rétroactive de gain variable Kk. En tant que système dynamique, il présente
également des limites en temps de réponse, stabilité, et réjection des perturbations. A la
diﬀérence d’un observateur de Luenberger, le ﬁltre de Kalman prend en compte une per-
turbation sur les sollicitations en l’assimilant à un bruit blanc. Cependant, comme c’est le
cas pour de nombreuses grandeurs dans le bâtiment (gains internes par exemple), la modé-
lisation d’une perturbation par un bruit peut être inappropriée. Les performances du ﬁltre
de Kalman peuvent alors s’en retrouver dégradées [Nassiopoulos, 2008]. En linéarisant le
modèle par rapport à une perturbation à chaque pas de temps, il est possible de considérer
une perturbation comme un état du modèle et ainsi chercher à l’estimer (ﬁltre de Kalman
étendu), mais cela s’applique également plus naturellement à un bruit blanc.
Dans le domaine du bâtiment, l’estimation d’état par ﬁltrage de Kalman est assez popu-
laire. Dans [Radecki et Hencey, 2012] un ﬁltre de Kalman UKF (Unscented Kalman Filter)
est utilisé pour l’estimation de l’état thermique et de paramètres statiques (validation en
simulation sur EnergyPlus). [Oldewurtel et al., 2012] utilise un ﬁltre de Kalman dans une
optique de contrôle prédictif, pour corriger une erreur liée à la diﬀérence de localisation entre
le bâtiment et la station météo de référence. De même, dans [Široký et al., 2011, Privara et al.,
2010], un ﬁltre de Kalman permet l’estimation d’état dans une stratégie de commande pré-
dictive. [Lamoudi, 2012] propose également un ﬁltre de Kalman estimant des perturbations
dynamiques sur le modèle du bâtiment.
Nous proposons ici une méthode permettant d’estimer à la fois les gains internes et l’état
thermique du bâtiment sur un intervalle de temps donné, en réutilisant les outils d’opti-
misation présentés au chapitre 2. Cette méthode d’estimation repose sur la résolution d’un
problème d’optimisation quadratique (problème inverse), et ne nécessite pas une approche
probabiliste des gains ni de mettre en œuvre un placement de pôles. Le temps de résolution
du problème d’estimation est similaire à celui d’un calcul de contrôle optimal quadratique.
De fait, cette méthode n’est pas dynamique (mais peut être réitérée plusieurs fois en s’initia-
lisant sur les résultats de la dernière estimation) et présente le temps de latence nécessaire
à la résolution numérique du problème, qui peut être peu éloigné du pas de temps utilisé en
simulation thermique du bâtiment. Nous montrons également que les gains internes identiﬁés
ont un eﬀet correctif sur les erreurs de modélisation et d’initialisation du modèle.
4.3.2 Estimateur basé sur la reconstruction de gains internes
La procédure d’estimation consiste ici à identiﬁer les gains internes Q des zones pilotées
aﬁn de réduire l’écart quadratique Je entre les températures Tz simulées pour ces zones et
les températures mesurées Tmz sur un intervalle de temps Te. Nous nous retrouvons avec le
problème d’optimisation quadratique :

θ (tp) = θ (tp,Q
∗)
Q∗ = argmin
Q∈U
(Je + T )
Je =
1
2
Nz
Σ
z
ˆ
t∈Te
(Tz (ue, t)− Tmz (t))
2 dt
T =
ε
2
Nz∑
z=1
ˆ
t∈Te
Q2zdt
(4.6)
avec ε un coeﬃcient du terme de régularisation de Tikhonov T choisi très petit (≈ 10−6).
Ce problème reste de nature très similaire au problème de contrôle optimal (3.1), et se résout
ici eﬃcacement à l’aide d’un algorithme de gradient conjugué. Une simulation du modèle
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après résolution du problème d’identiﬁcation fournit une estimation de l’état thermique
θ (tp). Si la reconstruction des gains internes est parfaite et que les gains internes constituent
la seule erreur, on retrouve alors le champ de température exact.
Pour quantiﬁer les erreurs d’ajustement relatif (écart quadratique normalisé), nous utili-
sons les indicateurs suivants :
• eQ l’erreur relative d’un vecteur de gains internes Q∗ (t) = [Q∗z (t)]
Nz
z=1 par rapport à un
autre Q (t) = [Qz (t)]
Nz
z=1 sur un intervalle de temps Te par la formule :
eQ =
√√√√√√√
Nz∑
z=1
´
t∈Te
(Qz −Q∗z)
2 dt
Nz∑
z=1
´
t∈Te
Q2zdt
(4.7)
• L’erreur d’ajustement relatif eθ du vecteur θ˜ (t) =
[
θ˜n (t)
]N
n=1
de N températures par
rapport à un vecteur θ (t) = [θn (t)]
N
n=1 par la relation suivante :
eθ =
√√√√√√√
N∑
n=1
´
t∈Te
(
θn − θ˜n
)2
dt
N∑
n=1
´
t∈Te
θ2ndt
(4.8)
• Cette relation peut être trivialement étendue à une erreur instantanée aﬁn de mesurer
l’ajustement à un instant t :
eθ (t) =
√√√√√√√
N∑
n=1
(
θn (t)− θ˜n (t)
)2
N∑
n=1
θ2n (t)
(4.9)
Pour les cas tests suivants, nous étudierons l’impact de l’identiﬁcation des gains internes
sur les critères suivants :
Critère Déﬁnition
eQ
Erreur relative entre les gains internes réels et les gains a
priori ou identiﬁés
eθ zones 1,2
Erreur relative entre la température réelle des zones 1 et 2 et
leur température a priori ou après identiﬁcation des gains
sur l’intervalle Te
eetat (tp)
Erreur relative sur l’ensemble des températures à l’instant
ﬁnal tp
Table 4.3 – Critères de performance
4.3.3 Performance de l’estimateur
La performance de cet estimateur peut être testée au préalable en simulation. Nous
nous munissons ici d’un modèle de référence. La réponse de ce modèle peut être assimilée à
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des mesures réelles sur le terrain. Nous introduisons ensuite un biais sur les paramètres du
modèle, les gains internes ou les conditions initiales. L’application de la stratégie d’estimation
va permettre de calculer des gains internes correctifs sur le modèle biaisé, et de fournir une
estimation de l’état à la ﬁn de l’intervalle temporel Te des mesures.
Reference
Model
Bias on model errors / Internal gains/Initial state (initial conditions)
Biased
response
Exact Model
response
Internal
gains
Estimation
temperature
sensors
Internal gains estimate
State estimate
temperature
sensors Measured error between
exact and biased models
Figure 4.6 – Tests numériques d’estimation
Pour la réponse exacte (de référence) du modèle (assimilée donc à des mesures de terrain),
nous reprenons ici le scénario d’occupation d’un jour sur quatre étudié précédemment (sec-
tion 3.2 page 54), avec un contrôle PID des chauﬀages (choix arbitraire), à la diﬀérence que
la loi de commande est calculée ici avec des gains internes liés à la présence des occupants,
à hauteur de 150W par personne. Pour l’intervalle Te considéré, nous reprenons la période
de 14 jours du chapitre précédent. Nous considérons ensuite trois cas tests pour l’estimation
de l’état et des gains, en utilisant uniquement les températures des deux zones pilotées :
• Gains internes inconnus : Dans ce cas, seuls les gains internes sont inconnus.
Le « biais » introduit porte donc sur les gains internes, dont la valeur a priori est
considérée nulle.
• Compensation d’erreurs de modèle : En plus de la méconnaissance des gains
internes, nous rajoutons un biais sur des paramètres physiques du modèle de bâtiment
(conductivités pariétales).
• Correction d’une erreur d’initialisation : Enﬁn, nous considérons le cas courant
où ni les gains internes, ni les conditions initiales sur l’intervalle Te ne sont connues.
Les performances d’estimation sont évaluées dans chaque cas par les indicateurs d’erreur
présentés plus haut et en traçant la réponse de référence (measured response), la réponse
du modèle suite au biais introduit (perturbed response), et la réponse après estimation des
gains internes (identiﬁed response).
Identification de gains inconnus : Si nous considérons les gains internes nuls lors de
la simulation du modèle, nous nous retrouvons avec une sous-estimation de la température
(réponse perturbée ﬁgure 4.8). La résolution de (4.6) permet de reconstruire les gains in-
ternes des zones avec seulement 16% d’erreur (contre 100% si considérés nuls) et en utilisant
uniquement les mesures de température dans les chambres 1 et 2. Un tel résultat est obtenu
après 40 itérations de gradient conjugué, qui présente ici une convergence satisfaisante (ﬁgure
4.7).
Avec ces gains reconstruits, nous obtenons une erreur eθ sur les températures deux zones
sur l’intervalle Te de 0.15%, alors que l’erreur avant identiﬁcation était de 7.72% (soit une
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erreur moyenne d’environ 2°C en présence de gains réduite à moins de 0.1°C). Sur l’intégralité
des températures du modèle, à l’instant ﬁnal de la simulation, nous passons d’une erreur
eetat (tp) sur l’état (ensemble des températures) de 0.77% à une erreur de 0.16%.
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Figure 4.7 – Identiﬁcation des gains internes : convergence
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Figure 4.8 – Reconstruction de gains internes
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Figure 4.9 – Gains internes identiﬁés dans les autres zones
Une partie des 16% d’erreur sur la reconstruction des gains est probablement liée au fait
que les gains des autres zones ont étés également considérés inconnus, ce qui ce traduit par
une erreur sur les zones vides d’occupation (ﬁgure 4.9). En eﬀet, ces gains n’interviennent
pas directement sur les températures des zones mesurées. Ce résultat pourrait donc être
amélioré sur ce cas très particulier en identiﬁant seulement les gains des zones considérées
ou en rajoutant des mesures de température dans les autres zones.
Avant identiﬁcation Après identiﬁcation
eQ 100% 16%
eθ zones 1,2 7.72% 0.15%
eetat (tp) 0.77% 0.16%
Table 4.4 – Identiﬁcation de gains internes Qz inconnus
Compensation d’erreurs de modèle : Identiﬁer les gains sur l’ensemble des zones peut
cependant avoir un avantage dans le cas d’erreurs de modélisation du bâtiment. Les gains
ainsi identiﬁés constituent un ﬂux thermique correctif des erreurs de modélisation au niveau
des zones. Par exemple, si nous perturbons les capacités pariétales de−30%, les gains internes
identiﬁés permettent de passer d’une erreur de 3.53% à 0.16% sur les températures des deux
chambres. Cela ce fait au détriment d’une plus grande erreur sur les gains (erreur de 58%),
mais qui préserve néanmoins une allure qui laisse deviner les gains réels, ici sous forme de
créneaux (ﬁgure 4.10). Étant donné l’erreur de modélisation, la réduction de l’erreur sur
l’état ﬁnal est moins importante (on passe de 0.98% à 0.90%).
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Figure 4.10 – Reconstruction des gains internes avec erreur sur les capacités pariétales
Avant identiﬁcation Après identiﬁcation
eQ 100% 58%
eθ zones 1,2 3.53% 0.16%
eetat (tp) 0.98% 0.90%
Table 4.5 – Correction d’une perturbation sur les conductivités pariétales (Qz inconnu)
Correction d’une erreur d’initialisation : Un autre intérêt majeur de l’identiﬁcation
de gains internes correctifs réside dans la correction d’une erreur sur les conditions initiales de
température. Dans ce cas, si l’on choisit d’initialiser l’ensemble des températures du modèle
à 10°C (soit une erreur d’environ 2°C sur les zones) il s’ensuit une erreur sur les tempéra-
tures qui peut être assez longue à se résorber (suivant l’inertie thermique du bâtiment). Les
gains internes identiﬁés seront alors la somme des gains non connus et de gains correctifs
compensant cette erreur initiale. On peut en eﬀet voir ﬁgure 4.11 (exemple sans chauﬀage)
des gains internes calculés sont très élevés aux instants initiaux, et convergent avec le temps
vers le proﬁl réel des gains liés à l’occupation.
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Figure 4.11 – Correction de l’erreur d’initialisation
Pour cet exemple, l’erreur de 20.5% sur les températures des deux zones a été réduite à
0.24%. De même, l’erreur de 2% sur l’état ﬁnal (soit après 14 jours) a été ramenée à 0.6%.
Cette stratégie permet donc de réduire l’erreur sur l’état thermique pour des conditions
initiales et des gains internes inconnus. En réalisant cette identiﬁcation sur des mesures réa-
lisées in situ, il est donc possible d’estimer l’état thermique en vue d’un calcul de commande
optimale avec un temps de calcul généralement peu éloigné de l’ordre de grandeur du pas
temporel de simulation (≈ 10min).
Avant identiﬁcation Après identiﬁcation
eQ 100% 143%
eθ zones 1,2 20.5% 0.24%
eetat (tp) 2% 0.6%
Table 4.6 – Correction d’une erreur d’initialisation : θinitial et Qz inconnus
Conclusion sur les tests d’estimation : Sans erreur sur le modèle et les mesures, la
méthode proposée montre bien son eﬃcacité pour la reconstruction de gains internes. En
cas d’erreurs sur les conditions initiales ou sur le modèle, les gains estimés ne correspondent
plus aux gains réels, mais permettent néanmoins de réduire l’erreur sur l’état thermique. Par
ailleurs, les variations réelles des gains restent visibles, ce qui est une information potentiel-
lement exploitable pour détecter la présence d’occupants par exemple.
Pour mieux juger de l’eﬃcacité de cette méthode en tant qu’estimateur d’état, nous allons
tester son intégration dans une stratégie de commande prédictive.
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4.4 Tests d’estimation en commande prédictive
Comme nous étudions ici principalement la stratégie d’estimation d’état, nous choisis-
sons volontairement un calcul de commande optimale simple, tel que présenté au chapitre
précédent (problème quadratique (3.1)).
Les résultats de simulation de commande prédictive (MPC) sont obtenus à l’aide d’un
protocole d’essais numériques établi entre deux modèles simulés en parallèle : un modèle de
contrôle utilisé pour les phases d’estimation d’état et de calcul de commande optimale, et un
autre identique faisant oﬃce de bâtiment virtuel contrôlé sur lequel sont réalisées les mesures.
Cette structure permet d’introduire diﬀérentes techniques d’initialisation et des erreurs d’a
priori sur les gains internes sur le processus de contrôle (c’est à dire, en entrée du modèle
de contrôle, « MPC model » ﬁgure 4.12).
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Model
Virtual
building
model
initialisation errors
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gains errors
predicted
results
prediction
errorcontrol
weather
occupancy
measures
Figure 4.12 – Simulation d’une commande prédictive avec erreurs sur le modèle de contrôle
A chaque fois qu’une loi de commande est calculée, le programme de simulation l’ap-
plique au bâtiment virtuel et simule sa réponse sur le nouvel intervalle de temps [tp, tp + td],
stocke les données de mesure, puis attend qu’une nouvelle étape d’estimation et de calcul de
commande soient réalisées pour reprendre la simulation (voir schéma 4.2).
Il faut noter que dans le cas idéal où le modèle et ses sollicitations sont parfaitement
connus et où l’étape d’estimation d’état est sans erreur, une stratégie de commande prédictive
ne fournit pas nécessairement une commande identique à la commande optimale appliquée
calculée sur toute la durée du contrôle. Ceci est directement lié au choix de l’horizon de
prédiction. La ﬁgure (4.13) correspond à un cas d’initialisation parfaite et sans erreur, avec
une présence d’une journée sur 4. L’horizon de prédiction th est de 1 jour et l’intervalle de
mise à jour td de 12h. La commande prédictive (MPC) impose une puissance nulle sur les
chauﬀages pendant les périodes d’absence, jusqu’à ce qu’un front de consigne se retrouve
dans l’intervalle de prédiction. La commande optimale P ∗ appliquée sur tout l’intervalle de
simulation (courbe orange) présente au contraire bien le préchauﬀage observé au chapitre 3
sur les périodes d’absence.
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Figure 4.13 – Eﬀets de l’horizon de prédiction ﬁni
Pour valider la performance de notre estimateur, nous réalisons diﬀérents tests, avec dif-
férentes initialisations pour la commande optimale et un pas de mise à jour td de 12h (pou-
vant ici être choisi arbitrairement suite à l’absence de perturbations). Ces tests permettent
d’analyser son comportement dans une stratégie de commande prédictive, et de vériﬁer si il
fournit de meilleures performances qu’une initialisation basique. Nous considérons ici trois
types d’initialisation :
• It : Initialisation des températures sur une mesure de température de zone. Toutes les
températures du modèle sont assignées à la température de la zone 1.
• Is : Initialisation des températures après une simulation du modèle sur l’intervalle Te
de 5 jours. Le modèle utilisé pour le contrôle est simulé sur chaque période d’estimation
[tp −Te, tp] (avec la même initialisation qu’au cas I1 aux instants tp−Te). En l’absence
d’autres erreurs, l’erreur initiale sur cette phase de simulation est absorbée avec le
temps, et fournit à la ﬁn une estimation de l’état pour la commande.
• Ig : Initialisation des températures par estimation des gains internes sur chaque inter-
valle [tp −Te, tp] (ﬁxés à 5 jours). Sur chaque intervalle d’estimation, les températures
sont initialisées à une mesure de la zone 1.
Nous choisissons ici un scénario d’occupation typique du mode de vie d’une personne active,
avec une présence le soir et la nuit de 21h à 6h50. Les gains internes sont volontairement non-
concordants avec ce scénario (gains de 150W un jour sur quatre) pour observer l’impact de
leur méconnaissance de façon plus localisée. En entrée du modèle de contrôle, nous pouvons
imposer des gains identiques à ceux appliqués sur le bâtiment virtuel, ou alors les considérer
inconnus et appliquer une valeur a priori nulle. Nous pouvons également faire varier le temps
de mise à jour td pour étudier son impact sur le contrôle.
Ces diﬀérentes initialisations et a priori sur les gains internes permettent de composer 5
tests diﬀérents (de la section 4.4.1 à la section 4.4.5) :
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Cas test Initialisation a priori sur lesgains internes
Intervalle de
mise à jour
Section 4.4.1 It exact 12h
Section 4.4.2 Is exact 12h
Section 4.4.3 Ig exact 12h
Section 4.4.4 Ig nul 12h
Section 4.4.5 Ig nul 3h
Table 4.7 – Cas test de commande prédictive
Pour chaque test nous traçons les courbes suivantes, pour la puissance du radiateur et la
température de la zone 1 :
• Setpoint : Température de consigne sur les périodes de présence.
• Optimal control : Résultats de commande optimale appliquée sur la totalité de
l’intervalle de simulation, pour une initialisation parfaite et un modèle sans erreur.
Ce résultat « idéal » fournit seulement un « repère » pour résultats de commande
prédictive. La température est issue de « mesures » sur le bâtiment virtuel.
• MPC : Résultats de commande prédictive appliquée au bâtiment virtuel. La tempé-
rature est issue de « mesures » sur le bâtiment virtuel.
• Predicted temperatures : Températures prédites par la commande prédictive (et
donc sujettes aux erreurs d’initialisation et de gains internes).
Nous évaluons également l’erreur de prédiction eθ des températures des deux zones contrôlées
sur la durée de la simulation complète, suivant la formule (4.8).
4.4.1 Initialisation par température de zone
L’ensemble du modèle est initialisé à la température de la zone 1 aux instants de mise
à jour (toutes les 12h) : dans ce cas, l’initialisation n’est pas parfaite. On se place ici dans
le cas d’un scénario de 12h de présence journalière, avec un horizon de prédiction pour
la commande de 24h. La simulation est réalisée sur 5 jours en hiver. Nous représentons
ﬁgure 4.14 les résultats sur 4 jours de commande optimale (modèle supposé sans erreur),
de commande prédictive (MPC) et les températures prédites par le modèle utilisé pour la
commande prédictive. Les instants de mise à jour (traits rouges) correspondent aux instants
tp où l’on estime/réinitialise l’état du modèle et où l’on recalcule une loi de commande
optimale.
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Figure 4.14 – Commande prédictive : initialisation par la température de la zone 1
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Figure 4.15 – Zoom sur la ﬁgure 4.14 (26/02/2015)
On remarque ici que la température prédite lors de la phase de commande prédictive
présente une erreur importante (écart quadratique entre la température prédite et la tem-
pérature après application de la commande de 12.38%) due à la propagation de l’erreur
d’initialisation. On peut constater (sur le zoom du premier jour) que l’initialisation utilisée
génère d’importants transitoires sur la puissance calculée, suite aux erreurs de prédiction des
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températures. Une telle initialisation ne permet donc pas d’obtenir une commande prédictive
performante.
4.4.2 Initialisation par simulation sur la phase d’estimation
A chaque instant de mise à jour, les conditions initiales sont obtenues en prenant l’état
courant du modèle après sa simulation sur l’intervalle Te (de 5 jours, avec initialisation
à tp − Te par la température de la première zone). En l’absence d’autre erreur, l’erreur
initiale s’atténue avec le temps, ce qui donne à l’instant tp une estimation de l’état. Avec
une telle estimation, l’erreur de prédiction sur les températures des deux zones est ramenée
à 2.46%. La commande prédictive calculée est ici moins chaotique et plus proche du résultat
de commande optimale, suite à une meilleure prédiction des températures :
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Figure 4.16 – Initialisation par simulation sur la phase d’estimation
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Figure 4.17 – Initialisation par simulation libre (zoom)
À noter que cette méthode n’est pas applicable en cas d’erreurs de modèle car dans ce
cas, le champ de température simulé ne peut converger vers sa vraie valeur.
4.4.3 Initialisation avec identification des gains internes
Enﬁn, nous remplaçons la phase de simulation sur 5 jours par une phase d’estimation
par identiﬁcation de gains internes correctifs. La valeur a priori des gains pour la commande
prédictive est ici exacte, la résolution du problème d’identiﬁcation va donc calculer des gains
corrigeant l’erreur d’initialisation de la phase d’estimation. Cette phase permet d’améliorer
encore les résultats en passant à une erreur de prédiction de 0.8%. Les gains internes correctifs
conservent une forme relativement proche du proﬁl initial théorique (ﬁgure 4.20). Les pics de
puissance observés sur les gains identiﬁés sont des artefacts numériques de séquencage, liés
à la diﬀérence entre le schéma d’intégration temporelle utilisé pour l’estimation des gains
internes et la concaténation en ligne du vecteur temporel de températures (instants de mise
à jour).
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Figure 4.18 – Initialisation par calcul de gains internes correctifs
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Figure 4.19 – Initialisation par calcul de gains internes correctifs (zoom)
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Figure 4.20 – Gains internes correctifs (sur une étape mise à jour)
4.4.4 Initialisation avec identification des gains internes inconnus
Cependant, les gains internes sont généralement inconnus. Nous réitérons ici l’expérience
précédente en considérant la valeur a priori des gains comme nulle. La méconnaissance des
gains internes génère une erreur de prédiction de 4% sur les températures des zones. Cette
détérioration se remarque sur les deux jours présentant des gains internes (écart entre les
courbes bleues et grises sur le 25 et 26 février).
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Figure 4.21 – Estimation par identiﬁcation des gains internes inconnus
Comme dans le cas illustré ﬁgure 4.11, les gains internes correctifs présentent un proﬁl
proche des gains internes réels (ﬁgure 4.22).
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Figure 4.22 – Gains internes identiﬁés
Par conséquent, l’erreur de prédiction est ici principalement liée à une prédiction des
gains nulle.
4.4.5 Réduction du pas de mise à jour
Dans le cas précédent, la mise à jour n’a eu lieu qu’à deux instants sur les créneaux de
gains internes (entre le 25 et le 26 février, ﬁgure 4.21). Le résultat peut être amélioré en
augmentant la fréquence de mise à jour. En passant à un intervalle de mise à jour td de 3h,
l’erreur de prédiction avec estimation des gains est réduite à 2.6% (contre 4% dans le cas
précédent).
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Figure 4.23 – Estimation par identiﬁcation des gains internes inconnus (dT = 3h)
Réduire le pas de mise à jour augmente l’eﬀet rétroactif dans la stratégie de commande
prédictive. Cela permet de rendre la commande plus robuste aux perturbations ou aux erreurs
de modèle, mais implique un nombre de calculs plus important.
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4.5 Conclusions et perspectives
L’estimation d’état est une étape incontournable d’une stratégie de commande prédictive,
en particulier dans le cas du contrôle thermique d’un bâtiment, ce dernier étant sujet à de
nombreuses perturbations.
Nous présentons dans ce chapitre une méthode alternative au ﬁltrage de Kalman, fré-
quemment utilisé pour l’estimation d’état dans le bâtiment. Cette méthode consiste à iden-
tiﬁer des gains internes correctifs sur une plage de temps donnée. Elle permet en particulier
de corriger les erreurs sur les valeurs a priori des gains internes et des conditions initiales,
avec peu de mesures de température (dans notre cas, deux températures de zones). Nous
avons ici validé cette approche en simulation, en la comparant à des méthodes d’initialisation
simples.
D’un point de vue général, la méthode d’estimation des gains permet d’obtenir de meilleures
prédictions de température que les méthodes d’initialisation simples, que les gains internes
soient connus ou inconnus (tableau 4.8).
Cas test Initialisation a priori sur lesgains internes
Intervalle de
mise à jour
Erreur de
prédiction
Section 4.4.1 It exact 12h 12.4%
Section 4.4.2 Is exact 12h 2.4%
Section 4.4.3 Ig exact 12h 0.8%
Section 4.4.4 Ig nul 12h 4%
Section 4.4.5 Ig nul 3h 2.6%
Table 4.8 – Cas test de commande prédictive : erreurs de prédiction
Enﬁn, la technique d’estimation des gains internes comporte peu de paramètres de ré-
glages (coeﬃcient de régularisation et temps de mesure).
Dans notre cas, les gains internes sont diﬃcilement assimilables à un bruit (proﬁl en
créneau). Si il a été montré que, dans un cas d’inversion thermique, cela pouvait rendre le
ﬁltre de Kalman moins eﬃcace [Nassiopoulos, 2008], il serait intéressant de réitérer une com-
paraison approfondie de notre méthode avec un ﬁltre de Kalman dans le cadre du bâtiment.
Une autre étude complémentaire pourrait viser à augmenter notre problème d’estimation
de gains internes, pour reconstruire d’autres paramètres supplémentaires en ligne. En eﬀet,
des paramètres tels que les grandeurs météorologiques ou les coeﬃcients de convection sont
sujets à de nombreuses incertitudes, évoluant au cours du temps. Les conditions initiales de
la phase d’estimation seraient également un paramètre que l’on pourrait chercher à estimer,
pour avoir des gains correctifs plus justes. Si l’erreur sur ces paramètres est réduite, l’estima-
tion de l’état thermique n’en sera que meilleure. Enﬁn, il serait intéressant de voir dans quelle
mesure les proﬁls de gains internes identiﬁés peuvent être exploités en prédiction. Il existe en
eﬀet des algorithmes d’apprentissage de séries temporelles (modèles ARIMA - AutoRegres-
sive Integrated Moving Average) qui pourraient permettre de prédire l’évolution des gains
internes à partir de ceux estimés, et donc de réduire l’erreur en prédiction de commande.
Pour ﬁnir, comme la phase d’estimation permet de compenser des erreurs de modèle dans
une commande prédictive, il serait intéressant de voir quelles erreurs sont les mieux compen-
sées. Cela permettrait à terme d’en déduire des tolérances sur les erreurs paramétriques du
modèle.
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Chapitre 5
Calibration et impact du modèle sur la
performance
De manière générale, la construction d’un modèle de bâtiment s’accompagne de nom-
breuses incertitudes paramétriques. Ces incertitudes peuvent avoir un impact majeur sur la
performance des lois de commande optimale calculées. Nous présentons ici une méthode de
calibration permettant d’identiﬁer un ensemble de paramètres inconnus. Nous explorons au
travers de cette méthode, les liens que l’on peut établir entre la performance d’un contrôle
optimal, les paramètres à calibrer et les capteurs nécessaires pour une calibration suﬃsante
pour la commande optimale.
Sommaire
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.2 Incertitudes du modèle et impact sur la commande optimale . 94
5.3 Calibration de modèles pour la MPC . . . . . . . . . . . . . . . 96
5.4 Méthode de calibration proposée . . . . . . . . . . . . . . . . . . 99
5.5 Système d’instrumentation et choix des paramètres identifiés . 100
5.6 Analyse de sensibilité pour le contrôle optimal . . . . . . . . . . 108
5.7 Approches pour la sélection des capteurs . . . . . . . . . . . . . 111
5.8 Conclusions et perspectives . . . . . . . . . . . . . . . . . . . . . 114
92 Chapitre 5. Calibration et impact du modèle sur la performance
5.1. Introduction 93
5.1 Introduction
Dans le chapitre précédent, nous avons présenté une méthode pour corriger les erreurs
d’initialisation du modèle et identiﬁer les gains internes au niveau des zones thermiques.
En pratique, la méconnaissance des conditions initiales et des gains internes s’accompagne
également de nombreuses erreurs de modélisation introduisant un biais entre la réponse du
modèle du bâtiment et la réalité. Ces erreurs ont inévitablement un impact sur la commande
optimale prédite, et génèrent un écart par rapport à la commande que fournirait un modèle
parfait et sans erreur (ﬁgure 5.1). Par ailleurs, une trop grande erreur de modèle ne saurait
être eﬃcacement corrigée par la phase d’estimation d’état dans une stratégie de commande
prédictive.
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Figure 5.1 – Sources d’erreurs sur la synthèse de commande optimale
Il convient donc de réduire cette erreur en calibrant les paramètres statiques (non dépen-
dants du temps) de notre modèle avant d’envisager d’appliquer une commande prédictive
(ﬁgure 5.2).
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Figure 5.2 – Phase de calibration dans une stratégie de commande prédictive
Trouver une stratégie de calibration adaptée à une application de commande optimale
est un problème de premier plan. L’objectif de ce chapitre est de poser les diﬃcultés d’un
tel problème dans le cas d’un modèle zonal-nodal, et de donner les premières clés pour le
résoudre. Nous aborderons ici :
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• Les sources d’erreurs dans un modèle thermique de bâtiment, et leur impact sur un
calcul de commande optimale.
• Les méthodes classiques de calibration de modèle pour la commande optimale.
• Nous présenterons ensuite une méthode pour la calibration de notre modèle zonal-
nodal.
• A travers la mise en œuvre de cette méthode sur plusieurs cas tests, nous montrerons
comment la problématique de calibration peut se résumer au choix des paramètres
à estimer et des capteurs à installer sur le bâtiment. Ce problème étant de nature
combinatoire, il est indispensable de se munir d’outils permettant d’évaluer rapidement
les couples paramètres estimés/capteurs les plus opportuns.
• A cet eﬀet, nous présentons une méthode pour le calcul d’indices de sensibilité directe-
ment liés à la commande optimale, dans le but de sélectionner les paramètres les plus
inﬂuents dans une stratégie de commande prédictive.
• Bien que non testées au cours de cette thèse, nous ouvrons également sur des méthodes
permettant de sélectionner au mieux les capteurs par rapport aux paramètres à estimer.
5.2 Incertitudes du modèle et impact sur la commande
optimale
En pratique, les erreurs de modèle sont très fréquentes lorsqu’il s’agit de modéliser un
bâtiment. Ces incertitudes ont des origines variées :
• Méconnaissance des données architecturales et des éléments constitutifs du
bâtiment : Cette source d’erreur est très commune, et provient du manque d’infor-
mations dans les données du concepteur, des libertés prises par le maître d’œuvre sur
les plans originaux, de ponts thermiques et fuites non maîtrisées, et plus générale-
ment des problèmes de mise en œuvre (construction qui ne respecte parfois pas les
recommandations).
• Erreurs liées aux choix de modélisation : Modéliser physiquement un bâtiment
nécessite de ﬁxer un certain niveau de détail dans la modélisation, ce qui est à l’origine
d’erreurs. Par exemple, si l’on simpliﬁe les parois par des éléments uniformes soumis
à une conduction thermique unidirectionnelle, la conductivité thermique équivalente
de cet élément doit faire intervenir les eﬀets individuels de chaque couche de la paroi
et de chaque pont thermique. On peut donc avoir des erreurs liées au calcul de la
conductivité équivalente et à l’hypothèse même de modélisation.
• Évolution du bâtiment au cours du temps : Le vieillissement des matériaux, l’hy-
grométrie, les modiﬁcations apportées par les occupants (meubles, peintures..) peuvent
modiﬁer signiﬁcativement les propriétés thermiques.
Entre autres, les travaux de [Spitz, 2012], [Merheb, 2013], et initialement les travaux de thèse
de Macdonald [Macdonald, 2002, Macdonald et Clarke, 2007], fournissent des ordres de gran-
deur sur les pourcentages d’incertitude (voir exemples tableau 5.1) obtenus en considérant
la nature des matériaux, leur fabrication et les procédés de mesure directe des propriétés
physiques.
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Paramètre Incertitude (%)
Conductivité d’une couche constitutive d’une paroi
(laine de verre, carrelage)
+/-10%
Masse volumique d’un matériau +/-10%
Chaleur spéciﬁque +/-10%
Épaisseur d’une couche constitutive d’une paroi +/-5% à +/-10%
Transmittance des vitrages +/-8%
Gains internes
supérieure à +/-10%,
suivant la connaissance des
usages
Répartition des débits du système de ventilation +/-20%
Table 5.1 – Exemples d’incertitudes
Ces incertitudes donnent la plage de variation des paramètres (allant souvent de 5% à
60%), et peuvent être utilisées dans la construction de lois de probabilité : Loi normale pour
des paramètres issus de mesures, Log-normale pour des produits de paramètres suivant des
lois normales, ou uniforme (voire triangulaire) lorsque l’on connaît seulement le domaine de
valeurs admissibles.
Lorsque l’on calcule une loi de commande optimale, cette dernière est entièrement dé-
pendante de la réponse du modèle dynamique utilisé. Une erreur sur le modèle entraîne donc
une erreur sur la commande, qui suivant les cas peut fortement dégrader sa performance. Par
exemple, si l’on reprend le problème de contrôle (3.1), on constate qu’une erreur de −30%
sur les conductivités a un impact important sur la performance de la commande optimale
calculée, comme on peut le voir ﬁgure (5.3). Celle-ci représente les résultats de simulation
du modèle non perturbé, pour une commande optimale calculée avec le modèle sans erreur
(courbe noire) et celle calculée avec le modèle perturbé (courbe orange). Dans ce cas, l’erreur
sur les conductivités lors du calcul de commande optimale entraîne une baisse de la tempé-
rature moyenne de 2.4°C et une sous estimation de la puissance électrique moyenne de 27%
par rapport à une commande optimale calculée avec un modèle non perturbé.
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Figure 5.3 – Commande optimale - Impact d’une erreur de 30% sur la conductivité pariétale
Pour corriger les erreurs paramétriques, et assurer une réponse du modèle proche de la
réalité, il est nécessaire de faire appel à des méthodes de calibration faisant intervenir des
mesures réalisées sur le bâtiment réel. Dans notre cas, l’objectif est de trouver une méthode
de calibration réduisant au mieux l’erreur de calcul sur la commande optimale.
5.3 Calibration de modèles pour la MPC
Il peut y avoir diverses motivations à calibrer un modèle. Dans le cas où le but recherché
est de réaliser un audit thermique du bâtiment, on peut chercher à estimer la valeur exacte
des paramètres physiques, ou encore seulement chercher des valeurs équivalentes (indices
d’isolation...) fournissant au modèle la même eﬃcacité énergétique que le bâtiment réel.
Lorsque l’on désire calculer une loi de commande optimale, on cherche ﬁnalement seulement
à s’assurer que les grandeurs intervenant dans la fonction de coût correspondent à la réalité,
ou que les erreurs de modèle n’aient pas d’impact sur le calcul de commande (commande
robuste).
Une stratégie de calibration est intimement liée au type de modèle utilisé. Si l’on cherche
uniquement à prédire l’évolution de grandeurs mesurées, il est tout à fait possible de faire
appel à des modèles purement mathématiques et sans signiﬁcation physique, dits « boîte
noire ». Les stratégies de type « boîte noire » sont assez séduisantes, car elles permettent
d’éviter tout le processus de modélisation physique. L’écart entre les mesures et la réponse
du modèle est réduit par un processus tirant généralement parti des propriétés particulières
du type de modèle propre à la méthode de calibration. On retrouve le plus fréquemment :
• Les réseaux de neurones : Un réseau de neurones modélise mathématiquement le
comportement de neurones biologiques. Un neurone artiﬁciel fournit en sortie la ré-
ponse d’une fonction d’activation (généralement, fonction sigmoïde) prenant en entrée
une somme pondérée des données de mesure ou les sorties d’autres neurones. L’appren-
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tissage d’un réseau se fait par des mécanismes spéciﬁques calculant les pondérations
et seuils de chaque neurone (« feed-forward back propagation » par exemple). Dans le
bâtiment, les réseaux de neurones peuvent être utilisés pour la prédiction météorolo-
gique, pour la prédiction des usages, pour approcher des modèles de systèmes HVAC
ou encore pour synthétiser des lois de commande [Krarti, 2003]. [Karatasou et al., 2006]
par exemple, présente une méthode utilisant des outils statistiques pour construire des
réseaux de neurones prédisant la charge électrique de bâtiments.
• Les méthodes « Subspace » : Ce type de méthode permet de construire automati-
quement un système dynamique linéaire stochastique d’un ordre ﬁxé par l’utilisateur,
en utilisant des moindres carrés et des méthodes de projection orthogonales et obliques.
[Privara et al., 2010] en donne un exemple d’application pour la commande prédictive
d’un bâtiment universitaire, puis dans [Privara et al., 2011] une méthodologie pour
l’application de méthodes « subpace » pour extraire des modèles linéaires à partir de
logiciels de simulation standard du bâtiment.
• Modèles de régression : Les modèles autorégressifs sont des modèles discrets dont
la sortie à un instant t est une combinaison linéaire des valeurs de sortie précédentes
et d’un bruit blanc. Il en existe plusieurs catégories (ARX, ARMAX, ARIMAX ...),
à sélectionner suivant la structure des entrées/sorties et la nature des signaux. Le
calcul des paramètres se fait généralement par des algorithmes utilisant des techniques
de maximum de vraisemblance ou de moindres carrés. Cet type d’approche trouve
également des cas d’applications intéressants dans le bâtiment. [Yiu et Wang, 2007]
par exemple, présentent une application d’un modèle ARMAX sur des systèmes de
conditionnement de l’air. [Wu et Sun, 2012] présentent un modèle ARMAX dont l’ordre
et la structure sont construits à partir d’un modèle thermique de bâtiment. [Mustafaraj
et al., 2010] présente une comparaison entre des modèles ARX, ARMAX, et Box-
Jenkins sur un bureau d’un bâtiment commercial.
Généralement, ces modèles possèdent peu de paramètres ce qui rend leur identiﬁcation plus
aisée. Il faut toutefois faire attention aux cas de sur-apprentissage, où le modèle « apprend »
plus la forme des courbes mesurées que le réel comportement dynamique du système.
Un modèle physique complet comporte une modélisation 3D du bâtiment, avec une discré-
tisation dans toutes les directions de l’espace, une prise en compte de tous les eﬀets physiques
(équation de Navier-Stokes, équation de la chaleur..) et de leurs couplages. Dans le cas du
bâtiment, ce type de modélisation est généralement évité, car trop complexe, présentant trop
de paramètres et trop long à simuler.
Aussi, la littérature fait souvent référence au terme de « boîte grise » pour désigner des
modèles physiques simpliﬁés avec un faible nombre de variables, associés à une procédure
d’identiﬁcation des paramètres. Les modèles thermiques RC, construits par analogie entre
la thermique et les circuits électriques en sont un exemple fréquent. Le modèle que nous
utilisons au cours de cette thèse présente un niveau de détail supérieur aux modèles RC
habituels et autres bilans énergétiques : il se trouve à mi-chemin entre un modèle complet
et un modèle « boîte grise » (paramètres beaucoup plus nombreux, dont certains tels que les
débits d’air dépendent du temps, discrétisation des parois par éléments ﬁnis).
La calibration d’un modèle physique consiste à mettre en œuvre un algorithme d’esti-
mation sur un ensemble de paramètres donnés. De nombreux types d’algorithmes peuvent
être employés, autant stochastiques que déterministes. [Lundin et al., 2004] et [Olofsson et
Andersson, 2002] exposent une méthode pour estimer la capacité thermique globale, le co-
eﬃcient de pertes et le facteur de gains thermiques d’un bâtiment à l’aide d’un réseau de
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neurones (dans ce cas, le réseau ne sert pas à modéliser le comportement dynamique mais
seulement à déduire les paramètres d’un modèle à partir de mesures). [Široký et al., 2011]
applique une méthode d’estimation du maximum de vraisemblance sur un modèle RC uti-
lisé pour de la commande prédictive d’un bâtiment universitaire. [Radecki et Hencey, 2012]
présentent une méthode de calibration d’un modèle RC par un ﬁltre de Kalman UKF (Un-
scented Kalman Filtering). Il est aussi possible de faire appel à des méthodes de calibration
Bayésienne (comme dans [Heo et al., 2012]), mais le nombre de paramètres peut rapidement
faire exploser la complexité du calcul. Les méthodes de calibration déterministes basées sur
des algorithmes d’optimisation sont aussi souvent considérées pertinentes. Liu et Henze [Liu
et Henze, 2005] par exemple, réalisent la calibration d’un modèle de simulation (type Ener-
gyPlus) en vue du contrôle optimal, à l’aide de méthodes de Quasi-Newton, Nelder-Mead ou
Hooke-Jeeves. L’article [Dinh et al., 2015] présente une calibration d’un modèle RC à partir
de simulations EnergyPlus en utilisant un algorithme d’optimisation basé sur le gradient et
la méthode SQP. La théorie du contrôle optimal d’équations aux dérivées partielles [Lions,
1971] a également été appliquée avec succès sur des problèmes de conduction thermique
[Ozisik et Orlande, 2000].
Estimer les paramètres d’un modèle physique peut être utile à des ﬁns d’audit, et peut
permettre par exemple de localiser les portions les plus déperditives d’un bâtiment [Heo
et al., 2012]. Dans un modèle thermique, chaque état correspond à une température dans le
bâtiment, ce qui n’est pas le cas pour un modèle boîte noire. Dans le cas de notre modèle
par exemple, chaque température simulée peut être localisée dans le bâtiment réel (plus ou
moins précisément suivant le niveau de détail). Aussi, sur un modèle physique, une erreur
de référencement de capteur sera plus facile à détecter qu’avec un modèle « boîte noire »,
ce type d’erreur entraînant des problèmes de convergence ou des résultats aberrants sur les
paramètres estimés.
De manière générale, au cœur de ces études, il apparaît que le choix des données, de
la structure du modèle et des paramètres à identiﬁer restent un enjeu de taille. En eﬀet,
une mauvaise structure du modèle peut être une source d’erreur importante. De même, trop
de paramètres peut impliquer une trop grande complexité du modèle et une accumulation
d’erreurs paramétriques rendant diﬃcile la calibration. L’étude [Le Mounier et al., 2014]
illustre bien ce compromis : une approche est proposée pour déterminer l’ordre idéal d’un
modèle RC (nombre de composants) en vue d’une identiﬁcation des paramètres du modèle. Le
graphe 5.4 synthétise les sources d’erreur pouvant compromettre l’estimation des paramètres
dans le cas d’un modèle physique. On retrouverait également le même type d’erreurs dans
le cas d’un modèle « boite noire ».
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Figure 5.4 – Sources d’erreurs dans un problème inverse (source Techniques de l’Ingénieur,
[Petit et Maillet, 2013])
Dans les chapitres précédents, nous avons validé la faisabilité d’un calcul de contrôle
optimal et d’une stratégie de commande prédictive sur notre modèle détaillé de la maison I-
MA. Comme il nous est possible de calculer le gradient d’une fonction de coût suivant chacun
des paramètres, nous pouvons chercher à investir ce calcul de gradient dans une technique
de calibration déterministe. Nous pourrons ensuite explorer quels sont les enjeux inhérents
à la calibration d’un tel modèle, et comment nous pouvons orienter la calibration dans un
objectif spéciﬁque de commande optimale.
5.4 Méthode de calibration proposée
Nous cherchons ici à calibrer directement notre modèle physique du bâtiment (cf cha-
pitre 2), à partir de mesures de températures réalisées sur le bâtiment lui même. La méthode
choisie est issue de travaux précédemment réalisées dans un objectif d’audit [Brouns et al.,
2013, Brouns, 2014, Nassiopoulos et Bourquin, 2010b]. Il s’agit de réduire l’écart entre les me-
sures de températures Tmi et leurs valeurs simulées par le modèle thermique, sur une période
[0, ti] de plusieurs jours. Ceci revient à résoudre le problème d’optimisation (5.1), où les n pa-
ramètres recherchés ui sont choisis parmi l’ensemble des paramètres statiques (conductivités
et capacités thermiques, coeﬃcients d’échanges convectifs et radiatifs, rendements des chauf-
fages et ratios des débits d’air), à valeurs dans l’espace Us = {ui ∈ Rn/umin ≤ ui ≤ umax}.

Ji (ui) = inf
Us
Ji (ui)
Ji =
1
2
ˆ ti
0
(T (t)− Tmi (t))
2 dt+ R
R =
ε
2
ˆ ti
0
(ui − u˚)
2 dt
(5.1)
Ce problème d’optimisation est par nature mal-posé (des paramètres ont des inﬂuences
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similaires ce qui ne garantit pas l’unicité de la solution), nous utilisons donc des termes de
régularisation de Tikhonov R sur les paramètres recherchés (ε doit être choisi très petit pour
que les termes de régularisation restent petits devant les autres termes de Ji). Ces termes
permettent d’intégrer l’information a priori sur la valeur des paramètres, et ont un eﬀet
lissant sur le bruit des mesures [Engl et al., 1996].
Le problème d’optimisation étant ici non-linéaire, nous faisons appel à un algorithme de
Levenberg-Marquardt pour sa résolution.
5.5 Système d’instrumentation et choix des paramètres
identifiés
Pour mettre en œuvre cette technique de calibration, il est nécessaire de faire un choix sur
les mesures Tmi et sur les paramètres ui à reconstruire. Ce choix est particulièrement délicat
car il impacte directement la performance de la méthode. Pour illustrer son importance, nous
réalisons ici plusieurs tests de calibration sur des données de mesures virtuelles. En premier
lieu nous calculons la réponse de notre modèle de bâtiment pour un ensemble de valeurs
paramétriques de référence. Nous appliquons ensuite une perturbation sur les valeurs de
certains paramètres, et appliquons l’algorithme de calibration sur un ensemble de paramètres
et de capteurs donné (ﬁgure 5.5).
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Figure 5.5 – Tests numériques de calibration
Le choix des perturbations, des paramètres à estimer et des capteurs varie pour chaque
expérience. Nous déﬁnissons en premier lieu trois cas tests (simulations) :
Test 1 Nous imposons ici une erreur de −30% sur les conductivités pariétales. Nous
cherchons à identiﬁer uniquement les coeﬃcients de conductivité.
Test 2 L’erreur de −30% est cette fois imposée sur les conductivités et les coeﬃcients
de couplage convectif. Ce sont également ces paramètres que nous cherchons à
estimer.
Test 3 Ce test est identique au précédent, à la diﬀérence que seules les conductivités
sont identiﬁées. Cela correspond au cas courant où l’on ne cherche à calibrer
qu’un sous ensemble des paramètres dont l’a priori est faux.
Pour chaque cas test, nous faisons varier le set de capteurs de température utilisés pour la
calibration :
5.5. Système d’instrumentation et choix des paramètres identifiés 101
Set ZP Capteurs positionnés sur toutes les zones et sur les surfaces de chaque paroi
(intérieure et extérieure), soit un total de 55 capteurs.
Set Z Capteurs mesurant la température des 5 zones du bâtiment.
Set Z1,2 Capteurs mesurant uniquement la température des deux pièces contrôlées.
Chaque calibration est réalisée par un algorithme de Levenberg-Marquardt, avec 300 linéa-
risations successives. Sur l’ensemble des 300 itérations, seule la meilleure valeur est retenue
(la convergence peut s’arrêter avant d’atteindre la 300ème itération). Chaque calibration est
réalisée sur 7 jours de données. Elle est ensuite testée en prédiction sur un intervalle de 7
jours supplémentaires consécutifs à la période de calibration (ﬁgure 5.6).
Pour chaque calibration, nous calculons l’erreur relative d’ajustement des températures
sur chacun des sets de capteurs (voir équation (4.8), dont nous rappelons ici l’expression
pour tout jeu de N mesures) :
eθ =
√√√√√√√
N∑
n=1
´
t∈Te
(
θn − θ˜n
)2
dt
N∑
n=1
´
t∈Te
θ2ndt
(5.2)
ei Erreur de réponse sur l’intervalle de calibration, avant calibration.
ec Erreur sur l’intervalle de calibration, après calibration.
ep1 Erreur de prédiction consécutive : La réponse du modèle calibré est calculée sur
14 jours (l’intervalle de calibration et de prédiction consécutivement). L’erreur
est calculée sur l’intervalle de prédiction.
ep2 Erreur de prédiction absolue : Le modèle calibré est simulé sur l’intervalle de
prédiction. L’état initial est issu de la réponse du modèle non perturbé. L’er-
reur calculée sur l’intervalle de prédiction est donc, contrairement à l’erreur de
prédiction consécutive, seulement due à l’erreur paramétrique. Dans un cas réel,
cet état initial ne peut pas être mesuré, mais cette erreur correspond plus à ce
qui serait observé si une stratégie d’estimation d’état telle que celle présentée au
chapitre 4 était suivie.
Biased model response
Exact model response Calibrated model response
Calibrated model response
with perfect initialisation
on prediction interval
Calibration IntervalPrediction Interval (validation)time
Same initialisation
Figure 5.6 – Expérience de calibration : intervalles de calibration et de prédiction (exemple)
Les erreurs (quadratiques) d’ajustement sur les paramètres et les mesures sont rassem-
blées pour chaque cas test dans les tableaux 5.3, 5.4 et 5.5. Chaque colonne (ZP , Z, et
Z1,2) correspond à un set de capteurs utilisé pour la calibration. Les premières lignes corres-
pondent aux erreurs d’ajustement sur les conductivités pariétales et coeﬃcients de transfert
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convectifs h (avec la valeur minimale surlignée en vert). Les lignes suivantes sont consacrées
aux erreurs ei, ec, ep1 et ep2 obtenues pour les mesures réalisées par les diﬀérents sets de
capteurs en fonction de ceux utilisés pour la calibration (avec en rouge les valeurs minimales
en prédiction, et en jaune les erreurs initiales).
Pour chaque test nous présentons également les résultats de convergence dans le tableau
5.2. Chaque colonne de ce tableau correspond à un des trois tests, et chaque ligne aux
capteurs utilisées pour la calibration. Dans chaque case du tableau est représentée l’évolution
de la fonction de coût utilisée pour la calibration, au cours des itérations de l’algorithme
d’optimisation.
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Cas Test 1 : Nous imposons ici une erreur de −30% sur les conductivités pariétales, et
cherchons à identiﬁer uniquement les coeﬃcients de conductivité. Cette erreur paramétrique
génère une erreur conséquente sur les températures simulées (ﬁgure 5.7).
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Figure 5.7 – Test 1 - Erreur de température (zone 1) avant calibration
Sur ce premier cas test, nous pouvons constater qu’augmenter le nombre de capteurs
fournit une meilleure estimation du paramètre, ainsi que de meilleurs résultats en prédiction
des températures. La ﬁgure 5.8 représente l’erreur sur la température de la zone 1 du modèle
après calibration (température présente dans chaque set de capteurs), simulée sur les périodes
de calibration et de prédiction. On constate ici la diﬀérence entre l’erreur sur la phase de
calibration et l’erreur sur la phase de prédiction consécutive, ainsi que son augmentation
avec la réduction du nombre de capteurs.
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Figure 5.8 – Test 1 - Erreurs de température (zone 1) après calibration
On constate également sur le tableau 5.3 que les erreurs de prédiction et d’ajustement
des conductivités pariétales sont en eﬀet plus faibles lorsque l’on calibre le modèle à l’aide
des capteurs ZP (colonne de gauche). Par exemple, l’erreur ep2 sur les valeurs des capteurs
Z prédites est près de 8 fois plus faible en utilisant les mesures ZP en calibration (colonne 1 :
0.01) plutôt que les mesures Z (colonne 2 : 0.08). Par ailleurs, le proﬁl de convergence devient
plus erratique lorsque l’on réduit le nombre de capteurs (tableau 5.2, colonne gauche).
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Capteurs pour calibration => ZP Z Z1,2
Erreur d’ajustement
Conductivités 9.28 12.18 25.51
Capteurs ZP
ei 4.03 - -
ec 0.0086e 1.03 1.66
ep1 0.0096 1.15 1.58
ep2 0.0093 1.10 1.65
Capteurs Z
ei 4.60 - -
ec 0.0096 0.0228 1.18
ep1 0.0106 0.36 1.03
ep2 0.0107 0.0805 1.20
Capteurs Z1,2
ei 4.46 - -
ec 0.0024 0.0109 0.0419
ep1 0.0062 0.18 0.32
ep2 0.0032 0.0616 0.33
Table 5.3 – Test 1 - Erreurs d’ajustement suivant les capteurs utilisés pour la calibration
(en pourcentages)
Ce cas test reste cependant un cas idéal où seul un type de paramètre est perturbé et
reconstruit.
Cas Test 2 : Pour ce second cas test, nous imposons ici une erreur de −30% sur les
conductivités pariétales et également sur les coeﬃcients de couplage convectif. Cette erreur
paramétrique génère également une erreur sur les températures simulées, plus importante
que dans le cas précédent (ﬁgure 5.9).
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Figure 5.9 – Test 2 - Erreur de température (zone 1) avant calibration
Nous cherchons ensuite à estimer ces paramètres. Le meilleur résultat pour la prédiction
des températures des zones 1 et 2 et d’identiﬁcation des paramètres est également obtenu
pour le plus grand ensemble de capteurs (ZP ) . L’erreur après calibration (ﬁgure 5.10)
présente un proﬁl très similaire au précédent test, et l’ensemble des erreurs d’ajustement
sont meilleurs pour le set de capteurs ZP (colonne de gauche du tableau 5.4). De plus,
le nombre maximal d’itérations réduit avec le nombre de capteurs (tableau 5.2, colonne
centrale).
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Figure 5.10 – Test 2 - Erreurs de température (zone 1) en calibration et prédiction
Cependant, les résultats sont globalement moins bons que dans le cas précédent (erreur
plus importante). Ceci est dû au fait que l’on cherche à identiﬁer plus de paramètres, ayant
une inﬂuence similaire sur les températures mesurées (convection et conduction), ce qui les
rend plus diﬃciles à estimer. En eﬀet, l’algorithme s’arrête de converger avant d’atteindre la
300ème itération pour les ensembles de capteurs Z et Z1,2 (voir tableau 5.2).
Capteurs pour calibration => ZP Z Z1,2
Erreur d’ajustement
Conductivités 18.69 24.05 28.19
h intérieur 7.03 18.84 29.63
h extérieur 5.18 15.48 29.39
Capteurs ZP
ei 15.59 - -
ec 0.0373 6.16 10
ep1 0.0711 6.97 11.22
ep2 0.0786 6.96 11.22
Capteurs Z
ei 12.42 - -
ec 0.0401 0.041 2.70
ep1 0.0761 0.40 2.32
ep2 0.0857 0.0951 2.49
Capteurs Z1,2
ei 12.19 - -
ec 0.0285 0.0247 0.0154
ep1 0.0477 0.25 0.62
ep2 0.0568 0.0753 0.17
Table 5.4 – Test 2 - Erreurs d’ajustement suivant les capteurs utilisés pour la calibration
(en pourcentages)
Cas Test 3 : Enﬁn, pour le dernier cas test, nous appliquons une erreur de −30% sur les
conductivités pariétales et les coeﬃcients de couplage convectif, mais cherchons seulement à
estimer les conductivités pariétales. Dans ce cas, les meilleurs résultats de prédiction pour
un set de capteurs donné sont obtenus lorsque ce même set est utilisé pour la calibration.
Parallèlement, plus on utilise de capteurs, plus l’erreur d’estimation des conductivités devient
grande (tableau 5.5). On peut donc en déduire que l’erreur sur les coeﬃcients convectifs se
retrouve compensée dans les conductivités identiﬁées.
Par ailleurs, l’erreur sur les températures après calibration reste plus élevée que dans le
cas où on identiﬁe également les coeﬃcients convectifs (cas test précédent), et la diﬀérence
d’erreur entre les phases de calibration et de prédiction n’est plus aussi ﬂagrante (ﬁgure 5.11).
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On se retrouve ainsi avec une erreur moyenne de prédiction des températures Z1,2 d’environ
0.2°C sur 7 jours (contre moins de 0.1°C dans le cas précédent). Malgré tout, cette erreur
est d’un ordre de grandeur similaire à celle des capteurs habituellement implantés dans les
bâtiments, et reste donc très raisonnable.
Capteurs pour calibration => ZP Z Z1,2
Erreur d’ajustement
Conductivités 95.92 44.76 31.98
Capteurs ZP
ei 15.59 - -
ec 6.70 11.70 12.32
ep1 6.7 13.10 14.10
ep2 6.87 12.98 13.94
Capteurs Z
ei 12.42 - -
ec 1.92 0.64 2.06
ep1 2.90 2.41 3.32
ep2 3.27 1.29 2.14
Capteurs Z1,2
ei 12.19 - -
ec 1.91 0.50 1.26
ep1 2.55 1.94 1.71
ep2 2.91 0.89 0.49
Table 5.5 – Test 3 - Erreurs d’ajustement suivant les capteurs utilisés pour la calibration
(en pourcentages)
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Figure 5.11 – Test 3 - Erreurs de température (zone 1) en calibration et prédiction
Conclusions sur les tests réalisés : De manière générale, moins on utilise de capteurs,
plus la convergence de l’algorithme d’optimisation devient erratique (tableau 5.2). Lorsque
l’on connaît quels paramètres sont eﬀectivement perturbés, la calibration est améliorée en
identiﬁant ces mêmes paramètres. Si l’on ne calibre pas tous les paramètres perturbés, il
est possible d’obtenir des résultats satisfaisants, mais trop de capteurs peut alors nuire à la
qualité de la prédiction.
Comme en pratique l’erreur eﬀective sur les paramètres est mal connue, choisir le couple
paramètres à calibrer / capteurs , tout en limitant le nombre de capteurs (pour des raisons
de coût) n’est pas trivial. Même si l’on ﬁxe les paramètres à calibrer, la combinaison de
capteurs idéale pour un nombre de capteurs donné est diﬃcile à trouver. Par exemple, si
on se limite dans notre cas à utiliser 5 capteurs de température sur les parois ou les zones,
cela fait 3478761 combinaisons de capteurs diﬀérentes possibles (55 positions possibles par
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capteur). Il est donc impensable de les tester individuellement (l’algorithme mettant environ
3h à converger, cela mettrait plus de 1000 ans sur un ordinateur de bureau pour des tests
de simulation uniquement).
Il est donc nécessaire de se munir de méthodes à faible coût de calcul, permettant d’iden-
tiﬁer quels paramètres sont les plus susceptibles de nuire à l’exactitude du contrôle optimal
calculé et quels capteurs sont les plus pertinents pour estimer ces paramètres : c’est le sujet
de la section suivante.
5.6 Analyse de sensibilité pour le contrôle optimal
Comme nous venons de le voir, les performances en calibration sur un set de capteurs
donné dépendent de l’ensemble de paramètres à calibrer et des erreurs sur ces paramètres.
Le choix de ces paramètres doit donc être eﬀectué judicieusement. Il s’avère que certains
paramètres ont plus d’inﬂuence que d’autres sur le confort, les températures ou encore la per-
formance énergétique. Un secteur spéciﬁque de recherche s’intéresse aux études de sensibilité
pour déterminer les paramètres impactant le plus ces propriétés ([Macdonald, 2002][Merheb,
2013][Spitz, 2012][Lam et Hui, 1996]).
Il existe trois principaux types d’indices de sensibilité, fournissant une information locale
ou globale :
• Indices de sensibilité locale (gradient) : Les indices locaux sont basés sur une
diﬀérenciation directe du modèle en un point donné. Avec un gradient calculé par la
méthode de l’adjoint, il est possible d’évaluer rapidement la sensibilité locale des sorties
du modèle (températures par exemple) [Aude et al., 2000]. Cependant, les indices
locaux ne prennent pas en compte les non-linéarités du modèle et les interactions entre
les paramètres.
• Indices qualitatifs basés sur le screening : Ce type d’indices permet d’obtenir une
première évaluation (approximative) des paramètres globalement les plus inﬂuents. Les
méthodes de screening font appel à une discrétisation plus ou moins grossière de l’es-
pace des paramètres. Dans la méthode de Morris [Morris, 1992], les eﬀets individuels
(de type diﬀérences ﬁnies) de chaque paramètre sont évalués sur diﬀérents points de
l’espace en respectant les distributions de probabilité des paramètres (méthode OAT :
One-At-a-Time). Les indices de Morris sont alors construits en évaluant la moyenne
et la variance des eﬀets individuels. Pour la méthode des « plans d’expériences », on
cherche à approximer la réponse du modèle par une fonction polynomiale dont les
coeﬃcients peuvent être vus comme des indices de sensibilité. L’identiﬁcation des coef-
ﬁcients se fait pour des réalisations de l’expérience (ou simulation du modèle) suivant
des plans factoriels bien choisis (souvent une combinaison des valeurs min et max des
paramètres). Ces méthodes sont souvent sujettes à des problèmes d’explosion combi-
natoire. Le lecteur pourra se référer à [Wit, 1997] pour une comparaison des méthodes
de screening appliquées à des modèles thermiques du bâtiment.
• Indices basés sur une analyse de la variance : Les indices de sensibilité globale
de Sobol se basent sur une déﬁnition probabiliste des entrées et sorties du modèle
et une méthode de décomposition de la variance (décomposition ANOVA - ANalysis
Of VAriance) explicitant l’impact de chaque combinaison de paramètres sur la sortie
[Sobol, 2001]. Leur évaluation s’appuie généralement sur des méthodes de Monte-Carlo
ou quasi-Monte-Carlo, ce qui s’avère souvent très couteux en nombre de calculs.
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Comme nous cherchons ici à garantir la performance du contrôle optimal, il semble logique
de chercher à sélectionner les paramètres ayant le plus d’inﬂuence sur ce dernier. Comme le
problème de contrôle optimal met ici quelques minutes à être résolu, et que nous avons dans
notre cas 750 paramètres scalaires non nuls (plus de 1500 paramètres dans le modèle), il est
impensable de faire appel à des techniques classiques de sensibilité globale (calcul d’indices
de Sobol, ou méthode de Morris).
Il s’avère cependant possible de calculer rapidement le gradient du minimum de la fonction
de coût aﬁn d’en déduire des indices de sensibilité liés au contrôle optimal [Artiges et al.,
2014]. En eﬀet, soit Jc la fonction de coût du contrôle optimal, p l’ensemble des paramètres
du modèle de bâtiment, c la loi de commande et c∗ la loi de commande optimale. c∗ , inclus
dans l’espace de contrôle C est une fonction dépendant de p :
c∗ = argmin
c∈C
Jc (p, c) (5.3)
Le minimum de Jc s’écrit :
Jcmin = Jc (p, c
∗ (p)) (5.4)
Par dérivation des fonctions composées, le gradient ∇pJcmin en un point p0 s’écrit :
∇pJcmin (p0) =
dJcmin
dp
(p0) =
∂Jc
∂p
(p0, c
∗ (p0)) +
∂Jc
∂c∗
(p0, c
∗) .
∂c∗
∂p
(p0) (5.5)
Ce qui peut se simpliﬁer par :
∇pJcmin (p0) =
∂Jc
∂p
(p0, c
∗ (p0)) (5.6)
En eﬀet,
∂Jc
∂c∗
(p0, c
∗) =
∂Jcmin
∂c∗
(p0) est nul si la fonction de coût est convexe et continû-
ment diﬀérentiable sur l’espace de contrôle C pour tout p. En pratique, nous ne disposons
que d’une valeur approchée du contrôle optimal :
∂Jc
∂c
(p0) tend vers 0 au ﬁl des itérations
de l’algorithme d’optimisation. c étant continu et borné,
∂c
∂p
(p0) l’est également et le terme
∂Jc
∂c
(p0) .
∂c
∂p
(p0) tend alors également vers 0. En présence de contraintes sur les paramètres
et l’état, le gradient doit correspondre à la dérivée partielle du Lagrangien augmenté pre-
nant en compte les termes relatifs aux contraintes (voir méthode d’Uzawa (2.28)), sans quoi
l’annulation de
∂Jcmin
∂c∗
(p0) n’est pas garantie (dans le cas de prise en compte des contraintes
par projection par exemple).
Soit un paramètre scalaire pi donné (c’est à dire, un élément du vecteur des paramètres
p). Nous pouvons utiliser ∇pJcmin pour construire l’indice de sensibilité locale :
Υi = ∇piJcmin.pi (5.7)
Plus Υi est élevé, plus une variation relative de pi inﬂuera sur la performance théorique
de la commande optimale. Cet indice ne donne pas le gradient par rapport à une erreur
paramétrique sur le modèle utilisé pour le calcul de la commande optimale, mais permet
déjà de construire une première approximation du classement des paramètres inﬂuents sur
la qualité du contrôle. Un tel indice serait aussi d’un grand intérêt pour la conception de
bâtiments, en permettant de localiser les parois à mieux isoler par exemple. Dans notre cas,
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cet indice peut être évalué très rapidement (coût calculatoire d’environ deux simulations)
après un calcul de commande optimale grâce à la méthode de l’adjoint, ce qui est un avantage
non négligeable.
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Figure 5.12 – Indices de sensibilité
Les ﬁgures 5.12 a et b correspondent aux indices de sensibilité calculés selon les équations
(5.6) et (5.7) pour les paramètres scalaires de notre modèle. Sur l’histogramme a, seuls les
200 paramètres les plus inﬂuents sont aﬃchés : on remarque que seulement 50 paramètres se
démarquent des 735 autres. L’histogramme b représente le classement pour les 20 paramètres
les plus inﬂuents :
• Les rendements des radiateurs des deux zones apparaissent de loin comme les para-
mètres les plus inﬂuents, ce qui est logique car ils sont directement en relation avec la
puissance injectée dans les zones.
• Viennent ensuite les ratios des débits d’air extraits par la VMC (OutletAirFlowRa-
tios). Les ratios d’air entrant sont moins inﬂuents car l’air insuﬄé est réchauﬀé par
l’échangeur de la VMC double ﬂux.
• Enﬁn, on retrouve les coeﬃcients de conduction des parois (surfCond), de convection
intérieure et extérieure (HconvS et HbarS) transmittance des fenêtres (SurfTransmit-
tance), relatifs ou à proximité des zones 1 et 2. Ces coeﬃcients correspondent à l’iso-
lation des zones et à la quantité de gains solaires entrants.
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La ﬁgure c correspond au calcul des indices par diﬀérences ﬁnies. Nous calculons ici la varia-
tion de Jcmin pour une petite variation de chacun des paramètres (soit Jc (p+ δp, c∗ (p+ δp))−
Jc (p, c
∗ (p))). Cela implique de recalculer une commande optimale pour chacun d’entre eux.
Malgré les erreurs d’approximation, nous retrouvons toutefois les mêmes ordres de grandeurs
pour les indices de sensibilité. Ce calcul par diﬀérences ﬁnies est également bien plus long, il a
fallu en eﬀet plus de 15 minutes pour calculer les indices de seulement 20 paramètres, contre
quelques secondes pour l’ensemble des paramètres du modèle avec le calcul du gradient par
méthode adjointe.
Nous avons également calculé la variation de Jc pour une erreur de paramètre δp sur la
commande optimale (soit Jc (p, c∗ (p+ δp))− Jc (p, c∗ (p))) aﬁn de la comparer à la variation
de Jcmin . Dans ce cas précis, la diﬀérence entre les deux variations n’est pas notable, mais
elle peut être aussi occultée par les erreurs d’approximation, voire être plus présente sur un
autre modèle ou une autre fonction de coût.
Pour évaluer l’impact exact d’un paramètre pi sur la commande optimale, il faut calculer
∂c∗
∂pi
, soit la sensibilité du contrôle optimal à un paramètre donné. Il est possible d’évaluer un
tel gradient en écrivant le système d’optimalité linéarisé au point optimal. Ce type d’approche
a par exemple été éprouvé sur le contrôle optimal d’un système de réaction-diﬀusion chimique
dans un domaine 3D [Griesse et Volkwein, 2006]. Un exemple sur un modèle de bâtiment
a été testé dans [Brouns et al., 2013], mais nécessite à l’heure actuelle des développements
supplémentaires pour être implémenté dans notre outil de simulation.
Il faut également noter que l’indice de sensibilité (5.7) est construit en considérant le
même pourcentage d’incertitude sur chaque paramètre. Le gradient pourrait également être
utilisé dans un calcul de propagation d’incertitudes (via un modèle de sensibilité), prenant
en compte les incertitudes réelles de tous les paramètres, y compris ceux dépendant du
temps. Cela permettrait de quantiﬁer localement l’incertitude de la commande optimale sur
l’ensemble de intervalle de prédiction.
Enﬁn, les gradients du minimum de la fonction de coût du contrôle, voire du contrôle op-
timal lui-même, pourraient éventuellement être utilisés dans le calcul d’indices de sensibilité
DGSM (Derivative Global Sensitivity Measure). Ces indices de sensibilité globale (en réalité,
des majorants de certains indices de Sobol) sont obtenus en appliquant une intégration de
Monte-Carlo sur les gradients calculés suivant les densités de probabilité des paramètres, et
permet de converger plus rapidement et eﬃcacement qu’une méthode de Sobol ou de Mor-
ris [Sobol et Kucherenko, 2009, Kucherenko et al., 2009, Touzani et Busby, 2013]. Ce type
d’indices permettrai de mieux prendre en compte les non linéarités et les incertitudes des
paramètres dans leur classement par ordre d’inﬂuence.
5.7 Approches pour la sélection des capteurs
Lorsque l’on a déterminé quels paramètres estimer, une approche classique pour la sélec-
tion de capteurs réside dans l’exploitation de la matrice d’information de Fisher M (ou FIM
- Fisher Information Matrix). En eﬀet, l’inverse de la matrice de Fisher fournit une borne
inférieure à la matrice de covariance des paramètres estimés pˆ (borne de Cramer-Rao), et
permet donc d’identiﬁer quels paramètres estimés seront potentiellement les plus incertains :
cov (pˆ) ≥M−1 (5.8)
Les travaux de Ucinski [Uciński, 1999] s’intéressent en particulier au cas où le système
mesuré peut s’écrire sous la forme d’un ensemble d’équations aux dérivées partielles. Dans ce
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cas, il est possible d’écrire une version déterministe de la FIM. Pour un ensemble de capteurs
réalisant une mesure (vectorielle) z (t) continue en temps, nous avons :
z (t) = H (y (p, t)) + ε (t) (5.9)
avec ε (t) un bruit supposé gaussien centré, de matrice de covariance C. H est ici l’opéra-
teur de mesure appliqué à l’état y (t) du système. On cherche alors à estimer p en minimisant
J l’écart quadratique entre les mesures et la réponse simulée du modèle :
J =
1
2
N∑
i=1
ˆ tf
t=0
[zi (t)−Hi (y (p, t))]
2 dt (5.10)
La FIM peut s’interpréter comme la Hessienne de J . On peut alors montrer qu’elle se
calcule de la manière suivante :
M =
N∑
i=1
ˆ tf
t=0
GTi C
−1Gidt (5.11)
avec N le nombre de capteurs, et Gi la Jacobienne associée aux mesures d’un capteur i :
Gi =
∂Hi (y (p, t))
∂p
∣∣∣∣
p0
∂y (p, t)
∂p
(5.12)
G pourrait être obtenue eﬃcacement grâce à la méthode adjointe, ou par diﬀérences ﬁnies
si la dimension du vecteur de paramètres est faible. Il est ensuite possible d’optimiser un
système de capteur en minimisant un critère Ψ portant sur M :
• A-Optimalité :
Ψ(M) = trace
(
M−1
)
Ce critère réduit la variance des paramètres estimés, mais néglige leur corrélation.
• D-Optimalité :
Ψ(M) = −ln det (M)
Minimiser ce critère permet de minimiser l’incertitude sur les paramètres estimés.
• E-Optimalité :
Ψ(M) = λmax
(
M−1
)
Le critère d’E-Optimalité est la valeur propre la plus élevée de l’inverse de M . Ce
critère minimise l’incertitude sur pˆ dans sa plus grande direction.
• Critère de sensibilité :
Ψ(M) = −trace (M)
Ce critère maximise la sensibilité des mesures aux paramètres estimés.
Choisir un critère approprié au vu de l’application visée n’est pas trivial. Il est de plus
possible de construire d’autres critères à partir de la FIM. Cependant, pour sélectionner les
capteurs les plus complémentaires, il semble préférable de sélectionner un critère prenant en
compte les diﬀérentes corrélations entre les paramètres et les mesures, tel que le critère de
D-Optimalité.
Dans notre cas, le modèle du bâtiment est non linéaire pour de nombreux paramètres
(conductivités, débits aérauliques...), et ces derniers sont sujets à d’importantes incertitudes.
Or les critères calculés sont de nature locale, et ne peuvent donc généralement pas être utilisés
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tels quels. Dans ce cas, plusieurs stratégies peuvent être abordées [Uciński, 1999, Patan,
2004] :
• Conception séquentielle : Déploiement des capteurs sur le terrain, et raﬃnage du
système d’instrumentation après chaque estimation pˆk en minimisant Ψ(M (pˆk)). La
nécessité de déployer les capteurs sur le terrain et de modiﬁer le système ensuite peut
vite s’avérer lourde et coûteuse.
• Stratégie Min Max : L’idée ici est de sélectionner les capteurs pour les valeurs de pa-
ramètres les plus défavorables dans l’ensemble de valeurs admissibles PAd. Il faut donc
trouver l’ensemble de capteurs minimisant max
p∈PAd
Ψ(M (p)). On s’assure ainsi que toute
autre valeur de paramètres ne fournira pas de plus mauvais résultat d’identiﬁcation
pour l’ensemble de capteurs choisis. Pour appliquer cette méthode, la connaissance des
densités de probabilité des paramètres n’est pas nécessaire. Ce problème d’optimisation
est coûteux en calcul, mais peut être résolu par des méthodes de relaxation.
• Design au sens moyen : Si l’on connaît la distribution de probabilité des paramètres,
on peut alors chercher à minimiser l’espérance du critère de design E
p
{Ψ(M (p))}.
Cette méthode à l’avantage d’être moins conservative que la stratégie Min-Max (qui à
tendance à sélectionner plus de capteurs), mais peut être également coûteuse en calculs.
Ce type de méthodes pour la sélection de capteurs ne se limite pas à de simples capteurs
de température, mais peut aussi s’étendre à tout type de capteurs thermiques tels que des
ﬂuxmètres ou des capteurs de rayonnement infrarouge (voire même de CO2, puisque notre
modèle prend également en compte cette grandeur physique). La prise en compte de tels
capteurs implique d’en écrire le modèle détaillé.
En eﬀet, dans cette thèse, le modèle de capteurs H est extrêmement simple, puisqu’il
s’agit de mesures idéales de températures (sans bruit et sans biais). En pratique, les mesures
des températures de zone ne sont pas exactes car le capteur est généralement dans un boîtier
directement vissé à une paroi. Cet environnement proche du capteur introduit un biais par
rapport à la température moyenne de la pièce. Utiliser de bons modèles pour les capteurs
permettrai de limiter ce type de biais, ou du moins quantiﬁer l’incertitude sur les mesures et
propager son impact sur la calibration comme c’est de cas dans l’étude [Behl et al., 2014].
Modéliser et utiliser diﬀérents types de capteurs permettrait également d’extraire des
informations plus diverses et complémentaires, et ainsi améliorer les performances en esti-
mation. Dans [Revel et al., 2012] par exemple, une caméra thermique est mise en œuvre
pour remonter aux températures des diﬀérentes parois d’un bureau, au nombre d’occupants
et autres sources de chaleur. Dans [Bouchié et al., 2014], les auteurs proposent un capteur
permettant de fournir une mesure de la température extérieure équivalente (fonction de la
température d’air extérieur et de la température radiative du ciel) en analysant les tempé-
ratures de deux plaques d’émissivité diﬀérentes (noire et blanche). Utiliser un ﬂuxmètre en
complément de capteurs de températures sur une paroi permettrait d’avoir une information
directe sur le ﬂux la traversant, et donc pourrait améliorer l’identiﬁcation de la conductivité
[Flanders, 1991].
De même que pour l’identiﬁcation de paramètres scalaires, il est possible d’adapter cette
technique à des paramètres dépendants du temps (par exemple, estimation de gains internes
à l’instar du paragraphe précédent). Il est également possible de considérer le cas de mesures
ponctuelles dans le temps (échantillonnage faible ou inconstant). Ce cas serait particuliè-
rement intéressant dans le cadre de capteurs autonomes, car il permettrait d’élaborer une
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stratégie d’échantillonnage optimal maximisant la durée de vie des batteries du système
capteur.
Ce type de méthodes pour la sélection de capteurs n’a pas été testé dans le cadre de
cette thèse, mais des travaux allant dans ce sens pourraient rapidement être initiés. Les
problématiques à traiter en premier lieu doivent viser à concevoir un outil de sélection de
capteurs pour un ensemble de paramètres à estimer donné. En particulier, il sera nécessaire
de :
• Construire un modèle générique de capteurs thermiques, aﬁn de pouvoir jouer égale-
ment sur la nature et la conception des capteurs
• Déﬁnir quel critère de sélection basé sur la FIM est le plus approprié dans le cas du
bâtiment
• Déterminer quelle stratégie permet de mieux prendre en compte les non-linéarités et
incertitudes paramétriques du modèle (stratégie Min-Max, sens moyen, ou dérivée de
ces approches)
5.8 Conclusions et perspectives
Les erreurs d’a priori sur les paramètres de notre modèle de bâtiment peuvent se propager
de manière plus ou moins importante sur le calcul de commande optimale. Les sources
d’erreur sont malheureusement fréquentes et variées, et cela peut compromettre fortement
la performance d’une stratégie de commande prédictive.
Pour faire face à ce problème, nous avons proposé une méthode de calibration déter-
ministe, basée sur la méthode de l’adjoint et la minimisation de l’écart quadratique entre
diﬀérentes températures au sein du bâtiment. Cependant, l’eﬃcacité de cette méthode n’est
pas garantie pour tous les couples de paramètres à estimer et de capteurs. En particulier,
plus l’on cherche à estimer de paramètres et plus la performance se dégrade. Par ailleurs,
estimer un sous ensemble des paramètres perturbés peut donner de bons résultats en prédic-
tion des températures mesurées, mais l’erreur d’estimation du sous-ensemble peut augmenter
(et potentiellement d’autant plus que le nombre de capteurs est élevé, comme c’est le cas
pour le test 3 page 106) ce qui peut être gênant pour des ﬁns d’audit.
Pour des raisons de coût de calcul numérique, il est impensable de tester individuellement
chaque couple de paramètres estimés/capteurs pour chaque erreur d’a priori possible. Il peut
être cependant judicieux d’exploiter le gradient pour construire rapidement des critères de
sélection sur les paramètres et les capteurs :
• Pour la sélection des paramètres, nous avons montré qu’il est possible de calculer
rapidement le gradient du minimum de la fonction de coût du contrôle optimal. Ce
gradient permet de construire un premier classement sur les indices inﬂuant le plus
la performance du contrôle. Des études ultérieures pourraient être poursuivies dans ce
sens en cherchant à calculer directement le gradient du contrôle optimal par rapport
aux paramètres du modèle.
• Une fois les paramètres à estimer sélectionnés, il est possible de modéliser un système
de capteurs et de l’évaluer à partir d’un critère construit sur la Matrice d’Information
de Fisher (FIM), elle même construite à partir d’une matrice Jacobienne. Le calcul
de la FIM n’a pas été implémenté à l’heure actuelle dans nos outils, mais le calcul du
modèle adjoint pourrait être directement exploité à ce niveau.
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Ces critères peuvent ainsi permettre de construire une première stratégie séquentielle pour la
conception d’un système de capteurs adapté à la calibration de modèles pour la commande
prédictive (ﬁgure 5.13) qui pourra être testée dans des études futures.
Model design
Optimal Control
probem
Calibrated Parameters
selection
Sensors
selection
sensitivity analysis FIM based criterion
Figure 5.13 – Stratégie séquentielle de sélection de capteurs
Ces critères pourraient également être testés dans une stratégie plus globale d’optimisa-
tion combinatoire (algorithme génétique par exemple), les indices calculés pouvant fournir des
informations susceptibles d’aider la convergence vers un couple paramètres estimés/capteurs
satisfaisant.
D’autre part, un certain nombre de pistes complémentaires mériteraient également d’être
testées :
• La stratégie de calibration présentée ici pourrait être améliorée, en ajoutant par exemple
des contraintes sur les paramètres supposés proches ou identiques. Il serait également
intéressant d’étudier l’impact de l’intégration de paramètres dépendants du temps dans
l’ensemble des paramètres estimés.
• Ce type d’étude pourrait également être mené sur la phase d’estimation. La seule
diﬀérence dans ce cas est que les paramètres estimés sont dynamiques (gains internes).
• Enﬁn, il pourrait être judicieux d’intégrer des techniques de réduction de modèle (MOR
- Model Order Reduction). Ces techniques, souvent basées sur des méthodes de dé-
composition spectrale ou de projection, permettent de réduire le nombre d’états et de
paramètres du système. Avec moins de paramètres et un ordre de modèle plus faible,
l’identiﬁcation du modèle est facilitée et la simulation plus rapide [Petit et Maillet,
2013][Mejri et al., 2011], au prix d’une perte du sens physique des paramètres. Dans
[Gouda et al., 2002], une méthode d’optimisation est utilisée pour identiﬁer les para-
mètres d’un modèle RC de complexité réduite par rapport à un modèle RC de référence.
Dans [Cole et al., 2014], une méthode est proposée pour construire des modèles d’ordre
réduit à partir de modèles EnergyPlus pour de la commande prédictive. Dans notre
cas, la réduction de modèle serait une approche intéressante pour réduire la complexité
de la calibration.
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Chapitre 6
Mise en œuvre expérimentale
“Let me put it this way, Mr. Amor.
The 9000 series is the most reliable
computer ever made. No 9000
computer has ever made a mistake or
distorted information. We are all, by
any practical definition of the words,
foolproof and incapable of error.”
HAL 9000 , 2001 : A Space Odyssey
Nous exposons ici les résultats d’application d’une stratégie de commande prédictive sur
la maison INCAS MA sur environ 3 semaines en hiver 2015. Ces tests nous ont permis
d’évaluer l’implémentabilité et les contraintes de l’approche proposée dans cette thèse sur
un cas réel et concret.
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6.1. Description de l’expérience 119
6.1 Description de l’expérience
La maison INCAS MA a été équipée d’un superviseur informatique développé par la so-
ciété Vesta Systems, intégré dans un serveur Web. Ce superviseur agrège et permet d’accéder
à toutes les mesures en temps réel. Il permet également d’appliquer des lois de commande
sur les diﬀérents actionneurs du bâtiment. Le serveur embarque un ordonnanceur lançant
séquentiellement l’exécution de fonctions réalisant les tâches d’initialisation, d’identiﬁcation
de modèle, d’estimation d’état et de calcul de commande optimale (ﬁgure 6.1) :
Figure 6.1 – Stratégie de contrôle
Grâce au superviseur, nous stockons en temps réel les diﬀérentes mesures du site dans
une base de données :
• Le ﬂux solaire total, mesuré par un pyrgéomètre, et fourni par un service météo pour
les prédictions.
• La température ambiante extérieure est mesurée par un capteur de température, et
également fournie par un service météo pour les prédictions.
• Les températures aux interfaces de chaque couche pour les murs extérieurs Sud et Est
de la zone 2, et pour le mur extérieur Ouest de la zone 1.
• Les températures des zones 1 et 2, du rez-de-chaussée et des combles.
Les diﬀérentes fonctions que nous avons embarquées dans le serveur réalisent les actions
suivantes :
• Initialisation : La fonction d’initialisation charge le ﬁchier gbXML contenant la struc-
ture et les paramètres du modèle.
• Calibration du modèle : La fonction de calibration récupère les données de mesure
sur un intervalle de temps [t0, t1] prédéﬁni, puis résout le problème d’optimisation
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tel que déﬁni au chapitre 5 ( 5.1 page 99). Cette étape peut également être réalisée
indépendamment, avant même d’initialiser l’ordonnanceur. Il faut alors s’assurer de
bien charger le modèle calibré au moment de l’initialisation.
• Estimation d’état : La fonction d’estimation d’état récupère également les données
de mesure sur un intervalle de temps [tp − t2, tp] (tp étant l’instant présent à l’exécution
de la fonction), et résout sur ce même intervalle le problème d’estimation des gains
internes déﬁni au chapitre 4 ( 4.6 page 73).
• Commande optimale : Enﬁn, la fonction de commande optimale calcule une loi de
commande sur un intervalle de temps consécutif [tp, tp + t3]. Le problème de contrôle
ici retenu est similaire au problème 3.5 page 62 (coût quadratique sur la puissance
et bornes de température), la diﬀérence d’un résidu quadratique supplémentaire par
rapport à la borne minimale des températures. Nous commandons ici directement la
puissance électrique des zones 1 et 2 (deux chambres orientées sud à l’étage), aﬁn
d’obtenir une température respectant les contraintes et proche de la borne inférieure
(pour favoriser les économies d’énergie) . La puissance de chauﬀage est ici limitée à
1000W par zone suite aux limitations des équipements.
Ces fonctions sont exécutées séquentiellement, suivant la stratégie de commande prédictive
(rappelée sur le schéma 6.2).
Model Definition Model Calibration Optimal control
Estimation
MPC
Control
Measurements
Measurements
Oﬄine Process Online Process
Figure 6.2 – Stratégie de commande prédictive
A chaque exécution, la fonction d’estimation est réalisée sur les 48 dernières heures de
mesures (t2 = 48h). De même la fonction de calcul de commande optimale est réalisée sur
les 48h de prédiction météo consécutives (t3 = 48). Ces deux étapes sont répétées toutes les
3h (intervalle de mise à jour), pour une durée totale de test d’environ 3 semaines.
Pour ces tests, nous avons utilisé un modèle de la maison INCAS de même structure qu’au
chapitre 2 (voir section 2.5 page 46), mais avec une modélisation monocouche des parois (avec
calcul de capacités et conductivités équivalentes). Comme dans les cas tests précédents, nous
cherchons seulement à contrôler la température des deux chambres orientées sud. La présence
dans ces chambres est ﬁctive : aucun gain thermique interne n’est généré et la production
de CO2 est simulée.
6.2 Résultats de calibration
Pour des raisons techniques, nous ne disposions au début des tests que de quatre mesures
de température, sur deux périodes de six et trois jours : les températures d’air des deux
zones pilotées, d’une surface intérieure d’une des chambres, et de la température extérieure.
De manière générale, récupérer des données ﬁables n’est pas toujours une tâche facile. Nous
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avons par la suite, et à plusieurs reprises, dû faire face à des problèmes de référencement
de capteurs et de données lacunaires. La comparaison entre les simulations et les mesures
a d’ailleurs été d’une grande aide pour identiﬁer les erreurs de référencement. A ce stade
des études, et sans l’aide d’aucune analyse de sensibilité pour sélectionner les paramètres,
les résultats de calibration étaient assez infructueux, la moindre erreur sur les données pou-
vant compromettre la calibration. Nous nous sommes donc contentés d’un modèle ajusté
manuellement pour les tous premiers résultats de pilotage.
Par la suite, nous avons pu extraire de nouvelles données lors de la phase de pilotage
(utilisant le modèle ajusté manuellement), et pour plus de capteurs. Sur la ﬁn des travaux
de thèse, nous avons utilisé les calculs d’indices de sensibilité Υi (5.7) pour la calibration du
modèle avec parois multicouches sur des données réelles, en sélectionnant grâce à ces indices
les paramètres à calibrer. Nous avons ici considéré quatre cas test de calibration, basés sur
la résolution du problème 5.1 page 99 :
Test 1 Calibration avec seulement les mesures de température des zones 1 et 2, sur les
10 paramètres les plus « inﬂuents » (indices de sensibilité Υi les plus élevés).
Test 2 Calibration avec les températures des zones 1 et 2, sur les 50 paramètres les plus
inﬂuents.
Test 3 Ce cas test est identique au précédent, avec usage de 3 capteurs supplémentaires
pour les surfaces extérieures des murs sud, est et ouest.
Test 4 Calibration avec les températures des zones 1 et 2, sur les 1500 paramètres les
plus inﬂuents.
Nous avons ici choisi les mêmes phases de calibration et de prédiction (validation) que dans
le chapitre 5 (de 7 jours chacune). La performance de chaque calibration est évaluée par les
critères suivants, sur les mesures des capteurs des zones 1 et 2 :
ec Erreur quadratique entre la température de zone calculée après calibration et la
température mesurée, sur l’intervalle de calibration (évaluée suivant la formule
(4.8))
ep Erreur de prédiction consécutive : La réponse du modèle calibré est calculée sur
14 jours (l’intervalle de calibration et de prédiction consécutivement). L’erreur
sur les températures de zone entre la simulation et la mesure après calibration
est calculée sur l’intervalle de prédiction.
Ep Valeur moyenne de l’erreur entre la réponse du modèle calibré et les mesures sur
l’intervalle de prédiction.
σp Écart type de l’erreur entre la réponse du modèle calibré et les mesures sur
l’intervalle de prédiction (moyenne sur les deux capteurs).
Pour chaque test de calibration, les températures initiales du modèle sont obtenues en inter-
polant les données de mesure sur les zones et les parois (interpolation spatiale linéaire). Le
tableau (6.1) synthétise les résultats obtenus :
Avant
calibration Test 1 Test 2 Test 3 Test 4
ec 0.1703 0.0800 0.0332 0.0424 0.0458
ep 0.2706 0.1281 0.0015 0.0616 0.0632
Ep -5.2728 -2.4938 0.0077 -1.2048 -1.2184
σp 1.5289 1.2747 0.4509 0.4870 0.4017
Table 6.1 – Test de calibrations avec mesures in situ
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Le meilleur résultat est ici obtenu en utilisant seulement les deux capteurs de zone pour
calibrer les 50 paramètres les plus inﬂuents (test 2). Dans ce cas, ajouter des capteurs a
détérioré les résultats (test 3). De même, calibrer trop de paramètres (test 4), ou en réduire
(test 1) ne donne pas de bonnes performances. Les résultats du test de calibration 2 four-
nissent un jeu de paramètres oﬀrant une erreur de prédiction dont la moyenne est inférieure
à 0.1°C avec un écart type inférieur à 0.5°C, ce qui est comparable à la précision de mesure
d’un capteur de température du commerce (ﬁgures 6.3 et 6.4). La variation des paramètres
avant/après calibration va de +350% à -100% (annulation) : les valeurs ainsi calculées ne
correspondent donc pas vraiment aux véritables valeurs physiques et compensent les erreurs
sur les autres paramètres (voir tableau 6.5, avec variations positives en rouge et négatives en
bleu). On retrouve alors un phénomène similaire à celui observé en simulation au chapitre 5
lors de l’estimation d’un sous-ensemble des paramètres perturbés.
Si seuls les deux capteurs de zone fournissent ici les meilleurs résultats, il faut garder à
l’esprit que toutes les combinaisons de capteurs possibles n’ont pas été traitées, et que les
erreurs et biais de mesure peuvent éventuellement rendre l’ajout de capteurs supplémentaires
diﬃcile.
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calibration − measured and simulated temperatures − room 1
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Non−calibrated response
Figure 6.3 – Résultats de calibration : températures mesurées et simulées de la zone 1 (test
2)
2 4 6 8 10 12
−2
−1
0
1
Time(days)
C
calibrated model − temperature error − room 1
 
 
Temperature error
Figure 6.4 – Température de la zone 1 : erreur d’estimation après calibration (test 2)
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Figure 6.5 – Test 2 : Variation des paramètres après calibration (pourcentages)
Une telle calibration a un réel impact sur la performance du contrôle optimal. La ﬁgure 6.6
compare la loi de commande calculée avec le modèle calibré par le test 2 (courbe orange) et
celle sur le modèle non calibré (courbe noire). La commande optimale est ici calculée selon le
problème (3.1), avec une présence intermittente et une consigne de 21°C en cas d’occupation
des zones. Les réponses des deux lois de commande sont calculées sur le modèle calibré, pour
s’approcher au plus de l’impact que l’on aurait sur le bâtiment réel. On constate que la loi
de commande calculée avec le modèle non calibré entraîne ici une nette sur-consommation,
de plus de 200W dans les périodes de présence.
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Figure 6.6 – Commande optimale, avec ou sans calibration
Ces résultats de calibration n’étant pas disponibles au moment des tests de commande
prédictive, les résultats qui suivent sont obtenus à partir d’un modèle ajusté manuellement :
les valeurs des paramètres sont obtenues à partir des données constructeur et d’un ajustement
manuel sur quelques données de mesure. D’un point de vue expérimental, cela a l’intérêt de
tester le comportement de la commande prédictive pour un modèle peu précis.
6.3 Performance de l’estimateur d’état
Sur les tests d’application, la fonction d’estimation d’état et des gains internes a donné
des résultats satisfaisants. La ﬁgure 6.7 donne les résultats d’une phase d’estimation des
gains pour la zone 1 (en vert), les mesures de température pour cette même zone (en rouge)
et les résultats de simulation du modèle après estimation des gains (en bleu).
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Figure 6.7 – Compensation des gains internes et résultats en prédiction
Les gains identiﬁés sont très importants au début de la phase d’estimation, aﬁn de com-
penser l’erreur d’état initial. Pour la phase de prédiction, nous considérons les gains constants
et égaux à la dernière valeur calculée sur la phase d’estimation pour mieux compenser les
erreurs de modèle. Cette valeur ﬁnale n’est pas nulle, et vaut en moyenne 500W (ﬁgure 6.8
). A cause des erreurs de modèle, il n’est en eﬀet pas possible d’avoir une estimation des
gains internes qui tende vers une constante nulle (valeur nulle attendue du fait de l’absence
eﬀective de gains internes dans la maison INCAS).
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Figure 6.8 – Erreurs de prédiction de température au cours du pilotage
Les erreurs de prédiction de température sur la zone 1 (avec mise à jour des gains internes
correctifs toutes les 3h) sont représentées ﬁgure 6.9. Dans le cas d’un contrôle prédictif, ces
erreurs impactent directement la performance.
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Les 4 pics de variation observés sur les mesures (courbe rouge) sont liés à des dysfonction-
nements des capteurs. Ils sont supprimés par interpolation linéaire pour le calcul de l’erreur
de prédiction (courbe noire). Malgré les erreurs du modèle, grâce à la phase d’estimation des
gains internes, l’erreur de prédiction des températures des zones pilotées sur des phases de
3h reste contenue avec une moyenne de 0.5°C , un écart type de 1°C et une valeur absolue
maximale ne dépassant pas les 5°C. On peut en déduire que grâce à la phase d’estimation,
nous avons une certaine tolérance acceptable sur les erreurs paramétriques. Il serait inté-
ressant de voir dans quelle mesure le modèle calibré section 6.2 permettrait d’améliorer les
résultats.
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Figure 6.9 – Erreurs de prédiction de température au cours du pilotage
6.4 Résultats de commande
Le scénario d’occupation (diﬀérent des cas précédents) est périodique, et correspond
aux bornes minimum et maximum de température représentées ﬁgure 6.10. Il modélise une
présence nocturne et en soirée. En cas d’absence, les contraintes de température sont placées
à 5°C et 28°C. Les courtes plages à 21°C permettent de complexiﬁer le proﬁl des contraintes.
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Figure 6.10 – Scénario de pilotage : bornes de températures pour les zones 1 et 2
La loi de commande pour la puissance des chauﬀages présente une structure en créneaux
d’apparence assez chaotique (ﬁgure 6.11 bas). Cela est dû aux erreurs de modélisation, et
probablement en bonne partie aux importantes variations de la valeur des gains internes utili-
sées en prédiction (assignés à la dernière valeur de gains estimés). Malgré tout, les contraintes
en température ont été assez bien respectées (ﬁgure 6.11 haut, courbe rouge pour la tempé-
rature de la zone mesurée, vertes et bleues pour les contraintes) et les plus fortes valeurs de
puissance sont généralement observées peu avant l’arrivée de personnes, ce qui témoigne de
l’aspect prédictif de la commande.
Si les températures atteintes restent proches de la borne inférieure, des dépassements
sont notables sur les courtes périodes où la borne inférieure monte à 21°C. Il est probable
que la commande prédictive ait ici du mal à prendre en compte des variations de consigne
sur des durées inférieures au temps de mise à jour. Un meilleur modèle devrait améliorer les
capacités de prédiction et permettre de réduire ces dépassements. Une réduction du temps de
mise à jour devrait permettre également de réduire ces erreurs, mais sans forcément améliorer
l’aspect prédictif.
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Figure 6.11 – Résultats de commande prédictive : températures et puissance de chauﬀage
zone 1
Sur ces essais, il reste cependant bien diﬃcile d’évaluer les économies d’énergie ou l’amé-
lioration du confort par rapport à une autre stratégie de contrôle sur une aussi courte période,
étant donné que la météo n’est pas un élément reproductible. L’idéal serait de pouvoir com-
parer les stratégies sur des bâtiments rigoureusement identiques, ou sur deux (ou plusieurs)
années consécutives tout en s’assurant qu’une année n’a pas été signiﬁcativement plus rude
qu’une autre. Les études ultérieures devront viser à mettre en œuvre un modèle mieux ca-
libré (tel que présenté dans la section 6.2), et d’envisager une prévision plus ﬁne des gains
internes pour améliorer les résultats de prédiction (en utilisant les valeurs des gains estimés
dans un modèle ARMA par exemple).
6.5 Conclusions sur la mise en œuvre d’une commande
MPC
Cette première mise en pratique expérimentale a permis d’étudier la mise en œuvre sur
un bâtiment réel d’une stratégie de commande prédictive basée sur un modèle thermique
zonal-nodal de bâtiment et la théorie du contrôle optimal [Lions, 1971]. Les données de
mesure recueillies ont également permis de tester la stratégie de calibration présentée au
chapitre 5, en sélectionnant les paramètres calibrés suivant un calcul d’indices de sensibilité.
En premier constat, il peut être diﬃcile d’obtenir des données ﬁables (sans autre source
d’erreur que le bruit de mesure), à cause d’erreurs de référencement, de lacunes dans les
données, de défaillances du serveur ou des capteurs. Ce type d’erreurs peut fortement com-
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promettre la phase de calibration. Si des comparaisons avec le modèle simulé peuvent aider
à identiﬁer des erreurs de référencement, il est essentiel de construire une procédure per-
mettant de les éliminer à tous les niveaux de l’acquisition des données. Par ailleurs, des
méthodes de détection d’erreur de mesures (analyse des variations du signal par exemple)
permettraient de supprimer les données erronées et de mettre en place des méthodes de
calibration robustes.
Malgré un modèle mal calibré, les résultats de contrôle respectent ﬁnalement assez bien
les consignes, en particulier grâce à la phase d’estimation des gains internes. Des travaux
ultérieurs sur la méthode de commande prédictive développée devront viser à évaluer la dif-
férence obtenue sur la commande prédictive du bâtiment réel en utilisant le modèle calibré
suivant les paramètres sélectionnés par analyse de sensibilité. En particulier, il serait inté-
ressant d’évaluer la tolérance sur les erreurs de modèle apportée par la phase d’estimation.
Par ailleurs, les tests de calibration sur données réelles conﬁrment les conclusions du
chapitre 5 sur l’importance du choix des capteurs et des paramètres à calibrer. En particulier,
nous obtenons ici de bons résultats de prédiction en sélectionnant des paramètres à l’aide de
l’analyse de sensibilité locale présentée au chapitre 5 et avec deux capteurs de températures.
Cependant, les paramètres ainsi calibrés absorbent les erreurs d’autres paramètres, et les
tentatives d’ajout de capteurs supplémentaires semblent détériorer les résultats. En eﬀet, si
l’on cherche à ajuster la réponse du modèle sur des mesures plus nombreuses, la compensation
des erreurs des paramètres non calibrés sera plus importante ce qui induit un plus grand
biais par rapport à leur valeur réelle : l’erreur de prédiction sera minimisée sur l’ensemble
des mesures mais risque au ﬁnal d’être plus importante sur les grandeurs d’intérêt que sont
les températures des zones pilotées. Par ailleurs, trop ou trop peu de paramètres calibrés
ne semble pas donner de bons résultats. Un meilleur choix des paramètres permettrait peut
être de réduire cet eﬀet et d’utiliser plus de capteurs.
Pour la stratégie de commande prédictive, l’utilisation de seulement deux capteurs de
température de zone ainsi que d’un capteur de ﬂux solaire et de température extérieure
semblent fournir des résultats satisfaisants. Ces résultats sont à nuancer par le fait que les
capteurs de température de zone sont ici bien positionnés au centre de la pièce et sont
probablement moins biaisés que dans des installations domotiques classiques (auquel cas
ces mesures ne seraient peut-être pas suﬃsantes). Par ailleurs, seulement quatre choix de
paramètres calibrés / capteurs ont été testés ici, ce qui est très peu par rapport à l’ensemble
des combinaisons possibles, et le gain énergétique apporté reste à valider.
Enﬁn, l’inclusion d’habitants réels dans la boucle serait également une expérience très
pertinente. Ces derniers permettraient en eﬀet d’étudier l’impact de perturbations non pla-
niﬁées. De plus, en fournissant aux utilisateurs le proﬁl des plans de commande prévisionnels
(avec une prédiction du confort, des températures et de la consommation), ces derniers pour-
raient adapter leur usage du bâtiment en conséquence (réglage de l’importance accordée au
confort par exemple). Nous pourrions alors voir si la commande prédictive peut avoir une
action positive sur le comportement des usagers.
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Chapitre 7
Conclusion générale de la thèse
“Begin at the beginning," the King
said, very gravely, "and go on till you
come to the end : then stop.”
Lewis Carroll , Alice in Wonderland
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7.1 Bilan des travaux réalisés
L’ensemble des travaux de cette thèse ont été menés dans le but démocratiser la concep-
tion et l’utilisation de contrôleurs prédictifs dans le domaine du bâtiment, encore actuelle-
ment peu répandus.
Mettre en place une stratégie de commande prédictive nécessite de construire un modèle
numérique du bâtiment, de le calibrer, de pouvoir estimer l’état du système en temps réel
et calculer des lois de commande optimale, ce qui requiert des mesures thermiques en temps
réel. Les avancées technologiques récentes dans le domaine des réseaux de capteurs sans ﬁl
(WSN) promettent un développement des capacités d’instrumentation du bâtiment (facilité
et ﬂexibilité d’intégration, baisse des coûts...) et pourraient ainsi favoriser le déploiement de
stratégies de commande prédictive dans l’habitat. Cependant, la spéciﬁcation d’un système
d’instrumentation dédié à la commande prédictive du bâtiment n’est pas triviale.
Face à ce constat, nous proposons une méthode uniﬁée pour la commande prédictive
du bâtiment. Cette méthode est fondée sur la reformulation des diﬀérentes phases d’une
commande optimale par des problèmes d’optimisation, et une modélisation zonale-nodale
du bâtiment. Chaque problème d’optimisation est résolu eﬃcacement par l’écriture d’un
modèle adjoint et l’utilisation des outils du contrôle optimal. Cette méthode est explorée
tout au long de cette thèse sur le cas d’un bâtiment expérimental basse consommation,
après avoir enrichi le modèle avec une modélisation multicouche des parois, du système de
VMC double ﬂux et des échanges de CO2.
En particulier, nous proposons une méthode d’estimation d’état basée sur l’identiﬁcation
de gains internes correctifs avec uniquement des mesures de température de zones. Cette
méthode se démarque des observateurs d’état standards (Luenberger, Kalman) et permet
d’estimer une variable d’entrée généralement diﬃcile à mesurer. Elle permet également de ré-
duire l’impact d’erreurs paramétriques. Cette méthode pourrait éventuellement être étendue
par l’identiﬁcation de variables supplémentaires telles que des grandeurs météorologiques.
Nous montrons également qu’un coût quadratique sur la puissance électrique consommée
ne permet pas de bien prendre en compte la consommation dans le problème de contrôle
optimal, en particulier à cause de la non conservation d’inégalités d’une norme à une autre.
Cependant, la norme quadratique présente un réel avantage du point de vue de la résolution
numérique. Il faudrait donc reformuler le problème d’optimisation pour allier une bonne
prise en compte de la consommation énergétique et la facilité de résolution d’un problème
quadratique. D’autre part, pour un confort similaire, notre meilleur résultat de commande
optimale oﬀre une réduction de la consommation d’environ 5%. Aussi, dans un cas où le
système piloté est aussi simple qu’un radiateur électrique, l’intérêt de la commande optimale
réside plutôt dans la façon de prendre en compte les consignes (ratio confort/consommation,
bornes de température, anticipation des périodes de présence) que dans le gain énergétique.
En ce qui concerne la phase de calibration, nous montrons que le choix du couple pa-
ramètres calibrés / capteurs utilisés est particulièrement crucial. En eﬀet, nous montrons
qu’augmenter le nombre de capteurs n’est pas toujours eﬃcace, en particulier si des para-
mètres perturbés ne sont pas calibrés (ce qui est généralement le cas).
Face à cette problématique, nous proposons une méthode rapide pour la sélection des
paramètres inﬂuents. Cette méthode se base sur l’évaluation du gradient de la fonction de
coût du contrôle à son minimum. Cette méthode de sélection des paramètres est ensuite
testée avec succès sur la calibration du bâtiment expérimental à partir de données réelles.
Elle pourrait également être couplée dans des travaux futurs avec une méthode de sélection
de capteurs basée sur la FIM.
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Le bâtiment qui a été le sujet d’étude de cette thèse a par ailleurs fait l’objet d’une cam-
pagne de tests durant laquelle nous avons appliqué notre stratégie de commande prédictive
sur plusieurs semaines avec un modèle ajusté manuellement. Ce contrôle a fourni un bon res-
pect des contraintes de température, malgré un modèle entaché d’erreurs, ce qui souligne le
rôle de la phase d’estimation d’état dans la régulation. Malgré tout, la performance eﬀective
de la commande prédictive n’a pas encore pu être évaluée.
Sur les tests réalisés, autant pour les phases de calibration que d’estimation d’état, l’uti-
lisation des capteurs de température de zone, de la température extérieure et du ﬂux solaire
semble ici suﬃsante. Cependant, peu de variables de contrôle sont en jeu et l’objectif de
confort concerne ici seulement la température des zones contrôlées. De plus, les mesures de
température de zone sont ici de bonne qualité, et il n’est pas dit qu’aussi peu de mesures
soient suﬃsantes dans le cas de biais de mesure plus importants, d’un environnement moins
contrôlé ou d’une commande plus complexe.
7.2 Perspectives de recherche et d’application
De nombreux travaux restent encore à mener pour l’obtention d’un outil logiciel ﬁable
permettant une conception simple et ﬁable de contrôleurs prédictifs du bâtiment. L’utilisation
de modèles de type zonal-nodal pour la commande prédictive est une approche assez oppor-
tuniste : beaucoup de modèles de ce type sont disponibles car déjà conçus pour les besoins
de bureaux d’études. Ils conservent également un bon sens physique et une représentation du
champ de température, ce qui peut être intéressant pour l’étude de l’instrumentation. L’ap-
proche de modélisation/simulation/optimisation et calcul de gradient par méthode adjointe
adoptée au cours de cette thèse permet de construire une stratégie de commande prédictive,
et présente également un potentiel intéressant pour la construction d’outils de sélection de
paramètres à calibrer ou de capteurs pour la calibration, en vue d’un contrôle prédictif. Suite
à cette thèse, les principaux travaux de recherche à poursuivre sont les suivants :
• Améliorer la prise en compte de fonctions de coût non quadratiques, en particulier du
point de vue des algorithmes d’optimisation à employer, aﬁn de prendre directement
en compte des objectifs de consommation énergétique ou des indices de confort plus
sophistiqués (tels que le PMV - Predicted Mean Vote).
• L’analyse de sensibilité locale pour le contrôle optimal n’a été testée que sur un cas
particulier, pour un jeu de paramètres donnés. Cette approche gagnerait à être expé-
rimentée plus en profondeur, sur diﬀérents cas tests et ensembles de paramètres. Par
ailleurs, cela permettrait de savoir si il est pertinent de l’étendre à la construction
d’indices de sensibilité globale DGSM.
• Dans le but d’aboutir à un outil de conception de réseau de capteurs pour la calibra-
tion en vue de la commande prédictive, les pistes basées sur l’exploitation de la FIM
et des analyses de sensibilité pour la calibration de modèle doivent être poursuivies.
En parallèle, des travaux de modélisation de systèmes capteurs doivent être entrepris
pour pouvoir prendre en compte diﬀérents types de capteurs, et même tester de nou-
veaux designs. Cet aspect pourrait également être étendu aux contraintes d’intégration
des capteurs (propagation radiofréquence et prise en compte de l’autonomie pour les
réseaux sans ﬁls), dans une stratégie d’optimisation de réseau.
• La même approche doit être abordée sur le cas de l’estimation d’état. Ce problème
étant de nature similaire à la calibration, il présente également un besoin d’instrumen-
tation spéciﬁque. L’estimation d’état permettant d’absorber en partie les erreurs de
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modélisation, il serait intéressant d’établir un lien explicite entre les deux phases (par
exemple, pour savoir quelles tolérances la phase d’estimation induit sur les erreurs de
modèle). Ce lien dépend également des paramètres de la commande prédictive (fré-
quence de mise à jour, temps d’estimation et de prédiction). La conception de système
de capteurs devra alors se situer à deux niveaux d’instrumentation complémentaires
(mais aux spéciﬁcations techniques diﬀérentes) : un ensemble pour l’estimation d’état
et un autre pour la calibration.
• En complément, d’autres améliorations techniques peuvent être abordées, telles que
l’enrichissement du modèle du bâtiment (volets roulants, planchers chauﬀants...), ou
encore l’intégration d’outils de diﬀérentiation automatique pour rendre les modèles
plus faciles à implémenter.
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Annexes

Annexe A
Commande optimale sur un bâtiment simple
Cet annexe développe de manière détaillée notre méthodologie de contrôle optimal qua-
dratique sur un modèle de bâtiment simpliﬁé. Nous explicitons ici la mise en équation d’un
bâtiment comportant une zone et une paroi, la discrétisation de la paroi, et l’écriture du mo-
dèle adjoint et la méthode de résolution temporelle (Euler implicite). Nous montrons dans
un tel cas qu’il est possible d’écrire directement un système d’optimalité relatif au contrôle
optimal.
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A.1 Présentation du cas test
Dans le cas présent, nous cherchons à commander de manière optimale (d’un point de vue
énergétique et thermique) le système de chauﬀage d’un bâtiment. Ce bâtiment sera assimilé à
une habitation domestique standard, et sa modélisation physique sera très simpliﬁée aﬁn de
mieux mettre en évidence les problèmes de base de contrôle et d’identiﬁcation des paramètres.
Ce bâtiment sera représenté par un cube constitué d’une enveloppe uniforme (à l’ex-
ception d’une fenêtre), situé dans un milieu isotherme de température To, et pourvu d’une
aération de débit d connu ainsi que d’un radiateur électrique (ﬁgure A.1). La température
Ti de l’air intérieur sera considérée comme étant homogène. Les échanges radiatifs entre
les parois seront négligés et on considérera que le rayonnement solaire traversant la fenêtre
ne chauﬀe que l’atmosphère intérieure. Il s’agit ici d’une hypothèse très simpliﬁcatrice sur
les gains solaires, fausse en pratique car les rayonnements ne chauﬀent que les parois (qui
chauﬀent alors indirectement l’air par convection). Les parois sont de largeur L paramétrée
par le réel x ∈ [0, L], un point de paramètre x = 0 (respectivement x = L) se situant sur la
face de la paroi à l’intérieur du bâtiment (respectivement, à l’extérieur).
Figure A.1 – Modèle simpliﬁé d’un bâtiment
Suite à ces hypothèses de modélisation, nous pouvons établir les équations représentatives
du système :
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

Ci
dTi(t)
dt
+ (Sh+ Cad).Ti(t) = Shθ0(t) + CadTo + α(t)φs(t)︸ ︷︷ ︸
f(t)
+W (t) t ∈ [0, τ ]
Ti(t = 0) = T
0
i
cp
∂θ
∂t
− k
∂2θ
∂x2
= 0 x ∈ [0, L] , t ∈ [0, τ ]
k
∂θ
∂x
∣∣∣∣
x=0
= h(θ0 − Ti) t ∈ [0, τ ]
k
∂θ
∂x
∣∣∣∣
x=L
= −hθL + hTo + βφs︸ ︷︷ ︸
g(t)
t ∈ [0, τ ]
θ(x, t = 0) = θ0(x)
(A.1)
Dans le système d’équations (A.1), cp représente la capacité thermique volumique de
l’enveloppe, Ci celle de l’intérieur du bâtiment, h le coeﬃcient d’échanges convectifs, W
la puissance du chauﬀage électrique, φs le ﬂux radiatif solaire avec α et β coeﬃcients de
transfert radiatif le liant respectivement à la puissance solaire reçue indirectement par
l’atmosphère intérieure et l’enveloppe du bâtiment. φc = Cad.(To − Ti) modélise le ﬂux
d’échanges thermiques dû au système d’aération (Ca est la capacité thermique volumique
de l’air et d le débit volumique supposé constant). θ est la température au sein de la paroi.
La conduction thermique n’étant considérée que dans le sens de l’épaisseur de la paroi, on
a θ = θ(x, t), x ∈ [0, L] , t ∈ R+ avec θ0(t) = θ(0, t) et θL(t) = θ(L, t). Le coeﬃcient de
conductivité thermique ici noté k est exprimé en W.m−1.K−1 et S est la surface totale de la
paroi.
A.2 Formulation du problème de contrôle optimal
Dans le cas présent, la variable de contrôle du système est la puissance du chauﬀage
électrique. On cherche à commander cette puissance de manière à avoir la température
intérieure Ti la plus proche possible de la température de confort Tc(t) à chaque instant t,
tout en réduisant un coût quadratique sur la puissance. Ceci peut donc se ramener à un
problème de contrôle optimal sur un intervalle de temps [0, T ] , T ∈ R+, ce qui revient à
trouver une fonction W (=Wopt) sur [0, T ] qui minimise la fonctionnelle J :
J(W ) =
1
2
ˆ T
t=0
[
aW (t)2 + b(Ti − Tc)
2
]
dt (A.2)
a et b sont des coeﬃcients de pondération, positifs ou nuls. Le chauﬀage est ici considéré
comme réversible (fonction climatisante), ce qui autorise des valeurs de W négatives.
A.3 Calcul du gradient par la méthode de l’adjoint
Le problème de contrôle optimal présenté précédemment est un problème d’optimisation
portant sur J(W). Or il se trouve que de nombreux algorithmes d’optimisation font appel à
des méthodes de descente de gradient. Le gradient peut également intervenir dans des études
de sensibilité, d’où l’importance de réussir à bien le calculer.
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Nous déﬁnissons de gradient de la fonctionnelle J par rapport à la commande W par la
relation suivante :
J(W + δW )− J(W ) = (∇J, δW ) + o ‖δW‖2
Une méthode classiquement employée dans ce cas de ﬁgure est celle du calcul par diﬀé-
rences centrées, en réalisant un rapport d’accroissements ﬁnis pour chacun des paramètres :
J ′i(s, ..., sn) =
dJ
dsi
(s, ..., sn) ≃
J(s1, ..., si +∆si, ..., sn)− J(s1, ..., si −∆si, ..., sn)
2∆si
(A.3)
Le calcul de ∇J pour un ensemble de scalaires s donnés nécessite donc 2n calculs réalisés
pour de faibles variations de ces paramètres (ou n+1 dans le cas de diﬀérences ﬁnies du
premier ordre), ce qui peut vite s’avérer gourmand en ressources lorsque n devient grand
(comme c’est le cas pour des modèles complets d’un bâtiment). De plus, si l’on veut par
cette méthode calculer le gradient ∇J par rapport à W, il devient nécessaire de projeter W
dans une base ﬁnie, dont la dimension augmentera d’autant le nombre de calculs requis.
Pour palier à ces problèmes, on peut alors avoir recours à la méthode de l’adjoint pour
le calcul du gradient. Cette méthode se prête en eﬀet particulièrement bien aux fonctions de
coût quadratiques dont les variables sont régies par un système d’EDP.
Le problème de contrôle optimal que l’on s’est posé peut être vu comme contraint par
le système (A.1) avec (A.2) comme critère d’optimisation. Si l’on considère les conditions
initiales nulles, on peut alors écrire le Lagrangien de J au vu de cette contrainte :
L(W ) = J(W ) +
ˆ t=T
t=0
p
[
Ci
∂Ti
∂t
+ (Sh+ Cad)Ti − (Shθ0(t) + f(t) +W (t))
]
dt
+
ˆ ˆ x=L,t=T
x=0,t=0,
qS
[
Cp
∂θ
∂t
− k
∂2θ
∂x2
]
dxdt (A.4)
où p(t) et q(x,t) sont les multiplicateurs de Lagrange par rapport à cette contrainte, que
l’on appellera par la suite états adjoints du système. Par souci de simpliﬁcation des calculs,
W à été considéré comme non contraint. Après intégration par parties en temps et double
intégration par parties en espace, nous obtenons alors :
L(W ) = J(W ) +
ˆ t=T
t=0
[
−CiTi
dp
dt
+ p(Sh+ Cad)Ti − p (f(t) +W (t))
]
dt
+
ˆ ˆ x=L,t=T
x=0,t=0
S
[
−cpθ
∂q
∂t
− kθ
∂2q
∂x2
]
dxdt (A.5)
+ Cip(Ti(t = T )− T
0
i ) +
ˆ x=L
x=0
Scpq(θ(t = T )− θ
0)dx
+
ˆ t=T
t=0
(
kS
[
∂q
∂x
θ − q
∂θ
∂x
]x=L
x=0
− pShθ0(t)
)
dt
Soit :
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L(W ) = J(W ) +
ˆ t=T
t=0
[
−CiTi
dp
dt
+ p(Sh+ Cad)Ti − q0ShTi − SqLg(t)− p (f(t) +W (t))
]
dt
+
ˆ ˆ x=L,t=T
x=0,t=0
S
[
−cpθ
∂q
∂t
− kθ
∂2q
∂x2
]
dxdt (A.6)
+ Cip(Ti(t = T )− T
0
i ) +
ˆ x=L
x=0
Scpq(θ(t = T )− θ
0)dx
+
ˆ t=T
t=0
S
([
k
∂q
∂x
∣∣∣∣
x=L
θL + qLhθL
]
−
[
k
∂q
∂x
∣∣∣∣
x=0
θ0 − q0hθ0
]
− phθ0
)
dt
Résoudre notre problème d’optimisation sous contraintes revient à chercher les points
tels que ∇L(W,Ti, θ, p, q) = 0 soit
∂L
∂W
=
∂L
∂Ti
=
∂L
∂θ
=
∂L
∂p
=
∂L
∂q
= 0. Par construction,
∂L
∂p
=
∂L
∂q
= 0 nous redonne l’EDP et l’EDO de (A.15).
Si on choisit pour conditions initiales et aux limites :

p(t = T ) = 0
q(x, t = T ) = 0 x ∈ [0, L]
k
∂q
∂x
∣∣∣∣
x=L
= −hqL t ∈ [0, T ]
k
∂q
∂x
∣∣∣∣
x=0
= h(q0 − p) t ∈ [0, T ]
On a alors :
〈
∂L
∂Ti
, ti
〉
= lim
ε→0
L(Ti + εti)− L(Ti)
ε
=
ˆ T
0
b(Ti − Tc)ti.dt+
ˆ t=T
t=0,
[
(Sh+ Cad)p− Shq0 − Ci
∂p
∂t
]
ti.dt = 0 (A.7)
〈
∂L
∂θ
, u
〉
= lim
ε→0
L(θ + εu)− L(θ)
ε
=
ˆ ˆ x=L,t=T
x=0,t=0
S
[
−cp
∂q
∂t
− k
∂2q
∂x2
]
u.dxdt = 0 (A.8)
p et q sont alors solution du système :

Ci
dp
dt
= (Sh+ Cad)p− Shq0 + b(Ti − Tc) t ∈ [0, T ]
−cp
∂q
∂t
− k
∂2q
∂x2
= 0 x ∈ [0, L] , t ∈ [0, T ]
p(t = T ) = 0
q(x, t = T ) = 0 x ∈ [0, L]
k
∂q
∂x
∣∣∣∣
x=L
= −hqL t ∈ [0, T ]
k
∂q
∂x
∣∣∣∣
x=0
= h(q0 − p) t ∈ [0, T ]
(A.9)
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En remplaçant t par T − t on obtient :


Ci
dp(T − t)
dt
= Shq0(T − t)− (Sh+ Cad)p(T − t)− b(Ti(T − t)− Tc(T − t)) t ∈ [0, T ]
cp
∂q(T − t)
∂t
− k
∂2q(T − t)
∂x2
= 0 x ∈ [0, L] , t ∈ [0, T ]
p(t = 0) = T 0i
q(x, t = 0) = θ0(x) x ∈ [0, L]
k
∂q(T − t)
∂x
∣∣∣∣
x=L
= −hqL(T − t) t ∈ [0, T ]
k
∂q(T − t)
∂x
∣∣∣∣
x=0
= h(q0(T − t)− p(T − t)) t ∈ [0, T ]
(A.10)
Ce changement de variables permet de simpliﬁer les calculs en évitant de résoudre (A.9)
de manière rétrograde [Lions, 1971].〈
∂L
∂W
,w
〉
= lim
ε→0
L(W + εw)− L(W )
ε
=
ˆ T
0
aWwdt−
ˆ
pwdt (A.11)
Or ∇J(W ) =
∂L
∂W
(W,Ti, θ, p, q). En eﬀet, J(W ) = L(W,Ti, θ, p, q) car (Ti, θ) est l’état
de (A.1). On a donc :
〈∇J(W ), w〉 =
〈
∂L
∂W
(W,u, aˆ), w
〉
+
〈
∂L
∂Ti
(W,Ti, θ, pˆ, qˆ),
∂Ti
∂W
(w)
〉
+
〈
∂L
∂θ
(W,Ti, θ, pˆ, qˆ),
∂θ
∂W
(w)
〉
+
〈
∂L
∂pˆ
(W,Ti, θ, pˆ, qˆ),
∂pˆ
∂W
(w)
〉
+
〈
∂L
∂qˆ
(W,Ti, θ, pˆ, qˆ),
∂qˆ
∂W
(w)
〉
(A.12)
=
〈
∂L
∂W
(W,Ti, θ, pˆ, qˆ), w
〉
si on prend pˆ = p, qˆ = q (les adjoints) . Nous obtenons alors par identiﬁcation :
∇J(W ) = aW − p (A.13)
Ce qui est une formulation explicite du gradient suivant W.
A.4 Calculs numériques
D’après ce que nous venons de voir, calculer ∇J(W ) par la méthode de l’adjoint se
fait assez simplement en résolvant numériquement le système (A.1) puis en investissant ces
résultats (l’évolution des températures) dans la résolution numérique du système adjoint
(A.9), ceci aﬁn de pouvoir au ﬁnal calculer ∇J(W ) = aW − p.
Dans le cas de résolution numérique de problèmes liés à l’équation de la chaleur, la
méthode des éléments ﬁnis est en général particulièrement bien adaptée. C’est donc cette
méthode que nous allons présentement mettre en place pour résoudre successivement nos
deux systèmes d’EDP. Le problème étant à la fois spatial et temporel, nous allons d’abord
le discrétiser et le résoudre dans son domaine spatial par la méthode des éléments ﬁnis à un
instant quelconque t, puis le résoudre en temps via une méthode classique de résolution des
ODE (méthode d’Euler implicite).
La résolution ne sera présentée ici que sur le système (A.1), la résolution du système des
adjoints étant très similaire.
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A.4.1 Méthode des éléments finis (discrétisation spatiale)
Soit V =
{
v ∈ C0 ([0, L]) , v′ continue par morceaux
}
. On peut alors écrire :
ˆ L
0
[
cp
∂θ
∂t
− k
∂2θ
∂x2
]
v.dx = 0 ∀v ∈ V
Une intégration par partie permet alors de faire apparaître les conditions aux limites dans
la forme intégrale :
ˆ L
0
[
k
∂v
∂x
∂θ
∂x
+ cp
∂θ
∂t
v
]
.dx−
[
k
∂θ
∂x
v
]x=L
x=0
= 0 ∀v ∈ V
On approxime alors θ par un vecteur θ˜ ∈ V˜ , sous espace de V de dimension ﬁnie N et
de base {φj, j ∈ [1, N ]} :
θ˜(x, t) =
N
Σ
j=1
uj(t).φj(x)
Il vient alors :
N
Σ
j=1
[
uj
ˆ L
0
k
∂v˜
∂x
∂φj
∂x
dx+
∂uj
∂t
ˆ L
0
cpφj v˜.dx
]
=
[
k
∂θ
∂x
v˜
]x=L
x=0
∀v˜ ∈ V˜
Soit :
N
Σ
j=1
[
uj
(ˆ L
0
[
k
∂φi
∂x
∂φj
∂x
]
.dx
)
+
∂uj
∂t
(ˆ L
0
cpφjφi.dx
)]
= [−hθL + g(t)] δNi − h(θ0 − Ti)δ1i ∀i ∈ [1, N ]
Ce qui peut s’écrire sous la forme matricielle AU + B
∂U
∂t
= C, avec U vecteur des
éléments uj et :
ai,j =
(ˆ L
0
[
k
∂φi
∂x
∂φj
∂x
]
.dx
)
, bi,j =
ˆ L
0
cpφjφi.dx, ci = [−hθL + g(t)] δNi − h(θ0 − Ti)δ1i
On discrétise ensuite l’intervalle [0, L] en N points de coordonnées xi, i ∈ [0, N ] avec un
pas de longueur l. On choisit alors les fonctions φi telles que :
φi(x) =


x− xi−1
xi − xi−1
si xi−1 ≤ x ≤ xi
x− xi+1
xi − xi+1
si xi ≤ x ≤ xi+1
0 sinon
Ce qui donne des matrices A et B tridiagonales symétriques, classiques des éléments ﬁnis,
avec :
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

ai,i =
k
l
si i = 0 ou N, 2
k
l
sinon
ai,i+1 = ai,i−1 = −
k
l


bi,i = 2
cpl
6
si i = 0 ou N, 4
cpl
6
sinon
bi,i+1 = bi,i−1 =
cpl
6
De même, on trouve pour expression de C :

c0 = h(Ti − θ0)
ci = 0 ∀i 6= (0, N)
cN = −hθL + g(t)
(A.14)
A.4.2 Méthode d’Euler implicite (discrétisation temporelle)
Pour compléter la résolution numérique de notre problème, il ne reste plus qu’a résoudre
le système d’EDO aux conditions initiales nulles :

Ci
∂Ti(t)
∂t
+ (Sh+ Cad)Ti(t) = Shθ0(t) + f(t) +W (t)
B
∂U(t)
∂t
+ AU(t) = C(t, Ti(t), θ0(t), θL(t))
avec U le vecteur des températures de la paroi, et C le vecteur source de la paroi déﬁni
par (A.14) contenant également les conditions aux limites. Nous pouvons alors écrire :

Ci
∂Ti(t)
∂t
+ (Sh+ Cad)Ti(t) +DU = f(t) +W (t)
B
∂U(t)
∂t
+ (A+ C1)U(t) + C2Ti = C0
C0 = ( 0 · · · 0 g(t) ), C1 matrice diagonale de diagonale
(
h 0 · · · 0 h
)
, C2 =(
−h 0 · · · 0
)T , D = ( −Sh 0 · · · 0 ) tous de dimension N et enﬁn e = f(t)+W (t).
Soit, en posant X =
(
Ti(t)
U(t)
)
, M
∂X
∂t
+ ΘX = Ψ(t) avec M =
(
Ci 0
0 B
)
, Θ =(
(Sh+ Cad) D
C2 A+ C1
)
et Ψ =
(
e
C0
)
La méthode d’Euler implicite trouve son origine dans l’application de la méthode d’in-
tégration numérique des rectangles supérieurs. Elle est inconditionnellement stable, avec le
coût de résolution d’un système d’équations à chaque pas de temps. On discrétise le temps
par un intervalle △t , l’instant m se situant alors à t = m.△t. L’application de la méthode
donne alors, si (M +△tΘ)−1 inversible (ou pseudo-inversible à gauche) :

X0 =


T 0i
θ0(0)
...
θ0(N.l)


Xm+1 = (M +△tΘ)
−1.(MXm +△tΨ(m+ 1))
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A.4.3 Résultats numériques
Dans la ﬁgure suivante, nous pouvons voir les résultats de simulation et de calcul de
l’adjoint pour une conﬁguration donnée.
Figure A.2 – Simulation thermique et calcul des adjoints
La simulation est réalisée sur une heure avec un pas de temps de 7.2 secondes (choix
arbitraire), et un mur épais de 5 centimètres avec une discrétisation spatiale de 5mm. Les
paramètres physiques sont les suivants :
Ci = 1, 5404× 10
5 h = 5
cp = 1140000 k = 0, 3
α = 5 β = 0, 4
φs(t) = 51×
(∥∥∥∥cos( 2πt3600× 24)
∥∥∥∥+ cos( 2πt3600× 24)
)
T 0i = θ
0 = 5
S = 150 W = 500
d = 0, 1.10−2 Ca
Table A.1 – Paramètres de simulation en S.I.
A.4.4 Adimensionalisation
En pratique, il est toujours plus intéressant de travailler avec des grandeurs adimension-
nelles. Ceci permet en eﬀet de s’aﬀranchir d’eﬀets d’échelle lors des calculs numériques et
de pouvoir comparer entre elles les variations de grandeurs n’ayant à la base pas les mêmes
unités. Dans le cas présent, nous eﬀectuons le changement de variables suivant :
t˜ =
t
τ
, x˜ =
x
L
, T˜i =
Ti
v
, θ˜ =
θ
v
v est ici un ordre de grandeur représentatif des températures considérées (par exemple, 1
K ), τ de la constante de temps du système et L de l’épaisseur des parois. On obtient alors :
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

∂T˜i
∂t˜
+ (Sh+ Cad)
τ
Ci
.T˜i = Sh
τ
Ci
θ˜0 +
τ
vCi
f +
τ
vCi
W t˜ ∈ [0, 1]
T˜i(t˜ = 0) =
T 0i
v
cp
Ci
∂θ˜
∂t˜
−
kτ
CiL2
∂2θ˜
∂x˜2
= 0 x˜ ∈ [0, 1] , t˜ ∈ [0, 1]
∂θ˜
∂x˜
∣∣∣∣∣
x˜=0
=
hL
k
(θ˜0 − T˜i) t˜ ∈ [0, 1]
∂θ˜
∂x˜
∣∣∣∣∣
x˜=1
= −
hL
k
θ˜L +
L
kv
g t˜ ∈ [0, 1]
θ˜(x˜, t˜ = 0) =
θ0(x˜)
v
(A.15)
Ce qui donne le système adimensionnel suivant :

∂T˜
∂t
+ (Sh¯+ C¯ad).T˜i = Sh¯θ˜0 + f¯ + W¯ t˜ ∈ [0, 1]
T˜i(t˜ = 0) =
T 0i
v
C¯
∂θ˜
∂t˜
− k¯
∂2θ˜
∂x˜2
= 0 x˜ ∈ [0, 1] , t˜ ∈ [0, 1]
∂θ˜
∂x˜
∣∣∣∣∣
x˜=0
= Bi(θ˜0 − T˜i) t˜ ∈ [0, 1]
∂θ˜
∂x˜
∣∣∣∣∣
x˜=1
= −Biθ˜L + g¯ t˜ ∈ [0, 1]
θ˜(x˜, t˜ = 0) =
θ0(x˜)
v
(A.16)
Les expressions des paramètres du système adimensionnel (A.16) en fonction des an-
ciens paramètres sont détaillées dans le tableau A.2. Ce système est entièrement équivalent
au système (A.1) et sa résolution numérique est identique. On remarquera l’apparition du
nombre de Biot Bi représentant le rapport du temps caractéristique du transfert thermique
vers l’extérieur de la paroi sur son temps caractéristique de diﬀusion interne.
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Paramètre Expression
Coeﬃcient d’échange convectif h¯ =
hτ
Ci
Capacité thermique de l’air C¯a =
Caτ
Ci
« Perturbations » thermiques f¯ =
τ
vCi
f, g¯ =
L
kv
g
Puissance de chauﬀage W¯ =
τ
vCi
W
Capacité thermique de la paroi C¯ =
cp
Ci
Conductivité thermique k¯ =
kτ
CiL2
Nombre de Biot Bi =
hL
k
Table A.2 – Paramètres physiques adimensionnés
A.5 Contrôle optimal et système d’optimalité
Grâce au calcul de l’adjoint nous sommes à présent en mesure de calculer numériquement
et rapidement ∇J(W ), et donc de mettre en place des algorithmes d’optimisation basés sur
une descente de gradient. Il se trouve que dans le cas où a est non nul, nous pouvons exprimer
la solution exacte de notre problème de contrôle optimal comme étant celle d’un système
aux EDO et EDP dont le coût de calcul est sensiblement le même que celui d’un calcul
d’adjoints.
En eﬀet, sous réserve de l’existence d’une commande optimale et en l’absence de contraintes
sur la commande, on est au point optimal lorsque ∇J(W ) = aW − p = 0 soit W =
p
a
.
En introduisant cette égalité dans (A.1), on obtient alors pour x ∈ [0, L] , t ∈ [0, T ] le
système augmenté : 

Ci
∂Ti(t)
∂t
+ (Sh+ Cad)Ti(t) = Shθ0(t) + f(t) +
p
a
Ti(t = 0) = T
0
i
cp
∂θ
∂t
− k
∂2θ
∂x2
= 0
k
∂θ
∂x
∣∣∣∣
x=0
= h(θ0 − Ti)
k
∂θ
∂x
∣∣∣∣
x=L
= −hθL + g(t)
θ(x, t = 0) = θ0
Ci
dp
dt
= (Sh+ Cad)p− Shq0 + b(Ti − Tc)
p(t = T ) = T 0i
−cp
∂q
∂t
− k
∂2q
∂x2
= 0
q(x, t = T ) = θ0
k
∂q
∂x
∣∣∣∣
x=L
= −hqL
k
∂q
∂x
∣∣∣∣
x=0
= h(q0 − p)
(A.17)
En résolvant numériquement ce système qui présente deux conditions aux limites tem-
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porelles (avec, par exemple, des éléments ﬁnis ou diﬀérences ﬁnies en espace et en temps
prenant en compte les conditions initiales et ﬁnales), nous obtenons une solution pour p qui
nous permet de calculerW =
p
a
et nous garantit de fait ∇J(W ) = 0. La ﬁgure A.3 représente
la commande calculée et l’erreur résultante par rapport à la température de consigne pour ,
a = 1 et b = 106 et :
Tc =
{
Tosi t ∈
[
T
2
,
3T
4
]
, 18°C sinon
}
Figure A.3 – Commande optimale : loi de commande et erreur résultante
Ici, on remarque que la température maximale atteinte n’est que de 3°C environ en
dessous de la température maximale de consigne. Il faudrait multiplier le paramètre b par
10 pour réduire cet écart à 0.4°C. En réalité, le rapport
b
a
est un critère d’ajustement pour
la commande que l’on synthétise. Il doit être choisi pour se conformer à l’écart maximal que
l’on s’autorise par rapport à la consigne.
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Figure A.4 – Écart Timax−Tcmax suivant b, avec commande optimale calculée pour a = 1
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« De l’instrumentation au contrôle optimal prédictif pour la perfor-
mance énergétique du bâtiment »
Thèse de Doctorat - Université Grenoble Alpes
Nils Artiges
Dans un souci croissant de réduction de l’impact environnemental, la commande prédic-
tive du bâtiment apparaît comme un levier de la maîtrise énergétique dans ce secteur.
Cette thèse vise à identiﬁer les liens entre commande prédictive et instrumentation dans
le bâtiment, au travers d’une stratégie de commande prédictive basée sur une méthode
générique de simulation et d’optimisation de modèles de bâtiments détaillés. Cette méthode
met en œuvre un calcul rapide de gradient par méthode adjointe.
La stratégie de commande est ici testée sur le cas d’une maison expérimentale instru-
mentée, en simulation et sur le bâtiment réel, ce qui nous permet d’explorer les besoins
d’instrumentation. Par ailleurs, nous montrons que notre approche du contrôle optimal et
du calcul de gradients ouvre la voie à des études de sensibilité permettant de sélectionner
les paramètres à calibrer, et à terme les capteurs les plus pertinents pour la calibration de
modèles prédictifs.
Mots clés : Commande optimale/prédictive, modélisation zonale-nodale, calibration de
modèle de bâtiment, estimation d’état, analyse de sensibilité, méthode adjointe
«From instrumentation to optimal predictive control for buildings
energy efficiency»
Ph.D. Thesis - Grenoble Alps University
Nils Artiges
More eﬃcient energy management of buildings through the use of Model Predictive Con-
trol techniques is a key issue to reduce the environmental impact of buildings.
This thesis explores the links between MPC techniques and on site sensor measurements
in buildings, and in particular a MPC strategy based on a generic simulation and optimiza-
tion method using detailed building models. This method implements the adjoint approach
to provide a fast computation of gradients used for optimization.
The control strategy is here tested on the case of an experimental house, both in sim-
ulation and on the real building, which is used as a benchmark to explore instrumentation
needs. We show that the developed approach for optimal control and gradients computation
can lead to sensitivity studies for selecting the parameters to calibrate and choose the most
relevant sensors for predictive models calibration.
Keywords: Model Predictive Control, zonal-nodal models, buildings models calibration,
state estimation, sensitivity analysis, adjoint method
