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 ABSTRACT 
 
Retinal vessel segmentation, as a principal nonintrusive 
diagnose method for ophthalmology diseases or diabetics, 
suffers from data scarcity due to requiring pixel-wise labels. 
In this paper, we proposed a convenient patch-based 
two-stage transfer method. First, based on the information 
bottleneck theory, we insert one dimensionality-reduced 
layer for task-specific feature space. Next, the 
semi-supervised clustering is conducted to select instances, 
from different sources databases, possessing similarities in 
the feature space. Surprisingly, we empirically demonstrate 
that images from different classes possessing similarities 
contribute to better performance than some same-class 
instances. The proposed framework achieved an accuracy of 
97%, 96.8%, and 96.77% on DRIVE, STARE, and HRF 
respectively, outperforming current methods and 
independent human observers (DRIVE (96.37%) and 
STARE (93.39%)).  
 
Index Terms—Angiographic imaging, deep learning, feature 
learning, retinal vessels segmentation, transfer learning. 
 
 
1. INTRODUCTION 
 
After being processed, retinal fundus images are used to 
diagnose diseases like diabetic retinopathy, glaucoma, 
cardiovascular and hypertension. Accurately extracting 
vessels is still a difficult task for several reasons like the 
presence of noise, the low contrast between vasculature and 
background, the variations in illumination and shape. 
Moreover, due to the presence of lesions, exudates, and other 
pathological effects, the image may have large abnormal 
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regions [1]. Therefore, to diagnose and grade the diseases, an 
effective vessel segmentation method is indispensable.   
However, annotated medical segmentation datasets, 
especially in the specific field, are still relatively unavailable. 
Consequently, semi-supervised methods, which require 
small annotated datasets, are proposed to relieve the pressure 
in medical image processing [3].  
Simultaneously, transfer learning methods are applied to 
image processing. Varga et al. introduce a similarity measure 
between images to help label transfer with low-level visual 
descriptors[4]. In terms of biomedical imaging, Li et al. 
proposed transfer learning with pre-trained models in 
diabetic retinopathy disease classification [5]. Zheng 
proposed cross-modality transfer learning for shape priors, 
applying information from CT to MRI, in medical imaging 
[6].  In [7], Wu et al. applied constrained deep transfer 
learning combined with feature learning based on Deep 
Boltzmann Machines (DBM) to realize iteratively transfer 
satisfying specific priori conditions like eye shapes. 
In our paper, we propose a two-stage method to solve 
annotated data shortage in retinal fundus vessel segmentation. 
Our method, iteratively seeking proper feature space to 
achieve most task-specific transfer, is introduced to transfer 
data from other organs (e.g. vessels in lungs) or from 
different contexts (e.g. neurons) to solve overfitting and 
facilitate to learn features 
2. PREPROCESSING AND METHODOLOGY 
2.1. Preprocessing 
We work on the green channel of the retinal image since the 
green channel of the RGB color retinal image presents a 
higher contrast between the vessels and the background. In 
addition, we normalize the green channels of images by using 
the following formula: 
𝐼𝑃𝐺 =
𝐼𝐺−𝜇
𝜎
                                      (1) 
where μ and σ denote the mean and standard deviation of the 
  
image data. PGI  and GI  are the preprocessed and original 
green channel input, respectively. 
We apply the CLAHE [8] operator to obtain a local 
contrast enhanced retinal image. Then, Gamma adjustment [9] 
is applied to normalized images after contrast limited 
adaptive histogram equalization. The gamma adjustment is 
mainly used for image correction, and the image with too 
high grayscale or low grayscale is corrected to enhance the 
contrast. On DRIVE, we apply a gamma value of 1.2.  
 
2.2. General framework 
 
The method will be introduced regarding DRIVE as a task 
database. The framework as shown in Fig. 1 takes cropped 
patches as input. Cropping not only augments training data 
but also converts segment object from entire retinal images to 
small patches including plenty of thin vessels.  
 
Fig. 1 The overview of the proposed general framework. It consists 
of dimensionality-reduced Unet to establish a feature space from 
cropped images and Semi-Supervised Clustering algorithm with a 
voting mechanism to select effective transfer samples.  
 
Then, to obtain the result of a complete image, we must 
stitch predicted patches into a complete image. This strategy 
utilizes context information and helps eliminate accidental 
errors.  
Another key point in our proposed framework is 
selectively transferring instances for segmentation. Feature 
space is one of the most important factors in transfer learning, 
while our method is based on datasets from various context.  
Therefore, iterations between transfer learning and feature 
learning are needed when seeking a proper latent feature 
space to narrow the gap between the source domain and 
target domain to describes both DRIVE and other datasets 
better.  
2.3. Feature learning through dimensionality-reduced 
Unet 
The intuition behind the Dimensionality-Reduced Layer is 
the Information Bottleneck Theory. The proposed neural 
network architecture is derived from the Unet architecture, 
while the database of retinal fundus vessels is quite limited, 
and features are relatively less diversified.  
In the general supervised setting, we want to learn the 
conditional distribution p(𝒚|𝒙)of some random variable 𝐲, 
which we refer to as the task, given (samples of the) input 
data 𝐱. In our case, 𝐱 can also refer to the output of hidden 
layers, which is mostly more than 20,000 dimensions like the 
layer in the middle of Fig. 2. In such cases, a large part of the 
variability in 𝐱 is actually due to nuisance factors that affect 
the data, but are otherwise irrelevant for the task. 
In terms of representation learning, the output of the 
middle layers is latent variables 𝐳 that can describe 𝐱 with 
much fewer dimensions. Thus, the problem can be 
formulated as  
minimize   𝐼(𝐱, 𝐳) 
s. t.    𝐼(𝐱, 𝐲) − 𝐼(𝐳, 𝐲) = 0                   (2) 
where 𝐼(𝐱, 𝐳) refers to the mutual information between 𝐱 
and 𝐳. Thus, this optimization problems means, to improve 
our specific task 𝒚, irrelevant latent variables must be ruled 
out, while the most relevant latent variables should be 
maintained. 
Since the problem is hard to solve, [10] propose a 
generalization known as the Information Bottleneck 
Principle, associated with the Lagrangian form as 
ℒ =   𝐼(𝐱, 𝐳) + 𝜆(𝐼(𝐱, 𝐲) − 𝐼(𝐳, 𝐲))                (3) 
And this problem would be solved during the training of 
Dimensionality-Reduced Network. Based on this solution, 
we can obtain the optimal transformation corresponds to our 
specific task, retinal vessel segmentation. The solution and 
transformation are 
∂ℒ(𝐳∗)
∂𝐳
=   0 
𝐳∗ = 𝑓𝜃(𝐱) 
𝑖∗ ∈ arg min
𝑖
𝑓𝜃(𝐱
𝑇𝑎𝑟𝑔𝑒𝑡) − 𝑓𝜃(𝐱𝑖
𝑆𝑜𝑢𝑟𝑐𝑒)        (4) 
where θ is the weights, while 𝑖 and 𝑖∗ refer to the index of 
images from the source domain and the image to transfer, 
respectively. In other words, in this latent space, features 
irrelevant to vessel segmentation (𝒚) will be ignored. 
In terms of structures, our network is simplified based on 
U-net. The architecture is shown in Fig. 2. The loss function 
is the cross-entropy and the Adam optimizer is employed 
[10]. The dimensionality-reduced layer which implements 
the feature extraction after dimensionality reduction is 
framed. 
2.4. Transfer through semi-supervised clustering 
With learned feature space, Semi-supervised K-Means 
method is used to selectively transfer similar samples to 
facilitate feature learning of Unet in progress or decide 
transferred images in the end. Supervisory information is a 
small amount of picture-level labeled samples (i.e. all images 
in DRIVE and images selected from CHASE, STARE and 
HRF). The sample set is defined as 𝐷 = {𝑥1, 𝑥2, … , 𝑥𝑚}. 
Since we crop the input as we proposed, each of the images 
in the sample set whether labeled or unlabeled ought to be 
  
cropped. We select ten patches from each image so that the 
sample set is redefined as 𝐷′ = {𝑥1
1, 𝑥2
1, … , 𝑥10
1 , … , 𝑥10
𝑚 }. 
 
 
Fig. 2. Dimensionality-reduced Unet architecture. Blue boxes 
correspond to multi-channel feature maps. The dimensions are 
around the box, with arrows denoting different operations. Besides, 
to realize rapid iterations and guarantee the convergence of 
clustering, feature maps should be reduced with accuracy 
maintained. 
 
The labeled sample set is defined as S =∪𝑗=1
𝑘 𝑆𝑗 ⊂ 𝐷
′ , 
where 𝑆𝑗 ≠ ∅ is the sample of the j
th cluster. Labeled samples 
are used as seeds directly and to initialize the k cluster centers 
of the K-Means algorithm. In addition, the cluster 
membership of the seed samples does not change during the 
cluster’s iterative updating. The Iterative update stops when 
the mean vector of cluster centers become unchanged. 
Based on the Constrained Seed K-Means algorithm 
described above, a patch-based voting mechanism is 
introduced. The pseudocode of our algorithm is described as 
following. 
Algorithm: Semi-Supervised Clustering 
 
Input:  Dataset: D = {𝑥1, 𝑥2, … , 𝑥𝑚}; 
Each sample 𝑥 is cropped randomly into 10 patches: 𝐷′ =
{𝑥1
1, 𝑥2
1, … , 𝑥10
1 , … , 𝑥10
𝑚 }; 
Labeled dataset: S =∪𝑗=1
𝑘 𝑆𝑗 ⊂ 𝐷
′ 
(𝑆0:DRIVE,𝑆1:STARE,𝑆2:HRF); 
Number of clusters: k(k=3) 
Process: 
1. for j=1, 2, ..., k do 
2.   Initialize mean vector 𝜇𝑗 =
1
|𝑆𝑗|
∑ 𝑥𝑥∈𝑆𝑗  
3. end for 
4. repeat 
5.   Initialize set of clusters 𝐶𝑗 ← ∅(1 ≤ 𝑗 ≤ 𝑘) 
6.   for j =1, ..., k do 
7.     for all x ∈ 𝑆𝑗 do 
8.       First divide labeled samples into corresponding cluster collection 
𝐶𝑗 ← 𝐶𝑗 ∪ {𝑥} 
9.     end for 
10.   end for  
11.   for all 𝑥𝑖𝜖𝐷\𝑆 (1 ≤ i ≤ m) do 
12.     Initialize set of cluster results of patches of each group 𝑟𝑁 ← ∅ 
13.     for all 𝑥𝑛
𝑖 𝜖𝐷\𝑆 (1 ≤ n ≤ 10) do 
14.       Compute distance 𝑑𝑛𝑗
𝑖 = ‖𝑥𝑛
𝑖 − 𝜇𝑗‖2 
15.       Find nearest cluster to sample 𝑥𝑛
𝑖 : 𝑟𝑛 = arg 𝑚𝑖𝑛𝑗∈{1,2,..,𝑘} 𝑑𝑛𝑗
𝑖  
16.       Put every individual clustered result into a collection 𝑟𝑁 ← 𝑟𝑁 ∪
{𝑟𝑛} 
17.     end for 
18.     Find the element most often appear in 𝑟𝑁 : r 
19.     Divide 𝑥𝑖 into the corresponding cluster collection 𝐶𝑟 ← 𝐶𝑟 ∪ {𝑥
𝑖} 
20.   end for 
21.   for j=1, 2, ..., k do 
22.     Update mean vector 𝜇𝑗 =
1
|𝐶𝑗|
∑ 𝑥𝑥∈𝐶𝑗  
23.   end for 
24.  until mean vector does not update 
 
3. EXPERIMENT AND RESULTS 
3.1. Databases 
In the experimental part, we mainly rely on the public 
dataset DRIVE [11] for evaluating the feasibility and validity 
of the proposed algorithm.  
Due to the small sample size of DRIVE, we are motivated 
to use several datasets for  transfer, either because they 
(STARE  [12], CHASE [13], HRF [14]) are also fundus 
image datasets (same-class), or because their (CREMI [15], 
STARERAW [16], VascuSynth [17], Cellular_2DNuclei 
[18]) domain may have commonality with the source domain 
of DRVIE (cross-class datasets, but with filament structures, 
medical-related and textures etc.)   
3.2. Training parameters 
Here, we would introduce our strategies, regarding DRIVE 
as the task dataset as well. Training consists of iterations 
between feature learning through Unet whose input images 
are cropped. Every image is cropped into 500 52x52 patches 
and selectively transferred through semi-supervised 
clustering.  
Unet provides a dimensionality-reduced task-specific 
feature space describing images for semi-supervised 
clustering. In return, selected images and DRIVE help Unet 
to build a feature space with less gap between the source 
domain and target domain. The iteration ends when the 
performance reaches the optimal point and degenerates. 
In Unet, we initialize weights by Xavier method [19] and 
train them applying Adam optimization [10].  
In semi-supervised clustering, we use datasets HRF and 
STARE, which are also retinal images and tested to be 
helpful, with DRIVE, as seeds (labeled sets) to guide 
clustering images from other datasets.  Correspondingly, 
when evaluating STARE, we take DRIVE and HRF as 
guidance seeds (only training sets). 
To calculate loss, we must stitch predicted patches into a 
complete image. Here we take the advantages of overlapped 
patches, which means the segment result of each pixel is 
determined by all patches covering that pixel.  
3.3. Validation and experiments 
Based on our framework introduced in Section III, we 
firstly conduct experiments regarding DRIVE as the target 
task and other datasets as source tasks. 
Our method is also tested on official STARE and HRF test 
sets respectively. We present the performance of networks 
  
tested on the test sets in terms of area under the ROC curve 
(AUC), accuracy (Acc), sensitivity (Sen) and specificity 
(Spe). And the area under the ROC curve (AUC) is calculated 
for quality evaluation.  
3.3.1. Validation experiments on DRIVE 
To validate the proposed method, the result is compared 
with other segmentation methods: (1) the original 
patch-based Unet without transfer learning [19]; independent 
human observers (here, the second official manual 
segmentation result of DRIVE is regarded as the 
performance of a human observer) [11]; the no-pool 
architecture in knowledge transfer mode, which is directly 
adding the training set of STARE to DRIVE [20].  
As is shown in Table II, the proposed method outperforms 
the independent human observer and the original patch-based 
Unet. Moreover, through Table 1, we can conclude that the 
knowledge transfer, combining STARE and DRIVE, used in 
[20], simply combing similar databases is not effective.  
 
Table 1 Comparison between Manual Segment, Patch-Based Unet 
and Proposed Patch-Based Transfer Method on Drive 
Method 
Transfe
r 
Acc Sen Spe AUC 
Human observer - 0.9637 0.7742 0.9819 - 
No-Pool 
Architecture1[20] 
√ 0.9491 - - 0.9700 
No-Pool 
Architecture2[20] 
× 0.9495 - - 0.9720 
Feng [21] × 0.9560 0.7811 0.9839 0.9792 
Proposed Method √ 0.9700 0.7864 0.9876 0.9862 
 
3.3.2. Comparison with proposed methods 
To visualize the performance, comparisons between the 
manual segmentation and predicted result are shown in Fig. 
3. 
   
(a)                              (b)                                  (c) 
Fig. 3. Exemplar vessel segmentation results of the 20𝑡ℎ image in 
test set of DRIVE. (a) the fundus image after preprocessing, (b) the 
manual annotation and (c) the predicted probability map. 
 
As shown in Table 2, our approach achieves 
state-of-the-art performance, because our method managed 
to accurately segment both thick and thin vessels without 
noise points. 
With the same architecture applied to DRIVE, we test the 
network on STARE and HRF. The results are shown in Table. 
3 and Table 4. After transfer and threshold operation, the 
networks’ performance reaches a state-of-the-art level as 
well, with the help of several other databases.  
 Among those datasets, except for retinal databases, 
datasets like CREMI (a neuron dataset) are tested to be most 
effective on promoting retinal vessel segments. However, 
STARERAW, which is also a retinal image database, brings 
negative effects to retinal vessel segmentation, due to its 
ophthalmology diseases. 
 
Table 2 Comparison results on the DRIVE datasets 
Segment method Acc Sen Spe AUC 
Human observer 0.9637 0.7742 0.9819 0.8780 
Staal  [11] 0.9440 0.7190 0.9770 0.9520 
Mendonca[22] 0.9450 0.734 0.976 - 
Zhang [23] 0.9476 0.7743 0.9725 0.9636 
Li [24] 0.9527 0.7569 0.9816 0.9738 
Dasgupta [25] 0.9533 0.7691 0.9801 0.9744 
Yan [26] 0.9542 0.7653 0.9818 0.9752 
Xie [27] 0.9560 0.7811 0.9839 0.9792 
Ricci [28] 0.9590 0.7750 0.9630 - 
Proposed 0.9700 0.7864 0.9876 0.9862 
 
Table 3 Comparison results on the STARE datasets 
Segment method Acc Sen Spe AUC 
Human observer 0.9339 0.8953 0.9374 0.9170 
Staal [11] 0.9520 0.6970 0.9810 0.9610 
Roychowdhury [20] 0.9560 0.7320 0.9840 0.9670 
Zhao [29] 0.9560 0.7800 0.9780 0.8740 
Li [24] 0.9628 0.7726 0.9844 0.9879 
Ricci [28] 0.9584 - - 0.9602 
Soares [30] 0.9480 0.7200 0.9750 0.9670 
Marin [31] 0.9526 0.6944 0.9819 0.9769 
Fraz [32] 0.9534 0.7548 0.9763 0.9768 
Lam [33] 0.9470 - - 0.9740 
Proposed 0.9680 0.6858 0.9893 0.9787 
 
Table 4 Comparison results on the HRF datasets 
Segment method Acc Sen Spe AUC 
Fraz [34] 0.9430 0.7152 0.9759 - 
Odstrcilik [35] 0.9494 0.7741 0.9669 - 
Yu [36] 0.9515 0.7811 0.9685 - 
Annunziata [37] 0.9581 0.7128 0.9836 - 
Proposed 0.9677 0.7249 0.9873 0.9827 
 
4. CONCLUSION  
In this paper, we propose a task-specific transfer method 
based on the information bottleneck theory to solve the data 
scarcity in medical image segmentation. Our method 
outperformed state-of-the-art methods with an accuracy of 
97%, 96.8% and 96.77% on DRIVE, STARE and HRF 
respectively, outperforming both current competitor methods 
and independent human observers (DRIVE (96.37%) and 
  
STARE (93.39%)). Most importantly, we proved that with 
appropriate transfer methods, the selected cross-class 
databases may improve segmentation better than seemingly 
similar homogeneous databases.  
5. REFERENCES 
[1] Z Zhang, Z Liu, N Li, et al. “Expert consensus on the diagnosis of 
osteoporosis in Chinese Population,” Chin J Osteoporos, vol.09(4), 
pp.1007-1010,2014. 
[2] Adeli E , Thung K H , An L , et al. "Semi-Supervised Discriminative 
Classification Robust to Sample-Outliers and Feature-Noises," IEEE 
Transactions on Pattern Analysis and Machine Intelligence, 41(2), pp. 
515-522, 2019. 
[3] M. Borga, T. Andersson and O. D. Leinhard, "Semi-supervised learning 
of anatomical manifolds for atlas-based segmentation of medical 
images," 2016 23rd International Conference on Pattern Recognition 
(ICPR), Cancun, pp. 3146-3149,2016. 
[4] R. Varga and S. Nedevschi, "Label Transfer by Measuring 
Compactness," IEEE Transactions on Image Processing, vol. 22, no. 12, 
pp. 4711-4723, Dec. 2013.  
[5] X. Li, T. Pang, B. Xiong, W. Liu, P. Liang and T. Wang, "Convolutional 
neural networks based transfer learning for diabetic retinopathy fundus 
image classification," International Congress on Image and Signal 
Processing, BioMedical Engineering and Informatics (CISP-BMEI), 
Shanghai, pp. 1-11, 2017. 
[6] Y. Zheng, "Cross-modality medical image detection and segmentation 
by transfer learning of shapel priors," International Symposium on 
Biomedical Imaging (ISBI), New York, NY,  pp. 424-427, 2015. 
[7] Y. Wu and Q. Ji, "Constrained Deep Transfer Feature Learning and Its 
Applications," 2016 IEEE Conference on Computer Vision and Pattern 
Recognition (CVPR), Las Vegas, NV, pp. 5101-5109,2016.  
[8] S.M. Pizer, E.P. Amburn, “Adaptive histogram equalization and its 
variations,” Comput. Vis. Graph. Image Process. 39 (3),pp. 355–368, 
1987. 
[9] C Tseng, S Wang,  Y Lai, et al. 67.5: “Image Detail and Color 
Enhancement Based on Channel-Wise Local Gamma Adjustment,” Sid 
Symposium Digest of Technical Papers, 40(1), pp. 1022–1025, 2009. 
[10] N. Tishby, F. C. Pereira, and W. Bialek, “The information bottleneck 
method,” in Proc. 37-th Annu. Allerton Conf. Commun., Control 
Comput.,pp. 368–377,1999. 
[11] J. Staal, M. D. Abràmoff, M. Niemeijer, M. A. Viergever, and B. van 
Ginneken, “Ridge-based vessel segmentation in color images of the 
retina,” IEEE Trans. Med. Imag., vol. 23, no. 4, pp. 501–509, Apr. 2004 
[12] A. Hoover, V. Kouznetsova, and M. Goldbaum, “Locating blood 
vessels in retinal images by piecewise threshold probing of a matched 
filter response,” IEEE Trans. Med. Imag., vol. 19, no. 3, pp. 203–210, 
Mar. 2000 
[13] C. G. Owen et al., “Measuring retinal vessel tortuosity in 10-year-old 
children: Validation of the computer-assisted image analysis of the 
retina (CAIAR) program,” Invest. Ophthalmol. Vis. Sci., vol. 50, no.5, 
pp. 2004–2010, 2009. 
[14] A Budai et al, Georg, “Robust Vessel Segmentation in Fundus Images,” 
International Journal of Biomedical Imaging, vol. 2013, 2013. 
[15] A Cardona et al. “An Integrated Micro- and Macroarchitectural 
Analysis of the Drosophila Brain by Computer-Assisted Serial Section 
Electron Microscopy,” PLoS Biology, 8(10) , e1000502,2010 
[16] N Popovic, M Radunovic, B Jelena, et al, “Manually segmented 
vascular networks from images of retina with proliferative diabetic and 
hypertensive retinopathy,” Data in Brief, S2352340918302464,2018. 
[17] G Hamarneh, P Jassi, “VascuSynth: simulating vascular trees for 
generating volumetric image data with ground-truth segmentation and 
tree analysis,” Computerized Medical Imaging & Graphics the Official 
Journal of the Computerized Medical Imaging Society, 34(8):605, 2010. 
[18] E. D Gelasca, J Byun, B Obara, et al, “Evaluation and benchmark for 
biological image segmentation,” IEEE International Conference on 
Image Processing, pp.1816-1819,2008. 
[19] X Glorot, Y Bengio. “Understanding the difficulty of training deep 
feedforward neural networks,” Journal of Machine Learning Research, 
pp. 249-256, 2010. 
[20] L Paweł, and K. Krawiec. "Segmenting Retinal Blood Vessels With 
Deep Neural Networks." IEEE Transactions on Medical Imaging 
35.11,2369-2380, 2016. 
[21] Z. Feng, J. Yang and L. Yao, "Patch-based fully convolutional neural 
network with skip connections for retinal blood vessel 
segmentation," 2017 IEEE International Conference on Image 
Processing (ICIP), Beijing, pp. 1742-1746, 2017. 
[22] A. Mendonca and A. Campilho, “Segmentation of retinal blood vessels 
by combining the detection of centerlines and morphological 
reconstruction,” IEEE Trans. Med. Imag., vol. 25, no. 9, pp. 1200–1213, 
Aug. 2006.  
[23] J. Zhang et al., “Robust retinal vessel segmentation via locally adaptive 
derivative frames in orientation scores,” IEEE Trans. Med. Imag., vol. 
35, no. 12, pp. 2631-2644, Aug. 2016. 
[24] Q. Li et al., “A cross-modality learning approach for vessel 
segmentation in retinal images,” IEEE Trans. Med. Imag., vol. 35, no. 1, 
pp. 109-118, Jan. 2016. 
[25] A. Dasgupta, and S. Singh, “A fully convolutional neural network based 
structured prediction approach towards the retinal vessel segmentation,” 
Proc. ISBI, pp. 18-21, 2017. 
[26] Z Yan, X Yang, K T T Cheng. “Joint Segment-level and Pixel-wise 
Losses for Deep Learning based Retinal Vessel Segmentation,” IEEE 
Transactions on Biomedical Engineering,65(9), pp.1912 - 1923, 2018 
[27] S. Xie and Z. Tu, "Holistically-Nested Edge Detection," 2015 IEEE 
International Conference on Computer Vision (ICCV), Santiago, pp. 
1395-1403, 2015.  
[28] E. Ricci and R. Perfetti, “Retinal blood vessel segmentation using line 
operators and support vector classification,” IEEE Trans. Med. Imag., 
vol. 26, no. 10, pp. 1357–1365, Oct. 2007. 
[29] Y Zhao, L Rada, K Chen et al, “Automated Vessel Segmentation Using 
Infinite Perimeter Active Contour Model with Hybrid Region 
Information with Application to Retina Images.” IEEE Transactions on 
Medical Imaging, 34(9):1797-1807, 2015. 
[30] J. Soares et al., “Retinal vessel segmentation using the 2-D Gabor 
wavelet and supervised classification,” IEEE Trans. Med. Imag., vol. 25, 
no. 9, pp. 1214–1222, Sep. 2006. 
[31] D. Marín, A. Aquino, M. E. Gegúndez-Arias, and J. M. Bravo, “A new 
supervised method for blood vessel segmentation in retinal images by 
using gray-level and moment invariants-based features,” IEEE Trans. 
Med. Imag., vol. 30, no. 1, pp. 146–158, Jan. 2011. 
[32] M. M. Fraz et al, “An ensemble classification-based approach applied to 
retinal blood vessel segmentation,” IEEE Trans. Biomed. Eng., vol. 59, 
no. 9, pp. 2538–2548, Sep. 2012. 
[33] B. Lam et al., “General retinal vessel segmentation using 
regularizationbased multiconcavity modeling,” IEEE Trans. Med. Imag., 
vol. 29, no. 7, pp. 1369–1381, Mar. 2010. 
[34] M. M. Fraz, P. Remagnino, A. Hoppe, B. Uyyanonvara, A. R. Rudnicka, 
C. G. Owen, and S. A. Barman, “Blood vessel segmentation 
methodologies in retinal images–a survey,” Computer Methods and 
ProgramsIn Biomedicine, vol. 108, no. 1, pp. 407–433, 2012. 
[35] J. Odstrcilik, R. Kolar, A. Budai, J. Hornegger, J. Jan, J. Gazarek, T. 
Kubena, P. Cernosek, O. Svoboda, and E. Angelopoulou, “Retinal 
vessel segmentation by improved matched filtering: Evaluation on a 
new highresolution fundus image database,” IET Image Process., vol. 7, 
no. 4, pp. 373–383, 2013 
[36] H. Yu, S. Barriga, C. Agurto, G. Zamora, W. Bauman, and P. Soliz, 
“Fast vessel segmentation in retinal images using multiscale 
enhancement and second-order local entropy,” Proc. SPIE, vol. 8315, 
pp. 83151B-1– 83151B-12, Feb. 2012 
[37] R. Annunziata, A. Garzelli, L. Ballerini, A. Mecocci and E. Trucco, 
"Leveraging Multiscale Hessian-Based Enhancement With a Novel 
Exudate Inpainting Technique for Retinal Vessel Segmentation," 
in IEEE Journal of Biomedical and Health Informatics, vol. 20, no. 4, 
pp. 1129-1138, July 2016. 
 
