ABSTRACT Millimeter-wave (mmWave) communications are a key enabler of gigabit access using large spectrum resources. Most relevant works focus on the design of radio access networks (RANs), but a transport layer design tends to be overlooked despite its importance as a data supply to the RAN. Recent studies reported that transmission control protocol (TCP)-the de facto standard for the transport layer-is problematic in mm-Wave communications because the sending rate cannot be controlled due to the drastic channel status change between line-of-sight (LoS) and non-LoS (NLoS); this is known as TCP performance collapse problem (TPCP). The TPCP can be alleviated if a cache is deployed in a base station, such that TCP packets from servers are stored in the cache during NLoS and forwarded to the RAN immediately when the channel becomes LoS. This paper overcomes the TPCP by making full use of the mmWave spectrum via efficient cache utilization. Here, a caching gain is analyzed and defined as the end-to-end rate ratio between TCPs with and without cache. This results show that the gain is maximized by forwarding packets to the RAN whenever the wireless channel is available. Based on this, we propose a novel cache-enabled TCP framework called mmWave TCP (mmTCP) with two key functionalities. The first is a batch retransmission, where packets likely to be lost during NLoS are simultaneously retransmitted once the channel becomes LoS. The second is an online cache management, where the cache is being reallocated to different users given the current channel and cache status. The performance of the mmTCP is evaluated by a realistic network simulator-version 3 under different environments, such that 48% and 10% end-to-end rate improvements are made in single-and multi-user cases, respectively.
I. INTRODUCTION
Millimeter-wave (mmWave) communications will likely play a key role in enabling gigabit access for 5G networks by extending available bandwidth [1] . This will lead to a wide range of active research areas from beamforming [3] , resource allocation [4] , and network modeling [5] . These mostly optimize the link-level performance on radio access networks (RANs). In this work, we explore a different aspect: the end-to-end performance on transmission control protocol (TCP). This is important because one key requirement of 5G is to provide seamless end-to-end mobile services-most of these are TCP-based applications (e.g., video streaming, file transmission, and web browsing). However, mmWave channel's sharp dynamics is represented by line-of-sight (LoS) and non-LoS (NLoS), which makes it difficult to quickly adjust the server's TCP sending rate. This leads to a TCP performance collapse problem (TPCP) elaborated in the following subsection.
To address the issue, we add a new caching feature as a buffer to store intermediate packets at the network edge [e.g., base station (BS)], allowing 1) the server to send packets regardless of channel status and 2) the base station to react to the channel quickly. Based on this framework, we derive a theoretical caching gain on end-to-end throughput under the constraints of cache size and wireless channel capacity, and then propose a new cache-enabled network design to achieve the gain. Fig. 1 represents a graphical example of a TPCP in mmWave networks. In general, the server controls its TCP sending rate by estimating the link capacities through acknowledgements (Acks) from user equipment (UE). However, the Ack-based capacity estimation sometimes misrecognizes the channel status due to the propagation delay between the server and the UE measured by Round-Trip Time (RTT) leading to cascading transmission failures especially when the channel is changed to NLoS. This minimizes the server's sending rate. The server cannot increase its sending rate quickly even when the channel becomes LoS again, and the resulting end-to-end rate remains quite low. Several studies detail the TPCP [6] , [7] . Note that there have been some trials on TCP design to overcome the variation of wireless fading channels (e.g., [21] - [25] ). Nevertheless, these works cannot properly cope with the TPCP because they are based on the key assumption that the Ack from the UE to the server is reliably delivered-this does not hold under NLoS in mmWave networks.
B. CACHE-ENABLE TCP IN WIRELESS NETWORKS
For the past decade, caching has been considered to be a key technology for 5G. It deploys a large volume of storage at the network edge to alleviate the heavy burden on backhaul networks and achieves ultra-low latency services [8] . Optimizing content placement is an active research area by applying various mathematical tools, e.g., stochastic geometry [9] , mean-field theory [10] , cross-entropy optimization [11] and machine learning [12] . In other researches, the content caching is exploited in mmWave networks to improve performance of mobile UEs during handover [13] , [14] and to increase spectral efficiency [15] .
One alternative is cache-enabled TCP where TCP packets are stored in the network edge to enable a quick response depending on the condition of wireless channels. That is the main theme of this paper. Prior work [16] splits the entire TCP into sub-TCPs from servers to a BS and a BS to UEs, a.k.a. split-TCP. This makes the servers deliver packets regardless of wireless channel conditions. The delivered packets are then saved in the cache in the BS, and the BS can control its sending rate according to the wireless channel. Other work [17] studied the stability of split-TCP using a queuing analysis with verification by a network simulator-version 2. The cache-aware split-TCP is proposed where the BS's sending rate is controlled depending on the queue occupancy and the expected waiting time [18] . Also, a cache-aware TCP retransmission is proposed where the BS enables retransmission of a lost packet without the permission of the server if it is stored in the cache [19] .
The cache-enabled TCP could be a viable solution to overcome the TPCP if the cache is efficiently utilized. However, the above designs [16] - [19] do not consider mmWave channel properties: 1) it is highly fluctuated and 2) its maximum capacity can be larger than a wired one. This makes the problem worse by stacking many packets in the cache for a long NLoS duration resulting in frequent transmission failures. Prior work [20] proposes a new cache-enabled TCP to exploit mmWave communications, called MilliProxy. Multiple TCP packets in the cache are reassembled into one packet by removing each header file, enabling efficient control of the packet size according to channel condition.
This enables efficient control of the packet size according to channel conditions. On the other hand, MilliProxy focuses on a single-UE case, however multi-UE cases are more challenging due to the complex channel and cache status of different UEs. This calls for the development of a new cache-enabled TCP architecture to unleash the full potential of mmWave communications such that the BS can receive packets from the servers and transmit them to the multiple UEs as fast as possible by exploiting caching depending on the wireless channel conditions.
C. CONTRIBUTIONS
Here, we aim to overcome the TPCP in mmWave networks and further maximize the cache utilization efficiency with respect to the end-to-end TCP performance. Contrary to existing works on caching for long-term storage of a few popular contents [8] - [12] , we focus on its relatively shortterm memory perspective as a seamless supply of new data packets to the RAN. When an Ack is received from a UE, the corresponding packet should be discarded to secure the empty space for a new one. This type of the caching process has an analogy to a data queue whose utilization is maximized when the packet arrival rate is close to the discarding rate. It is thus important to balance the new packet arrival and packet discarding processes. The above cache-enabled TCP approaches [16] - [19] underlie most efforts to design the former process because wireless channels are considered as an object to be overcome. However, our design focuses on the latter, which has not been explored extensively. The mmWave channels are the target we use to provide higher data-rate communication services. The main contributions are summarized below.
• Achievable caching gain analysis and mmTCP: We first investigate the achievable caching gain defined as the end-to-end rate ratio between the TCP networks with and without cache and show that the gain monotonously increases when RTT increases before converging to the maximum data volume received within LoS durationthis is significantly larger than one in practice. A key achieving the gain is that the data packets in the cache should be forwarded to the RAN according to the capacity of the mmWave channels. To this end, we develop a novel cache-enabled TCP framework called an mmWave TCP (mmTCP) with two functionalities summarized as follows.
• Batch retransmission: It is expected that a large number of sequential packets are simultaneously lost due to the transmission failure in the NLoS condition. To enable fast loss recovery, we propose a batch retransmission where a series of packets are retransmitted in advance by predicting the number of lost packets. Two kinds of prediction schemes are introduced based on physical layer or higher layer information. The latter is preferred because it leads to more accurate estimation, but its use is limited depending on the lower layer configuration; the former is always available.
• Online cache management: There are multi-UEs, and the channel conditions are all different. Reflecting the channel dynamics, the entire cache should be exclusively divided into different UEs to achieve UE diversity gain. The channel status information is said to be causal because its estimation of the TCP layer relies on previous data transmissions and Ack receptions without any knowledge of channel statistics. Thus, we propose an online cache management algorithm where the cache is adaptively adjusted depending on the current cache and channel status of each UE. Note that the term ''online" refers to the condition without prior knowledge of a network-this is widely used in the computer science. Given the current information, our algorithm enables the mmTCP to reallocate the cache without a packet loss and cover the cases of UE arrival and departure.
• Realistic ns-3 simulation: The performance of the mmTCP is validated through realistic simulations on ns-3. The mmTCP is implemented based on the ns-3 mmWave module provided by the New York University Wireless Group [33] . From the simulation results, it is verified that the mmTCP improves the end-to-end TCP rate in various scenarios. For example, consider a mmWave channel where both LoS and NLoS are repeatedly switched in every one second. Under a single-UE scenario, the proposed mmTCP improves the endto-end rate by 9-fold versus the conventional TCP, and 48% than the conventional cache-enabled TCP without the batch retransmission. Under a multi-UE scenario, the 10% rate additionally increases by applying online cache management. This paper is organized as follows. The system model is described in Section II. The caching gain on the endto-end rate of cache-enabled TCP in mmWave networks is analyzed with some useful insights in Section III. The proposed mmTCP architecture and its key functionalities are elaborated in Section IV. The performance of the mmTCP is evaluated using the ns-3 simulator in Section V, followed by the concluding remarks in Section VI.
II. SYSTEM MODEL
Consider a simple end-to-end network architecture comprising N server-UE pairs and a single BS (Fig. 2) . The servers and UEs are connected to the BS via wired and wireless links, respectively. Without loss of generality, we assume that each wired link is error-free and its maximum capacity is λ [in packet/sec (pps)]. The wireless links considered here are in mmWave bands. Several obstacles such as buildings are distributed around the BS leading to significant signal-quality degradations depending on LoS/NLoS conditions.
We consider a cache-enabled TCP as a baseline of our design. Especially, for each server-UE pair, two TCP sessions are maintained by the intermediate BS: one between the server and BS (called a TCP inner session) and the other between the BS to UEs (called a TCP outer session). Both of inner and outer session are operated based on TCP as follows. In a TCP inner session, a data packet is delivered from the server to the BS via a wired link. This is immediately stored in the cache of the BS with size of L (in packets). 1 Due to the errorless delivery, its corresponding Ack is directly returned back in a reverse direction, which is defined as an early-Ack to distinguish it from an Ack that a UE sends. The early-Ack contains the remaining cache size, and thus the server controls its sending rate to avoid overflow at the cache-this is called TCP flow-control. Note that the server perceives the early-Ack as an Ack sent from the UE, and the UE considers the received packet as being directly delivered from the server. Thus, the two sessions are transparent to the both server and UE. Throughout the paper, we call the above architecture a cache-enabled TCP. 2 In a TCP outer session, data packets and Acks are wirelessly delivered between the BS and a UE, which experiences packet losses especially under NLoS conditions. The BS deletes the cached packet if the corresponding Ack arrives. Otherwise, the cached packet is retransmitted. Specifically, the UE recognizes whether some packets have been lost or not by checking the sequence number of the received data packet. The UE embeds the latest in-order sequence number in the Ack for retransmission control. For example, if the UE receives out-of-order packet delivery, then it forwards an Ack identical to previous Ack called a duplicated-Ack. When three or more duplicated Acks are received, the BS triggers the BS's retransmission of the corresponding packet. If no Ack arrives within a reasonable time, then its data packet is assumed to be lost. This is called the retransmission time-out (RTO). The BS retransmits the lost packet after the RTO timer, which is set to be the two RTTs between the packet transmission and the Ack reception as suggested previously [27] .
As a benchmark, we consider the TCP without the cache defined here as a conventional TCP. Only one TCP session exists for each server-UE pair, and the BS's role is limited by transporting the data packets and Acks between servers and UEs. The server triggers the retransmission and the RTO.
Remark 1 (Violation of End-to-End Semantic):
In the earlyAck operation, a cache-enabled TCP violates the end-to-end semantics due to misunderstanding between the reception status of a UE recognized by the server and the actual status. This makes the server delete some packets before the UE receives them. Traditionally, this end-to-end semantics has been considered to be an important guideline because the UE may not receive a data packet from the server even upon requesting its retransmission. This may be due to the hasty packet deletions in the server. However, recent studies such as [28] showed that the above concern is less of an issue in practice, due to state-of-the-art implementation handling the concern in the application layer.
III. ACHIEVABLE GAIN OF CACHE-ENABLED TCP IN mmWAVE NETWORKS
This section first analyzes the achievable gain of cacheenabled TCP in mmWave networks. This gain is defined as the end-to-end throughput ratio between a cache-enabled TCP and conventional TCP. To achieve the gain, key requirements are described next.
A. CACHING GAIN ANALYSIS
Consider a single server-UE pair (N = 1) and a periodical mmWave channel model where LoS and NLoS are repeatedly 2 The portion of cache can be used to prefetch some popular contents for a purpose of latency reduction, e.g., the initial buffering of video streaming services, which deserves further investigating in the future.
switched with durations of α and β (in sec), respectively. The channel capacity under LoS and NLoS are specified as µ and zero (in pps), respectively. To highlight mmWave band's large potential as a data booster, the LoS channel capacity µ is assumed to be larger than the wired link's maximum capacity λ. Though the above parameters are time-varying in practice, we set them as constants for tractable analysis of the caching gain. The intuitions and insights obtained from the following analysis will be used to design practical algorithms introduced below for operation in time-varying environments.
1) CONVENTIONAL TCP
Due to sequential transmission failures, the sending rate increases one by one for every RTT during LoS status. 3 Let τ denote the RTT (in sec). This is assumed to be constant during LoS duration. The number of RTTs during LoS duration β is given by β−δ τ where δ represents the time delay (in sec) until the server starts recognizing LoS status by receiving an Ack, and · is the floor function. The entire number of packets transmitted during LoS duration β is given as
where φ is the number of lost packets when the channel is
we remove the floor function leading to the following upper bound as:
which are independent of the NLoS duration α.
2) CACHE-ENABLED TCP
Even within a NLoS duration, the BS enables one request the server to send packets unless the cache is full. This makes the server's sending window continue to increase and finally reach a maximum sending rate of λ. It is straightforward for the entire data delivered from the server to be λ (α + β) (in packets) when the cache's size L is infinite (See Fig. 3a) . Consider a finite cache. Section II shows that the early-Ack contains the buffer status information making the server stop sending packets without decreasing the sending rate when the cache becomes full (as L, in packets) during NLoS duration (see Fig. 3b ). When LoS starts, the number of packets in the cache decreases, and the server restarts sending packets to the BS. Specifically, the entire data transmitted during one period of NLoS and LoS is L + λ(β − τ ) (in packets) where τ represents the time-delay to make the server restart sending packets. This is the same as the RTT specified in Section III-A.1. Combining the above two cases leads to the following:
where the first term is the full utilization of LoS channel and the second term implies that the utilization of NLoS channel is bounded by the cache size L. In other words, it is possible to exploit the full capacity of a mmWave channel when the cache size exceeds λ (α + τ ).
3) CACHING GAIN
From the maximum (2) of the conventional TCP and C cache (α, β, L) (3), the caching gain G is derived as follows.
Proposition 1 (Caching Gain):
Consider a periodic mmWave channel where the LoS and NLoS durations are specified as α and β, respectively. Given the cache size L, the lower bound of the caching gain G is
Proposition 1 shows that longer RTT τ yields higher gain. It is worth mentioning that τ is a key reason for TPCP in the sense that it is equivalent to the time delay required to update the channel information at the server. This leads to misalignment between the server and UE with respect to the channel status. The cache reduces the loss represented as the marginal term λτ whereas the maximum throughput of the conventional TCP is reduced proportional to τ −2 . When the RTT τ becomes large, the asymptotic caching gain G is given in the following corollary.
Corollary 1 (Asymptotic Caching Gain): As the RTT increases (τ → ∞), the lower bound of the caching gain G is upper-bounded by λβ. This is the maximum number of packets delivered through the wired link during the LoS duration β.
B. ACHIEVABILITY AND DESIGN CRITERIA
The caching gain G in (4) is achievable when the capacity of mmWave channels is fully utilized. This barley happens in practice for several reasons. First, the bunch of data packets can be lost in the air when the channel is changed to NLoS, and this takes a long time to recover the entire loss because the current TCP recovery scheme retransmits a single packet at a time. This leads to heavy stay-time at the cache limiting the server's sending rate to avoid overflow on the cache. Second, the entire cache should be shared by multiple UEs-each of which has different channel statuses. For example, if one UE in the NLoS already uses a certain portions of cache, then the other UEs' operations are limited even though they are in LoS status. Such an unpredictable channel condition makes the problem more complex.
To address these two issues, we propose the following design criteria for efficient cache-enabled TCP in mmWave networks-each of which will be discussed in the following section:
• Fast loss recovery: To retransmit lost packets as soon as possible for efficient cache usage.
• Flexible online cache sharing: To reallocate the cache to multiple UE in a dynamic manner based on the given conditions such as current channel status and cache usage.
IV. MMWAVE TCP: ARCHITECTURE AND FUNCTIONALITIES
We introduce the overall architecture of our mmWave TCP (mmTCP). We then describe its key functionalities, i.e., batch retransmission and online cache management. A. OVERALL ARCHITECTURE Fig. 4 represents the proposed mmTCP architecture located at the BS, i.e., between core and RAN networks. For exposition, the mmTCP is designed based on a 5G new radio (NR) [36] , but it is applicable to other specifications. Within this architecture, the mmTCP stores the TCP packets from a server and returns their corresponding early-Acks to the server immediately via core networks. The packets are relayed toward their destination UEs through a layer stack of RAN. For loss recovery, the mmTCP monitors Acks from UEs. Recall that this recovery is conducted by the mmTCP cache within the stored packets-and not by the server. In contrast to conventional cache-enabled TCP, the following key functionalities are added. First, fast loss recovery is essential to secure more space because the server's sending rate is limited to the empty space of the cache. Therefore, we propose a batch retransmission on the mmTCP, which simultaneously retransmits cascading packets once a retransmission event is triggered-this reduces the stay-time of packets in the cache. Second, it is important to share the cache among multiple UEs efficiently due to its limited size. To this end, we propose an online cache allocation that adaptively assigns the cache to multiple UEs depending on channel and cache status. Finally, the limited coverage of the mmTCP causes frequent UE mobilities such as handover. Some of the cache is reserved to reduce their initial delay-This is called a cache reservation.
As mentioned above, the mmTCP can be applied to various cellular layer stacks. One consideration is to design the interface between the mmTCP cache and a buffer within a Radio Link Control (RLC) layer [32] that temporally stores packets for retransmission. This RLC is detailed in the following subsection.
B. BATCH RETRANSMISSION
By exploiting the large capacity of mmWave communications, a batch retransmission enables one to progressively retransmit many packets without duplicated Acks under the assumption that a certain number of packets are sequentially lost due to NLoS status. On the other hand, the batch retransmission may result in redundant transmissions, which make the UE receive the same packets again. It is critical to determine the number of packets in one batch. To this end, two schemes for determining the batch size are proposed as follows:
1) HARQ BASED SCHEME
We refer to a retransmission mechanism in the physical layer known as Hybrid Automatic Repeat reQuest (HARQ) [37] . When transmission failure occurs in the physical layer, a HARQ retransmission is performed through link adaptation with lower modulation and lower coding rate. When the RLC is in Unacknowledged Mode (UM), i.e., no RLC retransmission is made, transmission failures in the physical layer are recovered only via the HARQ retransmissions. In other words, the packet loss observed at the TCP layer corresponds to consecutive HARQ retransmission failures. This failure leads to the loss of consecutive packets, which are transmitted between the HARQ retransmissions for two reasons. First, the BS simultaneously transmits consecutive packets. Second, continuous HARQ retransmission failures and transmission failures for other packets during that time are highly correlated from the perspective of link adaptation failure. This is more conspicuous in mmWave communications because many packets are transmitted at a single slot for high rates and NLoS for a certain period of time disrupting the channel estimation on the BS. It blocks even channel feedback due to obstacles.
Based on the mmWave physical frame structure proposed in [29] , the number of retransmission packets for one batchretransmission is thus estimated to be:
The number of lost packets ≈ ab(1 + γ ),
where a is the average number of transmitted packets per slot when the wireless channel is available and b (in slots) is the timing gap between the occurrence and notification of HARQ packet-loss. The loss compensation factor γ is a variable to compensate for additional losses such that the actual number of lost packets is larger than the estimated value through a and b. This factor is necessary to recover the entire packet losses by a single batch retransmission. In addition, b is 10 according to [29] . Given a and b, we derive γ based on the assumption that the number of arrival packets during b slots follows the normal distribution. When all packets arriving during b slots are lost, then the average number of lost packets becomes ab and the corresponding γ is calculated by the following equation:
where erf is the error function, σ is the standard deviation of the arrived packet number, and represents the target error range. Given σ = 0.1 obtained from the empirical result, the value γ is roughly 0.2 when = 0.01.
2) RETRANSMISSION-GAP BASED SCHEME
A retransmission-gap refers to the time difference from an initial packet transmission to its loss detection by duplicated Ack or RTO. Let us denote N data and N Acked to the number of transmitted data packets and Acked data packets, respectively. The number of lost packets can be estimated as follows.
The number of lost packets
where N RLC represents the number of packets staying within the RLC buffer. Unlike RLC UM, when RLC is in Acknowledge Mode (AM), this enables one to retransmit lost packets apart from HARQ retransmissions. Thus, in RLC AM, N RLC should be excluded from counting lost packets, because they are still waiting to be transmitted or retransmitted. For example, RTO can occur when the NLoS duration continues for some time because the packets sent to RLC stay in the RLC buffer (because the wireless channel is unavailable). Batch retransmission is not triggered because N data is the same as N RLC .
Remark 2 (HARQ Based Scheme vs. Retransmission-Gap Scheme):
In a HARQ based scheme, it is difficult to estimate the average number of transmitted packets per slot accurately because it varies due to the adaptive modulation and coding (AMC) scheme. If the RLC is in the AM, then one should use the retransmission-gap scheme rather than the HARQ scheme.
Remark 3 (Bufferbloat): Bufferbloat refers to longer feedback delay by excessive buffering of intermediate nodes, i.e., the RLC buffer in our paper. This causes the TCP performance degradation. Prior work [30] showed that bufferbloat frequently occurs when a large RLC buffer is used in mmWave communications. On the other hand, the proposed batch retransmission reduces the buffering effect by forwarding retransmission packets to the RLC buffer only when the channel is LoS. This selective TCP packet forwarding makes the queue status stable and alleviates bufferbloat.
C. CACHE MANAGEMENT
Consider the case when multiple UEs exists. We adopt an exclusive caching policy where the cache is exclusively allocated among different UEs. One needs to allocate the limited cache L to UEs such that
where L n (t) is the cache size allocated to UE n at time t, and N (t) represents the number of UEs at time t. Let λ n (t) and µ n (t) denote the packet arrival rate from server n (in pps), and the departure rate to UE n at time t (in pps), respectively. For a given N (t), we first propose an online cache allocation algorithm to maximize the total end-to-end throughput, and a cache reservation scheme is designed to address the variation of N (t).
1) ONLINE CACHE ALLOCATION
Let P n (t) denote the number of cached packets in the cache of UE n at time t (L n (t) ≥ P n (t)). Recalling that server n can send data packets until the cache allocated to UE n is full, then the arrival rate λ n (t) is given in terms of L n (t) as
where τ n (t) is the RTT between the BS and the server n. Next, the departure rate µ n (t) can be estimated by counting the Acked data packets by UE n for a predetermined window w 0 .
Remark 4 (Departure Rate Underestimation):
The Ackcounting method usually underestimates the departure rate µ n (t) because packets are not always ready when the wireless channel is available. To compensate for this gap, a constant larger than one is multiplied to the initial estimation result. We use 1.3 as the constant. This is obtained by simulation studies under various environments.
According to data network theory [31] , the end-to-end throughput of UE n is equivalent to the arrival rate λ n (t) when λ n (t) ≤ µ n (t). The sum throughput is thus
From (8) and (9), the following linear optimization problem is formulated.
Solving (10) leads to the following proposition: Proposition 2 (Optimal Cache Allocation): Without loss of generality, we assume all UEs are arranged by the ascending order of RTT, i.e., τ 1 (t) ≤ τ 2 (t) ≤ · · · ≤ τ N (t) (t). Given {P n (t)} and {µ n (t)}, the optimal cache allocation of UE n is given by
where n = N (t) j=n P j (t). Proposition 2 shows that the cache should be allocated preferentially to UEs with lower RTT. Specifically, the available cache amount for a UE is constrained by the term
where n guarantees the space for the packets stacked in the cache. Within this amount, the allocation for UE n is determined by µ n (t)τ n (t) and the maximum data volume delivered through the wireless channel during an RTT τ n (t). Note that at least P n (t) is assigned to UE n to avoid a buffer overflow. If the UE n is in NLoS (µ n (t) = 0), the resultant cache allocation L * n (t) becomes P n (t) regardless of its priority suggesting that no more cache is allocated than the current status. On the other hand if µ n (t) is non-zero, then some additional cache helps increase L * n (t) unless the cache is fully utilized.
When reallocating the cache using Proposition 2, one additional requirement is stable operation. Note that quickly reallocating a significant portion of the cache may negatively VOLUME 6, 2018 impact the stability of the cache-related operations. Note that the server's sending rate is determined by the unoccupied space size of the cache per user to avoid cache overflow. Thus, the mmTCP can retrieve the allocated cache size of the user only when it is not fully utilized with redundant space-this is secured by deleting acknowledged packets. In other words, once mmTCP increases the cache, it takes some time to reduce it again. To stabilize the algorithm, the BS reallocates only one unit of cache memory once. It then continues this operation until there is no empty portion. A detailed procedure is summarized in Algorithm 1.
Algorithm 1 Online Cache Allocation
1: for all UE n do 2: calculate L * n (t) using (10) 3:
L n (t) ← L n (t −1) − 1.
10:
L n (t) ← L n (t −1).
13:
end if 14: end for Remark 5 (Cache Synchronization): : In computer science, cache synchronization is defined as a technique enabling memory sharing of multiple UEs. Based on our exclusive caching policy, it corresponds to avoiding concurrent accesses to the cache allocated to different UEs, which may happen during reallocating duration. To avoid it, we only allow to access cache after completing the reallocation.
2) CACHE RESERVATION
The number of UEs in the networks N (t) is a time-varying parameter depending on UE mobilities such as handover. The BS is thus required to address the case when a UE is newly coming or leaving.
First, consider the case when a new UE is coming. Recalling that the cache is reallocated only when some portion of the cache is not used, it takes a long time for the new UE to be allocated enough portion of the cache because the cache is secured from other UEs. To reduce the initial time delay, the BS reserves a certain portion of the cache for the newly arriving UEs. Using the Algorithm 1, all UEs' cache sizes (including the new ones) are adaptively changed while the same portion of cache is reserved again for another arrival of a new UE. Second, consider the case when one UE leaves. The cache returned from the UE is reallocated to the remaining UEs according to the proposed online cache allocation.
V. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed mmTCP in terms of end-to-end rate defined as the average number of in-order bits that the UE's application layer receives for a second. We abbreviate it by the term ''rate" for brevity. It validates of our analytical caching gain in Proposition 1 and the effectiveness of the proposed mmTCP with the batch retransmission and the online cache allocation.
For comparative evaluations, we consider the following implementations:
• Conventional-TCP: Without a cache, the BS's role is limited by transporting the data packets and Acks between servers and UEs.
• Cache-enabled TCP: With a cache, the BS splits the entire TCP into two sub-sessions with the early-Ack operation. It recovers lost packets one by one without the batch retransmission. The proposed adaptive cache allocation (Algorithm 1) is applied.
• MmTCP with EvenCache: The proposed mmTCP evenly allocates cache to UEs and conducts the batch retransmission (retransmission-gap based scheme).
• MmTCP with AdaptiveCache: The proposed mmTCP adaptively allocates cache to UEs (Algorithm 1) and conducts the batch retransmission (retransmission-gap based scheme).
A. SCENARIO DESCRIPTIONS AND MMTCP IMPLEMENTATIONS IN NS-3
To evaluate the performances of our mmTCP in end-to-end scenarios, we implement the proposed cache and its operations in ns-3 based on the NR modules provided by [33] . The NR modules refer to prior work [34] to formulate the received signal quality of UEs. The work [34] assessed mmWave propagation in urban environments and suggested path loss model with shadowing based on empirical measurement. The path loss PL is given as
where d is the distance in meter between a BS and UE, α and β are path loss parameters, and σ 2 is the lognormal shadowing variance. The values α, β, σ are differently specified depending on NLoS and LoS conditions in Table 1 , which leads to significant difference in received signal quality. For example, the median path loss between NLoS and LoS conditions are 33.4 dB at d = 300 and 35.4 dB at d = 500, respectively. The parameters of mmWave channel we use are specified in Table 1 .
To model channel dynamics that alternately varies between LoS and NLoS, we consider scenarios where UEs experience multiple LoS/NLoS transitions depending on their different mobilities. For all simulations, each UE moves at a constant speed of 1.42 m/sec, which is generally preferred by pedestrians [35] . Buildings are located at a regular interval with different widths. The interval and widths are configured accordingly to set different lengths of the LoS and NLoS duration, respectively. In addition, we limit the maximum 
FIGURE 5.
Average rate versus NLoS duration for different retransmission implementations. While the retransmission is triggered by a server in the conventional TCP, it is triggered by a cache for the cache-enabled TCP and mmTCP. The batch retransmission is only used in the mmTCP. A single UE with λ = 500 Mbps moves at a constant speed while experiencing NLoS and LoS alternately. Each LoS duration is fixed to one second, and the RTT between a server and BS is 100 milliseconds (ms).
link capacities λ n for each TCP inner session between server n and a BS from 10 to 1000 in Mbps to consider different service types of each UE. For example, voice services require only 16 Kbps while high definition video streaming requires hundreds of Mbps.
B. SINGLE-UE CASES
We consider a single UE case where one UE utilizes the full cache. In other words, there is no gain from the proposed cache allocation in Sec. IV-C.1.
1) EFFECT OF THE BATCH RETRANSMISSION
We compare the mmTCP and the Cache-enabled TCP to investigate the effect of the batch retransmission on the rate and cache usage. We assume that the average distance between a BS and a UE is 500 m and that the UE can exploit the entire system bandwidth of 1 GHz. Fig. 5 shows the rate (bar graph) and the average cache usage (marked line) with respect to NLoS durations, respectively. The rate of the FIGURE 6. Average rate and caching gain G with respect to RTT when a single UE with λ = 500 Mbps undergoes alternately repeated LoS and NLoS durations. Each LoS and NLoS duration is fixed to one second and the RTT between a server and BS is fixed as well to 100 ms.
cache-enabled TCP decreases more drastically with the NLoS duration versus the mmTCP because the mmTCP recovers a bunch of lost packets simultaneously with the batch retransmission while the cache-enabled TCP retransmits the lost packets one by one. In other words, the mmTCP secures more available cache size verified with the average cache usage in Fig. 5 , by removing the retransmitted packets faster from the cache. This leads to the larger server's sending window and the resulting rate is higher than that of the cache-enabled TCP by 54% on average. We emphasize that the rate of the conventional TCP is consistently low due to the absence of the cache. This caching gain is evaluated in the following subsection.
2) CACHING GAIN FOR VARIOUS RTTS
The caching gain G (4) of the proposed mmTCP is evaluated in Fig. 6 and compared to the conventional TCP. The caching gain G increases with the RTT τ and becomes saturated as explained in Proposition 1 and Corollary 1. Specifically, the mmTCP is robust to the length of the RTT due to the fast recovery of both the server's sending rate and the lost packets with batch retransmission during LoS following NLoS. On the other hand, the conventional TCP takes longer to recover and falls into the deep TPCP as the RTT increases (described in (2)).
C. MULTI-UE CASES
We consider a multi-UE case where the entire cache is exclusively allocated into all UEs. Both batch retransmission and the online cache allocation contribute to the gain as follows.
1) TRAJECTORIES OF CACHE ALLOCATIONS
This part shows the trajectories of allocated cache sizes to each UEs and their corresponding sum rates of the mmTCPs with AdaptiveCache and EvenCache. We consider that 3 UEs (UE1, UE2 and UE3) are connected to the BS for 15 seconds, and a newly arriving UE4 is connected from 3.5 to 12 seconds. The UE1, UE2, and UE3 move at a constant speed from different origins and alternately experience different NLoS and LoS-each duration is one second. The UE1, UE2, and UE3 experience the first NLoS at t = 2, 3, 4, respectively. The UEs have the same wired link capacity (λ 1 = λ 2 = λ 3 = λ 4 = 500 Mbps) but different RTTs between their own servers and BS as follows: τ 1 (t) = 50, τ 2 (t) = 100, τ 3 (t) = 150, τ 4 (t) = 200 in ms for all t. In the beginning, a certain portion of cache (10% of the total cache in this simulation) is allocated to each UE. The cache is reallocated according to Algorithm 1 (Fig. 7a) , whereas the cache is allocated evenly with the EvenCache scheme (Fig. 7b) .
The cache is reallocated to UEs by priority in ascending order of RTT (Fig. 7a) , and the amounts of the allocated cache are changed adaptively depending on LoS/NLoS. The allocated cache amounts of UE1 and UE2 are higher than the other UEs. On the other hand, Fig 7b shows that the amount of cache allocated to each UE is equal regardless of RTTs and LoS/NLoS when the mmTCP with EvenCache is applied. This difference leads to a higher sum rate of the mmTCP with AdaptiveCache than EvenCache (13.2%; Fig. 7c ). This is also seen in Fig. 7a and 7b-the newly arriving UE4 is initially served by the proposed cache reservation scheme. Specifically, the reserved cache is immediately allocated to UE4 as soon as it arrives at t = 3.5, and its used cache is returned to other UEs except for the reservation amount after leaving at t = 12. Fig. 8 shows the average sum rates of the conventional TCP, the mmTCPs with EvenCache, and the mmTCP with 69778 VOLUME 6, 2018 FIGURE 9. Average rate of each UE in different TCP schemes. In Fig. 9a , the wired link capacities of UEs are equal to 500 Mbps whereas they are 50, 100, 300 and 500 in Fig. 9b . Each UE experiences NLoS (1 second) and LoS (1 second AdaptiveCache under different NLoS durations. Note that the average distance between the BS and UEs is 500 m equal to Section V-B.2 to compare both results. Conventional TCP has a 0.5 second NLoS duration. The rate of a single UE is 23 Mbps whereas the sum rate for 5 UEs is 192 Mbps corresponding to 38.4 Mbps per UE. If NLoS is short, then the average rate of each UE increases in the conventional TCP because the TPCP is mitigated due to the limited spectrum resource of each UE, i.e., the number of packets lost in the TPCP is reduced. However, the TPCP becomes severe again when NLoS durations become longer than one second. On the other hand, the mmTCP mostly maintains a consistent average sum rate higher than 200 Mbps regardless of the length of the NLoS. Fig. 8 compares AdaptiveCache and EvenCache. The average rate of the mmTCP with AdaptiveCache is consistently about 10% higher regardless of the NLoS duration. In the following subsections, we investigate further factors other than the NLoS duration that affect the performance difference between the two approaches.
2) SUM RATE COMPARISON UNDER VARIOUS NLOS DURATIONS

3) SUM RATE COMPARISON UNDER DIFFERENT WIRED LINK CAPACITIES
Depending on different wired link capacities, different amounts of cache should be allocated to each UE according to (9) . The mmTCP with AdaptiveCache can improve the rate more than EvenCache by differentiating the amount of cache allocated to each UE (Fig. 9) . AdaptiveCache allocates more portions of cache to the UE with a higher wired link capacity but EvenCache cannot. This leads to 12.1% and 14.2% improvements for rates of UE4 (500 Mbps) and UE5 (1000 Mbps) than EvenCache in Fig. 9b while maintaining the rate performance of UE1 (50 Mbps), UE2 (100 Mbps) and UE3 (300 Mbps).
As mentioned in the preceding subsection, the TPCP of the conventional TCP is mitigated when fewer spectrum resources are allocated to UEs. The same phenomenon is observed when the wired link capacity is small like UE1 (50 Mbps) such that no performance is degraded relative to the mmTCP schemes in Fig. 9b . There is significant performance degradation when the rate requirement becomes higher (like UE5).
4) SUM RATE COMPARISON UNDER DIFFERENT NUMBER OF UES
We compared the sum rates of the conventional TCP and the mmTCPs with EvenCache and AdaptiveCache under different numbers of UEs. Note that each UE has different wired link capacity such that 10, 30, 50, 100, and 300 Mbps are evenly selected. The three concerned schemes achieve higher sum rates as the number of UEs increases because the wireless spectrum resources are not fully utilized when there are fewer of UEs (Fig. 10) due to NLoS of channel states and VOLUME 6, 2018 limited wired link capacities. The sum rate becomes larger as more UEs are connected; however, it is expected to be saturated when the wireless resources are fully utilized. One important observation is that the rate gap between mmTCPs with Adaptive and EvenCache increases with the number of UEs because of the UE diversity gain achieved by the proposed online cache allocation.
VI. CONCLUDING REMARKS
A novel end-to-end TCP architecture for mmWave networks (mmTCP) has been proposed in this paper by adding a cache as a new feature to exploit a large bandwidth of the mmWave spectrum. The cache buffers data packets ready to be transmitted whenever the channel is available. Given the cache size and channel condition, the caching gain has been investigated with key guidelines such that new packets can arrive to the BS only when there is enough empty space in the cache. This should vacate the cache to accelerate the new packet arrivals. Thus, two viable functionalities have been suggested. First, a bunch of packets is simultaneously retransmitted in advance to overcome cascading packet losses in NLoS durations. Next, a cache is allocated to multi-UEs in an online manner proportional to the corresponding channel condition. The proposed mmTCP with the two functionalities has been extensively verified via realistic ns-3 simulations under different scenarios.
This work can be extended in several interesting research directions. First, the mmTCP can be integrated with more advanced communication techniques such as dual connectivity and cooperative multi-point transmission (CoMP). Second, considering a handover due to UE's mobility makes the problem much practical. Finally, it would be interesting to develop new transport layer protocols other than TCP for next-generation networks. 
