for the genetic analysis of covariance structure. The method is illustrated with simulated and published twin data.
INTRODUCTION
developed a method for the analysis of genotypic and environmental covariance structure based on the work of J6reskog (1973) . Their method is a general approach to the analysis of covariance structure which allows simultaneous testing of hypotheses about the sources and structure of covariation. The method provides maximumlikelihood estimates of genetical and environmental factor loadings and specific variances. Martin and Eaves applied this method to twin data on cognitive abilities published by Loehlin and Vandenberg (1968) . To obtain parameter estimates, standard errors of estimates, and chi-square tests, they implemented their method while using a minimization algorithm (EO4HAF) written by the Numerical Algorithms Group (1974) . As their implementation--which is, in fact, a rather intricate affair--is not readily available, it would seem worthwhile to consider the possibility of handling their method by the LISREL computer program of J6reskog and S6rbom (1981) . The latter program is easily accessible and is widely known. In this paper we first show how LISREL can be used for the genetic analysis of covariance structure 3 and then proceed with some examples. We illustrate the use of LISREL for monozygotic (MZ) and dizygotic (DZ) twin data, but of course the method can be generalized to other cases as well. We used LISREL to replicate the analysis of twin data by Martin et al. (1981) on psychomotor performance during alcohol intoxication. We also applied LISREL to the data of Loehlin and Vandenberg and found that LISREL gave the same parameter estimates as obtained by Martin and Eaves.
USING LISREL
In this section we start with a concise description of the general LISREL-V model (J6reskog and S6rbom, 1981) . As we use the model in a somewhat nonstandard fashion, we at first refrain from substantial interpretations of the various components of the model and stick to a presentation that emphasizes a formal specification. Next, we consider the expressions for the expected contributions of the common and specific genetical and environmental factors to the matrices of mean products between and within twin pairs (Martin and Eaves, 1977) and show how this set of equations can be rewritten as a LISREL model. The interpretation of the various LISREL expressions then follows directly from these equations. In the closing part of this section, a completely worked example with simulated twin data is given.
respectively. The matrices lambda-y (p • m) and lambda-x (q x n) are regression matrices of y on r~ and x on ~. ff(n • n) and ,I,(m • m) are covarlance matrices of { and {, and O, and @~ are covariance matrices of ~ and 8, respectively. The elements of Ay, Ax, B, F, dO, ~, Ok, and O~ are are of three kinds:
(1) fixed parameters that have been assigned given values, (2) constrained parameters that are unknown but equal to one or more other parameters, and (3) free parameters that are unknown and not constrained to be equal to any other parameters.
LISREL ANALYSIS OF TWIN DATA
The expected contributions of the common and specific genetical and environmental factors to the matrices of mean products between and within twin pairs can be written as follows (Martin and Eaves, 1977 where A represents the loadings of the variables on the additive genetic factors, H~ the loadings of the variables on the within-families environmental factors, and H2 the loadings of the variables on the between-families environmental factors. D 2, E, 2, and E22 are diagonal matrices used to represent genetical and environmental influences specific to each observed variable.
The expected covariance structures given by Martin and Eaves define a confirmatory factor analysis model. A path figure for this model, where circles represent latent variables and squares observed variables, is presented in Fig. 1 . In order to rewrite the expected covariance structures, a consideration of the LISREL submodel involving x variables only or, alternatively, the LISREL submodel involving y variables only would be sufficient. Clearly, one would prefer the LISREL submodel involving x variables only, as it is the more simple alternative. In this case s reduces to s = AxdoA'x + O~.
We now can use lambda-x to represent the factor loadings on the common and specific factors and phi to represent the factor covariances. Let 
E2=
q x 1 and contains the q loadings on the common genetic factor, q x 1 and contains the q loadings on the within-families environmental factor, q • 1 and contains the q loadings on the between-families environmental factor, dia q x q and contains the square roots of the specific genetic variances, dia q x q and contains the square roots of the specific E~ variances, and dia q x q and contains the square roots of the specific E2 variances.
Lambda-x is (q x n), where n = 3(q + 1) when the full model specified above is used. Phi is defined as a diagonal matrix (n x n) in which the first three diagonal elements contain the coefficients from the model specified above for, respectively, the common genetic, common E~, and common E2 factors. The other diagonal elements contain the coefficients for the specific variances.
To illustrate the above specifications, let x' = [Xl, x2, x3], i.e., q = 3. The accommodation of the expected covariance structure is obtained by 4 The four equations Ex = A~ff~A'x + O~ can be fit simultaneously using a four-group design with the parameters to be estimated invariant across groups. Input matrices in LISREL for each group are the between-and within-pairs variance/covariance matrices from a multivariate analysis of variance. The number of observations (NO) equals the degrees of freedom associated with each matrix, i.e., NO equals the number of twin pairs minus one for the between matrices and the number of twin pairs for the within matrices. Since the between and the within matrices are statistically independent, we can use the chi-square test of goodness of fit of the overall model based on four independently sampled groups. Each (q • q) input matrix provides q(q + 1)/2 unique statistics, hence the degrees of freedom for the chi-square test equal q(q + 1)/2 minus the number of parameters to be estimated. Note that the automatic starting values that are now available in LISREL-V and LISREL-VI cannot be used, since in general q < n, i.e., the number of xi factors will be greater than the number of observed x variables. However, any identified model will converge upon the same solution with whatever starting values are used.
EXAMPLE I
For illustrative purposes, simulated (5 • 5) matrices of mean products between and within pairs of MZ and DZ twins have been constructed (Appendix 1). The number of x variables (NX) is five, and since we are going to use the full model specified above, the number of xi factors (NK) is 3(5 + 1) = 18. For our first examples theta delta is fixed at zero. Phi (PH) is diagonal, fixed and lambda-x (LX) is full, fixed. Next, the appro-priate elements in LX are freed and specified to be invariant across groups. LISREL parameter estimates and standard errors for this model are given in Table I The expected covariance structure for MZB, etc., can be obtained along the lines described previously. In a second analysis a second common genetic factor independent of the first one was fit, with loadings on the last three trials (after alcohol) but not on the first trial. The lambda-x and phi matrices now become Lambda-x is thus 4 x 7 and phi is 7 x 7. LISREL parameters estimates and chi-square are given in 
MZB

EXAMPLE IIl
For our third example we used twin data published by Loehlin and Vandenberg (1968) on five of Thurstone's Primary Mental Abilities (Number, Verbal, Space, Word Fluency, and Reasoning). ~ Martin and Eaves fitted several models to these data. First, a D~E1 model containing a common genetic factor, a within-families environmental factor, and specific genetic and specific within-families influences is considered. The accommodation to LISREL of this model is obtained by
Second, an EIE2 model containing a within-families environmental factor, Note that in the DZW matrix rows 3 and 4 have been switched (Loehlin and Vandenberg, 1968, p. 281) . a between-families environmental factor, and specific within-and between families environmental influences is fit:
Ax = [H1, H2, El, E2].
Third, a DREIE2 model containing a common genetic factor, a common within-families environmental factor, and a common between-families environmental factor, plus specific genetic, within-families, and betweenfamilies environmental influences is considered. This is the full model that was introduced above.
We used LISREL to reanalyze these models and found that, in all cases, the LISREL parameter estimates were very close to the estimates obtained by Martin and Eaves. To look at the possible effects of assortative mating, Martin and Eaves also fit the full DRElE2 model in which the common genetic factor A and the between-families environmental factor 1-12 have loadings which are constrained to be related by a scalar constant b: H2 = bA. In order to accommodate this constrained DRE l E2 model to LISREL, we introduce the following redefinition:
expressing the constraint that the factor loadings on A are equal to those on 112. Up until now all elements in the matrix phi have been fixed at known coefficients from the twin model specified above. In contrast, element (3,3) in phi is now freed, whereby the equality of the factor loadings of A and//2 as expressed by lambda-x is reduced to a proportionality. 
EXAMPLE IV
In LISREL specific variances usually are represented by 0. However, the model we have been using contains various specific variances, viz., D z, El 2, and E2 2, that compelled a different approach in which in each specific variance was conceived of as a distinct latent factor. Con- sequently, O~ was fixed at zero. In contrast, we could have treated specific El variances differently by representing these in terms of O~. This would have shown more clearly that E1 variances are confounded with measurement error variance. Notice that the assignment of any measurement error variance present to E, is inherent to the genetic model and not to the corresponding LISREL model. Hence, while treating specific El variances as we do, i.e., as being due to distinct latent factors, one still cannot use theta delta to obtain separate estimates of measurement error variance without the invocation of additional structure, such as a repeated-measures design. As a last example we simulated a repeated-measures twin design, in which five variables are measured twice. We now have four (10 x 10) observed covariance matrices (Appendix 3) and can estimate the variance associated with measurement errors in any of the five variables in theta delta. For this analysis the factor loadings on the common and specific factors are constrained to be invariant over testing sessions. That is, the first five loadings on the xi factors are equal to the second five factor loadings. Likewise, the variances in theta delta are constrained to be equal over testing sessions. This model can be defined as follows: NX = 10, NK = 18, LX = FU, FI, PH = DI, FI, and TD = DI, FI. Next, the appropriate elements in LX and TD are freed and specified to be invariant over groups and testing sessions. LISREL estimates of factor loadings and error variances are given in Table IV . For the third variable the total variance is 374.7 and the error variance (TD3) is 49.0. This means that 13.1% of the total variance can be explained by measurement error.
DISCUSSION
The method of Martin and Eaves and the LISREL approach are equivalent. This is a pleasing state of affairs, as LISREL is easy of access and well-known, whence the genetic analysis of covariance structure might gain in impetus. In fact, the LISREL approach can be used whenever an explanation of observed covariance matrices, e.g., of relatives, in terms of genetic and environmental components is at stake.
Our method is one of several approaches to use LISREL for the genetic analysis of covariance structure (Fulker et residual variances that cannot be accounted for by the postulated factors. These specific residual variances necessarily represent E1 influences and thus are confounded with other specific variances, if present. Specific variances, however, can be represented as distinct latent factors as in our examples. As a consequence, in studies in which information on the testretest reliabilities of the measures is available, the theta matrix can be used as the matrix of variances of measurement errors. The LISREL approach not only is equivalent to the method used by Martin and Eaves, but also can be used to explore more elaborate models. For instance, in a longitudinal analysis it is possible to obtain functional relationships between genetic and/or environmental covariance structures at consecutive time points. A particular simple example would be a proportional relationship between factor loadings within or between consecutive occasions. In fact, we have invoked such a within-occasion proportional relationship in our example in which the A and the H2 factor loadings were related by a scalar constant b. One other feature of LISREL is the option to test the assumption of unequal means for the latent factors. This might be useful in the analysis of parent-offspring data where parents and children may have different means on certain variables, in the analysis of sex differences, or again, in a longitudinal analysis.
