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In this paper we consider differential systems of the forms: 
(*) x’ = A(t, x) + B(t, x), 
c**> Y’ = 44 Y), 
where X, y, A, B, are complex valued n-vectors, and the functions A(t, u), 
B(t, U) are defined and continuous on J x 0, J = [t,, , +a), t, > 0, 
C = the space of all complex n-vectors. By a solution of the system (*) 
(or (**)) we mean here any vector-valued function x(t) (or y(t)) which is 
continuously differentiable and satisfies (*) (or (**)) on an interval 
Jz = [t, , +CD) C J (or /, = [tY , +-co)) which depends on the particular 
solution under consideration. 
Recently, Svec [14-171, Hallam [46], Kartsatos [7, 81, and other authors 
have studied the general n-th order equation 
ad”) + P(t, x, XI)..., X(=1)) = 0 (El) 
and gave existence theorems and asymptotic formulas for its solutions under 
quite natural assumptions on the function P. The main tool was-implicitly 
or explicitly-some form of Schauder’s fixed-point theorem. Our objective 
here is to show that most of these formulas can be obtained as a very special 
case of a well-known and general concept. In fact, many authors (cf. [l-3, g-131 
for some recent results) have studied systems of the form (**) in connection 
with their perturbations (*) and in the following sense: Given a solution y(t) 
of (**), under what assumptions can one ensure the existence of a solution 
x(t) of (*) such that lim,,,, 11 x(t) - y(t)]/ = 0 ? Here Ij . 11 denotes some 
convenient norm on CF. This problem is solved here for general nonlinear 
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systems (*), (**), although the case A(t, U) = Au where A is a constant 
n j< n matrix is not contained in our results, due to the fact that our 
hypotheses always require some kind of smallness of the vector A(t, U) or 
A(t, y + a) - A(t, y). However, we do not require the differentiability of the 
function A(t, y) w.r.t. y, and this prevents us from using Alekseev’s formula 
as in [l, 2 and IO]. We give our results for first-order differential systems, 
although our proofs can be carried out in the case of n-th-order systems by 
considering another Banach space on which Schauder’s fixed-point theorem 
can be applied. In the third section we give an application of these considera- 
tions by obtaining very simply asymptotic formulas given by Hallam in [6]. 
Our results are related to most of the papers m the references. 
All functions considered throughout the paper will be continuous on 
their domains and the function A(t, U) smooth enough to guarantee the 
existence of a solution y(t), t E J, of (**) which, unless otherwise stated, 
will be fixed. Let B(a) be the Banach space of all bounded and continuous 
C”-valued functions on [a, +CO) with norm jiflls = SUP~~[~,+~,) \lf(t)jl where, 
for x EC”, II x II = supoGtGn I x, I. 
DEFINITION 1. The sequence fn E B(a) q-converges to f~ B(a) if 
lim na+co jlfn(t) -f(t)]] = 0 for every t E [a, +co). This will be denoted by 
fn Af. 
DEFINITION 2. A set MC B(a) is said to be uniformly bounded if 
// f lIB < K for every f E M, where K is some positive constant. 
DEFINITION 3. A set M 2 B(u) is said to be equicontinuous if for every 
B > 0 there exists 8(c) > 0 such that f E M, t’, t” > a and / t’ - t” I < S(E) 
imply IIf@‘) -f (t”)ll < E. 
The following theorem is actually a version of Schauder’s fixed-point 
theorem and has been proved for more general Banach spaces (spaces of 
n times differentiable functions with bounded derivatives of order <n) by 
Svec [14]. 
THEOREM 1. Suppose that NC B(u) is a nonvoid convex, q-closed set 
and T : N---f B(u) a q-continuous operator (fm if, fm , f E N imply that 
lim m+m 11 Tf,,, - Tf lie = 0) such that TN is a uniformly bounded and equicon- 
tinuous set with TN C N. Then T has at least one jixed point in N. 
For r > 0 and a E J, we give two conditions: 
CONDITION H,(Z, r, a). The vector D(t, u) satisfies Condition H,(Z, r, a) 
if there exists a nonnegative function Z(t) such that t E [a, +co) and 11 u (( < r 
imply II D(t, u + y)lj < Z(t) and sz Z(t) dt < fco. 
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CONDITION H,(Z, g, Y, a). The vector D(t, U) satisfies Condition H,(Z, g, r, u) 
if there exist nonnegative functions Z, g such that t 2 a, 11 ?I 11 < Y, I/ v [I < r 
imply II W, u + Y) - W, Y + $11 < Wg(ll u - w II) and Jz z(t) dt < + ~0. 
It is evident that Cond. HI imphes H, . In fact, if D satisfies Hl(Z, r, a) then 
II W, y + 4 - W, y + 411 d II WY + 411 + II WY + @II d 24th thus 
D satisfies H,(2Z, 1, a). The converse is true if c jl D(t,y)ll dt < +a. In 
this case, for a vector D satisfying H2(Z, g, Y, a) we have 11 D(t, u + y)ll < 
II DO, r)ll + WMll u II> d II D(t, r>ll + Wh where K = sup~iutr~,g(II u I). 
Thus, D satisfies Hl(ll D(t, y)ll + KZ, r, a). 
2. MAIN RESULTS 
THEOREM 2. Suppose that the vectors A(t, u), B(t, U) satisfy Condition 
f&(4 9 g, I, tv>, H#z > 9 v 2 r t ) respectively. Then there exists a solution x(t) of 
the system (*) such that lim,,, 11 x(t) - y(t)// = 0. 
Proof. We show that the integral equation 
w(t) = - jm [A@, w(s) + y(s)) - A($, r(s))1 ds - j; B(s, W + y(s)) ds (1) 
t 
has a solution u(t) such that lim,,, (I w(t)// = 0. Then if we put v(t) = 
x(t) - y(t), x(t) satisfies (*). To this end, let tl > t, be such that 
s m [G(t) +4(t)] dt < r, t1 K = ,,=&g’ll v II)* II. 
Then the operator T : S,. + B(t,), S, = (Jo B(t,); jl file 6 r> with Tj = w 
where 
W = -jr [4,f(4 + Y(S)) - 4, r(s))1 ds - j; %f(s) + Y(S)) ds 
is well defined because 
jm II &J(s) + Y(S)) - 4s, r(sNll ds + j; II %f(s) + rW)ll ds t 
< s m [KZ,(t) + Zz(t)] dt < Y < +co. t1 
Iffn ~f,.fi E ST , then I IIfnWl - IlfWll I < IlfnW -fWll -+ 0 as n - * for 
every tE J1 = Et1 , + m>. Consequentb, II f(t>ll < r, t E h and SUPW~ Ilf(t)ll = 
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]lfljB < r; it follows thatf s S, . Thus, S, is q-closed. The q-continuity of the 
operator T follows from 
II Tfn - Tf lls = ;;j~ ll(TfJ(t) - (Tf)(t)ll 
1 
< s ; II 4fnW + Y(4) - 4,fW + YW)ll ds 
+ .c ; II B(s, fnb) + Y(S)) - %, f(4 + r(W ds 
and the Lebesgue’s dominated convergence theorem, since the functions 
II 4,fn@) + r(t)> - %f (t) + r(t>)ll, II B&f,(t) + r(t)) - &f(t) + r(t))11 
tend to zero by continuity and are bounded by the integrable functions 
Kl,(t) and 21,(t), respectively. It remains to show that TS, is equicontinuous, 
since the uniform boundedness is obvious. The proof follows essentially 
the same steps as in [8] and we omit it here. Thus, every fixed point of T in 
S, is a solution of (*) such that lim,,,, /j w(t)11 = 0. This completes the proof. 
THEOREM 3. Suppose the functions A(t, u), B(t, u) satisfy Hz(ZI , e, r, tJ, 
H,(lz , e, r, tY) where e is the identity function on R+ = [O, +w). Moreover, 
assume that 
s m IIB(t, r(t)>ll dt -=c +a. t v 
Then the solution whose existence is ensured by Theorem 2 is unique. 
Proof. In this case the operator T is a strict contraction mapping. In 
fact, if u, v E S, , then 
II Tu - TV IIB = 2~ IlU’W) - GWll 
1 
< I m II A(t, u + y) - A(& v + y)ll dt t1 
+ j+ t, u + y) - B(t, ~1 + r)ll dt 
< SUP II 40 - Ml jm IA@> + 4#)1 dt 
te I, t1 
Yzz II u - v IIB r‘:: [h(t) + 4Wl dt. 
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THEOREM 4. Suppose that x(t), t E J, = [tO , +a~) is a jixed solution 
of (*) and that A(t, u) satisfies Cond. H,(Z, ,g, Y, te) with y(t) replaced by 
x(t) throughout. Moreover, assume that 
s m IIB(t, x(t))ll dt -=c +a. t 
Then there exists a so&ion y(t) of (**) such that lim,,, /I x(t) - y(t)11 = 0. 
Proof. We consider now the operator T : S, -+ B(t,) such that 
tTf)(t) = v(t) = -j-p [&f(s) + x(s)) - 4, x(s))] ds + 1, B(s, x(s)) ds 
and the proof follows the usual steps, provided that t, is large enough. 
Theorems 2, 3 Imply the followmg corollaries: 
COROLLARY 1. Assume that there is a number r > 0 such that /j u 11, 
4 v II < r and t E [to, +a) imply II A(4 u> - A(4 v)II < Zl(t)ll u - v II, 
II B(t, u> - B(t, v)lI < 4(t)ll u - v II where 
J 
a, 
II(t) dt -c +a, J m &(t) dt < +oo, flJ h 
j-D II B(t, 0)ll dt -=c +a. 
to 
Then to every soktion x(t) of (*) th ere corresponds exactly one solution y(t) of 
(**) such that II x(t) - y(t)11 + 0 as t + + co and conversely. 
COROLLARY 2. Consider the system 
x’ = BP, 4 + Q(t), (E,) 
where Q(t) is a continuous vector-vahed function defined on J and B(t, u) 
satisjes Cond. Hl(Zl , r, t,) for every function y(t) = d + siO Q(s) ds, where 
d is an n-vector. Then, for every n-vector d there exists a solution x,(t) of (E,) 
such that lim,,, II 4) - (d + JioQ(4 ds)ll = 0. 
Proof. Herey’ = Q(t) can be taken as a second system with A(t, u) G Q(t) 
which satisfies trivially a Lipschitz condition. 
The following corollary generalizes most of the results of Svec [l&17]. 
,COROLLARY 3. Consider the following n-th order equations 
xtn) = A(t, x, x’,..., x(-l)) + B(t, x, x’,..., xc”-l)), 
,*‘fl’ = A(t, y, y’,..., y+l)), 
(Es) 
(J-G) 
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where the function A(t, u) satisjies the Lipschitz-like condition: 
;I A(6 ~1 > xz ,..., 4 - AC&y, 9~2 ~...,r,)ll G f Wgdll x - Y II) 
2=1 
for any x, y E Cn with 11 x - y 11 < Y (Y = some positive constant), where 
sz t+lA,(t) dt < +co for i = 1,2,..., n. Assume also that for any solution 
y(t) of (Ed), any vector v EG with 11 v II < r and any t E 1, we have 
I W,Y + v1 ,Y’ + 'u2 3-*., y(n-l) + v,)l <L(t), 
J 
m t”%(t) dt < +a. 
% 
Then for every solution y(t) of (Ed) th ere exists a soZution x(t) of (Es) with the 
property lim,,, I x+)(t) -y(*)(t)] = 0, i = 0, l,..., n - 1. 
Proof. Here we seek a solution v(t)(lim,,, /j v(t)11 = 0) of the system 
v’ = J(t, v), where 
vl’ z - s I-‘ (;n-ys;;2 A&s, v(s)) ds = &(t, v) 
v2 = - j:‘ yn-$,; A,(s, v(s)) ds = A2(t, v) 
V7l ’ = -Ao(t, v(t)) = &dt, 4, 
where 
A&, v(t)) = A(t, y + vl ,..., yen-l) + v,) - A(t, y ,..., y’“-l’) 
+ B(t, Y + 01 ,..., P-1) + vn). 
To show the connection of this corollary with bet’s results in [14, 171, 
assume that ,4(t, x1 , x2 ,..., x,) = 0. Then the general solution of (E4) is 
n-1 
r(t) = c kdt - to>‘/?1 
J=O 
and Corollary 3 guarantees the existence of solutions x(t) of (Es) such that 
n-1 
x(t) = c Mt - to>‘M +41) 3=” 
for any choice of n-vectors c = (cl , c2 ,..., c,). 
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3. SECOND ORDER SYSTEMS 
Theorems 2-4 can be extended to n-th order systems if one replaces all of 
the integral conditions considered by ones having integrands multiplied by 
in-l. In this case one would have to replace B(a) by the Banach space B,-,(a) 
of all n - 1 times continuously differentiable functions with bounded 
derivatives and with norm jlfija,-, = max0.+3-1 su~tAfV)ll>~ 
We shall give some results for 2nd-order systems only in order to show that 
the procedure followed here improves and extends some of the results of 
Hallam [6]. 
THEOREM 5. Consider the dtflerential systems 
X” = A(t)x + F(t, x), 
YV = WY, 
with the n x n matrix A(t) and the function F(t, x) satisfying 
PEJ 
&J 
jm 11 B(t)11 dt < +co, 
t, 
jm t II C(t) Wll dt < +a, 
t u 
j, tx(t) dt < +a> 
where 
B(t) = 1: A(s) ds (assumed to converge), C(t) = jy B(s) ds 
and IIF(t, v + y(s))11 < h(t) for any v EC? with II ZJ Ij < r and for a fixed 
solution y(t), t E J, = [tY , +CO) of (E,). Then there exists u solution x(t) of 
the system (EJ such that lim,,, 1) x(t) - y(t)11 = 0. 
Proof. If we put w(t) = x(t) - y(t), then we obtain o”(t) = A(t)o(t) + 
F(t, w(t) + y(t)). Thus, we only have to show the existence of a solution 
v(t)(lim,,, 11 w(t)11 = 0) to the integral equation 
w(t) = -C(t) v(t) + 2 j1” B(s) v(s) ds + jr (s - t) C(s) A(s) o(s) ds (3) 
+ jm 0 - W + C(s)) W, +I + Y(S)) ds. 
t 
This can be done by considering the operator 
(Tf l(t) = u(t) = -‘W>f (4 + 2 jr Wf(s) A + j; (s - W(s)4) f (4 ds 
+ jr 6 - W - C(W’(s,f(s) + Y(S)) ds 
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defined on the ball of bounded functions in B,(a) with norm <r, provided 
that t > t, (= some suitable number >t,). 
THEOREM 6. Suppose that y(t), t E J, is a solution of the system y” = Q(t) 
and that the integral conditions of the previous theorem are replaced by 
i' 
an 
t, II y(t)11 II Wll dt < +a, jy t II r(t)ll II ‘30 4)ll dt < + m r 
tv 
s 
m 
th(t) dt < +a~; 
t, 
then there exists a solution of the system 
x” = A(t)x + F(t, x) + Q(t) 
for which we have lim,,, 11 x(t) - y(t)/1 = 0. 
Proof. In this case the integral equation is 
v(t) = -C(t) v(t) + 2 sl” B(s) v(s) ds + ,; (s - t) C(s) v(s) ds 
+ jI;(s- w + w)(4) Y(S) + w VW + Y(4)) ds* 
Theorems 5, 6 guarantee the existence of a unique solution x(t) if F(t, U) 
satisfies a Lipschitz condition of the form 
II w, 4 - w, u)ll < W)ll * - 7J III UEC”, VEC”, 
where jz t&(t) dt < + 00. 
Theorem 1 of Hallam [6] is a special case of the above theorem if Q(t) = 0. 
The following result concerns itself with second-order scalar equations of the 
forms 
X” = a(t)x, (Ed 
Yd = b(t) + PWIY. (Ed 
THEOREM 7. Let u(t), b(t), c(t) be the scalar analogs of the matrices A(t), 
B(t), C(t), respectively. Assume that a, b, c satisfy the following: 
s m / b(t)1 dt < fcq %I 
j+= t / a(t) c(t)1 dt < +a, 
tw 
Cm t I P(t)1 dt < +=b 
- fY 
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where J, = [t, , + a) is the domain of a jixed solution y(t) of the equation (Es) 
s&z that I’m,,, y(t) = k (a constant #O). Then there exists a unique solution 
x(t) of (E,) such that x(t) -y(t), t -+ +co. 
Proof. x(t) will be a solution of (E,) satisfying the desired properties if 
v(t) = x(t) - y(t) is the unique solution to the differential equation 
fW = aW(t) - PW(t) (4) 
such that lim,,, 1 v(t)\ = 0. In fact, if lim,,, / x(t) - y(t)J = 0, then x(t) = 
r(t) + [(x(t) - rWrWlrW = y(W + o(l)), i.e., W N r(t), t - + a. 
COROLLARY 4. If p(t) = F(t) then there exists a solution x(t) of (E,) 
such that x(t) - kecct), t + +co. 
In fact, it suffices to observe that s” b2(t) dt < + CO, and that y(t) = Recct) 
is a solution of (Es). 
Hallam proved two weaker results in [6] under the additional assumption 
lim,,, b2(t)/a(t)cN(t) = 01 with / 01 j < +co, N a positive integer. 
We also remark that the solution x(t) guaranteed by Theorem 7 and 
its corollary is the unique solution of (E,) with the property lim,,, x(t) = 
K = lim,,, y(t). Theorems 5, 6 can be extended to systems having their 
first terms in the second member heavily nonlinear. We omit these generaliza- 
tions since they always lead to equations having approximately the form (3). 
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