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Abstract
We establish conditions for the Lp-independence of spectral bounds of Feynman–Kac semigroup by con-
tinuous additive functionals whose Revuz measures are smooth measures of Kato class having non-negative
order Green-tightness. Our continuous additive functionals do not necessarily admit bounded variation in
general. Examples of Cauchy principal value and Hilbert transform of Brownian local time, and for rela-
tivistic symmetric stable processes are presented.
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1. Introduction and statement of results
In this paper, we investigate the Lp-independence of the spectral bound of Feynman–Kac
semigroup by continuous additive functionals which do not necessarily have bounded variation
and whose Revuz measures are smooth measures of Kato class in the framework of symmet-
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proved the Lp-independence of the spectrum radius. After that Sturm [21,22] extended it for
Schrödinger-type operator on complete smooth Riemmanian manifolds with non-negative Ricci
curvature lower bound. For the proof, they used the heat kernel estimates of the Schrödinger-
type operators. On the other hand, Takeda [23,25,26] obtained the Lp-independence of the
spectrum radius of Markov semigroup of symmetric Markov processes under some conditions
including a condition on finite life time. His method is based on the Donsker–Varadhan’s large
deviation theory. In Takeda [27], he established the necessary and sufficient condition for the
Lp-independence of the spectral bounds for Feynman–Kac semigroup by continuous additive
functionals having bounded variation whose Revuz measures are of Kato class having 0-order
Green-tightness in the framework of symmetric conservative Markov processes under some con-
ditions. The method of [27] also depends on the Donsker–Varadhan’s large deviation theory and
remains valid for non-local Feynman–Kac semigroup (see Kim [14], Takeda and Tawara [29],
Tawara [31,32]). They assumed the transience of the underlying process for the notion of 0-
order Green-tight measures of Kato class. For Feynman–Kac semigroup by continuous additive
functionals of zero energy, Takeda and Zhang [30] obtained its asymptotic behavior based on
the Donsker–Varadhan’s large deviation theory in the framework of d-dimensional Brownian
motion. Also Zhang [34] obtained the asymptotic behavior of Feynman–Kac semigroup by con-
tinuous additive functionals of zero energy for symmetric Lévy processes under some conditions.
But the Lp-independence of the spectrum radius for Feynman–Kac semigroup was not discussed
in their framework including continuous additive functionals of zero energy. Our main results are
to deduce the conditions for Lp-independence of the spectrum radius for Feynman–Kac semi-
group by continuous additive functional containing zero energy part (Theorems 1.2 and 1.3).
However, we also deduce the asymptotic behavior of the Feynman–Kac semigroup under some
mild conditions (Theorem 1.1). Very recently, Takeda [28] gives sufficient conditions for the Lp-
independence of the spectrum radius for Feynman–Kac semigroup by positive continuous addi-
tive functional whose Revuz measure is of Kato class having Green-tightness under the condition
that the symmetrizing measure has positive-order Green-tightness without using the Feller prop-
erty of the underlying process. In Theorem 5.1 of [28], he establishes that the Lp-independence
of the spectrum radius for the Feynman–Kac semigroup by positive-order Green-tight measure
of Kato class is equivalent to the non-positivity of the L2-spectrum radius in the framework of
one-dimensional diffusion processes on the interval having natural boundary. Our framework re-
quires the Feller property of the underlying process. But, by imposing stronger assumptions on
measures related to our Feynman–Kac semigroup, we can eliminate the Feller property of the
underlying process for Theorems 1.1 and 1.2(1) (Remarks 3.1 and 4.1), which covers one of the
results in [28]. In order to deduce our results, we also use the Donsker–Varadhan’s large devia-
tion theory as in [25–27,29,31]. Our conditions on measures are milder than theirs because of the
refinement of the condition for doubly Feller property of the semigroups (see [6]) and the recent
developments of the Feynman–Kac formula by continuous additive functionals of zero energy
(see [8,4,5]).
Now we state our framework and results. Let E be a locally compact separable metric
space and m a positive Radon measure on E with full topological support. Let ∂ be a point
added to E so that E∂ := E ∪ {∂} is the one-point compactification of E. The point ∂ also
serves as the cemetery point for X. For notational convenience, denote by 1E the constant
function 1 on E, which vanishes at ∂ , and by 1E∂ the constant function 1 defined on E∂ . Let
X = (Ω,F∞,Ft ,Xt , ζ,Px, x ∈ E) be an m-symmetric Hunt process on E and (E,F) the asso-
ciated symmetric Dirichlet form on L2(E;m). We assume that (E,F) is irreducible, that is, any
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uous semigroup on L2(E;m) associated with (E,F). The transition kernel of X is denoted by
Pt (x, dy), t > 0. The correspondence between X and (E,F) is given by
Ttf (x) = Ex
[
f (Xt )
] := ∫
E
f (y)Pt (x, dy) m-a.e. x ∈ E,
for each t > 0 and any Borel f ∈ L2(E;m). X is said to have Feller property if Pt (C∞(E)) ⊂
C∞(E) for every t > 0 and limt→∞ ‖Ptf −f ‖∞ = 0 for every f ∈ C∞(E). Here C∞(E) is the
space of continuous functions on E that vanishes at infinity and ‖f ‖∞ := supx∈E |f (x)|. Under
the Feller property of X, for any compact subset K of E, limx→∂ Ex[e−ασK ] = 0 for each α > 0
and limx→∂ Px(σK  t) = 0 for each t > 0 (see Proposition 3.1 in [2,31]). The space of bounded
continuous functions on E will be denoted as Cb(E). The process X is said to have strong Feller
property if Pt (Bb(E)) ⊂ Cb(E) for every t > 0. We say that X (or its transition semigroup) has
doubly Feller property if it has both Feller and strong Feller properties. Throughout this paper,
we assume that X has doubly Feller property. The Feller property of X yields the regularity of the
Dirichlet form (E,F) on L2(E;m). Since X has strong Feller property, E is connected under the
irreducibility of (E,F) and the transition kernel {Pt ; t > 0} of X satisfies the absolute continuity
condition with respect to m, i.e. Pt (x,N) = 0 if m(N) = 0 for each N ∈B(E), x ∈ E and t > 0.
For α > 0, there exists an α-order resolvent kernel rα(x, y) which is defined for all x, y ∈ E
(see Lemma 4.2.4 in [12]). Since α 	→ rα(x, y) is decreasing for each x, y ∈ E, we can define 0-
order resolvent kernel r(x, y) := r0(x, y) := limα→0 rα(x, y). For a non-negative Borel measure
ν, we write Rαν(x) :=
∫
E
rα(x, y)ν(dy) and Rν(x) := R0ν(x). Note that Rαf (x) = Rα(fm)(x)
for any f ∈B+(E) or f ∈Bb(E). A non-negative Borel measure ν is said to be of Dynkin class
(resp. Kato class) if supx∈E Rαν(x) < ∞ for some α > 0 (resp. limα→∞ supx∈E Rαν(x) = 0),
and ν is in the local Kato class if 1Kν is in the Kato class for every compact set K ⊂ E. A non-
negative Borel measure ν is said to be of extended Kato class if limα→∞ supx∈E Rαν(x) < 1.
Denote by S0D (resp. S0K ) the family of measures of Dynkin class (resp. of Kato class) and by S0EK
(resp. S0LK ) the family of measures of extended Kato class (resp. of local Kato class). Clearly,
S0K ⊂ S0EK ⊂ S0D and S0K ⊂ S0LK .
Since X is a Hunt process, its Lévy system (N,H) exists and is defined under Px for every
x ∈ E. Denote by S1 (resp. S00) the family of smooth measures in the strict sense (resp. measures
of finite energy integrals with bounded potentials) (see (2.2.10) and p. 195 in [12]). Note that any
Radon measure of Dynkin class (hence any Radon measure of local/extended Kato class) always
belongs to S1 in view of Proposition 3.1 in [15]. (Though the framework of [15] requires the
existence of heat kernel, the proof of Proposition 3.1 in [15] still works in the present context.)
We set S1D := S0D ∩ S1, S1K := S0K ∩ S1, S1EK := S0EK ∩ S1 and S1LK := S0LK ∩ S1.
For each α  0, a positive measure ν ∈ S0K is said to be α-order Green-tight if and only if that
for any ε > 0 there exists a compact subset K of E such that
sup
x∈E
Rα(1Kcν)(x) = sup
x∈E
∫
Kc
rα(x, y)ν(dy) < ε.
By definition, for positive α, α-order Green-tightness of the measure ν ∈ S0K is independent of
the choice of α > 0 in view of the resolvent equation (4.2.12) in [12]. The measure having 0-
order Green-tightness is suitable to treat the transient case. In this case 0-order Green-tightness
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K+∞
(resp. S0K∞ ) the family
of positive-order (resp. 0-order) Green-tight measures of Kato class and set S1
K+∞
:= S0
K+∞
∩ S1
(resp. S1K∞ := S0K∞ ∩ S1).
Let Fe be the family of m-measurable functions u on E such that |u| < ∞ m-a.e. and
there exists an E-Cauchy sequence {un} of F such that limn→∞ un = u m-a.e. We call {un}
as above an approximating sequence for u ∈ Fe. For any u,v ∈ Fe and its approximating se-
quences {un}, {vn} the limit E(u, v) = limn→∞ E(un, vn) exists and does not depend on the
choices of the approximating sequences for u, v. It is known that E1/2 on Fe is a semi-norm
and F = Fe ∩ L2(E;m). We call (E,Fe) the extended Dirichlet space of (E,F). Any element
f ∈ Fe admits quasi-continuous m-version f˜ (see [12]). Throughout this paper, we always take
quasi-continuous m-version of the element of Fe, that is, we omit tilde from f˜ for f ∈ Fe.
For any u ∈ Fe, the additive functional Au defined by Aut := u(Xt ) − u(X0) admits the fol-
lowing decomposition:
Aut = Mut +Nut for all t ∈ [0,∞[ Px-a.s. for q.e. x ∈ E, (1.1)
where Mu is a martingale additive functional (MAF in short) of finite energy, and Nu is a con-
tinuous additive functional (CAF in short) of zero energy (see [12]). The quadratic variational
process 〈Mu〉 is a positive continuous additive functional (PCAF in short) and denote by μ〈u〉 its
Revuz measure. Throughout this paper, we fix u ∈ Fe ∩C∞(E) and assume μ〈u〉 ∈ S1K and that
X has no inside killing provided u = 0 (see (A.1) below). Then Au admits the following strict
decomposition:
Aut = Mut +Nut for all t ∈ [0,∞[ Px-a.s. for any x ∈ E, (1.2)
where Mu is an MAF of finite energy in the strict sense, and Nu is a CAF of zero energy in
the strict sense (see Proposition A.1 in Appendix A, cf. [11] for a weaker version). Hereafter we
use the convention that μ = μ+ − μ− ∈ S1∗ − S1∗∗ means μ+ ∈ S1∗ and μ− ∈ S1∗∗ for subclasses
S1∗ and S1∗∗ of S1, where μ = μ+ −μ− is the Hahn–Jordan decomposition of the signed smooth
measure μ in the strict sense. We always take μ = μ+ −μ− with μ+ ∈ S1LK and μ− ∈ S1LK ∩S1EK .
Now we consider the following Feynman–Kac semigroup: for f ∈B+(E),
Qtf (x) := Ex
[
eN
u
t −Aμt f (Xt )
]
for x ∈ E. (1.3)
The stochastic resolvent (Sα)α>0 associated with (Qt )t>0 is defined by
Sαf (x) :=
∞∫
0
e−αtQtf (x) dt, x ∈ E,
for f ∈B+(E). Define a transition probability P ∂t (x, dy) on E∂ ; for B ∈B(E∂),
P ∂t (x,B) =
{
Pt (x,B \ {∂}), x ∈ E,
δ∂(B), x = ∂.
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is an extension of X with ∂ as a cemetery point. We also use that for f ∈B+(E∂) and x ∈ E∂ ,
Q∂t f (x) := E∂x
[
eN
u
t −Aμt f (Xt )
]
and S∂αf (x) :=
∞∫
0
e−αtQ∂t f (x) dt. (1.4)
Any function f on E can be regarded as a function f on E∂ with f (∂) = 0 unless we mention
the value at infinity. In this case Qtf (x) = Q∂t f (x) for x ∈ E and f ∈ B(E). In particular,
Q∂t 1E∂ (x) = Ex[eNut −A
μ
t ] and Q∂t 1E(x) = Qt1E(x) = Ex[eNut −A
μ
t : t < ζ ], x ∈ E. Here Aμt :=
A
μ+
t − Aμ−t , and Aμ+ (resp. Aμ−t ) is the PCAF in the strict sense associated with μ+ ∈ S1LK
(resp. μ− ∈ S1LK ∩ S1EK ). Let C be a core of (E,F) on L2(E;m). We introduce the following
quadratic form (Q,C) on L2(E;m):
Q(f, g) := E(f, g)+ E(u,fg)+
∫
E
fg dμ for f,g ∈ C.
The quadratic form Q is well defined and lower bounded on C and the stochastic semigroup
defined in (1.3) is regarded as a strongly continuous semigroup on L2(E;m) associated with the
closure (Q,D(Q)) of (Q,C) on L2(E;m) (cf. Corollaries 1.5, 1.8 and 1.9 in [5]).
We state some notations. Let P(E) denote the space of all Borel probability measures on E.
Define a rate function IQ(ν) on P(E) by
IQ(ν) :=
{
Q(φ,φ) if ν  m and φ := √dν/dm ∈ D(Q),
+∞ otherwise. (1.5)
For ω ∈ Ω with t < ζ(ω), we define the normalized occupation time distribution Lt(ω) ∈ P(E)
by
Lt(ω)(A) := 1
t
t∫
0
1A
(
Xs(ω)
)
ds for A ∈B(E).
Our first result is the following:
Theorem 1.1. Suppose μ〈u〉 ∈ S1K , μ = μ+ −μ− ∈ S1LK − S1LK ∩ S1EK.
(1) Then for any open set G ⊂ P(E) and x ∈ E,
lim
t→∞
1
t
log Ex
[
eN
u
t −Aμt : Lt ∈ G, t < ζ
]
− inf
ν∈GIQ(ν). (1.6)
(2) Assume further μ+ ∈ S1LK ∩ S1EK. For any compact set K ⊂ P(E),
lim
t→∞
1
t
log sup
x∈E
Ex
[
eN
u
t −Aμt : Lt ∈ K, t < ζ
]
− inf
ν∈K IQ(ν). (1.7)
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K+∞
and μ+ ∈ S1LK ∩ S1EK. Then for any closed set K ⊂ P(E), we have (1.7),
in particular,
lim
t→∞
1
t
log Ex
[
eN
u
t −Aμt : t < ζ
]
= lim
t→∞
1
t
log sup
x∈E
Ex
[
eN
u
t −Aμt : t < ζ
]= − inf
ν∈P(E)
IQ(ν). (1.8)
Fix an open subset G of E and consider a part space (EG,FG) defined by{
FG := {u ∈ F | u = 0 q.e. on E \G},
EG(u, v) := E(u, v) for u,v ∈ FG.
It is known that (EG,FG) is a regular Dirichlet form on L2(G;m). Under the doubly Feller
property of X, it is proved in Corollary of [9] that RG1 1G ∈ C∞(G) provided G is a relatively
compact open set which is regular in the sense that Px(τG = 0) = 1 for all x ∈ E \ G. Here
RG1 is the 1-order resolvent under the part process XG and τG := inf{t > 0 | Xt /∈ G} is the last
exit time from G. Consider a stochastic semigroup QGt f (x) := Ex[eNut −A
μ
t f (Xt ): t < τG] for
f ∈Bb(G). Note that QGt forms a strongly continuous semigroup on L2(G;m) associated with
a closed quadratic form (Q,FG) on L2(G;m) provided G is relatively compact.
Let us denote by ‖QGt ‖p,p the operator norm of QGt from Lp(G;m) to Lp(G;m) and put
λp(G) := λp(u,μ)(G) := − lim
t→∞
1
t
log
∥∥QGt ∥∥p,p, 1 p ∞,
and we omit ‘(G)’ from λp(G) when G = E.
Our second result is the following:
Theorem 1.2. We have the following:
(1) Suppose μ〈u〉 ∈ S1K , μ = μ+ − μ− ∈ S1LK ∩ S1EK − S1LK ∩ S1EK. Then the spectrum radius
λp(u,μ) (1 p ∞) is independent of p if m ∈ S1
K+∞
.
(2) Suppose μ〈u〉 ∈ S1K , μ = μ+ − μ− ∈ S1LK ∩ S1EK − S1LK ∩ S1EK. Assume that G is a regular
open set satisfying limGx→∂ Px(τG > 0) = 0. Then the spectrum radius λp(u,μ)(G) (1
p ∞) is independent of p.
(3) Suppose μ〈u〉 ∈ S1LK, μ = μ+ − μ− ∈ S1LK − S1LK. Assume that G is a relatively compact
regular open set. Then the spectrum radius λp(u,μ)(G) (1 p ∞) is independent of p.
We further have the following:
Theorem 1.3. Suppose μ〈u〉 ∈ S1
K+∞
and μ = μ+ − μ− ∈ S1LK ∩ S1EK − S1K+∞ . The spectrum ra-
dius λp(u,μ) (1  p ∞) is independent of p if λ2(u,μ)  0. Moreover, suppose that X is
conservative and μ+ ∈ S1
K+∞
. Then λ2(u,μ) > 0 implies λ∞(u,μ) = 0.
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K+∞
, μ = μ+−μ− with μ+ = 0 and μ− ∈ S1
K+∞
. Then λ2(0,0)
0 implies λ2(u,μ) 0, in particular, λp(u,μ) (1 p ∞) is independent of p if λ2(0,0) 0.
Moreover, if X is transient, μ〈u〉 ∈ S1
K+∞
and μ = μ+ −μ− ∈ S1K∞ − S1K+∞ , then the same conclu-
sion holds.
These results are extensions of [25–27]. Let us briefly state the constitution of this paper.
In Section 2, we summarize the properties on non-negative order Green-tight measures of Kato
class. In Section 3, we investigate the properties of our Feynman–Kac semigroup generated by
continuous additive functionals whose Revuz measures are of (local and extended) Kato class and
give more properties if they have positive-order Green-tightness. In Section 4, we give the proofs
of our main results. In Section 5, we introduce another notion of Green-tightness of Kato class
measures under heat kernel estimates for short and large times, in particular, we establish that any
Kato class measure having finite total mass admits positive-order Green-tightness under the heat
kernel estimates, which is utilized in Examples 6.1 and 6.2. In Section 6, we give examples on
Cauchy principal value and Hilbert transform of local time for 1-dimensional Brownian motion
(Example 6.1), and another example for relativistic symmetric stable processes (Example 6.2).
In Appendix A, we extend the Fukushima’s decomposition in the strict sense up to infinity.
2. Properties on Green-tight measures of Kato class
In this section, we shall investigate several properties on α-order Green-tight measures of
Kato class.
Lemma 2.1. For ν ∈ S1K with its associated PCAF A in the strict sense, under the strong Feller
property of X, the following hold:
(1) Rαν ∈ Cb(E) for any α > 0.
(2) E·[At ] ∈ Cb(E) for any t > 0.
Moreover, if we assume the transience of X and that Rν is bounded, then it belongs to Cb(E).
Proof. (1): Set gn := n(I − nRn+α)Rαν. Then gn ∈ Bb(E) and Rαgn = nRn+αRαν ∈ Cb(E)
uniformly converges to Rαν on E as n → ∞, because Rαν − Rαgn = Rn+αν converges to 0
uniformly by ν ∈ S1K .
(2): Note that from (1)
E·
[ t∫
0
e−αs dAs
]
= Rαν − e−αtPtRαν ∈ Cb(E).
Then the convergence
sup
x∈E
Ex
[ t∫
0
(
1 − e−αs)dAs
]
 sup
s∈[0,t]
(
1 − e−αs) sup
x∈E
Ex[At ]

(
1 − e−αt) sup
x∈E
Ex[At ] → 0
as α → 0 shows the conclusion.
The proof of the last assertion is similar with the proof of (1) by setting α = 0. 
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Lemma 2.2. Let A be a PCAF in the strict sense. For p ∈ [1,∞[, we have
Ex
[
A
p
t
]
 Cp
(
sup
y∈E
Ey[At ]
)[p]
Ex[At ]p−[p]  Cp
(
sup
y∈E
Ey[At ]
)p
,
where [p] := sup{x ∈N | x  p} and Cp := p(p − 1) · · · (p − [p] + 1).
Proof. The assertion for p = 1 is clear, so we may assume p > 1. Since Apt =
∫ t
0 As dA
p−1
s +∫ t
0 A
p−1
s dAs = p
∫ t
0 A
p−1
s dAs , we have
A
p
t =
p
p − 1
t∫
0
As dA
p−1
s = p
p − 1
t∫
0
(
A
p−1
t −Ap−1s
)
dAs
 pAp−2t
t∫
0
(At −As)dAs,
which implies
Ex
[
A
p
t
]
 pEx
[
A
p−2
t
t∫
0
At−s ◦ θs dAs
]
= pEx
[
A
p−2
t
t∫
0
EXs [At−s]dAs
]
 p
(
sup
y∈E
Ey[At ]
)
Ex
[
A
p−1
t
]
.
Iterating this procedure, we obtain
Ex
[
A
p
t
]
 p(p − 1) · · · (p − [p] + 1)( sup
y∈E
Ey[At ]
)[p]
Ex
[
A
p−[p]
t
]
 p(p − 1) · · · (p − [p] + 1)( sup
y∈E
Ey[At ]
)[p]
Ex[At ]p−[p].
In the last estimate, we use the Hölder inequality with exponents p˜ := 1/(p − [p]) and q˜ :=
1/(1 + [p] − p) provided [p] <p < [p] + 1. 
Lemma 2.3. For ν ∈ S1LK with its associated PCAF A in the strict sense, under the doubly Feller
property of X, the following are equivalent:
(1) ν ∈ S1 + .K∞
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lim
K: compact
K↑E
sup
x∈E
Ex
[ t∫
0
1Kc(Xs) dAs
]
= 0.
(3) For each t > 0, E·[At ] ∈ C∞(E).
(4) Rαν ∈ C∞(E) for any α > 0.
(5) Rαν ∈ C∞(E) for some α > 0.
In particular, m ∈ S1
K+∞
is equivalent to R11E = R1m ∈ C∞(E). Under the transience of X,
Rν ∈ C∞(E) implies ν ∈ S1K∞ . The converse also holds under the condition that
R1K ∈ C∞(E) for every compact subset K of E. (2.1)
Proof. (1) ⇒ (2): This is clear from
Ex
[ t∫
0
1Kc(Xs) dAs
]
 etEx
[ ∞∫
0
e−s1Kc(Xs) dAs
]
.
(2) ⇒ (1): The converse is clear from
Ex
[ ∞∫
0
e−s1Kc(Xs) dAs
]
=
∞∑
n=0
Ex
[ (n+1)t∫
nt
e−s1Kc(Xs) dAs
]

∞∑
n=0
e−ntEx
[ (n+1)t∫
nt
1Kc(Xs) dAs
]
=
∞∑
n=0
e−ntEx
[
EXnt
[ t∫
0
1Kc(Xs) dAs
]]
 1
1 − e−t supx∈E Ex
[ t∫
0
1Kc(Xs) dAs
]
.
(2) ⇒ (3): For each compact subset K of E, we see 1Kν ∈ S1K , hence the proof of
Lemma 2.1(2) shows E·[
∫ t
0 e
−αs1K(Xs) dAs] ∈ Cb(E). Then
Ex
[ t∫
0
e−αs1K(Xs) dAs
]
= Ex
[
1{σKt}
t∫
σK
e−αs1K(Xs) dAs
]
 Ex
[
e−ασKAt
]
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[
e−2ασK
]1/2Ex[A2t ]1/2
 Ex
[
e−2ασK
]1/2√2 sup
y∈E
Ey[At ] → 0 as x → ∂,
hence E·[
∫ t
0 e
−αs1K(Xs) dAs] ∈ C∞(E), where we use Lemma 2.2. In the same way as in the
proof of Lemma 2.1(2), we can get E·[
∫ t
0 1K(Xs) dAs] ∈ C∞(E). Therefore (2) yields E·[At ] ∈
C∞(E).
(3) ⇒ (4): From the estimate
Rαν(x) =
∞∑
n=0
Ex
[ (n+1)t∫
nt
e−αs dAs
]

∞∑
n=0
e−αntEx[A(n+1)t −Ant ],
the dominated convergence theorem tells us that
lim
k→∞Rαν(xk)
∞∑
n=0
e−αnt lim
k→∞ Exk [A(n+1)t −Ant ] = 0,
for any sequence {xk} converging to ∂ as k → ∞.
The equivalence (4) ⇐⇒ (5) is clear from the resolvent equation (4.2.12) in [12].
(5) ⇒ (1): Since
Rα1Kcν(x) = Ex
[ ∞∫
0
e−αt1Kc(Xt ) dAt
]
= Ex
[ ∞∫
σKc
e−αt1Kc(Xt ) dAt
]
= Ex
[
e−ασKc Rα1Kcν(XσKc )
]
,
we have
sup
x∈E
Rα1Kcν(x) = sup
x∈Kc
Rα1Kcν(x) sup
x∈Kc
Rαν(x) → 0 as K ↑ E
with K being compact. Suppose that ν /∈ S1K . Then, there exists c > 0 such that ‖Rαν‖∞ > c for
any α > 0. Take ε ∈ ]0, c[. Then compact subset K of E such that ‖R11Kcν‖∞ < ε. For α > 1,
we see that ε > ‖R11Kcν‖∞  ‖Rα1Kcν‖∞  ‖Rαν‖∞ −‖Rα1Kν‖∞ > c−‖Rα1Kν‖∞. Since
ν ∈ S1LK , we have ‖Rα1Kν‖∞ → 0 as α → ∞. Therefore, we obtain ε  c, which contradicts
ε < c.
Now we prove the final assertion. The proof of the first statement is similar with the proof of
(5) ⇒ (1). Note that under the transience and the strong Feller property of X, we can obtain
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compact subset K of E. Suppose that ν ∈ S1K∞ and R1K ∈ C∞(E) for any compact subset K
of E. Then we have Rf ∈ C∞(E) for any f ∈ C0(E). Here C0(E) is the family of continuous
functions on E with compact support. By a similar result in this context as in Proposition 3.4
in [2], we can obtain that for any compact subset K of E,
lim
x→∂ Px(σK < ∞) = 0. (2.2)
Note that under the transience of X, ν ∈ S1K∞ satisfies the Green-boundedness, that is, Rν =
E·[A∞] ∈Bb(E). Then by (2.2) we have
R1Kν(x) = Ex
[ ∞∫
σK
1K(Xs) dAs
]
 Ex[1{σK<∞}A∞]
 Px(σK < ∞)1/2Ex
[
A2∞
]1/2
 Px(σK < ∞)1/2
√
2 sup
y∈E
Ey[A∞] → 0 as x → ∂.
That is, R1Kν ∈ C∞(E) for each compact subset K of E. Therefore, 0-order Green-tightness
of ν implies Rν ∈ C∞(E). 
3. Properties on the Feynman–Kac semigroup
In this section, we investigate several properties on the Feynman–Kac semigroup (Qt )t>0.
First we show the following lemma:
Lemma 3.1. Suppose μ〈u〉 ∈ S1K , μ = μ+ −μ− ∈ S1LK − S1LK ∩ S1EK.
(1) The semigroup (Qt )t>0 has the doubly Feller property.
(2) There exist p > 1, Cp(= Cp(u,μ)) > 1 and βp(= βp(u,μ)) > 0 such that
sup
x∈E
Ex
[
ep(N
u
t −Aμt )] Cpeβpt . (3.1)
In particular, there exist C > 1 and β > 0 such that for any α > β , we have
sup
x∈E
S∂α1E∂ (x)
C
α − β . (3.2)
(3) Suppose further that μ+ ∈ S1LK ∩ S1EK. For each α > 0, there exist a constant C =
C(u,μ) > 1 and β = β(u,μ) > 0 such that
inf
x∈E S
∂
α1E∂ (x)
1
C(α + β) > 0. (3.3)
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∫ t
0 e
u(Xs−) dMe
−u−1
s and Yt := Exp(M)t the solution of the Doléans–
Dade equation: Yt = 1 +
∫ t
0 Ys− dMs . Yt can be represented as follows:
Yt = exp
[
Mt − 12
〈
Mc
〉
t
] ∏
0<st
(1 +Ms)e−Ms .
Here Mt := Mt − Mt−. Then the argument of [8] yields the equation e−Mut = YteA(u)t , where
A(u) is a PCAF given by
A
(u)
t :=
t∫
0
∫
E∂
(
eu(Xs)−u(y) − (u(Xs)− u(y))− 1)N(Xs, dy)dHs + 12 〈Mu,c〉t .
Here we use Mc = −Mu,c . Note that for φ(x, y) := e−(u(y)−u(x)) − 1, μ(u) := N(φ − log(1 +
φ))μH + 12μ〈Mc〉 is a Radon measure of Kato class, because of the boundedness of u ∈ Fe ∩
C∞(E), where we use the fact that there exists CT > 0 such that |et − es |  CT |t − s| and
|et − t − 1| CT t2 for all s, t ∈ [−T ,T ]. Then the above PCAF A(u) can be realized as a PCAF
in the strict sense.
Let D be any relatively compact open set. Note that μ+ ∈ S1LK , μ− ∈ S1LK and μ(u) ∈ S1K . Ap-
plying Lemmas 2.4(iii) and 3.2(iii) in [6] to the part process XD , we have that e−A
μ+
t , eA
(u)
t +Aμ−t
and Yt satisfy the following condition; for each i = 1,2,3 we have that for any p ∈ [1,∞[ and
relatively compact open set D,
lim
t→0 supx∈D
Ex
[
sup
s∈[0,t]
∣∣Z(i)s − 1∣∣p: t < τD]= 0
where Z(1)t := e−A
μ+
t , Z
(2)
t := eA
(u)
t +Aμ−t and Z(3)t := Yt . By way of the Hölder inequality and
|a + b|p  2p−1(|a|p + |b|p) for a, b ∈ R, we easily see that Zt := Z(1)t Z(2)t Z(3)t = e−Mut −A
μ
t
satisfies that for any p ∈ [1,∞[,
lim
t→0 supx∈D
Ex
[
sup
s∈[0,t]
|Zs − 1|p: t < τD
]
= 0. (3.4)
In particular, we obtain the condition (1.7) in [6] for B = E. Since μ− ∈ S1LK ∩ S1EK and
μ(u) ∈ S1K , Theorem 2.5 in [6] shows that Z(2)t satisfies that there exists p > 1 such that for
all t > 0,
sup
s∈[0,t]
sup
x∈E
Ex
[∣∣Z(2)s ∣∣p: s < ζ ]< ∞.
By way of Hölder inequality, we then see that for any q ∈ ]1,p[,
Ex
[|Zs |q : s < ζ ] Ex[∣∣Z(2)s ∣∣p: s < ζ ] qp Ex[∣∣Z(3)s ∣∣ pqp−q ] p−qpq ,
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μ〈u〉 ∈ S1K is used for that Yt = Z(3)t satisfies (1.7) and (1.12) in [6] for B = E. Hence Corol-
lary 1.5 in [6] tells us that the semigroup (P u,μt )t>0 defined by
P
u,μ
t f (x) := Ex
[
e−Mut −A
μ
t f (Xt )
]
for f ∈Bb(E)
has doubly Feller property. Therefore (Qt )t>0 has the desired doubly Feller property because
Qtf (x) = e−u(x)P u,μt (f eu)(x) for all x ∈ E.
(2): Let Yt and A(u)t as above. Note that there exist p > 1 and q > 1 being close to 1 such that
pqμ− ∈ S1EK . We have
Ex
[
ep(N
u
t −Aμt )]= Ex[ep(u(Xt )−u(X0)−Mut −Aμt )]
 e2p‖u‖∞Ex
[
e−p(Mut +A
μ
t )
]
= e2p‖u‖∞Ex
[
Y
p
t e
p(A
(u)
t −Aμt )]
 e2p‖u‖∞Ex
[
Y
pq
q−1
t
] q−1
q Ex
[
epq(A
(u)
t +Aμ−t )]1/q
 e2p‖u‖∞ sup
x∈E
Ex
[
Y
pq
q−1
t
] q
q−1 cp,qe
βp,q t ,
which follows from a general result for the Radon measure pq(μ− + μ(u)) of extended Kato
class with μ(u) = N(φ− log(1+φ))μH + 12μ〈Mc〉 for φ(x, y) := e−(u(y)−u(x)) −1 (see the proof
of Lemma 2.1(b) of [33]). Note that all coefficients are greater than 1, because of Ex[Y
pq
q−1
t ] 
Ex[Yt ]
pq
q−1 = 1 and cp,q > 1. So we may assume that these are strictly greater than 1.
(3): Applying (2) to −u and −μ, we have Ex[eAμt −Nut ] Ex[ep(Aμt −Nut )]1/p  Ceβt for some
C > 1 and β > 0. Then
1 = Ex[1E∂ ]2 = Ex
[
e(1/2)(N
u
t −Aμt )e(1/2)(A
μ
t −Nut )]2
 Ex
[
eN
u
t −Aμt ]Ex[eAμt −Nut ] Ex[eNut −Aμt ]Ceβt .
Hence
Ex
[
eN
u
t −Aμt ] C−1e−βt
for all x ∈ E. This implies the assertion. 
Remark 3.1. In the same way of the proof of Lemma 3.1(1), we can prove the following. If
μ〈u〉 ∈ S1K , μ = μ+ −μ− ∈ S1K −S1K , then we can obtain that (Qt )t>0 satisfies the conditions (a)
and (c) in [9] (see (1.3), (1.4) and (1.6) in [6]). So the proof of Theorem 2 in [9] yields the strong
Feller property of (Qt )t>0 without assuming the Feller property of X (see also Theorem 1.1,
Corollary 1.2 and Remark 1.3 in [6]).
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each element in Cu(E) is the restriction of some function in C(E∂). For f ∈ Cu(E), we write
f (∂) := limx→∂ f (x). Let USC(E∂) be the family of all upper semi-continuous functions on
E∂ and USCu(E) a family of functions on E whose element is the restriction of some function
in USC(E∂). We set C+u (E) := {f ∈ Cu(E) | f  0 on E} and USC+u (E) := {f ∈ USCu(E) |
f  0 on E}.
The main theorem of this section is the following:
Theorem 3.1. Suppose μ〈u〉 ∈ S1
K+∞
and μ = μ+ − μ− ∈ S1LK − S1K+∞ . Then Qt(C
+
u (E)) ⊂
USC+u (E) for each t > 0. If further μ+ ∈ S1K+∞ , then Qt(Cu(E)) ⊂ Cu(E) for each t > 0.
To prove this theorem, we need several lemmas below. When u = 0, we write Pμt (resp. Rμα )
instead of Qt (resp. Sα). The following lemma is a slight extension of Theorem 2.1(iv) of [27]
without assuming the transience of X.
Lemma 3.2. Suppose μ = μ+ − μ− ∈ S1LK − S1K+∞ . Then P
μ
t (C
+
u (E)) ⊂ USC+u (E) for each
t > 0. If further μ+ ∈ S1
K+∞
, then Pμt (Cu(E)) ⊂ Cu(E) for each t > 0.
Proof. We use the convention Pμ,∂t f (x) := Ex[e−A
μ
t f (Xt )] for f ∈ B(E∂). For any f ∈
C+u (E), f −f (∂)1E∂ ∈ C∞(E). So for Pμt f = Pμt (f −f (∂)1E∂ )+f (∂)Pμ,∂t 1E∂ ∈ USC+u (E),
we need Pμ,∂t 1E∂ ∈ USC(E∂). First we prove Pμ,∂t 1E∂ ∈ Cb(E). It is clear to see Pμ,∂t 1E =
P
μ
t 1E ∈ Cb(E) under the strong Feller property of (Pμt )t>0. Let {Dn} be an increasing sequence
of relatively compact open sets satisfying that Dn ⊂ Dn+1 for each n ∈ N and E =⋃∞n=1 Dn.
Then we have Px(limn→∞ σE\Dn = ∞) = 1 for all x ∈ E by Lemma A.1 below. We set
P
μ,n,∂
t 1E∂ (x) := Ex[e−A
μ
t : t < σE\Dn] and Pn,∂t 1E∂ (x) := Px(t < σE\Dn) for x ∈ E∂ , and
Pnt 1E(x) := Px(t < τDn) for x ∈ E. Then∣∣Pμ,n,∂t 1E∂ (x)− Pn,∂s Pμ,n,∂t−s 1E∂ (x)∣∣
 Ex
[∣∣e−Aμs − 1∣∣Pμ,n,∂t−s 1E∂ (Xs): s < σE\Dn]
 Ex
[∣∣e−Aμs − 1∣∣: s < σE\Dn] sup
y∈E∂
P
μ,n,∂
t−s 1E∂ (y)
 Ex
[∣∣e−Aμs − 1∣∣] sup
y∈E∂
Ey
[
eA
μ−
t
]
= Ex
[
eA
μ−
s − 1] sup
y∈E∂
Ey
[
eA
μ−
t
]
.
Letting s → 0, we have that Pn,∂s Pμ,n,∂t−s 1E∂ uniformly converges to Pμ,n,∂t 1E∂ on E. On the
other hand, for any g ∈Bb(E∂), we have
Pn,∂s g(x) = Pn,∂s
(
g − g(∂)1E∂
)
(x)+ g(∂)P n,∂s 1E∂ (x)
= Pns
(
g − g(∂)1E
)
(x)+ g(∂)Px(s < σE\Dn)∂
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(
g − g(∂)1E∂
)
(x)+ g(∂){Px(s < τDn)+ Px(ζ  s)}
= Pns
(
g − g(∂)1E∂
)
(x)+ g(∂){Pns 1E(x)+ 1 − Ps1E(x)},
which belongs to C(Dn) by the strong Feller properties of (Pt )t>0 on E and (P nt )t>0 on each Dn.
We then have the continuity of Pμ,n,∂t 1E∂ on each Dn. Taking a compact subset K of Dn, for
x ∈ K , ∣∣Pμ,∂t 1E∂ (x)− Pμ,n,∂t 1E∂ (x)∣∣ Ex[e−Aμt : t  σE\Dn]
 sup
y∈E
Ey
[
epA
μ−
t
]1/pPx(t  σE\Dn)1/q → 0
as n → ∞. Here p ∈ ]1,∞[ is an exponent and q := p/(p − 1). So Dini’s theorem tells us that
the convergence is uniform on each K , because of the uniform convergence of
Px(t  σE\Dn) Px(t  σE\Dn, t  ζ )+ Px(t  σE\Dn, t < ζ)
 Px(t  τDn)+ Px(ζ > t  τDn) 2Px(t  τDn) → 0
as n → ∞ on K (see the argument in the proof of Theorem 1.4 in [6]). Therefore, we have the
continuity of Pμ,∂t 1E∂ on E.
Next we prove the (upper semi) continuity of Pμ,∂t 1E∂ at ∂ . Since Pμ,∂t 1E∂ (∂) = 1, it suffices
to show
lim
x→∂ P
μ,∂
t 1E∂ (x) = lim
x→∂ Ex
[
e−A
μ
t
]
 1
and
lim
x→∂ P
μ,∂
t 1E∂ (x) = lim
x→∂ Ex
[
e−A
μ
t
]= 1
provided μ+ ∈ S1
K+∞
. Let ν ∈ S1
K+∞
and K a compact subset of E. Then
Ex
[
exp
[ t∫
0
1K(Xs) dAνs
]]
= Ex
[
exp
[ t∫
0
1K(Xs) dAνs
]
: t < σK
]
+ Ex
[
exp
[ t∫
0
1K(Xs) dAνs
]
: t  σK
]
= Px(t < σK)
+ Ex
[
exp
[ t∫
0
1K(Xs) dAνs
]
: t  σK
]
.
Owing to the Feller property of X, Px(t < σK) → 1 as x → ∂ . Then the second term of the
right-hand side of the inequality
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[
exp
[ t∫
0
1K(Xs) dAνs
]
: t  σK
]
 Ex
[
exp
[
2
t∫
0
1K(Xs) dAνs
]]1/2
Px(σK  t)1/2
converges to 0 as x → ∂ . Hence we have
lim
x→∂ Ex
[
exp
[ t∫
0
1K(Xs) dAνs
]]
= 1.
Moreover,
lim
K: compact
K↑E
sup
x∈E
Ex
[
exp
[ t∫
0
1Kc(Xs) dAνs
]]
 1.
Indeed, by Khasminskii’s lemma, for small t > 0,
sup
x∈E
Ex
[
exp
[ t∫
0
1Kc(Xs) dAνs
]]
 1
1 − supx∈E Ex[
∫ t
0 1Kc(Xs) dAνs ]
and by the definition of ν ∈ S1
K+∞
,
lim
K: compact
K↑E
sup
x∈E
Ex
[ t∫
0
1Kc(Xs) dAνs
]
 lim
K: compact
K↑E
sup
x∈E
Ex
[
et
∞∫
0
e−s1Kc(Xs) dAνs
]
= et lim
K: compact
K↑E
sup
x∈E
∫
Kc
r1(x, y)ν(dy) = 0.
Therefore
lim
x→∂ Ex
[
exp
[
Aνt
]]= lim
x→∂ Ex
[
exp
[
A
1Kν
t
]
exp
[
A
1Kc ν
t
]]
 lim
x→∂
(
Ex
[
exp
[
A
21Kν
t
]])1/2(Ex[exp[A21Kc νt ]])1/2
 sup
x∈E
Ex
[
exp
[
A
21Kc ν
t
]]1/2 ↓ 1 as K ↑ E with K being compact,
and thus
lim
x→∂
Ex
[
exp
[−Aνt ]] 1limx→∂ Ex[exp[Aνt ]]  1.
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Ex
[
exp
[−Aμ+t ]] Ex[exp[−Aμt ]] Ex[exp[Aμ−t ]],
we have
lim
x→∂ Ex
[
exp
[−Aμt ]] 1 (3.5)
and
lim
x→∂ Ex
[
exp
[−Aμt ]]= 1 (3.6)
provided μ+ ∈ S1
K+∞
. 
Let X˜ := (Ω, F˜∞, F˜t , X˜t , P˜x) be e−2um-symmetric Markov process transformed by the mul-
tiplicative functional Yt = Exp(M)t with Mt :=
∫ t
0 e
u(Xs−) dMe
−u−1
s . The relation between X and
X˜ is given by E˜x[f (Xt )] = Ex[Ytf (Xt )] for f ∈Bb(E∂). Note that X˜ is a doubly Feller process.
Let S˜0 be the family of measures of finite energy with respect to X˜. The classes S˜00 and S˜1 are
similarly defined for X˜ as well as S00 and S1 are defined for X. Let S˜0K be the family of measures
of Kato class with respect to X˜ and S˜1 the family of smooth measures in the strict sense with
respect to X˜. The classes S˜1K , S˜
1
EK , S˜
1
LK , S˜
0
K+∞
and S˜1
K+∞
are similarly defined for X˜ as well as S1K ,
S1EK , S
1
LK , S
0
K+∞
and S1
K+∞
are defined for X.
Lemma 3.3. The following hold:
(1) For ν ∈ S00, e−2uν ∈ S˜00.
(2) For ν ∈ S1, e−2uν ∈ S˜1.
(3) For ν ∈ S1K , e−2uν ∈ S˜1K . In particular, ν ∈ S1LK implies e−2uν ∈ S˜1LK.
(4) For ν ∈ S1EK, e−2uν ∈ S˜1EK.
(5) For ν ∈ S1
K+∞
, e−2uν ∈ S˜1
K+∞
.
Proof. First note that ν ∈ S0 is equivalent to e−2uν ∈ S˜0, because of the boundedness of u and
the expression of the Dirichlet form (E˜, F˜) (see Theorem 3.4 in [8]). So the notion of smooth
measure is invariant under the transformation by Yt . It is proved in Theorem 3.3 of [8] that for
a PCAF A associated with a smooth measure μ, the Revuz measure for A as a PCAF of X˜ is
e−2uμ.
(1): Let A be a PCAF in the strict sense associated with ν ∈ S00 under X. Since ν ∈ S00
implies supx∈E Ex[
∫∞
0 e
−s dAs] < ∞, supx∈E Ex[At ] < ∞ for each t > 0. It suffices to prove
that supx∈E E˜x[
∫∞
0 e
−s dAs] < ∞. This is equivalent that for each t > 0 supx∈E E˜x[At ] < ∞.
By Itô’s formula for semi-martingale with jumps, we have YtAt =
∫ t
0 Ys− dAs +
∫ t
0 As dYs =∫ t
Ys dAs +
∫ t
AsYs− dMs . Hence0 0
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[ t∫
0
Ys dAs
]
= Ex[YtAt ] Ex
[
Y 2t
]1/2Ex[A2t ]1/2.
Owing to Lemma 2.2, we then obtain supx∈E E˜x[At ] < ∞, because of supx∈E Ex[Y 2t ] < ∞.
(2): By Theorem 5.1.7(iii) in [12], it suffices to show that any finely open Borel set of X
is a finely open Borel set of X˜, equivalently any finely continuous Borel function is a finely
continuous Borel function of X˜. Let f be a finely continuous Borel function. By using Theo-
rem A.2.7 in [12], for each T > 0, [0, T ]  t 	→ f (Xt ) is right continuous Px -a.s. Then it holds
P˜x -a.s. because of P˜x  Px on FT . This implies the fine continuity of f with respect to X˜ by
Theorem A.2.7 in [12].
(3): Let A be a PCAF in the strict sense associated with ν ∈ S1K . We have
limt→0 supx∈E Ex[At ] = 0. As in the proof of (1), we can obtain limt→0 supx∈E E˜x[At ] = 0,
which implies that the Revuz measure e−2uν ∈ S˜1 associated with A under X˜ is of Kato class
smooth measure in the strict sense.
(4): Let A be a PCAF in the strict sense associated with ν ∈ S1EK . By Lemma 2.2, for any
p ∈ ]1,2[ we have
E˜x[At ] = Ex[YtAt ] Ex
[
Y
q
t
]1/qEx[Apt ]1/p
 Ex
[
Y
q
t
]1/q
p1/p sup
y∈E
Ey[At ].
Since limt→0 supy∈E Ey[At ] < 1, we can take p ∈ ]1,2[ close to 1 so that
lim
t→0 supy∈E
Ey[At ] < 1
p1/p
(< 1).
On the other hand, μ〈u〉 ∈ S1K yields limt→0 supx∈E Ex[Yqt ] = 1. Therefore we obtain
lim
t→0 supx∈E
E˜x[At ] < 1.
(5): Let A be as above associated with ν ∈ S1K . By Lemma 2.3, we have that for each t > 0,
lim
K: compact
K↑E
sup
x∈E
Ex
[ t∫
0
1Kc(Xs) dAs
]
= 0.
Therefore
sup
x∈E
E˜x
[ t∫
0
1Kc(Xs) dAs
]
= sup
x∈E
Ex
[
Yt
t∫
0
1Kc(Xs) dAs
]
 sup
x∈E
Ex
[
Y 2t
]1/2
sup
x∈E
Ex
[( t∫
1Kc(Xs) dAs
)2]1/2
0
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x∈E
Ex
[
Y 2t
]1/2√2 sup
x∈E
Ex
[ t∫
0
1Kc(Xs) dAs
]
→ 0 as K ↑ E with K being compact,
which implies the assertion. 
Proof of Theorem 3.1. Take f ∈ C+u (E). We then see
Qtf (x) = e−u(x)Ex
[
Yte
A
(u)
t −Aμt (f eu)(Xs)]
= e−u(x)E˜x
[
eA
(u)
t −Aμt (f eu)(Xs)].
Since A(u)t and A
μ−
t are PCAFs of Kato class in the strict sense under X whose Revuz measures
under X have α-order Green-tightness, they are also PCAFs of Kato class in the strict sense under
X˜ whose Revuz measures under X˜ have α-order Green-tightness by Lemma 3.3(5). Similarly,
since Aμ+ is a PCAF in the strict sense whose Revuz measure is of local Kato class under X, it is
also a PCAF in the strict sense whose Revuz measure is of local and extended Kato class under
X˜ by Lemma 3.3(4).
Recall that X˜ is a doubly Feller process. We can apply Lemma 3.2 to X˜. Therefore Qtf ∈
USC+u (E). The latter assertion is similarly proved. 
4. Proofs of Theorems 1.1, 1.2, 1.3 and Corollary 1.1
Define the generator A by
Au = αu− f for u = Sαf, f ∈Bb(E).
Set
D+(A) :=
{
φ = Sαg
∣∣ α > β, g ∈ L2(E;m)∩C+b (E), g ≡ 0} (⊂ F ∩L2(E;μ+) ⊂ F),
where β is the constant appeared in (3.2). For α > β and φ = Sαg ∈ D+(A), put
M
u,μ,φ
t = e−αt+N
u
t −Aμt φ(Xt )− φ(X0)−
t∫
0
e−αs+Nus −A
μ
s (A− α)φ(Xs) ds. (4.1)
Then Mu,μ,φ is a Px -martingale for all x ∈ E because
Ex
[
M
u,μ,φ
t
]= 0 and Mu,μ,φs+t = Mu,μ,φs + e−αs+Nus −Aμs Mu,μ,φt (θs)
for all t, s  0 Px-a.s.
for all x ∈ E hold. Let
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t∫
0
1
φ(Xs−)
dMφs , t < ζ,
where Mφ is the martingale part of the semi-martingale φ(Xt)− φ(X0). The unique solution of
Doléans–Dade equation relative to Mˇt ,
Zˇt = 1 +
t∫
0
Zˇs− dMˇs, t < ζ, (4.2)
is then given by
Zˇt = exp
(
Mˇt − 12
〈
Mˇc
〉
t
) ∏
0<st
(1 +Mˇs)e−Mˇs 1{t<ζ },
where 〈Mˇc〉t is the quadratic variation of the continuous martingale part of Mˇt and Mˇs =
Mˇs − Mˇs−. Note that Zˇt is a positive local martingale and therefore a supermartingale on [0, ζ [.
Lemma 4.1. Mu,μ,φt can be written as M
u,μ,φ
t =
∫ t
0 e
−αs+Nus −Aμs dMφs .
Proof. A point is that we cannot apply Itô formula to eNut −A
μ
t φ(Xt ) directly because Nut is not
a bounded variation process in general. However the method in [26, Proposition 2.1] still works
on a general Hunt process. We omit the details. 
Using the above lemma, we see that Zˇt can be represented as follows:
Zˇt = eNut −A
μ
t
φ(Xt )
φ(X0)
exp
(
−
t∫
0
Aφ(Xs)
φ(Xs)
ds
)
1{t<ζ }. (4.3)
Indeed, applying Itô’s formula to log(e−αt+Nut −A
μ
t φ(Xt )), we get
log
(
e−αt+Nut −A
μ
t φ(Xt )
)− log(φ(X0))
=
t∫
0
eαs−Nus +A
μ
s
1
φ(Xs−)
dMu,μ,φs +
t∫
0
(A− α)φ(Xs)
φ(Xs−)
ds
− 1
2
t∫
0
e2αs−2Nus +2A
μ
s
1
φ(Xs−)2
d
〈
Mu,μ,φ,c
〉
s
+
∑
0<st
(
log
φ(Xs)
φ(Xs−)
− φ(Xs)− φ(Xs−)
φ(Xs−)
)
= Mˇt +
t∫
(A− α)φ(Xs)
φ(Xs)
ds − 1
2
〈
Mˇc
〉
t
+
∑
0<st
(
log(1 +Mˇs)−Mˇs
)
.0
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functional (4.3). Note that φ ∈ F implies ∫
E
φ2 dm < ∞. Then by the same arguments in [24,
Section 3], we have the following.
Lemma 4.2.
(1) Xˇ is a φ2m-symmetric right process on E.
(2) Let (Eˇ, Fˇ) be the Dirichlet form on L2(E;φ2m) associated with Xˇ. Suppose that μ〈u〉 ∈ S1K
and μ = μ+ −μ− ∈ S1LK − S1LK ∩ S1EK. Then Fˇ = F and for f ∈ Fˇ ,
Eˇ(f,f ) = 1
2
∫
E
φ(x)2μc〈f 〉(dx)+
∫
E×E\d
(
f (x)− f (y))2φ(x)φ(y)J (dx dy).
Moreover, 1 ∈ Fˇ and Eˇ(1,1) = 0.
(3) Xˇ is ergodic in the sense that if Λ ∈ F0∞ is (θt )-invariant, i.e., θ−1t (Λ) = Λ for any t > 0,
then Pˇx(Λ) = 0 for all x ∈ E or Pˇx(Λ) = 1 for all x ∈ E. Here F0∞ = σ {Xt : 0 t < ∞}.
Let P(E) be the space of all Borel probability measures on E equipped with the weak topol-
ogy. For ω ∈ Ω with t < ζ(ω), define the normalized occupation time distribution Lt(ω) ∈ P(E)
by
Lt(ω)(A) := 1
t
t∫
0
1A
(
Xs(ω)
)
ds, A ∈B(E).
Consider a rate function IQ(ν) on P(E) defined by
IQ(ν) :=
{
Q(f,f ) if ν = f 2 dm, f ∈ D(Q),
+∞ otherwise.
In the same way as in [24, Proposition 4.3], IQ(ν) is equal to the so called Donsker–Varadhan
type’s I -function defined by
I (ν) = − inf
φ∈D++(A)
∫
E
Aφ
φ
dν for ν ∈ P(E).
Here D++(A) := D++(A∂ )|E with
D++
(A∂) := {φ = S∂αg ∣∣ α > β, g ∈ C(E∂), inf
x∈E∂
g(x) > 0
}
and β appeared above is the constant in (3.2). For φ ∈ D++(A) with φ = φ|E , φ ∈ D++(A∂ ),
we set Aφ := αφ − g on E and A∂φ := αφ − g on E∂ . Clearly, A∂φ = Aφ on E and A∂φ(∂) =
αφ(∂)− g(∂) = 0.
G. De Leva et al. / Journal of Functional Analysis 259 (2010) 690–730 711Proof of Theorem 1.1. (1): In view of Lemma 4.2, Xˇ is ergodic with invariant measure φ2 dm.
So the lower bound (1) of the present theorem can be proved by exactly the same manner as that
in [24, Proposition 4.1].
(2): To prove the upper bound, we have only to imitate the argument in [24, Proposi-
tion 4.2]. Indeed, for φ ∈ D++(A), we can define the supermartingale multiplicative functional
Zˇt as like in (4.3). Though φ may not belong to F , we can define a local MAF Mφ by
M
φ
t :=
∫ t
0 e
αs−Nus +Aμs dMu,μ,φs , where {Mu,μ,φt ; t ∈ [0,∞[} defined like (4.1) by use of φ and
A∂ is a Px -martingale for all x ∈ E. Note that Lemma 3.1(3) and φ(∂) = g(∂)α > 0 together im-
ply infx∈E φ(x) infx∈E∂ φ(x) > 0 for φ ∈ D++(A). Then the solution Zˇt of the Doléans–Dade
equation (4.2) with Mˇt :=
∫ t
0
1
φ(Xs−)
dM
φ
s , t ∈ [0,∞[, has a similar expression as in (4.3) in terms
of φ and A∂ . Since {Zˇt ; t ∈ [0,∞[} is a supermartingale with Zˇ0 = 1,
Ex
[
eN
u
t −Aμt φ(Xt )
φ(X0)
exp
(
−
t∫
0
A∂φ(Xs)
φ(Xs)
ds
)]
 1 (4.4)
and thus
sup
x∈E
Ex
[
exp
(
Nut −Aμt −
t∫
0
Aφ(Xs)
φ(Xs)
ds
)
: t < ζ
]
 supx∈E φ(x)
infx∈E φ(x)
. (4.5)
Hence, for any Borel set F ⊂ P(E),
lim
t→∞
1
t
log sup
x∈E
Ex
[
exp
(
Nut −Aμt
)
: Lt ∈ F, t < ζ
]
 inf
φ∈D++(A)
sup
ν∈F
∫
E
Aφ
φ
dν. (4.6)
In particular, the inequality (4.6) yields that for any compact set K ⊂ P(E),
lim
t→∞
1
t
log sup
x∈E
Ex
[
exp
(
Nut −Aμt
)
: Lt ∈ K, t < ζ
]
− inf
ν∈K I (ν) (4.7)
holds by using a finite open covering {Ni = N(νi)} of K . Here we use the continuity of φ ∈
D++(A) and Aφ = αφ − g on E by way of Lemma 3.1(1). Noting I (ν) = IQ(ν), we obtain the
desired result.
(3): Recall that (3.2) holds for any α > β with some C > 1 and β > 0. More strongly, we have
that there exist C > 1, β > 0 and r > 1 such that
∥∥S∂αf ∥∥∞  ( Cα − β
) r−1
r ∥∥R∂α|f |r∥∥1/r∞ , for any f ∈Bb(E∂). (4.8)
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Q∂t |f |(x) e2‖u‖∞Ex
[
Yte
A
(u)
t +Aμ−t |f |(Xt )
]
 e2‖u‖∞Ex
[
epA
μ−
t
]1/pEx[(YteA(u)t )q]1/qEx[|f |(Xt )r]1/r
 e2‖u‖∞
(
Cpe
βpt
)1/p(
Cu,qe
βu,q t
)1/q(
P ∂t |f |r (x)
)1/r
for some Cp,Cu,q > 1 and βp,βu,q > 0 with 1p + 1q + 1r = 1, p,q, r > 1. Then we can
obtain (4.8). Hereafter we always take α > C + β > 1, in particular, ‖S∂α1E∂‖∞ < 1. Take
ε ∈ ]0,1/(3α)[. Since m ∈ S1
K+∞
, we can take a compact set Kε such that ‖R11Kcε ‖∞ < εr , hence
‖Sα1Kcε ‖∞ < ε for α > C+β(> 1). Here Kcε := E \Kε . We prepare larger domain for generator:
D∗++
(A∂) := {φ = S∂αg ∣∣ α > β, g ∈Bb(E∂), inf
x∈E∂
g(x) > 0
}
and A∂φ := αφ − g for φ = S∂αg ∈ D∗++(A∂ ), where β is the constant appeared in (3.2). Then
for φ ∈ D∗++(A∂ ), Zˇt can be defined to be a supermartingale multiplicative functional having a
similar expression with (4.3) by way of the above φ as in the proof of (2). Set Vε := −A∂φεφε with
φε := S∂α(1Kcε + ε1E∂ ) ∈ D∗++(A). Then
Vε = 1K
c
ε
+ ε1E∂
S∂α(1Kcε + ε1E∂ )
− α.
For x ∈ Kcε , we have
Vε(x)
1 + ε
ε(1 + ‖S∂α1E∂‖∞)
− α = 1 + ε − εα − εα‖S
∂
α1E∂‖∞
ε(1 + ‖S∂α1E∂‖∞)

2
3 + ε − 13‖S∂α1E∂‖∞
ε(1 + ‖S∂α1E∂‖∞)

2
3 − 13‖S∂α1E∂‖∞
ε(1 + ‖S∂α1E∂‖∞)
 1
6ε
.
Noting Vε −α, we have∫
E
Vε(x)ν(dx) =
∫
Kcε
Vε(x)ν(dx)+
∫
Kε
Vε(x)ν(dx)
 1
6ε
ν
(
Kcε
)− α.
We set the finite measure Qx,t on P(E) by Qx,t (F ) := Ex[eNut −Aμt : Lt ∈ F, t < ζ ] for any Borel
subset F of P(E). Though φε /∈ D++(A∂ ), we have the same estimates for φε as in (4.4) and
(4.5) for φ. It follows that for any B ∈B(P(E)),∫
exp
(
t
∫
Vε(z)ν(dz)
)
Qx,t (dν) e−αt
∫
exp
(
t
6ε
ν
(
Kcε
))Qx,t (dν).
B E B
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Qx,t
(Pδε ) supx∈E φε(x)infx∈E φε(x) exp
(
αt − tδ
6ε
)

‖S∂α1Kcε ‖∞ + ε‖S∂α1E∂‖∞
ε infx∈E S∂α1E∂ (x)
exp
(
αt − tδ
6ε
)
 1 + ε
ε
C(α + β) exp
(
αt − tδ
6ε
)
,
where Pδε := {ν ∈ P(E) | ν(Kcε ) > δ}. For large λ > 1/ε(> 3α), set Jλ :=
⋃∞
n=1 P
6
n
1
λn2
. Then
Qx,t (Jλ)
∞∑
n=1
Qx,t
(P 6n1
λn2
)
 C(α + β)
∞∑
n=1
(
1 + λn2) exp(αt − tλn)
= C(α + β)eαt
{
λ
(
e−2λt + e−λt
(1 − e−λt )3
)
+ e
−λt
1 − e−λt
}
.
Thus
lim
t→∞
1
t
log sup
x∈E
Qx,t (Jλ) α − λ.
As in [26], we can prove that J cλ is compact in P(E). Therefore, for any closed subset K of P(E):
lim
t→∞
1
t
log sup
x∈E
Qx,t (K)
=
(
lim
t→∞
1
t
log sup
x∈E
Qx,t
(
K ∩ J cλ
))∨( lim
t→∞
1
t
log sup
x∈E
Qx,t (K ∩ Jλ)
)

(
− inf
ν∈K∩J cλ
IQ(ν)
)
∨ (α − λ)
(
− inf
ν∈K IQ(ν)
)
∨ (α − λ).
Fix α > C + β(> 1) and letting λ → ∞, we obtain the assertion. 
Let us denote by ‖Qt‖p,p the operator norm of Qt from Lp(E;m) to Lp(E;m) and put
λp := − lim
t→∞
1
t
log‖Qt‖p,p, 1 p ∞,
as in Section 1.
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K+∞
, μ〈u〉 ∈ S1K and μ = μ+ − μ− ∈ S1LK ∩ S1EK −
S1LK ∩ S1EK . Owing to Theorem 1.1(3), we have
lim
t→∞
1
t
log sup
x∈E
Ex
[
eN
u
t −Aμt : t < ζ
]
− inf
ν∈P(E)
IQ(ν). (4.9)
The left-hand side of (4.9) equals −λ∞ because supx∈E Ex[eNut −A
μ
t : t < ζ ] equals ‖Qt‖∞,∞.
Note that λ2 is identical to the principal eigenvalue of the self-adjoint operator A by the spectral
theorem and
λ2 = inf
ν∈P(E)
IQ(ν) (4.10)
by the variational formula for the principal eigenvalue. So we have λ∞  λ2. The converse
inequality always holds because ‖Qt‖2,2  ‖Qt‖∞,∞ by the symmetry and the positivity of Qt .
In particular, since
‖Qt‖2,2  ‖Qt‖p,p  ‖Qt‖∞,∞
by the Riesz–Thorin interpolation theorem, we see that the Lp-independence holds.
(2): Under the condition, we have RG1 1G ∈ C∞(G), hence m is a positive-order Green-tight
measure of Kato class under the part process XG in view of Lemma 2.3. Then we can apply the
part process XG. So the conclusion follows from (1).
(3): Since G is a relatively compact regular open set, we have RG1 1G ∈ C∞(G). Note that all
measures are of Kato class under XG. As in (2) above, we obtain the conclusion. 
Remark 4.1.
(1) We remark that the argument in the upper bound in the proof of Theorem 1.1(2) still remains
valid for the case that Aφ
φ
is only upper semi-continuous on E.
(2) If we assume μ〈u〉 ∈ S1K and μ = μ+ − μ− ∈ S1K − S1K , then we can obtain the same con-
clusions as in Theorems 1.1 and 1.2(1) without assuming the Feller property of X. Indeed,
under these conditions, (Qt )t>0 has the strong Feller property without the Feller property
of X by Remark 3.1. For the proof of the assertion of Theorem 1.1(1), we only need the
absolute continuity condition of (Qt )t>0 with respect to φ2m, which is guaranteed by the
strong Feller property of (Qt )t>0. In the proof of Theorem 1.1(2), for φ ∈ D++(A), we
have φ = Sαg ∈ Cb(E) with g ∈ Cu(E) and Aφ = αφ − g ∈ Cb(E). Hence Aφ/φ ∈ Cb(E),
which yields the upper estimates as remarked in (1). The proof of Theorem 1.1(3) under the
conditions μ〈u〉 ∈ S1K and μ = μ+ −μ− ∈ S1K − S1K does not use the Feller property of X.
(3) In Theorem 1.2(2), (3), we use the Feller property of X and the regularity of the open set G
for the doubly Feller property of the part process XG on G. Instead of the Feller property of X
and the regularity of G, the strong Feller property of XG yields the same conclusion provided
we replace the condition μ ∈ S1LK ∩ S1EK − S1LK ∩ S1EK with μ ∈ S1K − S1K in Theorem 1.2(2).
For μ = μ+ − μ− ∈ S1LK ∩ S1EK − S1K+∞ and μ〈u〉 ∈ S
1
K+∞
, recall the stochastic semigroup Q∂t
and its associated resolvent S∂α as in (1.4). Then S∂αf (x) = Sαf (x) for any x ∈ E and S∂αf (∂) =
f (∂)/α. Define the modified I -function I ∂ on P(E∂) by
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φ∈D++(A∂ )
∫
E∂
A∂φ
φ
dν,
where A∂φ = αφ − g for φ = S∂αg ∈ D++(A∂ ). Note that A∂φ/φ = α − gφ ∈ USC(E∂) by
Theorem 3.1 and that P(E∂) is compact with respect to the weak topology. Therefore, we can
derive the following inequality in the similar way as one in the proof of the upper bound of
Theorem 1.1 with Remark 4.1(1); for φ ∈ D++(A∂ ),
lim
t→∞
1
t
log sup
x∈E
Ex
[
eN
u
t −Aμt : t < ζ
]
− inf
ν∈P(E∂)
I ∂ (ν). (4.11)
Recall A∂φ = Aφ on E. Moreover I ∂(δ∂) = 0 because A∂φ(∂) = αφ(∂) − g(∂) = 0 for any
φ ∈ D++(A∂ ) in view of Lemma 2.3. Thus for ν ∈ P(E∂) \ {δ∂},
I ∂(ν) = I (ν) = − inf
φ∈D++(A)
ν(E)
∫
E
Aφ
φ
dνˆ = ν(E)IQ(νˆ) for νˆ(·) := ν(·)
ν(E)
.
In particular, by noting that P(E∂) \ {δ∂} and ]0,1] ×P(E) are in one to one correspondence by
the map
ν ∈ P(E∂) \ {δ∂} 	→
(
ν(E), νˆ
) ∈ ]0,1] ×P(E),
we see that
inf
ν∈P(E∂ )
I ∂ (ν) = inf
θ∈[0,1],ν∈P(E)
(
θIQ(ν)
)= inf
θ∈[0,1]
(
θ inf
ν∈P(E)
IQ(ν)
)
. (4.12)
Then we have the following:
Proposition 4.1. Suppose μ〈u〉 ∈ S1
K+∞
and μ = μ+ −μ− ∈ S1LK ∩ S1EK − S1K+∞ . Then
lim
t→∞
1
t
log sup
x∈E
Ex
[
eN
u
t −Aμt : t < ζ
]
− inf
θ∈[0,1]
(
θ inf
ν∈P(E)
IQ(ν)
)
. (4.13)
Note that λ2 is identical to the principal eigenvalue of the self-adjoint operator A by the
spectral theorem and
λ2 = inf
ν∈P(E)
IQ(ν) (4.14)
by the variational formula for the principal eigenvalue. Moreover, the left-hand side of (4.11)
equals −λ∞ because supx∈E Ex[eNut −A
μ
t : t < ζ ] equals ‖Qt‖∞,∞. Hence we have
λ∞  inf
θ∈[0,1]
(
θ inf
ν∈P(E)
IQ(ν)
)
= inf
θ∈[0,1](θλ2) (4.15)
on account of (4.11), (4.12) and (4.14).
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λ∞  λ2. The converse inequality always holds as noted before. Then, we see that the Lp-
independence holds if λ2  0. Now, it remains to prove the latter assertion. Suppose that λ2 > 0,
μ+ ∈ S1
K+∞
and X is conservative. Then, the right-hand side of (4.15) is to be 0 and thus we see
λ∞  0. Recall that X˜ = (Xt , P˜x, x ∈ E) is the transformed process of X by the multiplicative
functional
Yt := Exp(M)t , with Mt =
t∫
0
eu(Xs−) dMe
−u−1
s
and X˜ is a doubly Feller process on E. Noting μ(u) = N(ϕ − log(1 + ϕ))μH + 12μ〈Mc〉 for
ϕ(x, y) = e−(u(y)−u(x)) − 1, μ+ and μ− are also Radon measures of Kato class having positive-
order Green-tightness under X˜, we see that
lim
x→∂ Q
∂
t 1E∂ (x) = lim
x→∂ e
−u(x)Ex
[
Yt exp
(
A
(u)
t −Aμt
)
eu(Xt )
]
= lim
x→∂ e
−u(x)E˜x
[
exp
(
A
(u)
t −Aμt
)
eu(Xt )
]
= 1 (4.16)
by virtue of Lemmas 3.2 and 3.3 with eu − 1E∂ ∈ C∞(E) and (3.6). Clearly (4.16) implies‖Qt‖∞,∞  1, hence λ∞  0. Therefore if λ2 > 0, then 0 < λ2 = λ∞ = 0. 
Proof of Corollary 1.1. Suppose that μ〈u〉 ∈ S1
K+∞
, μ+ = 0 and μ− ∈ S1
K+∞
. In view of Beurling–
Deny formula (see [12]) and the assumption κ = 0, for f ∈ F ∩C0(E), we have
Q(f,f ) = E(f,f )+
∫
E
f dμc〈f,u〉
+ 2
∫ ∫
E×E
f (x)
(
f (x)− f (y))(u(x)− u(y))J (dx dy)− ∫
E
f 2 dμ−
 E(f,f )+ √2Ec(f, f )1/2
(∫
E
f 2 dμc〈u〉
)1/2
+ √2Ej (f, f )1/2
(∫
E
f 2 dμ
j
〈u〉
)1/2
 E(f,f )+ √2E(f,f )1/2
(∫
E
f 2 dμ〈u〉
)1/2
 E(f,f )+ √2E(f,f )1/2(‖R1μ〈u〉‖∞E1(f,f ))1/2.
Here μc〈u〉, μc〈u,f 〉 and μ
j
〈u〉 are Revuz measures corresponding to 〈Mu,c〉, 〈Mu,c,Mf,c〉
and 〈Mu,j 〉, respectively, where Mu,c (resp. Mu,j ) is the continuous (resp. jumping) part
of MAFs of finite energy appeared in the Fukushima’s decomposition (see §5.3 in [12]).
J is the jumping measure appeared in the Beurling–Deny decomposition and μj (dx) =〈u〉
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∫
E
(u(x) − u(y))2J (dx dy). Ec(f, f ) := 12μc〈u〉(E), Ej (f, f ) := 12μj〈u〉(E) =
∫
E×E(f (x) −
f (y))2J (dx dy). Since λ2(0,0)  0, we have λ2(0,0) = 0. So by taking a sequence {fn} ⊂
F ∩ C0(E) with ‖fn‖2 = 1, E(fn, fn) → 0 as n → ∞, we have Q(fn, fn) → 0 as n → ∞,
which implies λ2(u,μ) 0 under the conditions. If we further assume the transience of X, then
for ν ∈ S1K∞ , we have ∫
E
f 2 dν  ‖Rν‖∞E(f,f ) for any f ∈ Fe.
The proof of the second statement is easily seen from this and the argument above. 
5. α-Order Green-tight measures of Kato class under heat kernel estimates
Before stating several examples, we need a general result on α-order Green-tight measures of
Kato class under heat kernel estimates. Let us impose the next conditions:
Assumption 5.1 (Existence of heat kernel). There exists a jointly continuous heat kernel pt (x, y)
of X on [0,∞[ ×E ×E.
We fix d,β ∈ ]0,∞[ and t0 ∈ ]0,∞].
Assumption 5.2 (Life time condition). X has the following property that
lim
t→0 supx∈E
Px(ζ  t) =: γ ∈ [0,1[.
In particular, if X is stochastically complete, that is, X is conservative, then this condition is
satisfied with γ = 0.
Fix an increasing positive function V (r) on ]0,∞[ and set Br(x) := {y ∈ E | d(x, y) < r} for
x ∈ E and r > 0, where d(x, y) is the distance between x and y.
Assumption 5.3 (Bishop type inequality). Suppose that r 	→ V (r)/rd is increasing or bounded,
and supx∈E m(Br(x)) V (r) for all r > 0.
Assumption 5.4 (Upper and lower estimates of heat kernel). Let Φi (i = 1,2) be positive de-
creasing functions defined on [0,∞[ which may depend on t0 if t0 < ∞ and assume that Φ2
satisfies the following condition H(Φ2):
∞∫
1
(V (t)∨ td )Φ2(t)
t
dt < ∞
and (ΦEd,β): for any x, y ∈ E, t ∈ ]0, t0[,
1
td/β
Φ1
(
d(x, y)
t1/β
)
 pt (x, y)
1
td/β
Φ2
(
d(x, y)
t1/β
)
.
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one: Set G(x,y) := G(d(x, y)) with
G(r) :=
{
rβ−d , d = β,
log(r−1), d = β.
Definition 5.1 (Kato class Kd,β ). Fix d > 0 and β > 0. For a positive Borel measure ν on E, ν
is said to be of Kato class relative to Green kernel (write ν ∈ Kd,β ) if
lim
r→0 supx∈E
∫
d(x,y)<r
G(x, y)ν(dy) = 0 for d  β,
sup
x∈E
∫
d(x,y)1
ν(dy) < ∞ for d < β.
Under Assumptions 5.1–5.4, we know Kd,β = S1K by Theorem 3.2 in [16] (see also [35]).
From now on, we introduce a family of Green-tight measures of Kato class fitting classical one.
Hereafter, we take d∗, β∗ > 0 with β∗  β and we assume that all closed balls are compact and
t0 = 1. We take positive decreasing functions Φ∗1 and Φ∗2 on [0,∞[ and consider the condition
that for i = 1,2, Φ∗i satisfies H(Φ∗i ):
∞∫
1
(V (t)∨ td∗)Φ∗i (t)
t
dt < ∞.
We further consider the following conditions that
1
td
∗/β∗ Φ
∗
1
(
d(x, y)
t1/β∗
)
 pt (x, y) for any x, y ∈ E and t ∈ [1,∞[, (5.1)
and
pt (x, y)
1
td
∗/β∗ Φ
∗
2
(
d(x, y)
t1/β∗
)
for any x, y ∈ E and t ∈ [1,∞[. (5.2)
Then, under (5.1) and (5.2) with Assumptions 5.1–5.4, for d∗ > β∗, we have for x, y ∈ E:
β∗G∗(x, y)
d(x,y)∫
0
Φ∗1 (s)
sβ
∗−d∗+1 ds + βG(x, y)
∞∫
d(x,y)
Φ1(s)
sβ−d+1
ds
 r(x, y) β∗G∗(x, y)
d(x,y)∫
Φ∗2 (s)
sβ
∗−d∗+1 ds + βG(x, y)
∞∫
Φ2(s)
sβ−d+1
ds. (5.3)0 d(x,y)
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means the transience of X under the stronger assumptions just above. Similarly, for any α  0,
under (5.2) we have
rα(x, y) β∗G∗(x, y)
d(x,y)∫
0
e−α(
d(x,y)
s
)β
∗ Φ∗2 (s)
sβ
∗−d∗+1 ds
+ βG(x, y)
∞∫
d(x,y)
e−α(
d(x,y)
s
)β Φ2(s)
sβ−d+1
ds. (5.4)
Definition 5.2 (Green-tight Kato class K∞d,d∗,β,β∗ ). Suppose d∗ > β∗. For a positive Borel mea-
sure ν on E, ν is said to be in K∞d,d∗,β,β∗ if ν ∈ Kd,β and for a point x0 ∈ E
lim
A→∞ supx∈E
∫
d(y,x0)>A
G∗(x, y)ν(dy) = 0.
If d = d∗ and β = β∗, we simply write K∞d,β for K∞d,d∗,β,β∗ .
Lemma 5.1. We have the following:
(1) Suppose (5.1) and (5.2). Assume that for each i = 1,2, Φ∗i also satisfies H(Φ∗i ) for d∗,
Φ∗1 Φ1 on [0,∞[ and d  d∗ > β∗  β . Then S1K+∞ ∩ K
∞
d,d∗,β,β∗ = S1K∞ . In this case, for
any ν ∈ S1K∞ , we have Rν ∈ C∞(E). Moreover, if d = d∗ > β∗ = β , then K∞d,β = S1K∞ .
(2) Suppose (5.2). For ν ∈ S1K = Kd,β with ν(E) < ∞, we have ν ∈ S1K+∞ , if further d  d
∗ >
β∗  β , then ν ∈ S1K∞ .
Proof. (1): The proof follows from the estimate (5.3). From Lemma 2.3, ν ∈ S1
K+∞
if and only if
lim
K: compact
K↑E
sup
x∈E
∫
Kc
( 1∫
0
pt (x, y) dt
)
ν(dy) = 0.
On the other hand, ν ∈ K∞d,d∗,β,β∗ with d∗ > β∗ and H(Φ∗2 ) for d∗ yield
lim
K: compact
K↑E
sup
x∈E
∫
Kc
( ∞∫
1
pt(x, y) dt
)
ν(dy) = 0.
Then we have the inclusion S1
K+∞
∩K∞d,d∗,β,β∗ ⊂ S1K∞ . Since t0 = 1, β∗  β and d−β  d∗ −β∗,
under H(Φ∗) and Φ∗ Φ1 on [0,∞[, we have1 1
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d(x,y)∫
0
Φ∗1 (s)
sβ
∗−d∗+1 ds + βG(x, y)
∞∫
d(x,y)
Φ1(s)
sβ−d+1
ds
 βG∗(x, y)
∞∫
0
Φ∗1 (s)
sβ
∗−d∗+1 ds
+ β
{
G(x,y)
∞∫
d(x,y)
Φ1(s)
sβ−d+1
ds −G∗(x, y)
∞∫
d(x,y)
Φ∗1 (s)
sβ
∗−d∗+1 ds
}
 βG∗(x, y)
∞∫
0
Φ∗1 (s)
sβ
∗−d∗+1 ds
+ β
∞∫
d(x,y)
{(
s
d(x, y)
)d−β
−
(
s
d(x, y)
)d∗−β∗}Φ∗1 (s)
s
ds
 βG∗(x, y)
∞∫
0
Φ∗1 (s)
sβ
∗−d∗+1 ds,
which yields the converse inclusion S1
K+∞
∩K∞d,d∗,β,β∗ ⊃ S1K∞ For the second statement, it suffices
to check (2.1). This is clear from
R1K(x) =
∫
K
r(x, y)m(dy)
 C
∫
K
G
(
d(x, y)
)
m(dy)+C∗
∫
K
G∗
(
d(x, y)
)
m(dy)
 C sup
x∈K
G
(
d(x, y)
)
m(K)+C∗ sup
x∈K
G∗
(
d(x, y)
)
= C m(K)
d(x,K)d−β
+C∗ m(K)
d(x,K)d
∗−β∗ → 0 as x → ∂,
where C := β ∫∞0 Φ2(s)sβ−d+1 ds, C∗ := β∗ ∫∞0 Φ∗2 (s)sβ∗−d∗+1 ds. Note that C∗ is finite under H(Φ∗2 )
for d∗. For the third statement, it suffices to show K∞d,β ⊂ S1K+∞ under d = d
∗ > β∗ = β . This
can be easily proved.
(2): Set Gα on [0,∞[ for α  0 by
Gα(r) :=
1∫
e−αt 1
td/β
Φ2
(
r
t1/β
)
dt +
∞∫
e−αt 1
td
∗/β∗ Φ
∗
2
(
r
t1/β∗
)
dt.0 1
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ν(E) < ∞. First we assume d  β . Then by Theorem 3.1 in [16], ν ∈ Kd,β = S1K is equivalent
to that for any ε > 0, there exists an r > 0 such that
sup
x∈E
∫
d(x,y)<r
rα(x, y)ν(dy) <
ε
2
.
Since ν(E) < ∞, there exists an A> 0 such that∫
d(y,x0)>A
ν(dy) <
1
Gα(r)
ε
2
.
Then, from (5.4) we have for each x ∈ E,∫
d(y,x0)>A
rα(x, y)ν(dy) sup
x∈E
∫
d(x,y)<r
rα(x, y)ν(dy)+Gα(r)
∫
d(y,x0)>A
ν(dy)
<
ε
2
+Gα(r)
(
1
Gα(r)
ε
2
)
= ε.
Next we assume d < β . Then rα(x, y) Gα(d(x, y)) is bounded above by Cα := max{Φ2(0),
Φ∗2 (0)}(
∫ 1
0 e
−αt dt
td/β
+ ∫∞1 e−αt dttd∗/β∗ ) < ∞. So
sup
x∈E
∫
d(x0,y)>A
rα(x, y)ν(dy) Cα
∫
d(x0,y)>A
ν(dy) → 0
as A → ∞. The final assertion can be similarly proved. 
6. Examples
Example 6.1 (Brownian motion). Let X = (Ω,Xt ,Px) be d-dimensional Brownian motion
on Rd . A signed Borel measure μ on Rd is said to be of Kato class if
lim
r→0 supx∈Rd
∫
|x−y|<r
|μ|(dy)
|x − y|d−2 = 0 when d  3,
lim
r→0 supx∈Rd
∫
|x−y|<r
(
log|x − y|−1)|μ|(dy) = 0 when d = 2,
sup
x∈Rd
∫
|x−y|1
|μ|(dy) < ∞ when d = 1.
Here |μ| := μ+ + μ− is the total variation measure of μ. A signed Borel measure μ on Rd is
said to be of local Kato class if 1Kμ is of Kato class for every compact subset K of Rd . By
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(resp. Klocd ) the family of non-negative measures of Kato class (resp. local Kato class) on Rd . It
is essentially proved in [1] that a positive measure μ is in Kato class Kd if and only if μ is a
smooth measure in the strict sense and
lim
t→0 supx∈Rd
∫
Rd
( t∫
0
ps(x, y) ds
)
μ(dy) = lim
t→0 supx∈Rd
Ex
[
A
μ
t
]= 0,
where Aμ is a PCAF of X admitting no exceptional set associated to μ under Revuz correspon-
dence.
Take φ ∈ C∞(Rd) ∩ H 1(Rd)e with |∇φ|2 dx ∈ Kd . Let λp(G) be the spectrum ra-
dius of the Feynman–Kac semigroup QGt f (x) := Ex[eN
φ
t f (Xt ): t < τG], that is, λp(G) :=
− limt→∞ 1t log‖QGt ‖p,p . λ2(G) is given by
λ2(G) = inf
v∈D(QG),‖v‖2=1
QG(v, v),
where⎧⎪⎨⎪⎩
QG(f,g) := 12
∫
G
∇f (x)∇g(x)dx +
∫
G
∇fg(x)∇φ(x)dx, f, g ∈ D(QG)b,
D(QG) := H 10 (G).
Then by Theorem 1.2(3) (resp. Theorem 1.3), λp(G) is p-independent for 1 p ∞ provided
G is relatively compact (resp. G =R).
Hereafter, we focus on the case d = 1, that is, X = (Ω,Xt ,Px) is a 1-dimensional Brownian
motion. Define
Ht := lim
ε→0
t∫
0
X−1s 1{|Xs |ε} ds. (6.1)
Then Ht defines a continuous additive functional, which is called the Cauchy principal value of
Brownian local time. We have the following: Consider a regular open subset G of R. Let λp(G)
be the spectrum radius of the Feynman–Kac semigroup QGt f (x) := Ex[eHt f (Xt ): t < τG], that
is, λp(G) := − limt→∞ 1t log‖QGt ‖p,p . λ2(G) is given by
λ2(G) = inf
v∈D(QG),‖v‖2=1
QG(v, v),
where ⎧⎪⎨⎪⎩
QG(f,g) := 12
∫
G
f ′(x)g′(x) dx + p.v.
∫
G
f (x)g(x)
1
x
dx, f, g ∈ D(QG),
D(QG) := H 10 (G).
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G is relatively compact.
Proof. It is known that Ht is the (local) zero energy part Nφt of Fukushima’s decomposition
(1.2) for Aφt = φ(Xt ) − φ(X0), where φ(x) := x log|x| − x (see [11]). As remarked in [30],
μ〈φ〉(dx) = |φ′(x)|2 dx is not of Kato class, but of local Kato class. So the assertion follows
from Theorem 1.2(3) for the case that G is relatively compact. We continue the proof for the
case G =R. We decompose φ into
φ(x) = ρ1(x)+ ρ2(x), (6.2)
where ρ1(x) = φR(x)φ(x), ρ2(x) = (1 − φR(x))φ(x), R > 0, and φR is any function in C∞0 (R)
with φR(x) := 1 for |x|  R, φR(x) := 0 for |x|  R + 1. We can confirm that μ〈ρ1〉(dx) =|ρ′1(x)|2 dx is of Kato class. Since ρ1 ∈ H 1(R), we have μ〈ρ1〉 ∈ S1K+∞ from Lemma 5.1(2). On
the other hand,
ρ′′2 (x) =
1
x
(
1 − φR(x)
)− 2(log|x|)φ′R(x)− (x log|x| − x)φ′′R(x) (6.3)
is bounded. This means that μ(dx) := − 12ρ′′2 (x) dx is of Kato class. We then see that Ht = Nρ1t −
A
μ
t . Moreover, we have μ ∈ S1K+∞ − S
1
K+∞
. For this, it suffices to prove 1|x| (1 − φR(x)) dx ∈ S1K+∞ ,
because of (log|x|)φ′R(x), (x log|x| − x)φ′′R(x) ∈ L1(R) with Lemma 5.1(2). We show this. Re-
call that rβ(x, y) = 1√2β e−
√
2β|x−y| is the β-order resolvent kernel of X. Applying the dominated
convergence theorem, we have
lim|x|→∞
∫
R
rβ(x, y)
1
|y|
(
1 − φR(y)
)
dy  lim|x|→∞
∫
|y|R+1
rβ(x, y)
1
|y| dy
= lim|x|→∞
∫
|x+z|R+1
1√
2β
e−
√
2β|z|
|x + z| dz
= 0.
From Lemma 2.3, we obtain 1|x| (1 − φR(x)) dx ∈ S1K+∞ . For the p-independence of λp =
λp(ρ1,μ), it suffices to prove λ2(ρ1,μ) 0 by Theorem 1.3.
For v ∈ C∞0 (R) and sufficiently large R > 2, we have v(1 − φR) ∈ C∞0 ({x | |x| >R/2}) and
the following Hardy’s inequality holds∫
R
v(x)2
(
1 − φR(x)
)2(log|x|)2 dx  ∫
R
v(x)2
(
1 − φR(x)
)2|x|2 dx
 4
∫
R
∣∣∇v(1 − φR)(x)∣∣2 dx
 8
∫ ∣∣∇v(x)∣∣2 dx + 8∫ ∣∣∇φR(x)∣∣2 dx (6.4)
R R
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we have
Q(un,un) = 12
∫
R
∣∣∇un(x)∣∣2 dx − 2∫
R
un(x)∇un(x)∇ρ1(x) dx
− 2
∫
R
un(x)∇un(x)∇ρ2(x) dx
= 1
2
‖∇un‖22 + 2‖∇un‖2
( ∫
R
un(x)
2∣∣∇ρ1(x)∣∣2 dx)1/2
+ 2‖∇un‖2
( ∫
R
un(x)
2∣∣∇ρ2(x)∣∣2 dx)1/2 → 0
as n → ∞, because of μ〈ρ1〉 ∈ S1K and (6.4). This implies λ2(u,μ) 0. 
Let α > − 32 with α = −1. Define
Hαt := lim
ε→0
t∫
0
|Xs |α
(
sgn(Xs)
)
1{|Xs |ε} ds. (6.5)
It is known that Hαt is well defined and continuous. Hαt is the so-called Hilbert transform
of Brownian local time. Consider a regular open subset G of R. Let λp(G) be the spec-
trum radius of the Feynman–Kac semigroup Qα,Gt f (x) := Ex[eHαt f (Xt ): t < τG], that is,
λp(G) := − limt→∞ 1t log‖Qα,Gt ‖p,p . λ2(G) is given by
λ2(G) = inf
v∈D(QαG),‖v‖2=1
QαG(v, v),
where⎧⎪⎨⎪⎩
QαG(f,g) :=
1
2
∫
G
f ′(x)g′(x) dx + p.v.
∫
G
f (x)g(x)|x|α sgn(x) dx, for f,g ∈ D(QαG),
D(QαG) := H 10 (G).
Theorem 6.2. The spectrum radius λp(G) is p-independent for 1 p ∞ provided G =R and
α  0, or G is relatively compact.
Proof. The proof is quite similar with the proof of Theorem 6.1 by setting φ(x) :=
1
α+1
∫ x
0 |y|α+1 dy, ρ1 := φφR and ρ2 := φ(1 − φR) for sufficiently large R > 0. It is known
that Hαt is the (local) zero energy part Nφt in the Fukushima’s decomposition for φ ∈ H 1(R)loc
(see [11]). Note that |ρ′1(x)|2 dx is of Kato class and |φ′(x)|2 dx is of local Kato class. If α  0,
then we can confirm that ρ′′ is bounded and φ′′(x)(1 − φR(x)) dx = |x|α(1 − φR(x)) dx ∈ S1 + .2 K∞
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1
K+∞
. Utilizing the
Hardy’s inequality as in (5.12) of [10], we can obtain the assertion. 
Remark 6.1. The condition α  0 is dropped in Theorem 3.2 of [30].
Example 6.2 (Symmetric relativistic α-stable process). Take α ∈ ]0,2[ and m  0. Let XR,α =
(Ω,Xt ,Px)x∈Rd be a Lévy process on Rd with
E0
[
e
√−1〈ξ,Xt 〉]= e−t{(|ξ |2+m 2α ) α2 −m}.
If m > 0, it is called the relativistic α-stable process with mass m (see [19]). In particular, if
α = 1 and m > 0, it is called the relativistic free Hamiltonian process (see [13]). When m = 0,
XR,α is nothing but the usual symmetric α-stable process. Let (ER,α,FR,α) be the Dirichlet form
on L2(Rd) associated with XR,α . Using Fourier transform fˆ (x) := 1
(2π)d/2
∫
Rd
ei〈x,y〉f (y)dy, it
follows from Example 1.4.1 of [12] that
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
FR,α :=
{
f ∈ L2(Rd) ∣∣∣ ∫
Rd
∣∣fˆ (ξ)∣∣2((|ξ |2 +m2/α)α/2 −m)dξ < ∞},
ER,α(f, g) :=
∫
Rd
fˆ (ξ) ¯ˆg(ξ)((|ξ |2 +m2/α)α/2 −m)dξ for f,g ∈ FR,α.
It is shown by Ryznar [19] that the semigroup kernel pt(x, y) of XR,α is given by
pt (x, y) = emt
∞∫
0
(
1
4πs
)d/2
e−
|x−y|2
4s e−sm
2
α
θ α
2
(t, s) ds,
where θδ(t, s) is the non-negative function called the subordinator whose Laplace transform is
given by
∞∫
0
e−λsθδ(t, s) ds = e−tλδ .
Then we see the conservativeness of XR,α . It is shown in [7] that the corresponding jumping
measure satisfies
J (dx dy) = J (x, y) dx dy with J (x, y) = A(d,−α)
2
Ψ (m1/α|x − y|)
|x − y|d+α ,
where A(d,−α) = α2d+αΓ ( d+α2 )2d+1πd/2Γ (1− α2 ) , and Ψ (r) is a function satisfying Ψ (r)  e
−r (1+r(d+α−1)/2)
near r = ∞, and Ψ (r) = 1 +Ψ ′′(0)r2/2 + o(r4) near r = 0. In particular,
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FR,α =
{
f ∈ L2(Rd) ∣∣∣ ∫
Rd×Rd
∣∣f (x)− f (y)∣∣2J (x, y) dx dy < ∞},
ER,α(f, g) =
∫
Rd×Rd
(
f (x)− f (y))(g(x)− g(y))J (x, y) dx dy for f,g ∈ FR,α.
As noted in Example 5.1 in [16], we have that for each t0 > 0, there exist Ci = Ci(α, d) > 0,
i = 1,2, independent of t0 such that for any t ∈ ]0, t0[, x, y ∈Rd ,
C1
td/α
Ψ1
( |x − y|
t1/α
)
 pt (x, y)
C2
td/α
emt0
(1 + |x−y|
t1/α
)d+α
,
where Ψ1(s) :=
∫∞
1∨s2 e
−(mt0)2/αu du
u
d+α
2 +1
. In particular, supx,y∈Rd pt (x, y) C2emt0/td/α for t ∈
]0, t0[.
For a signed Borel measure μ on Rd , μ is said to be of Kato class with respect to XR,α if and
only if
lim
r→0 supx∈Rd
∫
|x−y|<r
|μ|(dy)
|x − y|d−α = 0 for d > α,
lim
r→0 supx∈Rd
∫
|x−y|<r
(
log|x − y|−1)|μ|(dy) = 0 for d = α(= 1),
sup
x∈Rd
∫
|x−y|1
|μ|(dy) < ∞ for α > d(= 1).
Denote by Kd,α the family of non-negative measures of Kato class with respect to XR,α . Then
we have Kd,α = S1K by [16]. Consequently, the surface measure σr on the r-sphere ∂Br(0) is in
Kd,α = S1K if and only if α > 1. This was shown by Port [18] for the case d > α and m = 0.
From Lemma 3 in [19], there exists C(d,m,α) > 0 depending only on m, d and α such that
sup
x,y∈Rd
pt (x, y) C(d,m,α)t−d/2 for any t  1.
So we can apply Lemma 5.1(2) to XR,α with Φ1 := C1Ψ1, Φ2(s) := C2em(1+s)d+α and Φ∗2 (s) :=
C(d,m,α) with t0 = 1, d∗ = d and β∗ = 2 > β = α, hence every μ ∈ Kd,α = S1K with μ(Rd) <
∞ belongs to S1
K+∞
(to S1K∞ provided d > 2). Hence σr ∈ S1K+∞ (resp. σr ∈ S
1
K∞ ) under α > 1
(resp. α > 1 and d > 2).
Take φ ∈ C∞(Rd) ∩ (FR,α)e with (
∫
Rd
(φ(x) − φ(y))2J (x, y) dy)dx ∈ Kd,α and assume
α > 1. Then (
∫
Rd
(φ(x) − φ(y))2J (x, y) dy)dx ∈ S1
K+∞
. Let λp be the spectrum radius of the
Feynman–Kac semigroup Qtf (x) := Ex[eNφt +Lrt f (Xt )], that is, λp := − limt→∞ 1t log‖Qt‖p,p .
Here Lr is the PCAF in the strict sense associated with the surface measure σr . λ2 is given byt
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v∈D(Q),‖v‖2=1
Q(v, v),
where
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Q(f, g) :=
∫
Rd×Rd
(
f (x)− f (y))(g(x)− g(y))J (x, y) dx dy
+
∫
Rd×Rd
(
fg(x)− fg(y))(φ(x)− φ(y))J (x, y) dx dy
−
∫
∂Br (0)
f (x)g(x)σr(dx)
for f,g ∈ D(Q)∩L∞(Rd),
D(Q) := FR,α.
Since (|ξ |2 +m2/α)α/2 −m = m(1 + |ξ |2/m2/α)α/2 −mm(1 + |ξ |2/m2/α)−m = m1− 2α |ξ |2,
we have H 1(Rd) ⊂ FR,α and ER,α(f, f )  m1− 2α ‖∇f ‖22, f ∈ H 1(Rd), hence
infv∈FR,α,‖v‖2=1 ER,α(v, v) = 0. Then Corollary 1.1 tells us that λp is independent of p.
Appendix A. Refinement of the Fukushima decomposition in the strict sense
In this section, we will prove that Fukushima’s decomposition (1.2) in the strict sense holds
for all time by assuming the condition that X admits no inside killing in the sense that
Px(ζ < ∞,Xζ− ∈ E) = 0 for all x ∈ E. (A.1)
This condition is equivalent to the absence of the killing part in the Beurling–Deny representation
of (E,F).
Let E, E∂ and m as in Section 1. Let X be an m-symmetric Markov process satisfying the
absolute continuity condition with respect to m. Let (E,F) be the associated symmetric Dirichlet
form on L2(E;m) and assume that (E,F) is regular and X has no inside killing (A.1).
An increasing sequence {E}∈N of finely open (nearly) Borel sets is said to be a generalized
nest if
Px
(
lim
→∞ τE = ζ
)
= 1 (A.2)
for m-a.e. x ∈ E. It is proved in Theorem 4.6 of [17] that for an increasing sequence {E}∈N of
finely open (nearly) Borel sets {E}∈N is a nest if and only if (A.2) holds for q.e. x ∈ E, and it
holds for all x ∈ E provided E =⋃∞=1 E.
We first prove the next lemma for establishing a stronger version of Fukushima’s decomposi-
tion in the strict sense.
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E =⋃∞=1 E. Then
Px
(
lim
→∞σE\E = ∞
)
= 1 (A.3)
for all x ∈ E.
Proof. In Lemma 3.1 of [3], we prove that (A.3) holds for m-a.e. x ∈ E or equivalently it holds
for q.e. x ∈ E. We shall refine it under the absolute continuity of X with respect to m. Set
σ := lim→∞ σE\E . It holds that Px(σ < ∞) = 0 for m-a.e. x ∈ E. Then h(x) := 1 − Ex[e−σ ]
satisfies h = 1 m-a.e. We claim that h is an excessive function with respect to XE for each  ∈N.
Indeed, since t + σ ◦ θt = σ if t < τE it holds that
e−tP Et h(x) = Ex
[ t+σ◦θt∫
t
e−s ds: t < τE
]
= Ex
[ σ∫
t
e−s ds: t < τE
]
↑ h(x) as t → 0 for x ∈ E.
Then h = 1 on E for each  ∈N because of the absolute continuity condition of XE with respect
to m, consequently h ≡ 1 on E. 
Now we state a stronger version of the Fukushima’s decomposition in the strict sense under
(A.1):
Proposition A.1. Suppose that (A.1) holds. Then the next two conditions are then equivalent to
each other for a finite valued, finely continuous function in Fe:
(1) μ〈u〉 ∈ S1.
(2) The decomposition
u(Xt )− u(X0) = Mt +Nt, t ∈ [0,∞[, Px-a.s. for all x ∈ E
holds with
(a) M ∈ ˚M, M is an AF in the strict sense admitting a PCAF A in the strict sense and an
exhaustive sequence {E} of relatively compact finely open sets such that, for each ,
Ex
[
M2t∧σEc

]= Ex[At∧σEc

] < ∞, Ex[Mt∧σEc

] = 0 for all x ∈ E.
(b) N ∈ Nc, N is a CAF in the strict sense.
Proof. Owing to Lemma A.1, the proof is a repetition of the proof of Theorem 1 in [11] by
replacing τE with σEc . We omit the details. 
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