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Approximation properties of the MLP (multilayer feedforward perceptron) model of neural
networks have been investigated in a great deal of works over the last 30 years. It has
been shown that for a large class of activation functions, a neural network can approximate
arbitrarily well any given continuous function. The most signiﬁcant result on this problem
belongs to Leshno, Lin, Pinkus and Schocken. They proved that the necessary and suﬃcient
condition for any single hidden layer network to have the u.a.p. (universal approximation
property) is that its activation function not be a polynomial. Some authors (White,
Stinchcombe, Ito, and others) showed that a single hidden layer perceptron with some
bounded weights can also have the u.a.p. Thus the weights required for u.a.p. are not
necessary to be of an arbitrarily large magnitude. But what if they are too restricted?
How can one learn approximation properties of networks with arbitrarily restricted set of
weights? The current paper makes a ﬁrst step in solving this general problem. We consider
neural networks with sets of weights consisting of a ﬁnite number of directions. Our
purpose is to characterize compact sets X in the d-dimensional space such that the
network can approximate any continuous function over X . In a special case, when weights
vary only on two directions, we give a lower bound for the approximation error and ﬁnd
a suﬃcient condition for the network to be a best approximation.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
It is well known that neural networks are very powerful tools for approximating complicated multivariate functions,
which are the major obstacle in applied mathematics. Approximation capabilities of networks have been investigated in
a great deal of works over the last 30 years (see, e.g., [2–7,10,13–16,18,20,25]). We are interested in questions of density of
a single hidden layer perceptron model in neural networks. A typical density result shows that a network can approximate
an arbitrary function in a given class with any degree of accuracy.
A single hidden layer perceptron model with r units in the hidden layer and input x = (x1, . . . , xd) evaluates a function
of the form
r∑
i=1
ciσ
(
wi · x− θi
)
, (1.1)
where the weights wi are vectors in Rd , the thresholds θi and the coeﬃcients ci are real numbers and the activation function
σ is a univariate function which is considered to be continuous in the present note. For various activation functions σ , it has
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of the form (1.1) (r is not ﬁxed!) over any compact subset of Rd . In other words, the set
M(σ ) = span{σ(w · x− θ): θ ∈ R, w ∈ Rd}
is dense in the space C(Rd) in the topology of uniform convergence on all compacta (see, e.g., [2–4,7,10]). More general
result of this type belongs to Leshno, Lin, Pinkus and Schocken [13]. They proved that the necessary and suﬃcient condition
for any continuous activation function to have the density property is that it not be a polynomial. This result shows the
eﬃcacy of the single hidden layer perceptron model within all possible choices of the activation function σ , provided that
σ is continuous. In fact, density of the set M(σ ) also holds for some reasonable sets of weights and thresholds (see [20]).
Some authors showed that a single hidden layer perceptron with some restricted set of weights can also have the u.a.p.
(universal approximation property). For example, White and Stinchcombe [25] proved that a single layer network with a
polygonal, polynomial spline or analytic activation function and a bounded set of weights has the u.a.p. Ito [10] investigated
this property of networks using monotone sigmoidal functions (tending to 0 at minus inﬁnity and 1 at inﬁnity), with only
weights located on the unit sphere. We see that the weights required for u.a.p. are not necessary to be of an arbitrarily large
magnitude. But what if they are too restricted. How can one learn approximation properties of networks with an arbitrarily
restricted set of weights? This problem is too general to be solved directly in this form. But there are some cases which
deserve a special attention. The most interesting case is, of course, neural networks with discrete sets of weights. To the
best of our knowledge, approximation capabilities of such nets have not been studied yet. To be more precise, let W be a
set of weights consisting of a ﬁnite number of vectors (or directions) in Rd . It is clear that if w varies only in W , the set
M(σ ) cannot be dense in the topology of uniform convergence on all compacta. The problem here is in the determination
of boundaries of eﬃcacy of the model. Over which compact sets X ⊂ Rd does the model preserve its general propensity to
approximate arbitrarily well every continuous multivariate function? In Section 2, we will consider this problem and give
suﬃcient and necessary conditions for well approximation by networks with a ﬁnite number of weights. For a set W of
weights consisting of two vectors, we show that there is a geometrically explicit solution to the problem. In this special
case, we also touch some aspects of the exact representation by neural networks.
Clearly, well approximation by neural networks with weights varying only on two directions is not always possible.
If such networks cannot approximate a prescribed multivariate function with arbitrarily small degree of accuracy, one may
be interested in the error of approximation. In Section 3, we will give an explicit lower bound for the approximation error
and ﬁnd means of deciding if a given network with weights from two directions is a best approximation.
2. Density results
In this section we are going to give a suﬃcient and also a necessary conditions for approximation by neural nets with
weights from a ﬁnite set. Before formulating our theorems, we introduce new objects – paths with respect to k directions
a1,a2, . . . ,ak ∈ Rd\{0} and recall which objects are called closed paths (see [1,8,12]).
Deﬁnition 2.1. A set of points l = (x1, . . . ,xn) ⊂ Rd is called a path with respect to the directions a1,a2, . . . ,ak if there exists
a vector λ = (λ1, . . . , λn) ∈ Zn \ {0} such that for any i = 1, . . . ,k
n∑
j=1
λ jδai ·x j =
ri∑
s=1
λisδai ·xis , where ri  k. (2.1)
If for any i = 1, . . . ,k
n∑
j=1
λ jδai ·x j = 0,
the set l = (x1, . . . ,xn) is called a closed path.
Here δa is the characteristic function of the single point set {a} and ai · x j is the inner product of these two vectors. Note
that for i = 1, . . . ,k, the set {λis , s = 1, . . . , ri} is a subset of the set {λ j, j = 1, . . . ,n}. Thus, Eq. (2.1) means that for each i,
we actually have at most k terms in the sum
∑n
j=1 λ jδai ·x j .
Let, for example, k = 2, a1 · x1 = a1 · x2, a2 · x2 = a2 · x3, a1 · x3 = a1 · x4, . . . , a2 · xn−1 = a2 · xn . Then it is not diﬃcult to
see that for a vector λ = (λ1, . . . , λn) with the components λi = (−1)i ,
n∑
j=1
λ jδa1·x j = λnδa1·xn ,
n∑
j=1
λ jδa2·x j = λ1δa2·x1 .
Thus, by Deﬁnition 2.1, the set l = {x1, . . . ,xn} forms a path with respect to the directions a1 and a2.
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vector λ in Deﬁnition 2.1 can be taken as (−2,1,1,1,−1).
Note that one can construct many paths by adding not more than k arbitrary points to a closed path with respect to
some directions a1,a2, . . . ,ak .
The idea of closed paths with respect to k directions in Rd was ﬁrst considered in the paper by Braess and Pinkus [1].
Klopotowski, Nadkarni, Bhaskara Rao [12] deﬁned these objects with respect to canonical projections. In our paper [8],
which deals with linear superpositions and the Kolmogorov superposition theorem, closed paths have been generalized to
those having association with k arbitrary functions. In these three works, it was shown that nonexistence of closed paths of
the respective form is both necessary and suﬃcient for:
1) interpolation by ridge functions [1];
2) representation of multivariate functions by sums of univariate functions [12];
3) representation by linear superpositions [8].
Closed paths are also appeared in duality relations in approximation by sums of univariate functions (see [9]). They are
necessary for description of extreme points of the set of measures orthogonal to such sums (see [19]).
In the case k = 2, the picture of closed paths becomes more clear. Let, for example, a1 and a2 be the basic directions
in R2. In this case, a closed path is the union of some sets Ak with the property: each Ak consists of vertices of a closed
broken line with the sides parallel to the coordinate axis. These objects (sets Ak) have been exploited in practically all works
devoted to the approximation of bivariate functions by univariate functions, although under the different names (see, for
example, [11, Chapter 2]). If X and the directions a1 and a2 are arbitrary, the sets Ak can be described as a trace of some
point traveling alternatively in two hyperplanes perpendicular to these directions and then returning to its primary position.
It should be remarked that in the case k > 2, closed paths do not admit such a simple geometric description.
In many works, closed paths with respect to two directions are called “closed bolts”. We will also keep to this expression.
For k = 2, there is also a notion of a “bolt”, which is more general than closed bolts. Here is the rigid mathematical
deﬁnition: A bolt with respect to directions a1 and a2, or simply a bolt if there is no confusion, is a ﬁnite or inﬁnite ordered
set of points (x1,x2, . . .) in Rn with xi = xi+1 and its units xi+1 − xi alternatively perpendicular to the directions a1 and a2.
The length of a bolt is the number of its points. A singleton is a bolt of the unit length. A bolt (x1, . . . ,xm) is closed if
m is an even number and the set (x1, . . . ,xm,x1) also forms a bolt. Note that every bolt satisﬁes Eq. (2.1) (see the above
example). That is, every bolt with respect to directions a1 and a2 is a path with respect to these directions. But Eq. (2.1)
may allow also some union of bolts.
Let X be a compact subset of Rd . Consider the following set functions
τi(Z) =
{
x ∈ Z : ∣∣p−1i (pi(x))∩ Z ∣∣ 2}, Z ⊂ X, i = 1, . . . ,k,
where pi(x) = ai · x, |Y | denotes the cardinality of a considered set Y . Deﬁne τ (Z) to be ⋂ki=1 τi(Z) and deﬁne
τ 2(Z) = τ (τ (Z)), τ 3(Z) = τ (τ 2(Z)) and so on inductively. These functions ﬁrst appeared in the work [24] by Stern-
feld, where he investigated problems of representation by linear superpositions. Clearly, τ (Z) ⊇ τ 2(Z) ⊇ τ 3(Z) ⊇ · · · .
It is possible that for some n, τn(Z) = ∅. In this case, one can see that Z does not contain a closed path. In gen-
eral, if some set Z ⊂ X forms a closed path, then τn(Z) = Z . But the reverse is not true. For example, let Z = X =
{(0,0, 12 ), (0,0,1), (0,1,0), (1,0,1), (1,1,0), ( 12 , 12 ,0), ( 12 , 12 , 12 )}, ai , i = 1,2,3, are the basic directions in R3. It is not diﬃ-
cult to verify that X does not possess closed paths with respect to these directions and at the same time τ (X) = X (and so
τn(X) = X for every n).
In the theory of neural networks, the concept of a ridge function is essential. A ridge function is a multivariate function
of the form
g(a · x) = g(a1x1 + · · · + adxd),
where g : R → R and a = (a1, . . . ,ad) is a ﬁxed vector (direction) in Rd\{0}. In other words, it is a multivariate function
constant on the parallel hyperplanes a · x= α, α ∈ R. Ridge functions and their combinations arise in various contexts. They
arise naturally in problems of partial differential equations (where they are called plane waves), computerized tomography,
statistics, approximation theory, and neural networks (see e.g. [21] for further details). Note that in Eq. (1.1) the function
σ(wi · x− θi) is a ridge function. Thus ridge functions appear in the deﬁnition of MLP model of neural networks.
Consider the linear combinations of ridge functions with ﬁxed directions a1, . . . ,ak
R(a1, . . . ,ak)=
{
k∑
i=1
gi
(
ai · x): gi ∈ C(R), i = 1, . . . ,k
}
.
Let K be a family of functions deﬁned on Rd and X be a subset of Rd . By KX we will denote the restriction of this
family to X .
The following theorem is a special case of the known general result of Sproston and Strauss [23] established for the sum
of subalgebras of C(X).
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⋂
n=1,2,... τn(X) = ∅, then the set RX (a1, . . . ,ak) is dense in C(X).
Lemma 2.3. If RX (a1, . . . ,ak) is dense in C(X), then the set X does not contain a closed path with respect to the directions a1, . . . ,ak.
Proof. Suppose the contrary. Suppose that the set X contains closed paths. Each closed path l = (x1, . . . , xn) and the associ-
ated vector λ = (λ1, . . . , λn) generate the functional
Gl,λ( f ) =
n∑
j=1
λ j f (x j), f ∈ C(X).
Clearly, Gl,λ is linear and continuous with the norm
∑n
j=1 |λ j |. It is not diﬃcult to verify that Gl,λ(g) = 0 for all functions
g ∈ R(a1, . . . ,ak). Let f0 be a continuous function such that f0(x j) = 1 if λ j > 0 and f0(x j) = −1 if λ j < 0, j = 1, . . . ,n.
For this function, Gl,λ( f0) = 0. Thus, we have constructed a nonzero linear functional which belongs to the annihilator of
the manifold RX (a1, . . . ,ak). This means that RX (a1, . . . ,ak) is not dense in C(X). The obtained contradiction proves the
lemma. 
Now we are able to step forward from ridge function approximation to neural networks. Let σ ∈ C(R) be a continuous
activation function. For a subset W ⊂ Rd , let M(σ ;W ,R) stand for networks with weights from W . That is,
M(σ ;W ,R) = span{σ(w · x− θ): w ∈ W , θ ∈ R}.
Elements of M(σ ;W ,R) are functions depending on the variable x ∈ Rd . By MX (σ ;W ,R) we will denote the family
of these functions considered only over a set X ⊂ Rd .
Theorem 2.4. Let σ ∈ C(R) ∩ Lp(R), where 1  p < ∞, or σ be a continuous, bounded, nonconstant function, which has a limit
at inﬁnity (or minus inﬁnity). Let W = {a1,a2, . . . ,ak} ⊂ Rd be the given set of weights and X be a compact subset of Rd. Then the
following assertions are valid:
(1) if
⋂
n=1,2,... τn(X) = ∅, then the set MX (σ ;W ,R) is dense in the space of all continuous functions over X ;
(2) if MX (σ ;W ,R) is dense in C(X), then the set X does not contain closed paths.
Proof. (1) Let X be a compact subset of Rd for which
⋂
n=1,2,... τn(X) = ∅. By Theorem 2.2, the set RX (a1, . . . ,ak) is dense
in C(X). This means that for any positive real number ε there exist continuous univariate functions gi , i = 1, . . . ,k, such
that ∣∣∣∣∣ f (x) −
k∑
i=1
gi
(
ai · x)
∣∣∣∣∣< εk + 1 (2.2)
for all x ∈ X . Since X is compact, the sets Yi = {ai ·x: x ∈ X}, i = 1,2, . . . ,k, are also compacts. In 1947, Schwartz [22] proved
that continuous and p-th degree Lebesgue integrable univariate functions or continuous, bounded, nonconstant functions
having a limit at inﬁnity (or minus inﬁnity) are not mean-periodic. Note that a function f ∈ C(Rd) is called mean periodic if
the set span{ f (x− b): b ∈ Rd} is not dense in C(Rd) in the topology of uniform convergence on compacta (see [22]). Thus,
Schwartz proved that the set
span
{
σ(y − θ): θ ∈ R}
is dense in C(R) in the topology of uniform convergence. We learned about this result from Pinkus [20, p. 162]. This density
result means that for the given ε there exist numbers ci j, θi j ∈ R, i = 1,2, . . . ,k, j = 1, . . . ,mi , such that∣∣∣∣∣gi(y) −
mi∑
j=1
ci jσ(y − θi j)
∣∣∣∣∣< εk + 1 (2.3)
for all y ∈ Yi , i = 1,2, . . . ,k. From (2.2) and (2.3) we obtain that∥∥∥∥∥ f (x) −
k∑
i=1
mi∑
j=1
ci jσ
(
ai · x− θi j
)∥∥∥∥∥
C(X)
< ε. (2.4)
Hence MX (σ ;W ,R) = C(X).
(2) Let X be a compact subset of Rd and the set MX (σ ;W ,R) be dense in C(X). Then for an arbitrary positive real
number ε, inequality (2.4) holds with some coeﬃcients ci j, θi j , i = 1,2, j = 1, . . . ,mi . Since for each i = 1,2, . . . ,k, the
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∑mi
j=1 ci jσ(a
i · x − θi j) is a function of the form gi(ai · x), the subspace RX (a1, . . . ,ak) is dense in C(X). Then by
Lemma 2.3, the set X contains no closed path. 
The above theorem holds if the set of weights W = {a1,a2, . . . ,ak} is replaced by the set W1 = {t1a1, t2a2, . . . , tkak:
t1, t2, . . . , tk ∈ R}. In fact, for the set W1, the above restrictions on the activation function σ may be weakened.
Theorem 2.5. Let σ ∈ C(R) and assume σ is not a polynomial. Let W1 = {t1a1, t2a2, . . . , tkak: t1, t2, . . . , tk ∈ R} ⊂ Rd be the given
set of weights and X be a compact subset of Rd. Then the following assertions are valid:
(1) if
⋂
n=1,2,... τn(X) = ∅, then the set MX (σ ;W1,R) is dense in the space of all continuous functions over X ;
(2) if MX (σ ;W1,R) is dense in C(X), then the set X does not contain closed paths.
The proof of this theorem is analogous to that of Theorem 2.4 and based on the following result of Leshno, Lin, Pinkus
and Schocken [13]: if σ is not a polynomial, the set
span
{
σ(ty − θ): t, θ ∈ R}
is dense in C(R) in the topology of uniform convergence.
The above example with the set{(
0,0,
1
2
)
, (0,0,1), (0,1,0), (1,0,1), (1,1,0),
(
1
2
,
1
2
,0
)
,
(
1
2
,
1
2
,
1
2
)}
shows that the suﬃcient condition in part (1) of Theorem 2.4 is not necessary. The necessary condition in part (2), in
general, is not suﬃcient. But it is not easily seen. Here, is the nontrivial example showing that nonexistence of closed paths
is not suﬃcient for the density MX (σ ;W ,R) = C(X). For the sake of simplicity, we restrict ourselves to R2. Let a1 = (1;1),
a2 = (1;−1) and the set of weights W = {a1,a2}. The set X can be constructed as follows. Let X1 be the union of the
four line segments [(−3;0), (−1;0)], [(−1;2), (1;2)], [(1;0), (3;0)] and [(−1;−2), (1;−2)]. Rotate one segment in X1 90◦
about its center and remove the middle one-third from each line segment. The obtained set denote by X2. By the same
way, one can construct X3, X4, and so on. It is clear that the set Xi has 2i+1 line segments. Let X be a limit of the sets Xi ,
i = 1,2, . . . . Note that there are no closed paths.
By Si , i = 1,4, denote the closed discs with the unit radius and centered at the points (−2;0), (0;2), (2;0) and (0;−2)
respectively. Consider a continuous function f0 such that f0(x) = 1 for x ∈ (S1 ∪ S3) ∩ X , f0(x) = −1 for x ∈ (S2 ∪ S4) ∩ X ,
and −1 < f0(x) < 1 elsewhere on R2. Let p = (y1,y2, . . .) be any inﬁnite bolt in X . Note that the points yi , i = 1,2, . . . , are
alternatively in the sets (S1 ∪ S3) ∩ X and (S2 ∪ S4) ∩ X . Obviously,
E( f0, X)
def= inf
g∈RX (a1,a2)
‖ f0 − g‖C(X)  ‖ f0‖C(X) = 1. (2.5)
For each positive integer k = 1,2, . . . , set pk = (y1, . . . ,yk) and consider the bolt functionals
Gpk ( f ) =
1
k
k∑
i=1
(−1)i−1 f (yi).
Gpk is a continuous linear functional obeying the following obvious properties:
(1) ‖Gpk‖ = Gpk ( f0) = 1;
(2) Gpk (g1 + g2) 2k (‖g1‖ + ‖g2‖) for ridge functions g1 = g1(a1 · x) and g2 = g2(a2 · x).
By property (1), the sequence {Gpk }∞k=1 has a weak∗ cluster point. This point will be denoted by G . By property (2),
G ∈ RX (a1,a2)⊥ . Therefore,
1 = G( f0) = G( f0 − g) ‖ f0 − g‖C(X) for any g ∈ RX
(
a1,a2
)
.
Taking inf over g in the right-hand side of the last inequality, we obtain that 1 E( f0, X). Now it follows from (2.5) that
E( f0, X) = 1. Recall that MX (σ ;W ,R) ⊂ RX (a1,a2). Thus
inf
h∈MX (σ ;W ,R)
‖ f − h‖C(X)  1.
The last inequality ﬁnally shows that MX (σ ;W ,R) = C(X).
For neural networks with weights consisting of only two vectors (or directions) the problem of density becomes more
clear. In this case, under some minor restrictions on X , the necessary condition in part (2) of Theorem 2.4 (nonexistence
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equivalent classes of X induced by bolts. The relation x ∼ y when x and y belong to some path in a given compact set
X ⊂ Rd deﬁnes an equivalence relation. The equivalence classes are called orbits (see [17]).
The following theorem is a special case of the known general result of Marshall and O’Farrell [17] established for the
sum of two algebras. Since the proof is quite short, we include it in the paper.
Theorem 2.6. Let X be a compact subset of Rd with all its orbits closed. Then the set RX (a1,a2) is dense in C(X) if and only if X
contains no closed bolts.
Proof. Necessity. If X has closed bolts, then X has closed bolts p′ = (p′1, . . . ,p′2m) such that all points p′1, . . . ,p′2m are distinct.
In fact, such special bolts can be obtained from any closed bolt p = (p1, . . . ,p2n) by the following simple algorithm: if the
points of the bolt p are not all distinct, let i and k > 0 be the minimal indices such that pi = pi+2k; delete from p the
subsequence pi+1, . . . ,pi+2k and call p the obtained bolt; repeat the above step until all points of p are all distinct; set
p′ := p. By Urison’s great lemma, there exist continuous functions h = h(x) on X such that h(p′i) = 1, i = 1,3, . . . ,2m − 1,
h(p′i) = −1, i = 2,4, . . . ,2m and −1 < h(x) < 1 elsewhere. Consider the measure
μp′ = 12m
2m∑
i=1
(−1)i−1δp′i ,
where δp′i is a point mass at p
′
i . For this measure,
∫
X hdμp′ = 1 and
∫
X g dμp′ = 0 for all functions g ∈ RX (a1,a2). Thus the
set RX (a1,a2) cannot be dense in C(X).
Suﬃciency. We are going to prove that the only annihilating regular Borel measure for RX (a1,a2) is the zero measure.
Suppose, contrary to this assumption, there exists a nonzero annihilating measure on X for RX (a1,a2). The class of such
measures with total variation not more than 1 we denote by S . Clearly, S is weak∗ compact and convex. By the Krein–
Milman theorem, there exists an extreme measure μ in S . Since the orbits are closed, μ must be supported on a single
orbit. Denote this orbit by T .
For i = 1,2, let Xi be the quotient space of X obtained by identifying the points y and z whenever ai · y = ai · z. Let
πi be the natural projection of X onto Xi . For a ﬁxed point t ∈ X set T1 = {t}, T2 = π−11 (π1T1), T3 = π−12 (π2T2), T4 =
π−11 (π1T3), . . . . Obviously, T1 ⊂ T2 ⊂ T3 ⊂ · · · . Therefore, for some k ∈ N, |μ|(T2k) > 0, where |μ| is a total variation
measure of μ. Since μ is orthogonal to every continuous function of the form g(a1 · x), μ(T2k) = 0. From the Haar decompo-
sition μ(T2k) = μ+(T2k)−μ−(T2k) it follows that μ+(T2k) = μ−(T2k) > 0. Fix a Borel subset S0 ⊂ T2k such that μ+(S0) > 0
and μ−(S0) = 0. Since μ is orthogonal to every continuous function of the form g(a2 · x), μ(π−12 (π2S0)) = 0. Therefore, one
can chose a Borel set S1 such that S1 ⊂ π−12 (π2S0) ⊂ T2k+1, S1 ∩ S0 = ∅, μ+(S1) = 0, μ−(S1)μ+(S0). By the same way
one can chose a Borel set S2 such that S2 ⊂ π−11 (π1S1) ⊂ T2k+2, S2 ∩ S1 = ∅, μ−(S2) = 0, μ+(S2)μ−(S1), and so on.
The sets S0, S1, S2, . . . are pairwise disjoint. For otherwise, there would exist positive integers n and m, with n < m
and a bolt (yn, yn+1, . . . , ym) such that yi ∈ Si for i = n, . . . ,m and ym ∈ Sm ∩ Sn . But then there would exist bolts
(z1, z2, . . . , zn−1, yn) and (z1, z′2, . . . , z′n−1, ym) with zi and z′i in Ti for i = 2, . . . ,n − 1. Hence, the set{
z1, z2, . . . , zn−1, yn, yn+1, . . . , ym, z′n−1, . . . , z′2, z1
}
would contain a closed bolt. This would contradict our assumption on X .
Now, since the sets S0, S1, S2, . . . are pairwise disjoint, and |μ|(Si)μ+(S0) > 0 for each i = 1,2, . . . , it follows that the
total variation of μ is inﬁnite. This contradiction completes the proof. 
Using Theorem 2.6 one can prove the following result. The method of proof is analogous to that of Theorem 2.4.
Theorem 2.7. Let σ ∈ C(R) ∩ Lp(R), where 1  p < ∞, or σ be a continuous, bounded, nonconstant function, which has a limit
at inﬁnity (or minus inﬁnity). Let W = {a1,a2} ⊂ Rd be the given set of weights and X be a compact subset of Rd with all its orbits
closed. Then MX (σ ;W ,R) is dense in the space of all continuous functions over X if and only if X contains no closed paths.
Remark. Theorem 2.7 is valid if the set of weights W = {a1,a2} is replaced by the set W1 = {t1a1, t2a2: t1, t2 ∈ R}. In fact,
for the set W1, the required conditions on σ may be weakened. As in Theorem 2.5, the activation function σ can be taken
only non-polynomial. This version of Theorem 2.7 for the set of weights consisting of two directions (i.e., for the set W1)
can be easily formulated by the readers.
Examples.
(a) Let a1 and a2 be two noncollinear vectors in R2. Let B = B1 · · · Bk be a broken line with the sides Bi Bi+1, i = 1, . . . ,
k − 1, alternatively perpendicular to a1 and a2. Besides, let B does not contain vertices of any parallelogram with sides
perpendicular to these vectors. Then the set MB(σ ; {a1,a2},R) is dense in C(B).
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any of the vectors a1 and a2, then the set MX (σ ; {a1,a2},R) is dense in C(X).
(c) Let now a1 and a2 be two collinear vectors in R2. Note that any bolt consisting of two points is automatically closed.
Thus the set MX (σ ; {a1,a2},R) is dense in C(X) if and only if X contains no bolt different from a singleton. A simple
example is a line segment not perpendicular to the given direction.
(d) Let X be any compact set with interior points. Then Theorem 2.7 fails, since any such set contains the vertices of some
parallelogram with sides perpendicular to the given directions a1 and a2, that is a closed bolt.
The following theorem gives a necessary condition for the representation of continuous functions by neural networks
with weights varying on a ﬁnite set of directions.
Theorem 2.8. Let a1,a2, . . . ,ak be ﬁxed vectors in Rd, W = {t1a1, t2a2, . . . , tkak: t1, t2, . . . , tk ∈ R} and MX (σ ;W ,R) = C(X).
Then X contains no closed path and the lengths (number of its points) of all paths in X are bounded by some positive integer.
Proof. Let MX (σ ;W ,R) = C(X). Then R1 + R2 + · · · + Rk = C(X), where
Ri =
{
gi
(
ai · x): gi ∈ C(R)}, i = 1,2, . . . ,k.
Consider the linear space
U =
k∏
i=1
Ri =
{
(g1, . . . , gk): gi ∈ Ri, i = 1, . . . ,k
}
endowed with the norm∥∥(g1, . . . , gk)∥∥= ‖g1‖ + · · · + ‖gk‖.
We will also deal with the dual of the space U . Each functional F ∈ U∗ can be written as the sum
F = F1 + · · · + Fk,
where the functionals Fi ∈ R∗i and
Fi(gi) = F
[
(0, . . . , gi, . . . ,0)
]
, i = 1, . . . ,k.
Thus, we see that the functional F determines the collection (F1, . . . , Fk). Conversely, every collection (F1, . . . , Fk) of con-
tinuous linear functionals Fi ∈ R∗i , i = 1, . . . ,k, determines the functional F1 + · · · + Fk , on U . Considering this, in what
follows, elements of U∗ will be denoted by (F1, . . . , Fk).
It is not diﬃcult to verify that∥∥(F1, . . . , Fk)∥∥=max{‖F1‖, . . . ,‖Fk‖}. (2.6)
Let l = (x1, . . . ,xn) be any path (with respect to the directions a1,a2, . . . ,ak) in X and λ = (λ1, . . . , λn) be a vector
associated with it. Consider the following functional
Gl,λ( f ) =
n∑
j=1
λ j f
(
x j
)
, f ∈ C(X).
From Deﬁnition 2.1 it follows that for each function gi ∈ Ri , i = 1, . . . ,k,
Gl,λ(gi) =
n∑
j=1
λ j gi
(
ai · x j)= ri∑
s=1
λis gi
(
ai · xis), (2.7)
where ri  k. That is, for each algebra Ri , Gl,λ can be reduced to a functional deﬁned with the help of not more than k
points of the path l.
Consider the operator
A : U → C(X), A[(g1, . . . , gk)]= g1 + · · · + gk.
Clearly, A is a linear continuous operator with the norm ‖A‖ = 1. Besides, since R1+R2+· · ·+Rk = C(X), A is a surjection.
Consider also the conjugate operator
A∗ : C(X)∗ → U∗, A∗[H] = (F1, . . . , Fk),
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∣∣Gi(gi)∣∣= ∣∣Gl,λ(gi)∣∣ ‖gi‖ × ri∑
s=1
|λis | bλ(k) × ‖gi‖, i = 1, . . . ,k,
where bλ(k) is the maximum of all numbers
∑k
s=1 |λ js | formed by k components of the vector λ. Therefore,
‖Gi‖ bλ(k), i = 1, . . . ,k.
From (2.6) we obtain that
∥∥A∗[Gl,λ]∥∥= ∥∥(G1, . . . ,Gk)∥∥ bλ(k). (2.8)
Since A is a surjection, there exists a positive real number δ such that
∥∥A∗[H]∥∥> δ‖H‖
for any functional H ∈ C(X)∗ . Taking into account that ‖Gl,λ‖ =∑nj=1 |λ j |, for the functional Gl,λ we have
∥∥A∗[Gl,λ]∥∥> δ n∑
j=1
|λ j|. (2.9)
It follows from (2.8) and (2.9) that
δ <
bλ(k)∑n
j=1 |λ j|
.
The last inequality shows that n (the length of the arbitrarily chosen path l) cannot be as great as possible, otherwise δ = 0.
This simply means that there must be some positive integer bounding the lengths of all paths in X .
It remains to show that there are no closed paths in X . Indeed, if l = (x1, . . . ,xn) is a closed path in X and λ =
(λ1, . . . , λn) is a vector associated with it, then the above functional Gl,λ annihilates all functions from R1 + R2 + · · · + Rk .
On the other hand, Gl,λ( f ) = ∑nj=1 |λ j| = 0 for a continuous function f on X satisfying the conditions f (x j) = 1 if
λ j > 0 and f (x j) = −1 if λ j < 0, j = 1, . . . ,n. This implies that R1 + R2 + · · · + Rk = C(X). Since MX (σ ;W ,R) ⊆
R1 + R2 + · · · + Rk , we obtain that MX (σ ;W ,R) = C(X) on the contrary to our assumption. 
Assume MX (σ ;W ,R) is dense in C(X). Is it necessarily closed? Theorem 2.8 may describe cases when it is not. For
example, let a1 = (1;−1), a2 = (1;1), W = {a1,a2} and σ be any continuous, bounded and nonconstant function, which has
a limit at inﬁnity. Consider the set
X =
{(
2; 2
3
)
,
(
2
3
; 2
3
)
, (0;0), (1;1),
(
1+ 1
2
;1− 1
2
)
,
(
1+ 1
2
+ 1
4
;1− 1
2
+ 1
4
)
,
(
1+ 1
2
+ 1
4
+ 1
8
;1− 1
2
+ 1
4
− 1
8
)
, . . .
}
.
It is clear that X is a compact set with all its orbits closed. (In fact, there is only one orbit, which coincides with X .)
Hence, by Theorem 2.7, MX (σ ;W ,R) = C(X). But by Theorem 2.8, MX (σ ;W ,R) = C(X). Therefore, the set MX (σ ;W ,R)
is not closed in C(X).
3. Approximation error and extremal networks
If well approximation by neural networks is not possible, one may be interested in the error of this approximation.
Below for one special class of bivariate functions, we give an easily calculable lower bound for the error of approximation
by neural networks with any continuous activation function and weights consisting of two directions.
Let σ be any continuous univariate function on the real line, W = {ka, tb: k, t ∈ R} is the set of weights, where a,b are
linearly independent vectors in R2. For a compact set Ω in R2, the error of approximation of a given function f ∈ C(Ω)
with networks from MΩ(σ ;W ,R) is denoted by E( f ,M). That is,
E( f ,M) def= inf
g∈MΩ(σ ;W ,R)
‖ f − g‖.
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Ω = {x ∈ R2: c1  a · x d1, c2  b · x d2},
where a = (a1,a2) and b = (b1,b2) are linearly independent vectors, c1 < d1 and c2 < d2 . Let a function f (x) ∈ C(Ω) have the
continuous partial derivatives ∂
2 f
∂x21
,
∂2 f
∂x1∂x2
,
∂2 f
∂x22
and for any x= (x1, x2) ∈ Ω
[
a1
∂
∂x1
− a2 ∂
∂x2
][
b1
∂
∂x1
− b2 ∂
∂x2
]
f  0.
Then
E( f ,M) 1
4
(
f1(c1, c2) + f1(d1,d2) − f1(c1,d2) − f1(d1, c2)
)
,
where
f1(y1, y2) = f
(
y1b2 − y2a2
a1b2 − a2b1 ,
y2a1 − y1b1
a1b2 − a2b1
)
.
Proof. Introduce the new variables
y1 = a1x1 + a2x2, y2 = b1x1 + b2x2. (3.1)
Since the vectors (a1,a2) and (b1,b2) are linearly independent, for any (y1, y2) ∈ Y , where Y = [c1,d1] × [c2,d2], there
exists only one solution (x1, x2) ∈ Ω of the system (3.1). The coordinates of this solution are
x1 = y1b2 − y2a2
a1b2 − a2b1 , x2 =
y2a1 − y1b1
a1b2 − a2b1 . (3.2)
The linear transformation (3.2) transforms the function f (x1, x2) to the function f1(y1, y2). Consider the approximation
of f1(y1, y2) from the set
Z = {z1(y1) + z2(y2): zi ∈ C(R), i = 1,2}.
Note that
E( f ,M) E( f ,R) = E( f1,Z), (3.3)
where R is the set of linear combinations of ridge functions with the directions a and b.
With each rectangle S = [u1, v1] × [u2, v2] ⊂ Y we associate the functional
L(h, S) = 1
4
(
h(u1,u2) + h(v1, v2) − h(u1, v2) − h(v1,u2)
)
, h ∈ C(Y ).
This functional has the following obvious properties:
(i) L(z, S) = 0 for any z ∈ Z and S ⊂ Y .
(ii) For any point (y1, y2) ∈ Y , L( f1, Y ) = ∑4i=1 L( f1, Si), where S1 = [c1, y1] × [c2, y2], S2 = [y1,d1] × [y2,d2], S3 =[c1, y1] × [y2,d2], S4 = [y1,d1] × [c2, y2].
By the conditions of the theorem, it is not diﬃcult to verify that
∂2 f1
∂ y1∂ y2
 0 for any (y1, y2) ∈ Y .
Integrating both sides of the last inequality over arbitrary rectangle S = [u1, v1] × [u2, v2] ⊂ Y , we obtain that
L( f1, S) 0. (3.4)
Set the function
f2(y1, y2) = L( f1, S1) + L( f1, S2) − L( f1, S3) − L( f1, S4).
It is not diﬃcult to verify that the function f1 − f2 belongs to Z . Hence
E( f1,Z) = E( f2,Z). (3.5)
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f2(y1, y2) = L( f1, Y ) − 2
(
L( f1, S3) + L( f1, S4)
)
and
f2(y1, y2) = 2
(
L( f1, S1) + L( f1, S2)
)− L( f1, Y ).
From the last equalities and (3.4), we obtain that∣∣ f2(y1, y2)∣∣ L( f1, Y ) for any (y1, y2) ∈ Y .
On the other hand, one can check that
f2(c1, c2) = f2(d1,d2) = L( f1, Y ) (3.6)
and
f2(c1,d2) = f2(d1, c2) = −L( f1, Y ). (3.7)
Therefore,
‖ f2‖ = L( f1, Y ). (3.8)
Note that the points (c1, c2), (c1,d2), (d1,d2), (d1, c2) in the given order form a closed bolt with respect to the directions
(0;1) and (1;0). We conclude from (3.6)–(3.8) that z0 = 0 is a best approximation to f2. Hence
E( f2,Z) = L( f1, Y ). (3.9)
Now from (3.3), (3.5) and (3.9) we ﬁnally obtain that
E( f ,M) L( f1, Y ) = 1
4
(
f1(c1, c2) + f1(d1,d2) − f1(c1,d2) − f1(d1, c2)
)
.
The last inequality completes the proof. 
Let, for example, (a1,a2) and (b1,b2) be basic vectors (1,0) and (0,1) correspondingly. As a set Ω take the unit square
[0,1]2. Let σ be any continuous function on [0,1] and f0(x1, x2) = (x1 − 12 )(x2 − 12 ). The function f0 satisﬁes all the
conditions of Theorem 3.1. The approximating set of networks M has members of the form
n1∑
i=1
ciσ(kix1 − θi) +
n2∑
j=1
d jσ(t jx2 − λ j), (3.10)
where ci,d j, θi, λ j are arbitrary real numbers, ki and t j are real numbers different from zero and n1,n2 are positive integers.
Applying Theorem 3.1, we obtain that the error of approximation E( f0,M) of the function f0 by networks of the form (3.10)
is not less than 14 . On the other hand note that E( f0,M) ‖ f0‖ = 14 . Thus, E( f0,M) = 14 .
At the end we are going to ﬁnd conditions for characterization of extremal networks with weights from two directions.
Fix a function σ ∈ C(R) and vectors a1,a2 ∈ Rd\{0}. Consider neural networks from the set M(σ ;W ,R), where W =
{k1a1,k2a2: k1,k2 ∈ R}. Let f (x) be a given continuous function on some compact subset Q of Rd . We want to ﬁnd
suﬃcient conditions for a network Ξ ∈ MQ (σ ;W ,R) to be an extremal element (or a best approximation) to f . In other
words, we want to characterize networks Ξ = Ξ(x) =∑2i=1∑mij=1 ci jσ(ai · x− θi j) such that
‖ f − Ξ‖ = max
x∈Q
∣∣ f (x) − Ξ(x)∣∣= E( f ),
where
E( f ) = E( f ,MQ ) def= inf
g∈MQ (σ ;W ,R)
‖ f − g‖
is the error in approximating from MQ (σ ;W ,R).
Theorem 3.2. Let Q be a compact subset of Rd. A suﬃcient condition for a network Ξ(x) ∈ MQ (σ ;W ,R) to be extremal to the
given function f (x) ∈ C(Q ) is the existence of a closed or inﬁnite bolt l = (p1,p2, . . .) such that f (pi) − Ξ(pi) = (−1)i‖ f − Ξ‖,
i = 1,2, . . ., or f (pi) − Ξ(pi) = (−1)i+1‖ f − Ξ‖, i = 1,2, . . . .
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i = 1,2, . . . , or f (pi) − Ξ(pi) = (−1)i+1‖ f − Ξ‖, i = 1,2, . . . .
Consider the functional
Gl( f ) = 12n
2n∑
k=1
(−1)k+1 f (pk).
Note that for any network g ∈ MQ (σ ;W ,R), Gl(g) = 0. That is, the functional Gl belongs to the annihilator of the set
MQ (σ ;W ,R).
It can be easily veriﬁed that∣∣Gl( f )∣∣= ‖ f − Ξ‖ (3.11)
and ∣∣Gl( f )∣∣ E( f ). (3.12)
It follows from (3.11), (3.12) and the deﬁnition of E( f ) that Ξ is an extremal element.
Let now a bolt l = (p1,p2, . . . ,pn, . . .) be inﬁnite and f (pi) − Ξ(pi) = (−1)i‖ f − Ξ‖, i = 1,2, . . . , or f (pi) − Ξ(pi) =
(−1)i+1‖ f − Ξ‖, i = 1,2, . . . . Without loss of generality we may assume that all the points pi are distinct (in the other
case, we could form a closed bolt and prove in a few lines as above that Ξ is an extremal element). Consider the sequence
ln = (p1,p2, . . . ,pn), n = 1,2, . . . , of ﬁnite bolts and the bolt functionals
Fln( f ) =
1
n
n∑
i=1
(−1)i−1 f (pi).
Unlike Gl , these functionals do not belong to the annihilator of the set MQ (σ ;W ,R). But it can be easily veriﬁed
that ‖Fln‖ = 1 for all n ∈ N . Indeed, ‖Fln (w)‖  ‖w‖ for all continuous functions w over Q and ‖Fln (w0)‖ = ‖w0‖ for a
continuous function taking values +1 at the points pi ∈ ln with odd indices i, −1 at the points pi ∈ ln with even indices i
and from the interval (−1;1) at all other points of Q . By the well-known result of functional analysis (any bounded set
in E∗ , dual for a separable Banach space E , is precompact in the weak∗ topology), the sequence {Fln }∞n=1 has a weak∗ cluster
point. Denote it by F . Note that for any n ∈ N
∣∣Fln(g1 + g2)∣∣ 2n
(‖g1‖ + ‖g2‖),
where g1 = g1(a1 · x) and g2 = g2(a2 · x) are arbitrary ridge functions with directions a1 and a2. Therefore, F (g) = 0 for all
sums g1(a1 · x) + g2(a2 · x). Besides, it is clear that ‖F‖ 1. Since every network g ∈ MQ (σ ;W ,R) can be represented as
a sum g1(a1 · x) + g2(a2 · x), it follows from the last two properties of the functional F that∣∣F ( f )∣∣= ∣∣F ( f − g)∣∣ ‖ f − g‖, (3.13)
for all g ∈ MQ (σ ;W ,R). Taking inf over g in the left-hand side of (3.13), we obtain that∣∣F ( f )∣∣ E( f ). (3.14)
Since at the points p1,p2, . . . ,pn, . . . the function f (x) − Ξ(x) reaches alternatively its minimal and maximal values, for
each ﬁnite bolt ln = (p1,p2, . . . ,pn), n ∈ N,∣∣Fln( f − Ξ)∣∣= ‖ f − Ξ‖.
Hence ∣∣F ( f )∣∣= ∣∣F ( f − Ξ)∣∣= ‖ f − Ξ‖. (3.15)
Now by (3.14) and (3.15), we ﬁnally conclude that Ξ is an extremal element. 
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