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EFFECTIVE POTENTIALS GENERATED BY FIELD INTERACTION
IN THE QUASI-CLASSICAL LIMIT
MICHELE CORREGGI AND MARCO FALCONI
Abstract. We study the quasi-classical limit of a quantum system composed of finitely
many non-relativistic particles coupled to a quantized field in Nelson-type models. We
prove that, as the field becomes classical and the corresponding degrees of freedom are
traced out, the effective Hamiltonian of the particles converges in resolvent sense to a
self-adjoint Schro¨dinger operator with an additional potential, depending on the state
of the field. Moreover, we explicitly derive the expression of such a potential for a large
class of field states and show that, for certain special sequences of states, the effective
potential is trapping. In addition, we prove convergence of the ground state energy of
the full system to a suitable effective variational problem involving the classical state of
the field.
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1. Introduction
The interaction between particles and radiation, either generated by an electromagnetic
field or a phonon field in a crystal, plays a key role in several phenomena in condensed
matter physics [CT98]. In several experiments, however, the presence of a quantum field is
even more fundamental, being the core of the experimental apparatus, e.g., acting as a trap
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to keep the particle confined to a certain region. This is the typical case of magneto-optical
traps, whose relevance goes well beyond low temperature physics [Ash97]: such type of
confinements of atomic beams [DCT01] has been developed mostly in the investigation of
low temperature behavior of neutral atomic clouds and was involved in one of the first
realizations of Bose-Einstein condensation [DMA`95]. Similar techniques have been used
to generate optical lattices [BDZ08], where particles are pinned to lattice sites and can
only hop from one site to another, thus generating a sort of discrete model on the lattice.
Concretely this is achieved by superposing laser beams on a lattice with suitable resonating
frequencies. More recently the same set up has been even used to generate artificial gauge
fields for the atoms [Dal16].
The theoretical models conventionally used to describe the atomic systems discussed
above (see, e.g., [PS08] and references therein) do not involve, however, the direct interac-
tion between the atoms or the particles and the quantized radiation field, but rather take
the simplified point of view of approximating such an interaction with effective potentials,
i.e., of considering directly Schro¨dinger operators of the form
Nÿ
j“1
p´∆j ` Veffpxjqq ` Upx1, . . . ,xN q, (1.1)
where N is the number of quantum particles and U their interaction potential, e.g.,
Coulomb interaction. The explicit form of the effective potential Veff is then tuned appro-
priately for the specific system under investigation and can range from confining potentials
of the form |x|s, s ě 2, in the case of magneto-optical traps, to periodic oscillating poten-
tials in the case of optical lattices. For the sake of simplicity we are going to assume that
the potential U satisfies the following assumptions:
U P L2loc
`
R
dN ;R`
˘`K!`RdN˘, (A1)
where K! denotes the set of potentials which are Kato-infinitesimally small w.r.t. the free
Laplacian.
The connection between the fundamental Hamiltonian describing quantum particles
interacting with a radiation field and the effective model (1.1) has not attracted much
attention, at least in the physics literature, and the justification of (1.1) is mostly phe-
nomenological. There is however a regime in which such a connection can be put on
rigorous grounds and the approximation behind (1.1) made explicit. This is the semiclas-
sical regime of large number of field excitations (see below), when the quantum nature
of field (bosonic) carriers can be neglected and the corresponding degrees of freedom ap-
proximated by their classical counterparts. Notice that, in the physical picture we are
describing, the quantum nature of the particle system is preserved and only the field is
assumed to behave almost classically. We are going to refer to this limit as quasi-classical
limit in order to distinguish it from the usual semiclassical limit.
The semiclassical approximation of quantum mechanics or Schro¨dinger equation is in-
deed a widely studied topic in mathematical physics and we refer to the monographs
[Hel88, Zwo12] and references therein for an extensive list of results. On the other hand,
the specific case of the quasi-classical limit described above was studied, to the best of
our knowledge, only in [GNV06], which focuses on the partially classical limit of the dy-
namics in the Nelson model (see below for further comments about this result). From the
technical point of view, the key difference with the conventional results about semiclassics
is that the authors of [GNV06] have to deal with a classical limit ~ Ñ 0 in an infinite
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dimensional Hilbert space (the Fock space of quantized radiation). At that time, only
limited mathematical tools were available to study such a question, whereas more recently
semiclassical analysis in infinite dimensions has been developed for bosonic systems, see,
e.g., [AN08, AN09, AF14, Fal16] (also [AJN15, AN15b], for a different approach to Weyl
quantization in Wiener spaces). These are in fact the very same techniques we are going
to use in this work.
The problem of deriving effective models for the quantum dynamics in a suitable semi-
classical limit is clearly not new in the mathematical physics literature, and we list here
some works which have some similarities with our approach. For instance, in [TT08, ST13]
(see also references therein) the “opposite” partial limit of classical particles coupled to
a quantized field has been studied. More generally, a regime in which there emerges a
behavior similar to the quasi-classical limit is the adiabatic decoupling generated by a
separation between fast and slow degrees of freedom [PST03, Teu03, PST07], and also
the non-relativistic limit of electrons coupled to a quantum field [Ara90, Hir93, Hir98].
In spite of a completely different physical meaning, there are also strong mathematical
analogies with the strong coupling limit for the Fro¨hlich polaron [FS14, FG17, Gri16] (see
also below). Finally, we want to mention the works [BCFS07, BCF`13] about the effec-
tive mass and dynamics of a quantum particle interacting with the electromagnetic field
in QED.
Let us now be more precise about the models we plan to study: we want to focus on the
behavior of a quantum system composed by N non-relativistic particles interacting with
a quantized bosonic field, which will be often referred to as radiation. The interaction is
modelled by a linear coupling as in the Nelson model [Nel64] but we take into account two
different cases: either the usual Nelson interaction with ultraviolet cut-off, or the Fro¨hlich
polaron model [Fro¨37]. More precisely, the Hamiltonian of the full system is given by an
expression of the following form
H “ Hfree `
Nÿ
j“1
Apxjq, Hfree “ H0 ` dΓpωq, (1.2)
where
H0 “ ´∆x1,...,xN ` Upx1, . . . ,xN q, (1.3)
is a self-adjoint operator on L2pRdN q, d “ 1, 2, 3. The dispersion relation of the field is
ωpkq and throughout the paper we are going to assume that
ωpkq ě 0. (A2)
The interaction Apxq is linear in the field creation and annihilation operators1, e.g.,
Apxq “
ż
Rd
dk
´
a:pkqλpkqe´ik¨x ` apkqλ˚pkqeik¨x
¯
, (1.4)
λ being the Fourier transform of the particle coupling factor, which is assumed to be the
same for each particle. Above, dΓ stands for the second quantization map and therefore
dΓpωq is the field energy, i.e.,
dΓpωq “
ż
Rd
dk ωpkq a:pkqapkq. (1.5)
1We denote by ¨ ˚ the complex conjugate of a complex number.
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The physical regime we investigate here is the one which is sometimes referred to as
semi-classical limit in the physics literature [DK13, GAFCT10, KAT98], also known as
quasi-classical or partially classical limit (see, e.g., [GNV06, Yar99]), to distinguish it
from the vast mathematical literature about semiclassics: in the experiments the fields are
typically considered as classical and therefore their quantum nature is discarded. More
precisely, we think of a regime where the number of field excitations, e.g., photons or
phonons, is large. Hence the non-commutativity of the quantum variables, which is of
order 1 (in units of Planck’s constant ~), can be neglected when compared to the large
number of excitations. This is the approximation we study here, by proposing a model in
which the classical behavior of the field emerges from the semiclassical limit of a purely
quantum system. The regime is therefore named quasi-classical limit because only the
field becomes classical, while the quantum nature of the particles is preserved.
Such an approximation of large number of field excitations has already been considered
in the physics literature [DK13]. This is also the typical case of the strong coupling regime
as, e.g., for the polaron [FS14, FG17, Gri16]. Alternatively, one can think of particles
whose wave functions live on a scale much smaller than the typical length scale of the field
excitations [KAT98].
Concretely, the quasi-classical limit is realized by letting
εÑ 0, (1.6)
where ε plays the role of Planck’s constant, in the CCR relations satisfied by the annihi-
lation and creation operators apkq and a:pkq, i.e.,“
apkq, a:pk1q‰ “ εδpk ´ k1q. (1.7)
It is clear that when εÑ 0 the non-commutativity of the field becomes negligible and thus
it becomes classical. Notice that such a limit should not be interpreted as a classical limit
~Ñ 0 but rather as a scale limit emerging from the physics of the coupling.
Our main goal is thus to identify the effective Hamiltonian of the particles in the limit
ε Ñ 0, when the degrees of freedom of the field are traced out. As we are going to see,
we will prove that the system of particles is still described by a sequence of operators Hε,
which converges as εÑ 0 in either the norm or the strong resolvent sense to a self-adjoint
Schro¨dinger operator Heff , given, for each particle, by the unperturbed particle operator
H0 plus a suitable external potential. Moreover, we provide the explicit expression of such
a potential as a function of the state of the quantized field.
Once the effective model is identified, it is then natural to ask whether the ground
state properties of the full system can be suitably approximated in terms of the effective
operators obtained in the quasi-classical limit. This is indeed the case for the ground state
energy, as we prove for both the massive Nelson model and the polaron: the effective
energy is obtained by minimizing the bottom of the spectrum of the state-dependent
effective Hamiltonian with respect to the classical state of the field.
In this work we are interested in dealing only with the stationary features of the par-
ticles and we do not investigate the full dynamics of the system. Dynamical questions
have already been studied under restrictive assumptions on the initial state: the partial
classical limit of time-evolved squeezed coherent states was indeed considered both for the
renormalized Nelson model [GNV06] and the polaron model [FS14, FG17, Gri16]. In the
former case, the resulting classical field evolves freely and the quantum fluctuations are
described by a free quantum field together with quantum particles subjected to an external
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time-dependent potential given by the classical field. In the latter one, the quasi-classical
limit takes the form of a strong coupling limit and the field does not evolve at order zero
but yields an effective potential on the quantum particles. At first order, for suitable time
scales, the nonlinear Landau-Pekar system is recovered.
In this respect our analysis is more general than the one contained in the works men-
tioned above [GNV06, FS14, FG17, Gri16], although we do not address any dynamical
question: in all those papers indeed the initial state of the field must be of very special
type, i.e., a (squeezed) coherent state, which is already semiclassical from a certain point
of view. On the opposite, we make very weak restrictions on the possible field configura-
tions, and show explicitly how such a freedom influences the effective Schro¨dinger operator
for the particles. Let us also stress that the approximation of the particle dynamics for
generic initial states remains an open problem in both cases and we plan to address such
a question in a future work.
We consider three different forms of interaction, leading to similar results in the partially
classic limit, but requiring suitable assumptions and slightly different approaches:
1) discrete modes of radiation (Sect. 2.1): this is the simplest setting since we assume
that the field has only a discrete set of frequencies. It is however meaningful from the
physical point of view, since it might be viewed as a model for particles in an optical
lattice;
2) Nelson model with ultraviolet cut-off (Sect. 2.2): the Nelson model [Nel64] is
simply the continuous version of the previous case, where the high frequencies are cut
off by means of a suitable ε-independent form factor;
3) Fro¨hlich polaron (Sect. 2.3): this model introduced in [Fro¨37] is typically used to
describe the interaction of quantum particles with a phonon field. It might be thought
of as a Nelson-type model with a special dispersion relation, where no ultraviolet cut-off
is necessary.
We will first focus on the dependence of the effective operator on the chosen state of
the full system. A wide class of states, e.g., product states, leads indeed to bounded
effective potentials and to norm resolvent convergence of the corresponding Schro¨dinger
operators (Sect. 2.1–2.3). For a smaller class of models, i.e., the massive Nelson and
polaron ones, we will also prove the convergence of the ground state energies (Sect. 2.4).
A rather special choice of the sequence of states, i.e., suitable squeezed coherent states,
can generate unbounded potentials, as it occurs for experimental traps (Sect. 2.5).
Acknowledgements. The authors acknowledge the support of MIUR through the
FIR grant 2013 “Condensed Matter in Mathematical Physics (Cond-Math)” (code
RBFR13WAET). M.F. also thanks Z. Ammari and F. Nier for helpful discussions and
comments about semiclassical analysis in infinite dimensional systems.
2. Main Results
Before stating our main results, we define more precisely the models we are going to
consider. The technical assumptions we make on both the unperturbed part Hfree of the
Hamiltonian of the full system and its interaction terms are also recalled later in Sect. 3.1.
As anticipated, we want to consider a coupled system of N quantum d-dimensional
particles coupled with a bosonic field. Therefore we assume that the Hilbert space is given
by
L2pRdN q b Γsym pHq , (2.1)
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where Γsym pHq is the usual bosonic Fock space, i.e.,
ΓsympHq “
8à
n“0
Sn pHqbn ,
with Sn the symmetrizing operator. The one-particle space H for the field depends on
the model, but it is always a (complex) at most separable Hilbert space. In case of
identical particles, L2pRdN q can be substituted with either L2sympRdN q or L2asympRdN q. For
simplicity we take the particle to be spinless, similar arguments may apply to particles
with spin and suitable coupling with the field. We will use the following convention
throughout the paper: standard capital letters, e.g., H, will denote operators on the full
Hilbert space L2pRdN q b Γsym pHq, while calligraphic capital letters, e.g., H0, will stand
for operators acting only on the particle Hilbert space L2pRdN q. Finally we will always
use the momentum space representation for the field degrees of freedom and, consistently,
all the variables depending on those degrees of freedom will be thought of as functions of
k P Rd, e.g.,
a#pfq :“
ż
Rd
dk a#pkqfpkq. (2.2)
We denote by fˆ the Fourier transform of f , i.e.,
fˆpkq :“ 1p2πqd{2
ż
Rd
dx e´ik¨xfpxq, (2.3)
and by ˇ the inverse map.
With the hypotheses described in detail in Sect. 3.1, the full Hamiltonian H given by
(1.2) is self-adjoint on a suitable domain. A form core for H is any form core domain for
the unperturbed part Hfree. We do not discuss such technical issues further (see again
Sect. 3.1), in order to state as soon as possible our main results.
Our main goal is to characterize the energy of the particle system once the field degrees
of freedom are traced out. Therefore for any product state of the full system of the form
ψpx1, . . . ,xN q bΨε, (2.4)
with Ψε P Γsym pHq normalized, we consider the operator Heff acting on ψ P L2pRdN q
defined as the partial trace of the expectation of H in the product state above, i.e.,
Hε :“ xΨε|H |ΨεyΓsympHq ´ cε, (2.5)
and study its limit as εÑ 0. The constant cε is the mean energy of the field, i.e., explicitly
cε “ xΨε|dΓpωq |ΨεyΓsympHq , (2.6)
and we have subtracted it for simplicity, since it just fixes the zero of the energy scale.
Notice that one can take an equivalent point of view and investigate the limit ε Ñ 0 of
the quadratic form associated with Heff which is defined as
Qεrψs :“ xψ bΨε|H |ψ bΨεyL2pRdN qbΓsympHq ´ cε }ψ}2L2pRdN q . (2.7)
We conclude this preliminary discussion by recalling a result about the convergence of
states in the Fock space Γsym pHq originally proven in [AN08, AN09, AN11, AN15a] (see
also [AF14, AF16] for further applications). The detailed version of the result is stated in
Sect. 3.2. We first identify the subspace of sequences of states always admitting at least
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one probability measure as a semiclassical accumulation point as the set of states such
that the following conditions are satisfied
xΨε| dΓp1q |ΨεyΓsympHq ď C ă `8; xΨε| dΓpωq |ΨεyΓsympHq ď C 1 ă `8, (A3)
i.e., the expectation values of both the number operator and dΓpωq on such states are
uniformly bounded in ε. Under these assumptions there exists a subsequence tΨεkukPN,
εk Ñ 0, and a measure µ P M pHq, with M pHq the space of probability measures over H,
so that, if g P H,
lim
kÑ8
@
Ψεk
ˇˇ
apgq ` a:pgqˇˇΨεkDΓsympHq “ 2Re
ż
H
dµpzq xz|gy
H
. (2.8)
In general the limit above is not unique, namely it depends on the chosen subsequence.
However we can adopt the following convenient notation: when we write
Ψε ÝÝÝÑ
εÑ0
µ P M pHq, (2.9)
it means that either we are considering a subsequence tΨεkukPN that converges in the
sense of (2.8), or that the function ε ÞÑ Ψε has a unique limit µ (no need to extract any
subsequence). Since it is always possible to extract at least one convergent subsequence
from the family Ψε, the notation above is justified.
2.1. Discrete modes of radiation. The first model consists of a countable number of
radiation modes linearly coupled with N particles (in d dimensions). In this case the
one-particle Hilbert space H is simply ℓ2pZdq. Let kn P Rd, n P Zd, be a collection of real
frequencies (modes), characteristic of the system, and denote ωn “ |kn|. Then the full
Hamiltonian of system takes the form
H “
Nÿ
j“1
´∆j ` Upx1, . . . ,xN q `
ÿ
nPZd
ωna
:
nan `
Nÿ
j“1
Apxjq, (2.10)
with
Apxq “
ÿ
nPZd
´
a:nλne
´ikn¨x ` anλneikn¨x
¯
, (2.11)
where we also assume that
tλnunPZd P ℓ2pZdq. (A4)
Theorem 2.1 (Effective Hamiltonian).
Let the assumptions (A1), (A2), (A3), and (A4) be satisfied, and let Ψε Ñ µ P M pℓ2pZdqq
in the sense of (2.9). Then for any ε small, Hε is a self-adjoint operator on DpH0q and2
Hε
} ¨ }´resÝÝÝÝÝÑ
εÑ0
Heff “ H0 `
Nÿ
j“1
Vµpxjq, (2.12)
where Heff is self-adjoint on DpH0q and
Vµpxq “ 2Re
ż
ℓ2pZdq
dµpzq
A!
λne
´ikn¨x
)
nPZd
ˇˇˇ
z
E
ℓ2pZdq
. (2.13)
2We use the shorthand notation } ¨ } ´ res and s´ res to indicate the convergence of an operator in norm
and strong resolvent sense respectively.
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Hence the net effect of the field on the particle dynamics in the limit ε Ñ 0 is, in this
case, to generate a bounded potential Vµ. The potential depends only on the coupling λ
between particles and radiation, and on the state of radiation, that in the limiting regime
is described by the probability µ.
Let us now discuss which types of potentials can be obtained in this fashion. The
coupling tλnunPZd P ℓ2pZdq yields some a priori information on the modes that affect the
particles, and with which strength. For instance, if λn ‰ 0 for any n P Zd, so that every
mode contributes to the coupling with the particles, then λn has a multiplicative inverse
given by the sequence λ´1 :“  λ´1n (nPN. Let then b :“ tbnunPN be any sequence in ℓ1pZdq
such that λ´1n bn P ℓ2pZdq; then we can construct the squeezed coherent states Ξ
`
1
2λ˚
b˚
˘
.
For any f P H “ ℓ2pZdq, the vector Ξpfq P ΓspHq is given by the usual coherent state for
the field, i.e.,
Ξpfq :“W ` 1
iε
f
˘
Ω, (2.14)
where Ω is the vacuum and W is the Weyl operator
Wpfq :“ eipa:pfq`apfqq. (2.15)
It is well known [AN08, Theorem 4.2] that
Ξpfq ÝÝÝÑ
εÑ0
δ pz ´ fq , (2.16)
in the sense defined in (2.9). Hence, under the above assumptions,
Ξ
`
1
2λ˚
b˚
˘ ÝÝÝÑ
εÑ0
δ
`
z ´ 1
2λ˚
b˚
˘
.
Therefore, applying Theorem 2.1 to such a class of coherent states, we obtain the almost
periodic effective potentials
Vbpxq “
ÿ
nPZd
`
Repbnq cospkn ¨ xq ` Impbnq sinpkn ¨ xq
˘
. (2.17)
These potentials play a very important role in condensed matter experiments, where they
take the name of optical lattices [PCG94, Blo05]: by suitably tuning superimposed laser
beams forming a lattice, one can create periodic wells, which are typically described in
first approximation by potentials of the form above. In fact, when the intensity of lasers
gets very large, the tunneling between different wells gets small and the particles can
be considered pinned at lattice sites, so giving rise to a discrete model. So our result
justifies the use of a first quantized periodic potential to approximate the effect of the
field interaction in the semiclassical regime. Actually, Theorem 2.1 gives much more
information: it is indeed possible to obtain a wider class of almost periodic potentials of
the form
2Re
ż
ℓ2pZdq
dµpzq
ÿ
nPZd
λ˚nzne
ikn¨x, (2.18)
provided that there is a family of quantum states of the field such that Ψε Ñ µ. It turns
out that all probability measures µ P M `ℓ2pZdq˘ can be reached by suitable families of
quantum states [Fal16].
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2.2. Nelson model: bounded potentials vanishing at infinity. If the radiation has
a continuum of modes coupled with particles, it is possible to obtain bounded potentials
vanishing at infinity.
The one-particle Hilbert space is in this case H “ L2pRdq and the Hamiltonian has the
form (1.2) with interaction (1.4), i.e.,
H “
Nÿ
j“1
´∆j ` Upx1, . . . ,xN q `
ż
Rd
dk ωpkqa:pkqapkq `
Nÿ
j“1
Apxjq, (2.19)
Apxq “
ż
Rd
dk
´
a:pkqλpkqe´ik¨x ` apkqλ˚pkqeik¨x
¯
; (2.20)
where the cut off is chosen so that
λpkq P L2pRdq. (A41)
The analogue of Theorem 2.1 is the following.
Theorem 2.2 (Effective Hamiltonian).
Let the assumptions (A1), (A2), (A3) and (A41) be satisfied and let Ψε Ñ µ P M pL2pRdqq
in the sense of (2.9). Then for any ε small, Hε is a self-adjoint operator on DpH0q and
Hε
} ¨ }´resÝÝÝÝÝÑ
εÑ0
Heff “ H0 `
Nÿ
j“1
Vµpxjq, (2.21)
where Heff is self-adjoint on DpH0q and
Vµpxq “ 2p2πqd{2Re
ż
L2pRdq
dµpzq `}zλ˚˘pxq. (2.22)
Note that, under the assumptions we made, zλ˚ P L1pRdq and therefore its Fourier
(anti-)transform is a well defined L8 function. The allowed effective potentials Vµ for
this model are thus averages of Fourier transforms of L1pRdq functions and, as such, they
are continuous and vanishing at infinity. More precisely, suppose that λ P L2pRdq has a
multiplicative inverse almost everywhere 1
λ
(e.g., λ is not compactly supported), then for
any fˆ P L1pRdq such that 1
λ
fˆ P L2pRdq, the potentials
Vf pxq “ Refpxq (2.23)
are recovered by taking squeezed coherent states of the form
Ξ
´
1
2p2πqd{2λ˚ fˆ
¯
.
Being the Fourier anti-transform of functions in L1, such potentials are actually continuous
functions vanishing at 8.
2.3. Polaron model: form-bounded potentials. Finally, we focus our attention to
the Fro¨hlich polaron model [Fro¨37], which is meant to describe the coupling between
electrons and vibration modes in a crystal. The polaron Hamiltonian is “more singular”
than the other Nelson-type operators previously considered, but the corresponding unitary
dynamics can still be defined without a renormalization procedure. In this model the
charge distribution is concentrated at a single point. In the Fock representation the Hilbert
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space of the theory is, as in Section 2.2, H “ L2pRdN q b Γsym
`
L2pRdq˘, with d ě 2. The
Hamiltonian H takes the form
H “
Nÿ
j“1
´∆j ` Upx1, . . . ,xN q `
ż
Rd
dk a:pkqapkq `
Nÿ
j“1
Apxjq, (2.24)
Apxq “
ż
Rd
dk
1
|k| d´12
´
a:pkqe´ik¨x ` apkqeik¨x
¯
. (2.25)
As in Sections 2.1 and 2.2, for suitably regular states it is possible to prove the conver-
gence of the effective potential when εÑ 0.
Theorem 2.3 (Effective Hamiltonian).
Let the assumptions (A1) and (A3) be satisfied and let Ψε Ñ µ P M pL2pRdqq in the sense
of (2.9). Then for any ε small, Hε is a self-adjoint operator on DpHεq with form domain
Dp?H0q, and
Hε
} ¨ }´resÝÝÝÝÝÑ
εÑ0 Heff “ H0 `
Nÿ
j“1
Vµpxjq, (2.26)
where Heff is self-adjoint on DpHeffq with form domain Dp
?
H0q, Vµ is infinitesimally
form-bounded w.r.t ´∆, and
Vµpxq “ 2p2πq d2Re
ż
L2pRdq
dµpzq ­´|k| 1´d2 z¯pxq. (2.27)
As before the notation in (2.27) stands for
­´|k| 1´d2 z¯pxq :“ 1
p2πq d2
ż
Rd
dk eik¨x|k| 1´d2 zpkq.
Note, however, than, unlike the potentials obtained in the case of the Nelson model, Vµ is in
general unbounded and it could not vanish at infinity. Anyways, as stated in the Theorem,
Vµ is infinitesimally form-bounded w.r.t. ´∆ and therefore it is only an arbitrarily small
perturbation of the kinetic energy.
As for the Nelson model, it is interesting to find out which type of potentials can be
produced through this quasi-classical limit. By taking suitable squeezed coherent states
one can indeed get in the limit ε Ñ 0 a wide class of potentials W . Such potentials W
might not vanish at infinity but can not be trapping in the usual sense, i.e., the resolvent
of ´∆`W can not be compact. More precisely, let
W P 9H d´12 pRdq X L2locpRdq,
then the squeezed coherent state
Ξ
´
1
2p2πqd{2 |k|
d´1
2 |W¯
yields, according to (2.27), the potential W . In fact in this case the effective potential does
not depend on ε and equalsW even before the limit εÑ 0 is taken. The regularity request
on W is made in order to ensure that the argument of the coherent state is an L2 function
and therefore the construction makes sense. Note that such potentials are actually the
“static” analogues of the 0th-order strongly coupled polaron dynamics studied in [FS14].
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More in general, all the potentials generated by the field interaction are form-bounded
w.r.t. the free part of the Hamiltonian. In fact, as described in Remark 3.17, if Ψε is
more regular, e.g., in addition to (A3) it belongs uniformly to Dp
a
dΓp|k|2qq, then the
potential Vµ is continuous and vanishes as |x| Ñ 8. Hence we can say that in order to
obtain “rougher” potentials, the state of the field can not be too regular. Notice however
that the effective potential is in any case form-bounded and therefore can never be too
strong.
2.4. Ground state energy. This Section is devoted to the study of the ground state
energy of the full Hamiltonian H in the quasi-classical limit ε Ñ 0. In order to stress
the dependence on ε, in this Section only we set Hε :“ H. All the three types of models
considered so far take into account operators Hε which are bounded from below. However,
in order to state our result, we have to select either the massive Nelson model or the
Fro¨hlich polaron (see Remark 2.6 below for a discussion of the reasons).
For any self-adjoint operator A on H , we denote by σpAq P R Y t´8u the bottom of
the spectrum of A:
σpAq :“ inf  λ P R ˇˇ λ P σpAq( “ inf
ψPDpAq,}ψ}2“1
xψ|A |ψy
H
, (2.28)
where DpAq Ă H is the self-adjointness domain of A or any core for it.
Our main result is the convergence of the bottom of the spectrum of Hε as εÑ 0 to the
infimum of the ground state energy of Heff w.r.t. the measure µ identifying the classical
limit of the state of the field. To this purpose, let us define the measure minimization
domain
Mω :“
!
µ P M
´
L2pRdq
¯ ˇˇˇ
µ
´
L2ωpRdq
¯
“ 1, µˇˇ
L2ωpRdq is Borel, cpµq ă 8
)
. (2.29)
Here cpµq is the classical energy of the field cpµq “ limεÑ0 cε, for any Ψε Ñ µ, i.e.,
cpµq :“
ż
L2pRdq
dµpzq ››ω1{2z››2
2
“
ż
L2pRdq
dµpzq
ż
Rd
dk ωpkq |zpkq|2 . (2.30)
In addition, we have set
L2ωpRdq :“
"
f P L2pRdq
ˇˇˇ
ˇ
ż
Rd
dk ωpkq |fpkq|2 ă 8
*
. (2.31)
To simplify the presentation we formulate the results only for systems with continuously
many radiation modes, for a countable number of modes it can be easily adapted. Finally,
recall the definitions of Heff given in (2.21) and (2.26), and its dependence on the classical
measure µ through the potentials (2.22) and (2.27).
Theorem 2.4 (Ground state energy).
Let the operator Hε be given either by (2.19) or (2.24). Also, let the assumptions (A1),
(A2) and (A41) be satisfied, with the additional request
ωpkq ě c ą 0, uniformly w.r.t. k P Rd, (A21)
Then we have
lim
εÑ0
σpHεq “ inf
µPMω
“
σpHeffq ` cpµq
‰
. (2.32)
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Remark 2.5 (Boundedness from below).
Since σpHεq is bounded from below (see Propositions 3.1 and 3.2), and the bound can
be actually chosen uniformly w.r.t. ε, we implicitly state that the r.h.s. is also finite
(Propositions 3.19 and 3.21). In order for this to be true, the presence of the constant
cpµq is obviously crucial: the free energy of the field is needed in order to control from
below the interaction term.
Remark 2.6 (Nelson massless model).
The reason why the Nelson massless model is excluded from the statement is that, without
the bound (A21), there can be quantum states for which the associated measure µ is
concentrated on a suitable homogeneous Sobolev space and hence outside of L2. In fact, µ
is not in general a true probability measure on L2 but only a cylindrical measure [Fal16],
with respect to which it is possible to integrate only cylindrical functions. We still expect
the result to be true for the massless Nelson model; the proof however would require to deal
with such technical problems and we omit its discussion here, for the sake of simplicity.
Remark 2.7 (Convergence of ground states).
The reader might wonder whether it is possible to deduce from the ground state energy
convergence (2.32) an analogous result for the ground states. The major obstruction in
this direction is given by the existence of the ground state itself: it is indeed known
that, for instance, the massive Nelson model admits a ground state, once the translational
symmetry has been broken. However, it is much more complicated to show that the
infimum of the r.h.s. of (2.32) is actually reached on a configuration µgs, ψgs: for any
given measure µ, the Schro¨dinger operator Heff certainly has a ground state ψµ but it is
far from obvious that it would converge on a minimizing sequence µn.
2.5. Trapping potentials. We conclude the Section by presenting a generalization of the
results discussed in Sect. 2.1–2.3, i.e., the convergence of the effective particle Hamiltoni-
ans to Schro¨dinger operators with trapping. Indeed, as we have commented extensively,
the effective potentials Vµ obtained in the quasi-classical limit in Theorems 2.1, 2.2 and
2.3 are never traps. In fact, with the exception of the polaron, those potentials always
vanish at infinity. So in this discussion we take a different point of view: instead of con-
sidering a rather general state for the full system, but with good properties in terms of
the classical limit, we restrict the class of field configurations to coherent states and drop
the regularity assumptions, in order to find out whether one can reproduce a wider class
of effective potentials. As we are going to see, this is indeed the case and we will show
that one can derive any reasonable confining trap.
Let us now consider the Nelson model defined by (2.19) and recall the definition (2.14)
of a squeezed coherent state:
Ξpfq :“W ` 1
iε
f
˘
Ω, (2.33)
where Ω is the vacuum in ΓsympL2pRdqq and Wpfq, f P L2pRdq, the Weyl operator. We
have seen in (2.16) that
Ξpfq ÝÝÝÑ
εÑ0 δpz ´ fq,
in the sense of (2.9). If f is independent of ε and belongs to L2pRdq, the potential generated
in the limit is always vanishing at infinity. Therefore we modify the coherent vector, in
such a way that it converges to a point measure on D1pRdq concentrated outside of L2pRdq.
We are now ready to state the main result of this section. Let
W P L2locpRd;R`q (2.34)
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be any positive confining potential and assume that λ admits a polynomially bounded
multiplicative inverse 1
λ
, then we denote by fW,ε P C80 pRdq the function
fW,εpkq “ 1
2p2πqd{2λ˚pkq
´{ϕε ˚W¯ pkq, (2.35)
where ϕεpxq “ ε´dϕpx{εq, ϕ P C80 pRdq, is a suitable mollifier (see Lemma 3.13 for further
details). The coherent state we want to consider has then the form
Ξ pfW,εq , (2.36)
and notably it does not satisfy the assumptions (A3). As a matter of fact, by Proposi-
tion 3.28, it follows that
xΞ pfW,εq |dΓp1q|Ξ pfW,εqy “ }fW,ε}2L2 ,
xΞ pfW,εq |dΓpωq|Ξ pfW,εqy “
››?ωfW,ε››2L2 ,
and both right hand sides diverge as εÑ 0 whenever W R L2pRdq.
Theorem 2.8 (Effective Hamiltonian).
Let the assumptions (A1), (A2) and (A4) be satisfied and additionally assume that 1
λpkq
is polynomially bounded and λ,
?
ωλ P L2pRdq. Then we have
xΞ pfW,εq |H|Ξ pfW,εqyΓsympL2pRdqq
s´resÝÝÝÑ
εÑ0
Heff “ H0 `
Nÿ
j“1
W pxjq, (2.37)
and Heff is essentially self-adjoint on C
8
0 pRdq.
The paradigmatic case one can think of is the derivation of an harmonic trapping
potential: W pxq “ α|x|2 satisfies indeed the hypothesis of the Theorem and therefore the
partial trace of H on the coherent state ΞpfW,εq converges in strong resolvent sense to the
Schro¨dinger operator
Heff “
nÿ
j“1
´
´∆j ` α |xj |2
¯
` Upx1, . . . ,xN q.
A similar statement holds true for W pxq “ α|x|s, s ą 0, or, more in general, for any
positive potential diverging at infinity. The magneto-optical traps considered in condensed
matter physics are then reproduced as effective potentials emerging from the interaction
of quantum particles with a radiation field in the quasi-classical regime.
Remark 2.9 (Field energy).
It is interesting to remark that all the confining potentials described above can be ob-
tained in the quasi-classical limit only with an infinite energy of the field. More precisely,
whenever W is trapping, the free energy cε Ñ `8, as ε Ñ 0 : recall that for a squeezed
coherent state Ξpfεq, cε takes the form
cε “ ‖
?
ωfε‖
2
2
(see Proposition 3.11 for further details) and therefore it diverges in the limit εÑ 0, when-
ever limεÑ0 fε R L2 in the distributional sense. This is however not surprising since the
physical approximation we are considering is the one of large number of field excitations:
in order to have a trapping effective potential, the field must be very strong. Therefore
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the number of excitations has to diverge even faster and the field energy has to become
the dominant term in the energy.
3. Proofs
3.1. Preliminaries. We first discuss the well-posedness of the models we plan to study
and state the explicit technical assumptions we make.
The potential U , which is supposed to describe both an additional external trapping
and the particle interaction, is assumed to be such that H0 “ ´∆` U is self-adjoint and
bounded from below on L2pRdN q. For concreteness we require
U P L2loc
`
R
dN ;R`
˘`K!`RdN˘, (A1)
where
K!
`
R
dN
˘ “ !V : RdN Ñ R ˇˇ V is infinitesimally bounded w.r.t. ´∆) ,
is the set of multiplication operators which are Kato-infinitesimally small w.r.t. ´∆. In
the following we will use the notation U “: U` ` U! to distinguish the positive part U`
of the potential from the infinitesimal one U!. With such assumptions H0 is essentially
self-adjoint on C80
`
R
dN
˘
and self-adjoint and bounded from below on
DpH0q “
!
ψ P H2pRdN q ˇˇ U`ψ P L2`RdN˘) .
We aim at modelling a Coulomb-type interaction between the particles and, possibly, the
presence of an external trapping potential, that is assumed to be positive without loss of
generality.
Concerning the field part of the free Hamiltonian Hfree, we recall that
ωpkq ě 0, (A2)
so that dΓpωq is a self-adjoint operator on Γsym pHq with domain DpdΓpωqq.
It remains then to give a meaning to the interaction term. For any gpxq P L8pRd;Hq,
one can easily define the creation and annihilation operators apgpxqq, a:pgpxqq and their
sum apgpxqq`a:pgpxqq, as closed and densely defined operators on the Fock space Γsym pHq
for a.e. x P Rd.
The simplest case we are going to consider is H “ ℓ2pZdq, in which case
a#pgpxqq :“
ÿ
nPZd
a#n gnpxq, (3.1)
with a#n the usual creation and annihilation operators associated with the frequencies
kn P Rd, such that “
an, a
:
m
‰ “ εδn1,m1 ¨ ¨ ¨ δnd,md ,
and
tgnpxqunPZd P ℓ2pZdq, for a.e. x P Rd. (3.2)
The dispersion relation is in this case set equal to
ωpknq “ ωn :“ |kn| . (3.3)
Similarly, when H “ L2pRdq (Nelson model),
a#pgpxqq :“
ż
Rd
dk a#pkqgpk;xq, (3.4)
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with a#pkq the usual operator-valued distributions satisfying (1.7) and
gp ¨ ;xq P L2pRdq, for a.e. x P Rd. (3.5)
In both cases described above we define the interaction as
Nÿ
j“1
Apxjq :“
Nÿ
j“1
“
apgpxjqq ` a:pgpxjqq
‰
, (3.6)
with
gnpxq “ λne´ikn¨x, tλnunPZd P ℓ2pZdq, (A4)
in the first case and
gpk;xq “ λpkqe´ik¨x, λ P L2pRdq, (A41)
in the second one. The polaron is obviously not covered by the assumptions above and we
will discuss it separately.
A preliminary but crucial result for our analysis is the self-adjointness of the full Hamil-
tonian of the system, which in the case of the Nelson model (and a fortiori for a discrete set
of frequencies) can be proven directly using the properties of at most quadratic interactions
in the Fock space. We refer to [GV70, Fal15] for a detailed proof. We denote by C80 pRdq the
set of smooth functions with compact support and, consequently, C80 pdΓp1qq Ă ΓsympHq
stands for the vectors in ΓsympHq with finitely many particles.
Proposition 3.1 (Self-adjointness of H – cases 1. & 2.).
Let H be given by (1.2) with interaction (3.6) and let the assumptions (A1), (A2) and
(A4) (resp. (A41)) be satisfied. Then the Hamiltonian H is essentially self-adjoint on the
domain DpH0q XD pdΓpωqq X C80 pdΓp1qq. If in addition ω´1{2λ P ℓ2pZdq (resp. L2pRdq),
then H is self adjoint on DpH0q XD pdΓpωqq and bounded from below.
Proof. The first part of the statement is a straightforward application of [Fal15, Theo-
rem 3.1]. Under the additional regularity assumptions on λ, the exact domain of self-
adjointness and boundedness from below are obtained via an application of Kato-Rellich
Theorem: one can indeed show that both U! (by assumption) and the interaction term
are infinitesimally small w.r.t. to Hfree`U` in the sense of Kato. We postpone the details
to the Appendix. 
As anticipated, the polaron case is not covered by the above result and has to be
discussed separately. Fro¨hlich polaron Hamiltonian is indeed identified by the choices
ωpkq “ 1, (3.7)
and
gpk;xq “ 1
|k| d´12
e´ik¨x, (3.8)
which is clearly not in L8pRd;L2pRdqq. In fact, the only way to give a meaning to the
formal expression H is through its quadratic form
QHrΨs :“ xΨ|H |Ψy , (3.9)
which can be shown to be well defined at least in a dense subset of the Hilbert space (see
the Appendix). Moreover one can prove (see, e.g., [FS14, GW16]) that the form is closable
and its closure defines a unique self-adjoint operator:
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Proposition 3.2 (Self-adjointness of H – case 3.).
Let H be given by (2.24) with interaction (2.25) and let the assumption (A1) be satis-
fied. Then the quadratic form QHrΨs is closed and bounded from below and identifies a
unique self-adjoint operator, again denoted by H, with domain DpHq Ă Dp?´∆` U`q X
Dp
a
dΓp1qq.
Proof. Since H is defined only in the quadratic form sense, one needs to use the KLMN
Theorem, in order to show that the interaction term is an infinitesimally small perturbation
of Hfree`U`. For the convenience of the reader we recall some details of the proof in the
Appendix. 
3.2. Quasi-classical limit. We now describe in mathematical details the procedure of
the quasi-classical limit. First of all we want to restrict our attention to the system of
particles alone and, in order to do that, we trace out the field’s degrees of freedom. The
control parameter ε on the field, which will eventually be taken to zero, is introduced
through (1.7) or, more precisely, as“
apfq, a:pgq‰ “ ε xf |gy
H
, (3.10)
for a generic pair of functions f, g P H. Notice that such a choice implies that both the
creation and annihilation operators are of order
?
ε. Analogously, H depends on ε through
the field free energy dΓpωq, which is of order ε, and the interaction Apfq proportional to?
ε again. Accordingly, quantum states for the field might in general be ε-dependent. In
Sect. 1 we have discussed the physical meaning of the limit ε Ñ 0, that we are going to
consider in the following.
The Fock partial trace of an operator (quadratic form) on L2
`
R
dN
˘bΓsympHq is defined
as follows: let Q be a quadratic form on the full Hilbert space L2
`
R
dN
˘bΓsympHq, which
should be thought of as the quadratic form associated with the operator H, and let D0rQs
be a core domain for Q given by tensor product states, i.e.,
D0rQs :“
!
ψ bΨ
ˇˇˇ
ψ P D0,1 Ă L2
`
R
dN
˘
,Ψ P D0,2 Ă ΓsympHq
)
, (3.11)
where D0,j are densely defined subspaces. Then the Fock partial trace Q of Q w.r.t. a field
state Ψε P ΓsympHq is the quadratic form on L2pRdN q
Qrψs :“ Qrψ bΨεs, (3.12)
which is densely defined on D0,1. Similarly one can define the sesquilinear form Qrψ, φs as
Qrψ, φs :“ Q rψ bΨε, φbΨεs , (3.13)
or, equivalently, from Qrψs by polarization.
Such a procedure can be applied to the full Hamiltonian H, yielding a quadratic form
on L2
`
R
dN
˘
, which is associated to a Schro¨dinger operator with an ε-dependent potential:
Proposition 3.3 (Partial trace).
Let (A4) (resp. (A41)) be satisfied and QH be the sesquilinear form associated to the self-
adjoint operator H. Then the partial trace QH of QH on Ψε P ΓsympHq is densely defined
on C80
`
R
dN
˘
for any Ψε P Dp
a
dΓpωqq. Moreover for any ψ, φ P C80 pRdN q, the quadratic
form QH is given by
QHrψ, φs “
A
ψ
ˇˇˇ
H0 `
ÿ
Vε,Ψεpxjq ` cε
ˇˇˇ
φ
E
L2pRdN q
, (3.14)
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where
Vε,Ψεpxq “ xΨε |Apxq|ΨεyΓsympL2pRdqq , cε “ xΨε |dΓpωq|ΨεyΓsympL2pRdqq . (3.15)
Proof. The result is obtained by computing the partial trace in a straightforward way.
The well-posedness of the r.h.s. on smooth functions with compact support is inherited
from the properties of the quadratic form QH , whose domain contains such type of wave
functions for the particle subsystem. 
Remark 3.4 (Partial trace for the polaron).
The above Proposition does not apply straightforwardly to the polaron model, since by
(3.8) λ R L2pRdq. It is however possible to prove an analogous statement where the main
difference is that QH is only a quadratic form and the association to the operator on the
r.h.s. purely formal, until one proves that such a form is closed and defines a unique
self-adjoint operator (see the Appendix).
In general it is very difficult to characterize the effective potential Vε,Ψε obtained in
this way. For example, it is not a priori assured that the r.h.s. of (3.14) is a sesquilinear
form associated to a unique self-adjoint operator, even if H is self-adjoint. Conversely, it
might happen that such a form identifies a unique self-adjoint operator, even though H is
not self-adjoint. Such problems however do not show up in the limit εÑ 0, if reasonable
assumptions on the state Ψε are made.
The result below is based on the techniques of semiclassical analysis for infinite dimen-
sional systems introduced in [AN08, AN09, AN11, AN15a]. Let us recall that both the
operators, e.g., dΓpωq, and vectors, e.g., Ψε, in the Fock space depend on ε.
Proposition 3.5 (Classical limit).
Let Ψε P ΓsympHq be such that, uniformly in ε small,
‚ there exist δ ě 1
2
and C ă `8 such thatA
Ψε
ˇˇˇ
pdΓp1qqδ
ˇˇˇ
Ψε
E
ΓsympHq
ď C; (3.16)
‚ there exists C 1 ă `8, such that
xΨε| dΓpωq |ΨεyΓsympHq ď C 1, (3.17)
where ω is the multiplication operator by the function ωn or ωpkq.
Then there is a subsequence tΨεkukPN, εk Ñ 0, as k Ñ 8, and a probability measure
µ P M pHq, such that:
‚ µ is concentrated on Dpωq;
‚ ‖z‖α1
H
and ‖
?
ωz‖α2
H
, with α1 ď 2δ and α2 ď 2, are integrable with respect to the
measure dµpzq and
lim
kÑ8
xΨεk | dΓpωq |ΨεkyΓsympHq “
ż
H
dµpzq ››?ωz››2
H
; (3.18)
‚ for any g P H,
lim
kÑ8
xΨεk | apgq ` a:pgq |ΨεkyΓsympHq “ 2Re
ż
H
dµpzq xz|gy
H
. (3.19)
Proof. The existence of a subsequence converging to the classical measure is proved in
[AN08, Theorem 6.2], as well as the integrability of ‖z‖α1
H
, α1 ď 2δ. The concentration of
µ in Dp?ωq, and the integrability of ‖?ωz‖α2
H
, α2 ď 2, as well as the convergence of the
18 MICHELE CORREGGI AND MARCO FALCONI
corresponding evaluation of dΓpωq is proved in [AN15a, Lemma 3.13]. The convergence of
the expectation of the field operator also follows along the same guidelines, an interested
reader might consult, e.g., [AF14]. 
In the following, the role of the function g will be played by the cut-off λ P H, so that
(3.19) will allow us to take the limit εÑ 0 of the interaction term in the Hamiltonian H.
Once again, the case of the polaron is excluded since λ R L2pRdq and therefore a comment
is in order.
Remark 3.6 (Classical limit for the polaron).
The limit (3.19) may also hold true for functions g not belonging to H “ L2pRdq. The
easiest situation is given by a function g that is in H´spRdq, s ą 0. In this case, the scalar
product x ¨ | ¨ y2 defined on Hs b Hs extends to a continuous duality map on Hs bH´s
(denoted by x ¨ | ¨ y˚). Hence for any g P H´spRdq, (3.19) is reformulated as follows:
lim
kÑ8
@
Ψεk
ˇˇ
apgq ` a:pgqˇˇΨεkDΓsympL2q “ 2Re
ż
L2pRdq
dµpzq xz|gy˚ , (3.20)
where the r.h.s. is finite if and only if µ is concentrated on HspRdq.
Another important example is given by generalized functions x ÞÑ gpxq whose inverse
derivative (more precisely p´∆ ` 1q´1{2g) takes values in H for a.e. x P Rd. We adopt
the natural notation W´1,8
`
R
d,H
˘
for the space of such functions. Now for any gpxq P
W´1,8
`
R
d,H
˘
, the convergence
lim
kÑ8
Nÿ
j“1
@
Ψεk
ˇˇ
apgpxjqq ` a:pgpxjqq
ˇˇ
Ψεk
D
ΓsympHq “ 2Re
Nÿ
j“1
ż
H
dµpzq xz|gpxjqyH (3.21)
has to be interpreted as the convergence in a dense domain of quadratic forms in
L2
`
R
dN
˘
, and the limit defines a quadratic form bounded by Q?´∆. In fact, since
gpxq P W´1,8pRd,Hq, there exists a g˜pxq “ pg˜1pxq, . . . , g˜dpxqq P L8pRd,H b Rdq such
that
gpxq “ r´i∇, g˜pxqs .
Therefore it follows that
2Re
Nÿ
j“1
ż
H
dµpzq xz|gpxjqyH “
Nÿ
j“1
„
´i∇xj , 2Re
ż
H
dµpzq xz|g˜pxjqyH

.
An important feature which we have already commented upon extensively in Sect. 2 is
the fact that, given any Ψε satisfying the hypothesis of Proposition 3.5, there exists at
least one limit measure µ, which might depend on the chosen subsequence. When we say
that, as in (2.9),
Ψε ÝÝÝÑ
εÑ0
µ,
we mean that the subsequence has been chosen (and thus the limit point µ) or the limit is
unique and no choice has to be made. To ensure that the results of Proposition 3.5 hold
true, we will also assume that (A3) hold true, i.e.,
xΨε| dΓp1q |ΨεyΓsympHq ď C ă `8; xΨε| dΓpωq |ΨεyΓsympHq ď C 1 ă `8. (A3)
A first important consequence of Proposition 3.5 is the following.
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Corollary 3.7 (Pointwise convergence).
Let the assumptions of Proposition 3.5 be satisfied, i.e., Ψε Ñ µ as εÑ 0 in the sense of
(2.9), and let gpxq P L8 `RdN ;H˘. Then
Vε,Ψεpxq a.e.ÝÝÝÑ
εÑ0
Vµpxq “ 2Re
ż
H
dµpzq xz|gpxqy
H
. (3.22)
Remark 3.8 (Convergence along a subsequence).
The convergence Ψε Ñ µ is meant on a specific subsequence, if the limit is not unique.
Therefore the above pointwise limit (3.22) holds true along the same subsequence and, in
order to be precise, we should have stated the convergence of Vεk,Ψεk , as k Ñ8. However,
we choose not to use such a cumbersome notation but we stress that (3.22) should be
taken in the appropriate sense.
Proof. By treating x P RdN as a parameter, one can directly apply Proposition 3.5 and
specifically (3.19): for a.e. x P RdN , gpxq belongs to H and therefore
@
Ψεk
ˇˇ
apgpxqq ` a:pgpxqqˇˇΨεkDΓsympHq ÝÝÝÑεÑ0 2Re
ż
H
dµpzq xz|gpxqy
H
,
where the convergence is meant on the chosen subsequence. 
We conclude with an obvious consequence of Proposition 3.5 and assumptions (A3):
Corollary 3.9 (Field energy).
Let the assumptions (A3) be satisfied, then
lim
εÑ0
cε “
ż
H
dµpzq ››?ωz››2
H
ă `8. (3.23)
Now that we have specified the key mathematical tools of our analysis, we proceed with
the proofs of the results stated in Sect. 2.
3.3. Discrete modes. We aim at proving Theorem 2.1: the key ingredient is the conver-
gence guaranteed by Proposition 3.5. The other properties can be proven by direct inspec-
tion. We recall that the full Hamiltonian H is given in (1.2) with interaction (3.6). We
denote by Cb
`
R
dN
˘
the space of bounded continuous functions on RdN , while C8
`
R
dN
˘
stands for continuous functions vanishing as |x| Ñ 8.
Before attacking the proof of Theorem 2.1, we only need one more technical result:
Lemma 3.10.
Let the assumption (A4) be satisfied and Ψε P DpdΓp1q1{4q uniformly in ε, then Vε,Ψεpxq P
CbpRdq, i.e.,
sup
xPRd
|Vε,Ψεpxq| ď C ă `8, (3.24)
uniformly in ε.
Proof. The key observation is that the following bound holds true:ˇˇˇ
xΨε |Apxq|ΨεyΓsym
ˇˇˇ
ď 2 }gnpxq}ℓ2
›››`dΓp1q ` 1˘1{4Ψε›››2
Γsym
. (3.25)
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Indeed, it yields
sup
xPRd
|Vε,Ψεpxq| “ sup
xPRd
ˇˇˇ
xΨε |Apxq|ΨεyΓsym
ˇˇˇ
ď C
›››`dΓp1q ` 1˘1{4Ψε›››2
Γsym
ď C
„›››dΓp1q1{4Ψε›››2
Γsym
` }Ψε}2Γsym

ď C,
and therefore Vε,Ψεpxq is uniformly bounded in ε. To prove continuity we use again (3.25):
|Vε,Ψεpxq ´ Vε,Ψεpyq| ď C
›››`dΓp1q ` 1˘1{4Ψε›››2
Γsym
}gnpxq ´ gnpyq}ℓ2 ÝÝÝÑxÑy 0,
by dominated convergence.
We prove now (3.25): let Ψ P D`dΓp1q1{4˘ and g P ℓ2 `RdN˘, then, using Cauchy-
Schwarz twice, one has
ˇˇˇ
xΨ|apgqΨyΓsym
ˇˇˇ
ď
8ÿ
m“0
?
εm` 1
ˇˇˇ
ˇ ÿ
nPZd
Ψ˚mpn1, . . . ,nmqgnΨm`1pn,n1, . . . ,nmq
ˇˇˇ
ˇ
ď
8ÿ
m“0
}g}ℓ2
›››pεm` 1q1{4Ψm›››
ℓ2m
›››pεm` 1q1{4Ψm`1›››
ℓ2m`1
ď }g}ℓ2
›››pdΓp1q ` 1q1{4Ψ›››
Γsym
›››dΓp1q1{4Ψ›››
Γsym
,
where for any m P NYt0u, Ψm P ℓ2pZdqbsymm “: ℓ2m is the component of Ψ with m modes,
i.e., Ψ “ pΨ0, . . . ,Ψm, . . .q P Γsym
`
ℓ2
`
Z
d
˘˘
. 
We are now in position to complete the proof of the main result about the model with
discrete modes of radiation.
Proof of Theorem 2.1. Under the hypothesis of Theorem 2.1 and thanks to Lemma 3.10,
Vε,Ψε is an infinitesimally small perturbation of H0 in the sense of Kato. Therefore Hε is
self-adjoint on the domain of self-adjointness DpH0q of H0.
Moreover one has
Nÿ
j“1
sup
xjPRd
|Vµpxjq| ď 2N
ˆ ÿ
nPZd
|λn|2
˙1{2ˆż
ℓ2pZdq
dµpzq }z}2ℓ2pZdq
˙1{2
ă `8, (3.26)
thanks to the assumptions (A4) on λn and (A3) on Ψε in combination with Proposition
3.5. Therefore Heff is also self-adjoint on DpH0q.
To prove the convergence in norm resolvent sense, pick any ζ P ρpHεqXρpHeffq uniformly
in ε, i.e., such that there exists C ą 0 so that distpζ, σpHεqq ą C. Then by the second
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resolvent identity
sup
}ψ}2“1
›››”pHε ´ ζq´1 ´ pHeff ´ ζq´1ıψ›››
L2
ď sup
}ψ}2“1
Nÿ
j“1
›››pHε ´ ζq´1 pVε,Ψεpxjq ´ Vµpxjqq pHeff ´ ζq´1 ψ›››2
L2
ď C sup
}ψ}2“1
Nÿ
j“1
›››pVε,Ψεpxjq ´ Vµpxjqq pHeff ´ ζq´1 ψ›››2
L2
ď CN sup
}ψ}2“1
›››pHeff ´ ζq´1 ψ›››2
L2
ď C sup
}ψ}2“1
}ψ}2L2 ď C ă `8, (3.27)
by the uniform boundedness of Vε,Ψε and Vµ proven in (3.26) and in (3.24) and the as-
sumptions on ζ. Therefore the integrand on the l.h.s. is uniformly bounded by a L1
function, whose norm is finite. Hence we can apply a dominated convergence argument
and the result then follows from pointwise convergence of Vε,Ψε to Vµ proven in Corollary
3.7. 
3.4. Nelson model and trapping potentials. The proof of Theorem 2.2 is a trivial
adaptation of the proof of Theorem 2.1 discussed in the previous Sect.: it is indeed suffi-
cient to replace ℓ2pZdq with L2pRdq and follow step by step the same arguments. We omit
the details.
We turn now our attention to the result presented in Sect. 2.5 and specifically Theorem
2.8. We recall that the setting is slightly different: the goal is to derive the effective
particle Hamiltonian under restrictive assumptions on the field state, which is assumed to
be a squeezed coherent state, i.e., a state of the form (2.33),
Ξpfq “W ` 1
iε
f
˘
Ω,
Ω being the vacuum state. More precisely we assume that Ψε is given by (2.36), i.e.,
ΞpfW,εq :“W
`
1
iε
fW,ε
˘
Ω,
where
fW,εpkq “ 1
2p2πqd{2λ˚pkq
´{ϕε ˚W¯ pkq,
for W P L2locpRd;R`q and a suitable mollifier ϕεpxq “ ε´dϕpx{εq, ϕ P C80 pRdq with
}ϕ}1 “ 1. Note in particular that we drop in this Sect. the assumptions (A3) on the field
state and therefore Proposition 3.5 does not apply. In the case of coherent states however
the derivation of the effective potential is much more explicit and there is no need to pass
through the convergence to classical measures:
Proposition 3.11 (Classical limit of coherent states).
Let Ψε “ Ξpfεq be a state of the form (2.33) for some fε P L2pRdq, for any ε ă 1. Then
xΨε |Apxq|Ψεy “ 2Re
ż
Rd
dk eik¨xfεpkqλ˚pkq . (3.28)
If in addition ωfε P L2pRdq, then
xΨε |dΓpωq|Ψεy “
ż
Rd
dk ωpkq |fεpkq|2 . (3.29)
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Proof. The result is a consequence of the following well known property of the Weyl
operators: for any g P L2pRdq
W:
`
1
iε
g
˘
apkqW ` 1
iε
g
˘ “ apkq ` gpkq ,
W:
`
1
iε
g
˘
a:pkqW ` 1
iε
g
˘ “ a:pkq ` g˚pkq .
It then follows that
xΨε |Apxq|ΨεyΓsym “ 2Re
ż
Rd
dk eik¨xfεpkqλ˚pkq ` xΩ |Apxq|ΩyΓsym ,
and the second term in the right hand side is zero since it consists of the action of the
annihilation operator on the vacuum (once on the right and once on the left). Analogously,
xΨε |dΓpωq|ΨεyΓsym “
ż
Rd
dk ωpkqf˚ε pkqfεpkq ` xΩ |dΓpωq|ΩyΓsym
` 2Re xΩ |apωfεq|ΩyΓsym ,
and again the second and third term on the right hand side vanish because the annihilation
operator acts on the vacuum. 
Remark 3.12 (Convergence to a classical measure).
One can naturally wonder whether a result like the one stated in Proposition 3.5, i.e., a
sort of convergence of Ψε to a classical measure, holds true also for state of the form (2.36),
or, more generally, for Ξpfεq. The answer is actually given by [Fal16, Theorem 3.15]: there
is always at least one cluster point, but unfortunately such point might be a cylindrical
measure instead of a true measure. Given the properties of cylindrical measures, this
actually means that, by suitably enlarging the space, one can make the limit point µ a
true measure, but the key feature is that typically the support of µ is outside H.
A technical but useful result is the following
Lemma 3.13.
For any ϕ P C80 pRdq with }ϕ}1 “ 1 and W P L2locpRdq,
ϕε ˚W
L2
loc
pRdqÝÝÝÝÝÑ
εÑ0
W, (3.30)
where ϕεpxq :“ ε´dϕpx{εq.
Proof. We use once more dominated convergence: let K Ă Rd be any compact set, thenż
K
dx |pϕε ˚W q pxq ´W pxq|2 “
ż
K
dx
ˇˇˇ
ˇ
ż
supppϕq
dx1 ϕpx1q `W px` εx1q ´W pxq˘ ˇˇˇˇ2
ď }ϕ}2L2pRdq
ż
K
dx
ż
supppϕq
dx1
ˇˇ
W px` εx1q ´W pxqˇˇ2
ď C
„ ż
K
dx
ż
supppϕq
dx1
ˇˇ
W px` εx1qˇˇ2 ` |suppϕ| }W }2L2pKq

ď CK ,
so that we can take the limit εÑ 0 inside the integral by Vitali’s Theorem. Since ϕε ˚W
converges a.e. to W on any compact set, we obtain the result. 
The last technical ingredient for the proof of Theorem 2.8 is stated in the next Lemma.
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Lemma 3.14.
Let Tε :“ ´∆`U `Vε be a family of self-adjoint operators on L2pRdN q such that (A1) is
satisfied and Vε P L2loc
`
R
dN ;R`
˘
, with L2 norm uniformly bounded in ε in any compact
set, and
Vεpx1, . . . ,xN q
L2
loc
pRdN ;R`qÝÝÝÝÝÝÝÝÑ
εÑ0
V0px1, . . . ,xN q. (3.31)
Then Tε ÝÝÝÑ
εÑ0
T “ ´∆` U ` V0 in strong resolvent sense.
Proof. The result is a direct consequence of a general result about convergence of operators
(see, e.g., [RS72, Theorem VIII.25]): if there exists a common core for all the operators
Tε, T0 and on that core Tεψ Ñ T0ψ, then the operators converge in strong resolvent sense.
Under the hypothesis of the Lemma both the sequence of operators Tε and T0 are
essentially self-adjoint on C80
`
R
dN
˘
(see, e.g., [RS75, Theorem X.28]). Moreover, for any
ψ P C80
`
R
dN
˘
,
}pTε ´ T0qψ}2L2pRdN q “ }pVε ´ V0qψ}2L2pRdN q “
ż
RdN
dx pVε ´ V0q2 |ψ|2
ď C }Vε ´ V0}L2psupppψqq
´
}Vε}L2psupppψqq ` }V0}L2psupppψqq
¯
ÝÝÝÑ
εÑ0
0,
since |ψ|2 is bounded and has compact support. 
We proceed now with the proof of the main result:
Proof of Theorem 2.8. Thanks to (3.28) proven in Proposition 3.11, we know that the
effective potential generated by the partial trace of the field operator on coherent states
of the form (2.36) is
Nÿ
j“1
Wεpxjq “
Nÿ
j“1
pϕε ˚W q pxjq P L2loc
`
R
dN
˘
.
Note that Proposition 3.11 can be applied since ϕε ˚W is a smooth function for any 0 ă
ε ă 1 and therefore its Fourier transform is rapidly decaying (faster than polynomially).
Hence fW,ε P L2pRdq, since λpkq diverges as |k| Ñ 8 at most polynomially.
Self-adjointness of Hε :“ H0 ` U `
ř
Wε and Heff :“ Hε :“ H0 ` U `
ř
W follows,
e.g., from [RS75, Theorem X.28], which also guarantees that C80
`
R
dN
˘
is a common core
for both operators. Then the combination of Lemma 3.13 and Lemma 3.14 completes the
proof. 
3.5. Polaron. The full Hamiltonian of Fro¨hlich polaron in given in (2.24), although that
expression is purely formal. As anticipated in Proposition 3.2 and proven in the Appendix,
indeed, the interaction in (2.24) makes sense only when written as a quadratic form, which
can be shown to be a small perturbation of the free quadratic form associated to Hfree.
Therefore we think of H as the unique self-adjoint operator associated to the quadratic
form QHrΨs “ xΨ|H |Ψy.
The reader should also keep in mind that, as discussed in Remark 3.6, the convergence
of quantum expectation values of creation and annihilation operators to suitable classical
quantities should be taken with care, and should be interpreted as the convergence of
quadratic forms.
Therefore the proof strategy has to be suitably tuned to take into account two technical
features, which are specific of the polaron: on the one hand one has to switch from the
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outset from Schro¨dinger operators to the associated quadratic forms, and, on the other,
find an alternative route, which does not require gpxq to be in L8pRdN ,Hq.
We start by showing that both Hε, for any ε, and Heff are self-adjoint on suitable
domains:
Lemma 3.15.
Let the assumptions (A1), (3.7) and (3.8) be satisfied and let Ψε P Dp
a
dΓp1qq. Then Hε
is self-adjoint on a domain DpHεq Ă D p
?´∆` U`q and bounded from below for any ε
small.
Proof. The result is a consequence of the estimate (A.7) proven in the Appendix and used
in the application of KLMN Theorem to the quadratic form QH associated to the full
polaron Hamiltonian. As explained in details in the Appendix, the trick is to split the
expectation value of the field operator into an infrared contribution for |k| ď ̺ and an
ultraviolet one for |k| ě ̺, where ̺ ą 0 is a positive parameter to be optimized over.
Let then ψ P D p?´∆` U`q and Ψε be normalized. Then by definition of partial trace
Nÿ
j“1
xψ |Vε,Ψεpxjq|ψyL2pRdN q “
Nÿ
j“1
xψ bΨε |Apxjq|ψ bΨεyL2bΓsym .
The KLMN estimate (A.7) yields (´∆ “ ř´∆j stands here for the Laplacian on RdN )ˇˇˇ
ˇ Nÿ
j“1
xψ |Vε,Ψεpxjq|ψyL2pRdN q
ˇˇˇ
ˇ ď 12 xψ |´∆` U`q|ψyL2pRdN q
`
”
1
2
xΨε |dΓp1q|ΨεyΓsym ` C
ı
}ψ}2L2 ;
where C is a finite quantity. Hence the potential
Nÿ
j“1
Vε,Ψεpxjq ` U!px1, . . . ,xN q
is a small perturbation of Q´∆`U` in the sense of quadratic forms, since by hypothesis U!
is infinitesimally small w.r.t. ´∆` U` and therefore the relative bound can be obtained
as small as 1
2
` ǫ ă 1. The KLMN Theorem (see, e.g., [RS75, Theorem X.17]) then yields
the results. 
Lemma 3.16.
Let µ P M `L2pRdq˘ be a probability measure, satisfying the statement of Proposition 3.5
under the assumptions (A3). Then Heff defined in (2.26) is self-adjoint on DpHeffq, with
form domain Dp?´∆` U`q.
Proof. We are going to prove that
ř
Vµpxjq is form-bounded w.r.t. ´∆with infinitesimally
small bound. For any z P L2pRdq we split the potential into two pieces:
­´|k| 1´d2 z¯pxq “ 1
p2πq d2
ż
|k|ď̺
dk eik¨x|k| 1´d2 zpkq ` 1
p2πq d2
ż
|k|ě̺
dk eik¨x|k| 1´d2 zpkq
“:Wăz pxq `Wąz pxq . (3.32)
By Cauchy-Schwarz,
sup
xPRd
|Wăz pxq| ď
1
2
ż
|k|ď̺
dk |k|1´d ` 1
2p2πqd }z}
2
L2 ď C
´
1` }z}2L2
¯
, (3.33)
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for any finite ̺. Therefore, since }z}2L2 is integrable with respect to dµpzq by (A3) and
Proposition 3.5, the potential associated to Wăz is bounded:
sup
xPRd
ˇˇˇ
ˇ
ż
L2pRdq
dµpzqWăz pxq
ˇˇˇ
ˇ ď C
ż
L2pRdq
dµpzq
´
1` }z}2L2
¯
ď C ă `8. (3.34)
In particular the quadratic form of
2Re
Nÿ
j“1
ż
L2pRdq
dµpzqWăz pxjq
is infinitesimally small w.r.t. to any positive operator
In order to bound the second part, we rewrite
Wąz pxq “
„ ż
|k|ě̺
dk
k
|k| d`32
e´ik¨xzpkq ` c.c. , i∇x

, (3.35)
so that, by Cauchy-Schwarz, for any ψ P Dp?´∆xq and any α ą 0,ˇˇˇ
xψ |Wąz pxq|ψyL2pRdq
ˇˇˇ
ď α xψ |´∆x|ψy ` 1
α
}z}2L2pRdq }ψ}2L2pRdq
ż
|k|ě̺
dk
1
|k|d`1 . (3.36)
Now since again the integrals of both 1 and }z}2L2 against dµpzq are finite, it follows that
2Re
Nÿ
j“1
ż
L2pRdq
dµpzqWąz pxjq
is Kato-infinitesimally small w.r.t.
řN
j“1´∆j. 
Remark 3.17 (Decay of Vµ).
We point out that, if in addition to (A3), Ψε P Dp
a
dΓp|k|2qq, with uniform bound w.r.t.
ε, then Vµ is in fact continuous and vanishing at infinity. Indeed one can show that Vµ is
the Fourier (anti-)transform of an L1 function: instead of using the trick (3.35), it suffices
to apply Cauchy inequality twice, obtainingż
L2pRdq
dµpzq
ˇˇˇ
ˇ
ż
|k|ě̺
dk
1
|k| d´12
zpkq ` c.c.
ˇˇˇ
ˇ
ď
„ ż
L2pRdq
dµpzq
1{2„ ż
L2pRdq
dµpzq
ˇˇˇ
ˇ
ż
|k|ě̺
dk
1
|k| d´12
zpkq ` c.c.
ˇˇˇ
ˇ2
1{2
ď 4
„ ż
|k|ě̺
dk
1
|k|d`1
1{2„ ż
L2pRdq
dµpzq }|k|z}2L2
1{2
ď C.
Hence the Fourier transform of that part of the potential belongs to L1, but an identical
property holds true forWăz : exploiting again Cauchy inequality instead of (3.33) as above,
one obtains immediately the result.
The completion of the proof of Theorem 2.3 only requires to prove the convergence of
Hε to Heff in norm resolvent sense. Before attacking the proof we state however another
useful technical result that will be used later.
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Lemma 3.18.
Let ζ P R such that ´ζ P ρpHεqXρpHeffq belongs to resolvent sets of Hε and Heff uniformly
in ε. Then ›››iBj pHε ` ζq´1››› ď C, ›››iBj pHeff ` ζq´1››› ď C, (3.37)
for any j “ 1, . . . , dN .
Proof. Let us prove the result for Hε. The proof for Heff is identical. We write›››iBj pHε ` ζq´1›››2 “ sup
}ψ}2“1
A
ψ
ˇˇˇ
pHε ` ζq´1
`´B2j ˘ pHε ` ζq´1 ˇˇˇψE
ď sup
}ψ}2“1
A
ψ
ˇˇˇ
pHε ` ζq´1 p´∆q pHε ` ζq´1
ˇˇˇ
ψ
E
. (3.38)
On the other relative boundedness of the quadratic form of Vε,Ψε , positivity of U` and
Kato smallness of U! implies that ´∆ ď ´∆` U` and
´∆` U` ď Hε ` a p´∆` U`q ` b
for any a ă 1 and b finite, which implies that
´∆ ď ´∆` U` ď C pHε ` 1q .
By replacing such an operator bound into (3.38), we thus get
›››iBj pHε ` ζq´1›››2 ď sup
}ψ}2“1
A
ψ
ˇˇˇ
pHε ` ζq´1 C pHε ` 1q pHε ` ζq´1
ˇˇˇ
ψ
E
ď C
„
sup
}ψ}2“1
A
ψ
ˇˇˇ
pHε ` ζq´1
ˇˇˇ
ψ
E
` p1´ ζq
›››pHε ` ζq´1›››2  ď C.

Proof of Theorem 2.3. Thanks to Lemma 3.15 and 3.16, it suffices to prove thatHε Ñ Heff
in norm resolvent sense. We first decompose both potentials as follows
Vε,Ψε “ V ăε ` V ąε , Vµ “ V ăµ ` V ąµ (3.39)
in order to distinguish low and high frequencies, as in the proof of Lemma 3.16. Indeed
we set
V #µ pxq :“ 2Re
ż
L2pRdq
dµpzqW#z pxq, (3.40)
where the operators W#z , # being either ă or ą, are defined in (3.32) and ̺ ą 0 is a
positive parameter. For Vε,Ψε we perform a similar decomposition at the level of the full
quadratic form, i.e.,
Vε,Ψεpxq “ xΨε |Apgpxqq|ΨεyΓsym “
ż
|k|ď̺
dk e´ik¨x|k| 1´d2
A
Ψε
ˇˇˇ
a
:
k
ˇˇˇ
Ψε
E
Γsym
` c.c.
`
ż
|k|ě̺
dk e´ik¨x|k| 1´d2
A
Ψε
ˇˇˇ
a
:
k
ˇˇˇ
Ψε
E
Γsym
` c.c. “: V ăε pxq ` V ąε pxq, (3.41)
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for the same ̺ as above. Now let ψ P L2pRdq, and ζ ą 0 such that ´ζ P ρpHεq X ρpHeffq
uniformly in ε, i.e., distp´ζ, σpHεqq ą C ą 0. Then the second resolvent identity yields
sup
}ψ}2“1
›››”pHε ` ζq´1 ´ pHeff ` ζq´1ıψ›››
L2
ď sup
}ψ}2“1
”›››pHε ` ζq´1 Tăε pHeff ` ζq´1 ψ›››
L2
`
›››pHε ` ζq´1 Tąε pHeff ` ζq´1 ψ›››
L2
ı
, (3.42)
where we have set
T#ε px1, . . . ,xN q :“
Nÿ
j“1
´
V #µ pxjq ´ V #ε pxjq
¯
for short. At this stage there is a technical subtlety not to be forgotten: the explicit
expressions of the operators Hε and Heff are a priori purely formal and make sense only
when represented as quadratic forms. Therefore it is not obvious that the second resolvent
identity could be used above and would lead to the the r.h.s. of (3.42). There is however
a simple way out: by noting that›››”pHε ` ζq´1 ´ pHeff ` ζq´1ıψ›››
L2
“ sup
}φ}2ď1
ˇˇˇA
φ
ˇˇˇ”
pHε ` ζq´1 ´ pHeff ` ζq´1
ı
ψ
E
L2
ˇˇˇ
,
one can express the vector norm in terms of a sesquilinear form, which in turn can be
reduced to quadratic forms via polarization. At that level then one can use the operator
expressions, being sure that the second resolvent identity makes sense and yields the r.h.s.
of (3.42), because the form domains of Hε and Heff are the same.
We now claim that both potentials V ăε pxq and V ăµ pxq belongs to L8pRdq uniformly in
ε and therefore
}Tăε px1, . . . ,xN q}L8pRdN q ď C ă `8.
This was already proven for Vµ in (3.34), while, for V
ă
ε , we act exactly as in (3.33) to
estimate (recall that by assumption Ψε is normalized and (A3) holds)
|V ăε pxq| ď
ż
|k|ď̺
dk
1
|k|d´1 ` xΨε |dΓp1q|ΨεyΓsym ď Cp̺q ă `8,
for any finite ̺. Therefore we can prove that the term involving Tăε in (3.42) tends to 0
as εÑ 0 directly by a dominated convergence argument, using the pointwise convergence
to 0 of Tăε px1, . . . ,xN q, which is discussed in Corollary 3.7:
sup
}ψ}2“1
›››pHε ` ζq´1 Tăε pHeff ` ζq´1 ψ›››
L2
ď C sup
}ψ}2“1
}Tăε φ}L2
“ sup
}ψ}2“1
sup
}ξ}2ď1
xξ |Tăε φyL2 ÝÝÝÑ
εÑ0
0, (3.43)
where we have set φ :“ pHeff ` ζq´1 ψ P L2pRdq.
To complete the proof it remains then to consider the second term on the r.h.s. of
(3.42). The idea is still to use the dominated convergence theorem but one has to exploit
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the trick (3.35): we rewrite
sup
}ψ}2“1
›››pHε ` ζq´1 Tąε pHeff ` ζq´1 ψ›››
L2
“ sup
}ψ}2“1
dNÿ
k“1
›››pHε ` ζq´1 rpSεpx1, . . . ,xN qqk , iBks pHeff ` ζq´1 ψ›››
L2
, (3.44)
where Sεpx1, . . . ,xN q is a vectorial multiplication operator given by
Sεpx1, . . . ,xN q :“
Nÿ
j“1
„ ż
|k|ě̺
dk e´ik¨xj
k
|k| d`32
@
Ψε
ˇˇ
a: pkqˇˇΨεDΓsym ` c.c.
´
ż
L2pRdq
dµpzq
ż
|k|ě̺
dk e´ik¨x
k
|k| d`32
z˚pkq ´ c.c.

. (3.45)
By Lemma 3.18 and (3.44),
›››pHε ` ζq´1 Tąε pHeff ` ζq´1 ψ›››
L2
ď C
dNÿ
k“1
“}pSεpx1, . . . ,xN qqk χ}L2
`
›››pSεpx1, . . . ,xN qqk pHeff ` ζq´1 ψ›››
L2
ı
,
where χ :“ iBk pHeff ` ζq´1 ψ P L2pRdN q with norm independent of ε and we have used
the boundedness of the resolvent pHε ` ζq´1. Now for any k “ 1, . . . , dN
pSεpx1, . . . ,xN qqk
pointwiseÝÝÝÝÝÝÑ
εÑ0
0, (3.46)
by a direct application of Corollary 3.7, since now 1r̺,8qp|k|q |k|´
d`1
2 P L2pRdq, for any
̺ ą 0. Moreover following the very same argument used above, one can show that
}pSεpx1, . . . ,xN qqk}L8pRdN q ď C ă `8. (3.47)
Indeed, by (A3) and integrability of }z}22 (see Proposition 3.5)
|Sεpx1, . . . ,xN q| ď N
„
2
ż
|k|ą̺
dk
1
|k|d`1 ` xΨε |dΓp1q|ΨεyΓsym `
ż
L2pRdq
dµpzq }z}2L2

ď Cp̺q ă `8,
for any ̺ ą 0. In conclusion, by writing
sup
}ψ}2“1
}pSεpx1, . . . ,xN qqk χ}L2 `
›››pSεpx1, . . . ,xN qqk pHeff ` ζq´1 ψ›››
L2
“ sup
}ψ}2“1
sup
}ξ}2ď1
”
xξ |pSεpx1, . . . ,xN qqk χyL2 `
A
ξ
ˇˇˇ
pSεpx1, . . . ,xN qqk pHeff ` ζq´1 ψ
E
L2
ı
,
and using again dominated convergence, we get the result. 
EFFECTIVE POTENTIALS IN THE QUASI-CLASSICAL LIMIT 29
3.6. Ground state energy: massive Nelson model. The setting in this Sect. is the
one described in Sect. 2.4. We start by considering the massive Nelson model and then
comment on the adaptation required for the polaron.
We recall that the effective Hamiltonian for the particles in the quasi-classical limit is
by Theorem 2.2
Heffpµq “ H0 ` 2Re
Nÿ
j“1
ż
L2pRdq
dµpzq
ż
Rd
dk eik¨xjzpkqλ˚pkq
“ H0 ` 2p2πqd{2Re
Nÿ
j“1
ż
L2pRdq
dµpzq
´}zλ˚¯ pxjq
where we have made explicit the dependence of Heff on the classical measure µ P
M pL2pRdqq provided by Proposition 3.5. The field energy in the limit ε Ñ 0 becomes,
under the assumptions (A3) (see again Proposition 3.5),
cpµq “
ż
L2pRdq
dµpzq ››?ωz››2
L2
.
For further convenience we will denote the full energy of the system in the classical limit
by
Keffpµq :“ Heffpµq ` cpµq. (3.48)
Finally, we recall the minimization domain (2.29) for the measure µ:
Mω :“
!
µ P M
´
L2pRdq
¯ ˇˇˇ
µ
´
L2ωpRdq
¯
“ 1, µˇˇ
L2ωpRdq is Borel, cpµq ă 8
)
,
where
L2ωpRdq :“
"
f P L2pRdq
ˇˇˇ
ˇ
ż
Rd
dk ωpkq |fpkq|2 ă 8
*
,
and ω ě 1. An important remark about measures in Mω is that, although each µ P Mω
is a probability measure on L2pRdq, its support is totally concentrated in L2ωpRdq, i.e., the
measure µ vanishes outside L2ωpRdq and all the integrals involving µ can be equivalently
computed over L2pRdq or L2ωpRdq.
The first key result we prove is the boundedness from below of the infimum of the
spectral bottom of Keffpµq over µ P Mω:
Proposition 3.19 (Boundedness from below of σpKeff pµqq).
Let the assumptions (A1), (A41) and (A21) be satisfied, then
inf
µPMω
σ pKeffpµqq ě σpH0q ´N2
›››ω´1{2λ›››2
L2
ą ´8. (3.49)
Proof. We first prove a simple but useful inequality: for any µ P Mω and δ ą 0,ˇˇˇ
ˇ
ż
L2pRdq
dµpzq
ż
Rd
dk eik¨xjzpkqλ˚pkq
ˇˇˇ
ˇ ď δ
ż
L2pRdq
dµpzq ››?ωz››2
L2
` 1
δ
›››ω´1{2λ›››2
L2
. (3.50)
Note that the r.h.s. is finite thanks to the assumptions on λ (A41) and the hypothesis on
ω. Here in particular it is important that we are considering the massive Nelson model to
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have ω ě 1. Using the above inequality we get
σ pKeff pµqq ě σpH0q ` cpµq ` 2p2πqd{2 infpx1,...,xN qPRdN
Re
Nÿ
j“1
ż
L2pRdq
dµpzq
´}zλ˚¯ pxjq
ě σpH0q ` cpµq ´Nδ
ż
L2pRdq
dµpzq ››?ωz››2
L2
´ N
δ
›››ω´1{2λ›››2
L2
ě σpH0q ´N2
›››ω´1{2λ›››2
L2
ą ´8,
where we have taken δ “ 1
N
in the last step. Since the r.h.s. is independent of µ, we
conclude that (3.49) holds true. 
An important consequence of Proposition 3.19 is that the infimum can be taken over
measures with finite support, i.e., finite linear combinations of Dirac masses. We set
Mfin :“
"
µ P Mω
ˇˇˇ
DI Ă N finite, tαiuiPI P R`,
ÿ
iPI
αi “ 1, tziuiPI P L2ωpRdq,
s.t. µ “
ÿ
iPI
αiδpz ´ ziq
*
. (3.51)
Lemma 3.20.
Under the assumptions of Proposition 3.19,
inf
µPMω
σ pKeffpµqq “ inf
µPMfin
σ pKeff pµqq . (3.52)
Proof. Since for any z0 P L2ωpRdq, δpz ´ z0q P Mω, it immediately follows that
inf
µPMω
σ pKeffpµqq ď inf
µPMfin
σ pKeff pµqq . (3.53)
Now let Mω be endowed with the 2-Wasserstein distance. Since L
2
ω is separable and
complete, then Mω » M2pL2pRd, ωdkqq, the space of measures on L2pRd, ωdkq with finite
2-moments, is separable and complete. In addition, Mfin is dense in M2pL2pRd, ωdkqq (see,
e.g., [Vil09, Theorem 6.18]). By the isomorphism Mω » M2pL2pRd, ω dkqq, it follows that
the atomic measures are dense in Mfin w.r.t. the topology induced by M2pL2pRd, ω dkqq.
Now, let us assume that for any µ P Mω and any sequence tµnunPN converging to µ in
M2, one has
D tµnkukPN s.t. |σ pKeffpµqq ´ σ pKeff pµnkqq| ÝÝÝÑ
kÑ8
0. (3.54)
By definition of infimum, there exists some ν P Mω, such that, for any δ ą 0,
σ pKeffpνqq ă inf
µPMω
σ pKeffpµqq ` 12δ.
Thanks to the density of Mfin in Mω, there must exist a sequence tνnunPN P Mfin, such
that
νn
M2ÝÝÝÑ
nÑ8 ν.
Then (3.54) implies that there exists at least one subsequence tνnkukPN and a k¯ P N such
that for all k ě k¯:
|σ pKeff pνqq ´ σ pKeff pνnkqq| ă 12δ,
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which implies
inf
µPMω
σ pKeffpµqq ą σ pKeffpνqq ´ 12δ ą σ pKeffpνnkqq ´ δ ą inf
µPMfin
σ pKeff pµqq ´ δ.
Since δ ą 0 is arbitrary, it follows that
inf
µPMω
σ pKeffpµqq ě inf
µPMfin
σ pKeff pµqq , (3.55)
which together with (3.53) yields the result.
The only thing that has yet to be proved is the statement (3.54). If µn ÝÑ µ in M2,
then tµnunPN is Cauchy and therefore tight (and precompact by Prokhorov’s Theorem) in
M pL2ωq (see [Vil09, Lemma 6.14]). Therefore there exists a subsequence tµnkukPN, such
that µnk ÝÑ µ as k Ñ8 in both M and M2 topologies. Then the following convergence
holds:
}Keffpµq ´Keff pµnkq} ď N sup
xPRd
ˇˇˇ
Vµpxq ´ Vµnk pxq
ˇˇˇ
` |cpµq ´ cpµnkq|
ď N
›››ω´1{2λ›››2
L2
ˇˇˇ
ˇ
ż
L2ωpRdq
dpµ´ µnkqpzq
ˇˇˇ
ˇ
` pN ` 1q
ˇˇˇ
ˇ
ż
L2ωpRdq
dpµ´ µnkqpzq
››?ωz››2
L2
ˇˇˇ
ˇ ÝÝÝÑkÑ8 0.
Finally, by [Kat66, Theorem 4.10], the distance between the spectra of Keffpµq and
Keffpµnkq converges to zero and the same is true for the ground state energy and thus
(3.54) is proven. 
We can now complete the proof of our main result on the ground state energy conver-
gence:
Proof of Theorem 2.4. First of all, we observe that assumptions (A3) and Proposition 3.5
guarantee that the classical measure µ is actually supported on L2ωpRdq and cpµq ă `8
(see Corollary 3.9). Moreover since it is a probability measure, it must be µpL2ωpRdqq “ 1.
Finally, the fact that each measure obtained in the quasi-classical limit is Borel when
restricted to L2ωpRdq can be proven by adapting [AN15a, Proposition 3.11]. We have
therefore justified the restriction to Mω in the minimization of the energy form.
Next we recall that C80
`
R
dN
˘ b D pdΓpωqq is a core for H, and C80 `RdN˘ is a core
for Heffpµq, for any µ P M pL2pRdqq, which is a consequence of the fact that Heffpµq is
self-adjoint on DpH0q (Theorem 2.2) and H0 is essentially self-adjoint on C80
`
R
dN
˘
.
In addition, σpHq is uniformly bounded from below w.r.t. ε (see Proposition 3.1 but
also Proposition A.1). Now let ϕ P C80
`
R
dN
˘
, by Lemma 3.20 it suffices to compute the
energy for measures µ P Mfin: let then I be a finite subset of N, tαiuiPI P R` such thatř
iPI αi “ 1, tziuiPI P L2ω, so that we can express µ as a convex combination of Dirac
masses, i.e.,
µ “
ÿ
iPI
αiδpz ´ ziq.
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Then, by linearity (recall the definition of coherent states (2.14) and Proposition 3.11),
σpHq ď inf
µPMfin
inf
ϕPC80 pRdN q
ÿ
iPI
αi xϕb Ξpzjq |H|ϕb ΞpzjqyL2bΓsym
“ inf
µPMfin
inf
ϕPC80 pRdN q
xϕ |Keffpµq|ϕyL2 “ inf
µPMfin
σ pKeffpµqq “ inf
µPMω
σ pKeffpµqq ,
where the last equality holds by Lemma 3.20.
It remains to show that
lim inf
εÑ0 σpHq ě infµPMω σ
`
Keffpµq
˘
.
Let Πε,δ P C80 pRdN q bDpdΓpωqq, δ ą 0, be a vector that satisfies
xΠε,δ|H|Πε,δy ă σpHq ` δ .
The simple operator bound
xΨ |H|Ψy ě 1
2
xΨ |dΓpωq|Ψy ´
´
2
››ω´1{2λ››2
L2
`M
¯
}Ψ}2
ě 1
2
xΨ |dΓpωq|Ψy ´ C }Ψ}2 ,
for someM,C ă `8, which follows from boundedness from below of H0, and (3.49) (with
δ “ 1
2
) together with (3.55), imply the that the expectation value of dΓpωq on Πε,δ is
uniformly bounded in ε. Since dΓp1q ď dΓpωq for a massive field, both conditions in (A4)
are therefore fulfilled by Πε,δ.
Now, the vectors of the form ψ b Ξpfq, ψ P C80 pRdN q and f P L2ωpRdq, are total in
L2pRdN q b ΓsympL2pRdqq, and belong to C80 pRdN q bDpdΓpωqq. Let us recall that Ξpfq is
the squeezed coherent state defined in (2.33). Hence it is possible to choose, for any δ ą 0,
the vector Πε,δ of the form
Πε,δ “
Mpδqÿ
i“1
λi,δpεqψi,δ b Ξ
`
zi,δ
˘
,
where zi,δ ‰ zk,δ for all i ‰ k, each ψi,δ, ψk,δ is normalized, and the λi,δpεq satisfy
Mpδqÿ
i“1
|λi,δpεq|2 `
ÿ
iăk
2Re λ¯i,δpεqλk,δpεqψ¯i,δψk,δe´
i
ε
Imxzi,δ|zk,δy2´ 12ε‖zi,δ´zk,δ‖22 “ 1 . (3.56)
Now,
∣
∣
∣2Reλ¯i,δpεqλk,δpεqψ¯i,δψk,δ
∣
∣
∣ ď |λi,δ|2 ` |λk,δ|2 ,
so (3.56) yields
Mpδqÿ
i“1
p1´ Ci,δpεqq|λi,δpεq|2 ď 1 ,
where 0 ď |Ci,δpεq| ă 2MpδqmaxiăkPMpδq e´
1
2ε
‖zi,δ´zk,δ‖22 , and Ci,δpεq Ñ 0 as ε Ñ 0.
Therefore it follows that each pλi,δpεqqεPp0,1q is uniformly bounded for ε small enough, e.g.
such that Ci,δpεq ď 1{2 for any i.
EFFECTIVE POTENTIALS IN THE QUASI-CLASSICAL LIMIT 33
Given Πε,δ of this form, the corresponding expectation of H can be thus explicitly
computed quite easily, and takes the form
xΠε,δ|H|Πε,δy “
Mpδqÿ
i,k“1
λ¯i,δpεqλk,δpεqxzi,δ|ω|zk,δy2e´
i
ε
Imxzi,δ|zk,δy2´ 12ε ‖zi,δ´zj,δ‖22
`
Mpδqÿ
i,k“1
λ¯i,δpεqλj,δpεq
´
xψi,δ|H0|ψk,δy2 `
A
ψi,δ
∣
∣
∣xgpxq|zk,δy2
` xzi,δ|gpxqy2
∣
∣
∣ψk,δ
E
2
¯
e´
i
ε
Imxzi,δ|zk,δy2´ 12ε ‖zi,δ´zj,δ‖22 . (3.57)
Now let pλi,δqMpδqi“1 Ă C be cluster points of each pλi,δpεqqεPp0,1q corresponding to a common
subsequence, satisfying
Mpδqÿ
i“1
|λi,δ|
2 “ 1 .
Then the corresponding cluster point of (3.57) has the form
Mpδqÿ
i“1
|λi,δ|
2
´
‖ω1{2zi,δ‖22 ` |λi,δ|2xψi,δ|H0|ψi,δy2 `
A
ψi,δ
∣
∣
∣2Rexzi,δ|gpxqy2
∣
∣
∣ψi,δ
E
2
¯
“
Mpδqÿ
i“1
|λi,δ|
2
@
ψi,δ
∣
∣Keff
`
δp¨ ´ zi,δq
˘∣
∣ψi,δ
D
2
.
Therefore, defining
Dgspδq “
"
pλi,δqMpδqi“1 Ă C ,
Mpδqÿ
i“1
|λi,δ|
2 “ 1 ; tzi,δuMpδqi“1 Ă L2ωpRdq ;
tψi,δuMpδqi“1 Ă t‖ψ‖2 “ 1u X L2pRdN q
*
the lim infεÑ0 of xΠε,δ|H|Πε,δy takes the form
lim inf
εÑ0
xΠε,δ|H|Πε,δy “ inf
Dgspδq
Mpδqÿ
i“1
|λi,δ|
2
@
ψi,δ
∣
∣Keff
`
δp¨ ´ zi,δq
˘∣
∣ψi,δ
D
2
ě inf
‖λi,δ‖
ℓ2
“1,
tzi,δuĂL2ωpRdq
Mÿ
i“1
|λi,δ|
2σ
´
Keff
`
δp¨ ´ zi,δq
˘¯
ě inf
µPMfin
σpKeffpµqq “ inf
µPMω
σpKeff pµqq .
It then follows that
inf
µPMω
σpKeff pµqq ď σpHq ` δ ,
and that concludes the proof. 
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3.7. Ground state energy: polaron. The proof of Theorem 2.4 for the polaron model
goes along the same lines as for the massive Nelson model, so we will focus mostly on the
points where the two proofs differ.
As we are going to see, the technical differences are related to the fact that most
quantities involved in the proof have to be expressed as quadratic forms, since they do not
make sense as operators. We thus set
Qµrψs :“ xψ |Heffpµq|ψyL2pRdN q , Tµrψs :“ Qµrψs ` cpµq }ψ}2L2pRdN q , (3.58)
where, as in the previous Sect.,
cpµq “
ż
L2pRdq
dµpzq }z}2L2pRdq .
Note that the minimization domain for the measure µ becomes
D1 “ M2
´
L2pRdq
¯
, (3.59)
which is a separable and complete metric space once endowed with the 2-Wasserstein
distance.
The analogue of Proposition 3.19 is formulated in next Proposition, which is a direct
consequence of the KLMN Theorem.
Proposition 3.21 (Boundedness from below of Tµ).
Let the assumptions (A1), (3.7) and (3.8) be satisfied, then
inf
µPMω
inf
}ψ}2“1
Tµrψs ě ´C. (3.60)
Proof. The result follows from KLMN Theorem (see the proof of Lemma 3.16 and its
notation). If we set
Căp̺q :“
ż
|k|ď̺
dk |k|1´d , Cąp̺q :“
ż
|k|ě̺
dk |k|1´d ,
and take α “ 1
4N
in (3.36) and combine it with (3.34), we get the following bound for any
̺ ě 0 and any µ P D1:
Qµrψs
}ψ}2L2
ą ´ `8N2Cąp̺q `Nα1˘ ż
L2
dµpzq }z}2L2 ´
N
α1
Căp̺q. (3.61)
Now choosing ̺, α1 in such a way that 8N
2Cąp̺q `Nα1 “ 1, we obtain
Qµrψs
}ψ}2L2
ą ´
ż
L2
dµpzq }z}2L2 ´ C,
where the constant C ă `8 on the r.h.s. is independent of µ. Using the explicit expression
of cpµq, we immediately get
Tµrψs ě ´C }ψ}22 . (3.62)

The only other argument to be adapted is the proof of Lemma 3.20. In fact most of
the proof does not need to be changed at all, whereas (3.54) requires a totally different
approach. We thus state the result as a separate lemma.
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Lemma 3.22.
Let tµnunPN be a sequence of measures in M2pL2pRdqq such that
µn
M2ÝÝÝÑ
nÑ8 µ.
Then there exists a subsequence tµnkukPN, such thatˇˇˇ
ˇ inf}ψ}2“1Tµrψs ´ inf}ψ}2“1 Tµnk rψs
ˇˇˇ
ˇ ÝÝÝÑkÑ8 0. (3.63)
Proof. Since tµnunPN is Cauchy and therefore tight in M
`
L2pRdq˘, there exists a subse-
quence tµnkukPN, such that
µnk
MÝÝÝÑ
kÑ8
µ, µnk
M2ÝÝÝÑ
kÑ8
µ.
Now let δ ą 0 be fixed and let tψjujPN Ă H1pRdq be a minimizing sequence for Tµrψs.
The existence of such a minimizing sequence for Tµrψs, µ P M1, is guaranteed by Propo-
sition 3.21. Then
inf
}ψ}2“1
Tµnrψs ď Qµn rψjs ` cpµnq “ Qµ rψjs ` cpµq `Qµn´µ rψjs ` cpµn ´ µq,
Therefore there exists some j¯ ě 0, such that, for any j ě j¯,
inf
}ψ}2“1
Tµnrψs ă inf}ψ}2“1
Tµrψs `Qµn´µ rψjs ` cpµn ´ µq ` 14δ.
In addition the convergence of µnk in M2 guarantees that there exists some n¯1 P N such
that, for any nk ě n¯1, |cpµ ´ µnkq| ď δ2 and therefore
inf
}ψ}2“1
Tµnrψs ă inf}ψ}2“1
Tµrψs `Qµn´µ rψjs ` 12δ,
for any nk ě n¯1 and j ě j¯. On the other hand, following the same lines leading to (3.34)
and (3.36), one can bound
|Qµn´µ rψs| ď C }ψ}H1pRdN q
„ ż
L2pRdq
d |µ´ µnk |
´
1` }z}2L2
¯1{2
ď δ1 }ψ}H1pRdN q ,
(3.64)
for any δ1 ą 0 and big enough nk, thanks to the convergence of µnk to µ in M and M2.
Indeed, this guarantees the existence of a n¯2 P N such thatż
L2pRdq
d |µ´ µnk |
´
1` }z}2L2
¯
ď δ12,
for any nk ě n¯2 and δ1 arbitrary. Hence, if nk ě n¯ :“ maxtn¯1, n¯2u,
inf
}ψ}2“1
Tµnrψs ă inf}ψ}2“1
Tµrψs ` 2δ1 }ψj}H1pRdN q ` 12δ ď inf}ψ}2“1 Tµrψs ` δ, (3.65)
where we have taken δ1 “ 1
4
}ψj}´1H1pRdN q δ. Since j ě j¯, which does depend on δ, in order
to show that such a choice of δ1 is possible, we have to ensure that }ψj}H1pRdN q is uniformly
bounded. This is, however, a direct consequence of the following inequality
Tµrψs ě p1´ αq }ψ}2H1pRdN q ´ Cα }ψ}2L2pRdN q , (3.66)
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for any α ą 0, where the coefficient Cα is finite for any α ą 0. Such a bound can be
obtained as in deriving (3.61) but keeping the positive kinetic energy. Hence applying it
to Tµrψjs, we get
p1´ αq }ψj}2H1pRdN q ď inf}ψ}2“1
Tµrψs ` 14δ `Cα ď C,
for any α ą 0 and ψj normalized in L2, by the boundedness from above of inf}ψ}2“1 Tµrψs.
Now to complete the proof one needs to show that there exists another m¯ P N, such
that for any nk ě m¯, the opposite inequality is also true, i.e., for any δ ą 0 arbitrary
inf
}ψ}2“1
Tµrψs ă inf}ψ}2“1
Tµnk rψs ` δ, (3.67)
for nk ě m¯. The argument is, however, perfectly symmetric: pick a minimizing sequence 
ψ
pnkq
j
(
jPN for Tµnk rψs, the estimates leading to (3.65) can be proven in the very same
way. The only one requiring some comment is the uniform boundedness of the H1 norm
of ψ
pnkq
j , which is however implied by (3.66), as above. 
The rest of the proof is identical to the one provided in the previous Sect. 3.6, apart
from the fact that in certain estimates the operator inequalities have to be replaced by
the corresponding ones in terms of quadratic forms. We omit the details for the sake of
brevity.
Appendix A. Fock space estimates.
In this Appendix we collect some rather standard results and technical estimates relative
to the well-posedness of the models considered in the paper. In particular we provide a
full proof of Propositions 3.1 and 3.2.
The starting point is obviously the definition of the models: even the rigorous meaning
of the formal expressions mentioned in Sects. 1 and 2 deserves some brief discussion.
Indeed, even if, for the Nelson model, the operator H can be given a meaning at least as
symmetric operator with dense domain, the same is not true for the polaron. We recall
that the formal expression we want to study has the form
H “ Hfree `
Nÿ
j“1
Apgpxjqq, Hfree “ H0 ` dΓpωq,
H0 “
Nÿ
j“1
p´∆jq ` Upx1, . . . ,xN q.
The precise assumptions made on the quantities involved are specified in Sect. 3.1 for the
various models under investigation. We simply recall that U decomposes as
U “ U` ` U!, U` P L2
`
R
dN ;R`
˘
, U! P K!
`
R
dN
˘
.
For the field part, the only assumptions on ω “ ωpkq is that it is positive.
In order to study the operator H, one is typically forced to start with the quadratic
form (3.9) associated to it, i.e.,
QHrΨs “ xΨ |H|ΨyL2bΓsym “ QHfreerΨs `QArΨs.
Now, under the assumptions (A1), (A2), (A4) or (A41), or, more importantly, under the
assumptions for the polaron given by (3.7) and (3.8), the above expression makes sense on
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a dense domain given by C80
`
R
dN
˘XDpadΓp1qq XDpadΓpωqq. Note that on the same
domain one is also allowed to split the quadratic form into two terms which make sense
individually. In spite of seeming natural, this is indeed impossible at the operator level,
without a closer inspection of its properties.
There are various techniques to prove that the form QH is associated to a unique self-
adjoint operator, which will be identified with the formal expression H. Depending on the
regularity of the function g appearing in the interaction term, one can apply either the
Kato-Rellich Theorem (Nelson model) or the KLMN Theorem (polaron).
Let us start by discussing the first approach, which will lead to the proof of Proposition
3.1: the result relies on a technical estimate that we state in a separate Lemma A.3, whose
discussion is postponed.
Proposition A.1 (Kato-Rellich).
For any function g P L8 `Rd;H˘ such that ω´1{2g P L8 `Rd;H˘, the operator H is self-
adjoint on Dp´∆` U`q XD
`
dΓpωq˘ and bounded from below.
Proof. Using (A.8) and the identity››a:pgqΨ››2
ΓsympHq “ }apgqΨ}
2
ΓsympHq ` }g}2H }Ψ}2ΓsympHq , (A.1)
we obtain for any Ψ P DpadΓpωqq›››ÿApgpxjqqΨ›››
L2bΓsym
ď N
ˆ
2
›››ω´1{2g›››
L8pRd;Hq
›››adΓpωqΨ›››
L2bΓsym
` }g}L8pRd;Hq }Ψ}L2bΓsym
˙
.
Then by Cauchy-Schwarz one gets
2N
›››ω´1{2g›››
L8pRd;Hq
›››adΓpωqΨ›››
L2bΓsym
“ 2N
›››ω´1{2g›››
L8pRd;Hq
´
xΨ |dΓpωq|ΨyL2bΓsym
¯1{2
ď 2N
›››ω´1{2g›››
L8pRd;Hq
´
xΨ |´∆` U` ` dΓpωq|ΨyL2bΓsym
¯1{2
ď α }p´∆` U` ` dΓpωqqΨ}L2bΓsym `N2α´1
›››ω´1{2g›››2
L8pRd;Hq
}Ψ}L2bΓsym
for any α ą 0, and therefore›››ÿApgpxjqqΨ›››
L2bΓsym
ď α }p´∆` U` ` dΓpωqqΨ}L2bΓsym ` bpαq }Ψ}L2bΓsym , (A.2)
with
bpαq “ N2α´1
›››ω´1{2g›››2
L8pRd;Hq
`N }g}L8pRd;Hq .
In addition, for any α1 ą 0, there exists b1pα1q ą 0 finite, such that
}U!ψ}L2pRdN q ď α1 }p´∆` U`qψ}L2pRdN q ` b1pα1q }ψ}L2pRdN q
thanks to the hypothesis of Kato smallness of U!. The positivity of dΓpωq allows to
extract from the above inequality a bound on L2 b Γsym where the operator on the r.h.s.
is replaced with ´∆` U` ` dΓpωq ě ´∆` U`.
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Picking now α and α1 both strictly smaller than 1
2
, the result is proven by a direct
application of Kato-Rellich Theorem. As a by-product we also obtain that the full operator
is bounded from below by
´M :“ sup
1{4ăα,α1ă1{2
´`bpαq ` b1pα1q˘ ą ´8.

The above proof does not cover the case of Fro¨hlich’s polaron, since in that case
gpxq “ 1
|k| d´12
eik¨x,
which is not a function in L8pRd;L2pRdqq. However, p|k|2 ` 1q´1{2gpxq P L2pRdq for a.e.
x P Rd, or, in other words,
1
|k| d´12
eik¨x PW´1,8pRd, L2pRdqq. (A.3)
Using the trick described in Remark 3.6, i.e., rewriting gpxq above as the commutator
between ´i∇x and a (vector-valued) function in L8pRd;HbRdq, it is possible to exploit the
aforementioned regularity (A.3) and prove self-adjointness of H via the KLMN Theorem.
Before stating the result, however, we remark that the function (A.3) not only is in
W´1,8pRd,Hq but possesses a stronger regularity property: for any δ ą 0, there exists a
̺ ą 0, such that one can decompose
gpxq “ gă,̺pxq`gą,̺pxq, ω´1{2gă,̺ P L8pRd,Hq, ω´1{2gą,̺ P W´1,8pRd,Hq, (A.4)
with ›››ω´1{2 p´∆q´1{2 gą,̺pxq›››
L8pRd,Hq
ď δ, (A.5)
i.e., the function can be decomposed into a part which is in H for a.e. x and a rest whose
(homogeneous) W´1,8pRd,Hq norm can be assumed to be arbitrarily small. Concretely,
in the case of the polaron, this can be easily realized by writing
gpxq “ 1r0,̺sp|k|qgpxq ` 1r̺,`8qp|k|qgpxq “: gă,̺pxq ` gą,̺pxq,
and taking ̺ large enough. Indeed, since ω “ 1 for the polaron, one has›››ω´1{2 |k|´1 gą,̺pxq›››2
L8pRd,L2pRdqq
“
ż
|k|ě̺
dk
1
|k|d`1 “ C̺
´1 ÝÝÝÑ
̺Ñ8 0.
Proposition A.2 (KLMN).
Let g be a function such that (A.4) and (A.5) are satisfied. Then QH is closed on
Dp?´∆` U`q X Dp
a
dΓpωqq and bounded from below. Therefore it is associated to a
unique operator H self-adjoint on DpHq Ă Dp?´∆` U`q X Dp
a
dΓpωqq that is also
bounded from below.
Proof. By linearity of Apgq we can split the quadratic form into three pieces: QH,ă, QH,ą,
and QH,! with obvious meaning of the notation. Let us consider QH,ą first. An easy
computation yields
apgą,̺pxqq “ ra p∇xg˜ą,̺pxqq ,´∇xs ,
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with g˜ą,̺pxq :“ p´∆xq´1 gą,̺pxq. Therefore it follows that
|QH,ąrΨs| ď 2
Nÿ
j“1
ˇˇˇ@´i∇xjΨ ˇˇa `∇xj g˜ą,̺pxjq˘ΨDL2bΓsym
ˇˇˇ
ď 4N
›››ω´1{2 p´∆q´1{2 gą,̺pxq›››
L8pRd,Hq
›››adΓpωqΨ››› ›››a´∆` U`Ψ›››
ď 4N
›››ω´1{2 p´∆q´1{2 gą,̺pxq›››
L8pRd,Hq
Q´∆`U``dΓpωqrΨs,
for any Ψ P Dp?´∆` V1qXDp
a
dΓpωqq, where we have used Cauchy-Schwarz inequality
and (A.8). Now by (A.5), it is possible to choose ̺ ą 0 big enough such that
α1p̺q :“ 4N
›››ω´1{2 p´∆q´1{2 gą,̺pxq›››
L8pRd,Hq
“ 1
4
. (A.6)
Now let us turn the attention to QH,ă, with ̺ fixed by condition (A.6). Using again the
Cauchy-Schwarz inequality and (A.8), we obtain
|QH,ărΨs| ď α xΨ |dΓpωq|ΨyL2bΓsym `N2α´1
›››ω´1{2gă,̺pxq›››
L8pRd,Hq
}Ψ}2L2bΓsym
ď αQ´∆`U``dΓpωqrΨs `N2α´1
›››ω´1{2gă,̺pxq›››
L8pRd,Hq
}Ψ}2L2bΓsym
for any ψ P Dp?´∆` U`q XDp
a
dΓpωqq and α ą 0. Choosing α “ 1
4
we obtain
|QH,ąrΨs `QH,ărΨs| ď 12 Q´∆`U``dΓpωqrΨs
` 3N2
›››ω´1{2gă,̺pxq›››
L8pRd,Hq
}Ψ}2L2bΓsym , (A.7)
for a suitable ̺ ą 0 such that (A.6) is satisfied. Now since U! is infinitesimally form-
bounded w.r.t. ´∆, it follows that there exists a constant C! ą 0 such that for any
Ψ P Dp?´∆` V1q XDp
a
dΓpωqq,
|QH,!rΨs| ď 13Q´∆`U``dΓpωqrΨs ` C! }Ψ}2L2bΓsym .
The result then follows from KLMN Theorem. 
We conclude the Appendix with a technical estimate used before in the proofs of both
Propositions A.1 and A.2:
Lemma A.3.
For any function g such that ω´1{2g P L8 `Rd;H˘, we have
}apgpxqqΨ}L2pRdN qbΓsympHq ď
›››ω´1{2g›››
L8pRd;Hq
›››adΓpωqΨ›››
L2pRdN qbΓsympHq
. (A.8)
Proof. The result is obtained via Cauchy inequality as in the derivation of (3.25). We
omit the details. 
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