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COHOMOLOGY OF TRUNCATED POLYNOMIAL λ-RINGS
DONALD YAU
Abstract. The λ-ring cohomology, H0λ and H
1
λ, of certain truncated
polynomial filtered λ-rings are computed.
1. Introduction
Lambda-rings were introduced by Grothendieck [3] to describe algebraic
objects equipped with operations λi that behave like exterior powers. Since
their introduction by Grothendieck, λ-rings have been shown to play impor-
tant roles in several areas of mathematics, including Topology, Representa-
tion Theory, and Algebra. Indeed, examples of λ-rings include the complex
K-theory of a topological space, the representation ring of a group, and the
universal Witt ring of a commutative ring. See the references [1, 3, 4, 5, 6].
Note that what we call a λ-ring here is sometimes referred to as a special
λ-ring in the literature.
Any reasonable class of algebras (associative, Lie, Poisson, Jordan, von
Neumann, etc.) should come with (i) a cohomology theory H∗ and (ii) an
algebraic deformation theory which is describable in terms of H∗. The orig-
inal theory of algebraic deformations for associative algebras was worked
out by Gerstenhaber [2], and the relevant cohomology theory is Hochschild
cohomology. Deformations and the associated cohomology for many other
types of algebras have since been worked out. Since λ-rings form such a use-
ful class of algebras, there should likewise be deformations and cohomology
for λ-rings. Indeed, the author defined in [9] λ-ring cohomology H∗λ(R) for
a λ-ring R and used it to study λ-ring deformations along the path initiated
by Gerstenhaber [2]. There is even a “composition” product on the cochain
complex which gives rise to λ-ring cohomology, and this product descends
to H∗λ(R), giving it the structure of a graded, associative, unital algebra.
The current paper can be considered as a sequel to [9]. The main purpose
here is to show how λ-ring cohomology, at least in dimensions 0 and 1, can
be computed for some filtered λ-ring structures on truncated polynomial
algebras. Particular attention is paid to those filtered λ-ring structures that
are candidates for topological realizations (i.e. those that can possibly be
the K-theory of a torsionfree space).
Low-dimensional λ-ring cohomology is intrinsically interesting. In fact,
under the composition product, H0λ(R) is a non-trivial subalgebra of the
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algebra of Z-linear self maps of R that commute with all the Adams oper-
ations. Each Adams operation of R does lie in H0λ(R). The group H
1
λ(R)
is important because it is the natural habitat for the “infinitesimal” (sort
of like the “initial velocity”) of a λ-ring deformation of R. Indeed, H1λ(R)
classifies the order 1 λ-ring deformations of R up to equivalence.
A description of the rest of the paper follows.
Section 2 gives a brief account of the basics of (filtered) λ-rings and Adams
operations. It also reviews λ-ring cohomology and the composition product.
The main result in Section 3 is Theorem 3.2, which shows that H1λ is
isomorphic to a smaller group H¯1λ that involves only the Adams operations
ψp for p primes (as opposed to all the ψk). This will allow a more efficient
computation of the group H1λ in later sections. This section ends with a
description of the graded algebra H≤1λ (Z) = H
∗
λ(Z)/(⊕i≥2H
i
λ(Z)) for the
λ-ring Z of integers.
Section 4 gives a description of the graded algebra H≤1λ (R) for each of
the uncountably many isomorphism classes of filtered λ-ring structures R
on the dual number ring Z[x]/(x2) (Theorem 4.1).
Section 5 begins by recalling the uncountably many isomorphism classes
of filtered λ-ring structures on the truncated polynomial ring Z[x]/(x3).
The main result of this section is Theorem 5.3, which computes the algebra
H0λ(R) for each one of these isomorphism classes of filtered λ-rings. It turns
out that each such H0λ(R) is a 3-dimensional commutative subalgebra of the
algebra M(3,Z) of 3-by-3 integer matrices.
Among the uncountably many isomorphism classes of filtered λ-ring struc-
tures on the truncated polynomial ring Z[x]/(x3), at most 64 of them can
be realized as the K-theory of torsionfree spaces (see [10]). The main result
of section 6 is Theorem 6.1, which describes the groups H1λ and determines
(non-)commutativity of the graded algebras H≤1λ for these 64 isomorphism
classes of filtered λ-rings. Interestingly enough, exactly 35 of those 64 graded
algebras H≤1λ (R) are commutative.
It is also shown in [10] that the truncated polynomial ring Z[x]/(x4)
admits uncountably many isomorphism classes of filtered λ-ring structures
and that, among these classes, at most 61 of them can be realized by the K-
theory of torsionfree spaces. The main results of section 7, Theorem 7.1 and
Theorem 7.2, compute the algebras H0λ for these 61 isomorphism classes of
filtered λ-rings. Each such H0λ turns out to be a 4-dimensional commutative
subalgebra of the algebra M(4,Z) of 4-by-4 matrices with integer entries.
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2. λ-rings and cohomology
The purpose of this section is to review some basic definitions about
(filtered) λ-rings, Adams operations, and λ-ring cohomology. For more dis-
cussions about basic properties of λ-rings, consult the references [1, 5, 6].
The reference for λ-ring cohomology is the author’s paper [9].
2.1. λ-rings. By a λ-ring we mean a unital, commutative ring R equipped
with functions
λi : R → R (i ≥ 0),
called λ-operations, which satisfy the following conditions. For any integers
i, j ≥ 0 and elements r and s in R:
• λ0(r) = 1.
• λ1(r) = r.
• λi(1) = 0 for i > 1.
• λi(r + s) =
∑i
k=0 λ
k(r)λi−k(s).
• λi(rs) = Pi(λ
1(r), . . . , λi(r);λ1(s), . . . , λi(s)).
• λi(λj(r)) = Pi,j(λ
1(r), . . . , λij(r)).
The Pi and Pi,j are some universal polynomials with integer coefficients,
defined as follows. Consider the variables ξ1, . . . , ξi and η1, . . . , ηi. Denote by
s1, . . . , si and σ1, . . . , σi, respectively, the elementary symmetric functions of
the ξ’s and the η’s. The polynomial Pi in 2i variables is defined by insisting
that the expression Pi(s1, . . . , si;σ1, . . . , σi) be the coefficient of t
i in the
finite product
i∏
m,n=1
(1 + ξmηnt).
Similarly, if s1, . . . , sij are the elementary symmetric functions of ξ1, . . . , ξij ,
then the polynomial Pi,j in ij variables is defined by insisting that the ex-
pression Pi,j(s1, . . . , sij) be the coefficient of t
i in the finite product∏
l1<···<lj
(1 + ξl1 · · · ξlj t).
Note that what we call a λ-ring here is referred to as a special λ-ring in
[1, 3].
A map of λ-rings is a ring map that commutes with the λ-operations.
2.1.1. Adams operations. In a λ-ring R, there are the so-called Adams op-
erations
ψn : R → R (n ≥ 1),
satisfying the following properties:
• All the ψn are ring maps.
• ψ1 = Id.
• ψmψn = ψmn = ψnψm.
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• ψp(r) ≡ rp (mod pR) for each prime p and element r in R.
The Adams operations can be defined inductively by the Newton formula:
ψn(r)− λ1(r)ψn−1(r) + · · ·+ (−1)n−1λn−1(r)ψ1(r) + (−1)nnλn(r) = 0.
Suppose given a unital, commutative, Z-torsionfree ring R with self ring
maps ψn : R→ R satisfying the above four properties of Adams operations.
Then a result of Wilkerson [7] says that there exists a unique λ-ring structure
on R whose Adams operations are exactly the given ψn.
2.1.2. Filtered λ-rings. By a filtered ring we mean a (unital, commutative)
ring R equipped with a decreasing sequence of ideals In. A map of filtered
rings is a ring map that preserves the filtration ideals.
A filtered λ-ring is a filtered ring R that is also a λ-ring in which the
filtration ideals are all closed under the λ-operations, i.e. λi(In) ⊆ In for
all n and all i > 0. A map of filtered λ-rings is a λ-ring map that is also a
filtered ring map.
For example, the K-theory of a topological space X with the homotopy
type of a CW complex is a filtered λ-ring. Here the filtration ideals are given
by the kernels of the restriction maps to the skeletons, i.e.
In = ker(K(X) → K(Xn−1)),
where Xn−1 is the (n − 1)-skeleton of X and the map is induced by the
inclusionXn−1 ⊂ X. The Cellular Approximation Theorem assures that any
two CW structures on X give rise to isomorphic filtered λ-ring structures
on K(X).
The obvious analogue of Wilkerson’s Theorem discussed in section 2.1.1
holds for the truncated polynomial algebras Z[x]/(xn) with x in some fixed
positive filtration.
2.2. λ-ring cohomology. Let R be a λ-ring with λ-operations λi (i ≥ 0)
and Adams operations ψn (n ≥ 1).
2.2.1. The complex F∗. The λ-ring cohomology groups H∗λ(R) of R are de-
fined to be the cohomology groups of a certain cochain complex F∗(R),
which is defined as follows.
Denote by End(R) the algebra of Z-linear endomorphisms of R. Let
End(R) be the subalgebra of End(R) consisting of those linear endomor-
phisms f of R that satisfy the condition,
f(r)p ≡ f(rp) (mod pR),
for every prime p and each element r ∈ R. Note that every self ring map of
R lies in End(R). In particular, End(R) contains all the Adams operations
of R.
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We are now ready to define the cochain complex F∗ = F∗(R). Let T be
the set of positive integers. Define F0 to be the underlying additive group
of End(R) and F1 to be the set of functions
f : T → End(R)
satisfying the condition
f(p)(R) ⊆ pR
for every prime p. For n ≥ 2, Fn is defined to be the set of functions
f : T n → End(R).
If f and g are elements of Fn, then their sum is defined by
(f + g)(m1, . . . ,mn)(r) = f(m1, . . . ,mn)(r) + g(m1, . . . ,mn)(r)
for (m1, . . . ,mn) ∈ T
n and r ∈ R. This gives Fn (n ≥ 0) a natural additive
group structure.
The differential
dn : Fn → Fn+1
is defined by the formula
(dnf)(m0, . . . ,mn)
= ψm0f(m1, . . . ,mn) +
n∑
i=1
(−1)if(m0, . . . ,mi−1mi, . . . ,mn)
+ (−1)n+1f(m0, . . . ,mn−1)ψ
mn .
The dn are linear maps and satisfy dn+1dn = 0 for each n ≥ 0. This
makes F∗ = (F∗(R), d∗) into a cochain complex. We define the nth λ-ring
cohomology group of R, denoted by Hnλ (R), to be the nth cohomology group
of the cochain complex F∗ = (F∗(R), d∗).
2.2.2. Composition product. Given a λ-ring R, there is an associative, bilin-
ear pairing
− ◦ − : Fn ⊗ Fk → Fn+k (n, k ≥ 0)
on the complex F∗ = (F∗(R), d∗) defined by
(f ◦ g)(m1, . . . ,mn+k) = f(m1, . . . ,mn) ◦ g(mn+1, . . . ,mn+k),
for f ∈ Fn and g ∈ Fk. The element IdR ∈ F
0 acts as a two-sided identity
for this pairing. Moreover, this pairing satisfies the Leibnitz identity,
d(f ◦ g) = (df) ◦ g + (−1)|f |f ◦ (dg),
where |f | is the dimension of f . We call this pairing the composition prod-
uct. The complex F∗ with the composition product is a differential graded
algebra.
The Leibnitz identity implies that the composition product descends to
H∗λ(R) = ⊕iH
i
λ(R) with
[f ] ◦ [g] = [f ◦ g],
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where [f ] denotes the cohomology class of a cocycle. With this product, the
graded group H∗λ(R) becomes a graded, associative, unital algebra.
3. A reinterpretation of H1λ
Since λ-ring cohomology are defined using the Adams operations, which
are determined by ψp for p primes, it should be the case that λ-ring coho-
mology can be reinterpreted in terms of only the ψp. This main point of
this section is to do exactly that for H1λ.
Let P denote the set of all primes. For a λ-ring R, define the following:
• Derλ(R) = The set of f ∈ F
1(R) satisfying the condition
f(mn) = ψmf(n) + f(m)ψn (3.0.1)
for all positive integers m and n. This is called the group of λ-
derivations in R. Note that f(1) must be 0.
• Derλ(R) = The set of sequences {f(p)}p∈P indexed by the primes
with each f(p) ∈ End(R), such that f(p)(R) ⊆ pR and that
ψpf(q) + f(p)ψq = ψqf(p) + f(q)ψp (3.0.2)
for all primes p and q. This forms a group under coordinatewise
addition.
• Innλ(R) = The set of elements in F
1(R) of the form [ψ∗, g], where
g ∈ F0(R) and [ψ∗, g](n) = ψng − gψn. This is called the group of
λ-inner derivations in R.
• Innλ(R) = The set of sequences {[ψ
p, g]}p∈P indexed by the primes
in which g ∈ F0(R). This is clearly a subgroup of Derλ(R).
• H¯1λ(R) = The quotient group Derλ(R)/Innλ(R).
It follows directly from the definition that Derλ(R) is the kernel of d
1
and that Innλ(R) is the image of d
0. Therefore, we have
Proposition 3.1 (= Proposition 9 in [9]). As an additive group, H1λ(R) is
the quotient Derλ(R)/Innλ(R).
Notice that (3.0.1) implies (3.0.2), and so there is a linear map
pi : Derλ(R) → Derλ(R),
where
pi(f) = {f(p)}p∈P.
The image of Innλ(R) under pi is exactly Innλ(R). It follows that pi induces
a linear map
pi : H1λ(R) → H¯
1
λ(R) (3.1.1)
which sends [f ] to [{f(p)}p∈P].
Theorem 3.2. The map pi in (3.1.1) is a group isomorphism.
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From now on, using the isomorphism pi, we will consistently identify
H1λ(R) with H¯
1
λ(R).
Proof. Theorem 3.2 will follow from Lemma 3.3 and Lemma 3.4 below and
the fact that pi(Innλ(R)) = Innλ(R). 
Lemma 3.3. Let f be an element of Derλ(R) and let n = p1 · · · pr be a
positive integer, in which the pi are primes, not necessarily distinct. Then
we have that
f(n) =
r∑
i=1
ψp1...pi−1f(pi)ψ
pi+1···pr . (3.3.1)
In particular, the map pi : Derλ(R)→ Derλ(R) is injective.
Proof. We proceed by induction on the number r of prime factors. There
is nothing to prove when r = 1. Suppose that (3.3.1) has been proved for
positive integers < r. Write m for n/pr = p1 · · · pr−1. Then we have
f(n) = f(mpr)
= ψmf(pr) + f(m)ψ
pr
=
(
r−1∑
i=1
ψp1···pi−1f(pi)ψ
pi+1···pr−1
)
ψpr + ψmf(pr)
=
r∑
i=1
ψp1···pi−1f(pi)ψ
pi+1···pr .
This finishes the induction and proves the Lemma. 
Lemma 3.4. Given an element {g(p)}p ∈ Derλ(R), there exists an element
f ∈ Derλ(R) such that f(p) = g(p) for each prime p. In other words, the
map pi : Derλ(R)→ Derλ(R) is surjective.
From now on, using the isomorphism pi and Lemma 3.3 and Lemma 3.4,
we will consistently identify Derλ(R) (respectively Innλ(R)) with Derλ(R)
(respectively Innλ(R)).
Proof. Set f(1) = 0. Given an integer n = p1 · · · pr > 1, where each pi is a
prime, define f(n) by
f(n)
def
=
r∑
i=1
ψp1···pi−1g(pi)ψ
pi+1···pr . (3.4.1)
We first have to make sure that this is well-defined. In other words, we have
to show that the right-hand side of (3.4.1) is independent of the order of
the pi appearing in the prime factorization of n. This is clearly true when
r = 1; the case r = 2 follows from (3.0.2).
Suppose that r ≥ 2. Pick any j with 1 ≤ j ≤ n− 1 and write
n = p1 · · · pj−1pj+1pjpj+2 · · · pr,
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i.e., transposes pj and pj+1. With this way of writing n, we have
f(n) =
(
j−1∑
i=1
ψp1···pi−1f(pi)ψ
pi+1···pr
)
+ ψp1···pj−1f(pj+1)ψ
pjpj+2···pr
+ ψp1···pj−1pj+1f(pj)ψ
pj+2···pr +

 r∑
l=j+2
ψp1···pl−1f(pl)ψ
pl+1···pr

 .
(3.4.2)
The sum of the two terms in the middle (those that are not surrounded by
parentheses) is
ψp1···pj−1f(pj+1)ψ
pjpj+2···pr + ψp1···pj−1pj+1f(pj)ψ
pj+2···pr
= ψp1···pj−1 (ψpj+1f(pj) + f(pj+1)ψ
pj )ψpj+2···pr
= ψp1···pj−1 (ψpj+1g(pj) + g(pj+1)ψ
pj )ψpj+2···pr
= ψp1···pj−1 (ψpjg(pj+1) + g(pj)ψ
pj+1)ψpj+2···pr
= ψp1···pj−1 (ψpjf(pj+1) + f(pj)ψ
pj+1)ψpj+2···pr .
Therefore, the right-hand sides of (3.4.1) and (3.4.2) agree. Since every per-
mutation on the set {1, . . . , r} can be written as a product of transpositions
of the form (j, j + 1) for 1 ≤ j ≤ r − 1, the argument above shows that
(3.4.1) is indeed well-defined.
Since f(p) = g(p) for all primes p, to show that f = {f(n)} lies in
Derλ(R), it remains to show that f satisfies (3.0.1). Given m = p1 · · · pr
and n = q1 · · · qs, where the pi and qj are primes, we have
f(mn) = f(p1 · · · prq1 · · · qs)
=
r∑
i=1
ψp1···pi−1f(pi)ψ
pi+1···prq1···qs +
s∑
j=1
ψp1···prq1···qj−1f(qj)ψ
qj+1···qs
=
(
r∑
i=1
ψp1···pi−1f(pi)ψ
pi+1···pr
)
ψn + ψm

 s∑
j=1
ψq1···qj−1f(qj)ψ
qj+1···qs


= ψmf(n) + f(m)ψn.
This finishes the proof of the Lemma. 
Consider the quotient
H≤1λ (R) = H
0
λ(R)⊕H
1
λ(R)
∼=
H∗λ(R)
⊕∞i=2H
i
λ(R)
of the graded algebra H∗λ(R) (under the composition product) by the ho-
mogeneous ideal of elements of degree at least 2. We still consider H≤1λ (R)
a graded algebra, with H0λ(R) and H
1
λ(R) in degrees 0 and 1, respectively,
and 0 in degrees 6= 0, 1. Similarly, define the graded group
H¯≤1λ (R)
def
= H0λ(R)⊕ H¯
1
λ(R),
in which H0λ(R) and H¯
1
λ(R) are in degrees 0 and 1, respectively.
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With these notations, an immediate consequence of Theorem 3.2 is
Corollary 3.5. The group isomorphism
(Id, pi) : H≤1λ (R)
∼=
−→ H¯≤1λ (R) (3.5.1)
induces a (unital, associative) graded algebra structure on H¯≤1λ (R) that is
isomorphic to H≤1λ (R). Under this graded algebra structure of H¯
≤1
λ (R), one
has that, for g ∈ H0λ(R) and {f(p)}p ∈ Derλ(R),
g ◦ [ {f(p)}p∈P ] = [ {gf(p)}p∈P ]
and
[ {f(p)}p∈P ] ◦ g = [ {f(p)g}p∈P ].
Here ◦ denotes the algebra product in H¯≤1λ (R), the composition product,
and gf(p) is just composition of Z-linear self maps of R.
Using Corollary 3.5, we will consistently identify the graded algebras
H≤1λ (R) and H¯
≤1
λ (R).
Recall that the ring Z of integers has a unique λ-ring structure with
λi(n) =
(
n
i
)
and ψk = Id for all k. Using Corollary 3.5, the result in [9]
describing the groups H0λ(Z) and H
1
λ(Z) can be restated as follows.
Theorem 3.6 (= Corollary 8 and Corollary 10 in [9]). There is a graded
algebra isomorphism
H≤1λ (Z)
∼= Z ⊕
∏
p∈P
pZ,
in which Z is the degree 0 part and the other summand is the degree 1 part.
Given m,n ∈ Z and (np) ∈
∏
p∈P pZ, we have
m ◦ n = mn
and
m ◦ (np) = (mnp) = (np) ◦m.
In particular, H≤1λ (Z) is a commutative graded algebra.
4. The dual number ring
Recall from [8, Corollary 4.1.2] that the dual number ring Z[x]/(x2), with
x in some fixed positive filtration d, admits uncountably many isomorphism
classes of filtered λ-ring structures. In fact, there is a bijection between
this set of isomorphism classes and the set of sequences (bp) indexed by
the primes in which bp ∈ pZ. The (isomorphism class of) filtered λ-ring R
corresponding to a sequence (bp) has Adams operations
ψp(x) = bpx
for each prime p.
We will continue to denote by P the set of all primes.
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Theorem 4.1. Let R be a representative of any one of the uncountably
many isomorphism classes of filtered λ-ring structures on the dual number
ring Z[x]/(x2). Then there is a graded algebra isomorphism
H≤1λ (R)
∼= Z⊕ Z ⊕
∏
p∈P
(pZ⊕ pZ),
in which Z ⊕ Z is the degree 0 part and the infinite product is the degree 1
part. Given (a, b), (c, d) ∈ Z⊕ Z and {(xp, yp)} ∈
∏
p∈P pZ⊕ pZ, we have
(a, b) ◦ (c, d) = (ac, bd)
and
(a, b) ◦ {(xp, yp)} = {(axp, byp)} = {(xp, yp)} ◦ (a, b).
In particular, H≤1λ (R) is a commutative graded algebra.
Proof. Step 1 : H0λ(R).
We begin by computing End(R), which, by definition, consists of the
Z-linear maps g : R→ R for which
g(r)p ≡ g(rp) (mod pR) (4.1.1)
for all primes p and elements r ∈ R. This last condition is clearly equivalent
to
g(xi)p ≡ g(xip) (mod pR) (4.1.2)
for i = 0, 1 and all primes p. Consider first the case i = 0. Writing g(1) =
a+ bx, the condition then says
a+ bx ≡ (a+ bx)p (mod p)
≡ a+ bxp (mod p)
= a,
since x2 = 0 in R. In other words, b = 0 and g(1) = a ∈ Z. Now write
g(x) = c+dx. Since xp = 0 for any prime p and since g(0) = 0, the condition
above for i = 1 says
g(xp) = 0
≡ (c+ dx)p (mod p)
≡ c+ dxp (mod p)
= c.
Since this is true for all primes p, we infer that c = 0 and g(x) = dx.
Summarizing this discussion, we have shown that End(R) consists of
precisely the Z-linear self-maps g of R for which g(1) ∈ Z and g(x) ∈ Zx. It
is clear that any such map commutes with ψk for all k. Therefore, H0λ(R) =
End(R) is isomorphic to the product ring Z⊕Z, as stated in the statement
of the Theorem.
Step 2. H1λ(R).
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Observe that, since each g ∈ F0(R) = End(R) commutes with all the ψk
in R, the image of the differential
d0 = [ψ∗, −] : F0(R) → F1(R)
is trivial. Therefore, H1λ(R) = Derλ(R), and so it suffices to compute
Derλ(R).
To do this, let (f(p))p be a sequence of Z-linear self maps of R indexed by
the primes with f(p)(R) ⊆ pR. Thus, using the Z-basis {1, x} of Z[x]/(x2),
we can write each f(p) as a 2-by-2 matrix with entries in pZ, say, f(p) =
p(a(p)ij). If ψ
p(x) = bpx in R, then we can similarly represent ψ
p as a 2-by-2
diagonal matrix with entries 1 and bp along the diagonal. In this context,
we have
ψpf(q) + f(p)ψq
= q
[
1
bp
] [
a(q)11 a(q)12
a(q)21 a(q)22
]
+ p
[
a(p)11 a(p)12
a(p)21 a(p)22
] [
1
bq
]
=
[
pa(p)11 + qa(q)11 pbqa(p)12 + qa(q)12
pa(p)21 + qbpa(q)21 pbqa(p)22 + qbpa(q)22
]
As usual, the empty entries denote 0. One obtains the matrix representation
of (ψqf(p) + f(q)ψp) by interchanging p and q in the above matrix. Using
this, the condition (3.0.2) can now be seen to be equivalent to the equalities
pa(p)ij(bq − 1) = qa(q)ij(bp − 1)
for all primes p and q and (i, j) = (1, 2) and (2, 1). Since each bp is divisible
by p, it follows that a(q)ij is divisible by p for all p 6= q, i.e. a(q)ij = 0. It
follows that a(p)ij = 0 for all primes p and (i, j) = (1, 2) and (2, 1). In other
words, each f(p) is a diagonal matrix with entries in pZ. Therefore, we have
the group isomorphisms
H1λ(R)
∼= Derλ(R) ∼=
∏
p∈P
(pZ⊕ pZ).
Step 3 : Ring structure.
To finish the proof, we only need to observe that if (a, b) ∈ H0λ(R) and
{(xp, yp)} ∈ H
1
λ(R), then, by Corollary 3.5, we have
(a, b) ◦ {(xp, yp)} =
{[
a
b
] [
xp
yp
]}
=
{[
axp
byp
]}
= {(axp, byp)} = {(xp, yp)} ◦ (a, b),
as desired. 
5. H0λ of filtered λ-ring structures on Z[x]/(x
3)
In this section, we will compute the algebraH0λ(R) for each of the uncount-
ably many isomorphism classes of filtered λ-ring structures on Z[x]/(x3),
with x in some fixed positive filtration. (See [10] for a proof of this uncount-
ability statement.)
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5.1. Filtered λ-ring structures on Z[x]/(x3). Let us begin by recalling
the classification of filtered λ-ring structures on Z[x]/(x3). See [10] for more
details.
In what follows, we will describe a filtered λ-ring structure on Z[x]/(x3) in
terms of its Adams operations ψp for p primes. This is sufficient to determine
the filtered λ-ring structure by a result of Wilkerson [7], as discussed in
section 2.1.1.
Let R be a filtered λ-ring structure on Z[x]/(x3) with Adams operations
ψpR(x) = ψ
p(x) = bpx+ cpx
2. (5.1.1)
It is shown in [10] that if b2 = 0, then
• bp = 0 for all primes p,
• c2 is an odd integer, and
• cp ≡ 0 (mod p) for all odd primes p.
In this case, we write S((cp)) for R, since its filtered λ-ring structure is
completely determined by the cp for p primes. Conversely, any such sequence
(cp) gives rise to a filtered λ-ring structure on Z[x]/(x
3). Two such filtered
λ-ring structures, S((cp)) and S((c
′
p)), are isomorphic if and only if (cp) =
±(c′p). In particular, there are uncountably many isomorphism classes of
filtered λ-ring structures on Z[x]/(x3) of the form S((cp)).
On the other hand, if b2 6= 0, then there exists an odd integer h such that
cp = h
bp(bp − 1)
G
(5.1.2)
for all primes p, where
G = gcd{bq(bq − 1): all primes q}.
Moreover, the following conditions have to hold:
• bp ≡ 0 (mod p) for all primes p.
• bp(bp − 1) ≡ 0 (mod 2
ν2(b2)), where ν2 denotes the 2-adic evaluation
of an integer (i.e. the exponent of the prime factor 2 in the integer).
• h is in the range 1 ≤ h ≤ G/2.
• Suppose that there exists an odd prime p for which bp 6= 0 and
νp(bp) = min{νp(bq(bq − 1)) : bq 6= 0}.
(There are at most finitely many such primes, since each such p
divides b2(b2 − 1) 6= 0.) Then any such prime p divides h.
In this case, we denote R by S((bp), h), since the entire filtered λ-ring struc-
ture is determined by the bp for p ∈ P and h. Conversely, given integers bp
(p ∈ P) and h satisfying the above properties, there is a filtered λ-ring struc-
ture on Z[x]/(x3) whose ψp is given by (5.1.1), in which cp is determined by
bp and h via (5.1.2). Two such filtered λ-rings, S((bp), h) and S((b
′
p), h
′), are
isomorphic if and only if bp = b
′
p for all primes p and h = h
′. In particular,
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there are uncountably many isomorphism classes of filtered λ-ring structures
on Z[x]/(x3) of the form S((bp), h).
For example, let F denote the complex numbers C, the quaternions H,
or the Cayley octonions O, and let FP2 be the corresponding projective
2-space. Then the K-theory filtered λ-ring of FP2 is
K(FP2) =


S((p), 1) with G = 2(2− 1) = 2 if F = C
S((p2), 1) with G = 22(22 − 1) = 12 if F = H
S((p4), 1) with G = 24(24 − 1) = 240 if F = O.
(5.1.3)
5.2. The algebras H0λ(R). Let R be any filtered λ-ring structure on
Z[x]/(x3). Using {1, x, x2} as a Z-basis for Z[x]/(x3), we can write each
Z-linear self map of R as an element of M(3,Z), the algebra of 3-by-3 ma-
trices with integer entries. We will continue to omit entries that are 0 in a
matrix.
Here is the main result of this section. Recall that P denotes the set of
all primes.
Theorem 5.3. Let R be a filtered λ-ring structure on Z[x]/(x3).
(1) If R = S((cp)) for some cp, p ∈ P, then
H0λ(R) =



a j
k j

 : a, j, k ∈ Z


as a subalgebra of M(3,Z).
(2) If R = S((bp), h) for some bp, p ∈ P, and h, then
H0λ(R) =



a j
k t

 : h(t− j) = kG


as a subalgebra of M(3,Z), where G = gcd(bq(bq − 1))q∈P.
In each case, H0λ(R) is a commutative algebra and has rank 3 over Z as an
additive group.
To prove this Theorem, we will first compute F0(R) = End(R), still using
the Z-basis {1, x, x2}.
Lemma 5.4. Let R be any filtered λ-ring structure on Z[x]/(x3) and let g
be a Z-linear self map of R. Then g ∈ End(R) = F0(R) if and only if
g =

a j s
k t


with
s ≡ 0 ≡ t− j (mod 2).
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Proof. By definition, the Z-linear map g lies in End(R) if and only if (4.1.1)
holds for all primes p and elements r ∈ R. This condition only needs to be
checked for r = 1, x, and x2. If g(1) = a + bx + cx2, then (4.1.1), when
applied to r = 1, becomes
g(1p) = g(1) = a+ bx+ cx2
≡ (a+ bx+ cx2)p (mod p)
≡ a+ bxp + cx2p (mod p)
= a (mod p) if p > 2.
It follows that b = c = 0. The case p = 2 gives no additional information.
Write g(x) = i+ jx+ kx2. Then (4.1.1), when applied to r = x, becomes
g(xp) = 0 if p > 2
≡ (i+ jx+ kx2)p (mod p)
≡ i (mod p).
Since this is true for all odd primes p, we have that i = 0. The case p = 2
has not been used yet; we will come back to this below.
Write g(x2) = r + sx+ tx2. Then (4.1.1) becomes
0 = g(x2p)
≡ (r + sx+ tx2)p (mod p)
≡ r + sxp (mod p).
Therefore, r = 0 and s ≡ 0 (mod 2). Moreover, the condition
g(x)2 ≡ g(x2) (mod 2)
is equivalent to
jx2 ≡ tx2 (mod 2),
i.e. j ≡ t (mod 2).
This finishes the proof of the Lemma. 
Proof of Theorem 5.3. It is immediate from the definition that H0λ(R) is the
subalgebra of End(R) consisting of those Z-linear self maps g of R for which
gψp = ψpg for all primes p. Write ψp(x) = bpx+ cpx
2 and let g ∈ End(R)
be as in the statement of Lemma 5.4. Then the equation gψp = ψpg can
be written in matrix form as
gψp =

a jbp + scp sb2p
kbp + tcp tb
2
p

 =

a jbp sbp
jcp + kb
2
p scp + tb
2
p

 = ψpg.
(5.4.1)
In the case that R = S((cp)), bp = 0 for all p. Therefore, (5.4.1) is equivalent
to the conditions
scp = 0 = (t− j)cp.
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Since c2 is an odd integer, it is non-zero in any case. It follows that
s = 0 = t− j,
and the first part of Theorem 5.3 is proved.
Now suppose that R = S((bp), h) for some bp and h. By comparing the
(2, 3) entries in (5.4.1), using the fact that b2 6= 0 is an even integer, one
infers that s = 0. The only condition left in (5.4.1) now is
kbp + tcp = jcp + kb
2
p,
or equivalently,
h
bp(bp − 1)
G
(t− j) = kbp(bp − 1). (5.4.2)
This condition is trivially true if bp = 0. If bp 6= 0, then, since bp 6= 1 in any
case, this condition is equivalent to
h(t− j) = kG. (5.4.3)
Conversely, it is easy to see that the conditions, s = 0 and (5.4.3), imply
(5.4.1) for all primes p.
This proves the second part of Theorem 5.3.
It remains to establish the last statement in the Theorem. When R =
S((cp)), it is easy to see that H
0
λ(R) is free of rank 3 over Z as a group.
Indeed, the following elements form a Z-basis for H0λ(R):
1

 ,

 1
1

 ,


1

 .
Moreover, any two elements in H0λ(S((cp))) commute, since
a j
k j



a′ j′
k′ j′

 =

aa′ jj′
kj′ + jk′ jj′

 .
This last matrix remains the same if a (respectively j and k) and a′ (respec-
tively j′ and k′) are interchanged. This shows that the algebra H0λ(S((cp)))
is commutative.
For the second case, R = S((bp), h), we have
a j
k t



a′ j′
k′ t′

 =

aa′ jj′
kj′ + tk′ tt′


To see that this is equal to the product with the reserve order, observe that
we can write kk′G/h in two ways:
kk′G
h
= k′(t− j) = k(t′ − j′).
Therefore, we have that
kj′ + tk′ = k′j + t′k,
16 DONALD YAU
which shows that H0λ(R) is a commutative algebra. To see that H
0
λ(R) is
free of rank 3 over Z, observe that
{(j, k, t) ∈ Z×3 : h(t− j) = kG} (5.4.4)
is the kernel of the surjective Z-linear map
ϕ : Z×3 → dZ ∼= Z,
where d = gcd(h,G) and
ϕ((j, k, t)) = h(t− j)− kG.
So the group in (5.4.4) is free of rank 2. It follows that H0λ(R) is free of rank
3, as the (1, 1) entries of elements in it are arbitrary.
This finishes the proof of Theorem 5.3. 
6. H1λ of the 64 S((p
r), h)
The main purpose of this section is to compute the groups H1λ(R) and to
determine the commutativity of the graded algebras H≤1λ (R) for the follow-
ing 64 filtered λ-ring structures R over Z[x]/(x3):
S((pr), h) =
{
ψp(x) = prx + h
pr(pr − 1)
2r(2r − 1)
x2
}
. (6.0.5)
Here r ∈ {1, 2, 4} and
h ∈


{1} if r = 1,
{1, 3, 5} if r = 2,
{1, 3, . . . , 119} if r = 4.
In the notation of section 5.1, these are the only filtered λ-ring structures
on Z[x]/(x3) (up to isomorphism) of the form S((pr), h) for r = 1, 2, and 4.
Before we proceed, we should explain the significance of these 64 filtered
λ-rings. The following statement is shown in [10]: If X is a torsionfree
topological space (i.e. its integral cohomology is Z-torsionfree) whose unitary
K-theory K(X), as a filtered ring, is the ring Z[x]/(x3), then K(X) is
isomorphic as a filtered λ-ring to one of the 64 S((pr), h) in (6.0.5). In other
words, among the uncountably many isomorphism classes of filtered λ-ring
structures on Z[x]/(x3), only these 64 isomorphism classes can possibly be
topologically realized by torsionfree spaces.
Given one of these 64 λ-rings S((pr), h), define
D = D(r, h)
def
= gcd(h, 2r(2r − 1)). (6.0.6)
For example, D = 1 if h = 1. These are the three cases for the K-theory of
the projective 2-spaces FP2 with F = C (r = 1), H (r = 2), and O (r = 4)
(see (5.1.3)). Exactly 35 of these D(r, h) are equal to 1, namely, D(1, 1),
D(2, 1), D(2, 5), and 32 of the D(4, h). Also, let ZN denote a countably
infinite product of copies of the additive group of integers Z.
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With these notations, we can now state the main result of this section.
Theorem 6.1. Let R = S((pr), h) be any one of the 64 filtered λ-rings in
(6.0.5). Then there is a group isomorphism
H1λ(R)
∼=
Z
hZ
×
Z
DZ
× ZN.
The graded algebra H≤1λ (R) is commutative if and only if D = 1.
We will need an explicit description of Derλ(R). Using the Z-basis
{1, x, x2}, if f is a Z-linear self map of R satisfying f(R) ⊆ pR for some p,
then it can be represented by a 3-by-3 matrix (paij) with entries in pZ.
Lemma 6.2. Let
R = S((bp), h) = {ψ
p(x) = bpx+ cpx
2}
be any filtered λ-ring structure on Z[x]/(x3) with b2 6= 0. Let {f(p)}p∈P =
{(pa(p)ij)}p∈P be a sequence of Z-linear self maps of R with f(p)(R) ⊆ pR
for each p. Then {f(p)}p∈P is an element of Derλ(R) if and only if the
following three conditions hold for all primes p and q:
a(p)12 = a(p)13 = a(p)21 = a(p)31 = 0, (6.2.1)
pbq(bq − 1)a(p)23 = qbp(bp − 1)a(q)23, (6.2.2)
and
qcp (a(q)22 − a(q)33) + qbp(bp − 1)a(q)32
= pcq (a(p)22 − a(p)33) + pbq(bq − 1)a(p)32.
(6.2.3)
Proof. A little bit of matrix computation shows that for any primes p and
q, one has
ψpf(q) + f(p)ψq =

pa(p)11 + qa(q)11 qa(q)12 + pbqa(p)12 + pcqa(p)13 qa(q)13 + pb
2
q
a(p)13
qbpa(q)21 + pa(p)21 qbpa(q)22 + pbqa(p)22 + pcqa(p)23 qbpa(q)23 + pb
2
q
a(p)23
qcpa(q)21+
qb2
p
a(q)31 + pa(p)31
qcpa(q)22 + qb
2
p
a(q)32
+ pbqa(p)32 + pcqa(p)33
qcpa(q)23+
qb2
p
a(q)33 + pb
2
q
a(p)33


The matrix for the map (ψqf(p)+f(q)ψp) is obtained from this matrix by
interchanging p and q. The sequence {f(p)} is an element of Derλ(R) if and
only if (3.0.2) holds, which is equivalent to saying that the 3-by-3 matrices
represented by the two sides are equal. We will now think of (3.0.2) as a
matrix equation. It is clear that the (1, 1) entries give no information, and
the a(p)11 can be any integers.
The equality of the (1, 3) entries in (3.0.2) is equivalent to
qa(q)13 + pb
2
qa(p)13 = pa(p)13 + qb
2
pa(q)13,
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which can be rewritten as
p(b2q − 1)a(p)13 = q(b
2
p − 1)a(q)13.
Since each bp is a multiple of p, this equation forces a(p)13 = 0 for all p.
Applying this to the (1, 2) entries in (3.0.2), one obtains
q(bp − 1)a(q)12 = p(bq − 1)a(p)12.
Just as above, this forces a(p)12 = 0 for all p. A similar argument applies to
the (2, 1) and the (3, 1) entries in (3.0.2) and gives rise to a(p)21 = a(p)31 = 0
for all primes p. In other words, the condition imposed by the first rows and
the first columns in (3.0.2) is exactly (6.2.1).
From the matrix above, it is immediate that the equality of the (2, 3)
(respectively (3, 2)) entries in (3.0.2) is exactly (6.2.2) (respectively (6.2.3)).
It remains to show that the (2, 2) and the (3, 3) entries in (3.0.2) give rise
to redundant conditions. In each case, the condition is
pcqa(p)23 = qcpa(q)23.
This can be obtained from (6.2.2) by multiplying both sides of that equation
by h/G (see (5.1.2)), as claimed. (It is here that we are using the condition
b2 6= 0.)
This finishes the proof of the Lemma. 
We also need an explicit description of Innλ(R).
Lemma 6.3. Let R be any filtered λ-ring structure on Z[x]/(x3) with
ψp(x) = bpx+ cpx
2. Then, using the Z-basis {1, x, x2}, Innλ(R) consists of
the following sequences (indexed by the primes) of matrices,


0 0 00 −scp −sbp(bp − 1)
0 kbp(bp − 1) + (j − t)cp scp




p∈P
, (6.3.1)
such that s ≡ 0 ≡ t− j (mod 2).
Notice that any such sequence of matrices is completely determined by
the four parameters j, k, s, and t.
Proof. This is immediate from Lemma 5.4 and (5.4.1), noting that the ma-
trix displayed above is exactly [ψp, g] with g as in the statement of Lemma
5.4. 
6.4. Proof of Theorem 6.1 when r = 1. Using Lemma 6.2, we infer that
Derλ(R) = Derλ(S((p), 1) consists of the sequences {f(p) = p(aij)}p∈P of
Z-linear self maps of R satisfying (6.2.1),
a(p)23 = (p− 1)a(2)23, (6.4.1)
COHOMOLOGY OF TRUNCATED POLYNOMIAL λ-RINGS 19
and
a(p)22 − a(p)33 + 2a(p)32
= (p − 1)
(
a(2)22 − a(2)33 + 2a(2)32
) (6.4.2)
for all primes p. In other words, to obtain an element in Derλ(R), one
chooses five arbitrary elements in 2Z for the (1, 1), (2, 2), (2, 3), (3, 2), and
(3, 3) entries in f(2). Then for each odd prime p, one chooses three arbitrary
elements in pZ for the (1, 1), (2, 2), and (3, 2) entries in f(p). The (2, 3)
and (3, 3) entries are then determined by (6.4.1) and (6.4.2), respectively.
Therefore, we can make the identification
Derλ(R) = (2Z)
×5 ×
∏
p>2
(pZ)×3. (6.4.3)
As for Innλ(R), note that the element displayed in (6.3.1) in Lemma 6.3
now becomes 

(
p
2
)0 0 00 −s −2s
0 j − t+ 2k s




p∈P
.
In particular, the p = 2 component of this element is the matrix
 −s −2s
j − t+ 2k s

 .
As these elements vary through Innλ(R), s and (j− t) run through all even
integers. Therefore, using the identification (6.4.3), we conclude that
H1λ(R)
∼=
Derλ(R)
Innλ(R)
∼= (2Z)×3 ×
∏
p>2
(pZ)×3 ∼= ZN
as groups. This is exactly the assertion of Theorem 6.1 in the case r = 1,
since h = D = 1 here.
The commutativity assertion is dealt with below, after the r = 4 case.
6.5. Proof of Theorem 6.1 when r = 2. In this case, (6.2.2) and (6.2.3)
become, respectively,
a(p)23 =
p(p2 − 1)
6
a(2)23 (6.5.1)
and
h(a(p)22 − a(p)33) + 12a(p)32
=
p(p2 − 1)
6
(h(a(2)22 − a(2)33) + 12a(2)32),
(6.5.2)
where R = S((p2), h) with h ∈ {1, 3, 5}. If h = 1 or 3, then the same
argument as in the r = 1 case allows us to once again make the identification
(6.4.3) for Derλ(R).
If h = 5, then, since 5 and 12 are relatively prime, the left-hand side of
(6.5.2) can still attain any integer by choosing a(p)22, a(p)33, and a(p)32
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appropriately. In particular, to choose an element {f(p)} of Derλ(R), one
can choose five arbitrary elements in 2Z for the (1, 1), (2, 2), (2, 3), (3, 2),
and (3, 3) entries in f(2). Furthermore, for each odd prime p, one chooses
an element in pZ for the (1, 1) entry in f(p) and two more arbitrary integers
to form f(p). Indeed, denoting the value in the right-hand side of (6.5.2) by
Np, one has
a(p)32 = −2Np + 5rp
a(p)22 − a(p)33 = 5Np − 12rp
(6.5.3)
for some integer rp. Therefore, there are two degrees of freedom left, namely,
rp and, say, a(p)22. This allows us to make the identification
Derλ(S((p
2), 5) = (2Z)×5 ×
∏
p>2
(pZ× Z× Z)
∼= (2Z)×5 × ZN.
(6.5.4)
As for Innλ(R), note once again that each element in Innλ(R) is still
determined by the four parameters s, j, k, and t with s and (j − t) even.
The p = 2 component of a typical element in Innλ(R) (see (6.3.1)) now
takes the form 
 −sh −12s
h(j − t) + 12k sh

 .
To finish the proof, observe that
{sh : s ∈ 2Z} = 2hZ
and
{h(j − t) + 12k : (j − t) ∈ 2Z, k ∈ Z} =
{
2Z if h = 1, 5,
6Z if h = 3
.
Summarizing this discussion, we have shown that
H1λ(S((p
2), h)) ∼=


(2Z)×3 × ZN if h = 1
(2Z/6Z)×2 × (2Z)×3 × ZN if h = 3
(2Z/10Z) × (2Z)×3 × ZN if h = 5
This is exactly the claim in Theorem 6.1 when r = 2, since D = 1 (respec-
tively 3) when h = 1 or 5 (respectively 3).
The commutativity assertion is dealt with below, after the r = 4 case.
6.6. Proof of Theorem 6.1 when r = 4. When r = 4, (6.2.2) and (6.2.3)
can be rewritten as, respectively,
a(p)23 =
p3(p4 − 1)
120
a(2)23 (6.6.1)
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and
h
D
(
a(p)22 − a(p)33
)
+
240
D
a(p)32
=
h
D
·
p3(p4 − 1)
120
(
a(2)22 − a(2)33
)
+ 2 ·
p3(p4 − 1)
D
a(2)32,
(6.6.2)
where D = D(4, h) = gcd(h, 240). Since h/D and 240/D are relatively
prime, we can make the same argument as in the case r = 2, h = 5. More
precisely, the two conditions, (6.6.1) and (6.6.2), above tell us that to choose
an element of Derλ(R), one first chooses five arbitrary elements in 2Z for
the (1, 1), (2, 2), (2, 3), (3, 2), and (3, 3) entries in f(2). Then for each odd
prime p, one chooses an element in pZ for the (1, 1) entry in f(p) and two
more arbitrary integers to form f(p). These last two degrees of freedom
come from (6.6.2) and are completely analogous to (6.5.3). This allows us
to make the identification (6.5.4) for Derλ(R) = Derλ(S((p
4), h).
To complete the proof, observe that the p = 2 component of a typical
element in Innλ(R) (see (6.3.1)) has the form
0 0 00 −sh −240s
0 h(j − t) + 240k sh

 .
Moreover, we have that
{sh : s ∈ 2Z} = 2hZ
and
{h(j − t) + 240k : j ≡ t (mod 2)} = 2DZ.
Therefore, it follows as in the case when r = 2 and h = 5 that there is a
group isomorphism
H1λ(S((p
4), h)) ∼=
2Z
2hZ
×
2Z
2DZ
× ZN,
as desired.
This proves Theorem 6.1 when r = 4, except for the commutativity as-
sertion, to which we now turn.
6.7. Proof of the commutativity assertion in Theorem 6.1. We can
now show that the graded algebra H≤1λ (R) = H
≤1
λ (S((p
r), h)) is commuta-
tive if and only if D = 1, i.e. h and 2r(2r − 1) are relatively prime. Since
Theorem 5.3 already established the commutativity of H0λ(R), commutativ-
ity of H≤1λ (R) here means that elements in H
0
λ(R) commute with those in
H1λ(R).
To do this, let g ∈ H0λ(R) ⊆ End(R) = F
0(R) be a 0-cocycle, as in
Theorem 5.3 (2), and let f = {f(p) = (f(p)ij)}p∈P be a 1-cocycle, i.e. an
element of Derλ(R). Then the map
(g ◦ f − f ◦ g)(p) = gf(p)− f(p)g
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is represented by the matrix
0 0 00 −kf(p)23 (j − t)f(p)23
0 kf(p)22 − kf(p)33 + (t− j)f(p)32 kf(p)23

 (6.7.1)
Notice that in all 64 cases under consideration, we have
G = gcd(bp(bp − 1))p∈P = gcd(p
r(pr − 1))p∈P
= 2r(2r − 1)
=


2 if r = 1
12 if r = 2
240 if r = 4.
(6.7.2)
In particular, D = D(r, h) = 1 if and only if h and G are relatively prime.
Suppose that D = 1. We need to show that the cohomology classes
represented by the 1-cocycles g ◦ f and f ◦ g are the same, i.e. the 1-cocycle
(g ◦ f − f ◦ g) is actually a 1-coboundary. Since the entries in g satisfies
h(t− j) = kG, (6.7.3)
it follows that k ≡ 0 (mod h). Using Lemma 5.4, one observes that the
matrix
β =
k
h

0 0 00 f(2)22 f(2)23
0 f(2)32 f(2)33


represents a 0-cochain in F∗(R). We claim that
d0β = g ◦ f − f ◦ g. (6.7.4)
To see this, first note that the matrix in (6.3.1) is the pth component of a
1-coboundary in F∗(R). Applying this to the 0-cochain β, we see that the
first column and first row of (d0β)(p) are both 0 and that its lower-right
2-by-2 submatrix is
k
h
[
−f(2)23cp −f(2)23p
r(pr − 1)
f(2)32p
r(pr − 1) + (f(2)22 − f(2)33)cp f(2)23cp
]
. (6.7.5)
To prove (6.7.4), we only need to show that the matrix in (6.7.5) coincides
with the lower-right 2-by-2 block of the matrix (6.7.1). Now (6.2.2) and
(6.7.2) imply that
f(p)23 =
pr(pr − 1)
G
f(2)23. (6.7.6)
One infers from (6.7.6) and (6.7.3) that
−
k
h
f(2)23p
r(pr − 1) = −
k
h
Gf(p)23
= (j − t)f(p)23.
This shows that the (2, 3) entries in d0β and (g ◦ f − f ◦ g) coincide.
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Similarly, we have
k
h
f(2)23cp =
k
h
f(2)23
hpr(pr − 1)
G
= kf(p)23.
This shows that the (3, 3) (and hence also the (2, 2)) entries in d0β and
(g ◦ f − f ◦ g) coincide.
Finally, we have
k
h
(
cp(f(2)22 − f(2)33) + p
r(pr − 1)f(2)32
)
=
k
h
(
c2(f(p)22 − f(p)33) + 2
r(2r − 1)f(p)32
)
by (6.2.3)
=
k
h
(
h(f(p)22 − f(p)33) + Gf(p)32
)
= k(f(p)22 − f(p)33) + (t− j)f(p)32.
The second equality follows from the fact that c2 = h and G = 2
r(2r − 1).
This shows that the (3, 2) entries in d0β and (g ◦ f − f ◦ g) coincide, and
thus the claim (6.7.4) is proved. Of course, this implies that the cohomology
classes represented by the 1-cocycles g ◦ f and f ◦ g are equal.
Now suppose that D = gcd(h, 2r(2r − 1)) > 1. (This can only hap-
pen when r 6= 1.) We must show that the graded algebra H≤1λ (R) is not
commutative. Consider the 0-cocycle
g =

0 0 00 0 0
0 h
D
G
D

 .
That this is indeed a 0-cocycle follows from Theorem 5.3 (2). Also, by
Lemma 6.2, the sequence (indexed by the primes) of linear self maps on R
represented by the matrices
f =



0 0 00 0 2pr(pr−1)
G
0 0 0




p∈P
is an element of Derλ(R), i.e. a 1-cocycle in F
1(R). We claim that the
1-cocycle (g ◦ f − f ◦ g) is not a 1-coboundary, which would imply that
the graded algebra H≤1λ (R) is not commutative. To see this, observe from
(6.7.1) that the (3, 3) entry in the matrix of (gf(2) − f(2)g) is
h
D
·
2 · 2r(2r − 1)
G
=
2h
D
.
From Lemma 6.3, the (3, 3) entry of the component for p = 2 of an element
in Innλ(R) is of the form sc2 = sh for some even integer s. But then the
equality
sh =
2h
D
would imply
Ds = 2,
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which is absurd, since D > 1. In other words, we have shown that the
cohomology classes g ∈ H0λ(R) and [f ] ∈ H
1
λ(R) do not commute with each
other, as desired.
This finishes the proof of the commutativity assertion in Theorem 6.1.
The proof of Theorem 6.1 is now complete.
7. H0λ of certain filtered λ-ring structures on Z[x]/(x
4)
The purpose of this section is to compute the algebras H0λ(R) for the
following 61 filtered λ-ring structures R on the truncated polynomial algebra
Z[x]/(x4), with x in a fixed positive filtration:
(1) R = K(CP3) with Adams operations
ψp(x) = (1 + x)p − 1
for p primes.
(2) R = S(h, d2) with
S(h, d2) =
{
ψp(x) = p2x + h
p2(p2 − 1)
12
x2 + dpx
3
}
p∈P
,
where h ∈ {1, 5}, d2 ∈ {0, 2, 4, . . . , 58}, and
dp =
p2(p4 − 1)
60
d2 +
p2(p2 − 1)(p2 − 4)
360
h2 (7.0.7)
for odd primes p.
In this notation, the K-theory filtered λ-ring of HP3, the quaternionic pro-
jective 3-space, is S(1, 0).
It is shown in [10] that the truncated polynomial algebra Z[x]/(x4) admits
uncountably many isomorphism classes of filtered λ-ring structures. Among
those classes are the 61 filtered λ-rings above. Moreover, if X is a torsionfree
space (i.e. its integral cohomology is Z-torsionfree) whose K-theory filtered
ring is the truncated polynomial ring Z[x]/(x4), then K(X) is isomorphic
as a filtered λ-ring to one of the above 61 filtered λ-rings. In other words,
among the uncountably many isomorphism classes of filtered λ-ring struc-
tures on Z[x]/(x4), at most 61 of them, those listed above, can possibly be
topologically realized by torsionfree spaces.
As in previous sections, we will use the standard Z-basis {1, x, x2, x3} for
the ring Z[x]/(x4), and, using this basis, each Z-linear self map is repre-
sented by an element inM(4,Z), the algebra of 4-by-4 matrices with integer
entries. The algebraH0λ(R) then becomes a subalgebra of the matrix algebra
M(4,Z).
Here are the main results of this section.
Theorem 7.1. With the standard basis {1, x, x2, x3} of Z[x]/(x4),
H0λ(K(CP
3)) is the subalgebra of M(4,Z) consisting of matrices of the form
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

a
j
k j + 2k
l 4k + 6l j + 6k + 6l

 . (7.1.1)
This algebra is commutative and, as an additive group, is free of rank 4 over
Z.
Theorem 7.2. Consider any one of the 60 filtered λ-rings S(h, d2). Then
H0λ(S(h, d2)) is the subalgebra of M(4,Z) consisting of matrices of the form

a
j
k r
l s w

 (7.2.1)
such that the following is true:
(1) If h = 1, then
r = j + 12k,
(6d2 + 1)s = (8− 12d2)k + 60l, and
w = 6s + j + 12k.
(7.2.2)
(2) If h = 5, then
k ≡ 0 (mod 5),
r = j +
12k
5
,
(6d2 + 25)s = (200 − 12d2)k + 300l, and
(6d2 + 25)w = (6d2 + 25)j + 300k + 360l.
(7.2.3)
In each of the 60 cases, the algebra H0λ(S(h, d2)) is commutative and, as an
additive group, is free of rank 4 over Z.
To prove these results, we begin by computing the group F0(R) of 0-
cochains.
Lemma 7.3. Let R be any filtered λ-ring structure on Z[x]/(x4). Then the
group End(R) = F0(R) consists of the matrices
g =


a
j n u
k r v
l s w

 (7.3.1)
such that
(1) n ≡ u ≡ 0 (mod 6),
(2) r − j ≡ s ≡ 0 (mod 2),
(3) w − j ≡ v ≡ 0 (mod 3).
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Proof. Let g be a Z-linear self map on R represented by the matrix
g =


a i m t
b j n u
c k r v
d l s w

 .
By definition, g ∈ End(R) if and only if it satisfies (4.1.1), which is equiva-
lent to (4.1.2) for 0 ≤ i ≤ 3. For i = 0, (4.1.2) says
g(1p) = g(1) = a+ bx+ cx2 + dx3
≡ (a+ bx+ cx2 + dx3)p (mod p)
≡ a+ bxp (mod p)
= a (mod p) if p ≥ 5.
This implies that
b = c = d = 0;
that is, g(1) = a ∈ Z. The cases p = 2 and 3 give no additional information.
When i = 1, the condition (4.1.2) says
g(x)p = (i+ jx+ kx2 + lx3)p
≡ i (mod p) if p ≥ 5
≡ g(xp) (mod p)
= 0 (mod p) if p ≥ 5.
This implies that i = 0. We have not used the cases p = 2 and 3 yet. If
p = 2, then
g(x)2 ≡ jx2 (mod 2)
≡ g(x2) (mod 2)
= m+ nx+ rx2 + sx3.
This implies that
m ≡ n ≡ s ≡ j − r ≡ 0 (mod 2).
If p = 3, then
g(x)3 ≡ jx3 (mod 3)
≡ g(x3) (mod 3)
= t+ ux+ vx2 + wx3.
This implies that
t ≡ u ≡ v ≡ j − w ≡ 0 (mod 3).
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For i = 2, the condition (4.1.2) says
g(x2)p = (m+ nx+ rx2 + sx3)p
≡ m+ nxp (mod p)
≡ g(x2p) (mod p)
= 0.
This implies that m = 0 and n ≡ 0 (mod 6).
Finally, for i = 3, (4.1.2) says
g(x3)p = (t+ ux+ vx2 + wx3)p
≡ t+ uxp (mod p)
≡ g(x3p) (mod p)
= 0.
So t = 0 and u ≡ 0 (mod 6).
This proves the Lemma. 
Proof of Theorem 7.1. Let R denote K(CP3) and let g ∈ End(R) be as
in (7.3.1). Then g ∈ H0λ(R) if and only if gψ
p = ψpg for all primes p.
Since the matrices for both g and ψp have 0’s in their first rows and first
columns, except in the (1, 1) entries, g commutes with ψp if and only if their
lower-right 3-by-3 submatrices commute. Note that the matrix for ψp is
ψp =


1
p(
p
2
)
p2(
p
3
)
p2(p− 1) p3

 .
Denote by A (respectively Bp) the lower-right 3-by-3 submatrix of g (re-
spectively ψp). Then A commutes with Bp means that
ABp =

pj +
(
p
2
)
n+
(
p
3
)
u p2n+ p2(p− 1)u p3u
pk +
(
p
2
)
r +
(
p
3
)
v p2r + p2(p− 1)v p3v
pl +
(
p
2
)
s+
(
p
3
)
w p2s+ p2(p− 1)w p3w


=

 pj pn pu(p
2
)
j + p2k
(
p
2
)
n+ p2r
(
p
2
)
u+ p2v(
p
3
)
j + p2(p− 1)k + p3l
(
p
3
)
n+ p2(p− 1)r + p3s
(
p
3
)
u+ p2(p− 1)v + p3w


= BpA.
(7.3.2)
For any prime p, comparing the (1, 3) entries in (7.3.2) yields u = 0. Ap-
plying this to the (1, 2) and the (2, 3) entries gives n = v = 0. In particular,
if g commutes with ψp for any p, then g must be lower-triangular, i.e. it
respects the filtration of R. The diagonal entries in (7.3.2) provide no new
information about the entries of g. Since v = 0, the (2, 1) entries in (7.3.2)
yields
r = j + 2k, (7.3.3)
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as stated in the Theorem.
Now consider the (3, 1) entries in (7.3.2). If p = 2, then, since
(2
3
)
= 0,
one obtains
s = 4k + 6l. (7.3.4)
If p = 3, then one obtains the equation
3l + 3s+ w = j + 18k + 27l,
which is equivalent to
w = j + 6k + 6l. (7.3.5)
The (3, 2) entries in (7.3.2) give no new information, since the equation
obtained from them is
w = r + s
for each prime p. It is clear from (7.3.3), (7.3.4), and (7.3.5) that this is
true. Conversely, it is straightforward to check that (7.3.3), (7.3.4), and
(7.3.5) imply that ABp and BpA have the same (3, 1) and (3, 2) entries for
all primes p.
This proves thatH0λ(R) is the subalgebra ofM(4,Z) consisting of matrices
of the form (7.1.1). It is now also easy to see that, as an additive group,
H0λ(R) is free of rank 4 over Z, since a, j, k, and l are arbitrary and the
other three entries are linear combinations in j, k, and l.
To show that H0λ(R) is a commutative algebra, let g
′ be another element
in it of the form (7.1.1) with a′, j′, k′, and l′ in place of a, j, k, and l,
respectively. It is clearly enough to show that the (i, j) entries in gg′ and
g′g coincide for (i, j) = (3, 2), (4, 2), and (4, 3). Denote the (i, j) entry in a
matrix A by Aij . A little bit of matrix computation then shows that (gg
′)ij
is
• kj′ + k′j + 2kk′ if (i, j) = (3, 2),
• lj′ + l′j + 4kk′ + 6(k′l + l′k + ll′) if (i, j) = (4, 2), and
• (4k+6l)(j′+2k′)+ (4k′+6l′)(j+2k)+ (4k+6l)(4k′+6l′) if (i, j) =
(4, 3).
Since each of these entries remains the same if j (respectively k, l) and j′
(respectively, k′ and l′) are interchanged, it follows that gg′ is equal to g′g,
as desired.
This finishes the proof of Theorem 7.1. 
Proof of Theorem 7.2. Let R be S(h, d2). This proof is quite similar to the
proof of Theorem 7.1.
The Adams operation ψp in R is given by
ψp(x) = p2x+ h
p2(p2 − 1)
12
x2 + dpx
3
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and ψp is a ring map on R. Therefore, the matrix of ψp has 0’s in its first row
and first column, except for the entry 1 in the (1, 1) spot, and its lower-right
3-by-3 submatrix is
Bp =

 p2 0 0hp2(p2 − 1)/12 p4 0
dp hp
4(p2 − 1)/6 p6

 .
Let g ∈ End(R) be a 0-cochain whose matrix is as in (7.3.1), and let A
denote its lower-right 3-by-3 submatrix. Then g commutes with ψp if and
only if A commutes with Bp. As in (7.3.2), this means that
p2j + hp2(p2 − 1)n/12 + dpu p4n+ hp4(p2 − 1)u/6 p6up2k + hp2(p2 − 1)r/12 + dpv p4r + hp4(p2 − 1)v/6 p6v
p2l + hp2(p2 − 1)s/12 + dpw p
4s+ hp4(p2 − 1)w/6 p6w

 =

 p
2j p2n p2u
hp2(p2 − 1)j/12 + p4k hp2(p2 − 1)n/12 + p4r hp2(p2 − 1)u/12 + p4v
dpj +
hp4(p2−1)k
6 + p
6l dpn+
hp4(p2−1)r
6 + p
6s dpu+
hp4(p2−1)v
6 + p
6w


(7.3.6)
Again, for any prime p, the (1, 3) entries tell us that u = 0. Applying
this to the (1, 2) and the (2, 3) entries, one obtains n = v = 0, i.e. g is
lower-triangular. The diagonal entries in (7.3.6) give no new information
about the entries in g.
The (2, 1) entries in (7.3.6) yield, for any prime p, the equation
h(r − j) = 12k.
If h = 1, this means that
r = j + 12k,
as stated in the Theorem. If h = 5, then 5 must divide k and
r = j +
12k
5
,
as desired.
Setting p = 2, the (3, 1) and (3, 2) entries in (7.3.6) yield the simultaneous
equations
hs+ d2w = d2j + 8hk + 60l
6s − hw = −hj − 12k
(7.3.7)
in s and w. It is an elementary exercise to see that this system of linear
equations gives rise to the required conditions, (7.2.2) and (7.2.3), for s
and w in the statement of Theorem 7.2. Furthermore, using (7.0.7), which
expresses each dp in terms of d2 and h, a slightly tedious but easy calculation
shows that (7.2.2) and (7.2.3) make the (3, 1) (respectively (3, 2)) entries in
ABp and BpA coincide for any prime p. This proves that H
0
λ(R) consists
of exactly the matrices (7.2.1) satisfying (7.2.2) or (7.2.3), depending on
whether h is 1 or 5.
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To see that H0λ(R) is a commutative algebra, note that
r = j + a1k
s = a2k + a3l
w = j + a4k + a5l
for some rational numbers a1, . . . , a5. Therefore, the proof for the commu-
tativity of H0λ(K(CP
3)) can be used virtually verbatim here as well.
To see that H0λ(R) is free of rank 4, first consider the case h = 1. We will
use the notations in (7.2.2). Since r (respective w) are linear combinations
in j and k (respectively s, j, and k), it suffices to show that
{(k, l, s) ∈ Z×3 : (6d2 + 1)s = (8− 12d2)k + 60l} (7.3.8)
is free of rank 2. Define α by
α = gcd(8− 12d2, 60, 6d2 + 1).
Then there is a surjective Z-linear map
ϕ : Z×3 → αZ ∼= Z,
where
ϕ((k, l, s)) = (8− 12d2)k + 60l − (6d2 + 1)s.
The kernel of ϕ is exactly the group in (7.3.8), which shows that it has rank
2, as desired.
Now consider the case h = 5. Let H be the subgroup of
K = Z× (5Z)× Z×3 ∼= Z×5
consisting of elements (j, k, l, s, w) ∈ K for which the last two equations in
(7.2.3) hold. As in the case h = 1, it suffices to show that H is free of rank
3. Define β and γ by
β = gcd(5(200 − 12d2), 300, 6d2 + 25)
γ = gcd(5(300), 360, 6d2 + 25).
Then there is a surjective Z-linear map
φ : K → βZ× γZ ∼= Z×2,
where
φ((j, k, l, s, w)) =
(
(200 − 12d2)k + 300l − (6d2 + 25)s,
(6d2 + 25)(j − w) + 300k + 360l
)
.
The kernel of φ is exactly H, which shows that H is free of rank 3, as desired.
This finishes the proof of Theorem 7.2. 
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