KSG mutual information estimator, which is based on the distances of each sample to its k-th nearest neighbor, is widely used to estimate mutual information between two continuous random variables. Existing work has analyzed the convergence speed of this estimator for random variables with bounded support. In practice, however, KSG estimator also performs well for a much broader class of distributions, including not only those with bounded support but also those with long tail distributions. In this paper, we analyze the convergence speed of the error of KSG estimator for smooth distributions, whose support can be both bounded and unbounded. As KSG mutual information estimator can be viewed as an adaptive combination of KL entropy estimators, in our analysis, we also provide convergence analysis of KL entropy estimator for a broad class of distributions.
I. INTRODUCTION
Information theoretic quantities, such as Shannon entropy and mutual information, has a broad range of applications in statistics and machine learning [1] - [3] . Correspondingly, the problem of nonparametric estimation of entropy and mutual information using finite number of samples taken from the underlying distribution has attracted significant research interests.
Depending on whether the underlying distribution is discrete or continuous, the estimation methods are different. In the discrete setting, there exist efficient methods that attain rate optimal estimation of functionals including entropy and mutual information [4] - [6] . For continuous distributions, many interesting methods have been proposed. Roughly speaking, these methods can be categorized into three different types. The first type of methods seek to convert the continuous distribution to a discrete one using bin method [7] . The second type of methods try to learn the underlying distribution first and then calculate the entropy or mutual information functionals [8] - [10] . The third type of methods can directly estimate the entropy and mutual information based on k-th nearest neighbor (k-NN) distances. Two
The work of P. Zhao and L. Lai was supported by National Science Foundation under grants CCF-1717943 and ECCS-1711468. typical examples are Kozachenko-Leonenko (KL) differential entropy estimator [11] , and Kraskov, Alexander and Stögbauer (KSG) mutual information estimator [12] . KSG estimator can be viewed as an adaptive recombination of KL estimators. Comparing with other types of methods, KL entropy estimator and KSG mutual information estimator are computationally fast and do not require too much parameter tuning. In addition, numerical experiments show that these k-NN methods can achieve the best empirical performance for a large variety of distributions [13] - [15] . As a result, KL and KSG estimators are widely used to estimate entropy and mutual information for continuous random variables.
Despite their widespread use, the theoretical properties of these estimators still need further exploration. The theoretical convergence rates of KL and KSG estimators were only established under some restrictive assumptions. For KL entropy estimator, most of the previous works focus on distributions that either have bounded support, or satisfy some strict tail assumptions [14] , [16] , [17] . For KSG mutual information estimator, significant progress in understanding its properties was made in [14] . In particular, [14] shows that this estimator is consistent under some mild assumptions (Assumption 2 in [14] ). Furthermore, [14] provides an upper bound of convergence rate of bias and variance under some more restrictive assumptions (Assumption 3 in [14] ). Although not stated explicitly in [14] , one can show that, for a probability density function (pdf) that satisfies Assumption 3 of [14] , its support set must be bounded and its joint, marginal and conditional pdfs are all bounded both from above and away from zero in their supports. However, in practice, KL and KSG estimators show satisfactory performance for a much broader class of distributions, including those whose density functions approach zero, and those with unbounded support. Therefore, further theoretical analysis is needed to explain the performance of these estimators in these new scenarios.
In this paper, we first analyze the KL entropy estimator. The convergence rate of KL estimator with k = 1 was analyzed in [18] , which was restricted to one dimensional random variables with unbounded support. Our result improves [18] in the following aspects: 1) By choosing a different truncation parameter, we are able to derive a better convergence rate of bias; 2) We weaken the assumptions. Our analysis holds for both bounded and unbounded distributions, and holds for arbitrary k and dimensionality.
Building on the analysis of KL estimator, we then analyze the KSG mutual information estimator. Our analysis focuses on smooth distributions that satisfy a weak tail assumption. Our results hold mainly for two types of distributions: the first type is unbounded distribution, and the second type is bounded distribution whose density functions approach zero. To the best of our knowledge, this is the first attempt to analyze the convergence rate of KSG estimator for these two types of distributions. Our technique is significantly different from [14] . In [14] , the distribution has a nonsmooth boundary, which is the main cause of the bias. On the contrary, in our analysis, by requiring that the density is smooth, we avoid the boundary effect. However, we allow the density to be arbitrarily close to zero in its support. As a result, the tail region becomes a significant cause of bias.
The remainder of the paper is organized as follows. In Section II, we give the precise statement of problem, and our main results. In Section III, we give a sketch of proof. Numerical examples and concluding remarks are shown in IV and V, respectively.
II. PROBLEM STATEMENT AND MAIN RESULTS
As KSG mutual information estimator depends on KL entropy estimator, in this section, we first derive convergence results for KL estimator and then present our results for the KSG estimator.
A. KL estimator and its convergence rate
Consider a continuous random variable X ∈ R dx with unknown pdf f (x). The differential entropy of X is
Given N i.i.d samples {x i }, i = 1, . . . , N drawn from this pdf, the goal of KL estimator is to give a nonparametric estimation of h(X). The expression of KL estimator is:
Here ψ is the digamma function defined as
x − x , in which · can be any norm. L 2 and L ∞ are commonly used. c dx is the volume of corresponding unit norm ball.
The original KL estimator may not be robust, i.e. some small outliers in the distribution can change the result significantly. It would be better to use a truncated estimator [14] , [18] :
in which ρ(i) = min{ (i), a N } with a N being a truncation radius that depends on the sample size N . In [18] , a N is chosen to be 1/ √ N . In this paper, in order to achieve a better convergence rate, we propose to use a slightly different truncation threshold:
in which A is a constant and
With this choice of truncation threshold, the following theorem gives an upper bound on the bias and variance of the truncated KL entropy estimator defined in (3):
Then for sufficiently large N , the bias of truncated KL estimator is bounded by:
The assumptions in Theorem 1 are similar but less strict than the assumptions (A0)-(A2) in [18] . In particular, (A0) of [18] requires that f (x)| log f (x)|dx < ∞, and (A1) of [18] requires that the pdf is strictly positive everywhere. We remove these assumptions, while keeping other assumptions of [18] the same. [18] gave a bound O(N − 1 2 ) on the bias of truncated KL estimator for the case of d x = 1 and k = 1. Under these less strict assumptions in Theorem 1, we improve the convergence rate of bias to O N − 2 3 log N for the case of d x = 1, and further derive a bound for general fixed k and d x ≥ 2 .
The next theorem gives the upper bound of variance of h(X):
Theorem 2. Assume the following conditions: (c) The pdf is Lipschitz everywhere, i.e., there exists a finite constant L such that |f (
Under assumptions (c) and (d), if 0 < β < 1/d x , then the variance of truncated KL estimator is bounded by:
Our assumption (c) and (d) are also weaker than the corresponding assumptions (A0), (B1) and (B2) in [18] . In particular, assumption (B2) in [18] required that there exists
for j = 1, 2, 3, while we only require that assumption (d) holds. Note that the assumption (d) can not be further weakened, because according to [19] , O (Var[log f ]/N ) is the smallest possible variance in local asymptotic minimax sense. However, the assumption (c) can be further weakened to α-Hölder continuous, in which 0 < α < 1. In this case we can still prove the O(N −1 ) convergence of variance using similar method.
B. KSG estimator and its convergence rate
Now consider two continuous random variables X ∈ R dx and Y ∈ R dy with unknown pdf f (x, y). The mutual information between X and Y is
Define the joint variable as Z = (X, Y) ∈ R dz with d z = d x + d y , and define the metric in the R dz space as
The KSG estimator proposed in [12] can be expressed aŝ
with
in which (i) is the distance from z(i) = (x(i), y(i)) to its k-th nearest neighbor using the distance metric defined in (9) . We give the convergence rate of bias and variance of KSG estimator. Here we make the following assumptions: It was proved in [14] that under its assumption 2, KSG estimator is consistent, but the convergence rate was unknown. Note that the distributions that satisfy the assumption 2 in [14] may have arbitrarily low convergence rate, especially for heavy tail distributions. Our assumptions are stronger than assumption 2 of [14] , in which (a)-(c) were not required. In [14] , the convergence rate was derived under its assumption 3, which also strengthens its assumption 2. The main difference between its assumption 3 and our assumptions is that [14] requires f (x, y) exp(−bf (x, y))dxdy ≤ C c e −C0b , under which we can show that the joint pdf is bounded away from 0 and the distribution must have bounded support. On the contrary, we only require this integration to decay inversely with b. This new assumption allows distributions whose joint pdf can approach 0 as close as possible, thus our analysis holds for distributions with both bounded and unbounded support. Another difference is that we strengthen the Hessian from bounded almost everywhere to everywhere, to ensure that the density is smooth and thus avoid boundary effect. To deal with these assumption differences, our derivation is significantly different from those of [14] .
The following theorem gives the upper bound of convergence rate under these assumptions: Theorem 4. Under the assumption 3, for fixed k > 1 and sufficiently large N , the bias of KSG estimator is bounded by
Theorem 5. The variance of KSG estimator is bounded by
The rate of convergence of mean square error of KSG estimator approximately attains parametric rate for d x = d y = 1. Similar result was also derived in [14] , which holds for the distribution with bounded support and the density is both upper bounded and bounded away from zero, while we only require that the distribution is smooth, so that our result holds for distributions with both bounded and unbounded support.
III. PROOF SKETCH
In this section we provide a sketch of proof of the convergence rate of truncated KL entropy estimator and KSG mutual information estimator.
A. Proof Sketch of KL entropy estimator
For truncated KL entropy estimator (3), we begin with defining P (B(x(i), k )) as the probability that another i.i.d sample falls in the ball that centers at the location of x(i) and has radius k , in which k is the distance of x(i) to its k-th nearest neighbor:
Then for any sample x(i), we have the following equality:
in which d = means equal in distribution, and U (k) is the k-th order statistic of the uniform distribution [20] . Using (16) , we have
for any i. This enables us to express the expectation of KL estimator in the following way: (18) in which we use the fact that (i) are ρ(i) are both identically distributed for all i, and therefore, notation i and k are omitted for convenience. Using the definition h(X) = −E[log f (X)] and (18), the bias of KL estimator can be expressed as
The first term in (19) describes the bias caused by the local non-uniformity of distribution, because P (B(x, ρ))/(c dx ρ dx ) is the average pdf of the ball B(x, ρ), while f (x) is actually the pdf at the center of this ball.
Recall that ρ = min{ , a N } ≤ a N = AN −β , hence when N is large, ρ will converge to 0. Therefore, with the smoothness assumption (a) in Theorem 1, the average pdf of the ball B(x, ρ) will converge to f (x). The second term is the additional bias caused by truncation. If we select the truncation threshold a N to be large enough, then ρ ≤ a N happens with high probability, and this term will also be close to 0.
For the convergence rate of variance, we follows the derivation in [16] , which proved O(1/N ) convergence of variance of KL estimator with k = 1 for one dimensional distribution with bounded support. We generalize the result to an arbitrary k and d x , and the support set can be both bounded and unbounded, as long as the distribution satisfies assumptions (c) and (d) in Theorem 2.
B. Proof sketch for KSG mutual information estimator
Now we analyze the convergence of KSG mutual information estimator (10) . To analyze the KSG estimator, we still define a N using (4), in the same way as KL estimator. However, here we do not truncate the k-NN radius with a N . It is defined only for the convenience of analysis.
KSG estimator can be expressed aŝ
in which T (i) = ψ(N ) + ψ(k) − ψ(n x (i) + 1) − ψ(n y (i) + 1). Similar to KL estimator, T (i) here are also identically distributed for all i, so we can omit i from now on for the convenience of analysis. Note that KSG estimator can be viewed as an adaptive recombination of three KL estimators: 
are original KL estimator of joint entropy h(X, Y), and adaptive KL estimators of marginal entropy h(X) and h(Y), respectively. Then the bound of bias of KSG estimator can be decomposed as following:
As long as we select the threshold a N to be large enough, so that ≤ a N with high probability, we can make the first term converge to zero. The second term can be further decomposed as:
in which B z , B x and B y denote the biases of joint entropy estimation and two marginal entropy estimation respectively:
The bound of (27) is just the bound of truncated KL entropy estimator for joint variable Z, for which we can use (6) to give such a bound. Bounding (28) and (29) are much harder, because rather than being KL estimator with fixed k, (23) and (24) need to be viewed as an adaptive KL entropy estimator. Here we only need to bound B x , and then B y can be bounded similarly. Note that the bias of marginal entropy estimator is
We call E[T x |X] + log f (X) the local bias, and B x is actually the weighted average of local bias. The pointwise convergence rate of local bias is O(ρ 2 ) ≈ O(N − 2 d ). However, the overall convergence rate is slower than the pointwise convergence rate. In the setting discussed in [14] , the boundary bias is dominant, while in our case, tail bias is dominant. Our method is to divide the whole support set into two regions based on the pdf f (x), into a 'central region' and 'tail region', and bound the bias in these two regions separately.
IV. NUMERICAL EXAMPLES
In this section we provide numerical experiments to validate our analysis.
For the first three examples of KL entropy estimator, we use standard Gaussian distribution with d x = 1, 2, 3, i.e. X ∼ N (0, I dx ), in which I dx is the d x dimensional identity matrix. For the fourth example, we use the following one dimensional smooth distribution with bounded support:
It can be shown that (30) satisfies assumption (a) and (b) in Theorem 1. We use k = 3 for all four experiments. The logarithm of the mean square error (MSE) is plotted against the log-sample size log(N ). The result is shown in Figure  1 , in which each data point is averaged over 500 trials. We observe that log(MSE) is linear in log N . The empirical convergence rate can be estimated by calculating the negative slope of each curve in Figure 1 , and the theoretical convergence rate is determined by the slower one of the convergence of the square of bias and the variance, which are bounded by Theorem 1 and Theorem 2 respectively. For convenience, we omit the log N factor. The result is shown in Table I .
The result above shows that the convergence rate is nearly parametric for Gaussian distribution with d x ≤ 2, as well as the distribution in (30). For Gaussian distribution with d x = 3, the convergence is slightly slower than parametric convergence rate, because the convergence of bias becomes slower in high dimension. For d x = 3, the bias converges slower than the variance. However, the convergence rate is faster than the theoretical rate (0.67), which suggests that the upper bound of bias can still be improved in high dimension.
For KSG mutual information estimator, we conduct numerical simulation for three cases. In case 1, we set d x = d y = 1, and (X, Y ) ∼ N (0, K 1 ); In case 2, we set d x = 2, d y = 1, and (X, Y ) ∼ N (0, K 2 ); In case 3, we set d x = d y = 2, and (X, Y) ∼ N (0, K 3 ). The diagonal elements in K 1 , K 2 and K 3 are all 1, and the off-diagonal elements are all ρ = 0.6. Similar to the experiments on KL entropy estimator, we use k = 3 for all three cases, and plot log(MSE) against log(N ) in Figure 2 .
The result of convergence rate is shown in Table II . The table shows that in all of the three cases, the KSG mutual information estimator has good convergence rate. For d x = d y = 1, the convergence rate agrees with our theoretical prediction. The numerical result in higher dimension suggests that it is possible to further improve the 
V. CONCLUSION
In this paper we have analyzed the convergence rate of bias and variance of KL entropy estimator and KSG mutual information estimator for smooth distributions. For KL estimator, we have improved the convergence rate of bias in [18] , and have extended the analysis to distributions to any fixed k and arbitrary dimensions. For KSG estimator, we have derived an upper bound of convergence rate of bias for two types of distributions that were not analyzed before: distributions with unbounded support, i.e. with long tails, and distributions with bounded support but the density can approach zero. We have also used numerical examples to show that the practical performance of KL and KSG estimators generally satisfy our analysis, although we can probably improve the convergence rate further in high dimensions.
