We describe a kinetic method for the determination of alkaline phosphatase (ALP) isoenzymes, based on fluorescence detection of 4-methylumbelliferone. Several different buffer-inhibitor combinations and substrate concentrations were evaluated. Best results were obtained for inhibition with 2.9 mol/L urea in amino-2-methyl-1-propanol buffer. With this combination, normal concentrations of bone-and liver-type ALP could be determined from kinetic data during an 8-mm measurement period. We computed initial velocities from parameters for firstorder fits during 1.2 half-lives of the response for liver-type ALP. A linear least-squares fit of initial velocities (y) determined in this way vs results obtained with a comparison procedure (x) gave good correlations. We also estimated total signal changes, S, from first-order fits during four half-lives. lsoenzyme content correlated well with parameters computed from the first-order fits. Values for standard errors of the estimates represent 5% and 3% of median responses for actMties and isoenzyme content, respectively. When compared with an absorbance-based method described previously, this method had threefold shorter measurement times, but imprecisionswere 1.6-to 1.8-fold larger.
determinations of total ALP activity by using 4-methylumbelliferyl phosphate (MUP) as substrate and detection of the fluorescence of the reaction product (3). Accordingly, we chose to evaluate this substrate for the simultaneous kinetic determination of selected isoenzymes of ALP. This paper reports the results of that study.
MaterIals and Methods

Reagents
All solutions were prepared with water that was first passed through a mixed bed of cation and anion ion exchangers and then distilled. Concentrations are given as the final concentrations in the reaction cell, and enzyme activities are reported as international units (U) obtained by the method of Bowers 
MO), 2-amino-2-methyl-1-propanol (AMP; Sigma, St. Louis, MO), 2-(ethylamino)ethanol (EAE;
Aldrich, Milwaukee, WI), and diethanolamine (DEA; Fluka Chemie AG, CH-9470 Buchs, Switzerland) were prepared at pH values and concentrations as listed in Table 1 . Adjustments to pH, when necessary, were made with aqueous sodium hydroxide. Sodium chloride and magnesium chloride hexahydrate (Mallinckrodt) were added before dilution.
Final concentrations of these salts are also listed in Table 1 .
4-Methylumbelliferyl
phosphate: MUP, free acid (Calbiochem Corp., La Jolla, CA), was stored at -15 #{176}C in a light-proof desiccator. We prepared stock solutions by dilution of a known mass of MUP with each of the buffer-salt solutions described above. These were stored at 4#{176}C in a light-proof container and used for a maximum of four days after being prepared.
4-Methylumbelliferone (MU):
We prepared MU standards by adding placental-type ALP (200 U/L) to a low concentration of MUP (4.8 or 0.96 smoI/L) in buffer-salt solution and allowing the mixture to stand at room temperature until all MUP was converted to MU. This required 4-24 h for serum dilutions in the range of 25-to 100-fold. We considered the reaction to be complete when no further increase in fluorescence was observed with excitation and emission wavelengths of 364 and 449 nm, respectively.
Inhibitor solutions:
We prepared stock solutions of urea (Fisher Scientific Co., Fair Lawn, NJ) by placing a known mass into a volumetric flask and diluting to volume with the buffer-salt and MUP solutions. These We have previously described sources for isoenzymes and methods for preparation of mixtures (2) .
Instrumentation and Software
We measured fluorescence with a spectrofluorometer (Model LS-5; Perkin-Ehner Corp., Instrument Division, Norwalk, CT) equipped with a thermostated cell holder. The equilibrium temperatures of solutions in the reaction cell were controlled to within 0.1 #{176}C by circulation of water from a temperature-controlled container. We recorded fluorescence data with a supermicrocomputer (Model 5500; Masscomp, Westford, MA) via a customized computer program and an RS-232 connection.
Absorbances used for comparison studies were measured and processed as described previously (2) . Data order model to data during the early part of the response to determine the initial velocity, and then fitting a first-order model to data over a wider range to predict the signal that wouldbemeasured if the process were monitored to steady-state.
Procedures
Spectral data: We measured fluorescence excitation and emission spectra for solutions containing MU and MUP. All spectra were obtained at a scan rate of 60 nm/mm with excitation and emission slit widths of 3 nm each and temperature controlled at 37.0 #{176}C, unless specified otherwise.
Kinetic data: We made kinetic measurements by placing a substrate-buffer-inhibitor solution in a 1.0-cm quartz fluorescence cell and allowing the solution to reach the temperature of the cell holder, which required about 2 mm. An appropriate amount of serum was added and data collection was initiated so that data collection was synchronized with the addition of sera. The solution was then stirred or rapidly inverted for about 3 s, and kinetic data obtained after the first 30 s were considered reliable. We obtained measurements at 1-s intervals for 500 s at 37.0 #{176}C with excitation and emission slit widths of 3 and 20 nm, respectively, unless stated otherwise.
Results and Discussion Optimizationof ReactionConditions
We selected experimental conditions for temperature, emission and excitation wavelengths, and reagent concentrations by several different methods. In most cases, temperature, magnesium chloride, and sodium chloride concentrations were 37#{176}C, 0.97 mmol/L, and 0.17 mol/L, respectively. These values are similar to those reported for the absorbance method (2). We determined the type and concentration of buffer to be used experimentally and studied four different buffers, three of which were phosphoryl-accepting amino alcohols. Reasonable values for emission and excitation wavelengths, MUP concentration, and urea concentration were also determined experimentally.
Spectral characteristics: We measured excitation and emission spectra for both MUP and MU in each of the four different buffer systems to determine values for the excitation and emission wavelengths that gave the best detection limits.
The spectral characteristics of MU and MUP were similar for all buffer-inhibitor combinations. We measured background-corrected excitation and emission spectra for MLJP (0.96 mol/L) with a urea concentration of 1.4 mol/L and a 25-fold dilution of heat-inactivated serum included in the solution. Excitation and emission wavelengths were fixed at 315 and 380 nm for emission and excitation scans, respectively. Peak maxima were 321-323 and 382-392 nm for excitation and emission, respectively, which were near the reported values of 315 and 380 nm for MUP in bicarbonate buffer (3). The excitation and emission spectra for 0.96 mol/L MU were obtained under the same conditions, but with excitation and emission wavelengths fixed at 360 and 440 nm for the emission and excitation scans, respectively. For all buffer systems except for AMP, peak maxima were observed at 364 and 449 nm for excitation and emission, respectively. For AMP buffer, the excitation and emission maxima occurred at 360 and 450 nm, respectively. These values were near those reported (360 and 440 urn) for MUP in bicarbonate buffer (3).
We observed high amounts of background fluorescence under these conditions. Emission scans of MUP in DEA and AMP buffers showed that the large background was primarily due to MU and not to the buffers or serum. The background signals correspondedto MU concentrations of 0.3% and 0.2% of the total concentration of MUP in the DEA and AMP buffers, respectively.
Conditions chosen for excitation and emission were wavelengths of 364 and 449 nm, respectively, with excitation and emission slit widths of 3 and 20 urn, respectively. The apparent uncorrected fluorescence constant was 2.5 x 1010 fluorescence units L . mol' iin each of the amino-alcohol buffers. Slit widths: Because background signal decreased with decreasing excitation slit width, we chose an excitation slit width of 3 nm. Regarding emission slit width, an increase from 3 to 20 nm produced 45-to 65-fold increases in sensitivity, a 4-to 14-fold increase in noise, and a 45-to 55-fold increase in background signal. Because the noise and background signals increased less than the sensitivity, we chose the 20-nm slit width for the emission signal. We estimate that the increased noise and background signal resulting from this choice reduced the useful range at the low concentration end by 20% to 25% relative to a 3-nm slit width.
Methylumbelliferyl phosphate concentration:
We expected the best choicefor the MUP substrate concentration to be a compromise between low concentrations, to reduce background fluorescence due to MU impurities, and high concentrations, to avoid substrate depletion. We evaluated the effects of MUP concentration by measuring the rate of increase in MU concentration for three EAE buffer solutions containing placental-type ALP (217 UIL), 10 milL, and 98.9, 29.6, or 4.90 unol/L MUP. This dilution and activity of placental-type ALP gave a final concentration corresponding to that of a high-normal serum. Slit widths were 15 and 20 nm for excitation and emission, respectively. The results indicted that the maximum concentration of MU that could be measured was 0.77 jmol/L, which results from the upper limit of the analog-to-digital converter on the spectrofluorometer. The background fluorescence increased linearly with MUP concentration; background signals for 4.90 and 98.9 .imol/L MUP solutions correspond to 0.018 and 0.11 cmol/L MU content, respectively. Enzyme activity, determined from the slopes of the response curves, increased linearly with substrate concentration. This was expected because the highest MUP concentration was much less than the concentration required to saturate the enzyme. The increase in rate corresponded to about 40 pmol L' s' for each 1 zmoI/L increase in MIJP concentration. Comparison of the initiaj slope of the response and the slope late in the reaction indicates that the 4.9 anol/L MUP concentration was partially depleted by conversion to MU. There is no indication of substrate depletion for the higher substrate concentrations.
We selected the best MUP concentration as 95 mol/L because of the high enzyme activity for this concentration. Also, this concentration is well in excess of the amount that will react before enzymes are completely inhibited at normal enzyme concentrations. This reduces the possibility of non-zero-order behavior due to substrate depletion, even by abnormally high ALP concentrations. One disadvantage, however, is the relatively high background fluorescence (14% of the highest measurable signal), which reduces the range of MU concentrations that can be quantified.
Types and concentrations of buffers and inhibitors:
The primary object of this part of the study was to select a set of reaction conditions that would resolve the kinetic responses for the bone and liver isoenzymes, although some data are included for the placental-type isoenzyme. Buffer concentration and pH were based on values reported earlier for maximum ALP activity (6) .
Some typical fluorescence and absorbance response curves are shown in Figure 1 , and numerical data for various conditions are summarized in Table 2 . The response curves illustrate qualitative differences but are not particularly helpful in identifring the best conditions for resolving mixtures. The numerical data in Table 2 , especially the ratios of inhibition rate constants (k1,/k1),are more helpful. Unfortunately, the ratios for all conditions examined are close to unity, ranging from 0.92 to 2.3. Although we expected that the larger ratio of rate constants would provide the best resolution, we examined mixtures by using several sets of conditions and selected best conditions on the basis of correlations between experimental and expected results.
As shown earlier (1), the ratio of total signal change to initial velocity (SJV0) is proportional to enzyme activity. To test the different reaction conditions, we used two curve-fitting procedures to process the data. In one, a model for simultaneous first-order reactions was fit to signal vs time data (Figure 1 ) during the first 250 s for the amino buffers and during 1800 s for bicarbonate buffer, to predict the total signal change. Initial rate was determined by a linear least-squares fit to data near zero time for each response. In the second approach, we fit a first-order model to data during the first part of the reaction (lOOs for DEA and AMP and 200s for EAE) to evaluate the initial rate and then fit the same model to data over wider ranges (500s for EAE and AMP and 200 s for DEA) to predict the total signal change.
For the first approach, only the bicarbonate buffer with 2.16 mol/L urea gave reasonable correlation for linear least-squares fits of tS/V0 vs enzyme activity. For this system, the correlation of determination, r2, was 0.96 and the standard error of the estimate (SEE) was 6.2% of the median value. All results with the amino buffers gave very poor correlations (r2 <0.02) for the first fitting method, probably because the simultaneous first-order model is not suitable. Although the second fitting procedure gave improved results for all the amino buffers, results for EAE and DEA were still unsatisfactory, with r2 values for linear fits of tS/V0 vs 15000 13000 uJ C-) Because the AMP buffer system gave results similar to the bicarbonate buffer in a much shorter time (500 vs 1800 a), we chose this system for further studies. The final reaction conditions chosen for subsequent studies were 0.62 molJL AMP, pH 10.24, 25 #{176}C; MUP, 96 tmoI1L; urea, 2.9 mmoIJL; and magnesium chloride, 1.0 mmol/L. Slit widths were 3 and 20 nm and wavelengths were 364 and 449 nm for excitation and emission, respectively.
Relative activities for the different conditions are included in Table 2 primarily for reference purposes. The numbers reported are relative to 10 U/L by the method of Bowers and McComb (4). All values are lower than those obtained with the reference procedure because suboptimum substrate concentration was used.
Resufts with Selected Conditions
The conditions described in the previous section were evaluated with single-and two-component mixtures of the samples assumed to contain only bone, liver, and placental ALP.
Single-component samples: Figure  2 depicts experimental responsecurves with first-order fits to data over five half-lives for samples containing boneand liver ALP. Responses for liver-type enzyme were fit very well by the first-order model but responsesfor the bone-type were not fit well by a single first-order model. The latter data were, however, fit quite well by a model for two simultaneous first-order processes, giving a 3.5-fold reduction in the SEE relative to that for a single first-order model. This strongly suggests that the bone-type sample likely contains more than one form of the enzyme.
The placental-type sample gave a linear response curve for these conditions. Two-component mixtures: To evaluate the method for mixtures, we prepared 11 samples in which the fraction of the bone-type sample varied from 0% to 100% while the fraction of liver-type sample varied from 100% to 0%, with step sizes of 10%. To quantify both initial velocities and total signal changes, we evaluated the simultaneous first-order and two-step, first-order models described above for different fitting ranges. The simultaneous first-order procedure was evaluated for two fitting ranges: 25-250 s and 25-500 s; the two-step procedure was evaluated for 13 ranges, with the starting point for both steps being 25s, the maximum range for the first step used to calculate initial velocity being 25-lOOs, and the maximum range for the second step used to evaluate signal change being 25-500 s.
For the simultaneous first-order model, average SEE values (reported as read-out units from the spectrofluorometer) were 10 and 11 for the 25-to 250-s and 25-to 500-s fitting ranges, respectively. The runs statistic (number of zero-crossings) of the residuals was 15% of the total number of points for both ranges. By comparison, the runs statistics for a linear fit to the background signal for the same time ranges were 7% and 14%. In summary, fits were quite good with few systematic trends in residuals. Both models appeared to fit the responses reasonably well.
Initial velocities evaluated for different fitting ranges with a first-order model were compared with activities obtained with the reference method (4). Figure 3A shows the effect of fitting range on the correlation coefficient (r2) and SEE for linear least-squares fits of initial velocity (first-order) vs activity (4). The fitting range that gives the largest correlation coefficient and the smallest value SEE is 25-125 s. For this fitting range, the linear least-squares results for initial velocity, y, vs total activity, x, is y = 0.0782x + 0.2 UIL with SEE = 0.27 U/L and r2 = 0.983. The SEE corresponds to about 5% of the median value of 5.3 U/L; the intercept corresponds to about 3.8% of the median value.
Analogous results for the simultaneous first-order model with a fitting range of 25-250 s gave slightly worse values of r2 (0.967) and SEE (0.39); results for the wider fitting range (25-500s) were degraded still further (r2 = 0.95, SEE = 0.46). These results, combined with the earlier observation that single-component calibration plots were better for the two-step model than for the simultaneous model, led us to focus on the former for the remainder of the study.
We then evaluated effects of fitting ranges for the two-step model on linear least-squares statistics for plots of the ratios of signal change to initial velocity (S/V0) vs percentages of each of the isoenzyme samples in the mixtures (Figure 4) . Effects of data range for the first step in which initial velocity is determined are shown in Figure 3B . Best results (largest r and smallest SEE) are for a fitting range of 25-150 s for the first step. For subsequent studies, we determined initial velocity from a first-order fit of data from 25 to 150 sand total signal change from a first-order fit to data over the range from 25 to 500 s. The SEE is about 28% of the median value. This is somewhat smaller than the estimated uncertainty (4%) of enzyme fraction in each sample or the imprecision (4.6%) of replicate determinations of a single enzyme activity by the same procedure and is about the same as the imprecision (2.5%) obtained for replicate determinations by the reference method (4).
Sample-to-sample variations: To evaluate effects of sample-to-sample variations, we compared results for eight different liver-type samples and six replicates of a liver-type sample. We evaluated both pseudo-first-order rate constants obtained by the fitting process and values of the ratio of oS/V0.
For the six replicates of a single liver-type sample, the average value of the rate constant (_1) was 5.3 x iO with a relative standard deviation of 4.8%; for the eight different sera, the average value of rate constant (_1) was 51 x iO with a relative standard deviation of 88%. For these same two sample sets, average values and relative standard deviations for SJV0 were 181 with 10% and 197 with 12%, respectively. Although rate constants are determined with higher precision (twofold) for replicates of one sample than for different samples, ratios of S,,/V0 are determined with about the same precision (12%) for both sample types. On the basis of this limited number of samples, we conclude that results obtained by this method should not be expected to be reliable to better than about 12%.
Effects of data density: Results reported to this point involved data densities of one point per second. We evaluated effects of reduced data densities that might be more consistent with capabilities of more conventional clinical instrumentation by using the same data sets and extracting points at different intervals for processing by the two-step method.
Results summarized in Table 3 are linear leastsquares statistics for plots such as Figure 4 for different data densities. The first row represents the full data set for comparison purposes. In the fixed-interval mode, the spacing between data points was the same throughout the full 25-to 500-s range; for the variable-interval mode, the spacing between points was less during the first parts of the responses where signal changed more rapidly than in later stages where signal changed more slowly (see Figure 1) . There is very little difference between results when the 475 points or 20 points with variable data density are processed. There are substantial differences for the 20-point, fixed-interval, and eight-point options. We conclude that 20 data points are sufficient if data rates are higher in the early part of the processes where signals change most rapidly.
Comparison with Absorbance-Based Method
We compared results obtained with this fluorescencebased method with results obtained by an absorbancebased method (2) . For this comparison, we used 11 mixtures of liver-and bone-type samples that contained activities between 23 and 92 U/L by the method of Bowers and McComb (4).
Kinetic behavior: Kinetic responses for the liver-type samples were fit reasonably well with a first-order model for both the absorption and fluorescence methods, with inhibition rate constants of 1.7 x 10 s' and 5.3 x iO s1, respectively. Although responses for the bone-type samples were not fit as well by the first-order model, we obtained estimates of rate constants that were 3.4 x i0 s-and 10.6 x i0 s for the absorption and fluorescence methods.
Responses for the bone-type samples were processed by two other models, namely, a model for two simultaneous first-order processes (5) and a variable-order model that can vary both reaction orders and rate constants to obtain the best fit (7) . Both models fit the data reasonably well. Best fits for the variable-order model gave average inhibition reaction orders of 2.8 for the absorption method and 1.5 for the fluorescence method. We emphasize that these are purely empirical values that give best fits to the data and have no fundamental significance. However, they do illustrate why the first-order model does not fit the data very well. This model was not studied further but the siniultaneous first-order model was evaluated for mixtures along with the two-step, first-order model described above.
Quantitative comparisons:
Results obtained with the simultaneous and two-step first-order models for the mixtures are summarized in Table 4 . The first two data sets give results for linear least-squares fits of total activities determined by the indicated methods, with total activities determined by the method of Bowers and McComb (4). Slopes and intercepts are not expected to be unity and zero because very different conditions were used; the relevant comparisons are of other parameters such as standard deviations, standard errors, and correlation coefficients. To facilitate these comparisons, we have included relative standard deviations of slopes and the percentages of median values represented by the standard errors. In general, these parameters are slightly better for the absorbance method than for the fluorescence method. However, the measurement time is significantly shorter for the fluorescence method. The simultaneous and two-step methods yield results similar to those of the absorbance-based method.
The last two data sets in Table 4 compare linear least-squares results for the ratio S/V0 vs the percentage of bone-type sample. The simultaneous method applied to fluorescence data gives terrible results for a data range of 25-250 s; results are significantly better for a broader fitting range with fluorescence data and for both fitting ranges for absorbance data. The two-step method gives best results for both absorbance and fluorescence data, with statistical parameters being only slightly better for absorbance data than for fluorescence data. We used pooled standard deviations for initial velocities and for ratios of signal change to initial velocities to compare the reproducibilities of the two methods. For the absorption method, the relative standard deviations for V0 and LS/V0 were 19% and 2.4%, respectively; for the fluorescence method, the values were 4.9% and 3.9%, respectively. The better precision for the absorption method probably results from the substantially better signal-to-noise ratios for the absorbance vs time responses relative to those for fluorescence.
We also evaluated the effects of sample volume and dilution on the reproducibilities of rate constants and ratios of signal change to initial velocity for singlecomponent samples of the liver-type isoenzyme. Table 5 includes both sample-to-sample and within-sample variations. For the absorption method, within-sample variations are consistently smaller than sample-to-sample variations for both the rate constant and S/V0. For the fluorescence method, the same is true for the rate constant but sample-to-sample and within-sample variations are about the same for iS/V0. The imprecisions for both methods are about the same for the smaller sample volumes and are degraded relative to those obtained with the absorbance method for the larger sample volume.
Dynamic range: The useful activity ranges for the two methods are limited on the low end by the signal-tonoise ratio and on the high end by the upper limit of linearity of the measurement system. We defined the lower limit as the activity that produced a total signal change 100-fold larger than the standard deviation of the signal noise. This is the smallest signal-to-noise ratio that permits accurate prediction of tS/V0 ratios. The ranges (U/L) for the bone and liver types were 10-322 and 5-158, respectively, for the absorption method and 12-240 and 5-90, respectively, for the fluorescencemethod. The upper limits for the absorption method were determined experimentally (2); the upper limits for the fluorescence method were estimated from the relationship V0 = kS, by using experimentally determined values of k and setting S equal to the upper limit of the linear range of the fluorescence measurement system. The narrower ranges associated with the fluorescence method result primarily from the smaller signal-to-noise ratios and the background signal discussed earlier.
Measurement
and data-processing times: Because of the larger inhibition rate constants associated with the fluorescence method, the measurement times for this method are about threefold less than those for the absorption method (see Table 4 ). Best results for the absorption method were obtained with even longer times (up to 68 inin) but these may be impractical for clinical applications. Still longer times are required to check for the presence of a third isoenzyme (2).
We analyzed data-processing times by comparing the total numbers of iterations required to fit all responses for the options that gave the best results for each method. For the absorption method, the best option was the simultaneous first-order model, which required about 475 iterations (about 1.2 s per iteration) for four half-lives of data. For the fluorescence method, the best option was the two-step, first-order model, which required a total of 163 iterations for the two steps. The two-step model applied to absorbance data probably would require about the same number of iterations.
We conclude that the fluorescence method is a viable option for resolving the bone and liver isoenzymes in as little as 5 pL of humhn serum. For prepared samples, computed activities correlated well with expected values, and relative standard deviations were about 5% vs about 2.5% for the comparison method (4), which determines total activity. Sample-to-sample variations may impose uncertainties as great as 10-12%. Although 500 data points were collected for most samples, it is possible to obtain similar results with as few as 20 points per sample. The principal advantage of the fluorescence method relative to the absorption method is the threefold shorter measurement time. The fluorescence method is somewhat less reliable and has a narrower useful range than the absorption method.
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