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ABSTRACT 
We consider the only remaining unsolved case n = O(mod k) for the largest 
kth eigenvalue of trees with n vertices. We give complete solutions for the cases 
k = 2,3,4,5 and give some necessary conditions for extremal trees in general 
cases. 
1. INTRODUCTION 
Let G be a graph of order n. The eigenvalues of G are defined as those 
of its adjacency matrix A(G). Now A(G) is a symmetric (0, 1) matrix, so 
the eigenvalues of A(G) (and of G) are all real and can be ordered as 
X1(G) 2 X2(G) 2 ... L h(G). 
We call &(G) the kth eigenvalue of G. 
If T is a tree of order n, then T is bipartite, and its eigenvalues satisfy 
the relation Xi(T) = -&_,+l(T) (i = 1,2,. . . , n). So it suffices to study 
those eigenvalues &(T) for 1 I k 5 [n/2]. In this paper we always assume 
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that 1 5 k 5 [n/2]. 
There have been considerable attempts and some successes in finding 
the upper bounds for the eigenvalues of trees [l-4, 61. An interesting un- 
solved problem in the study of the spectra of trees is to find “the best 
possible upper bound” for kth eigenvalues of trees of order n. In other 
words, let 
7, = (7 1 T is a tree of order n}, 
and let 
&(n) = max{Xk(T) 1 T E I,} (1 I k 5 [n/2]). 
Then the above problem asks to determine the function x,(n) and (if pos- 
sible) find a tree T E T,., with Xk(T) = Xk(n). 
The case k = 1 was settled in 1957 [l], and it is now well known that 
Xl(T) 5 JnTi with equality if and only if T is the star Kr,,_i. But the 
cases when 2 I k 5 [n/2] are not completely solved yet. In 1986, Hong 
Yuan [3] showed that 
X,(n) = /[?I [if n E l(mod k)] 
We further improved Hong’s bound and obtained in [4] the following. 
THEOREM A [4]. 
This bound is best possible for all n f O(modk) and for k = 1, while for 
n E O(modk), k # 1, the strict inequality in (1.1) holds. 
So now the only remaining unsolved case for x,(n) is the case n E 
O(modk),2 5 k 2 [n/2]. For this case, we write n = kt(t 2 2) and let 
&,t = {T E & 1 &(T) = &(kt)}. (1.2) 
The trees in Tk,t are called the extremal trees. Our main results in this 
paper are the determination of the function &(kt) and the sets Tk,t_fOr 
k = 2,3,4,5. We also give several necessary conditions for the trees in 7k,$ 
(Theorem 3.1 and Theorem 6.1). 
The following lemmas will be crucial for the results of this paper: 
LEMMA A [4]. For T E 7, and any positive integer a, there exists a 
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vertex v E V(T) such that there is one component of T - v with order 
2 max(n - 1 - a, a) and all the other components of T - v have orders L a. 
LEMMA B (Cauchy interlacing theorem). Let V’ be a vertex subset 
with k vertices of the graph G. Let G - V’ be the subgraph of G obtained 
by deleting all the vertices in V’ together with their incident edges. Then 
h(G) 2 Xi(G - V’) 2 X,+k(G). 
2. THE LARGEST SECOND EIGENVALUES OF TREES WITH EVEN 
ORDER N = 2T 
For the case k = 2, Neumaier [2] has shown that AZ(T) L ,/w 
if I E 7, with n odd [which is just the case k = 2 in the bound (l.l)]. But 
this bound does not hold for even n, as was pointed out by Hong [3]-it is 
just the remaining unsolved case n = 0( mod k) (as mentioned in Section 1) 
for k = 2. In this section, we will completely settle this case by determining 
the value &(2t) and the set of extremal trees Tz,~. 
Let Go E ?I as in Figure 1. Then by [[5], Corollary], we know that 
AZ(T) > Aa (for T E It\{Kl,t-l,Go}). 
Using this and the fact that Xi(Go) = 0(3 5 i 2 t - 2), we have for 
T E Z\{Kl,t-1, GO} that 
t-2 
2X:(T) = 2(t - 1) - 2X;(T) - xX:(T) < 2(t - 1) - 2X;(Go) = 2X;(Go). 
a=3 
Thus we obtain 
Xl(T) < AI (T E It\{Kl,t-I, Go}), (2.1) 
namely, AI is the second largest value among the values {Xl(T) 1 T E 
31. 
REMARK 1. (See [5]). 
AI = d t-1+JiqG2 2 (2.2) 
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Go: 
FIG. 1 
LEMMA 2.1. Let Gbti, (2) (3) G2,t, G,,, E Izt as in Figure (2). Then we have 
X2(T) I AI (T E ~t\{G~~t’&,G~~}). (2.3) 
Proof. Take a = t - 1 in Lemma A. Then there exists ~1 E V(T) 
such that one component TI of T - v1 has order 5 t and the rest of the 
components of T - v1 have orders < t - 1. 
Case 1. If T1 9 Kl,t-i, then AI 5 max(Xl(Go), m) = Al(Go) 
[by (2.i)], SO from Lemma B we have 
X2(T) 5 X1(T - VI) I max(X1(Tl), m> 5 Ai( 
Case 2. If Tl 2 Kl,t_1. Let 212 be the unique vertex in Tl adjacent to 
VI; then the component T2 of T - 212 containing vi has order t, and the rest 
of the components of T - v2 have order < t - 1. 
Since T 6 {Gary, Gfj, GFj} and Tl 2 Kl,t_l, we must have T2 F 
Kl,t-l. Then by the same argument as in case 1, we can obtain X2(T) 5 
&(Go). ??
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It is easy to compute the characteristic polynomials of G$ , Gfi, G!$ 
as follows: 
P(G$) = X2t-6{X6 - (2t - 1)X4 + (t’ - 3)X2 - (t - 2)2}, 
P(Gg;, A) = X2t-4{X4 - (2t - 1)X2 + t2 -t - l}, 
P(Gfj, A) = X+(X4 - (2t - 1)X2 + (t - 1)2}. 
Now let 
g(y) = ys + (t - 2)y2 - 2y - 1. 
Then we can write P(Giri, A) = A2t-sg(X2 - (t - l)), and we have 
\J 2t-l-J5 2 ’ (2.5) 
X2(43 = 
where X2(g) is the second largest 
d 2t-1-&c-3 2 ’ P-6) 
real root of .the cubic polynomial g(y). 
The following theorem asserts that Xz(G!$) is the largest second eigen- 
value of the trees in I&. 
THEOREM 2.1. 
X2(7’) I Xz(G3 (T E Zt) (2.7) 
with equality if and only if T 2 Giti. Thus 
and 
x2(2t) = x,(G;;;) = & - 1 +x2(9). (2.9) 
Proof. Without loss of generality we may assume t L 5. Noting g(0) 
< 0 and 9(-i) > 0, we have X2(g) > -i. So 
A,(Gr;) < X,(GF;) < /F < ~2(@). (2.10) 
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On the other hand, we have 
h(Go) < J 2t - 3 2 (t 2 5). (2.11) 
Combining (2.3), (2.10), and (2.11), we get the desired result. ??
We would like to mention here that Professor Hong Yuan had indepen- 
dently obtained the results in Theorem 2.1. 
REMARK 2. Let 
Xk(2t) = max {X2(T) 1 T E Izt\{Gitj}}. 
Then from (2.2), (2.3), (2.5), and (2.10) we have 
(2.12) 
X;(2t) = Xz(Gfj) (t L 6). 
This is also true for t = 2,3,5. But for t = 4, we have 
X’,(2t) M 1.564 > Az(Ggj) = I.543 (t = 4). 
(2.13) 
(2.14) 
3. SOME NECESSARY CONDITIONS FOR EXTREMAL TREES 
Now we consider the general case where n = kt (t 2 2, k > 2). First 
give some definitions and notation. 
Let Xk,t be the subset of trees in &t which consists of k disjoint stars 
si,... , Sk of order t( Si !Z 5’s 2 . . . 2 Sk 2 Kl,t_1) together with another 
k - 1 edges ei, . . . , ek-1 such that the two end vertices of each edge ei (i = 
1,. . . , k - 1) are noncentral vertices of different stars. We call Si, . . . , Sk 
the stars of this tree T E Xk,t, ca lltheedgesei,..., ek_i the nonstar edges 
of T, and call the other edges the star edges of T. 
For example 7 we have XZ,~ = {Gf,)} 9 . 
LEMMA 3.1. For k 2 2, we have 
h(T) 5 Aa (T E %t\Xk,t). (3.1) 
Proof The case k = 2 is Theorem 2.1. In general we use induction on 
k. Take a = t - 1 and 111 E V(T) in Lemma A such that one component 
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Ti of T - w1 has order 5 (k - 1)t and the rest of the components of T - 2rl 
have order 5 t - 1. If 7’1 6 Xk-_r,t, then for jV(Tl)I = (k - 1)t we have 
Xk_i(Ti) < &(2t) by induction, while for, [V(Tl)I < (k - 1)t we have from 
Theorem A that 
Thus 
x~(T) 5 ~A~-~(T -WI) I max(h-l(Tl), m) 5 &(2t). 
If TI E Xk-I$, take a star Si % Kl,t_1 in Tl such that S’i does not contain 
the unique vertex in Ti adjacent to ~1 and there is only one vertex (say ws) 
in Si incident to some nonstar edge of Tl . Then one component Tz of T - 212 
has order (k - 1)t. Now T $ X k,t and Tl E Xk-1,t imply TZ $! Xk-l,t, so 
using the same argument for Ts as for Tl, we get Xk(T) 5 &(2t). ??
For a graph G, let q(G) be the number of edges in a maximal matching 
of G, let aj(G) be the number of j-matchings (the matchings with j edges) 
of G. [We agree that aj(G) = 0 for j < 0 and j > q(G)]. We also write 
4(G) 
mu = ~(-l)iaj(G)zq(G)-j 
j=o 
(3.2) 
and 
hG(Y) = mG(Y + a). 
Then the characteristic polynomial of a tree T E 7, is 
P(T, A) = Xn-2q(T) rn~(X’) = Xn-2q(T)h~(X2 - a), 
and thus 
(3.3) 
(3.4) 
(3.5) 
where &(mT) and &(hT) are the kth largest real roots of the POlynOmidS 
W(Z) and h(y). 
EXAMPLE. Let S(nl, . . , nk) = KI,~~ 0. . . OKI,,, be the disjoint union 
of k stars. Then q(S(nl,. . . ,nk)) = k, 
aj(q~l,...,~k>) = c n,,n,, .‘.nrJ1 (3.6) 
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and so 
mqn ,,.,., nc)(z) = ~(-l)~uj(S(nl>. . . 7nk))~k-j 
j=o 
= fJ(X - ni). 
i=l 
For convenience we sometime abbreviate the notation as: 
(71) (ml S(Ul,...) u1,u2 ).‘.) u2 ,‘.., uj ,...) uj)=S(u, a2 (Tj) 
-- - 
. ..aj ). 
1‘1 T2 TJ 
(3.7) 
(3.8) 
Next we want to show the following necessary condition for a tree T 
E Ikt to be extremal (i.e., in Tk,t): 
Tk,t 2 Xk,t. 
For this purpose, it will suffice (by Lemma 3.1) to find a tree T E XkJ 
satisfying &(T) > Xh(2t). We will look for such T in the subset XL,, (see 
Definition 3.2 below) of Xk,,. 
DEFINITION 3.1. Let Si, . . . , Sk be the k stars of the tree T E Xk,t. 
Then the condensed tree T^ of T is defined as V(T^) = (5’1,~. . , Sk}, and 
there is an edge [Si, Sj](i # j) in T^ if and only if there exists some nonstar 
edge of T with one end in Si and the other end in Sj. 
It is obvious that T E Ik for T E XQ. 
DEFINITION 3.2. The subset Xi,, of the set X,Q consists of those trees 
T in Xk,t such that for any star Si of T, there is only one vertex in Si 
incident to some nonstar edges of T. 
For example, in Figure 3 below we have G$tj E Xi,t, G$ $ XA,,. 
It is obvious that if T E XL,,, then T is completely determined by its 
condensed tree rf’. 
From now on, we always write 
a=t-1 
and let (for ‘u. > 0) 
(3.9) 
&(!4) = (Y + o)y2 - 4Y + 1)2 (a = t - 1). (3.10) 
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FIG. 3. 
The cubic polynomial fU(y) will play an important role in our studies. 
LEMMA 3.2. For u > 0, the cubic polynomial fU(y) has three real roots, 
which we can write as Xl(fu) > Xz(fu) > X3(fu). Furthermore, we have 
X3(fu) I -1 < ~2(flA < 0 < h(fu) (3.11) 
and 
Jf2(.fc) < X2C.L) (for 0 < 21 < 0. (3.12) 
Proof The results are obvious for a = 1. Now for a > 2, we have 
fU(0) = -u2 < 0 and fU(-1) = a - 1 > 0. Thus f,(y) has three real roots, 
and (3.11) holds. Now if 0 < u < <, then 
ftL(~2cfd) = cr2 - ~2Hx2(f,) + 1Y > 0 (3.13) 
But Xs(f~) < 0 and f,(y) 5 0 for Xs(fU) 5 y < 0, so from (3.13) we must 
have k(f~) < MM. ??
LEMMA 3.3. Let T E X,&(t L 2), and let u1 = A,(?) be the largest 
eigenvalue of the condensed tree T^. Then 
MT) = Jt - 1 +X2(.&,). (3.14) 
Proof Let q(F) = q; then q(T) = q + k. Since any j-matching of T is 
a combination of some i-matching of T and some (j - i)-matching of some 
s((a _ l)(2i)~(k-2i)) f or some 0 < i < j, we have (where a = t - 1) 
aj(T) = ~ai(F)aj_i(S((a - 1)(2i)a(“-2i))) 
i=o 
(0 I_ j 5 q + k), 
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q+k q+k-i = C(-l)iui(~)2q-” C (_l>j’uj,(,q(u _ l)WuWi)))zk-j’ 
i=o j(d) 
Here we have used the substitution j’ = j-i. Noting further that ai = 0 
for i > q and ujj(S((u - 1)(2i)a(“-2i))) = 0 for j’ > k, we have 
V(Z) = 
= 
= 
= 
= 
~(-l)‘ui(~)zq-” ‘&)j’uj,(s((a _ l)(WuWW))&j 
i=O j'=O 
i=o 
4 
-j+(-l)iu&‘-i(z - a + 1)2i(z - cz)k-Zi 
i=O 
(x - CA)“-““(z - a + 1p &4)“Ui(T^)  (;+;J’:,2)q-a 
i=O 
(x - (-g-(~ _ u + pm+ ( 45 - aI2 > (z-a+1)2 . 
Note that 
where u1 > ug > .. . > uq > 0 are the q positive eigenvalues of F. So we 
have 
77&T(X) = (32 - u)k-2”(x - a + 1)2q fi ( (;+-;;2 - $) 
i=l 
1 (z--a)k-2~~{Z(Z-u)2-U~(5-u+1)2}. 
i=l 
Thus by definition, 
W?/) = W(Y + a) = yk-2q fi {y2(y + a) - ugy + l,“} 
i=l 
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=Y k-2qfi.fu.(Y). (3.16) 
i=l 
Now from (3.11) we see that /Q(V) has q positive roots and k - 2q zero 
roots, so &(hT) is the qth largest negative root of hi. By (3.11) and 
(3.12), we further see that 
Ak(hT) =min(x2(f~,),...,X2(f~,,)} = x2(.ful), (3.17) 
so from (3.5) we obtain (where a = t - 1) 
xk(T) = d/t - 1 + x2(ful). 
An immediate consequence of Lemma 3.2 and Lemma 3.3 is: 
COROLLARY 3.1. Let T* E XL, with ?* = Pk (a path with k vertices). 
Then 
Ak(T) < Ak(T*) for T E X;,\{T*}. (3.18) 
COROLLARY 3.2. 
A@*) > X;(8) (t > 5). (3.19) 
Pro0.f Let 
'111 = x1(?) = xl(&)= 2c0Sz. 
kc1 
Then 
and from (2.13), 
&(T*) = & - 1 + ~2(fu1), 
A;(24 = Xz(G$) = 
We want Xz(fu,) > (1 - &)/2. Now 
(3.20) 
felt = Y2(y + a) - 4 (cos2&)(y+V, 
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f~, (v) > 0 for a = t - 1 2 3, 
and (1 - fi)/2 < 0, so (1 - &)/2 < &(~uI). ??
Now we can obtain the following necessary condition for extremal trees. 
THEOREM~.~. Fork>2 andt>3(t#4), wehave 
Tk,t c Xk,t. 
Proof The case t 2 5 follows from Lemma 3.1 and Corollary 3.2. The 
case t = 3 and k = 2 can be checked directly (see [7]), so we only need to 
consider the case t = 3 and k 2 3. 
Let T* E Xk,s as in Corollary 3.1 (now t = 3). Then from (3.20) and 
(3.12) we have 
xk(T*) = & - 1 i- b?(.ful) = dm 2 dm, (3.21) 
where fz(y) = y2(y+2) -4(y+l)” ( now a = t - 1 = 2). By studying Table 
2 in [7, Appendix] for the case k = 3 (n = kt = 9), we find the following 
fact: 
X3(T) < 1.160 (T E 79\X3,3), 
so by using a similar inductive argument to the one for Lemma 3.1 we can 
show that 
&(T) < 1.160 (T E %k\xk,3, k 2 3). (3.22) 
On the other hand, by direct computation we have 
f2(-0.6544) = (0.6544)2(1.3456) - 4 x (0.3456)2 
> (0.65)2 x $ - 4 x (0.35)2 > 0, 
SO X2(f2) > -0.6544, and thus 1.160 < dm. Combining this with 
(3.21) and (3.22), we have 
&c(T) < h(T*) (T E ?jk\Xk,3, k 2 3)~ 
and so we obtain 
lk,3 c Xk,3 (k L 3). 
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Using Lemma 3.3, we can also derive a lower bound for & (Ict) and prove 
that x;k(kt) is a decreasing function of k (when t is fixed). 
THEOREM 3.2. 
di- <X&) < 6-i (t > 2). 
Proof. The upper bound is just a part of the conclusions in Theorem 
A. For the lower bound, from (3.11) we have XZ(~~) > -1, so 
X,$(kt) 2 xk(T*) = d\/t - 1+ X,(f%,) > vG7. 
??
THEOREM 3.3. FOT fixed t 2 2, we have 
Ik(W 2 xk+l((k + l)t) (Ic = 1,2,. . .). 
Proof. Let T E 7(k+lp. Take a = t - 1 and 21 E V(T) in Lemma A 
such that one component Tl of T - v has order 2 kt and the rest of the 
components have orders 5 t - 1. If IV(TI)I = kt, then surely &(TI) L 
&(kt). If IV(TI)I < kt, we also have 
Xlc(Tl) 5 pm- [-I - 1 I Jt-2 < &(kt). 
Thus by the Cauchy interlacing theorem we have 
&+1(T) I Xk(T - v) 5 mx(&(Tl), m) i %(kt) (T E qk+l)d 
It follows that &+l((k + l)t) < Xk(kt). 
4. THECASESK=3ANDK=4 
We first settle the case k = 3 by determining 
extremal tree set ?=s,t. We see from Theorem 3.1 
definition we find (see Figure 3). 
??
the value &(3t) and the 
that Ts,t & XS,~? but by 
(4.1) 
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So it will suffice to compare As (G$) and X3 (G$) . 
LEMMA 4.1. 
k(G$) < h(Ggj) (t 13). (4.2) 
Proof. Write Ti = G!/), (i = 1,2). Then q(Tz) = 5, q(Tl) = 4, and 
uj(Tz) = aj(Tl) + c+~(S(~ - 1, a - 1, a - 2)). (4.3) 
Thus 
nq,(z) = &(-l)jaj(T1)x5-j + .&(-l)jaj-z(s(a - 1, a - 1, a - 2))25-j 
j=O j=o 
= EmT, (z) + %(a-l,a-l,a-2)(Z) 
= m%T, (22) + (z - a + l)“(x - a + 2), 
so 
hT* (y) = %(Y + e) = (y + U)hT* (y) + (y + 1)2(y + 2). 
Now TI E Xi,+ SO by Lemma 3.3, (3.16), and (3.17) we have 
k(Y) = Y&.(Y), 
-1 < ki(hTl) < 0, 
(4.4) 
(4.5) 
(4.6) 
and Xs(h~~), is the largest negative root of /ql (y), which implies that 
ITS > 6 [for X3(kr,) I y IO] 
So by (4.4) and (4.6) we have 
ITS > 0 [for X3(b) I Y < 61 (4.7) 
On the other hand, Xa(T2) = Jt - 1 + Xs(h~~) < m by (3.5) and 
Theorem 3.2, so Xs(h~~) < 0 is a negative root of hT2(y). Combining this 
with (4.7), we have &(hT2) < &(hTl) and thus obtain 
x3(T2) = dm < Jm = X3(T1). 
From Lemma 4.1, Theorem 3.1, and (4.1), we immediately get the fol- 
lowing solution for k = 3. 
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THEOREM 4.1. Fort 2 5, we have 
and 
%(3t) = X3 (@) = Jt-l+xzo, 
where f&(y) = y2(y + a) - 2(y + 1)2 (a=t-1). ??
Next we consider the case Ic = 4 (t 2 5). From Theorem 3.1 we have 
7~ 2 Xd,t, while by definition we find that (see Figure 4.) 
x4,t = {cl:;,. . ,~tj}. (4.8) 
Write Ti = Gci)(i = 1 ,6); we need to compare 
or equivalently ti’kompare ‘those X4( hT, )(i = 1, . . ,6). 
Xd(T,)(i = 1,. . . ,6), 
LEMMA 4.2. For any 15 i,j 5 6, we have 
A5(Tj) L X4(T,) S X3&). (4.9) 
Proof. Take an induced subgraph H, of Ti which is a disjoint union of 
four stars, each of which has order 2 t - 1 (the existence of such Hi can 
be seen from the structure of T,). Then 
&(Tz) 2 X4(Hi) 2 Jt-2. (4.10) 
On the other hand, we have from Theorem A that 
X5(Tj) I d[;] - 1 I &-ii! (4.11) 
So we get the first inequality in (4.9). 
Next we take an induced subgraph Fj of Tj with order 3t (by deleting 
some suitable star of Tj) such that Fj is either a disjoint union of three 
stars Kr,t-r or a disjoint union of a KI,~__I and G$ti. Then by Theorem 
3.3 we obtain 
Aa 2 &(Fj) 2 Xz(G$$) = X2(2t) 2 14(4t) 2 X4(Z), (4.12) 
which gives the second inequality in (4.9). ??
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FIG. 4. 
COROLLARY 4.1. For 1 I i, j < 6, i # j, we have: 
(1) Uhz-,(b(k,)) > 0, then &(hT,) > X4(hTi). 
(2) UhT,(k(hT,)) < 0, then Xd(hT,) < X4(hT,). 
proof. From (4.9) we have that 
Mhq) I &(hT,) 5 Xs(h$. (4.13) 
Now all the roots of hT, (y) are real, since all the eigenvalues of Ti are real, 
SO 
q(T,) 
hTj(Y) = r]: {Y-hk(hTj)}. 
k=l 
(4.14) 
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Write b = Xd(h~,). If hi, > 0, then from (4.13) we have 
and so 
-1 0,) 
b-X4(hT,) = h,(b). fpXk(hr,)J I( 
-1 
n {JJ - Xk(hTj)} 
k=l k=5 
< 0. 
Thus (1) follows, and similar arguments will prove (2). 
Now we compute the polynomials hi, (y)(i = 1, . . . ,6). First we have 
q.(C) = q(T2) = Qs) = 6, 
Q4) = 5, q(T3) = q(G) = 7; (4.15) 
and (where a = t - 1) 
Uj(S(U(4))) + 3Uj_i(S(U(2)(U - l)(2))) 
+u+2(S((u - Q4)), 
Uj(S(U'4')) + 3Uj_i(S(cP)(U - l)(2))) 
$Uj_2(S((U - l)(4))) + Uj_2S(U,U - l,u - 1,u - 2)) 
Uj(S(cP))) + 3Uj_i(S(U(2)(U - l)(2))) 
+ Uj_2(S((U - l)(4))) + 2Uj_2S(U, a - 1, a - 1, a - 2)) 
$Uj_3(S((U - 1)(2)(u - 2)‘2’)), 
Uj(S(U’4’)) + 3Uj_i(S(U(2)(U - l)(2))), 
Uj(S(U(4))) + 3uj-i(S(CP)(U - l)(2))) 
+2cz_2(S(u,u - 1,a - 1,u - 2)) 
Uj(S(U(4))) + 3uj-i(S(U(2)(U - l)(2))) 
+$_2(S(U,U - 1,~ - 1,~ - 2)) 
+q_3(S((u - 3)(u - 1)‘s’)). 
6 4 
= ~(-l)G#+?~ = x2 ~(-l)jaj(s(u(q)&j 
j=o j=o 
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-3z~(-l)~uj(S(a(2)(u - 1)(2)))24-j 
j=o 
+ ~(-l)4zj(s(cu- l)(4)))+
j=o 
and SQ 
= x2(x - u)” - 34s - cq(x - a + 1)" + (z - a f 1)4 
Hal = Vi(Y + a) = (y + a)2y4 - 3(y +a)y2(y + 1)2 + (y +1)4. (4.16) 
Similarly, 
f%(Y) = 
k(Y) = 
k(Y) = 
hT5(Y) = 
k(Y) = 
LEMMA 4.3. 
(Y+a)2Y4 - 3(y +a)y2(y +1)2 
+(y + 1)4 + Y(Y + q2(y+2), (4.17) 
(Y+a)3Y4 - 3(Y +a)2Y2(y+1)2 +(y+a)(y +1)4 
+2(y+a)y(y + 1)2(Y +2)- (y+1)2(y+ 2)2, (4.18) 
(Y+a)Y4 - 3y2(y+1)2, (4.19) 
(y +")2y4 - 3(Y +a)Y2(Y + 1)2 +2y(y+ 1)2(y +2),(4.20) 
(Y +a)3Y4 - 3(Y +a)2y2(y+1)2 +3(y +u)y(y +1)2 
x (y+ 2) - (Y +3)(y + l)3. 
Fort 2 3, we have 
x4(hT,) < A4(hTl) (i = 2,3,4,5,6). 
Proof. By Theorem A and (4.10), we have 
dc-2 5 A4p.i) = Jt - 1+ X4(hT,) < &x (i= 1, 
Also clearly hT,(- 1) # 0, so we always have 
- 1 < Xd(hT,) < 0 (i =1,...,6). 
. . . (  6). (4.23) 
(4.21) 
(4.22) 
(4.24) 
Now 
b(Y) = b(y) +y(y + q2(y + 2), 
so 
hT~(A4(hT~)) < 0, 
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and thus (by Corollary 4.1) 
A4(hTz) < X4(hTl). (4.25) 
Also 
hT3 (Y) = (Y + a)hT* (Y) + (Y + a)y(y -I- qZ(y + 2) - (y + 1)2(y + 2)2, 
so 
and 
Also 
hTs (A4(hTz )) < 0 
A4(hT3) < A4(hTz). (4.26) 
k(Y) = (Y + a)hT,(y) + (Y + 1)4, 
so 
and 
Also 
hT1(A4(hTq)) > 0 
A4(hT4) < A4(hTl). (4.27) 
k,(Y) = (Y + a)hTd(Y) + 2Y(Y + 1j2(Y + 31 
so 
and 
Also 
hT5 (A4(hT4)) < 0 
A4(hT5) < A4(hT4). (4.28) 
hTc(Y) = (Y + a)hT,(y) + (y + a)y(y + 1)2(y + 2) - (y + 3)(y + 1)3, 
so 
hT6(A4(hT,)) < 0 
and 
~l(h’,j) < x4(hT,). 
Combining (4.25)-(4.29), we obtain (4.22). 
(4.29) 
??
Note that Tl = Gitj E Xi,, and ?I = P4, so by (3.20) we have 
X4(T1) = $ - 1 + ~2(.fx1w,)), 
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where Xr (Pd) = 2 cos(7r/5). Thus we obtain: 
THEOREM 4.2. For t L 5, we have 
and 
X4(4t) = Xd(G$ = t - 1 + ~2(f2cos(+)). 
5. THE CASE K = 5 
Let T* E XL,, with F = Ps as in Corollary 3.1. Note also G$ E Xi,, 
with GTi = K13 So by Lemma 3.3 we have I . 
X5(T’) = Jt - 1+ X,(fx43,,) 
and 
k(G$ = t - I+ Xz(fx1(~1,3)) 
NOW X1(P5) = ~cos(T/~) = 4 = &(KI,s), so we have 
X5(T*) = h(Gf;). (5.1) 
LEMMA 5.1. If T E XS,~ and T^ # P5, then 
X5(T) I X5(T*). 
Proof By assumption T^ E Z\{Ps}, so T^ has an induced subgraph 
isomorphic to Kl,s, and thus there exists a vertex v E V(T) such that 
T - v = HCJK~,~__~, where, H E X.Q and H = KI,~. By (4.8) we have 
H E {G$!,G&G$, h w ere Xd(Gti) < Xq(Gzj) < Xd(Gtj) [see (4.28), 
(4.29)]. So by the Cauchy interlacing theorem we have 
As(T) I Xd(T - v) < max (Ad(H), m) I A,(G!$) = &(T*). 
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Now let (see Figure 5) 
Y~,,=(TEx~,~~T^=~~}={G~~~,G~~ ,..., G$}. (5.2) 
Write Gi = G$(i = 1,. . . ,6). From Lemma 5.1, we need to com- 
pare Xs(G%)(i = 1,. . . ,6), or equivalently to compare those &j(hG,)(i = 
1,...,6). 
For any T E Xk,t, by deleting a vertex v in a star corresponding to a 
pendant vertex (vertex with degree 1) of ? such that v is also incident to 
some nonstar edge of T, and using induction on k, we can find an induced 
subgraph H of T such that H is a disjoint union of k stars Kl,t_z. So we 
always have 
&(T) 2 &(H) = m (T E Xk,t). (5.3) 
It follows as in the case k = 4 that 
Xs(Gj) 5 Jt-2 L b(G) (1 5 i,j F 6). (5.4) 
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On the other hand, by deleting a suitable star (the middle star in Figure 
5) of each Gj we can find an induced subgraph Fj of Gj such that Fj 2 
GFj ljG?j, and thus 
A4(Gj) 2 X4(3 = b(@) 
= &(2t) L. &(5t) > Xrj(Gi). 
Therefore (as in case k = 4) 
A6(hGj) 5 Afj(hG,) 5 A4(hGj) (1 i i,j 56) 
and we have (as in Corollary 4.1) that 
(5.5) 
(5.6) 
if hGj (A5(hGi)) > 0, then AB(hGi) > A5(hGj); (5.7) 
if hGj(A5(hGi)) < 0, then x5(hG,) < A5(hGj). (5.8) 
Also we have, as in k = 4, that 
- 1 < X5(hG,) < 0 (i= l,...,S). (5.9) 
Now we compute 
h& (y) = (y + ‘J)2y5 - 4(y + a)y3(y + 1)” + 3y(y + 1)4, (5.10) 
hG~ (Y) = (Y + e)3y5 - 4(y + a)2y3(y + 1)2 + 3(y + a)y(y + 1)4 
+ (Y + 4Y2(Y + q2(y + 2) - (y + 1)4(y + 2), (5.11) 
k(Y) = (Y + o)2y5 - 4(y + a)y3(y + 1)2 
+ 3Y(Y + 1)4 + Y2(Y + q2(y + 2), (5.12) 
hG,(Y) = (Y + Cd3Y5 - 4(y + c~)~y~(y + 1)2 + 3(y + a)y(y + 1)4 
+ 2(Y + 4Y2(Y + U2(y + 2) - (y + 1)4(y + 2) 
- Y(Y + Q2(Y + q2, (5.13) 
~Gs (Y) = (Y + e)3y5 - 4(y + c~)~y~(y + 1)2 + 3(y + a)y(y + 1)4 
+ 2(Y + u)Y2(Y -I- q2(y + 2) - 2(y + 1)4(y + 2), (5.14) 
k(Y) = (Y + o)4y5 - 4(y + ~)~y~(y + 1)2 + 3(y + ~)~y(~ + 1)4 
+ 3(Y + o)2Y2(Y + U2(Y + 2) - 2(y + u)(y + 1)4(y + 2) 
- 2(Y + U)Y(Y + Q2(y + q2 + (y + 1)2(y + 2)3. (5.15) 
Note that k(y) = Yf&(Y)fr(Y) and f6(X5(hG1)) = 0, and we have 
‘Gz (y) = (y + u)hG, (Y) + f&Y)(Y + 1)2(y + 2) + 2(y + 1)4(y + 2), 
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(5.16) 
hG,(y) = hG,(Y) +Y'(Y + l)(Y +2), (5.17) 
hG4(y) = (y+ a)hG,(Y) +?ffi(Y)(Y + l)'(Y + 2) 
+ (Y + 1)2(~ + 2){4(~ + 1)2 + lj, (5.18) 
hG,(Y) = (y + a)hG,(y) + 2f&(y)(y + l)2(y + 2) + 4(y + l)4(y + 2), 
(5.19) 
hG,(Y) = (Y + ‘J)2hG, (Y) + 3(y + ‘J)f&/)(y + l)2(y + 2) 
+ 7(Y + @)(Y + l)4(Y + 2) - 2(y + a)y(y + 1)2(y + 2)2 
+ (y + l)2(y i- 2)3. (5.20) 
From (5.16)-(5.20) and (5, 9) we get 
hG,(As(hG,)) > 0 (i = 2,3,4,5,6) 
and thus obtain 
A5(hG,) < A5(hG1) (i = 2,3,4,5,6). (5.21) 
Combining Lemma 5.1 (where T' = G1 = G$) and (5.21), we have: 
THEOREM 5.1. Fort 1 5, 
X5(5t) = X5(G$ = dm. 
We would also like to point out that by direct verifications as in (5.16)- 
(5.21), we can actually show that the strict inequality holds in Lemma 5.1. 
Thus we also have 
T5,t = {G$}. (5.22) 
6. SOME FURTHER NECESSARY CONDITIONS FOR EXTREMAL 
TREES 
A further necessary condition for T E Tk,t which is stronger than ?=k,t L 
Xk,t is that if T E ?=k,t, hen T E Xk,t and A(F) < 3, where A(?) is the 
maximal degree of the condensed tree T. We will prove this in Theorem 
6.1. 
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FIG. 6. 
Let (see Figure 6) 
ws,, = {Hl, Hz,. . . > H5) = {T E &,t I T^ = K1,4) (6.1) 
LEMMA 6.1. Fort 2 3, we have 
X&t) > A,(Hl) > X5(%) (i=2,3,4,5; k=1,2 ,... ). (6.2) 
Proo$ We have HI E XL,, and k, = K1,4, so by Lemma 3.3 we have 
X5(H1) = $ - 1+ Xa(h1(~1,1)). 
By (3.20) we also have 
Xk(kt) > JB. 
Now 
X1(K1,J = 2 > AI = 2~0s &> 
EIGENVALUES OF TREES 155 
so Xz(fxl(~1,J < X2(&(9,) and %(W ’ X5(ff1). 
On the other hand, direct computations give 
k,(Y) = (Y + a)y5 - 4Y3(Y + q2, (6.3) 
h&(Y> = (Y + @Y5 - 4(y + o)y3(y + 1)2 + 3y2(y + 1)2(y + 2), (6.4) 
k(y) = (Y + o)2Y5 - 4(y + a)y3(y + 1)2 + 4y2(y + 1)2(y + 2) (6.5) 
k(Y) = (Y + c)3Y5 - 4(Y + d2y3(y + 1)2 + 5(y + a)y2(y + 1)2 
x (Y + 2) - 2Y(Y + 1j3(Y + 3), (6.6) 
k(Y) = (Y + o)4y5 - 4(y + a)3y3(y + 1)2 + S(y + ~~)~y~(y + 1)2 
x (Y + 2) - 4(Y + ‘J)Y(Y + 1)3(y + 3) + (y + 1)4(y + 4)(6.7) 
Using similar arguments to (5.6) and (5.9), we also have 
- 1 < X5(hHi) < cl (i = 1 ,“‘> 5) (6.3) 
and 
x6(&) < x5(&) < d- 5 x4&) 
< x4(q) (i,j= 1,2 ,..., 5) (6.9) 
where Fj is an induced subgraph of Hj which is a disjoint union of four 
stars Kr~t_r. Then we verify that 
hH,+1 (X5(b)) > 0 (i = 1,2,3,4), 
and so, by the same reasoning as before, we obtain 
Lemma 6.1. implies that if T E ?=s,~ then T E Xs,t and A(F) < 3. Now 
the following theorem shows that this holds for general k. 
THEOREM 6.1. Let 
Zk,t = {T E X,,,lA@) < 3). (6.10) 
Then for k > 2 and t 2 5, we have 
Tk,t c Zk,t. (6.11) 
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Proof The case k = 2,3,4,5 follows from the preceding results. In 
general we show the following inequality for k > 5 by using induction on k: 
b(T) i X5(Hl), T E Xk,t\Zk,t. (6.12) 
For k = 5, (6.12) follows from (6.2). For k 2 6 and T E &t\Zk,t, we 
have ? E 7k with A(‘?) 2 4, so by deleting a suitable vertex v in a suitable 
star of T corresponding to a pendant vertex of T^, we will have 
T - v = Ti~Ki,~-z (6.13) 
with TI E x&lJ and A(Ti) 2 4; therefore Tl E Xk_l,$\Zk_l,$. Now by 
induction &_i(Ti) I Xs(Hi) and so 
&(T) 5 J&i(T - u) < max(ki(Ti), m) 5 A5(H1). 
Thus (6.12) holds. Combining this with Lemma 6.1, we have 
AI,(T) < & (kt) (T E Xk,t\Zk,t), (6.14) 
and so (6.11) holds. 
From the results in cases k = 2,3,4,5 and the necessary conditions given 
in Theorem 6.1, it is quite reasonable to propose the following conjecture: 
CONJECTURE. Fort > 2, we have 
and 
where 
fh(P,,(Y) = f2cos{*/(k+l))(Y) 
= Y2(Y + t - 1) - 4( cos2 &) (y + 1)2, 
and {GE:} is the tree in Figure 7. 
REMARK. We have also verified that this conjecture is true for the 
casek=6. 
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