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In this paper we revise several generalizations of the algebraic Hanh–Banach extension
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We apply our results by establishing optimality conditions for a set-valued constrained
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conditions for the existence of affine selections via affinelike maps in the framework of
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1. Introduction
A fundamental tool in functional analysis is the algebraic Hahn–Banach theorem: Let X∗ be the algebraic dual of a linear
space X , if X0 ⊂ X is a linear subspace and f0: X0 → R a linear functional. Then there exists f ∈ X∗ such that f0(x) = f (x) for
all x ∈ X0. To prove it one uses the Zorn axiom. Many generalizations and variants were developed in different directions in
the past. It has also been investigated by considering a vector function f : X −→ Y , where Y is a real linear space endowed
with an order relation defined by a convex cone K , under generalized convexity assumptions on f . In such a framework,
it is well known that a real ordered linear space (Y , K) has the Hahn–Banach extension property if and only if it is order-
complete (see, for instance, [1, Chapter 6]). Furthermore, the vector function f : X −→ Y has been replaced by a set-valued
map F : X −→ ℘0(Y ) see, for instance, [2–7].
On the other hand, set-valuedmaps have awide range of applications in several areas specially in optimization theory, see
for instance [8,9] and references therein. So it was that, recently some researchers have extended Hahn–Banach theorems
to set-valued maps. Although, their proofs were similar in spirit to proofs of the linear case (these ideas go back at least as
far as Hahn and Banach’s papers) their applications gave new optimality conditions in terms of set-valued optimization. For
example, Zălinescu [10] and Peng et al. [11] established necessary and sufficient conditions for Yang-weak subgradients of
set-valued maps. Borwein [3] and Chen and Wang [12] presented existence results for strong subgradients of set-valued
maps. Peng et al. [13] gave a new Hahn–Banach theorem by considering affinelike maps. By considering ordered linear
spaces, Yang [4] extended the Hahn–Banach theorem in terms of set-relations and applied his results to prove existence
of weak subgradients and weak Lagrange multiplier rules for a set-valued constrained optimization problem considering
solutions of vector type. In [14] several conditions for weak subdifferentials for set-valued maps were established by using
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a version of [10, Theorem 1] in the framework of topological linear spaces and set optimization. We emphasize that in [10]
Zălinescu wrote an explanatory paper to clear and improve several results existing in literature about the Hahn–Banach
extension theorems.
However, most of the works appearing in set-valued optimization as applications of the Hahn–Banach theorems were
obtained in terms of vector solutions instead of set solutions.
The principal aim of this paper is to show new versions of the algebraic Hahn–Banach extension theorem in terms
of set-valued maps and to extend some aforementioned results from vector set-valued optimization problems to similar
optimization problems involving set-relations. Exactly, we widen to set optimization several results by using similar
arguments in their proofs but considering a more general setting. To this end, appropriate notions of set solutions are
introduced for set-valued maps which naturally generalize the concept of vector solution of optimization problems with
single-valued objective function.
We begin by presenting general definitions (Section 2) and giving some preliminary results concerning preorders on a
family of nonempty set of a order-complete linear space (Section 3). In Section 4, we will look more closely at some existing
results in the literature of Hahn–Banach extension theorems andwewill show that some results can be formulated in amore
general setting by using set-relations and selections. Then, in Section 5 (by keeping the same framework), as application to
our previous results we derive optimality conditions for a constrained optimization problem, give a Lagrangian multiplier
rule and study a vector optimization problem via scalarizing functions. In Section 6, by restricting our attention on ordered
linear spaces not necessarily order-complete, we establish necessary conditions for the existence of affine selections. Finally,
we show that the convex maps which have affine selections are very close to affinelike maps.
2. Notations
Throughout the paper, X and Y are two real linear spaces. We denote by ℘0(Y ) the family of nonempty subsets of Y .
Given A, B ∈ ℘0(Y )we write A+ B = {a+ b: a ∈ A, b ∈ B}, A− B = {a− b: a ∈ A, b ∈ B} and λA = {λa: a ∈ A} if λ ∈ R.
We denote by Ac the complement of A.
Since we study the algebraic Hanh–Banach extension theorem, we consider several algebraic notions. Write core(A)
the algebraic interior of A, that is, core(A) = {a ∈ A:∀y ∈ Y , ∃λ > 0 such that a + µy ∈ A for all µ ∈ (0, λ)}. The
relative algebraic interior of A denoted by icore(A) is the algebraic interior of A with respect to the affine hull of A. We say
that A is solid (resp. relatively solid) if core(A) ≠ ∅ (resp. icore(A) ≠ ∅). The algebraic closure of a set A is defined by
lin(A) = A ∪ {y ∈ Y : ∃a ∈ A, [a, y) ⊂ A}. Except for the solid convex sets, this concept is not satisfactory as a substitute for
topological closure. In order to solve this problem, Adán and Novo [15] introduced a weaker closure of algebraic type, which
was called vector closure. This notion coincides with the algebraic closure for convex sets and with the topological closure
for solid convex sets respectively.
Definition 2.1. The vector closure of A is the set
vcl(A) = {b ∈ Y : ∃v ∈ Y , ∀α > 0, ∃t ∈ (0, α], b+ tv ∈ A}.
The set A is called vectorially closed if A = vcl(A). It is clear that b ∈ vcl(A) if and only if there exist v ∈ Y and a sequence
tn → 0+ such that b+ tnv ∈ A for all n ∈ N. Note that A ⊂ lin(A) ⊂ vcl(A).
We denote by L(X, Y ) the set of all linear functions from X to Y .
Let C be a nonempty subset of X . We consider set-valued maps with domain C , that is, F : C −→ ℘0(Y ) or equivalently
F(x) ≠ ∅ for each x ∈ C . If P is a property of a set, we say that F is P valued if F(x) has the property P for each
x ∈ C . Denote by Gra(F) the graph of F , Gra(F) = {(x, y) ∈ X × Y : x ∈ C, y ∈ F(x)} and by Im(F) the image of F ,
Im(F) = F(C) = ∪{F(x): x ∈ C}.
Given a set-valued map G: C −→ ℘0(Y )we denote by F ⊂ G if Gra(F) ⊂ Gra(G), that is, F(x) ⊂ G(x) for all x ∈ C .
Let C be a convex set. We say that F is convex if F is not a real function and
λF(x)+ (1− λ)F(x′) ⊂ F(λx+ (1− λ)x′) ∀x, x′ ∈ C,∀λ ∈ (0, 1),
F is concave if F is not a real function and
F(λx+ (1− λ)x′) ⊂ λF(x)+ (1− λ)F(x′) ∀x, x′ ∈ C,∀λ ∈ (0, 1)
and F is affine if
F(λx+ (1− λ)x′) = λF(x)+ (1− λ)F(x′) ∀x, x′ ∈ C,∀λ ∈ (0, 1).
Similarly to [13, Definition 1.3], a set-valuedmap F : X −→ ℘0(Y ) is called affinelike if there exists a linearmap l ∈ L(X, Y )
and a nonempty convex setM ⊂ Y such that F(x) = l(x)+M for each x ∈ X .
A function f : C −→ ℘0(Y ) is a selection of F , f ∈ F , if f (x) ∈ F(x) for all x ∈ C .
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Remark 2.2. We do not follow exactly the notations given in [8,16] for convex and concave set-valued maps. The reason
for adding ‘‘if F is not a real function’’ is to recover the usual definition of convex functional when F is replaced by a real
function. Note that if F is a single-valued map, F : C −→ Y , we define the convexity of F with respect to a convex cone, see
below.
From now on, we denote by {0} ≠ K $ Y a convex cone. We say that K is pointed if K ∩ (−K) = {0}. If y, y′ ∈ Y we
denote by≤ the ordering defined by K as follows y ≤ y′ if and only if y′ − y ∈ K and y ≰ y′ if and only if y′ − y ∉ K .
We denote by Y ′ the algebraic dual of Y and by K+ the positive dual of K , that is, K+ = {λ ∈ Y ′: λ(k) ≥ 0 for all k ∈ K}.
Let A ∈ ℘0(Y ). We say that A is K -convex if A+ K is a convex set, A is minorized (resp. majorized) if A has a lower bound
(resp. upper bound), that is, there exists b ∈ Y such that b ≤ a (resp. a ≤ b) for all a ∈ A.
Given a set-valued map, F : C −→ ℘0(Y ), we define by FK the set-valued map from C to Y such that FK (x) = F(x)+ K for
each x ∈ C . Write Epi(F) = {(x, y) ∈ X × Y : x ∈ C, y ∈ F(x)+ K} = Gra(FK ).
By considering a convex cone K there are several well-known notions of generalized convexity. Let C be a convex set. A
function f : C −→ Y is≤-convex (or K -convex) if
f (λx+ (1− λ)x′) ≤ λf (x)+ (1− λ)f (x′) ∀x, x′ ∈ C,∀λ ∈ (0, 1)
and f : C −→ Y is≤-concave if−f is≤-convex.
We say that F : C −→ ℘0(Y ) is≤-convex (or K -convex) if Epi(F) is convex, that is, if
λF(x)+ (1− λ)F(x′) ⊂ F(λx+ (1− λ)x′)+ K ∀x, x′ ∈ C,∀λ ∈ (0, 1)
and F : C −→ ℘0(Y ) is≤-concave if−F is≤-convex.
In this paper, we assume that Y is order-complete with the ordering defined by K , that is, every subset A of Y which is
minorized has an infimum inf A. Noting that inf A is the set of all greatest lower bounds of A. Moreover, if K is pointed and
there exists inf A then it is unique.
In the framework of order-complete spaces we can assume without loss of generality that K is pointed since taking the
linear space Yˆ := Y \ S where S = K ∩ (−K), the canonical projection π : Y → Yˆ , the cone Kˆ = π(K) is pointed and (Yˆ , Kˆ)
is order-complete if and only if (Y , K) is order-complete. Moreover, inf A = infπ(A)+ S.
In the sequel, we consider K ∩ (−K) = {0}.
3. Preliminary results
Now we present some concepts and previous results in terms of set-relations which will be considered in the following
sections.
Definition 3.1. Let A, B ∈ ℘0(Y ).
(a) A set relation 4 on ℘0(Y ) is called a preorder on ℘0(Y ) if it satisfies the following axioms for any A, B,D, E ∈ ℘0(Y ):
A 4 A
A 4 B, B 4 D, then A 4 D,
A 4 B, D 4 E, then A+ D 4 B+ E,
A 4 B, then λA 4 λB for λ > 0.
(b) A preorder 4 on ℘0(Y ) is compatible with≤ if {a} 4 {b} ⇐⇒ a ≤ b.
(c) A preorder 4 on ℘0(Y ) compatible with ≤ is called minorized (resp. majorized) if the following implication holds for
any y ∈ Y and A ∈ ℘0(Y ),
{y} 4 A (resp. A 4 y) ⇐⇒ y is a lower bound (resp. an upper bound) of A.
From now on, we identify {y}with y.
We give some examples of set relations between two nonempty sets studied in set optimization theory, for instance,
[17,18,3].
Definition 3.2. Let A, B ∈ ℘0(Y ).
(a) A≤i B if and only if a ≤ b for all a ∈ A and b ∈ B, that is, B− A ⊂ K .
(b) A≤l B if and only if for each b ∈ B there exists a ∈ A such that a ≤ b, that is, B ⊂ A+ K .
It is easy to check that ≤l is a preorder on ℘0(Y ) compatible with ≤ and minorized. However, ≤i is not a preorder.
Moreover, if sup A denotes the supremum of A, A≤i B ⇔ sup A ≤ inf B and if A is minorized, A≤l B ⇒ inf A ≤ inf B.
The following result is easy to check.
Lemma 3.3. If A, B are minorized then inf(A+ B) = inf A+ inf B.
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Definition 3.4. Let C be convex and 4 be a set-relation on ℘0(Y ). F : C −→ ℘0(Y ) is
(a) 4-convex if F(λx+ (1− λ)x′) 4 λF(x)+ (1− λ)F(x′) ∀x, x′ ∈ C,∀λ ∈ (0, 1)
(b) 4-concave if λF(x)+ (1− λ)F(x′) 4 F(λx+ (1− λ)x′) ∀x, x′ ∈ C,∀λ ∈ (0, 1).
We point out that several particular cases of the above notions of generalized convexity for a set-valued map are
considered in [19] to give the optimality conditions for a set-valuedmap bymeans of the epiderivatives and hypoderivatives
of its associated maps of infima and suprema.
Whenever F : C −→ ℘0(Y ) is majorized (resp. minorized) valued we denote by ψ: C −→ Y (resp. ϕ: C −→ Y ) the
single-valued map defined by ψ(x) = sup F(x) (resp. ϕ(x) = inf F(x)) for every x ∈ C .
Theorem 3.5. Let C be a convex set and let F : C −→ ℘0(Y ).
(a) If 4 is a preorder on ℘0(Y ) compatible with≤ and minorized, F is minorized valued and 4-concave (resp. 4-convex) then ϕ
is≤-concave (resp.≤-convex).
(b) If 4 is a preorder on ℘0(Y ) compatible with≤ and majorized, F is majorized valued and 4-convex (resp. 4-concave) thenψ
is≤-convex (resp.≤-concave).
Proof. (a) By hypothesis, F is 4-concave, that is,
λF(x)+ (1− λ)F(x′) 4 F(λx+ (1− λ)x′) ∀x, x′ ∈ C,∀λ ∈ (0, 1).
Since 4 is compatible with≤ and minorized we deduce
inf(λF(x)+ (1− λ)F(x′)) ≤ inf(F(λx+ (1− λ)x′)) ∀x, x′ ∈ C,∀λ ∈ (0, 1).
From inf(αA) = α inf A for α > 0 and Lemma 3.3 we have inf(λF(x)+ (1−λ)F(x′)) = inf(λF(x))+ inf((1−λ)F(x′)). Thus,
λϕ(x)+ (1− λ)ϕ(x′) ≤ ϕ(λx+ (1− λ)x′) ∀x, x′ ∈ C,∀λ ∈ (0, 1).
(b) Follows similarly. 
Taking into account that F is≤l-convex is equivalent to F is≤-convex, we deduce the following result.
Corollary 3.6. Let F : C −→ ℘0(Y ) be minorized valued. If F is ≤-concave (resp. ≤-convex), then ϕ is ≤-concave (resp.
≤-convex).
Note that [7, Proposition 1.4(ii)] can be obtained from Corollary 3.6.
Now we establish a sandwich-type result.
Corollary 3.7. Let H1: X −→ ℘0(Y ) be a ≤-convex map and let H2: X −→ ℘0(Y ) be a ≤-concave map. Then the following
conditions are equivalent
(i) H2(x)≤i H1(x) for all x ∈ X.
(ii) There exist a≤-convex function h and a≤-concave function g such that H2(x)≤i h(x)≤i H1(x) and H2(x)≤i g(x)≤i H1(x)
for all x ∈ X.
(iii) H2(λx+µy)≤i λH1(x)+µH1(y) and λH2(x)+µH2(y)≤i H1(λx+µy) for all x, y ∈ X and λ,µ ∈ [0, 1]with λ+µ = 1.
Proof. It is easy to check (ii)⇒ (iii)⇒ (i).
(i)⇒ (ii) follows from Corollary 3.6. 
Consequently, as a particular case, we obtain the vector version of [2, Theorems 3.1 and 4.3] assuming that the domains
of definition are X . In [11, Theorem 6.1] the implication (i)⇒ (ii)was given for H1 and H2 convex maps.
4. The Hahn–Banach extension theorem
In this section, following the assumptions presented in the previous section, we present a version of the algebraic
Hahn–Banach extension theorem for set-valued maps by showing some existing results and making some observations
on these results. We show that the well-known Hahn–Banach extension theorem can be also valid in the framework of set
theory by considering more general assumptions than those existing in literature and using similar proofs.
We emphasize that, in terms of set relations, [4, Theorem 1] gives a version of the Hahn–Banach theorem using a weak
set-relation ≮ under K being a solid convex cone defined by A ≮ B ⇔ (A+ core(K)) ∩ (B− core(B)) = ∅.
As in the previous section, C denotes a convex set of X , F : C −→ ℘0(Y ) a minorized valued map, ϕ(x) = inf F(x) and
ψ(x) = sup F(x) for x ∈ C .
Theorem 4.1 ([11]). Suppose that F is≤-convex. Let X0 ⊂ X be a linear subspace such that X0 ∩ core(C) ≠ ∅. Let h: X0 −→ Y
be an affine function such that h(x)≤i F(x) for each x ∈ X0 ∩ C. Then there exists an affine function h¯: X −→ Y such that
h¯(x) = h(x) for all x ∈ X0 and h¯(x)≤i F(x) for all x ∈ C .
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The proof of the above result follows the lines of the standard proof of the classical Hahn–Banach result for sublinear
functions (see, for instance, Day [1]). According to its proof, it is easy to check that the above theorem is also valid by
considering h as a concave function instead of an affine map.
From Theorem 4.1 we can obtain [13, Theorem 2.1] in algebraic terms as follows.
Corollary 4.2. Suppose that F is≤-convex. Let X0 ⊂ X be a linear subspace such that X0 ∩ core(C) ≠ ∅. Let H: X0 −→ ℘0(Y )
be an affinelike map such that H(x)≤i F(x) for each x ∈ X0 ∩ C. Then there exists an affinelike map H¯: X −→ ℘0(Y ) such that
H¯(x) = H(x) for all x ∈ X0 and H¯(x)≤i F(x) for all x ∈ C .
Proof. Let H(x):= f (x)+M . By Theorem 4.1, by replacing F by F(x)−M and h by f we conclude the proof. 
As a particular case of Corollary 4.2 we obtain the following result.
Corollary 4.3. Suppose that F is ≤-convex. Let X0 ⊂ X be a linear subspace such that X0 ∩ core(C) ≠ ∅. Let h ∈ L(X0, Y ) be
such that h(x)≤i F(x) for each x ∈ X0 ∩ C. Then there exists h¯ ∈ L(X, Y ) such that h¯(x) = h(x) for all x ∈ X0 and h¯(x)≤i F(x)
for all x ∈ C .
Corollary 4.3 is related to [12, Theorem 1] which assumes that 0 ∈ F(0) instead of X0 ∩ core(C) ≠ ∅. In [10, Theorem 1]
is given a weaker version of Corollary 4.3 by using relative algebraic interior.
Note that the generalized Hahn Banach theorem established in [13, Theorem 2.1] in the framework of topological linear
spaces can not be true and its proof is not valid even for the algebraic case, see Zăflinescu [10, Remark 2]. In the following
theorem we show that, in algebraic terms, such a result is valid even for a more general class than affinelike maps.
Theorem 4.4. Suppose that F is≤-convex. Let X0 ⊂ X be a linear subspace such that X0 ∩ core(C) ≠ ∅. Let G: X0 −→ ℘0(Y )
be a map such that supG = φ: X0 −→ Y is≤-concave and G(x)≤i F(x) for all x ∈ X0 ∩ C.
Then there exist a map G¯: X −→ ℘0(Y ) and an affine function h: X −→ Y such that G¯(x) = G(x) for all x ∈ X0 and
G¯(x)≤i h(x)≤i F(x) for all x ∈ C.
Proof. Take x¯ ∈ X0 ∩ core(C). Then G(x¯)≤i F(x¯) and by applying [7, Proposition 1.5(i)] we have that F(x) is minorized for
each x ∈ C and similarly G(x) is majorized for each x ∈ X0 because x¯ ∈ X0. By Corollary 3.6, ϕ = inf F is≤-convex on C and,
furthermore
φ(x) ≤ ϕ(x) for all x ∈ X0 ∩ C
since G(x)≤i F(x) for all x ∈ X0 ∩ C .
According to [2, Theorem 3.1] there exist l ∈ L(X, Y ) and y0 ∈ Y such that φ(x) ≤ l(x) + y0 for every x ∈ X0 and
l(x)+ y0 ≤ ϕ(x) for every x ∈ C .
Take X1 ⊂ X a linear subspace such that X = X0 ⊕ X1 and define
G¯(x0 + x1) = G(x0)+ l(x1). (1)
It is clear that G¯(x) = G(x) for every x ∈ X0.
Moreover, for x = x0 + x1 ∈ C (with x0 ∈ X0 and x1 ∈ X1) by (1) we have
G¯(x) = G¯(x0 + x1) = G(x0)+ l(x1)≤i φ(x0)+ l(x1)
≤i l(x0)+ y0 + l(x1) = l(x)+ y0
≤i ϕ(x)
≤i F(x)
and we conclude the proof taking h = l+ y0. 
Remark 4.5. Taking into account (1) and Corollary 3.6 if, in Theorem 4.4, G is≤-concave (resp. affine, affinelike, linear, . . . )
then G¯ is also≤-concave (resp. affine, affinelike, linear, . . . ). Consequently, we obtain the algebraic version of [13, Theorem
2.1] and its corollaries under weaker assumptions.
Corollary 4.6. Suppose that F is ≤-convex and 0 ∈ core(C). Let Y0 be a set such that Y0≤i F(0). Then there exist a map
H: X −→ ℘0(Y ) such that H = l+ Y0 with l ∈ L(X, Y ) and H(x)≤i F(x) for all x ∈ C.
Proof. By considering X0 = {0} and G(0) = Y0 in Theorem 4.4 we can easily conclude taking into account (1). 
In all previous results, we have been working under the set-relation ≤i. So, for every x ∈ C the set F(x) ∩ G(x) is at the
most an unique point (since K is pointed).
Now, suppose that this is no longer so. We establish a version of the (algebraic) Hahn–Banach extension theorem for
set-valued maps using a set-relation 4 compatible with the ordering defined by K .
The next result generalizes several existing results and can be proven by using similar arguments.
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Theorem 4.7. Let 4 be a preorder on ℘0(Y ) compatible with ≤ and minorized. Suppose that F is 4-convex. Let X0 ⊂ X be a
linear subspace such that X0 ∩ core(C) ≠ ∅. Let G: X0 −→ ℘0(Y ) be such that there exists a 4-concave (resp. affine) function
h: X0 −→ Y satisfying G(x) 4 h(x) for all x ∈ X0 and h(x) 4 F(x) for all x ∈ X0 ∩ C.
Then there exist G¯: X −→ ℘0(Y ) and a 4-concave (resp. affine) function h¯(x) such that G¯(x) = G(x) and h¯(x) = h(x) for all
x ∈ X0 and G¯(x) 4 h¯(x) 4 F(x) for all x ∈ C .
Proof. Replacing h by G in the proof of Theorem 4.4 and taking into account that 4 is minorized. 
As a particular case we obtain the following results.
Corollary 4.8. Suppose that F is≤-convex. Let X0 be a linear subspace of X such that X0 ∩ core(C) ≠ ∅. Let G: X0 −→ ℘0(Y )
be such that GK has a≤-concave (resp. an affine) selection h: X0 −→ Y satisfying h(x)≤l F(x) for all x ∈ X0 ∩ C.
Then there exists a map G¯: X −→ ℘0(Y ) such that G¯K has a ≤-concave (resp. an affine) selection h¯ satisfying G¯(x) = G(x)
and h¯(x) = h(x) for all x ∈ X0 and G¯(x)≤l h¯(x)≤l F(x) for all x ∈ C.
Taking account the proof of Theorem 4.7 we have the following results.
Corollary 4.9. Suppose that F(x) = A for all x ∈ C and A is a K-convex set. Let X0 be a linear subspace of X such that
X0 ∩ core(C) ≠ ∅. Let h: X0 −→ Y be an affine map satisfying h(x)≤l A for all x ∈ X0 ∩ C.
Then there exists an affine map h¯: X −→ Y such that h¯(x) = h(x) for all x0 ∈ X0 and h¯(x)≤l A for all x ∈ C.
Corollary 4.10. Suppose that F is≤-convex and 0 ∈ core(C). Let Y0 ⊂ Y be a set such that y0 ∈ Y0 + K and y0≤l F(0).
Then there exist a map H: X −→ ℘0(Y ) such that H = Y0+ l with l ∈ L(X, Y ) and HK has a≤-concave (resp. affine) selection
h satisfying h(0) = y0 and H(x)≤l h(x)≤l F(x) for all x ∈ C.
Proof. By considering X0 = {0}, G(0) = Y0 and h(0) = sup Y0 in Corollary 4.8. 
We emphasize that under the assumptions given in Corollary 4.8 it could happen that φ = supG does not exist and
F(x) ∩ G(x) ≠ ∅ is not a singleton for any x ∈ C . In addition, we have
h(x) ∈ (G(x)+ K) ∩ (ϕ(x)− K) for all x ∈ X0 ∩ C (2)
where ϕ = inf F is a≤-convex function. Note that, by (2), if the set-valued map H: X −→ ℘0(Y ) defined by
H(x) = (G(x)+ K) ∩ (ϕ(x)− K) for x ∈ X (3)
has an affine selection we can apply the above corollaries.
Remark 4.11. In the framework of topological linear spaces, according to [20, Proposition 3.9], ifH: X −→ ℘0(Y ) defined in
(3) is bounded and closed-valued, GK is≤-convex and F is≤-convex, then H has affine selections. See also [16] for existence
of affine selections.
5. Optimality conditions in set-valued optimization
In this section we apply our previous results to establish new optimality conditions for the following set-valued
constrained optimization problem
(P)

Min F(x)
subject to x ∈ Ω
where X, Y , Z are linear spaces, F : X −→ ℘0(Y ) and H: X −→ ℘0(Z) and
Ω = {x ∈ X: 0 ∈ H(x)}.
There are two types of criteria of solutions associated with problem (P): the vector criterion and the set criterion.
In this section, applying previous results we study several types of solutions.
We recall that a x0 ∈ X is a minimal vector solution of (P) if x0 ∈ Ω and there exists y0 ∈ F(x0) such that
(y0 − K) ∩ F(Ω) = {y0}. The pair (x0, y0) is called a minimizer of (P).
With respect to the set criterion we consider the following set solutions:
Definition 5.1. x0 ∈ X is a ≤i-minimal (resp. ≤l-minimal) solution of (P) if x0 ∈ Ω and F(x′)≤i F(x0) (resp. F(x′)≤l F(x0))
with x′ ∈ Ω implies F(x0)≤i F(x′) (resp. F(x0)≤l F(x′)).
Since K is pointed, if F(x0) is≤i-minimal solution of (P) and there exists x′ ∈ Ω such that F(x′)≤i F(x0) then both image
sets coincide and are singleton, that is, F(x0) = F(x′) = {y0}.
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Fig. 1. Illustration of set solutions.
Example 5.2. Suppose Y = R2 is ordered by K = R2+ and the family of image sets {F(x): x ∈ Ω} associated to problem
(P) are represented in the Fig. 1. Then, x0 is a ≤i-minimal solution but x0 is not a ≤l-minimal solution. Moreover, x1 is a
≤i-minimal solution. However, x2 is neither a≤i-minimal solution nor a≤l-minimal solution of (P).
Remark 5.3. As the previous example shows, it is important to point out that if x0 is a solution of set type it could happen
that F(x0) ∩ ∂F(Ω) = ∅where ∂F(Ω) is the boundary of the image set F(Ω).
The following lemma is immediate and its proof is based on Definition 5.1 and the following observation. Both set-
relations≤i and≤l are defined on ℘0(Y ) and generalize the ordering≤ defined by K on Y .
Lemma 5.4. Let x0 ∈ X. If F is single-valued map then the following conditions are equivalent.
(a) x0 is a minimal vector solution of (P)
(b) x0 is a≤i-minimal solution of (P)
(c) x0 is a≤l-minimal solution of (P).
Note that, solving the set-valued optimization problem (P) by means of the vector criterion is equivalent to a rather
simple problem: find the solutions of the following vector problem
MinΠY (x, y) subject to (x, y) ∈ Gra(F)
whereΠY is the projection on the second space.
As far as we know there are several optimality conditions for a set-optimization problem by using the set-relation ≤l
(see, for instance, [21–24,18]) but not using≤i. It is easily seen that a≤l-minimal solution of (P) is a≤i-minimal solution of
(P).
Now, we denote (T ◦ H)(x) = T (H(x)) = {T (z): z ∈ H(x)} where T ∈ L(Z, Y ) and (F ◦ H−1)(z) = {F(x): z ∈ H(x)}. Let
N: Im(H) ⊂ Z −→ ℘0(Y ) be defined byN(z) = (F ◦H−1)(z). It is clear that if 0 ∈ Im(H) thenN(0) = (F ◦H−1)(0) = F(Ω).
The theorems below allowus to express a feasible solution and aminimizer of (P) as an optimal solution of an appropriate
unconstrained optimization problem respectively.
Theorem 5.5. Consider problem (P). Let x0 ∈ Ω . Assume that 0 ∈ core(Im(H)) and N is ≤-convex. Suppose that Ω is solid,
F(Ω) is K-convex, inf F(x0) = {y¯0} and there exist a linear subspace X0 of X and an affine map g: X0 −→ Y such that:
(a) X0 ∩ core(Ω) ≠ ∅,
(b) (y¯0 − K)c ≤l g(x′) for some x′ ∈ X0 and
(c) g(x)≤l F(Ω) for all x ∈ X0 ∩Ω.
Then there exists T ∈ L(Z, Y ) such that x0 is a≤i-minimal solution of the following unconstrained problem
(UP)

Min (F + T ◦ H)(x)
subject to x ∈ X .
Proof. By (a) and (c), taking into account that F(Ω) isK -convex, applying Corollary 4.9 there exists an affinemap g¯: X −→ Y
such that g¯(x) = g(x) for all x ∈ X0 and
g¯(x)≤l F(Ω) for all x ∈ Ω. (4)
Let A = {g¯(x): x ∈ Ω}. Since N(0) = F(Ω), from (4) we have
A≤i N(0).
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By Corollary 4.6 there exists l1 ∈ L(Z, Y ) such that
l1(z)+ A≤i N(z) for all z ∈ Im(H).
Therefore, we have
A≤i F(x)− (l1 ◦ H)(x) for all x ∈ X . (5)
Let T = −l1. Let us prove that x0 is a ≤i-minimal solution of (UP). Suppose that there exists x¯ ∈ X such that F(x¯) + (T ◦
H)(x¯)≤i F(x0)+ (T ◦ H)(x0). Since x0 ∈ Ω we deduce F(x0) ⊂ F(x0)+ (T ◦ H)(x0) and F(x¯)+ (T ◦ H)(x¯)≤i F(x0). Thus,
sup(F(x¯)+ (T ◦ H)(x¯)) ≤ inf F(x0) = y¯0.
From this, taking y¯ ∈ F(x¯)+ (T ◦ H)(x¯) such that y¯0 ∈ y¯+ K , by (5), we have y¯− A ⊂ K . So, we deduce
y¯0 ∈ a+ K for all a ∈ A. (6)
On the other hand, by (b) we obtain g(x′) ∈ (y¯0 − K)c + K = (y¯0 − K)c and, since g(x′) ∈ A, (6) gives the following
contradiction
y¯0 ∈ (y¯0 − K)c .
Hence x0 is a≤i-minimal solution of (UP). 
A similar proof is also valid for establishing a Lagrangian multiplier rule in terms of minimizers.
Theorem 5.6. Consider problem (P). Assume that 0 ∈ core(Im(H)) and N is ≤-convex. Suppose that Ω is solid, F(Ω) is
K-convex, (x0, y0) ∈ Gra(F) is a minimizer of (P) and there exist a linear subspace X0 of X and an affine map g: X0 −→ Y
such that:
(a) X0 ∩ core(Ω) ≠ ∅,
(b) (y¯0 − K \ {0})c ≤l g(x′) for some x′ ∈ X0 and
(c) g(x)≤l F(Ω) for all x ∈ X0 ∩Ω.
Then there exists T ∈ L(Z, Y ) such that (x0, y0) is a minimizer of the following unconstrained problem
(UP)

Min (F + T ◦ H)(x)
subject to x ∈ X .
Proof. Reasoning similarly to the proof of Theorem 5.5, there exists an affine map g¯: X −→ Y such that g¯(x) = g(x) for all
x ∈ X0 and T ∈ L(Z, Y ) such that
g¯(x′)≤i F(x)+ (T ◦ G)(x) for all x ∈ X . (7)
Let us prove that (x0, y0) is a vector minimizer of (UP). Since x0 ∈ Ω it is clear that y0 ∈ F(x0)+ (T ◦ H)(x0). Suppose that
there exist x¯ ∈ X and y¯ ∈ F(x¯)+ (T ◦ H)(x¯) such that y¯ ≤ y0. Then y¯ ∈ y0 − K and from (7) and (b) we obtain y¯ = y0. 
Note that the conditions (a)–(c) in Theorems 5.5 and 5.6 are trivial in the real case, that is, Y = R. On the other hand,
when condition (c) is satisfied, F(Ω) is minorized. Moreover, assumptions (b) and (c) of Theorem 5.5 (resp. Theorem 5.6)
could be easy to check since if x0 is ≤l-minimal solution (resp. (x0, y0) is a minimizer) of (P) then (y¯0 − K)c ≤l F(Ω) (resp.
(y0 − K \ {0})c ≤l F(Ω)) always holds. In particular, concerning the condition (c) we have the following result.
Proposition 5.7. Assume that F :Ω −→ ℘0(Y ) is ≤-convex, F(x0) is minorized and x0 ∈ core(Ω), then exists an affine map
g: X −→ Y such that g(x0) = y¯0 = inf F(x0) and g(x)≤l F(x) for all x ∈ Ω .
Proof. It follows from Corollary 4.10 (replacingΩ byΩ − x0). 
The following example illustrates the geometric nature of the conditions (b) and (c) of Theorems 5.5 and 5.6 and shows
that both conditions can be checked easily.
Example 5.8. Let problem (P) be such that X = R, Ω = [0, 1], Y = R2, K = R2+. Suppose that F : X −→ ℘0(Y ) is defined
such that F(Ω) = {(x, y) ∈ R2: y = (−x + 1)2, x ≥ 0} + R2+ and x0 ∈ Ω verifies inf F(x0) = y¯0 as Fig. 2 shows. Then it is
clear that g:R −→ R2 defined by g(x) = (x,−x− 1) satisfies the conditions (b) and (c) of Theorem 5.5 where X0 = X = R.
A similar example can illustrate the conditions (b) and (c) of Theorem 5.6.
We recall that x0 ∈ Ω is a strong (or ideal) minimal vector solution for problem (P) if there exists y0 ∈ F(x0) such that
y0≤i F(Ω). Note that if x0 is a strong minimal vector solution then F(x0)≤l F(x) for all x ∈ Ω . So, inf F(x0) = inf F(Ω). So,
(x0, y0) ∈ Gra(F) is a strong minimizer of (P) if and only if y0≤l F(Ω).
Note that in [11, Theorem 5.1] a Lagrangian multiplier rule is given by using strong minimal solutions.
Our next theorem shows that a minimizer of (P) is exactly a minimizer for some unconstrained set-valued vector
optimization problem with a real set-valued objective.
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Fig. 2. Illustration of the conditions (b) and (c) of Theorem 5.5.
Theorem 5.9. Let x0 ∈ Ω . Assume that K is relatively solid, 0 ∈ core(Im(H)) and N is ≤-convex. If (x0, y0) is a minimizer of
(P) and F(Ω)+ icore(K) is convex, then there exist l ∈ K+ \ {0} and T ∈ Z ′ such that (x0, l(y0)) is a minimizer of the following
unconstrained problem
(UP)

Min (l ◦ F)(x)+ (T ◦ H)(x)
subject to x ∈ X .
Proof. Since (x0, y0) is a minimizer of (P) it follows that (y0 − K) ∩ F(Ω) = {y0}, then y0 ∉ F(Ω) + icore(K). Using the
support theorem [25, Theorem 6.C] there exists l ∈ Y ′ \ {0} such that l(y0) ≤ l(y + k) for all y ∈ F(Ω) and k ∈ icore(K)
(and the inequality is strict on icore(F(Ω)+ icore(K))). Therefore, l ∈ K+ \ {0} and l(y0) ≤ l(y) for all y ∈ F(Ω). From this,
taking into account that F(Ω) = N(0) and considering≤l defined by the convex cone R+ we have
l(y0)≤l(l ◦ N)(0).
Thus, by Corollary 4.10, there exists l1 ∈ Z ′ such that l(y0)+ l1(z)≤l(l ◦ N)(z) for all z ∈ Im(H), that is,
l(y0)≤l(l ◦ F ◦ H−1)(z)− l1(z) for all z ∈ Im(H).
Equivalently,
l(y0)≤l(l ◦ F)(x)− (l1 ◦ H)(x) for all x ∈ X . (8)
Let T = −l1. Let us prove that (x0, l(x0)) is a minimizer of (UP). It is clear that l(y0) ∈ (l ◦ F)(x0)+ (T ◦H)(x0) since x0 ∈ Ω .
Suppose that there exist x′ ∈ X and a ∈ (l ◦ F)(x′)+ (T ◦H)(x′) such that a ≤ l(y0). Then, by (8), l(y0) ≤ a and we conclude
the proof. 
6. Affine selections of a convex map
In order to apply some results given in Section 4we need to assume set-valuedmaps such that have affine selections.We
end our paper by presenting necessary conditions for the existence of affine selections of convex maps through affinelike
maps. Note that in Remark 4.11 we give some conditions for the existence of affine selections.
In this section we assume more general assumptions, Y is a real linear space partially ordered by a convex cone K and
F : X −→ ℘0(Y ) is a set-valued map where X is a real linear space.
It is clear that if F is an affinelike map then F is convex and has an affine selection for each m ∈ F(0). The relationship
between convex maps which have affine selections and affinelike maps is emphasized by the following results.
First, we show a result in the real case.
Proposition 6.1. Let Y = R and K = R+. If F is minorized valued, ≤-convex and has an affine selection h = l + a with
l ∈ L(X, Y ), then ϕ = inf F = l+ b with b ≤ a.
Proof. Since ϕ(x) is≤-convex then Epi(ϕ) is convex. On the other hand, since h is an affine function from X to R, Gra(h) is
an hyperplane in X × R. Taking support hyperplanes of Epi(ϕ) at every (x, ϕ(x)) we obtain that all of them are coincident
and parallel to Gra(h). Hence ϕ(x) = l(x)+ bwith b ≤ a. 
To study more general assumptions we need the following previous results.
Lemma 6.2. If g: X −→ R is convex and is not constant, then for each x0 ∈ X there exists x′ ∈ X such that g(x0) < g(x′).
Proof. Suppose that there exists x0 ∈ X such that
g(x) ≤ g(x0) for all x ∈ X .
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Then there exists x1 ∈ X such that g(x1) < g(x0) since g is not constant. Let x2 ∈ X be such that g(x2) ≤ g(x0) and
x0 ∈ {λx1 + (1− λ)x2: λ ∈ (0, 1)}. So, there exists λ ∈ (0, 1)with x0 = λx1 + (1− λ)x2. Thus,
λg(x1)+ (1− λ)g(x2) < g(x0) = g(λx1 + (1− λ)x2)
which contradicts that g is convex. 
Remark 6.3. We point out that Lemma 6.2 is also true for g: X −→ R being strictly quasi-convex on X , see [26, Definition
6.1]. However, if g is quasi-convex on X , that is, each level set is convex then Lemma 6.2 can be false. Indeed, if X = R and
g:R → R is defined by g(x) = 2 if x < −2, g(x) = |x| if −2 ≤ x ≤ 1 and g(x) = 1 if x > 1 then g is quasi-convex but
g(x) ≤ g(−2) = 2 for all x ∈ R.
Proposition 6.4. Let K be pointed, relatively solid and vectorially closed. If g: X −→ Y is ≤-convex and not constant, then for
each x0 ∈ X there exists x ∈ X such that g(x) ≰ g(x0).
Proof. Suppose that g(x) ≤ g(x0) for all x ∈ X . Then there exists x1 ∈ X such that g(x1) ≠ g(x0). Since K is pointed, by
Bipolar Theorem [27, Proposition 2.2(ii)] we have K++ = K , then there exists λ ∈ K+ such that λ(g(x1)) ≠ λ(g(x0)). Since
λ◦ g: X −→ R is convex and not constant, by Lemma 6.2 there exists x ∈ X such that λ(g(x0)) < λ(g(x))which contradicts
g(x) ≤ g(x0). 
Theorem 6.5. If F : X −→ ℘0(Y ) is convex and has an affine selection f = l + f (0) where l ∈ L(X, Y ) then the following
conditions hold
(a) There exist affinelike maps H: X −→ ℘0(Y ) and G: X −→ ℘0(Y ) such that H = l + M and G = l + M ′ with M,M ′ ⊂ Y
satisfying f (0) ∈ M ∩M ′,
H ⊂ F and F ⊂ G.
(b) There exists an affinelike map G¯ = l+M such that F ⊂ G¯ and
M ′ ⊂ Y , G = l+M ′, F ⊂ G ⇒ G¯ ⊂ G.
(c) If, in addition, F is vectorially closed valued, then there exists an affinelike map H¯ = f + F(0) such that H¯ ⊂ F and
M ⊂ Y , H = l+M, H ⊂ F ⇒ H ⊂ H¯.
(d) F is minorized valued if and only if F(0) is minorized.
(e) If, in addition, K is relatively solid and vectorially closed and F is minorized and vectorially closed valued, then ϕ = l+ b with
b ∈ Y .
Proof. (a) Since F is convex for every x, y ∈ X we have
1
2
F(x)+ 1
2
F(y) ⊂ F

x+ y
2

. (9)
Thus for every x ∈ X
1
2
f (2x)+ 1
2
F(0) ⊂ F

2x
2

⇔ l(x)+ 1
2
f (0)+ 1
2
F(0) ⊂ F(x).
Let M = 12F(0) + 12 f (0). So, H = l + M is an affinelike map such that H ⊂ F . Furthermore, M is convex since F(0) is
convex.
On the other hand by (9) we have
F(x)+ F(y) ⊂ 2F

x+ y
2

.
In particular, F(x)+F(−x) ⊂ 2F  x−x2  = 2F(0) for every x ∈ X . Thus F(x)+ f (−x) ⊂ 2F(0). TakingM ′ = −f (0)+2F(0)
and G = l+M ′ we conclude F ⊂ G.
(b) Let P be the set of affinelike maps G such that F ⊂ G satisfying that G = l + M where M is a convex set. P is ordered
by the inclusion. By (a) we have P ≠ ∅. Considering any decreasing chain {Fα} ⊂ P . Let us see that {Fα} has a minimal
element. For each x ∈ X we define F0(x) = α Fα(x). Then F0(x) is nonempty for each x ∈ X since F(x) ⊂ F0(x).
Moreover, F0 is an affinelike map since F0(x) = l(x)+α Mα . From Zorn’s lemma there exists a minimal affinelike map
F¯ ∈ P and we conclude.
(c) There is not loss of generality in assuming f (0) = 0. Since F is convex, for every x ∈ X and n ∈ Nwe have
1
n
l(nx)+ n− 1
n
F(0) ⊂ F
nx
n

⇔ l(x)+ n− 1
n
F(0) ⊂ F(x).
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In particular, if y ∈ F(0)we obtain
l(x)+ n− 1
n
y ∈ F(x)⇔ l(x)+ y− 1
n
y ∈ F(x) for all n ∈ N.
From this and taking into account that F is vectorially closed we have
l(x)+ y ∈ F(x) for all x ∈ X, and y ∈ F(0).
Thus, we deduce H¯ = l + F(0) ⊂ F and H¯ is maximal in the sense that if there exists an affinelike map such that
H = l+M ⊂ F then H ⊂ H¯ which is immediate sinceM ⊂ F(0).
(d) It follows from (a) and definition of G.
(e) We can assume that f (0) = 0. By (c), H(x) = l(x)+ F(0) ⊂ F(x) for all x ∈ X . Therefore,
l(x)+ inf F(0) ≥ inf F(x) = ϕ(x) for all x ∈ X . (10)
Since ϕ is convex by Corollary 3.6 we obtain ϕ − l is convex. If ϕ − l is not constant, then according to Proposition 6.4
there exists x′ such that ϕ(x′)− l(x′) ≰ ϕ(0)− l(0) = ϕ(0)which contradicts (10). 
Remark 6.6. We point out that Theorem 6.5(a) is also true for F being midconvex on X , see its proof.
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