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Abstract
A uniform attachment graph (with parameter k), denoted Gn,k in the paper, is a random
graph on the vertex set [n], where each vertex v makes k selections from [v − 1] uniformly and
independently, and these selections determine the edge set. We study several aspects of this
graph. Our motivation comes from two similarly constructed, well-studied random graphs: k-out
graphs and preferential attachment graphs. In this paper, we find the asymptotic distribution
of its minimum degree and connectivity, and study the expansion properties of Gn,k to show
that the conductance of Gn,k is of order (log n)
−1. We also study the bootstrap percolation on
Gn,k, where, each vertex is either initially infected with probability p, independently of others,
or gets infected later as a result of having r infected neighbors at some point. We show that,
for 2 ≤ r ≤ k− 1, if p≪ (log n)−r/(r−1), then, with probability approaching 1, the process ends
before all vertices get infected. On the other hand, if p ≥ ω(logn)−r/(r−1), where ω is a certain
very slowly growing function, then all the vertices get infected with probability approaching 1.
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Mathematics Subject Classification: 05C80, 60C05
1 Introduction
We study a dynamic random graph model, which is called a uniform attachment graph in [21]. In
this model, new vertices are added one at a time to the graph, and each time a vertex is added, it
selects k neighbors uniformly and independently (with repetition) from the already present vertices,
where k is a parameter of the model. This gives rise to a growing directed multigraph with all
out-degrees k. Our interest is in the simple undirected graph obtained from this graph by removing
the edge orientations and multiple edges. The case k = 1 gives a random recursive tree, which has
been studied extensively.
∗Supported by National Science Foundation Fellowship (Award No. 1502650).
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By construction, uniform attachment graphs are similar to two other families of graphs which
have been well studied: preferential attachment graphs and uniform k-out graphs. In both graphs,
each vertex chooses k neighbors. In the former, the choices heavily depend on the degrees of the
previous vertices whereas in the latter the choices are made uniformly from the whole vertex set.
As a result, in preferential attachment graphs, there are few vertices of very large degrees (hubs)
and many vertices of small degrees, whereas in k-out graphs the degrees are largely close to each
other, and their joint distribution is symmetric. In a sense, the graphs we consider in this paper lie
in between these two families: vertex vi chooses its out-neighbors from the vertices {v1, . . . , vi−1}
as in the preferential attachment graphs, but the choices it makes are uniform and hence do not
depend on the degrees of the potential out-neighbors. The in-degrees of the older vertices tend to
be larger, but this bias is weaker than the bias in the preferential attachment graphs.
Recently Magner, Janson, Kollias and Szpankowski [21] studied the symmetry in uniform at-
tachment graphs and showed that the graph, after n vertices are added and as n→∞, is symmetric
(i.e. it has a nontirivial automorphism) with high probability (whp) for k = 1, and with probability
bounded away from 0 for k = 2. They also conjectured that it is asymmetric for k ≥ 3. More
recently, Frieze, Pe´rez-Gime´nez, Pra lat and B. Reiniger [16] studied the hamiltonicity and perfect
matchings in uniform attachment graphs; they proved that whp the graph has a perfect matching
for k ≥ 159 and it is Hamiltonian for k ≥ 3214.
In this paper, we study several other aspects of the uniform attachment graph Gn,k. We begin
with the limiting distribution of the minimum degree. We show that whp the minimum degree is
either k − 1 or k, and that the number of vertices with degree k − 1 converges in distribution to
a Poisson random variable with parameter (k − 1)/2. We demonstrate that whp the connectivity
of the graph is equal to its minimum degree so that the connectivity distribution is asymptotically
supported by {k−1, k} as well. (A similar closeness between connectivity and minimum degree is on
display in a classic result proved by Bolloba´s and Thomason [10]: for every deterministic k, which
may depend arbitrarily on n, whp the moments when the minimum degree and the connectivity of
the Erdo¨s-Re´nyi evolving random graph weakly exceed k, coincide.)
This result makes it natural to study the expansion properties of Gn,k. We show that whp
Gn,k is a vertex-expander with a positive limiting, k-dependent, expansion rate. We use this claim
to show that whp Gn,k is an edge-expander as well, with the expansion rate (i.e. conductance
Φ(Gn,k)) of order log
−1 n at least. This implies that whp the total variation distance between the
uniform random walk on Gn,k and the stationary distribution decays quasi-geometrically, at the rate
exp(−Θ(log−2 n)). It brings to mind the work of Fountoulakis and Reed [15] and later Benjamini,
Kozma and Wormald [8] who proved, independently, that the total variation mixing time for the
walk on the giant component of G(n,P(edge = π)) and G(n,m) is whp of order Θ(log2 n).
In the second part we study bootstrap percolation on Gn,k. Bootstrap percolation is a process
which starts with an initial set of “infected” vertices. Afterward, at each step, an uninfected vertex
with at least r infected neighbors becomes infected and stays infected forever. Here r is a parameter
of the process, and it is called the activation threshold. If r = 1, then all vertices in a connected
graph get infected at some point as long as there is at least one infected vertex initially. However,
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for r > 1, the final set of infected vertices may strongly depend on the graph and the initial set of
infected vertices.
Both extremal and probabilistic aspects of bootstrap percolation have been of keen interest in
mathematics and statistical mechanics, and have been studied widely. A natural question is: what
can we say about the number of infected vertices at a given time for a given set of initally infected
vertices? In particular, which sets of infected vertices spread the infection to all vertices?
In the extremal part, for a given graph, the most typical problem is finding a minimum-
cardinality set of initially infected vertices that makes all the vertices infected eventually. For
the probabilistic angle, one usually starts with a random set of initially infected vertices in a ran-
dom graph or a deterministic graph and analyzes the distribution of the number of infected vertices
at the terminal state of the process. Given a graph, a popular choice for the random configuration
of the infected vertices is the outcome of the following experiment: for each of the vertices flip a
coin with heads probability p = p(n), and declare the vertex infected if the coin turns up heads.
The problem of finding a threshold value of the initial infection probability p for the property
that “all the vertices become infected eventually” has been studied for many graphs. For example,
Balogh and Pittel [6] studied this problem for random regular graphs, and Janson,  Luczak, Turova
and Vallier [19] for G(n, π) in the full range of π := P(edge). In a more general, non-homogeneous
setting, in [2] and [3], Amini studied the percolation for undirected and directed random graphs
with given degree sequences, subject to some restrictions.
The problem has also been studied for scale-free random graphs, where the degrees follow a
power law distribution. A well known class of such graphs is the preferential attachment model,
which was introduced by Baraba´si and Albert [7] and defined and studied rigorously by Bolloba´s,
Riordan, Spencer and Tusna´dy [9]. Abdullah and Fountoulakis [1] gave a detailed analysis of the
bootstrap percolation on generalized preferential attachment graphs. In particular, their results
yield immediately that n−1/2 is a threshold for the spread of infection to all vertices for the ba-
sic Baraba´si-Albert model. Similar results were previously also established by Ebrahimi, Gao,
Ghasemiesfeh and Schoenenbeck [14]. They proved, for the Baraba´si-Albert model, that (i) if p is
much smaller n−1/2, then the final set of infected vertices is not the whole vertex set and (ii) if p
is much bigger than n−1/2 log n, then whp the whole set is infected eventually in O(log n) steps.
Another random graph model with power law distribution was introduced by Chung and Lu [11],
which is known as the Chung-Lu model. In this random graph model, vertices i and j are joined by
an edge with probability w(i)w(j)/W , where w : V → R+ is a weight function and W =
∑
k w(k).
Accordingly, assuming maxj{w(i)w(j)} ≤W , the expected degree of vertex i is wi. With a suitable
choice of weight sequence w, one gets a power law degree distribution. For these graphs, Amini and
Fountoulakis [4] found a threshold value q = q(n) such that (i) there is no evolution when p ≪ q
and (ii) a linear size infection occurs when p≫ q. Improving this result, Amini, Fountoulakis and
Panagiotou [5], proved a law of large numbers for the size of the final infection when p≫ q.
In this paper, we add the uniform attachment graph to this list. We show that (i) if each vertex
is initially infected (independently of each other) with probability p ≥ ω(log n)−r/(r−1), where ω is
growing fairly slowly, then whp all the vertices become infected eventually, and (ii) if each vertex
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is infected initially with probability p ≪ (log n)−r/(r−1), then whp the process ends up with some
vertices remaining uninfected.
In Section 2 we introduce our notation and fully state our main results for the uniform at-
tachment graph Gn,k. In Section 3, we study the minimum degree and the connectivity of Gn,k.
In Section 4, we show that Gn,k is a vertex-expander, and an edge-expander, and apply the lat-
ter property to determine the likely rate of convergence of the uniform walk distribution to the
stationary one. In Section 5, we prove the two-sided estimate of the threshold for the bootstrap
percolation.
2 Main results
Notation. We denote by [n] the set of first n positive integers and by [m + 1, n] the set of
integers from m + 1 to n. We use the standard notation O(·),Θ(·), etc. to describe the growth
rates of functions of interest. We use f(n) ≤b g(n) instead of f(n) = O(g(n)) when g(n) is a bulky
expression. When f(n)/g(n) → 1 as n → ∞, we write f(n) ∼ g(n). We say that an event En
occurs with high probability (whp), if limn→∞P(En) = 1.
We now introduce the uniform attachment graph Gn,k, which has the vertex set [n]. Each vertex
u ∈ [2, n] makes k independent selections uniformly from [u− 1] and for each selection v, the edge
uv is added to the graph. In the end, multiple edges between two vertices are reduced to a single
edge. It can also be viewed as the snapshot after n steps of the following graph process {Gt,k}t≥1.
The graph G1,k is the unique edgeless graph with a single vertex 1. For t ≥ 2, Gt,k is obtained
from Gt−1,k by adding the vertex t, and k edges from t to the previous vertices, where the other
end of each edge is chosen uniformly and independently from [t− 1]. (Multiple edges are reduced
to a single edge.)
Although our main interest is in Gn,k, which is an undirected graph, we also use the directed
version in our proofs. In the directed version
−→
Gn,k, the edges are oriented toward smaller vertices.
In other words, each vertex selects the endpoints of edges emanating from itself.
Gn,k is a variant of a well-known k-out graph, in which vertex u chooses its neighbors from the
whole set [n] instead of [u − 1]. Hence, although the average degrees are about the same, in Gn,k
there is a clear bias toward the smaller vertices. On the other hand, this bias is not as strong as
the bias in preferential attachment graphs, where vertex u chooses k neighbors from [u − 1], not
uniformly but proportionally to the degrees of the previous vertices. Whereas whp a preferential
attachment graph has maximum degree of polynomial order, whp the maximum degree of Gn,k is
only O(log n).
We denote by Din(v) and Dout(v) the in-degree and the out-degree of the vertex v, respectively,
in
−→
Gn,k. The degree of a vertex v in Gn,k, denoted D(v), is the sum of Din(v) and Dout(v).
Note that Dout(v) ≤ k for each v ∈ [n], and easy computations show E[Din(v)] ∼ k log(n/v)
and maxvDin(v) ∼ k log n whp. Consequently, maxvD(v) ∼ k log n whp. We denote by δn the
minimum degree of Gn,k. Our first result gives the limiting distribution of δn.
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Theorem 2.1. Whp, δn ∈ {k − 1, k} and
lim
n→∞
P(δn = k) = e
−(k−1)/2.
Next we study the connectivity of Gn,k. Given a graph G, let κ(G) denote the connectivity of
G, that is, κ(G) is the largest ν such that deletion of any ν − 1 vertices does not separate G. Let
κn = κ(Gn,k).
Theorem 2.2. For k ≥ 2,
P(κn = δn) = 1−O(n
−1/k).
Our next result shows that Gn,k is an expander. Given a graph G = (V,E) and a vertex set
X ⊆ V , let N(X) be the set of all neighbors of X outside of X. Since the minimum degree of
Gn,k is at least k − 1 whp by Theorem 2.1, for every non-empty vertex set X in Gn,k, we have
|X|+ |N(X)| ≥ k whp. Let ρ(k) be the positive root of
f(ρ) + kg(ρ) = 0,
f(ρ) := log 2−
1
2
[
ρ log ρ+ (1− ρ) log(1− ρ)
]
g(ρ) :=
1 + ρ
2
log(1 + ρ)− ρ log ρ−
(
1−
ρ
2
)
log(2− ρ) = 0.
The root ρ(k) uniquely exists for all k ≥ 2, and lim ρ(k) = ρ∗, which is the unique root of g(ρ) = 0.
Maple delivers ρ(2) ≈ 0.076, ρ(3) ≈ 0.114, ρ(4) ≈ 0.141, ρ(5) ≈ 0.160, ρ(6) ≈ 0.173, ρ(7) ≈ 0.183,
and ρ∗ ≈ 0.252.
Theorem 2.3. Let k ≥ 2. For every ρ < ρ(k),
lim
n→∞
P{∃X ⊆ [n] : 1 ≤ |X| ≤ n/2 and |N(X)| ≤ ρ|X|} = 0.
In words, whp every non-empty vertex set X of cardinality ≤ n/2 has at least ρ|X| neighbors outside
of X, so that the graph Gn,k is a vertex-expander with expansion rate ρ, at least.
Now the edge-expansion rate (conductance) Φ of a graph G(V,E) is defined as minS⊂V Φ(S),
where
Φ(S) :=
|∇(S)| · |E|
d(S) · d(V \S)
, d(T ) :=
∑
v∈T
degG(v),
and ∇(S) is the set of edges connecting S to V \ S. We will prove existence of a constant c such
that whp d(S) ≤ c|S|
(
1 + log(n/|S|)
)
for all non-empty S ⊂ V . Applying Theorem 2.3, we get
that there is an absolute constant γ such that whp Φ(Gn,k) ≥ γ log
−1 n. Let {P t(j | i)}j∈[n] denote
the probability that the uniformly random walk on [V ] is in vertex j at time t, given the starting
state i ∈ [n], and let {π(j) = (2|E|)−1degG(j)}j∈[n] denote the stationary distribution of the walk.
According to Sinclair–Jerrum theorem [23] for a general graph G, and the likely lower bound for
conductance Φ(Gn,k), we have
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Theorem 2.4. For the random walk on Gn,k, there are some constants γ1 and γ2 such that
∣∣∣P t(j |i)− π(j)∣∣∣ ≤
√
π(j)
π(i)
(
1−
Φ2(Gn,k)
8
)t
≤ γ1(log n)
1/2 exp
(
−
γ2 t
log2 n
)
,
the last bound holding with high probability.
We turn now to formulation of the results regarding the bootstrap percolation on Gn,k.
Theorem 2.5. Let log(s) stand for the s-fold composition of log with itself. If
p ≥ ω(log n)−r/(r−1),
where ω =
(
3 log(3) n · log(4) n)
r
r−1 , then all the vertices get infected eventually whp.
A key element of the argument is the whp existence proof for perfect ℓ-ary trees rooted at
vertices from a slowly growing interval of “smallish” vertices, with generations coming from a
partition of all other vertices into a slowly growing number of intervals, and leaves from the set of
initially infected vertices.
Theorem 2.6. Let ω →∞ however slowly. If
p ≤ ω−1(log n)−r/(r−1),
then, whp, spread of infection stops before any vertex smaller than ω1/2(log n)r/(r−1) is infected.
The proof is based on the idea of “witnesses”, which in this case are rooted directed r-ary
subgraphs of Gn,k with “leaves” from the set of initially infected vertices that must be present for
a root to be eventually infected, cf. Frieze and Pittel [17] and Abdullah and Fountoulakis [1].
We conclude this section with the following standard Chernoff inequalities, which we will use
in our proofs in the next sections. (See for instance [18, Theorem 2.1 and Theorem 2.8 ].)
Lemma 2.7. Let X be a sum of independent Bernoulli random variables with E[X] = µ. Then
P(X ≤ µ− t) ≤ e−t
2/(2µ) (t > 0), (2.1)
P(|X − µ| ≥ εµ) ≤ 2e−ε
2µ/3 (0 < ε ≤ 3/2). (2.2)
3 Minimum degree and connectivity of Gn,k
We prove Theorem 2.1 and Theorem 2.2 in this section.
3.1 Minimum degree in Gn,k
Recall that Din(v) and Dout(v) denote the in-degree and the out-degree of v in
−→
Gn,k, respectively,
and D(v) = Din(v) +Dout(v).
Since Din(n) = 0 and Dout(n) ≤ k, we have D(n) ≤ k and hence the minimum degree of Gn,k
is at most k. The next two lemmas show that there is no vertex with degree less than k − 1, whp.
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Lemma 3.1. There is no vertex in [⌊log n⌋] with in-degree less than k in
−→
Gn,k.
Proof. Write m = ⌊log n⌋ and fix x ∈ [m]. The in-degree of x satisfies
Din(x) ≥ Zm(x) :=
∑
j≥m+1
ξj(x),
where ξj(x) is the indicator of the event that j chooses x, i.e., (j, x) is an edge in
−→
Gn,k. Note that
ξj(x)’s are independent. Also, uniformly for j > m,
P(ξj(x) = 1) = 1−
(
1−
1
j − 1
)k
∼
k
j
and hence
µ := E[Zm(x)] ∼ k log(n/m) ∼ k log n.
Chernoff bound (2.1) yields
P(Zm(x) ≤ µ/2) = P(Zm(x) ≤ µ− µ/2) ≤ e
−µ/8.
Using the last inequality and the union bound finishes the proof.
Lemma 3.2. There is no vertex in [m+ 1, n] with out-degree strictly smaller than k − 1 in
−→
Gn,k.
Proof. For any x > m,
P(Dout(x) ≤ k − 2) ≤
(
x− 1
k − 2
)(
k − 2
x− 1
)k
= O(x−2).
Hence
P(∃x > m : Dout(x) ≤ k − 2) = O
(∑
x>m
x−2
)
= O(1/m)→ 0.
Proof of Theorem 2.1. Let Sn denote the set of vertices with out-degree (k − 1) and in-degree
0 in
−→
Gn,k. Lemmas 3.1 and 3.2 and the fact D(n) ≤ k together imply that δn is either k − 1 or k
whp, and
P(δn = k − 1) = P(Sn 6= ∅) + o(1).
Hence it is enough to show
P(Sn = ∅) ∼ e
−(k−1)/2.
Since [m] ∩ Sn = ∅ whp by Lemma 3.1, we may only focus on the set S
∗
n := Sn \ [m].
For a given vertex x,
P(Din(x) = 0) =
∏
y>x
(y − 2)k
(y − 1)k
=
(x− 1)k
(n− 1)k
=
(
1 +O(x−1)
)
(x/n)k. (3.1)
On the other hand, for every vertex x ≥ k,
P(Dout(x) = k − 1) =
(
x− 1
k − 1
)(
k
2
)
(k − 1)!
1
(x − 1)k
=
(
k
2
)
(x− 1)k−1
(x− 1)k
∼
k(k − 1)
2x
. (3.2)
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Since Din(x) and Dout(x) are independent,
P(Din(x) = 0, Dout(x) = k − 1) =
(
k
2
)
(x− 1)k−1
(n− 1)k
.
More generally, given ℓ ≥ 1, consider x := {x1 > x2 > · · · > xℓ}. Let us compute
P(x) := P

 ℓ⋂
j=1
{
Din(xj) = 0, Dout(xj) = k − 1
} .
On this event, the admissible selections for the vertex y ∈ [n] form a set
A(y) := [1, y − 1] \ {xj : xj < y};
if y selects xj , then the vertex xj will have a positive in-degree. “Merging” (3.1) and (3.2) we
obtain
P(x) =
∏
y/∈x: y>xℓ
|A(y)|k
(y − 1)k
·
∏
y∈x
(|A(y)|
k−1
)(k
2
)
(k − 1)!
(y − 1)k
.
Telescoping the first product for y > x1 yields
P(x) =
ℓ∏
j=1
(x1 − j)
k
(n− j)k
∏
y/∈x:xℓ<y<x1
|A(y)|k
(y − 1)k
·
∏
y∈x
(|A(y)|
k−1
)(k
2
)
(k − 1)!
(y − 1)k
. (3.3)
We will need a more transparent asymptotic version of (3.3) for the case when xℓ is large. First,
ℓ∏
j=1
(x1 − j)
k
(n− j)k
= (1 +O(x−11 ))
(x1
n
)kℓ
.
Similarly, ∏
y∈x
(|A(y)|
k−1
)(
k
2
)
(k − 1)!
(y − 1)k
= (1 +O(1/xℓ))
(
k
2
)ℓ ℓ∏
j=1
1
xj
.
Further, for y ∈ (xj+1, xj) we have |A(y)| = y − (ℓ+ 1− j); therefore
∏
y∈(xj+1,xj)
|A(y)|k
(y − 1)k
=
∏
y∈(xj+1,xj)
(
y − 1− (ℓ− j)
y − 1
)k
=
∏
y∈(xj+1,xj)
exp
(
−
k(ℓ− j)
y − 1
+O(y−2)
)
= exp

− ∑
y∈(xj+1,xj)
k(ℓ− j)
y − 1
+O(x−1j+1)


= exp
(
−k(ℓ− j) log
xj
xj+1
+O(x−1j+1)
)
= (1 +O(x−1j+1))
(
xj+1
xj
)k(ℓ−j)
.
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Therefore, for xℓ →∞ however slowly, we have
P(x) = (1 +O(x−1ℓ ))
(
k
2
)ℓ (x1
n
)kℓ ℓ∏
j=1
1
xj

 · ℓ−1∏
j=1
(
xj+1
xj
)k(ℓ−j)
= (1 +O(x−1ℓ ))
(
k
2
)ℓ
n−kℓ
ℓ∏
j=1
xk−1j . (3.4)
Using (3.4), we get
E
[(
|S∗n|
ℓ
)]
=
∑
x1>···>xℓ>m
P(x)
= (1 +O(m−1))
(
k
2
)ℓ ∑
x1>···>xℓ>m
ℓ∏
j=1
1
n
(xj
n
)k−1
= (1 +O(m−1))
(
k
2
)ℓ ∫
· · ·
∫
1≥z1>···>zℓ
ℓ∏
j=1
zk−1j dz1 · · · dzℓ
=
1 +O(m−1))
ℓ!
(
k
2
)ℓ(∫ 1
0
zk−1 dz
)ℓ
= (1 +O(m−1))
(
k−1
2
)ℓ
ℓ!
.
Therefore |S∗n| (whence |Sn|) converges in distribution to a Poisson random variable with mean
(k − 1)/2, which finishes the proof.
Remark 3.3. The proof of Theorem 2.1 shows that the number of vertices with degree smaller than
k is bounded whp. What about the number of vertices with degree k + j, with j ≥ 0 fixed? Since
P(Din(x) < k) = O(x
−1) for all x ∈ [n], almost all the vertices have out-degree k. Let Xj denote
the number of vertices with in-degree j. Standard computations of the first two moments give
Xj ∼
n
k + 1
(
k
k + 1
)j
whp. Thus, as opposed to preferential attachment graphs, where the degrees follow power-law dis-
tribution, the degrees in Gn,k have geometric distribution; the number of vertices with total degree
k + j, scaled by n, is asymptotically 1k+1
(
k
k+1
)j
whp.
3.2 Connectivity of Gn,k
Proof of Theorem 2.2. Since κn ≤ δn always, it suffices to prove that limn→∞ P(κn < δn) =
O(n−1/k).
(1) Let us first prove
P(κn < δn = k − 1) = O(n
−2/k). (3.5)
Since Gn,k is connected, we have κn ≥ 1. Hence it suffices to consider k ≥ 3. By the definition
of connectivity, P(κn < k − 1) = P(Un), where Un is the event that there exists a partition
[n] = X1 ⊔X2 ⊔X3 such that, denoting νj = |Xj |:
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(i) 1 ≤ min{ν1, ν2} and 1 ≤ ν3 ≤ k − 2,
(ii) no vertex of X1 (X2 resp.) selects a vertex from X2 (X1 resp.).
In fact, it suffices to consider only ν3 = k − 2 and from now on we assume this is the case. By the
union bound and the definition of Gn,k,
P(Un) ≤
∑
X1,X2,X3
2∏
j=1
∏
x∈Xj
(νj + ν3 − r(x;Xj ⊔X3))
k
(x− 1)k
. (3.6)
Here, for j = 1, 2, r(x;Xj ⊔X3) is the rank of x ∈ Xj in the set Xj ⊔X3. (E.g. r(x : Xj ⊔X3) = 1
if x is the largest vertex in Xj ⊔X3. ) So the last fraction is the probability that vertex x ∈ Xj
selects the vertices y < x exclusively from Xj ⊔ X3. Now r(x : Xj ⊔X3) ≥ r(x;Xj), the rank of
x ∈ Xj in Xj , and r(x;Xj) runs from 1 to νj as x goes through the vertices of Xj in the decreasing
order. So
2∏
j=1
∏
x∈Xj
(νj + ν3 − r(x;xj ⊔Xj))
k ≤

 ∏
j=1,2
(νj + ν3 − 1)νj


k
≤ γ1
[
(ν1 + ν3 − 1)! (ν2 + ν3 − 1)!
]k
,
where γ1 and γr below stand for constants dependent on k only. Since
2∏
j=1
∏
x∈Xj
1
(x− 1)k
=
1
[(n− 1)!]k
∏
x∈X3
(x− 1)k
≤
[(n− 1)ν3 ]
k
[(n− 1)!]k
=
1
[(n − 1− ν3)!]k
,
(3.7)
the product in (3.6) is bounded by a function dependent on νj only. Therefore, (3.6) is transformed
into
P(Un) ≤b
∑
ν1+ν2+ν3=n
min{ν1,ν2}≥1
n!
ν1!ν2!ν3!
[
(ν1 + ν3 − 1)! (ν2 + ν3 − 1)!
(n− 1− ν3)!
]k
≤b n
ν3
∑
ν1+ν2=n−ν3
min{ν1,ν2}≥1
(n − ν3)!
ν1!ν2!
·
[
(ν1 + k − 3)! (n − ν1 − 1)!
(n− ν3 − 1)!
]k
. (3.8)
Here ν3 = k − 2. The term corresponding to j = ν1 − ν3 (with fixed j) is in the order of
O(nν3+ν1−jk) = O(n(2−j)(k−1)−2), which is O(n−2) for j ≥ 2. So it is enough to consider the
case j ≤ 1, i.e., the case ν1 ≤ k − 1.
Consider ν1 ≤ k − 1. We will be applying the union bound again, but we will need to use
some additional constraints the partitions (X1,X2,X3) must meet for the sets X1 and X2 to be
separated by removal of the set X3. Let n0 = 0 and nj = ⌊n
j/k⌋ for j = 1, . . . , k. Also let
Ij = [nj−1+1, nj ]. We can choose X1 by first specifying the numbers ai = |X1 ∩ Ii| (subject to the
constraint a1 + · · · + ak = ν1), and then choosing ai numbers from Ii for each i. For a particular
sequence a := (a1, . . . , ak), there are at most n
∑
iai/k choices for X1. Now fix X1 and X3. By
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the definition of the event Un, each x ∈ X1 selects (with repetition) k members exclusively from
X1 ∪X3, which happens with probability(
|X1|+ |X3|
x− 1
)k
≤
(
2k
nj−1 − 2
)k
= O
(
n−(j−1)
)
, if x ∈ X1 ∩ Ij .
Therefore, for the event A1 := {no member of X1 selects a member of X2} we have
P(A1) = O

 k∏
j=1
(
n−(j−1)
)aj = O (n−∑j aj(j−1)) . (3.9)
Consider now the event A2 := {none of the members of X1 is chosen by a member of X2}. Let
y ∈ X2 ∩ Ij. The probability that y does not choose a member from X1 is at most(
1−
a1 + · · ·+ aj−1
y − 1
)k
≤ exp(−k(a1 + · · · + aj−1)/y).
Since these events for different y ∈ X2 ∩ Ij are independent, we have
P(no y ∈ X2 ∩ Ij chooses a member from X1) ≤
∏
y∈X2∩Ij
exp
(
−
k
y
j−1∑
t=1
at
)
= O

exp

−k
(
j−1∑
t=1
at
) nj−1∑
y=nj−1
1
y



 = O
(
exp
(
−
(
j−1∑
t=1
at
)
log n
))
= O
(
n−
∑j−1
t=1 at
)
.
Consequently,
P(A2) =
k∏
j=1
P
(
no y ∈ X2 ∩ Ij chooses a member from X1
)
= O

 k∏
j=1
n−
∑k
j=1(k−j)aj

 .
Finally,
P(A1 ∩ A2) = P(A1)P(A2) = O
(
n
∑k−1
j=1 aj(1−j)−
∑k−1
j=1 (k−j)aj
)
= O
(
n−
∑k
j=1 aj(1−k)
)
= O
(
nν1(1−k)
)
. (3.10)
Since the set X3 can be chosen in
(
n
k−2
)
= O(nk−2) ways, the total number of ways to choose
X3 and X1, for a given a, is of order n
L(a), where L(a) := k − 2 +
∑
j jaj/k. So the contribution
of the summands with ν1 ≤ k − 1 is of order
∑
a
nL
∗(a), L∗(a) := ν1(1 − k) + L(a). Note that∑
j jaj/k ≤ ν1 with equality holding when ak = ν1. Consequently, if ν1 ≥ 2 or ν1 = 1 and ak = 0
then in the first case we have L∗(a) ≤ −(k − 2), and in the second case L∗(a) ≤ −1 + k−1k = −
1
k .
Consider the complementary case: ν1 = 1 and ak = 1. SoX1 = {x} and x ≥ nk := ⌊n
(k−1)/k⌋ →
∞. Since x > 1, we have x > minX3. Otherwise the non-empty set of all elements smaller than x
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would be entirely contained in X2, and some of them would be selected by x, making the partition
(X1,X2,X3) non-admissible. Given the element x ≥ nk, an element y < x can be chosen in x− 1
ways, and the additional k− 3 elements, to be included in X3, in
(n−2
k−3
)
ways. The number of ways
for x to make k (possibly repeated) selections from the chosen k − 2 elements in X3 is at most the
number of ways to allocate k distinguishable balls among (k − 2) boxes, which is
(2k−3
k−3
)
, and each
such selection has probability (x− 1)−k. Hence the contribution of ν1 = ak = 1 to P(Un) is at most
of order (
n
k − 3
) n∑
x=nk
x−k+1 = O(nk−3)
∞∑
x=nk
x1−k = o(n−1).
So the overall contribution of the summands with ν1 ≤ k − 1 to P(Un) is O(n
−2/k). It follows that
P(Un) = O(n
−2/k) as well. This proves (3.5).
(2) Now let us prove
P(κn < δn = k) = O(n
−1/k). (3.11)
The proof runs parallel to the part (1). We have P(κn < δn = k) ≤ P(Vn), with Vn defined similarly
to Un, except that now ν3 := |X3| = k − 1. In addition, |X1| > 1 and |X2| > 1: if Xi = {x}, then
all the x’s neighbors are in X3, and this is impossible on the event {δn = k}. The counterpart of
(3.8) is
P(Vn) ≤b n
ν3
∑
ν1+ν2=n−ν3
min{ν1,ν2}≥1,
(n− ν3)!
ν1!ν2!
·
[
(ν1 + k − 2)! (n − ν1 − 1)!
(n− ν3 − 1)!
]k
, (ν3 = k − 1). (3.12)
The terms corresponding to j = ν1 − ν3 (with fixed j) are in the order of O(n
(2−j)(k−1)), i.e. for
bounded j ≥ 3 they are dominated by the geometric progression with denominator and first term
of order n−k+1. So it is enough to consider the case j ≤ 2, i.e. ν1 ≤ k + 1, so that |X2| ≥ n− 2k.
The bound (3.10) continues to hold, but the number of ways to choose X3 is now O(n
k−1). So
the totall number of ways to choose X3 and X1 for a given a is now L(a) := k−1+
∑
j jaj/k. Hence
the contribution of the summands with ν1 ≤ k+1 is of order
∑
a
nL
∗(a), L∗(a) = ν1(1− k) +L(a).
Arguing as in the part (1), we obtain that L∗(a) ≤ 5 − 2k ≤ −1 if ν1 ≥ 3, and L
∗(a) ≤ −1/k if
ν1 = 2 and ak ≤ 1.
Consider the complementary case ν1 = 2, ak = 2; so X1 = {x1, x2}, and min(x1, x2) ≥ nk =
⌊n(k−1)/k⌋. Suppose x1 > x2. Since ν3 = k − 1, on the event “δn = k” (a) the vertices x1 and x2
form an edge, i.e. x1 selects x2, and (b) x1 (x2 resp.) makes (k − 1) (k resp.) selections from the
(k − 1) elements of X3. The probability of this event is of order
nk−2
∑
x1≥x2≥nk
x−k+11 (x2)
−k ≤b n
k−2 y−2k+3
∣∣∣
y=nk
= o(n−1).
Therefore P(Vn) = O(n
−1/k), which proves (3.11).
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4 Gn,k expands.
In this section we prove Theorem 2.3 and Theorem 2.4. Theorem 2.3 states that, for k ≥ 2, we
have
lim
n→∞
P{∃X ⊆ [n] : 1 ≤ |X| ≤ n/2 and |N(X)| ≤ ρ|X|} = 0
for any ρ < ρ(k), where ρ(k) is the positive root of
log 2−
1
2
[
ρ log ρ+ (1− ρ) log(1− ρ)
]
+ k
[
1 + ρ
2
log(1 + ρ)− ρ log ρ−
(
1−
ρ
2
)
log(2− ρ)
]
= 0.
In words, whp Gn,k is vertex-expanding with rate ρ at least.
Proof of Theorem 2.3. Let Pn denote the probability in question. Let Y := N(X). By the
definition of Y , no x ∈ X makes any selection outside X ⊔ Y , and no z ∈ (X ⊔ Y )c makes any
selection in X. So, by the union bound, we have
Pn ≤
∑
X,Y :|Y |≤ρ|X|
|X|+|Y |≥k
∏
x∈X
(
|X| + |Y | − r(x;X ⊔ Y )
)k
xk
·
∏
z∈(X⊔Y )c
(
|Xc| − r(z;Xc)
)k
zk
≤
∑
X,Y :|Y |≤ρ|X|
|X|+|Y |≥k
∏
x∈X
(
|X| + |Y | − r(x;X)
)k
xk
·
∏
z∈(X⊔Y )c
(
|Xc| − r(z; (X ⊔ Y )c)
)k
zk
.
(4.1)
For x running through X in the decreasing order, r(x;X) runs from 1 to |X| − 1. Likewise in the
second product r(z; (X ⊔ Y )c)) runs from 1 to |(X ⊔ Y )c| − 1. Therefore
∏
x∈X
(
|X| + |Y | − r(x;X)
)
=
(
|X|+ |Y | − 1
)
|X|−1
=
(|X| + |Y | − 1)!
|Y |!
,
∏
z∈(X⊔Y )c
(
|Xc| − r(z; (X ⊔ Y )c)
)
= (n− |X| − 1)n−|X|−|Y |−1 =
(n− |X| − 1)!
|Y |!
.
In addition
∏
x∈X
x ·
∏
z∈(X⊔Y )c
z =
∏
x∈X
x ·

 n!∏
z∈X⊔Y
z

 = n!∏
z∈Y
z
≥
n!
(n)|Y |
= (n− |Y |)!.
So denoting |X| = µ, |Y | = ν, we have
Pn ≤
∑
0<µ≤n/2
µ+ν≥k, ν≤ρµ
n!
µ! ν! (n− µ− ν)!
×
(
(µ+ ν − 1)! (n − µ− 1)!
(ν!)2 (n− ν)!
)k
. (4.2)
Let Rn(µ, ν) stand for the (µ, ν)-summand.
(i) Consider µ ≤ µn := ⌊ε log n⌋. Since µ
2
n ≪ n, and ν ≤ ρµ ≤ µn, we have
n!
(n − µ− ν)!
≤b n
µ+ν ,
(n− µ− 1)!
(n− ν)!
≤b n
ν−µ−1,
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so that
n!
(n − µ− ν)!
·
[
(n− µ− 1)!
(n− ν)!
]k
≤b n
−µ∆−k, ∆ := (k − 1)− (k + 1)ρ.
Notice that ∆ > 0 if ρ < k−1k+1 and mink≥2
k−1
k+1 = 1/3. Also
1
µ! ν!
(
(µ + ν)!
(ν!)2
)k
≤
(
µ!
ν!
)k (µ+ ν
µ
)k
≤ µkν · 2k(µ+ν) ≤ µkρµ · 2k(µ+ν).
So, uniformly for µ ≤ µn, we obtain
Rn(µ, ν) ≤b
(
µkρ
n∆
)µ
·
(
2µ+ν
n
)k
≤ n−µ(∆+o(1))n−k+O(ε)
Consequently, ∑
1≤µ≤µn
ν≤ρµ
Rn(µ, ν) = O
(
n−k+O(ε)
)
. (4.3)
(ii) Turn to µ ∈ [µn, n/2]. Call a pair (µ, ν) admissible if it is in the summation range. Suppose
that (µ− 1, ν + 1) is admissible as well. Then
Rn(µ − 1, ν + 1)
Rn(µ, ν)
=
µ
ν + 1
[
(n − µ)(n− ν)
(ν + 1)2
]k
≥
(
n− µ
µ
)2k
≥ 1,
as µ ≤ n/2. So, given s ∈ [(1 + ρ)µn, (1 + ρ)n/2],
max{Rn(µ, ν) : µ+ ν = s, µ ∈ [µn, n/2], ν ≤ ρµ} := Rn(µ(s), ν(s)) =: Rn(s),
µ(s) :=
⌈
s
1 + ρ
⌉
, ν(s) := s− µ(s).
Introducing r = r(s) = ν(s)/µ(s), we have µ(s) = s/(1 + r), ν(s) = rs/(1 + r), and
r = ρ+O(µ−1n ) = ρ+O(log
−1 n). (4.4)
Scaling s, set x = s/n, so that µ(s)/n = x/(1 + r), ν(s)/n = xr/(1 + r); then the constraint
µ(s) ≤ n/2 translates into x ≤ xr := (1 + r)/2. Let us upper-bound Rn(s) = Rn(µ(s), ν(s)) in
terms of the parameter x. For the trinomial factor in R(µ, ν), the (µ, ν)-summand in (4.2), we use
the multinomial inequality and then plug in µ(s), and ν(s) to obtain
n!
µ! ν! (n− µ− ν)!
∣∣∣∣
µ=µ(s)
ν=ν(s)
≤
nn
µµ νν (n− µ− ν)n−µ−ν
∣∣∣∣
µ=µ(s)
ν=ν(s)
= : exp
(
nH(x)
)∣∣
x=s/n
,
H(x) = −
x
1 + r
log
x
1 + r
−
rx
1 + r
log
rx
1 + r
− (1− x) log(1− x).
(4.5)
For the remaining factor we use the Stirling formula for the factorials involved and get
(µ+ ν − 1)! (n − µ− 1)!
(ν!)2 (n− ν)!
∣∣∣∣
µ=µ(s)
ν=ν(s)
≤b
(µ+ ν)µ+ν(n− µ)n−µ
ν2ν(n− ν)n−ν
∣∣∣∣
µ=µ(s)
ν=ν(s)
= : exp
(
nH(x)
)∣∣
x=s/n
H(x) = x log x+
(
1−
x
1 + r
)
log
(
1−
x
1 + r
)
− 2
rx
1 + r
log
(
rx
1 + r
)
−
(
1−
rx
1 + r
)
log
(
1−
rx
1 + r
)
.
(4.6)
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Therefore, uniformly for s ∈ [(1 + ρ)µn, (1 + ρ)n/2],
Rn(s) ≤b exp
[
n(H(x) +H(x))
]
, (x = s/n).
We remind that s/n ≤ xr := (1 + r)/2 and r satisfies (4.4), thus is asymptotic to (1 + ρ)/2. Our
task is to prove that K(x) := H(x) + kH(x) < 0 for x ∈ (0, xr], provided that ρ is below r(k).
Let us show that K ′′(x) > 0 for x ∈ (0, xr ], and all k ≥ 2 if r < 2/3. Using (4.5) for H(x), we
obtain without much work that H ′′(x) = − 1x(1−x) . Derivation of H
′′(x) is more involved, but the
final formula is comfortingly simple as well:
H′′(x) =
(1 + r)2
x(1 + r − x)(1 + r − rx)
;
therefore
K ′′(x) = −
1
x(1− x)
+ k
(1 + r)2
x(1 + r − x)(1 + r − rx)
.
Consequently, K ′′(x) > 0 for x ≤ xr iff
r
(1 + r)2
x2
1− x
< k − 1, ∀x ∈ (0, xr ] = (0, (1 + r)/2]
whence iff r2(1−r) < 1, i.e. r < 2/3. This condition holds for large enough n if our fixed ρ is
strictly below 2/3. Strict convexity of K(x) on (0, xr] implies that K(x) is negative on this interval
provided that K(0) ≤ 0 and K(xr) < 0. The former condition is met since K(0) = 0, and the
latter condition is met for large enough n if K((1 + ρ)/2) < 0, and ρ < 2/3, which holds since we
consider ρ < 1/3 only.
Therefore, whp Gn,k is a ρ-vertex expander if ρ < ρ
∗(k), where ρ∗(k) = min(1/3, ρ(k)), and
ρ(k) is the root of H
(1+ρ
2
)
+ kH
(1+ρ
2
)
= 0, or explicitly
log 2−
1
2
[
ρ log ρ+ (1− ρ) log(1− ρ)
]
+ k
[
1 + ρ
2
log(1 + ρ)− ρ log ρ−
(
1−
ρ
2
)
log(2− ρ)
]
= 0.
An elementary calculus reveals that ρ(k) increase to ρ(∞) = r∗ ≈ 0.252 < 1/3, so that ρ∗(k) = ρ(k).
Let diam(Gn,k) denote the diameter of Gn,k. A standard argument gives the following corollary.
Corollary 4.1. For every ρ < ρ(k), whp diam(Gn,k) = O(log1+ρ n).
Remark 4.2. Gn,1 is a random recursive tree and the height of this tree is found by Pittel [22]
as e log n asymptotically. Hence, diam(Gn,1) = Θ(log n) whp. For k ≥ 2, in addition to the upper
bound given in the previous result, we have the lower bound (1+o(1)) log n/ log log n for diam(Gn,k).
This follows from the following easy observation coupled with the fact that the maximum degree of
Gn,k is asymptotically k log n whp.
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Let G be a connected graph with maximum degree ∆ ≥ 2. Then the diameter of G is at least
(log n/ log ∆)− 1. Indeed, denoting by B(x, i) the set of vertices that are of distance at most i from
x, we have
|B(x, i)| ≤ 1 + ∆+ · · ·+∆i ≤ ∆i+1.
Note that if the diameter of G is d, then |B(x, d)| = n and hence n ≤ ∆d+1, which is equivalent to
the claim above.
We use Theorem 2.3 to show that whp Gn,k is edge-expanding as well, with rate of order log
−1 n,
at least. Recall that the conductance of G, denoted Φ(G), is defined as minS⊂V Φ(S), where
Φ(S) :=
|∇(S)| · |E|
d(S) · d(V \S)
, d(T ) :=
∑
v∈T
degG(v),
and ∇(S) is the set of edges from S to V \ S. By Theorem 2.3, whp |∇S| ≥ |N(S)| ≥ ρ|S| for
every vertex subset of Gn,k. Further, the total number of selections made by all n vertices is kn
and the expected total number of repeated selections of a vertex made by another vertex is of order∑
x∈[n] x
−1 = O(log n). Hence |E(Gn,k)| ≥ kn−O(log n) whp, in which case,
Φ(S) ≥ b ·
n|S|
D(S)D([n]\S)
, D(S) :=
∑
x∈S
D(x)
for an absolute constant b.
Lemma 4.3. There exists b > 0 such that we have
P
(
∃S ⊂ [n] : D(S) ≥ k|S|+ b |S| log
n
|S|
)
= O(n−1).
A lower bound for the conductance of Gn,k follows immediately.
Corollary 4.4. Whp we have Φ(Gn,k) ≥ b
∗ log−1 n for some constant b∗ = b∗(k) > 0.
Remark 4.5. Note that D(1) ∼ log n whp. So whp we have Φ({1}) = O(log−1 n) and hence
Corollary 4.4 implies Φ(Gn,k) = Θ(log
−1 n) whp.
As discussed in Main results section, Theorem 2.4 on convergence rate of the walk distribution
to the stationary distribution follows immediately from Corollary 4.4.
Proof of Lemma 4.3. First of all, d(x) = din(x) + do(x), where din(x) and do(x) are in/out degrees
of x. Since do(x) ≤ k, we need to prove that, for b1 sufficiently large,
P
(
∃S ⊂ [n] :
∑
x∈S
din(x) ≥ b1|S| log
n
|S|
)
= O(n−1) . (4.7)
By the definition of Gn,k, each vertex y > 1 makes k uniformly random selections, repetitions
allowed, among vertices x ∈ [y− 1]. So the sequence {din(x)}x∈[n] can be interpreted as occupancy
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numbers in a non-homogenious allocation model with k(n − 1) distinguishable balls in total, out
of which k first balls are thrown (uniformly at random) into bins {n − 1, . . . , 1}, the second batch
of k balls is thrown into bins {n − 2, . . . , 1}, and the last, (n − 1)-th, batch of k balls all go into
the box 1. This is a special case of the balls and bins model, for which the bin occupancy numbers
are known to be negatively associated, Dubhashi and Ranjan [13]. Let Dj denote the j-th largest
in-degree in Gn,k. Obviously,
∑
x∈SDin(x) ≤
∑
j≤|S|Dj ; so it suffices to find a likely upper bound
for
∑
j≤J Dj .
Let d be given. By the definition of Dj , the union bound and the negative association of the
in-degrees, we have
P(Dj ≥ d) ≤
∑
X⊂[n]:|X|=j
P
( ⋂
x∈X
{Din(x) ≥ d}
)
≤
∑
X⊂[n]:|X|=j
∏
x∈X
P(Din(x) ≥ d)
≤
1
j!

∑
x∈[n]
P
(
Din(x) ≥ d
)
j
. (4.8)
For the RHS in (4.8) to tend to zero, d has to depend on j. To choose d = d(j), first let us
bound P(Din(x) ≥ d) by an explicit function of d and x. By the definition of Gn,k, we have
Din(x) =
∑
y>x ξy(x), where ξy(x) is the indicator of the event “y selects x”. We already saw that,
given x, the ξy(x) are independent, and
P(ξy(x) = 1) = 1−
(
1−
1
y − 1
)k
≤
max(k, 3)
y
, (y ≥ 2). (4.9)
The case k = 2 is easy to verify directly. Let us consider the case k ≥ 3. The inequality is equivalent
to
f(y) :=
k
y
+
(
y − 2
y − 1
)k
≥ 1, ∀ y ≥ 2.
We have
f ′(y) =
k
y2
[
y2(y − 2)k−1
(y − 1)k+1
− 1
]
,
y2(y − 2)k−1
(y − 1)k+1
− 1→ 0, y →∞,
and
d
dy
log
[
y2(y − 2)k−1
(y − 1)k+1
]
=
y(k − 3) + 4
(y)3
> 0, y > 2,
for k ≥ 3. So f ′(y) < 0, whence f(y) > f(∞) = 1.
Using Din(x) =
∑
y>x ξy(x), by Chernoff’s method, we have: setting K := max(3, k), for every
d > 0, and z > 1,
P(Din(x) ≥ d) ≤
E
[
zDin(x)
]
zd
=
∏
y>x
(
zP(ξy(x) = 1) + 1− P(ξy(x) = 1)
)
zd
≤
exp
(
(z − 1)
∑
y>x P(ξy(x) = 1)
)
zd
=
exp
(
K(z − 1)
∑
y>x y
−1
)
zd
= z−d exp
(
K(z − 1)S(x)
)
, S(x) :=
∑
y>x
y−1.
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Since S(x) ≤ log n+1x+1 , we get from the estimate above that
P(Din(x) ≥ d) ≤ z
−d
(
x+ 1
n+ 1
)−K(z−1)
, ∀ z > 1.
Consequently
∑
x∈[n]
P
(
Din(x) ≥ d
)
≤ z−d
n+1∑
x=1
(
x+ 1
n+ 1
)−K(z−1)
≤ z−d(n+ 1)
∫ 1
0
η−K(z−1) dη ≤
n+ 1
zd
[
1−K(z − 1)
] ,
provided that K(z − 1) < 1. The RHS attains its minimum at z∗ = d(K+1)(1+d)K , and z
∗ > 1 if d > K.
For such d, we have
∑
x∈[n]
P
(
Din(x) ≥ d
)
≤
n+ 1
zd
[
1−K(z − 1)
]
∣∣∣∣∣
z=z∗
≤ nd
(
K
K + 1
)d
.
So, recalling (4.8) and using j! ≥ (j/e)j , we obtain
P(Dj ≥ d) ≤
1
j!
[
nd
(
K
K + 1
)d]j
≤
[
en
j
· d
(
K
K + 1
)d]j
.
A standard argument shows that for
d = dj := 3
log(an/j)
log(1 + 1/K)
,
and a > e such that 3a−2 log a < 1, we have
P(Dj ≥ dj) ≤
(
3 log(an/j)
(an/j)2
)j
.
We conclude that
P

 n⋃
j=1
{Dj ≥ dj}

 ≤ n∑
j=1
P(Dj ≥ dj) = O
(
n−2 log n
)
.
Consequently, with probability 1−O
(
n−2 log n
)
, for every S ⊂ [n] we have
∑
x∈S
din(x) ≤
3
log K+1K
|S|∑
j=1
log
(
an
j
)
≤
3
log K+1K
[
|S| log
(
an
|S|+ 1
)
+ |S|+ 1
]
≤ b
[
|S| log
(
n
|S|
)
+ |S|
]
,
for b > 0 sufficiently large.
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5 Bootstrap percolation
In this section we prove Theorems 2.5 and 2.6 that provide qualitatively matching an upper bound
and a lower bound for the percolation threshold.
Since Gn,k is connected whp, for r = 1, as long as there is an initially infected vertex, all the
vertices will be eventually infected whp. In fact, by Corollary 4.1, all the vertices wil be infected
in O(log n) time. In the rest of the paper we consider only k ≥ 3 and 2 ≤ r ≤ k− 1. Note that the
minimum degree of Gn,k is k − 1 with positive probability.
For 0 < p < 1, let A0 = A0(p) denote the initial set of infected vertices, which is obtained by
including each x ∈ [n] in A0 with probability p, indepedently of each other. In other words, for any
S ⊂ [n],
P(A0 = S) = p
|S|(1− p)n−|S|.
For i ≥ 1, let
Ai = Ai−1 ∪ {x : x has at least r neighbors in Ai−1},
B0 = A0, and Bi = Ai \Ai−1 for i ≥ 1. Hence Ai is the set of infected vertices by time i and Bi is
the set of vertices infected at time i.
5.1 Upper bound for the threshold
Here we prove Theorem 2.5. We start with the following easy lemma, which plays an important
role in the proof of the theorem.
Lemma 5.1. Suppose the first m vertices are infected, where m→∞ however slowly. Then, whp,
all the vertices will be infected eventually.
Proof. By Lemma 3.2, whp, there is no vertex in [m + 1, n] whose out-degree is strictly smaller
than k− 1. This means, for any t > m, if the first t− 1 vertices are infected, then t will be infected
in the next round. The proof follows from induction on t.
A perfect ℓ-ary tree is an ℓ-ary tree, where each nonleaf has exactly ℓ children and all the leaves
are of the same depth. In other words, the size of generation j is ℓj for all 0 ≤ j ≤ H(T ), where
H(T ) denotes the height of T .
Proof of Theorem 2.5. Recall that p ≥ ω(log n)−
r
r−1 , where ω = (3 log(3) n · log(4) n)
r
r−1 . Let
m = m(n)→∞ slowly enough to satisfy the condition logm≪ (log n)/ω. Define
ν = ⌊ω
r−1
r (log ω)−1⌋, ℓ = ℓ(n) = ⌈(log n)/ν⌉.
Pick a vertex x ∈ [m]. We will first prove that, whp, there exists a perfect ℓ-ary tree of height ν in
Gn,k rooted at x. We will use this fact to prove that if p satisfies the above condition, then whp
the root x gets eventually infected. And this will imply that, for m → ∞ sufficiently slow, whp
infection spreads to every vertex in [m], whence to every vertex in [n].
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Let x ∈ [m]. Assuming that logm ≪ (log n)/ν, let us partition the set (m,n] into ν := ν(n)
intervals Ij, such that I1 = (m,n
1/ν ], Ij = (n
(j−1)/ν , nj/ν], j ∈ [2, ν]. We grow the tree, rooted at
x, such that, recursively, vertices from Ij, j ≥ 2, select the vertices from Ij−1, already identified as
the preceding generation in the tree.
Start with the children of the root x ∈ [m]. A vertex y ∈ I1 selects x with probability
1− (1− 1/(y− 1))k ∼ k/y. The expected number of vertices from I1 that select x is asymptotic to
n1/ν∑
y=m+1
k
y
∼ k log
(
n1/ν
m
)
∼ k
log n
ν
∼ kℓ.
The number itself is a sum of independent Bernoulli variables. Hence, by (2.2), this number exceeds
ℓ with probability at least 1− e−cℓ for some constant c ∈ (0, (k− 1)2/(3k)). On this event, we keep
ℓ vertices as the children of x, and discard the rest of the vertices from I1 that selected x. Turn to
the second generation. The expected number of vertices from (n1/ν , n2/ν ] that select the smallest
vertex of the first generation is
n2/ν∑
y=n1/ν+1
k
y
∼ k log
n2/ν
n1/ν
∼ kℓ.
By (2.2), with probability at least 1 − e−cℓ, we have a set of vertices of cardinality between ℓ and
2kℓ, that selected the smallest vertex of the first generation. Call this event E2,1. On E2,1, we
keep ℓ vertices as the children of the smallest vertex and discard the excess vertices. There remain
R1 := n
2/ν − n1/ν −O(ℓ) vertices in I2 = (n
1/ν , n2/ν ] which may select the second smallest vertex,
given that they did not select the smallest vertex. Conditioned on E2,1, their choices continue
to be independent and uniform over the remaining vertices. In particular, a vertex y among the
remaining R vertices selects the second smallest vertex in the first generation with (conditional)
probability 1 − (1 − 1/(y − 2))k ∼ k/y. This means that, conditioned on the event E2,1, the set
of vertices selecting the second smallest vertex has cardinality that stochastically dominates (is
dominated by) the sum of R Bernoulli random variables with individual probabilities again close to
k/j, j ∈ [n2/ν −R1 + 1, n
2/ν ] = [n1/ν +O(ℓ), n2/ν ] (j ∈ (n1/ν , n2/ν −O(ℓ)], resp.). So, conditioned
on the event E2,1, the event E2,2 = “there are between ℓ and 2kℓ vertices that chose the second
smallest vertex” has (conditional) probability at least 1− e−cℓ. We keep ℓ of them attached to the
second smallest vertex, discard the remaining selectors, and turn to the third smallest vertex. In ℓ
steps, we arrive at a sequence of ℓ events E2,t, such that
P
(
E2,t|E2,1, . . . , E2,t−1
)
≥ 1− e−cℓ,
implying
P
(
ℓ⋂
t=1
E2,t
)
≥
(
1− e−cℓ
)ℓ
≥ 1− e−cℓ/2.
(Note that, conditioned on E2,1 ∩ · · · ∩ E2,t−1, the number of discarded vertices in I2 lies between
(t− 1)ℓ and 2k(t − 1)ℓ. Hence, after step t− 1, the number of “available” vertices in I2 is n
2/ν −
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n1/ν − O(tℓ). In other words, with high probability, for every child of the root we determine the
child’s own ℓ children, completely determining the second generation. Then we move to the third
generation, with ℓ2 attendant E3,t events, whose intersection is the event that every member of the
second generation has their own ℓ children in the third generation, such that
P
(
ℓ2⋂
t=1
E3,t
)
≥ (1− e−cℓ)ℓ
2
≥ 1− e−cℓ/2.
In the same fashion we identify the remaining 4-th,..., ν-th generations. The corresponding bounds
P
(
ℓj−1⋂
t=1
Ej,t
)
≥ (1− e−cℓ)ℓ
j−1
≥ 1− e−cℓ/2, 4 ≤ j ≤ ν,
remain valid if ν ≪
√
(log n)/ log log n which certainly holds for our choice of ν. With probability
exceeding (
1− e−cℓ/2
)ν
≥ 1− e−cℓ/3,
in ν steps we will build a full ℓ-ary tree of height ν.
Given the tree, let us see whether the root x is infected via the tree by only the initially infected
vertices in the last generation. The vertices of the j-th generation are infected independently of
each other, and with the same probability pj , and p0 is the probability that the root x is eventually
infected. Since the initially infected set and the ℓ-ary tree are independent, we have the recurrence
equation
pj−1 = P
(
Bin(ℓ, pj) ≥ r
)
, pν = p. (5.1)
Importantly, the sequence {pj}0≤j≤ν does not depend either on the root x ∈ [m] or m itself.
Moreover, by (5.1), p0 → 1 if lim infn→∞max{pjℓ(n) : j ∈ [2, ν]} > 0. Indeed, in this case, for some
sequence {ns} and j = j(ns) ∈ [2, ν], we have lim ℓ(ns)pj(ns) > 0. This implies lim inf pj(ns)−1 > 0,
which implies, in its turn, that lim pj(ns)−2 = 1, and so lim p0 = 1.
Suppose that lim infn→∞max{pjℓ(n) : j ∈ [2, ν]} = 0. Using (5.1), we have: there is a
subsequence {ns} such that for n ∈ {ns} sufficiently large,
pj−1 ≥
(
ℓ(n)
r
)
prj(1− pj)
ℓ(n)−r ≥
1
2 r!
ℓ(n)rprj , ∀ j ∈ [2, ν].
Iterating this bound, we get
p1 ≥
1
2r!
(ℓ(n)p2)
r ≥
1
(2 r!)1+r
ℓ(n)r+r
2
pr
2
3
= · · · =
1
(2 r!)1+···+r
ν−2 ℓ(n)
r+···+rν−1pr
ν−1
ν
= (2 r!)−
rν−1−1
r−1 ℓ(n)
rν−r
r−1 pr
ν−1
=: E(n, ν).
Taking the logarithm and using p ≥ ω(log n)−
r
r−1 gives
logE(n, ν) ≥ rν−1 logω −
r
r − 1
log(2) n−
rν
r − 1
log ν −O(rν).
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We will get a contradiction when we show that logE(n, ν)→∞. Note that
rν−1 logω −
rν
r − 1
log ν −O(rν) ≥
rν
r − 1
log(2) ω −O(rν) ≥ 0.5
rν
r − 1
log(2) ω,
which gives
logE(n, ν) ≥
r log(2) n
r − 1
[
0.5
rν−1 log(2) ω
log(2) n
− 1
]
and
log
rν−1 log(2) ω
log(2) n
= (ν − 1) log r + log(3) ω − log(3) n
≥ 0.99ω
r−1
r
log r
log ω
− log(3) n→∞,
since ω ≥ (3 log(3) n · log(4) n)
r
r−1 . Thus we have
lim inf
n→∞
max{pjℓ(n) : j ∈ [2, ν]} > 0,
implying limn→∞ p0 = 1. We emphasize that p0 does not depend on m. Choosing m = m(n)→∞
so slowly that m(1 − p0) → 0, we conclude: with probability 1 − o(1) every vertex in [m] gets
eventually infected. Using Lemma 5.1 we complete the proof of the theorem.
5.2 Lower bound for the threshold
Hoping that the upper bound for the percolation threshold is qualitatively sharp, we embark on a
proof that whp there is no complete percolation for p ≤ ω−1(log n)−r/(r−1), where ω →∞ however
slowly as n→∞. To this end, we introduce and analyze certain types of rooted graphs contained
in Gn,k, whose presence is necessary for their roots to get eventually infected.
Let B0 = A0 and Bi = Ai \ Ai−1 as before for i ≥ 1. For j ≥ 1, if a vertex x belongs to Bj ,
there must exist a subgraph of Gn,k together with some initial infection conditions that certifies
x ∈ Bj. For instance, if x ∈ B1, then x must have r neighbors in B0. Hence Gn,k contains a star
with r-leaves and the central vertex x, where each of the r leaves belongs to B0. We will call such
subgraphs witness graphs.
Definition 5.2 (Witness graphs). A witness graph of depth j for x is a rooted subgraph Wj =Wj(x)
of Gn,k satisfying the following:
(I) The vertex set of Wj is V = ∪
j
i=0Vi, where
• Vi ⊂ Bi for all i
• Vj = {x}
(II) For i ≥ 1, each vertex in Vi has at least one neighbor in Vi−1 and exactly r neighbors in
V0 ∪ · · · ∪ Vi−1.
If there are two adjacent vertices u and v in Wj , where u ∈ Vs and v ∈ Vt with s < t, then we say
that v is a parent of u and we also say that u is a child of v. Hence, except the vertices in V0, every
vertex has r children, and except the root vertex, every vertex has at least one parent (there may be
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many). Finally, although it is just a technicality, we view Wj as a directed graph, where the edges
are oriented toward the children. (See Figure 1.)
Note. The orientations of the edges in witness graphs are not necessarily the same as the orienta-
tions of the edges in the directed version of Gn,k, where all the edges are oriented toward smaller
vertices.
Note that witness graphs depend on A0, the set of initially infected vertices, as well as Gn,k.
They cannot have directed cycles and they must have at least r vertices with out-degree 0. From
now on, we will call the vertices in such graphs with out-degree 0 leaves and the rest of the vertices
internal vertices. Leaves lie in A0 and they spread the infection to other vertices of the witness
graphs.
V0
V1
V2
V3
V4
V5x
Figure 1: A witness graph of depth 5 for x. Here r = 2.
In order to show that a vertex is not infected whp, it is enough to show that it is not infected
initially whp and the expected number of witness graphs for that vertex tends to 0. In the rest of
this section, we use t and ℓ for the number of internal vertices and leaves, respectively. Recalling
that p ≤ ω−1(log n)−r/(r−1), we introduce n0 = ω
1/2(log n)r/(r−1). While 1/2 could be replaced
with any number from (0, 1), the power of log n is the largest possible for pn0 → 0. Under this
condition, whp no vertex in [n0] is initially infected, i.e. whp [n0] ∩ A0 = ∅. Using the witness
graphs, we are going to show that whp no vertex from [n0] gets eventually infected either.
Let V := {x∗, x1, . . . , xℓ+t−1} stand for the vertex set of a generic witness graph. We first
consider the case when minj≥1 xj ≥ n0.
Let L and T ∋ x be a partition of V , such that all vertices in L have out-degree zero, all
vertices in T have out-degree r, and ℓ = |L| and t = |T |. Let do(x) and di(x) denote, respectively,
the out-degree and the in-degree of a vertex x ∈ V , and d := {do(x), di(x)}x∈V . So
do(x) =

r, if x ∈ T0, if x ∈ L and

di(x) > 0, if x 6= x
∗
di(x) = 0, if x = x
∗.
(5.2)
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The total number of (directed) edges is m = rt =
∑
x do(x) =
∑
x di(x). The total number of the
digraphs on vertex set V , with the partition V = T ∪ L, and the given in/out degrees is at most
m!∏
x∈V do(x)! di(x)!
.
The event “(x′, x) is an edge” happens with probability 1 − (1 − 1/[max(x, x′) − 1])k, which is at
most K/max(x, x′), K = max(k, 3), see (4.9). If x is a child of x′ we will use the bound K/x.
Furthermore, all the edge-indicators are negatively correlated. So the expected number of digraphs
rooted at x∗, with an admissible (as in (5.2)) in/out degree sequence, such that all vertices in L
are initially infected, is at most
pℓ
(rt)!Krt
(r!)t
∑
d meets (5.2)
∏
x
x−di(x)
di(x)!
= pℓ
(rt)!Krt
(r!)t
∏
x 6=x∗
x−1
∑
d meets (5.2)
∏
x 6=x∗
1
xdi(x)−1di(x)!
. (5.3)
Here, since x ≥ n0 and∑
x 6=x∗
(di(x)− 1) = rt− (t+ ℓ− 1) = (r − 1)t− ℓ+ 1,
the sum on the RHS of (5.3) is bounded above by
n
−(r−1)t+ℓ−1
0
∑
d meets (5.2)
∏
x 6=x∗
1
di(x)!
≤ n
−(r−1)t+ℓ−1
0
∑
d1,...,dt+ℓ−1≥0
d1+···+dt+ℓ−1=rt
t+ℓ−1∏
j=1
1
dj !
= n
−(r−1)t+ℓ−1
0
(t+ ℓ− 1)rt
(rt)!
, (5.4)
which depends on V only through t = |T | and ℓ = |L|. The product
∏
x 6=x∗ x
−1 also does not
depend on the choice of partition of V into T \ {x∗} and L. So we replace the sum in (5.3) with
the RHS in (5.4) and then sum the resulting bounds over all V , with V = T ∪ L, T ∋ x∗, |T | = t,
|L| = ℓ. Observe that
∑
V
∏
x∈V \{x∗}
1
x
≤
(t+ℓ−1
ℓ
)
(t+ ℓ− 1)!
(
n∑
x=n0
1
x
)t+ℓ−1
≤
(t+ℓ−1
ℓ
)
(t+ ℓ− 1)!
· (log n)t+ℓ−1.
Therefore the expected number of digraphs in question is bounded above by
pℓ
n
−(r−1)t+ℓ−1
0 k
rt
(r!)t
·
(t+ ℓ− 1)rt
(t+ ℓ− 1)!
·
(
t+ ℓ− 1
ℓ
)
(log n)t+ℓ−1. (5.5)
Using µ! ≥ (µ/e)µ and t+ ℓ− 1 ≤ rt gives
(t+ ℓ− 1)rt
(t+ ℓ− 1)!
≤ et+ℓ−1(t+ ℓ− 1)(r−1)t−ℓ+1 ≤ (er)rtt(r−1)t−ℓ+1.
Combining this with r! > (r/e)r and
(
t+ℓ−1
ℓ
)
≤ 2t+ℓ−1 ≤ 2rt in (5.5), we get the following lemma.
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Lemma 5.3. Let Et,ℓ(x
∗) stand for the expected number of the witness graphs rooted at x∗, with
parameters t, ℓ, such that the smallest non-root vertex in the graph is at least n0. Then
Et,ℓ(x
∗) ≤b Et,ℓ := p
ℓ(log n)t+ℓ−1
(
t
n0
)(r−1)t−ℓ+1(
2Ke2
)rt
.
We are now ready to prove Theorem 2.6.
Proof of Theorem 2.6. Let t0 = log n and let W0 denote the set of witness graphs with at most
t0 internal vertices whose roots lie in [n0] and all non-root vertices lie outside of [n0]. Also let W1
denote the set of witness graphs with more than t0 internal vertices. Using Lemma 5.3, we will
show that the following two events hold whp:
(i) {W0 = ∅},
(ii) {W1 = ∅}.
Note that, together with the fact that [n0] ∩ A0 = ∅ whp, these two items imply that vertices in
[n0] never get infected whp. Let us show (i) first. By Lemma 5.3,
E
[
|W0|
]
≤ n0
t0∑
t=1
(r−1)t+1∑
ℓ=r
Et,ℓ(x
∗)
≤
t0∑
t=1
(r−1)t+1∑
ℓ=r
n0 p
ℓ(log n)t+ℓ−1
(
t
n0
)(r−1)t−ℓ+1
·
(
2Ke2
)rt
Using p ≤ ω−1(log n)−r/(r−1) and n0 = ω
1/2(log n)r/(r−1) and t ≤ log n on the right side above gives
E
[
|W0|
]
≤
t0∑
t=1
(r−1)t+1∑
ℓ=r
(
2Ke2
)rt( t
log n
)(r−1)t−ℓ+1 (
ω−1/2
)(r−1)t+ℓ
≤
t0∑
t=1
(r−1)t+1∑
ℓ=r
(
2Ke2
)rt (
ω−1/2
)(r−1)t+ℓ
→ 0, (5.6)
which gives (i) above, i.e. whp no vertex in [n0] is infected through a witness graph with at most
t0 internal vertices.
In order to prove (ii), we first prove that whp W ′1 = ∅, where W
′
1 denotes the set of witness
graphs with at least t0/r and at most t0 internal vertices. Since the event (i) holds whp, it suffices
to consider the graphs in W ′1 whose whole vertex set belongs to the interval [n0 + 1, n]. Using
Lemma 5.3 and similar computations that led to (5.6), we see that the expected number of those
special witness graphs in W ′1 is at most
n
t0∑
t=t0/r
(r−1)t+1∑
ℓ=r
Et,ℓ
≤
n
(log n)r/(r−1)
t0∑
t=t0/r
(r−1)t+1∑
ℓ=r
(
2Ke2
)rt( t
log n
)(r−1)t−ℓ+1 (
ω−1/2
)(r−1)t+ℓ+1
≤ n
t0∑
t=t0/r
((
2Ke2
)r
ω−(r−1)/2
)t
.
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Since ω → ∞ and t ∈ [(log n)/r, log n] in the last sum above, the bound tends to 0. Hence whp
W ′1 = ∅. Assuming this event, we prove that W1 = ∅, whence whp there are no witness graphs
with more than t0 vertices.
Indeed, consider hypothetical witness graphs in W1 and let H be such a witness graph with the
smallest number of internal vertices s, where s > t0. Let x be the root of H. For every one of r
children x′ of x, the subgraph H ′ of H rooted at x′ is either a witness graph itself or a single-vertex
graph. In the first case, by the minimality of s, the number of internal vertices in H ′ must be
at most t0. Furthermore, the total number of the internal vertices of these subgraphs is at least
s − 1 ≥ t0. So there is a subgraph H
′ with at least t0/r internal vertices. This means that there
is a witness graph H ′ with the number of internal vertices lying in [t0/r, t0], which contradicts our
assumption that the event W ′1 = ∅ holds. Hence whp W1 is empty, which finishes the proof.
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