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ENTANGLED EDGE STATES OF CORANK ONE WITH POSITIVE
PARTIAL TRANSPOSES
JINWON CHOI, YOUNG-HOON KIEM, AND SEUNG-HYEOK KYE
Abstract. We construct a parameterized family of n ⊗ n PPT states of corank
one for each n ≥ 3. With a suitable choice of parameters, we show that they are
n ⊗ n PPT entangled edge states of corank one for 3 ≤ n ≤ 800. They violate the
range criterion for separability in the most extreme way. Note that corank one is the
smallest possible corank for such states. The corank of the partial transpose is given
by 2n−3, which is also the smallest possible corank for the partial transposes of PPT
entangled edge states of corank one. They provide the first explicit examples of such
states for n ≥ 4.
1. Introduction
In the current quantum information and computation theory, the notion of entangle-
ment is considered as one of the most important resources. Nevertheless, distinguishing
entanglement from separability is very difficult, and known to be NP-hard in general
[5, 6]. Among various separability criteria, the PPT criterion [2, 21] is very simple to
test but powerful: The partial transpose of a separable state must be positive (semi-
definite). Positivity of the partial transpose is actually sufficient for separability in the
2 ⊗ 2 and 2 ⊗ 3 systems [11, 22, 25], but this is not the case in general. Examples
of PPT entanglement go back to the seventies and early eighties: See [25] for 2 ⊗ 4
case and [2, 23] for 3 ⊗ 3 case. The notion of PPT is also very important in itself in
quantum information theory. See [9, 12, 14] for examples.
Recall that a state in the tensor product Mm ⊗ Mn of matrix algebras is called
separable if it is a convex combination of pure product states, which are rank one
projections onto product vectors of the form |ξ〉 ⊗ |η〉 in Cm ⊗ Cn. Non-separable
states are called entangled. The partial transpose (x ⊗ y)Γ of x ⊗ y ∈ Mm ⊗Mn is
given by xt ⊗ y with the usual transpose xt. If we identify Mm ⊗Mn with the block
matrices Mm(Mn) then the partial transpose corresponds to the block-wise transpose.
Recall that the transpose of the rank one projection |ξ〉〈ξ| onto |ξ〉 is again a rank one
projection onto its conjugate vector |ξ¯〉. Therefore, if a PPT state ̺ is separable then
there must exist a family {|ξi〉 ⊗ |ηi〉} of product vectors such that the ranges of ̺ and
̺Γ are spanned by {|ξi〉⊗|ηi〉} and {|ξ¯i〉⊗|ηi〉}, respectively. This is the range criterion
for separability [13] which is useful to detect entanglement among PPT states.
JC was supported by Korea NRF grant 2018R1C1B6005600. YHK was partially supported by
Korea NRF grants 2017R1E1A1A03070694 and 2017R1A5A1015626. SHK was partially supported
by Korea NRF grants 2017R1A2B4006655.
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Some PPT entangled states violate the range criterion in an extreme way: There
exists no nonzero product vector |ξi〉 ⊗ |ηi〉 ∈ Im ̺ such that |ξ¯i〉 ⊗ |ηi〉 ∈ Im ̺Γ. Such
states are called PPT entangled edge states [19], in short, edge states in this paper.
Edge states are very important to understand the convex set consisting of PPT states,
because every PPT state is a convex combination of pure product states and edge
states. It is clear that there must be some restrictions on the ranges of edge states and
their partial transposes, and so it is natural to classify edge states by the bi-ranks, (p, q),
combinations of ranks p and q of themselves and their partial transposes, respectively.
The first step for classification is to solve related equations to get necessary conditions
for possible bi-ranks. The next step is, of course, to construct PPT entangled edge
states with prescribed possible bi-ranks. The first step has been considered in [15]
with techniques from algebraic geometry. See also [16] for multi-partite cases.
In the 3⊗3 system, the classification of edge states by bi-ranks is now complete by
constructing [18] 3⊗ 3 edge states of bi-rank (8, 6), together with others [1, 2, 3, 4, 7,
8, 23]. Note that the sum 8 + 6 = 14 is the maximum among p+ q of possible bi-rank
(p, q) for 3 ⊗ 3 edge states. It is still an open question to classify 2⊗ 4 edge states by
bi-ranks. See [17] for a survey in this direction. In the general n⊗ n system, possible
maximum bi-rank for edge states is known to be (n2−1, n2−2n+3) [15]. The purpose
of this paper is to construct such PPT entangled edge states. We construct PPT states
with bi-rank (n2 − 1, n2 − 2n+ 3) for arbitrary n = 3, 4, . . . , and confirm that some of
them are PPT entangled edge states up to n ≤ 800. In fact, we conjecture that our
PPT states are entangled edge states for all n ≥ 3 with a suitable choice of parameters.
We explain the background why (n2 − 1, n2 − 2n + 3) is a maximum bi-rank for
possible edge states and provide positive matrices for our construction in the next
section, and then we solve a system of bilinear equations that will determine the ranges
of our states in Section 3. We warm up by constructing 3 ⊗ 3 and 4 ⊗ 4 edge states
in Sections 4 and 5, respectively, and present general construction in Section 6. In the
final section, we discuss alternative constructions for 4⊗ 4 PPT entangled edge states
of corank one.
2. PPT entangled edge states with minimum coranks
We are looking for quadruplet (m,n, k, ℓ) of natural numbers satisfying the following
property:
(A) there exists anm⊗n PPT entangled edge state ̺ with bi-rank (mn−k,mn−ℓ).
If the statement (A) is true, then we may take subspaces D = Ker ̺ and E = Ker ̺Γ
to see that the following property
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(B) there exists a pair (D,E) of subspaces of Cm⊗Cn with (dimD, dimE) = (k, ℓ)
such that there is no nonzero product vector |ξ〉 ⊗ |η〉 satisfying
(1) |ξ〉 ⊗ |η〉 ∈ D⊥ and |ξ¯〉 ⊗ |η〉 ∈ E⊥
holds. Note that (1) gives rise to a system of equations withm+n−2 complex variables
up to scalar multiplications. Because the total number of equations is given by k + ℓ,
one may expect that the statement (B) implies that k+ ℓ ≥ m+n− 2. It was actually
shown in [15] that the statement (B) implies the following:
(C) k + ℓ > m+ n− 2 or the following relation
(2) k + ℓ = m+ n− 2,
∑
r+s=m−1
(−1)r
(
k
r
)(
ℓ
s
)
= 0
holds.
The Diophantine equation (2) is known as the Krawtchouk polynomial, which is
originated from harmonic analysis and plays an important role in the current coding
theory. See [10], [20] and [24]. Even though the equation (2) is not yet solved com-
pletely, there are several easy solutions. For example, in case of m = n it is easy
to see that (k, ℓ) satisfies (2) if and only if both k and ℓ are odd. In other word,
(n, n, k, 2n− k− 2) is a solution of (2) for every odd number k with 1 ≤ k < n. There-
fore, it is natural to ask whether (A) holds for these quadruplets or not. The case of
k = 1 with the quadruplet (n, n, 1, 2n− 3) satisfying (2) is of special interest, because
this gives rise to the minimum corank one for edge states, together with the minimum
corank of the partial transposes of edge states of corank one.
We think of an n2 × n2 matrix ̺ in Mn ⊗Mn as an n × n block matrix, each of
whose blocks ̺ij is an n× n matrix. Its partial transpose ̺Γ is the result of swapping
the (i, j)th block with the (j, i)th block, that is, the (i, j)th block of ̺Γ is ̺ji. Let
{e1, e2, · · · , en} denote the standard basis for Cn. We will use eij = ei ⊗ ej with
lexicographic ordering as the basis for Cn⊗Cn. It is clear that PPT states with corank
zero are never edge states. It is also easy to construct n⊗n PPT states of corank one.
For example, we take an n × n positive matrix A with corank one, and consider an
n2×n2 matrix whose (e11, e22, . . . , enn) principal submatrix is given by A, together with
suitable diagonal entries so that ̺Γ is positive. In this construction, all the principal
submatrices of ̺Γ are given by 2 × 2 or 1× 1. Actually, this is basically how Choi [2]
and Størmer [23] constructed special kinds of block matrices in M3(M3), which turn
out to be 3⊗ 3 PPT entangled edge states with bi-ranks (4, 4) and (6, 7), respectively.
The same idea has been adopted to construct 3 ⊗ 3 edge states with bi-rank (8, 6) in
[18]. We note that the number of 2×2 principal submatrices coincides with the corank
of the partial transpose in this construction of 3⊗ 3 PPT states.
If we follow the above idea for n⊗ n cases with n ≥ 4 then the number n(n− 1)/2
of 2× 2 principal matrices of ̺Γ exceeds 2n− 3. We overcome this situation by using
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the following d× d matrices
(3) Pd(z2, · · · , zd) =


2 z2 0 0 · · · zd
z−12 2 z3z
−1
2 0 · · · 0
0 z−13 z2 2 z4z
−1
3 · · · 0
0 0 z−15 z2 2
. . .
...
...
...
. . .
. . .
. . .
...
z−1d 0 0 · · · z−1d zd−1 2


∈Md
instead of 2× 2 matrices, as building blocks for the partial transpose ̺Γ of edge states
̺, where d ≥ 4 is an even integer and zj ∈ C with |zj | = 1 for j = 2, · · · , d.
This is positive of corank one. In fact, when zi = (−1)i−1 for 2 ≤ i ≤ d, we see that
Pd(−1, 1, · · · ,−1) is the Cartan matrix (2δij − aij) of the graph with d vertices and d
edges that form a cycle.
1 2 3 · · · d− 1
d
◆
◆◆
◆◆
◆◆
◆◆
◆◆◆
◆◆
♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
Here (aij) is the adjacency matrix defined by aij = 1 if the vertices i and j are connected
by an edge and aij = 0 if not. It is well known that this Cartan matrix (of affine type)
is positive of corank one. Since
Pd(z2, · · · , zd) = Diag (1,−z2, z3, · · · ,−zd)∗Pd(−1, 1, · · · ,−1)Diag (1,−z2, z3, · · · ,−zd),
we see that Pd(z2, · · · , zd) is always positive of corank one. The kernel of Pd(z2, · · · , zd)
is spanned by the vector
(4) (1,−z−12 , z−13 ,−z−14 , · · · ,−z−1d )t ∈ Cd.
For d = 2 and z ∈ C with |z| = 1, we will use
P2(z) =
(
1 z
z−1 1
)
∈M2
which is positive of corank one with kernel spanned by (1,−z−1)t.
We will take the partial transposes of ̺Γ to get edge states ̺ = (̺Γ)Γ of corank one,
which have principal matrices of the form
(5) Qn(z2, · · · , zn) =


2 z2 0 0 · · · 0
z−12 2 z3 0 · · · 0
0 z−13 2 z4 · · · 0
· · · · · · · · · · · · · · · · · ·
0 · · · 0 z−1n−1 2 zn
0 0 · · · 0 z−1n 2


∈Mn.
By row expansion and induction, we see that this is positive definite for zi ∈ C with
|zi| = 1. In fact, the determinant of Qn(z2, · · · , zn) is precisely n+ 1.
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3. bilinear equations
For a given α = (α1, α2, . . . , αn) ∈ Cn with nonzero entries αi 6= 0, we consider
the bilinear equation [i, j]α with unknowns x = (x1, · · · , xn), y = (y1, · · · , yn) ∈ Cn,
defined by
[i, j]α = xiyj − α−1i αjxjyi,
for i, j = 1, 2, . . . , n.
Lemma 3.1. Suppose that i, j and k are mutually distinct. If [i, j]α = [i, k]α = 0 with
(xi, yi) 6= 0 then [j, k]α = 0.
Proof. Since the system (
yj −α−1i αjxj
yk −α−1i αkxk
)(
xi
yi
)
=
(
0
0
)
of linear equations [i, j]α = 0 and [i, k]α = 0 in (xi, yi) has a nontrivial solution, the
determinant of the above 2× 2 matrix is zero, and hence we have
[j, k]α = xjyk − α−1j αkxkyj = αiα−1j (α−1i αjxjyk − α−1i αkxkyj) = 0,
as it is required. 
In this section, we fix n = 3, 4, . . . , and solve the system
(6)
[1, k]α − [2, k − 1]α + [3, k − 2]α − · · ·+ (−1)⌊
k
2
⌋ − 1[⌊k
2
⌋, k + 1− ⌊k
2
⌋]α = 0,
[n− ℓ, n]β − [n− ℓ+ 1, n− 1]β + · · ·+ (−1)⌊
ℓ−1
2
⌋[n− ℓ+ ⌊ ℓ−1
2
⌋, n− ⌊ ℓ−1
2
⌋]β = 0,
of equations with k = 2, 3, . . . , n and ℓ = 1, 2, . . . , n− 2, where α, β ∈ Cn have no zero
entry. Here, ⌊s⌋ denotes the greatest integer less than or equal to s. When n = 3 and
n = 4, (6) becomes
[1, 2]α = 0, [1, 3]α = 0, [2, 3]β = 0
and
[1, 2]α = 0, [1, 3]α = 0, [1, 4]α − [2, 3]α = 0, [3, 4]β = 0, [2, 4]β = 0,
respectively. When n = 5 and n = 6, (6) tells us that the following forms
[1, 2]α, [1, 3]α, [1, 4]α − [2, 3]α, [1, 5]α − [2, 4]α, [4, 5]β, [3, 5]β, [2, 5]β − [3, 4]β
and
[1, 2]α, [1, 3]α, [1, 4]α − [2, 3]α, [1, 5]α − [2, 4]α, [1, 6]α − [2, 5]α + [3, 4]α,
[5, 6]β, [4, 6]β, [3, 6]β − [4, 5]β, [2, 6]β − [3, 5]β
are zeros, respectively. Figure 1 shows which [j, k]α and [j, k]β appear in the equation
(6). The following lemma shows that all such [j, k]α and [j, k]β must be zero.
Lemma 3.2. If x, y ∈ Cn satisfy (6), then we have
(7)
[j, k]α = 0, for all (j, k) with k ≥ j + 1 and k ≤ n + 1− j,
[j, k]β = 0, for all (j, k) with k ≥ j + 1 and k > n+ 1− j.
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Figure 1. Bullets and circles represent the positions (j, k) for which
the forms [j, k]α and [j, k]β appear in the system (6) of equations, re-
spectively, for n = 3, 4, 5, 6, 7.
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Figure 2. Four possible locations of the square [p, q] × [p, q]. To solve
the equation (6), it is enough to consider the equations ‘inside’ the square.
Proof. First we prove that [1, k]α = 0 for k = 2, 3, . . . , n. When (x1, y1) = (0, 0), this is
trivial. So we may assume (x1, y1) 6= (0, 0). Then [1, 2]α = [1, 3]α = 0 implies [2, 3]α = 0
by Lemma 3.1. Then by [1, 4]α − [2, 3]α = 0, we have [1, 4]α = 0. From the system
[1, 2]α = 0 = [1, 4]α, we also have [2, 4]α = 0, and hence [1, 5]α = 0 by [1, 5]α−[2, 4]α = 0.
Continuing in this way, we find that [1, k]α = 0 for each k = 2, 3, . . . , n. Deleting [1, k]α
from (6) and (7), we are in the situation with less variables. Induction on n completes
the proof for [j, k]α. The exactly same argument can be applied for [j, k]β. 
In this paper, we assume the following:
(8) α−1i αj 6= β−1i βj for 1 ≤ i < j ≤ n.
For a given solution x, y ∈ Cn of the system (6), we put vi = (xi, yi) ∈ C2 for i =
1, 2, . . . , n. From now on, we assume that both x and y are nonzero, and denote by p
and q the smallest and largest number i = 1, 2, . . . , n so that vi 6= 0, respectively. Then
we have the following four cases (See Figure 2.):
• 1 ≤ p ≤ q ≤ n+1
2
;
• 1 ≤ p < n+1
2
< q ≤ n and p+ q ≤ n+ 1;
• 1 ≤ p < n+1
2
< q ≤ n and p+ q > n+ 1;
• n+1
2
≤ p ≤ q ≤ n.
6
In the first case, the equation (6) is reduced to αixiyj = αjxjyi for every i, j =
p, p + 1, . . . , q, and so we see that (αpxp, . . . , αqxq) is parallel to (yp, . . . , yq), and the
solutions are given by vj = (cjt, cjαj) for j = p, . . . , q with t 6= 0.
In the second case, we first note p ≤ n− q + 1 < q. We will show
(9) vj = 0 for n− q + 1 < j < q,
which implies that (αpxp, αp+1xp+1, . . . , αn−q+1xn−q+1, αqxq) and (yp, yp+1, . . . , yn−q+1, yq)
are parallel. We may suppose that q − p > 1, because there is nothing to prove when
q − p = 1. For each p < j < q, we have [p, j]α = [p, q]α = 0 by Lemma 3.2, and so
we have [j, q]α = 0 by Lemma 3.1. We also have [j, q]β = 0 by Lemma 3.2 again for
n−q+1 < j < q. Since α−1j αq 6= β−1j βq, we have xjyq = xqyj = 0 for n−q+1 < j < q.
Therefore, (9) follows once we prove that xq 6= 0 and yq 6= 0. If one of them is zero,
say, xq = 0, then yq 6= 0 implies that x = 0 because [j, q]α = 0 for all p < j < q. This
contradicts the assumption that x 6= 0.
The third and fourth cases can be solved by the same ways as the second and first
cases, respectively. We summarize as follows:
Lemma 3.3. Let αi, βi ∈ C∗ and let αi,j = α−1i αj and βi,j = β−1i βj for 1 ≤ i, j ≤ n.
We assume αi,j 6= βi,j for 1 ≤ i < j ≤ n. If x, y ∈ Cn satisfy (6), then one of the
following holds:
(i) x = 0 or y = 0;
(ii) vj = (cjt, cjαj) for t ∈ C∗, cj ∈ C if j ≤ n+12 and vj = 0 if j > n+12 ;
(iii) v1 = · · · = vp−1 = 0, vn−q+2 = · · · = vq−1 = 0, vq+1 = · · · = vn = 0 and
vj = (cjt, cjαj) for all j with p ≤ j ≤ n− q + 1 < n+12 or j = q, where t ∈ C∗,
cj ∈ C, cp 6= 0 and cq 6= 0;
(iv) v1 = · · · = vp−1 = 0, vp+1 = · · · = vn−p+1 = 0, vq+1 = · · · = vn = 0 and
vj = (cjt, cjβj) for all j with
n+3
2
< n − p + 2 ≤ j ≤ q or j = p, where t ∈ C∗,
cj ∈ C, cp 6= 0 and cq 6= 0;
(v) vj = (cjt, cjβj) for t ∈ C∗, cj ∈ C if j ≥ n+12 and vj = 0 if j < n+12 .
4. 3⊗ 3 edge states of corank one
Let αi, βi ∈ C with |αi| = |βi| = 1 for 1 ≤ i ≤ 3. As above, we write αi,j = α−1i αj
and βi,j = β
−1
i βj . We also assume αi,j 6= βi,j for 1 ≤ i < j ≤ 3.
Let ̺Γ be the 9× 9 matrix defined as follows:
(i) The (e12, e21)-principal submatrix is P2(α1,2).
(ii) The (e13, e31)-principal submatrix is 2P2(α1,3).
(iii) The (e23, e32)-principal submatrix is P2(β2,3).
(iv) The (e11, e22, e33)-principal submatrix is rI3 for r > 1 to be determined later.
(v) All the other entries are zero.
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Namely we have
̺Γ =


r · · · · · · · ·
· 1 · α1,2 · · · · ·
· · 2 · · · 2α1,3 · ·
· α−11,2 · 1 · · · · ·
· · · · r · · · ·
· · · · · 1 · β2,3 ·
· · 2α−11,3 · · · 2 · ·
· · · · · β−12,3 · 1 ·
· · · · · · · · r


,
where · denotes zero.
Since the matrix P2(z) of |z| = 1 has corank one, it is easy to see that ̺Γ is positive
of corank 3. The kernel is spanned by the vectors
e12 − α¯1,2e21, e13 − α¯1,3e31, e23 − β¯2,3e32.
Hence x¯⊗ y ∈ Im ̺Γ if and only if
(10) x¯1y2 = α1,2x¯2y1, x¯1y3 = α1,3x¯3y1, x¯2y3 = β2,3x¯3y2.
By Lemma 3.3, there are four possibilities:
(i) x = 0 or y = 0;
(ii) (x¯1, y1) = (c1t, c1α1), (x¯2, y2) = (0, 0) and (x¯3, y3) = (c3t, c3α3) for t 6= 0 and
c1, c3 ∈ C∗;
(iii) (x¯1, y1) = (c1t, c1α1), (x¯2, y2) = (c2t, c2α2) and (x¯3, y3) = (0, 0) for t 6= 0 and
c1, c2 ∈ C;
(iv) (x¯1, y1) = (0, 0), (x¯2, y2) = (c2t, c2β2) and (x¯3, y3) = (c3t, c3β3) for t 6= 0 and
c2, c3 ∈ C∗.
The partial transpose ̺ of ̺Γ is given by
̺ =


r · · · α−11,2 · · · 2α−11,3
· 1 · · · · · · ·
· · 2 · · · · · ·
· · · 1 · · · · ·
α1,2 · · · r · · · β−12,3
· · · · · 1 · · ·
· · · · · · 2 · ·
· · · · · · · 1 ·
2α1,3 · · · β2,3 · · · r


.
We see that ̺ is a positive matrix of corank one if and only if its (e11, e22, e33)-principal
submatrix
Dα,β3 (r) =

 r α
−1
1,2 2α
−1
1,3
α1,2 r β
−1
2,3
2α1,3 β2,3 r

 .
is such a matrix.
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Now we let (α1, α2, α3) = (1, α, α
2) for α 6= ±1 ∈ C with |α| = 1 and let
(β1, β2, β3) = (1, 1, 1). Then
Dα,β3 (r) =

 r α
−1 2α−2
α r 1
2α2 1 r

 .
Let rˆ be the largest zero of the equation
detD3(r) = r
3 − 6r + 2α+ 2α−1 = 0.
Then rˆ > 0 and rˆ is a simple root since |α+α−1| < 2√2. So, D3(rˆ) is a positive matrix
of corank one. By direct computation, the kernel vector is given by
(−2α¯2 + rˆ−1α¯, 2α¯rˆ−1 − 1, rˆ − rˆ−1)t ∈ C3.
Hence x⊗ y ∈ Im ̺ if and only if
(−2α2 + rˆ−1α)x1y1 + (2αrˆ−1 − 1)x2y2 + (rˆ − rˆ−1)x3y3 = 0.
It is easy to see that when α 6= ±1, x⊗ y /∈ Im ̺ if (ii), (iii) or (iv) holds. Indeed,
if (ii) holds, then
|c1|2(−2α2 + rˆ−1α) + |c3|2(rˆ − rˆ−1)α2 = 0.
But when α 6= ±1, the two complex numbers (−2α2+ rˆ−1α) and (rˆ− rˆ−1)α2 are linearly
independent over R. Therefore c1 = c3 = 0. The arguments for the cases (iii) and (iv)
are similar. Hence if x⊗ y ∈ Im ̺ and x¯⊗ y ∈ Im ̺Γ, then x = 0 or y = 0. Therefore
̺ above is a PPT entangled edge state of corank one.
5. 4⊗ 4 edge states of corank one
Let αi, βi ∈ C with |αi| = |βi| = 1 for 1 ≤ i ≤ 4. As above, we put αi,j = α−1i αj
and βi,j = β
−1
i βj and assume αi,j 6= βi,j for 1 ≤ i < j ≤ 4.
Let ̺Γ be the 16× 16 matrix defined as follows:
(i) The (e12, e21)-principal submatrix is P2(α1,2).
(ii) The (e13, e31)-principal submatrix is 2P2(α1,3).
(iii) The (e14, e23, e32, e41)-principal submatrix is P4(1, α2,3, α1,4).
(iv) The (e24, e42)-principal submatrix is 2P2(β2,4).
(v) The (e34, e43)-principal submatrix is P2(β3,4).
(vi) The (e11, e22, e33, e44)-principal submatrix is rI4 for r > 1 to be determined
later.
(vii) All the other entries are zero.
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Namely, ̺Γ is given by

r · · · · · · · · · · · · · · ·
· 1 · · α1,2 · · · · · · · · · · ·
· · 2 · · · · · 2α1,3 · · · · · · ·
· · · 2 · · 1 · · · · · α1,4 · · ·
· α−11,2 · · 1 · · · · · · · · · · ·
· · · · · r · · · · · · · · · ·
· · · 1 · · 2 · · α2,3 · · · · · ·
· · · · · · · 2 · · · · · 2β2,4 · ·
· · 2α−11,3 · · · · · 2 · · · · · · ·
· · · · · · α−12,3 · · 2 · · α
−1
2,3α1,4 · · ·
· · · · · · · · · · r · · · · ·
· · · · · · · · · · · 1 · · β3,4 ·
· · · α−11,4 · · · · · α2,3α
−1
1,4 · · 2 · · ·
· · · · · · · 2β−12,4 · · · · · 2 · ·
· · · · · · · · · · · β−13,4 · · 1 ·
· · · · · · · · · · · · · · · r


which is a 4× 4 matrix whose entries are also 4× 4 matrices.
By construction, it is easy to see that ̺Γ is positive of corank 5. The partial
transpose ̺ is
̺ =


r · · · · α−11,2 · · · · 2α
−1
1,3 · · · · α
−1
1,4
· 1 · · · · · · · · · · · · · ·
· · 2 · · · · 1 · · · · · · · ·
· · · 2 · · · · · · · · · · · ·
· · · · 1 · · · · · · · · · · ·
α1,2 · · · · r · · · · α
−1
2,3 · · · · 2β
−1
2,4
· · · · · · 2 · · · · · · · · ·
· · 1 · · · · 2 · · · · · · · ·
· · · · · · · · 2 · · · · α2,3α
−1
1,4 · ·
· · · · · · · · · 2 · · · · · ·
2α1,3 · · · · α2,3 · · · · r · · · · β
−1
3,4
· · · · · · · · · · · 1 · · · ·
· · · · · · · · · · · · 2 · · ·
· · · · · · · · α−12,3α1,4 · · · · 2 · ·
· · · · · · · · · · · · · · 1 ·
α1,4 · · · · 2β2,4 · · · · β3,4 · · · · r


.
The matrix ̺ is the direct sum of the following:
(i) the (e12, e21, e34, e43)-principal submatrix is the 4× 4 identity matrix I4;
(ii) the (e14, e23, e32, e41)-principal submatrix is 2I4;
(iii) the (e13, e24)-principal submatrix is the positive definite matrix Q2(1);
(iv) the (e31, e42)-principal submatrix is the positive definite matrix Q2(α2,3α
−1
1,4);
(v) the (e11, e22, e33, e44)-principal submatrix is the hermitian matrix
Dα,β4 (r) =


r α−11,2 2α
−1
1,3 α
−1
1,4
α1,2 r α
−1
2,3 2β
−1
2,4
2α1,3 α2,3 r β
−1
3,4
α1,4 2β2,4 β3,4 r

 .
Therefore, the matrix ̺ is positive of corank one if and only if Dα,β4 (r) is.
Now, we choose the parameters α and β by
(α1, α2, α3, α4) = (1, e
pii
3 , e
2pii
3 ,−1), (β1, β2, β3, β4) = (1, 1, 1, 1).
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Then we have
Dα,β4 (r) =


r e−
pii
3 2e−
2pii
3 −1
e
pii
3 r e−
pii
3 2
2e
2pii
3 e
pii
3 r 1
−1 2 1 r

 .
We also choose r to be the largest root rˆ of the equation
(11) det(Dα,β4 (r)) = r
4 − 12r2 + 6r + 17 = 0.
It is easy to see that rˆ is a simple zero of (11). Therefore Dα,β4 (rˆ) is positive of corank
1. By direct computation, we see that the kernel of Dα,β4 (rˆ) is generated by the vector
(2rˆ2−4i
√
3rˆ−5+5i
√
3, −4rˆ2−2i
√
3rˆ+16+4i
√
3, −2rˆ2+4rˆ−3−3i
√
3, 2rˆ3−12rˆ+8).
Hence x⊗y ∈ Im ̺ if and only if the vector (x1y1, x2y2, x3y3, x4y4) is orthogonal to this
vector.
By definition of ̺Γ, one can see that x¯⊗ y ∈ Im ̺Γ if and only if vi = (x¯i, yi) satisfy
Lemma 3.3. Now, we can numerically check that if x¯ ⊗ y ∈ Im ̺Γ and x ⊗ y ∈ Im ̺,
then x = 0 or y = 0. Therefore, we conclude that ̺ is a PPT entangled edge state of
corank one.
6. n⊗ n edge states of corank one for n ≥ 3
We generalize the above construction for any n ≥ 3. We fix α1 = 1, βn = 1 and for
2 ≤ i ≤ n, let αi, βi ∈ C with |αi| = 1 and |βi| = 1. Let
αi,j = α
−1
i αj, βi,j = β
−1
i βj
as before, and we assume αi,j 6= βi,j for 1 ≤ i < j ≤ n as in Lemma 3.3.
Let ̺Γ be the n2 × n2 matrix defined as follows:
(i) The (e12, e21)-principal submatrix is P2(α1,2).
(ii) The (e13, e31)-principal submatrix is 2P2(α1,3).
(iii) The (e1,k, e2,k−1, e3,k−2, · · · , e⌊k
2
⌋,k+1−⌊k
2
⌋, ek+1−⌊k
2
⌋,⌊k
2
⌋, ek+2−⌊k
2
⌋,⌊k
2
⌋−1, · · · , ek,1)-principal
submatrix is
P
2⌊k
2
⌋(1, 1, · · · , 1, α⌊k
2
⌋,k+1−⌊k
2
⌋, α⌊k
2
⌋−1,k+2−⌊k
2
⌋, · · · , α1,k)
for 4 ≤ k ≤ n.
(iv) The (el,n, el+1,n−1, · · · , el+⌊n−l+1
2
⌋−1,n+1−⌊n−l+1
2
⌋, en+1−⌊n−l+1
2
⌋,l+⌊n−l+1
2
⌋−1, · · · , en,l)-principal
submatrix is
P
2⌊n−l+1
2
⌋(1, 1, · · · , 1, βl+⌊n−l+1
2
⌋−1,n+1−⌊n−l+1
2
⌋, βl+⌊n−l+1
2
⌋−2,n+2−⌊n−l+1
2
⌋, · · · , βl,n)
for 2 ≤ l ≤ n− 3.
(v) The (en−2,n, en,n−2)-principal submatrix is 2P2(βn−2,n) for n > 3.
(vi) The (en−1,n, en,n−1)-principal submatrix is P2(βn−1,n).
(vii) The (e11, e22, e33, · · · , enn)-principal submatrix is rIn for r > 1 to be determined
later.
11
(viii) All the other entries are zero.
The matrix ̺Γ is positive of corank 2n − 3 such that x¯ ⊗ y ∈ Im ̺Γ if and only if
vi = (x¯i, yi) satisfy Lemma 3.3. It is easy to check that the partial transpose ̺ of ̺
Γ is
the direct sum of the following:
(i) The (e12, e21, en−1,n, en,n−1)-principal submatrix is the 4× 4 identity matrix I4;
(ii) The (e1,n, e23, e32, e34, e43, · · · , en−2,n−1, en−1,n−2, en,1)-principal submatrix is 2I2n−4;
(iii) For 3 ≤ k < n, the (e1,k, e2,k+1, e3,k+2, · · · , en−k+1,n)-principal submatrix is the
positive definite matrix
Qn−k+1(1, 1, · · · , 1);
(iv) For 3 ≤ k < n, the (ek,1, ek+1,2, ek+2,3, · · · , en,n−k+1)-principal submatrix is the
positive definite matrix
Qn−k+1(α2,kα
−1
1,1+k, α3,k+1α
−1
2,2+k, · · · , α⌊n−k+3
2
⌋,⌊n+k−1
2
⌋α
−1
⌊n−k+1
2
⌋,⌊n+k+1
2
⌋
,
β⌊n−k+3
2
⌋+1,⌊n+k−1
2
⌋+1β
−1
⌊n−k+1
2
⌋+1,⌊n+k+1
2
⌋+1
, · · · , βn−k,n−2β−1n−k−1,n−1, βn−k+1,n−1β−1n−k,n);
(v) The (e11, e22, · · · , enn)-principal submatrix is the n×n hermitian matrix Dα,βn (r)
defined as follows:
(a) The first column is (r, α2, 2α3, α4, α5, · · · , αn);
(b) The first row is (r, α¯2, 2α¯3, α¯4, α¯5, · · · , α¯n);
(c) The last column is (α¯n, β2, β3, · · · , βn−3, 2βn−2, βn−1, r);
(d) The last row is (αn, β¯2, β¯3, · · · , β¯n−3, 2β¯n−2, β¯n−1, r);
(e) The diagonal entries (i.e. (i, j)th entries with |i− j| = 0) are all r;
(f) The (i, j)th entries with |i− j| = 1 and i+ j ≤ n+ 1 are α−1i,j = αiα¯j;
(g) The (i, j)th entries with |i− j| = 1 and i+ j > n+ 1 are β−1i,j = βiβ¯j ;
(h) The (i, j)th entries with |i − j| = 2 and i + j ≤ n + 1 are α−1i,j except the
(1, 3), (3, 1)th entries;
(i) The (i, j)th entries with |i − j| = 2 and i + j > n + 1 are β−1i,j except the
(n− 2, n), (n, n− 2)th entries;
(j) All other entries are 0.
Note that the matrix Dα,βn (r) looks like

r α¯2 2α¯3 α¯4 α¯5 · · · · · · α¯n−1 α¯n
α2 r α¯3α2 α¯4α2 0 · · · · · · 0 β2
2α3 α¯2α3 r α¯4α3 α¯5α2
. . . 0 β3
α4 α¯2α4 α¯3α4 r α¯5α4
. . . 0 β4
α5 0 α¯3α5 α¯4α5 r 0 β5
...
...
. . .
. . .
...
...
...
. . . r β¯n−1βn−2 2βn−2
αn−1 0 0 0 0 β¯n−2βn−1 r βn−1
αn β¯2 β¯3 β¯4 β¯5 · · · 2β¯n−2 β¯n−1 r


.
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Hence, ̺ is a positive matrix of corank one if and only ifDα,βn (r) is such a matrix. As
before, we take r to be the largest root rˆ of the polynomial detDα,βn (r). If furthermore
rˆ is a simple root of detDα,βn (r), then D
α,β
n (rˆ) is a positive matrix of corank one. It
now amounts to checking the following to construct an edge state of corank one.
Proposition 6.1. Let αi and βi be as above and assume that the largest root rˆ of
detDα,βn (r) = 0 is a simple root. Let w = (w1, · · · , wn) ∈ Cn be a nonzero vector in the
kernel of Dα,βn (rˆ). Then the matrix ̺ constructed above is an edge state of corank one
if
(⋆) the following vectors are not orthogonal to w:
(i) (u1, u2α2, · · · , uqαq, 0, · · · , 0) where q ≤ n+12 and ui ≥ 0 for all i but not all
zero;
(ii) (0, · · · , 0, upαp, up+1αp+1, · · · , un−q+1αn−q+1, 0, 0, · · · , 0, uqαq, 0, · · · , 0) where ui ≥
0 for all i and up 6= 0, uq 6= 0 with p ≤ n− q + 1 < n+12 ;
(iii) (0, · · · , 0, upβp, 0, · · · , 0, un−p+2βn−p+2, un−p+3βn−p+3, · · · , uqβq, 0, · · · , 0) where
ui ≥ 0 for all i and up 6= 0, uq 6= 0 with n+32 < n− p+ 2 ≤ q;
(iv) (0, · · · , 0, upβp, · · · , unβn) where ui ≥ 0 for all i but not all zero and p ≥ n+12 .
Here ui is at the ith place.
Proof. It is straightforward from the construction of ̺Γ and ̺ above and Lemma 3.3.
Here, uj = |cj|2 where cj are from Lemma 3.3. 
To check that the vector w satisfies (⋆), we may use the following lemma whose
proof is straightforward and omitted.
Lemma 6.2. For z1, · · · , zm ∈ C, there do not exist nonnegative (not all zero) real
numbers uj for j = 1, · · · , m such that
∑m
j=1 ujzj = 0 if and only if z1, · · · , zm belong
to a half-plane on the complex plane, i.e. there exists a nonzero h ∈ C such that
Re (z¯jh) > 0 for all j, or equivalently, zj 6= 0 for all j and either
max
j
Arg(zj)−min
j
Arg(zj) < π or max
j
Arg(−zj)−min
j
Arg(−zj) < π
holds, where Arg(z) is the principal value of the argument of z with −π < Arg(z) ≤ π.
For example, to check the vectors in (i) of Proposition 6.1 are not orthogonal to w,
we check that the complex numbers w1, w2α¯2, · · · , wqα¯q belong to a half-plane.
Note that as rˆ and w are determined algebraically by parameters αi and βi, the
condition (⋆) and rˆ being a simple root are open conditions, i.e. if the conditions are
satisfied for some αi and βi, then they also hold for all α
′
i and β
′
i sufficiently close to
αi and βi respectively. So, the set of tuples (α2, · · · , αn, β2, · · ·βn−1) which yield PPT
entangled edge states of corank one is an open subset of U(1)2n−3 where U(1) denotes
the circle group {z ∈ C | |z| = 1}. Hence if nonempty, our construction produces a
(2n− 3)-dimensional family of PPT entangled edge states of corank one.
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A program for checking Proposition 6.1 has been implemented in Mathematica
(available upon request). The algorithm proceeds as follows:
Step 1: Given αi and βi, find the largest root rˆ of the equation detD
α,β
n (r) = 0.
Step 2: Check that the dimension of the kernel of Dα,βn (rˆ) is one.
Step 3: Find a nonzero vector w = (w1, · · · , wn) ∈ Cn in the kernel of Dα,βn (rˆ) and
check that wi 6= 0 for all i = 1, · · · , n.
Step 4: Check that the vector w satisfies (⋆) using Lemma 6.2.
We have checked that the conditions in Proposition 6.1 are satisfied for all 3 ≤ n ≤
800 if we let
(12) (α1, · · · , αn) = (1, epii4 , epii4 , · · · , epii4 ,−1) and (β1, · · · , βn) = (1, 1, · · · , 1).
As remarked in the previous paragraph, we may now perturb αi and βi so that
αi,j 6= βi,j for 1 ≤ i < j ≤ n and the conditions in Proposition 6.1 are still satisfied.
For example, we have also checked that the perturbation of the form (α1, · · · , αn) =
(1, eπi(
1
4
+
1
10000 ), eπi(
1
4
+
2
10000 ), · · · , eπi( 14+ n−210000 ),−1) and (β1, · · · , βn) = (1, 1, · · · , 1) gives
a valid result up to n = 346. Although the perturbation of this form fails when n > 346,
one can find αi and βi close to (12) which gives a PPT entangled edge state.
Therefore, we have the following
Theorem 6.3. For 3 ≤ n ≤ 800, there is a PPT entangled edge state in Mn ⊗Mn of
bi-rank (n2 − 1, n2 − 2n+ 3).
We believe that the same construction with αi and βi sufficiently close to (12) works
in general. We stopped at n = 800 because of the running time of the program. On
an ordinary laptop computer with 2.9GHz processor, it takes 3 minutes to check for
3 ≤ n ≤ 200, about an hour for 200 < n ≤ 400, about 3 hours for 400 < n ≤ 600 and
about 8 hours for 600 < n ≤ 800. Based on this numerical evidence, we propose the
following
Conjecture 6.4. For any n ≥ 3, the open set of parameters (α1, · · · , αn, β1, · · · , βn)
which give PPT entangled edge states of bi-rank (n2 − 1, n2 − 2n+ 3) is nonempty.
7. Discussion
In the previous section, we had to rely on computer computations because it is
difficult to find an explicit formula for a kernel vector of ̺. On the other hand, in [18],
the authors provide a construction of a 3 ⊗ 3 edge state in which a kernel vector of ̺
is fixed from the beginning. We could generalize this construction to the 4⊗ 4 case, as
we will explain briefly below.
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We begin with
A =


α + α¯ −α −α¯ 0
−α¯ α + α¯ 0 −α
−α 0 α + α¯ −α¯
0 −α¯ −α α + α¯

 ,
with |α| = 1. If −π
4
< Argα < π
4
, then it is easy to check that A is positive of corank
one with the kernel spanned by the vector (1, 1, 1, 1)t ∈ C4. We also consider
B = r


1
p
0 −α¯ 0
0 1
p
0 −α¯
−α 0 p 0
0 −α 0 p

+ r


1 −1 0 0
−1 1 0 0
0 0 1 −1
0 0 −1 1

 ,
where p > 0 and 0 < r < 1. Then B is positive of corank one with the kernel spanned
by the vector (p, p, α, α)t ∈ C4.
Now, we define the matrix ̺ ∈ M4(M4) = M4 ⊗M4 as follows:
(i) The (e11, e22, e33, e44)-principal submatrix of ̺ is given by A,
(ii) The (e14, e23, e32, e41)-principal submatrix of ̺
Γ is given by B,
(iii) The diagonals of ̺ are given by 1
p
in the places e12, e24, e31, e43,
(iv) The diagonals of ̺ are given by p in the places e21, e42, e13, e34.
(v) All the other entries are zero.
Namely, ̺Γ is given by


α+ α¯ · · · · · · · · · · · · · · ·
·
1
p
· · −α¯ · · · · · · · · · · ·
· · p · · · · · −α · · · · · · ·
· · ·
r
p
+ r · · −r · · −rα¯ · · · · · ·
· −α · · p · · · · · · · · · · ·
· · · · · α+ α¯ · · · · · · · · · ·
· · · −r · · r
p
+ r · · · · · −rα¯ · · ·
· · · · · · ·
1
p
· · · · · −α¯ · ·
· · −α¯ · · · · · 1
p
· · · · · · ·
· · · −rα · · · · · rp+ r · · −r · · ·
· · · · · · · · · · α+ α¯ · · · · ·
· · · · · · · · · · · p · · −α ·
· · · · · · −rα · · −r · · rp+ r · · ·
· · · · · · · −α · · · · · p · ·
· · · · · · · · · · · −α¯ · · 1
p
·
· · · · · · · · · · · · · · · α+ α¯


,
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whose partial transpose ̺ is given by

α+ α¯ · · · · −α · · · · −α¯ · · · · ·
·
1
p
· · · · · · · · · −rα · · · ·
· · p · · · · −r · · · · · · · ·
· · ·
r
p
+ r · · · · · · · · · · · ·
· · · · p · · · · · · · · · −rα ·
−α¯ · · · · α+ α¯ · · · · · · · · · −α
· · · · · ·
r
p
+ r · · · · · · · · ·
· · −r · · · · 1
p
· · · · · · · ·
· · · · · · · ·
1
p
· · · · −r · ·
· · · · · · · · · rp+ r · · · · · ·
−α · · · · · · · · · α+ α¯ · · · · −α¯
· −rα¯ · · · · · · · · · p · · · ·
· · · · · · · · · · · · rp+ r · · ·
· · · · · · · · −r · · · · p · ·
· · · · −rα¯ · · · · · · · · · 1
p
·
· · · · · −α¯ · · · · −α · · · · α+ α¯


.
It is straightforward to check that both of ̺ and ̺Γ are positive when p > 0 and
0 < r < 1 and α is a complex number with |α| = 1 and −π
4
< Argα < π
4
. We also see
that ̺ has the corank one with the kernel spanned by the vector e11+e22+e33+e44. On
the other hand, the partial transpose ̺Γ has the corank 5 with the kernel spanned by
the vectors pe12+αe21, pe24+αe42, pe31+αe13, pe43+αe34 and pe14+pe23+αe32+αe41,
from which one may check easily that ̺ is a PPT entangled edge state. It would be
very nice if this method works for any n ≥ 5 to get PPT entangled edge states with
exact formulae.
References
[1] C. H. Bennett, D. P. DiVincenzo, T. Mor, P. W. Shor, J. A. Smolin and B. M. Terhal, Unextendible
product bases and bound entanglement, Phys. Rev. Lett. 82 (1999), 5385–5388.
[2] M.-D. Choi, Positive linear maps, Operator Algebras and Applications (Kingston, 1980), pp.
583–590, Proc. Sympos. Pure Math. Vol 38. Part 2, Amer. Math. Soc., 1982.
[3] L. Clarisse, Construction of bound entangled edge states with special ranks, Phys. Lett. A 359
(2006), 603–607.
[4] D. P. DiVincenzo, T. Mor, P. W. Shor, J. A. Smolin and B. M. Terhal, Unextendible product
bases, uncompletable product bases and bound entanglement, Commun. Math. Phys. 238, (2003),
379–410.
[5] S. Gharibian, Strong NP-hardness of the quantum separability problem, Quantum Inf. Comput.
10 (2010), 343–360.
[6] L. Gurvits, Classical deterministic complexity of Edmonds’ Problem and quantum entanglement,
Proceedings of the Thirty-Fifth Annual ACM Symposium on Theory of Computing, STOC ’03,
ACM, 10–19.
[7] K.-C. Ha, Comment on : “Construction of bound entangled edge states with special ranks” [Phys.
Lett. A 359 (2006) 603], Phys. Lett. A 361 (2007) 515–519.
[8] K.-C. Ha and S.-H. Kye, Construction of 3 ⊗ 3 entangled edge states with positive partial trans-
poses, J. Phys. A 38 (2005), 9039–9050.
[9] S. Halder, M. Banik and S. Ghosh, New family of bound entangled states residing on the boundary
of Peres set, preprint. arXiv:1801.00405.
[10] J. Heo and Y.-H. Kiem, On characterizing integral zeros of Krawtchouk polynomials by quantum
entanglement, Linear Algebra Appl. 567 (2019), 167–179.
[11] M. Horodecki, P. Horodecki and R. Horodecki, Separability of mixed states: necessary and suffi-
cient conditions, Phys. Lett. A 223 (1996), 1–8.
16
[12] M. Horodecki, P. Horodecki and R. Horodecki,Mixed-state entanglement and distillation: is there
a “bound” entanglement in nature? Phys. Rev. Lett 80 (1998), 5239–5242.
[13] P. Horodecki, Separability criterion and inseparable mixed states with positive partial transposi-
tion, Phys. Lett. A 232 (1997), 333–339.
[14] M. Huber, L. Lami, C. Lancien and A. Mu¨ller-Hermes, High-dimensional entanglement in states
with positive partial transposition, Phys. Rev. Lett. 121 (2018), 200503.
[15] Y.-H. Kiem, S.-H. Kye and J. Lee, Existence of product vectors and their partial conjugates in a
pair of spaces, J. Math. Phys. 52 (2011), 122201.
[16] Y.-H. Kiem, S.-H. Kye and J. Na, Product vectors in the ranges of multi-partite states with positive
partial transposes and permanents of matrices, Commun. Math. Phys. 338 (2015), 621–639.
[17] S.-H. Kye, Facial structures for various notions of positivity and applications to the theory of
entanglement, Rev. Math. Phys. 25 (2013), 1330002.
[18] S.-H. Kye and H. Osaka, Classification of bi-qutrit positive partial transpose entangled edge states
by their ranks, J. Math. Phys. 53 (2012), 052201.
[19] M. Lewenstein, B. Kraus, P. Horodecki and J. Cirac, Characterization of separable states and
entanglement witnesses, Phys. Rev. A 63 (2001), 044304.
[20] F. J. MacWilliams and N. J. A. Sloane, The Theory of Error Correcting Codes, North-Holland
mathematical library, Vol. 16, North-Holland, 1977.
[21] A. Peres, Separability Criterion for Density Matrices, Phys. Rev. Lett. 77 (1996), 1413–1415.
[22] E. Størmer, Positive linear maps of operator algebras, Acta Math. 110 (1963), 233–278.
[23] E. Størmer, Decomposable positive maps on C∗-algebras, Proc. Amer. Math. Soc. 86 (1982),
402–404.
[24] J. H. van Vint, Introduction to Coding Theory, 3/e, Graduate Texts Math. Vol. 86, Springer-
Verlag, 1992.
[25] S. L. Woronowicz, Positive maps of low dimensional matrix algebras, Rep. Math. Phys. 10 (1976),
165–183.
Department of Mathematics and Research Institute of Natural Sciences, Sook-
myung Women’s University, Seoul 04310, Korea
E-mail address : jwchoi@sookmyung.ac.kr
Department of Mathematics and Research Institute of Mathematics, Seoul Na-
tional University, Seoul 08826, Korea
E-mail address : kiem@snu.ac.kr
Department of Mathematics and Research Institute of Mathematics, Seoul Na-
tional University, Seoul 08826, Korea
E-mail address : kye@snu.ac.kr
17
