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Incompleteness of Dirac quantization scheme leads to a redundant set of solutions of the Wheeler-
DeWitt equation for the wavefunction in superspace of quantum cosmology. Selection of physically
meaningful solutions matching with quantum initial data can be attained by a reduction of the the-
ory to the sector of true physical degrees of freedom and their canonical quantization. The resulting
physical wavefunction unitarily evolving in the time variable introduced within this reduction can
then be raised to the level of the cosmological wavefunction in superspace of 3-metrics to form a
needed subset of all solutions of the Wheeler-DeWitt equation. We apply this technique in sev-
eral simple but nonlinear minisuperspace models and discuss both at classical and quantum level
physical reduction in extrinsic time – the time variable determined in terms of extrinsic curvature
(or momentum conjugated to the cosmological scale factor). Only this extrinsic time gauge can
be consis! tently used in vicinity of turning points and bounces where the scale factor reaches
extremum and cannot monotonically parameterize the evolution of the system. Since the 3-metric
scale factor is canonically dual to extrinsic time variable, the transition from the physical wavefunc-
tion to the wavefunction in superspace represents a kind of the generalized Fourier transform. This
transformation selects square integrable solutions of the Wheeler-DeWitt equation, which guarantee
Hermiticity of canonical operators of the Dirac quantization scheme. This makes this scheme con-
sistent – the property which is not guaranteed on general solutions of the Wheeler-DeWitt equation.
Semiclassically this means that wavefunctions are represented by oscillating waves in classically al-
lowed domains of superspace and exponentially fall off in classically forbidden (underbarrier) regions.
This is explicitly demonstrated in flat FRW model with a scalar field having a constant negative
potential and for the case of phantom scalar field with a positive potential. The FRW model of a
scalar field with a vanishing potential does not lead to selection rules for solutions of the Wheeler-
DeWitt equation, but this does not violate Hermiticity properties, because all these solutions are
anyway of plane wave type and describe cosmological dynamics without turning points and bounces.
In models with turning points the description of classically forbidden domains goes beyond original
principles of unitary quantum reduction to the physical sector, because it includes complexification
of the physical time variable or complex nature of the physical Hamiltonian. However, this does
not alter the formalism of the Wheeler-DeWitt equation which continues describing underbarrier
quantum dynamics in terms of real superspace variables.
PACS numbers: 98.80.Qc, 98.80.Jk, 04.60.Ds
I. INTRODUCTION
Needless to say that quantum cosmology is an inalien-
able tool in the studies of the very early quantum Uni-
verse. Inflationary cosmology [1], whose observational
status was essentially strengthened after the first Planck
release [2], successfully resolves many traditional prob-
lems of the Big Bang theory, but it is unable to resolve the
issue of initial conditions for the cosmological evolution.
This issue is an ultimate goal of quantum cosmology.
On the other hand, it would be not a great exaggera-
tion to say that quantum cosmology is one of the most
discredited areas in modern theoretical physics. The
Wheeler-DeWitt equation [3], as an incarnation of this
theory, is widely considered as a decorative tool that
would never lead to original achievements in gravity the-
ory. At best, it would be used as a justification of
the semiclassical results obtained by other much simpler
and down-to-earth methods of quantum field theory in
curved spacetime. Though much of this criticism seems
to be really true, the situation with this equation very
much resembles the status of modern S-matrix theory
vs Schro¨dinger equation and its stationary perturbation
theory. Despite the fact that scattering amplitudes are
much simpler to obtain by the covariant Feynman dia-
grammatic technique, everyone clearly understands that
their machinery is based on the fundamental but man-
ifestly noncovariant Schro¨dinger equation, and without
it this technique becomes a set of ungrounded contrived
rules.
A similar situation holds for the Wheeler-DeWitt equa-
tion which underlies the physical dynamically indepen-
dent content of the theory and its numerous applica-
tions. However, there is a big difference – the formal-
ism of the Wheeler-DeWitt equation itself, without addi-
2tional assumptions, does not form a closed physical the-
ory. These assumptions concern two main ingredients of
the theory – selection of physically meaningful solutions
of the Wheeler-DeWitt equation and the construction of
the physical inner product on their subspace, that could
generate observable amplitudes and expectation values.
Matter of fact is that this equation has many more so-
lutions than those having clear physical setup. This setup
is dictated by dynamically independent degrees of free-
dom, which are intricately hidden among the full set of
gravitational variables. Various ways to disentangle these
degrees of freedom and separate them from the gauge
variables give rise to different quantization schemes. One
scheme consists in disentangling them at the classical
level and canonically quantizing in the resulting reduced
phase space. Another scheme is the Dirac quantization
[4], when the first class Dirac constraints are imposed as
equations on the quantum states in the representation
space in which all original phase space variables (both
physical and gauge ones) satisfy canonical commutation
relations. This scheme is not closed as a physical theory,
because it does not have by itself a well-defined conserved
positive definite inner product that would provide uni-
tarity of the theory. Ho! wever, exactly this approach is
usually employed in numerous applications of quantum
cosmology. As a rule they do not go beyond achieving the
solution of Wheeler-DeWitt equation and giving it some
interpretation or fundamentally restricting the gravita-
tional sector to the semiclassical domain [5] and using
Born-Oppenheimer approximation [6].
The most striking feature of this approach is a mis-
match between the nature of the Wheeler-DeWitt equa-
tion and the number of its boundary (or initial) value
data. As a second order differential equation (of the
Klein-Gordon type in minisuperspace applications) it re-
quires two data at the Cauchy surface – the value of
the function and its normal (or time) derivative, but any
local unitary quantum theory assumes the existence of
only one initial data function – wavefunction of the ini-
tial state. This clearly demonstrates incompleteness of
the Dirac quantization, and the goal of our work is to
achieve its completion by formulating the selection rules
for solutions of the Wheeler-DeWitt equation and demon-
stration of these rules in several simple minisuperspace
models.
In the minisuperspace context the redundancy in solu-
tions of this equation directly manifests itself in positive
and negative frequency solutions, existing due to the hy-
perbolic rather than parabolic nature of the Wheeler-
DeWitt equation. Usual interpretation of these solu-
tions as describing expanding and contracting cosmolog-
ical models breaks down in the vicinity of the bounce –
the point of maximal or minimal size of the Universe,
where expansion goes over into contraction or vice versa.
Consistent description of this situation is possible if we
start with the reduced phase space quantization with an
appropriately chosen time variable. This automatically
leads to the missing selection rule in the set of solutions
of the Wheeler-DeWitt equation, and as a by-product
raises the issue of Hermiticity of canonically commuting
operators in the definition of quantum Dirac constraint.
The structure of the paper is as follows. In Sect. II
we present unitarity approach to the Wheeler-DeWitt
formalism [7] which allows one to raise the reduced
phase space quantum state to the level of the wavefunc-
tion in the DeWitt superspace of quantum cosmology.
This procedure, described in Sect.III, implies a special
time-nonlocal transform from the physical wavefunction,
satisfying a conventional Schro¨dinger equation, to the
Wheeler-DeWitt wavefunction and leads to the selection
rules of the above type. In the following sections we
apply this transform in several minisuperspace models
and discuss relevant operator Hermiticity and unitarity
properties. In Sects. IV-V we consider the model with
a negative constant potential. In Sect. VI we consider
the model of a massless scalar field with a vanishing po-
tential. Section VII is devoted to the model, based on
the phantom scalar field with a positive constant poten-
tial. Section VIII is devoted to discussion an! d conclu-
sions. Appendices A and B present useful formulae for
unitary canonical transformations and integral represen-
tations for Bessel and modified Bessel functions.
II. UNITARITY APPROACH TO QUANTUM
COSMOLOGY
Gravity theory in the canonical formalism has the ac-
tion which in condensed DeWitt notations [8] is of the
following form
S =
∫
dt
{
piq˙
i −NµHµ(q, p)
}
. (1)
Here qi represent spatial metric coefficients and matter
fields. Their conjugated momenta are denoted by pi. The
condensed index i includes discrete labels and also spa-
tial coordinates, and Einstein summation rule implies in-
tegration over the latter. The same concerns the indices
µ of the Lagrange multipliers Nµ which are the ADM
lapse and shift functions [9]. In the formal treatment of
the infinite dimensional configuration space as a finite-
dimensional manifold (what we assume in this section)
the range of i is i = 1, ...n and the range of µ is µ = 1, ...m
with n > m. In asymptotically-flat models the integrand
of (1) contains also the contribution of the ADM surface
term Hamiltonian −H0(q, p), but below we consider only
spatially closed or spatially flat minisuperspace models
without this term.
The variation of the Lagrange multipliers leads to the
set of nondynamical equations – constraints
Hµ(q, p) = 0, (2)
which in gravity theory comprise the set of Hamiltonian
and momentum constraints. The constraint functions
3Hµ(q, p) belong to the first class and satisfy the Poisson-
bracket algebra
{Hµ, Hν} = UλµνHλ, (3)
with the structure functions Uλµν = U
λ
µν(q, p) which de-
pend on phase-space variables of the theory.
Dirac quantization of the theory (1) consists in promot-
ing the initial phase-space variables and the constraint
functions to the operator level (q, p,Hµ)→ (qˆ, pˆ, Hˆµ) and
in selecting the physical states |Ψ〉 in the representation
space of (qˆ, pˆ, Hˆµ) by the equation
Hˆµ|Ψ
〉
= 0. (4)
The operators (qˆ, pˆ) satisfy the canonical commutation
relations [qˆk, pˆl] = i~δ
k
l and the quantum constraints
Hˆµ as operator functions of (qˆ, pˆ) should satisfy the cor-
respondence principle with the classical c-number con-
straints and be subject to the commutator algebra
[Hˆµ, Hˆν ] = i~Uˆ
λ
µνHˆλ. (5)
with some operator structure functions Uˆλµν standing to
the left of operator constraints. This algebra general-
izes (3) to the quantum level and serves as integrability
conditions for equations (4).
A. Classical reduction to the physical sector:
coordinate gauge conditions
The theory with the action (1) is invariant under the
set of transformations of phase space variables (qi, pi)
and Lagrange multipliers [7] signifying diffeomorphism
invariance of the original action in the Lagrangian form.
Conventional approach to this situation implies that the
equivalence class of variables belonging to the orbit of
these transformations corresponds to one and the same
physical state. The description of this state in terms of
physical variables consists in singling out the unique rep-
resentative of each such class and in treating the indepen-
dent labels of this representative as physical variables.
This can be attained by imposing on original phase
space variables the gauge conditions
χµ(q, p, t) = 0 (6)
which determine in the 2n-dimensional phase space the
(2n − m)-dimensional surface (remember that n is the
range of index i, while m is that of µ) having a unique
intersection with the orbit of gauge transformations. At
least locally, the latter condition means the invertibility
of the Faddeev-Popov matrix [10] with the nonvanishing
determinant
J = det Jµν , J
µ
ν = {χµ, Hν}. (7)
Gauge conditions of the form (6) impose restrictions only
on phase space variables and single out the physical sec-
tor locally in time – all variables in the canonical action
expressed in terms of true physical degrees of freedom.
This goes as follows.
To begin with, the Lagrange multipliers (which are not
fixed by equations of motion for the action (1)) become
uniquely fixed as functions of (qi, pi). This directly fol-
lows from the conservation in time of gauge conditions,
serving as the equation for lapse and shift functions
d
dt
χµ = {χµ, Hν}Nν + ∂χ
µ
∂t
= 0, (8)
Nµ = −J−1µν
∂χν
∂t
. (9)
For the reparameterization invariant systems with
H0(q, p) = 0 in (1), the gauge conditions should explic-
itly depend on time in order to generate dynamics in the
physical phase space [7, 11]. For gravitational systems
with the Lagrangian multipliers playing the role of lapse
and shift functions this is obvious – nonzero values of the
latter exist only for ∂χν/∂t 6= 0. 1
The parametrization of (qi, pi) in terms of phase space
variables of the physical sector (ξA, piA), A = 1, ...n−m,
in its turn, follows from solving together the system of
constraints (2) and gauge conditions (6), which deter-
mine the embedding of the 2(n−m)-dimensional physical
phase space into the space of (qi, pi)
qi = qi(ξA, piA, t), (10)
pi = pi(ξ
A, piA, t). (11)
Internal coordinates of this embedding should satisfy the
canonical transformation law for the symplectic form re-
stricted to the physical subspace
pidq
i = piAdξ
A −Hphys(ξA, piA, t)dt+ dF (qi, ξA, t),(12)
so that ξA and piA can be respectively identified with
physical phase space coordinates and conjugated mo-
menta, Hphys(ξ
A, piA, t) considered as a physical Hamil-
tonian and F (qi, ξA, t) – the generating function of this
canonical transformation.
The simplest form of this reduction is for gauge condi-
tions imposed only on phase space coordinates, χµ(q, t) =
0. Such coordinate gauge conditions determine the em-
bedding of the (n −m)-dimensional space Σ of physical
coordinates ξA directly into the space of original coordi-
nates qi,
Σ : qi = ei(ξA, t), χµ(ei(ξ, t), t) ≡ 0. (13)
1 The geometrical meaning of Nµ is the collection of normal and
tangential projections of 4-velocity with which a spacelike hyper-
surface moves in the embedding spacetime, so that degeneration
of Nµ to zero implies freezing this surface at a fixed position.
Then it does not scan the spacetime and no physical dynamics
is probed within this time-independent gauge conditions [7].
4Here ξA are identified with the physical coordinates, and
the conjugated momenta piA and the physical Hamilto-
nian reads
piA = pi
∂ei
∂ξA
, (14)
Hphys(ξ
A, piA, t) = −pi(ξA, piA, t)∂e
i(ξ, t)
∂t
, (15)
As we see, the physical momenta are the projections
of the original momenta pi to the vectors tangential to
Σ, eiA ≡ ∂ei/∂ξA. In view of the contact nature of
this transformation the generating function F (qi, ξA, t)
in (12) is vanishing.
The normal projections of pi should be found from the
constraints (2), the local uniqueness of their solution be-
ing granted by the nondegeneracy of the Faddeev-Popov
determinant. Together with (13) this solution yields all
the original phase space variables (qi, pi) as known func-
tions of the physical degrees of freedom (ξA, piA). The
original action (1) reduced to the physical sector (that is
to the subspace of constraints and gauge conditions) ac-
quires the usual canonical form with the physical Hamil-
tonian (15).
B. Quantum reduction
Canonical quantization in the physical sector (or re-
duced phase space quantization) consists in promot-
ing ξA, piA, Hphys(ξ
A, piA, t) to the level of operators
ξˆA, pˆiA, Hˆphys, subject to canonical commutation rela-
tions [ξˆA, pˆiA] = i~δ
A
B, and postulating the Schro¨dinger
equation for the quantum state of the system in the
Hilbert space of these operators
i~
∂
∂t
Ψphys(t, ξ) = HˆphysΨphys(t, ξ). (16)
Here Ψphys(t, ξ) = 〈ξ|Ψphys(t)〉 is the wave function of this
state in the coordinate representation. The kernel of its
unitary evolution can be represented by the path integral
over trajectories in the reduced phase space,
Ψphys(t+, ξ+) =
∫
dξ−
×K(t+, ξ+|t−, ξ−)Ψphys(t−, ξ−), (17)
K(t+, ξ+|t−, ξ−) =
∫
ξ(t±)=ξ±
D[ξ, pi]
× exp i
~
t+∫
t−
dt
{
piAξ˙
A −Hphys(ξ, pi, t)
}
, (18)
where D[ξ, pi] =
∏
t dξ(t) dpi(t) is the Liouville measure
of integration over trajectories interpolating between the
two points ξ± – the arguments of the evolution kernel.
Profound success in quantization of gauge theories
achieved in seventies and eighties of the last century
[3, 8, 10, 12, 13] was based on the identical transfor-
mation in this path integral from the variables of the
reduced phase space to the variables of the original ac-
tion (1). This transformation brings us to the Faddeev-
Popov canonical path integral for the two-point kernel in
the space of original coordinates qi – DeWitt superspace
of 3-matrics and matter fields [7]
K(q+, q−) =
∫
q(t±)=q±
D[ q, p ]DN
×
∏
t+>t>t−
Jt δ(χt) exp
i
~
t+∫
t−
dt
{
piq˙
i −NµHµ
}
, (19)
where D[q, p] =
∏
t
∏
i dq
i(t) dpi(t) is the Liouville mea-
sure of integration over trajectories interpolating between
the points q±,
DN =
∏
t+≥t≥t−
∏
µ
dNµ(t) (20)
is the integration measure over lapse and shift functions
including the integration overNµ(t±) at boundary points
t± and
∏
t Jt δ(χt) is the Faddeev-Popov gauge fixing fac-
tor
Jt δ(χt) ≡ detJµν
(
q(t), p(t)
)∏
α
δ
(
χα(q(t), t)
)
, (21)
which restricts the integration over q(t) at any t 6= t± to
the gauge condition surface (6).
Integration over Nµ(t±) has a very important conse-
quence. It implies that
Hˆµ
(
q+,
~
i
∂
∂q+
)
K(q+, q−) = 0, (22)
i.e. one finds that the two-point kernelK is a solution of
the quantum Dirac constraint HˆµK = 0 – the Wheeler-
DeWitt equation. One can show that due to the well
known gauge independence properties of the Faddeev-
Popov path integral this kernel is independent of the
choice of χµ (in the class of admissible gauges). Also
in view of the time parametrization invariance it is inde-
pendent of t±.2
The role ofK(q, q′) is revealed by the observation that
in the semiclassical approximation it can be related to the
unitary evolution operator (18) [7, 11, 15]. This relation
2 The kernel (19) is a truncation of the BFV unitary evolution
operator in the relativistic phase space to the zero ghost sector
[7, 13], and these properties directly follow from this truncation
[14].
5derived in [7] by slicing the path integral and confirmed
in the semiclassical approximation in [11, 15] reads
K(t, ξ|t′, ξ′)
=
(−→
J
M
)1/2
K(q, q′)
(←−
J ′
M ′
)1/2∣∣∣∣∣∣
q=e(ξ,t), q′=e(ξ′,t′)
+O(~), (23)
where the operator-valued factors
−→
J and
←−
J ′ coincide with
the Faddeev-Popov determinants in which the c-number
momentum argument is replaced by its operator repre-
sentation3,
−→
J = J
(
q,
~
i
−→
∂
∂q
)
,
←−
J ′ = J
(
q,−~
i
←−
∂
∂q′
)
, (24)
and M =M(q) is a measure of integration over the (n−
m)-dimensional physical subspace Σ in n-dimensional q-
space, satisfying
dn−mξ = dnq δ(χ(q))M(q). (25)
This implies that the kernel K(q, q′) similarly to the
Schro¨dinger propagator K(t, ξ|t′, ξ′) can be regarded as
a propagator of the Dirac wavefunction Ψ (q) in q-space.
The boundary value problem for this wavefunction can
be written down as
Hˆµ
(
q,
~
i
∂
∂q
)
Ψ (q) = 0, (26)
Ψphys(ξ, t) =
(−→
J
M
)1/2
Ψ (q)
∣∣∣∣∣∣
q=e(ξ,t)
+O(~), (27)
where the relation (27) serves as “initial” condition for
Ψ (q) specified on the (n−m)-dimensional surface Σ, and
m-equations (26), µ = 1, ...m, propagate this initial data
onto entire n-dimensional superspace.4 This propaga-
tion from the initial surface Σ′ via the two-point kernel
K(q, q′) reads in the semiclassical approximation as
Ψ (q) =
∫
dq′K(q, q′) δ(χ(q′, t′))
−→
J ′ Ψ (q′) +O(~). (28)
Relations (23)-(28) could have been exact beyond the
semiclassical approximation if the first-class constraints
were linear in momenta pi. In this case the equations (26)
would have specified the derivatives of Ψ (q) along gauge
3 Operator ordering in (24) is immaterial, because it is responsible
for terms of higher order in ~ which go beyond the semiclassical
approximation including the (one-loop) prefactor.
4 Note that Σ is not the hypersurface and its codimension is
m > 1, so that m equations (26) to recover Ψ(q) on the full
n-dimensional superspace from the boundary data (27).
directions and the Faddeev-Popov determinant in the co-
ordinate gauge would be just a q-dependent measure fac-
tor J = J(q) independent of pi. In quantum cosmology
it is impossible, because the Hamiltonian constraint is
quadratic in momenta, and J(q, p) is a nonlinear function
of momenta of power coinciding with the total number of
Hamiltonian constraints (which is of course infinite in full
gravity theory and formally equals the number of spatial
points ∞3). 5
Formal treatment of infinite number of degrees of free-
dom can be avoided in minisuperspace applications of
quantum cosmology, when only one Hamiltonian con-
straint (m = 1) survives in the finite dimensional phase
space of the FRW metric and homogeneous matter fields.
However, another problem still remains with the bound-
ary value problem (26)-(27). The Wheeler-DeWitt equa-
tion (26) is at least quadratic in derivatives ∂/i∂q and re-
quires two initial conditions on Σ – the value of Ψ (q) and
its first order derivative, so that the number of solutions is
at least doubled as compared to the reduced phase space
dynamics. This “positive-negative” frequency doubling
serves as a source of a rather speculative third quanti-
zation concept [17], which represents the attempt to go
beyond physical phase space reduction.
We will, however, remain within physical reduction
concept which consists in lifting the physical wavefunc-
tion Ψphys(t, ξ) to the level of the wavefunction in super-
space Ψ (q). The latter of course satisfies the Wheeler-
DeWitt boundary value problem (26)-(27) but incorpo-
rates only the physical wavefunction information. In
other words, a formal boundary value problem (26)-(27)
contains many more solutions than the physically rele-
vant ones which are encoded in the Schro¨dinger equation
(16) of the reduced phase space quantization. Thus our
task will be finding the selection rules for the solutions of
the Wheeler-DeWitt equation appropriate for the physi-
cal setting in the reduced phase space.
C. Basis of classical constraints and their operator
realization
Classical theory is of course invariant under the change
of the basis of constraints with any invertible matrix
Ωνµ = Ω
ν
µ(q, p),
Hµ → H ′µ = ΩνµHν , (29)
5 The semiclassical operator measure δ(χ)
−→
J +O(~) in the physical
inner product of Dirac wavefunctions in Eq.(28) can be promoted
to the level of an exact concept by embedding the Dirac quan-
tization into the BFV quantization [13] in the extended phase
space of all canonical pairs of “matter” variables qi, pi;Nµ, piµ
and pairs of Grassmann ghost variables Cµ, P¯µ; C¯µ,Pµ. This
has been done within the concept of quantization on the so-called
inner product spaces in [14, 16].
6and under canonical transformations of phase space vari-
ables
(q, p)→ (q˜, p˜), (30)
pi dq
i − p˜i dq˜i = dF (q, q˜). (31)
Here F (q, q˜) is a generating function of this canonical
transform, relating old and new symplectic forms. One
should expect that at the quantum level this invariance
should hold as unitary equivalence of Dirac quantization
schemes in different constraint bases and different canon-
ical parameterizations. At least in the semiclassical ap-
proximation (which includes one-loop prefactors) this is-
sue formally has affirmative resolution. Interestingly, it
is associated with the problem of operator realization of
quantum constraints Hˆµ which should satisfy a closed
commutator algebra (5).
As shown in [7, 11, 18] in this approximation the quan-
tum Dirac constraints are given by the Weyl ordering of
their classical expressions
Hˆµ = NWHµ(qˆ, pˆ) +O(~
2). (32)
Remarkably, this prescription holds in any basis of classi-
cal constraints. Under the basis change (29) the formal-
ism undergoes unitary transformation to new wavefunc-
tions Ψ ′(q) and new operators Hˆ ′µ, Hˆ
′
µΨ
′(q) = 0,
Ψ (q)→ Ψ ′(q) = (det Ωˆνµ)−1/2 Ψ (q) +O(~), (33)
Hˆµ → Hˆ ′µ =
(
det Ωˆαβ
)−1/2
Ωˆνµ Hˆν
(
det Ωˆαβ
)1/2
+O(~2). (34)
In other words, Dirac wavefunction Ψ (q) is a density of
minus one half weight in the space of gauge indices [18].6
Similarly, the classical canonical transformation (30)
induces the unitary transformation (see derivation in Ap-
pendix A for a generic quantum system),
Ψ (q)→ Ψ˜ (q˜), ˆ˜HµΨ˜ (q˜) = 0, (35)
Ψ (q) =
∫
dq˜
∣∣∣∣det 12pi~ ∂2F (q, q˜)∂qi ∂q˜k
∣∣∣∣1/2
× exp
(
i
~
F (q, q˜)
)
Ψ˜ (q˜) +O(~), (36)
which was checked in [18] at least for contact transforma-
tions, q˜ = q˜(q), under which (36) reduces to the trans-
formation law of the weight 1/2 density
Ψ (q) =
∣∣∣∣det ∂q˜∂q
∣∣∣∣1/2 Ψ˜ (q˜(q)) +O(~). (37)
6 O(~2) and O(~) in (32) and (33) signify the same one-loop ap-
proximation because the semiclassical expansion for a quantum
state begins with 1/~-order.
These unitary equivalence transformations will be im-
portant in what follows, because we will have to go to an-
other convenient canonical parametrization of the theory
and also pick up a special normalization of the Hamil-
tonian constraint. Only their consistent treatment will
guarantee correct transition between the physical and
Wheeler-DeWitt wavefunctions of the theory.
III. MINISUPERSPACE MODELS: FROM THE
PHYSICAL SECTOR TO THE
WHEELER-DEWITT WAVEFUNCTION
The goals formulated in the end of Sect.II.B can be
explicitly implemented in case of minisuperspace quan-
tum cosmology with one Hamiltonian constraint. For the
index µ taking in minisuperspace case only one value,
Hµ(q, p) ≡ H(q, p), χµ(q, p, t) ≡ χ(q, p, t), (38)
the gauge condition can be rewritten as expressing ex-
plicitly t as a function on the phase space of qi and pi,
χ(q, p, t) = 0 ⇒ χ(q, p, t) ≡ T (q, p)− t = 0, (39)
so that the Faddeev-Popov determinant and the relevant
lapse function (7)-(9) read
J = {T,H}, N = 1
J
. (40)
The critical point of the physical reduction is the non-
degeneracy of J over the entire phase space. Degener-
ation of J to zero at certain points in phase space im-
plies the breakdown of the physical reduction known in
the context of Yang-Mills type gauge theories as Gribov
copies problem [19]. This problem arises when the sur-
face of gauge conditions is not transversal everywhere to
the orbits of gauge transformations and does not pick
up a single representative of each class of gauge equiva-
lent configurations. In gravity theory, and specifically in
minisuperspace quantum cosmology, this problem man-
ifests itself in the fact that the time variable T (q, p) is
not a monotonically growing function along all possible
(on shell and off shell) histories. If J changes sign, then
according to (40) N changes sign too, and according to
the geometrical interpretation of the lapse function the
spacelike hypersurface of constant time t with growing t
starts movin! g in spacetime back to the past. There-
fore a meaningful physical reduction makes sense only in
domains where J does not change sign. In classical the-
ory this problem is usually circumvented by such a choice
of time which is monotonic at the classical history. The
same applies to semiclassical quantization which probes
only infinitesimal neighborhood of the latter. However,
even in this simplified case the requirement of monotonic
T imposes serious restrictions on its choice as a function
of phase space variables.
The role of the coordinate q in minisuperspace models
is basically played by the cosmological scale factor a =
7eα, so that
qi, pi = α, pα; ξ, pi, (41)
where ξ, pi are actually the matter degrees of freedom
other than α, pα. This immediately forbids the choice of
the coordinate gauge or time T = T (α) (intrinsic met-
ric time) in problems with bouncing cosmology when the
evolution of a undergoes a bounce from some of its maxi-
mum or minimum values. More generally, the coordinate
gauge conditions χ(q, t) are forbidden even semiclassi-
cally, because their J = {χ,H} vanishes on caustics in
multidimensional superspace [20] (a˙ = 0 is the simplest
degenerate case of the caustic in one-dimensional super-
space). Using classical theory as a guide in the search for
admissible gauges we will chose such T (q, p) which mono-
tonically grows along the classical trajectory, and in the
bounce cosmology it immediately leads to p-dependent
choice – the so-called extrinsic time T (α, pα) [21].
This transition to momentum-dependent gauges im-
plies that the quantum reduction (27) no longer applies
directly. What we need is, first, to make a canonical
transformation of the type (30),
α, pα → T = T (α, pα), pT = pT (α, pα),
pαdα− pTdT = dF (α, T ), (42)
with the relevant generating function F (α, T ). Second,
we make classical and quantum reduction in terms of
new phase space variables in the gauge (39). In these
variables the Hamiltonian constraint and the Wheeler-
DeWitt equation correspondingly read as
H ≡ H(T, pT ; ξ, pi) = 0, (43)
Hˆ
(
T,
∂
i∂T
; ξˆ, pˆi
)
| Ψ˜ (T ) 〉 = 0. (44)
The ket vector notation here refers to the state in the
Hilbert space of matter operators (ξˆ, pˆi) and tilde labels
the Wheeler-DeWitt wavefunction in the representation
of the variable T . Quantum reduction to the physical
sector involves the Faddeev-Popov “determinant” and its
operator realization
J(T, pT ; ξ, pi) =
∂H
∂pT
, (45)
−→
J = J
(
T,
∂
i∂T
; ξˆ, pˆi
)
. (46)
The resulting physical wavefunction |Ψphys(t) 〉 satisfies
the Schro¨dinger equation (16).
In view of minisuperspace nature of the system the em-
bedding (13), q = e(ξ, t), of the physical space into super-
space of q = (T, ξ) is in fact a one to one map between
q and the arguments (t, ξ) of |Ψphys(t) 〉 = Ψphys(t, ξ).
Therefore Eq.(27) can be reversed to raise the physi-
cal quantum state to the level of the Wheeler-DeWitt
wavefunction in superspace of the T -variable. Because of
dq δ(χ(q, t)) ≡ dT δ(T − t) dξ = dξ, cf. (25), the integra-
tion measure in (27) M = 1, and this equation can be
rewritten as7
| Ψ˜ (T ) 〉 = 1(−→
J
)1/2 |Ψphys(T ) 〉+O(~). (47)
The invertibility of J semiclassically guarantees the in-
vertibility of the corresponding operator coefficient act-
ing on the T argument of |Ψphys(T ) 〉.
Similarly to (36) the canonical transformation (42) im-
plies at the quantum level the unitary transformation to
the α-representation from that of T
|Ψ (α) 〉 =
∫ ∞
−∞
dT 〈α |T 〉 | Ψ˜ (T ) 〉, (48)
where
〈α |T 〉 =
∣∣∣∣ 12pi~ ∂2F (α, T )∂α ∂T
∣∣∣∣1/2 e i~ F (α,T ) +O(~), (49)
whence
|Ψ (α) 〉 =
∫ ∞
−∞
dT
∣∣∣∣ 12pi~ ∂2F (α, T )∂α ∂T
∣∣∣∣1/2 e(i/~)F (α,T )
× 1(−→
J
)1/2 |Ψphys(T ) 〉+O(~). (50)
Note that this relation is nonlocal in time – only
the knowledge of the entire Schro¨dinger evolution of
|Ψphys(t) 〉 allows one to recover the Wheeler-DeWitt
wavefunction in superspace of q.
Below we demonstrate how this equation works in
several simple but essentially nonlinear minisuperspace
models. What will be important for us is whether the re-
sulting wavefunction is either exponentially suppressed or
infinitely oscillating at superspace boundaries α = −∞
and α = ∞ (similarly for T and pˆT at the boundaries
T = ±∞). This would guarantee Hermiticity of the
phase space operators – necessary property of the Dirac
quantization and Wheeler-DeWitt equation formalism.
Simultaneously this would provide us with the selection
rules for physically motivated solutions of the Wheeler-
DeWitt equation, which remove one half of the full set
of their positive and negative frequency solutions. This
restores the balance between the number of these solu-
tions and the number of physical data in the reduced
phase space quantization – a single physical wavefunc-
tion |Ψphys(t) 〉 at the initial Cauchy surface.
7 Here and in what follows we normalize for brevity ~ to unity and
only label the commutator terms disregarded in the semiclassical
approximation as O(~) or O(~2).
8IV. FLAT FRW MODEL WITH A
HOMOGENEOUS SCALAR FIELD
We consider a flat Friedmann universe with the metric
ds2 = N2(t)dt2 − e2α(t)dx2, (51)
and a spatially homogeneous scalar field φ(t). Here N(t)
is the lapse function and eα(t) is the cosmological scale
factor. The range of the minisuperspace variable α
−∞ < α <∞ (52)
covers all values of the scale factor from singularity to
infinite expansion.
With the normalization of the gravitational constant
1/16piG = 3/4 the action of this model
S =
∫
dx
√−g
(
− R
16piG
+
1
2
gµνφ,µφ,ν − V (φ)
)
. (53)
gives rise to the minisuperspace Lagrangian and the
Hamiltonian constraint
L = −9e3α α˙
2
2N
+ e3α
φ˙2
2N
−Ne3αV (φ), (54)
H = e−3α
(
− 1
18
p2α +
1
2
p2φ
)
+ V (φ) e3α, (55)
in terms of the canonical momenta for α and φ
pα = −9 α˙e
3α
N
, pφ =
φ˙e3α
N
. (56)
According to discussion in Sect.II.D there is a freedom
in operator realization of this constraint associated with
its overall normalization, H → H ′ = ΩH (choice of the
constraint basis (29)). This freedom allows us to simplify
the operator realization of H ′. Multiplication of (55)
with Ω ≡ e3α converts the constraint into the form
H ′ = − 1
18
p2α +
1
2
p2φ + V (φ) e
6α. (57)
The advantage of this normalization is that the kinetic
term of H is independent of minisuperspace coordinates,
so that the Weyl ordering in the operator realization (32)
is trivial. In the coordinate representation it reduces to
the replacement of momenta by partial derivatives
pα = −i ∂
∂α
, pφ = −i ∂
∂φ
, (58)
and the minisuperspace operator of the Wheeler-DeWitt
equation for the cosmological wave function Ψ (α, φ)
Hˆ ′ Ψ (α, φ) = 0 (59)
takes the form
Hˆ ′ =
1
18
∂2
∂α2
− 1
2
∂2
∂φ2
+ V (φ)e6α. (60)
V. THE CASE OF A NEGATIVE CONSTANT
POTENTIAL
Variational equations for (54) in the gauge N = 1 (the
corresponding cosmic time we will denote by τ) read
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2
h2 =
φ˙2
2
+ V (φ), (61)
φ¨+ 3hφ˙+
dV
dφ
= 0, (62)
where h is the Hubble parameter
h ≡ α˙, (63)
and unusual coefficient of h2 in (61) is in fact 3/8piG =
9/2 in the chosen normalization of the gravitational con-
stant.
These equations essentially simplify for a constant neg-
ative potential – negative cosmological constant,
V (φ) = −V0, (64)
when the scalar field φ becomes a cyclic variable with
a conserved momentum pφ. Then the equation for φ˙ in
terms of pφ
φ˙ = e−3αpφ, (65)
when substituted in the Friedmann equation (61) yields
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α˙2 =
1
2
p2φ e
−6α − V0. (66)
Integrating this equation one gets
eα(τ) =
(
|pφ| sin
√
2V0τ√
2V0
)1/3
, (67)
h(τ) =
√
2V0
3
cot
√
2V0τ. (68)
Thus, the Universe begins its evolution at τ = 0 (Big
Bang cosmological singularity), reaches the point of the
maximal expansion at τ = pi/2
√
2V0 when h = 0 and
begins contracting to the Big Crunch singularity at τ =
pi/
√
2V0. During this evolution the Hubble parameter is
monotonously decreasing from +∞ to −∞. Below we
consider quantum cosmology of this model. Note that
the range of cosmic time is finite, 0 < τ < pi/
√
2V0.
A. General solution of the Wheeler-DeWitt
equation
With a constant potential (64) in view of cyclic nature
of φ the wavefunction Ψ (α, φ) is easily represented by its
Fourier transform
Ψ (α, φ) =
∫ ∞
−∞
dpφ Ψ(α, pφ) e
ipφφ. (69)
9The wavefunction in the momentum representation
Ψ(α, pφ) then satisfies the Wheeler-DeWitt equation(
1
9
∂2
∂α2
+ p2φ − 2V0e6α
)
Ψ(α, pφ) = 0. (70)
This equation has a general solution [22]
Ψ(α, pφ) = ψ1(pφ) Ii|pφ|
(√
2V0 e
3α
)
+ψ2(pφ)Ki|pφ|
(√
2V0 e
3α
)
, (71)
where Iν(x) and Kν(x) are the modified Bessel functions
of the first and the second kind respectively, whereas
ψ1(pφ) and ψ2(pφ) are generic functions of the momen-
tum pφ.
The two branches of the generic solution (71) are
drastically different. Near the cosmological singularity,
α → −∞, in view of imaginary value of ν = i|pφ| they
both represent plane waves ∼ e±3να = e±3i|pφ|α. How-
ever, for x = e3α → +∞ one of them is rapidly grow-
ing, Iν(x) ∝ ex/
√
x = exp(e3α − 3α/2), and another
is exponentially decaying Kν(x) ∝ e−x/
√
x. There-
fore, Hermiticity of canonical momenta pˆα = −i∂/∂α
and other operators with respect to the L2 inner prod-
uct on the range of α (52) is possible only for quantum
states represented by the second branch of the solution
(71). These Hermiticity properties are very important in
the Dirac quantization scheme and in even more general
BRST/BFV quantization scheme [7, 13, 14].8 Violation
of these properties leads to inconsistency of the formal-
ism. Therefore, consistency of Dirac quantization should
serve as a selection rule which retains only the MacDon-
ald function branch Ki|pφ|
(√
2V0 e
3α
)
of (71). Below we
show that in this particular model the same selection rule
follows from quantization in the physical sector.
B. Physical wavefunction
From the discussion of Sect.II.C (see Eqs. (39)-(40))
we remember that the gauge condition in the reduction
to the physical sector can be cast into the form
χ(T, t) = T − t, (72)
explicitly depending on time t, and T = T (α, pα) is a
new canonical variable, depending on the old phase space
variables. For consistency of physical reduction, such a
variable should monotonously grow with time at least
on classical solutions of the model. For models with the
cosmological expansion followed by contraction, the vari-
ables depending only on the scale factor a (or its log-
arithm α) are not monotonous. Thus, T (α, pα) should
8 BRST quantization has as one of its basic ingredients, the (!
unphysical) inner product of L2-type in the bosonic sector of
phase space and Berezin integration inner product in the sector
of its Grassmann ghost variables.
involve the canonical momentum, and it is called extrin-
sic time [21] (involving extrinsic curvature rather than
intrinsic geometry of a spatial surface in spacetime). A
possible choice is the following function
T (α, pα) =
1
3
√
2
pαe
−3α, (73)
which is proportional to the Hubble parameter9 and
therefore classically has infinite range, −∞ < T < ∞
(cf. beginning of Sect.V). The conjugated momentum
for this variable is
pT = −
√
2 e3α. (74)
so that the inverse transform from (T, PT ) to (α, pα)
reads
e3α = − pT√
2
, (75)
pα = −3pTT. (76)
The constraint (57) in terms of new variables
H ′(T, pT , pφ) ≡ −1
2
p2T (T
2 + V0) +
1
2
p2φ = 0 (77)
has a solution for pT
pT = − |pφ|√
T 2 + V0
, (78)
where a particular sign of the square root is chosen in ac-
cordance with the geometrical meaning of the momentum
pT (minus the 3-dimensional volume of the cosmological
model). Thus, the physical Hamiltonian in the gauge
(72) reads (cf. Eq. (15))
Hphys(pφ, t) = −pT
∣∣
T=t
=
|pφ|√
t2 + V0
. (79)
The corresponding Schro¨dinger equation for the phys-
ical wave function
i
∂Ψphys(t, pφ)
∂t
= Hphys(pφ, t)Ψphys(t, pφ). (80)
immediately gives the time evolution
Ψphys(τ, pφ) = ψ0(pφ) exp
(
−i|pφ| arcsinh t√
V0
)
= ψ0(pφ)
( √
V0
t+
√
t2 + V0
)i|pφ|
, (81)
where ψ0(pφ) is an arbitrary function of the momentum
pφ – the initial data for (80) at t = 0. Note that the
time t in contrast to the cosmic time τ has infinite range
−∞ < t < ∞, and Eq.(80) propagates the data from
t = 0 both forward and backward in time.
9 Note that the extrinsic time introduced in minisuperspace by
Eqs. (72)-(73) coincides un to a numerical factor with the York
extrinsic time introduced in [21] for an arbitrary manifold τ ≡
2
3
γ−1/2pi, pi = γabpiab, where γab is a spatial metric and pi
ab is
its conjugated momenta.
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C. From the physical wave function to the solution
of the Wheeler-DeWitt equation
To lift the physical wavefunction to the level of the
Wheeler -DeWitt wavefunction according to (47) we have
to act with the inverse square root of the operator version
of the Faddeev-Popov operator. In the gauge (72) it reads
J = {T,H ′} = −pT (T 2 + V0), (82)
so that semiclassically
−→
J = −(T 2 + V0) ∂
i ∂T
, (83)
Thus, with the same one-loop precision (disregarding the
operator ordering in the above equation)
Ψ˜(T, pφ) =
(
− ∂
i ∂T
)−1/2
Ψphys(T, pφ)√
T 2 + V0
+O(~). (84)
Now by the generalized Fourier transform (48)-(49) we
have to go from the T -representation to α-representation.
The classical generating function F (α, T ) of this trans-
form equals
F (α, T ) =
√
2 e3αT, (85)
pαdα− pT dT = dF (α, T ). (86)
Therefore the kernel of the unitary transformation (49)
reads
〈α |T 〉 =
√
3
pi
√
2
e3α/2+i
√
2 e3αT +O(~), (87)
and
Ψ(α, pφ) =
∞∫
−∞
dT 〈α |T 〉 Ψ˜(T, pφ)
=
√
3
pi
√
2
e3α/2
∞∫
−∞
dT ei
√
2 e3αT
×
(
− ∂
i ∂T
)−1/2
Ψphys(T, pφ)√
T 2 + V0
+O(~). (88)
“Integrating by parts” the time derivative in the nonlocal
operator (−∂/i∂T )1/2 – that is acting by (∂/i∂T )1/2 to
the left on the exponential function of T (which is jus-
tified by rapid oscillations of the integrand, cf. Eq.(81),
and decrease of its amplitude at T → ±∞) – we get
Ψ(α, pφ) =
√
3
2pi
∞∫
−∞
dT Ψphys(T, pφ)√
T 2 + V0
ei
√
2 e3αT +O(~).
(89)
Substituting (81) and using as a new integration variable
x ≡ arcsinh T√
V0
, (90)
we have
Ψ(α, pφ) =
√
3
2pi
ψ0(pφ)
∞∫
−∞
dx e−i |pφ| x+i e
3α
√
2V0 sinh x.
(91)
Then, in virtue of the formula for the MacDonald func-
tion
Kν(x) =
1
2
e
1
2
νpii
∞∫
−∞
dt eix sinh t−νt, (92)
which is valid for real positive x and the order ν belonging
to the interval −1 < Re(ν) < 1 (see Appendix B for
derivation), the wavefunction eventually takes the form
Ψ(α, pφ) =
√
6
pi
ψ0(pφ) e
− 1
2
pi|pφ|Ki|pφ|
(√
2V0e
3α
)
. (93)
This is just one branch of the general solution of the
Wheeler-DeWitt equation (71) with10
ψ1(pφ) = 0, (94)
ψ2(pφ) =
√
6
pi
ψ0(pφ) exp
(
−pi|pφ|
2
)
. (95)
Thus, we have only one independent function in the solu-
tion of the Wheeler-DeWitt equation. Remarkably, this
is exactly the MacDonald branch of (71) which guaran-
tees Hermiticity of the momentum operator pˆα = ∂/i∂α
and makes Dirac quantization scheme consistent.
D. Cosmic time
Physical reduction can also be done in the cosmic time
gauge. To find the extrinsic time variable T˜ (q, p) that
would generate cosmic time with N = 1 in phase space,
one should solve the differential equation for T˜ in partial
derivatives, {T˜ , H ′} = e3α = −pT/
√
2.11 This solution
T˜ turns out to be related to T by the contact transfor-
mation
T˜ (α, pα) =
1√
2V0
arccot
(
−T (α, pα)√
V0
)
, (96)
where T (α, pα) is defined by Eq.(73). It is instructive to
demonstrate that starting with the physical wavefunction
10 Note that the normalization of H chosen in (57) should be kept
fixed throughout the calculation leading to (93). In particular it
leads to the concrete normalization of J ∼ pT in (82), origin of
(−∂/i∂T )−1/2 in (88) and cancelation of e3α/2 in (89). Without
this the resulting wavefunction would not satisfy the Wheeler-
DeWitt equation in the operator realization (70).
11 The normalization of the constraint H′ = e3αH implies rescaling
the lapse function – the Lagrangian multiplier for the constraint –
N ′ = e−3αN , so that in view of (40) the cosmic time corresponds
to {T˜ ,H′} = 1/N ′ = e3α.
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Ψ˜phys(τ, pφ) built in the gauge χ˜ ≡ T˜ − τ = 0 one again
comes to the solution of the Wheeler-DeWitt equation
(70).
Repeating the procedure of reduced phase space quan-
tization in this gauge it is easy to see the set of relations
between quantization schemes with T and T˜ time vari-
ables
J˜ ≡ {T˜ , H ′} = ∂T˜
∂T
J, (97)
−→˜
J =
∂T˜
∂T
−→
J , (98)
Ψ˜phys(T˜ , pφ) = Ψphys(T (T˜ ), pφ). (99)
There is also the relation between the generating func-
tions of canonical transformation from T to α and from
T˜ to α, F˜ (α, T˜ ) = F (α, T (T˜ )), so that
∂2F˜ (α, T˜ )
∂α ∂T˜
=
∂2F (α, T )
∂α ∂T
∂T
∂T˜
. (100)
Using these relations in the tilde version of (50) we see
that, after the change of integration variable from T˜ to
T (T˜ ) all factors of ∂T˜ /∂T cancel out, and it yields the
same Wheeler-DeWitt wavefunction. This confirms the
anticipated property of the formalism that quantization
schemes in different gauges give rise to one and the same
Wheeler-DeWitt wavefunction.
VI. THE CASE OF A VANISHING POTENTIAL
Qualitatively different situation in the above model
takes place in the case of a vanishing potential. Its clas-
sical evolution (67) in the limit V0 → 0 becomes
eα = (|pφ| τ)1/3, 0 < τ <∞, (101)
for the positive range of cosmic time and corresponds to
cosmological expansion from singularity to infinite scale
factor. With V0 = 0 the relation (96) between cosmic
time τ and time variable t reads
τ = − 1√
2 t
, (102)
so that (101) maps onto
eα =
(
−|pφ|
t
)1/3
, −∞ < t < 0, (103)
on a negative range of t. The contracting stage of the cos-
mological evolution can be described by opposite ranges
of τ and t
eα = (−|pφ| τ)1/3
=
( |pφ|
t
)1/3
, 0 < t <∞, −∞ < τ < 0. (104)
Both expansion and contraction can be unified as con-
secutive stages of a single evolution by gluing together
semi-axes of τ or t
eα = (−|pφ| |τ |)1/3 =
( |pφ|
|t|
)1/3
, −∞ < τ, t <∞.
(105)
With this identifications the transition through the point
τ = 0 implies the “bounce” at the singularity eα = 0,
whereas a similar transition through t = 0 can be inter-
preted as a “turning” point from expansion to contrac-
tion at infinite scale factor, eα → ∞. This unification
is not physically natural however, because this transition
through τ = 0 and t = 0 lacks continuity and violates
matching physical data at these junction points. As we
will see below, this is even more manifest within physical
reduction both at classical and quantum levels.
At the quantum level the general solution of the
Wheeler-DeWitt equation (70) for V0 = 0 represents a
pure plane wave
Ψ(α, pφ) = ψ1(pφ) e
3i|pφ|α + ψ2(pφ) e−3i|pφ|α. (106)
Therefore, in contrast to (71) Hermiticity of momentum
operator does not impose restrictions on coefficient func-
tions ψ1,2(pφ). However, physical reduction continues se-
lecting only one independent branch of this general solu-
tion.
By choosing the range of time variable T ≤ 0 or T ≥ 0
one can restrict dynamics in the physical sector entirely
to expanding or contracting phases of the evolution, the
way it happens on solutions of equations of motion in
classical theory. From the geometric meaning of pT as a
negative quantity (74) it follows that it reads as a solution
of the Hamiltonian constraint pT = −|pφ|/|T | for both
signs of T , and the physical Hamiltonian Hphys = |pφ|/|t|
at the quantum level gives
Ψ±phys(t, pφ) = ψ(pφ)
(
t0
t
)±i|pφ|
(107)
respectively for contracting (+) and expanding (−) cases,
for which t and t0 are correspondingly positive and neg-
ative. Here t0 is the initial data moment of time when
Ψ±phys(t0, pφ) = ψ(pφ), and it has the same sign as t. Then
integration in Eq.(89) with V0 = 0 respectively over pos-
itive and negative values of T gives
Ψ±(α, pφ) =
√
3
2pi
ψ(pφ)
(√
2| t0 |
)±i|pφ|
× e
pi|pφ|
2 Γ
(∓ i|pφ| ) e±3i |pφ|α, (108)
which are of course the two branches of (106).12 Thus,
the physical reduction separately for contracting and ex-
12 Note that normalizability of this wavefunction with respect to L2
inner product in pφ-space is the same as that of ψ(pφ), because
epi|pφ|/2|Γ (∓ i|pφ|
)| ∼√2pi/|pφ|, for |pφ| → ∞.
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panding cosmological models leads to selection of a rele-
vant branch in the full Wheeler-DeWitt solution.
How natural is the unification of these two branches
into a single picture mentioned above? In physical re-
duction this unification is possible only by the price of
violating the geometrical meaning of pT as a negative
quantity (74), because the requirement of analyticity de-
mands a replacement Hphys = |pφ|/|t| → Hphys = |pφ|/t.
For the full time range, −∞ < t < ∞, this generates a
physical wavefunction
Ψphys(t, pφ) = ψ(pφ)
(
t0
t
)i|pφ|
. (109)
It has a branching point at t = 0 and requires a pre-
scription for analytical continuation either from t > 0
to t < 0 (“contracting” wavefunction) or from t < 0
to t > 0 (“expanding” wavefunction). Moreover, physi-
cal reduction at T = 0 also becomes inconsistent because
the main ingredient of this reduction, the Faddeev-Popov
factor J = −pTT 2, gets degenerate at T = 0, and again
a special prescription is needed how to detour this point
by the path in the complex plane of T . Provided this is
done, one can apply Eq.(89) with integration over a full
range of T , −∞ < T <∞, and acquire
Ψ(α, pφ) =

0,(
1− e−2pi|pφ|)Ψ+(α, pφ), (110)
where the first case corresponds to the analytic continu-
ation of Ψphys(t, pφ) from the positive values of t to the
upper shore of the branch cut at negative semi-axis of
t, Ψphys(−|t|, pφ) = Ψphys(eipi|t|, pφ), and the second case
corresponds to the lower shore of this cut. Similar ex-
pressions in terms of Ψ−(α, pφ) can be obtained if we
start with the physical “expanding” wavefunction ana-
lytic near the negative semi-axis of t and continue it to
the branch cut along the positive semi-axis. In both cases
only one branch of the general solution (106) Ψ±(α, pφ)
is generated and physical reduction leads to selection of
Wheeler-DeWitt wavefunctions. Similar conclusions can
be reached within cosmic time reduction with extrinsic
time variable T˜ .
Now it is hard to say how meaningful is this unification
of expanding and contracting stages. This is, of course,
a certain extension of the quantization concept in phys-
ical sector. Within the latter this unification seems as
contrived as it is in classical theory. Classical solutions
having no turning points at large values of the scale factor
and no bounces close to singularities imply that quantum
dynamics is also entirely restricted to either expansion or
contraction, and both of them are related by time inver-
sion.
A. Intrinsic time
Absence of turning points in classical dynamics implies
that physical reduction can be done in the intrinsic time
– the situation when the time variable T is chosen as
a function of only 3-metric of the theory and does not
involve its conjugated momenta. In minisuperspace con-
text this means identifying T with, say, α and imposing
a simple gauge
χ = α− t. (111)
Then the physical Hamiltonian equals −pα and as a so-
lution of the constraint in our simple model with a van-
ishing scalar potential V0 = 0 reads
Hphys = −pα = −3ε |pφ|. (112)
In this case we do not have any reason to disregard any
of the ε = ±1 sign factors which correspond respectively
to expansion and contraction. Initial value data at a
given t, that is at a given spacelike surface with the scale
factor e3t, includes the discrete degree of freedom ε indi-
cating the direction of evolution. The physical wavefunc-
tion becomes a two-component vector Ψεphys(t, pφ) whose
components evolve with time differently under the action
of the Hamiltonian (112). Lifting this state to the level
of the Wheeler-DeWitt wavefunction implies the general-
ized Fourier transform, analogous to (88) but apparently
including summation over discreet values of ε. In this
simple model with V0 = 0 it trivially leads to the su-
perposition (106) with absolutely independent functions
ψ1,2(pφ).
Note that in the case of the vanishing potential the
Hermiticity condition discussed above does not impose
restrictions on the general solution of the Wheeler-
DeWitt equation. The two terms in the general solu-
tion correspond respectively to expanding and contract-
ing universes. When we construct the physical wave
function, based on the intrinsic time choice we again ob-
tain two physical wave functions, which can be lifted to
the level of two branches of the general solution of the
Wheeler-DeWitt equation.
However, if we consider instead the extrinsic time pa-
rameter, then the corresponding physical wave function,
when lifted to the level of the solution of the Wheeler-
DeWitt equation, contains only one independent solu-
tion of this equation. This is explained by the fact
that introduction of the extrinsic time implies a unique
evolution instead of two independent evolutions – con-
traction and expansion. Namely, we have expansion-
infinity-contraction for the time parameter associated
with the Hubble variable and contraction-singularity-
expansion for the cosmic time parameter.
Selection of one branch of the Wheeler-DeWitt equa-
tion solution via physical reduction with external time
might look unnatural. Such a selection is not enforced by
Hermiticity requirement, but rather arises as an artifact
of unifying the expansion and contraction of the universe
as stages of unique evolution, whereas physically in this
model these stages are separated either by cosmological
singularity or by a domain of asymptotically infinite size
of the universe. Thus, intrinsic time treatment and in-
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trinsic time setting of Cauchy problem seems more natu-
ral here, because it yields two-component physical wave-
functions, which give rise to two independent branches of
the Wheeler-DeWitt wavefunction, describing two differ-
ent types of evolution in quantum ensemble – expansion
and contraction.
VII. PHANTOM SCALAR FIELD WITH A
POSITIVE CONSTANT POTENTIAL
In order to see that nontrivial selection of solutions of
the Wheeler-DeWitt equation matches with Hermiticity
requirements in Dirac quantization we consider another
example – a phantom scalar field with a positive constant
potential. This field has a negative kinetic term,
S =
∫
dx
√−g
(
− R
16piG
− 1
2
gµνφ,µφ,ν − V0
)
, V0 > 0,
(113)
and despite obvious violation of unitarity in scattering
problems this model recently attracted a lot of interest
in context of dark energy models [23]. As we will see it
also raises interesting issues of underbarrier semiclassi-
cal behavior and boundaries in cosmological minisuper-
space. This happens because this model has a cosmo-
logical bounce at small values of the scale factor – the
situation similar to known prescriptions for the cosmo-
logical wave function of the universe, based on the ideas
of Euclidean quantum gravity and quantum tunneling
[24–27].
The Friedmann equations (61)-(66) with inverted ki-
netic term of the scalar field and inverted constant po-
tential (p2φ → −p2φ, V0 → −V0) have a solution which in
the cosmic time τ and the Hubble time t of Sect.V read
e3α = |pφ| cosh
√
2V0τ√
2V0
=
|pφ|√
2(V0 − t2)
, (114)
h =
√
2V0
3
tanh
(√
2V0τ
)
=
√
2
3
t. (115)
Time variables of this cosmological evolution from the
moment of infinite size to the bounce and back to the
moment of infinite expansion run in the ranges
−∞ < τ <∞, −
√
V0 < t <
√
V0. (116)
In contrast to the model of Sect.V here the range of Hub-
ble time is compact.
At the level of Dirac quantization the Wheeler-DeWitt
equation here reads(
1
9
∂2
∂α2
− p2φ + 2V0 e6α
)
Ψ(α, pφφ) = 0 (117)
and has a general solution
Ψ(α, pφ) = ψ1(pφ)J|pφ|
(√
2V0e
3α
)
+ψ2(pφ)J−|pφ|
(√
2V0e
3α
)
, (118)
where Jν(x) are the Bessel functions. Their leading be-
havior at x→∞
Jν(x) ∼
√
2
pix
cos
(
x− νpi
2
− pi
4
)
, (119)
and therefore Hermiticity requirement at α → ∞ does
not impose any restriction on the branches of (118). How-
ever, at the cosmological singularity α→ −∞ the Bessel
function of a negative order diverges as xν , and the re-
quirement of Hermiticity selects only the first term of
(118).
Let us see if this selection also works if we start with
quantization in the physical sector. Repeating the steps
of Sect.V in the gauge χ = T − τ = 0, where the Hubble
time variable is chosen similarly to (73) (opposite sign is
taken to match the start of contraction from infinity with
the negative value T = −√V0)
T = − 1
3
√
2
pαe
−3α, pT =
√
2 e3α. (120)
The Hamiltonian constraint, Faddeev-Popov factor and
the physical Hamiltonian now read
H ′(T, pT , pφ) = −1
2
p2T (T
2 − V0)− 1
2
p2φ, (121)
J = −pT (V0 − T 2), (122)
Hphys = −pT¯ = −
|pφ|√
V0 − t2
, (123)
and the relevant solution of the Schro¨dinger equation is
Ψphys(t, pφ) = ψ0(pφ) exp
(
i |pφ| arcsin t√
V0
)
, (124)
where of course ψ0(pφ) is the physical data at t = 0.
Similarly to (88)-(89) the transition from Ψphys(t, pφ)
to Ψ(α, pφ) becomes
Ψ(α, pφ) =
√
3
2pi
√
V0∫
−√V0
dT Ψphys(T, pφ)√
T 2 − V0
e−i
√
2 e3αT+O(~),
(125)
where we retain the integration range (116) where only
the unitary evolution with a real arcsin(t/
√
V0) is possi-
ble. Introducing a new variable
θ ≡ arcsin T√
V0
. (126)
we get
Ψ(α, pφ) =
√
6pi ψ0(pφ) I(x, ν), (127)
I(x, ν) ≡ 1
2pi
pi/2∫
−pi/2
dθ e−ix sin θ+iνθ, (128)
x ≡
√
2V0 e
3α, ν ≡ |pφ|. (129)
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A. Underbarrier domains and minisuperspace
boundaries
Now we have to remember that our formalism of quan-
tum physical reduction is known only semiclassically – up
to O(~) terms which extend beyond one-loop order (clas-
sical exponent and prefactor). So let us check consistency
of the obtained result and, in particular, the integration
range in (128) within this approximation. It corresponds
to the limit when both x and ν are large,
x, ν = O
(
1
~
)
→∞. (130)
Classically allowed domain is defined by the overbarrier
range of these parameters (129)
x > ν, (131)
where the asymptotic expansion for the integral in (127)
is given by the contributions of its two real stationary
phase points θ± = ± arccos(ν/x),
I(x, ν) =
√
2
pi
sin
(√
x2 − ν2 − ν arccos νx − pi4
)
(x2 − ν2)1/4 +O(~).
(132)
This coincides with the asymptotic approximation of the
Bessel function Jν(x) of simultaneously large argument
and order (“approximation by tangents” Eq. 8.453.1
of [28]), so that in this domain of parameters the in-
tegral (128) is in fact the “one-loop” approximation of
the Bessel function
I(x, ν) = Jν(x) + O
(
1
x
,
1
ν
)
. (133)
The phase of sine in (132) is of course the function S(x, ν)
satisfying in terms of α and pφ the Hamilton-Jacobi equa-
tion for (117)
− 1
9
(
∂S
∂α
)2
− p2φ + 2V0 e6α = 0. (134)
However, in the underbarrier regime of the semiclassi-
cal approximation
x < ν, (135)
the integral is given asymptotically by contributions of
the boundary points θ = ±pi/2, because there are no sta-
tionary phase points between them. These contributions
are O(1/x, 1/ν) = O(~) and go beyond the one-loop ap-
proximation. This means that the expression (127) does
not reproduce correct semiclassical limit because it lacks
in the underbarrier regime leading classical and one-loop
terms.
On the other hand, underbarrier phenomena are usu-
ally described by the transition into a complex plane of
time variable. This serves as a strong motivation to ex-
tend the range of the variable θ beyond ±pi/2 to the
upper half of the complex plane,
θ = ±pi
2
+ iρ, 0 ≤ ρ <∞. (136)
This, in its turn, corresponds to the extension of the
range of the physical time variable from the segment
[−√V0,
√
V0] to the full real axis
−∞ < T <∞. (137)
On the new regions with |T | > √V0 the physical Hamil-
tonian (123) is imaginary, and the physical wavefunction
becomes exponentially decaying for ρ→∞,
Ψphys
(±√V0 cosh ρ, pφ) = ψ0(pφ) e±i pi|pφ|2 −|pφ|ρ, (138)
at the classically forbidden intervals of the whole time
range t =
√
V0 sin(±pi/2 + iρ) = ±
√
V0 cosh ρ.
Thus, if we want to include in the Wheeler-DeWitt for-
malism description of underbarrier phenomena the gen-
eralized Fourier transform from Ψphys to Ψ(α, pφ) defined
by (127)-(128) should involve integration over the full
real axis of T , or in terms of θ
Ψ(α, pφ) =
√
6pi ψ0(pφ)J(x, ν), (139)
J(x, ν) =
1
2pi
pi/2+i∞∫
−pi/2+i∞
dθ e−ix sin θ+iνθ. (140)
Here the integration contour runs vertically down from
θ = −pi/2 + i∞ to θ = −pi/2, then along the real axis
to θ = pi/2 and eventually goes vertically up to θ =
pi/2 + i∞. In the underbarrier range (135) this integral
has a saddle point θ+ = i ln(ν/x +
√
ν2/x2 − 1) which
contributes the leading one-loop term
J(x, ν) =
e
√
ν2−x2
√
2pi (ν2 − x2)1/4
(
x
ν +
√
ν2 − x2
)ν
+O(~)
(141)
missing in I(x, ν). This term is again the asymptotic
expression for the Bessel function of large argument and
order with x < ν.
Moreover, as shown in Appendix B, the integral (140)
is exactly the representation of the Bessel function Jν(x)
for real positive argument x and order ν
J(x, ν) = Jν(x), x > 0, ν > 0, (142)
so that finally
Ψ(α, pφ) =
√
6pi ψ0(pφ)J|pφ|
(√
2V0 e
3α
)
+O(~), (143)
which is one of the branches of the general solution of
the Wheeler-DeWitt equation (118), selected also by Her-
miticity requirement.
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Extension of integration range from (128) to (140) still
might seem contrived because it implies violation of prin-
ciples of physical reduction. This reduction starts en-
tirely in classical terms and remains consistent unless
the Faddeev-Popov factor (122) degenerates to zero and
physical evolution violates unitarity, that is for the do-
main |T | < √V0. However, this domain does not cover
full minisuperspace of T or α, and the artificial bound-
ary at T = ±√V0 would mean a nonzero boundary value
of Ψ(α, pφ) at α → −∞ (or x = 0), because the inte-
gral (128) has a finite limit I(0, ν) = O(1) rather than
exponential falloff xν ∼ e3α. Therefore, no Hermiticity
properties of momentum operators in reduced superspace
−√V0 < T <
√
V0 can be spoken of.
13 This strongly
suggests extension of minisuperspace of T up to infinity.
This extension embraces a classically forbidden domain
by the price of adding non-unitary dynamics in the phys-
ical sector (complex time or imaginary physical Hamil-
tonian) but retaining real values of the minisuperspace
variable T and α.
VIII. CONCLUSIONS
Dirac quantization of constrained systems does not
form a closed physical theory. Quantum Dirac con-
straints, which in gravity theory context form the set
of Wheeler-DeWitt equations, have many more solutions
than those corresponding to the physical setting of the
problem. The way to select physically meaningful so-
lutions matching with quantum initial value data may
consist in reduced phase space quantization. Performing
reduction to a physical sector results after quantization in
the physical wavefunction that can be raised to the level
of the wavefunction in superspace of 3-metric and mat-
ter fields. This superspace wavefunction forms a subset
of solutions of Wheeler-DeWitt equations parameterized
by the physical initial data.
This program can explicitly be realized in spatially ho-
mogeneous (minisuperspace) setup with one Hamiltonian
constraint, and this was demonstrated for three simple
but essentially nonlinear models: flat FRW cosmology
with a scalar field having a negative constant potential
(or negative Λ-term), vanishing potential and, finally,
a phantom scalar field with a positive constant poten-
tial. Quite remarkably, the resulting selection rules for
solutions of the minisuperspace Wheeler-DeWitt equa-
tion leave us only with those of its wavefunctions which
guarantee Hermiticity of canonical phase space operators
of the theory. This property is an important ingredient
of the Dirac quantization scheme, but it is not a priori
13 Not to mention that with the integration limits T = ±√V0 “in-
tegration by parts” of (∂/i∂T )−1/2 in the derivation of (125)
(cf. discussion of Eq.(88)) is impossible without uncontrollable
boundary terms.
guaranteed to be true – generic set of solutions of the
Wheeler-DeWitt equation is not square integrable and
violates Hermiticity of canonical momenta operators.
Central point of physical reduction is the choice of tem-
poral gauge condition, or the choice of time T as a func-
tion of phase space variables, which allows one to dis-
entangle physical degrees of freedom, their Hamiltonian
and unitarily evolving quantum state – the physical wave-
function. Consistency of this gauge fixing procedure, or
nondegeneracy of the corresponding Faddeev-Popov op-
erator, is equivalent to the requirement that monotoni-
cally growing time variable should be in one-to-one cor-
respondence with evolving state of the system. The hint
for construction of T comes from considering two differ-
ent types of the classical cosmological evolution - with
or without turning points, i.e. the points of maximal ex-
pansion or the points of minimal contraction (bounces).
In the case, when the classical evolution represents only
expansion or contraction, it is sufficient to use gauges
which fix the so called intrinsic time parameter, i.e. a
parameter, which depends on the cosmological scale fac-
tor and is independent of its conjugated momentum.
Two different physical Hamiltonians, as solutions of the
quadratic Hamiltonian constraint equation, and the cor-
responding two physical wavefunctions arise in this case.
The latter additively enter their Wheeler-DeWitt coun-
terpart in minisuperspace and give its two independent
branches without any selection rule. This, however, does
not contradict Hermiticity requirement, because both
branches turn out to be square integrable and admit inte-
gration of the derivatives by parts – Hermiticity of canon-
ical momenta. This happens in the scalar field model
with a vanishing potential.
Qualitatively different situation arises in models whose
evolution includes turning points – for a constant nega-
tive potential and for a phantom field with a positive
potential. In this case, the intrinsic time gauges are in-
adequate, because a single value of the cosmological scale
factor labels two different states - those of expansion and
contraction. Instead, one should use extrinsic time – the
function of the Hubble parameter whose values at least
classically are in one-to-one correspondence with consec-
utive moments of the cosmological evolution, including
the turning points and bounces. We make physical re-
duction with this Hubble time T , find the physical state
evolving in this time and then raise it to the level of the
wavefunction in minisuperspace of the scale factor eα by
a kind of a generalized Fourier transform from T -variable
to α-variable. Critical point of this procedure is a non-
trivial selection rule – the result selects one branch of
t! he generic solution of the Wheeler-DeWitt equation,
which is square integrable and satisfies Hermiticity re-
quirement.
Note that the above method can also be extended to
the degenerate case – the minisuperspace FRW model
without matter fields entirely driven by a cosmological
constant, used in pioneering papers for the construction
of the tunneling [25, 26] and no-boundary [24] wavefunc-
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tions of the Universe. Zero number of physical degrees of
freedom in this case does not prevent us from applying
the above procedure of raising the physical wavefunc-
tion to the minisuperspace level. The resulting selection
rule, however, turns out to be different from the out-
going waves version of the tunneling cosmological state
[29]. Neither it is related to cosmological singularities
or behavior of the wavefunction at infinity of the scale
factor. Rather, it is connected with the behavior in
classically forbidden domains in minisuperspace – the
shadow regions behind the turning point. Namely, in
such regions one of the branches of the general solution
of the Wheeler-DeWitt equation is infinitely growing and,
hence, should be discarded. In this respect our selection
rule seems closer to the no-boundary proposal of Har-
tle and Hawking [24], but a detailed comparison would
require introduction of a spatial curvature and will be
considered in the future publication.
As we saw, for a vanishing potential no selection rules
are enforced. This is natural because in this case one does
not have classically forbidden regions in minisuperspace.
This sounds like classical-to-quantum correspondence in
cosmology. The structure of a classical evolution (pres-
ence or absence of turning points) determines the cor-
rect class of gauge conditions and absence or presence
of selection rules for the solution of the Wheeler-DeWitt
equation.14
The formalism of quantum reduction to the physical
sector [7, 11, 18] is known only semiclassically (includ-
ing tree-level exponential and one-loop prefactor). The
obtained results hold also with the same precision. More-
over, conformity of reduced phase space quantization
with the Dirac quantization was found in [7, 11, 18] only
in the classically allowed (overbarrier) semiclassical do-
main. It holds in the sense that unitary evolution in the
physical sector was mapped onto semiclassical oscillating
solutions of the Wheeler-DeWitt equation. The model
of phantom scalar field shows that this mapping can be
extended to the classically forbidden (underbarrier) do-
main with exponentially damped wavefunctions. This
represents the extension beyond original principles of re-
duced phase space quantization, because in this domain
it deals with non-unitary dynamics in the physical sec-
tor. In particular, this extension uses a complex physical
Hamiltonian or complex physi! cal time and encounters
degeneration of the Faddeev-Popov factor (122) to zero at
the boundary between the classically allowed domain and
the forbidden one, |T | = √V0. Nevertheless this extended
quantum reduction provides important Hermiticity prop-
erties in Dirac quantization and selection of L2-integrable
Dirac-Wheeler-DeWitt wavefunctions. Moreover, as it
was discussed in [20] the caustic in the congruence of
14 Another example of classical-to-quantum correspondence in cos-
mology was recently discussed in context of soft cosmological
singularities [30].
classical histories in superspace separating its overbarrier
domains from the underbarrier ones always leads to van-
ishing Faddeev-Popov factor. This maintains the spirit of
Euclidean quantum gravity – the concept underlying the
notion of the no-boundary wavefunction which describes
both classically allowed and forbidden phases of the cos-
mological state by real superspace variables [24–27].
Our principal conclusion on conformity of physical re-
duction and Hermiticity selection rules was attained only
in simple models. Consideration of more complicated
cosmological models with a full set of (inhomogeneous)
field-theoretical modes can pose additional problems. For
example, the one-loop approximation raises the issue of
correspondence between covariant calculations and those
based on explicit reduction to physical degrees of free-
dom. This was intensively discussed in the cosmological
context [31] and in the context of the vacuum energy
calculation on the background of wormholes and gravas-
tars [32]. This means that beyond minisuperspace ap-
proximation one should be more cautious with regard to
physical reduction. However, semiclassical nature of the
method which captures the effect of superspace bound-
aries and underbarrier domains gives a hope that our
main conclusion might be a generic feature of Dirac quan-
tization, and we hope to study this ! conjecture in the
future.
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Appendix A: Unitary canonical transformations
Here we remind the formalism of the unitary trans-
formation (36) corresponding to the classical canonical
transformation (30)-(31). The latter implies that old and
new canonical variables are related by
pm =
∂F (q, q˜)
∂qm
, p˜m = −∂F (q, q˜)
∂q˜m
. (A.1)
To guarantee Hermiticity of canonical operators at the
quantum level this transformation should be specified by
Weyl ordering in the right hand sides of these relations
pˆm = NW
∂F (qˆ, ˆ˜q)
∂qˆm
, ˆ˜pm = −NW ∂F (qˆ,
ˆ˜q)
∂ ˆ˜qm
. (A.2)
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The kernel of unitary transformation 〈 q | q˜ 〉 can be
found in the first (one-loop) order of ~-expansion by the
following sequence of relations. First we rewrite Weyl
normal ordering in terms of qq˜-ordering, when all opera-
tors qˆ stand to the left of the operators ˆ˜q
NW
∂F (qˆ, ˆ˜q)
∂qˆm
= Nqq˜
(
∂F (qˆ, ˆ˜q)
∂qˆm
−1
2
[ qˆn, ˆ˜qk ]
∂2
∂qˆn∂ ˆ˜qk
∂F (qˆ, ˆ˜q)
∂qˆm
)
+O(~2), (A.3)
where the commutator [ qˆn, ˆ˜qk ] with the same precision
is given by the Poisson bracket
[ qˆn, ˆ˜qk ] = i~ { qˆn, ˆ˜qk}+O(~2) = i~ ∂
ˆ˜qk
∂pˆn
+O(~2)
= i~
(
∂2F (qˆ, ˆ˜q)
∂qˆn∂ ˆ˜qk
)−1
+O(~2). (A.4)
Therefore, since 〈 q |Nqq˜f(qˆ, ˆ˜q) | q˜ 〉 = f(q, q˜) 〈 q | q˜ 〉 for
any function f(qˆ, ˆ˜q) of noncommuting operators, we have
~
i
∂
∂qm
〈 q | q˜ 〉 = 〈 q | pˆm | q˜ 〉
=
∂
∂qm
(
F − i~
2
ln det
∂2F
∂qn∂q˜k
)
〈 q | q˜ 〉
+O(~2), (A.5)
whence
〈 q | q˜ 〉 =
∣∣∣∣det 12pi~ ∂2F (q, q˜)∂qi ∂q˜k
∣∣∣∣1/2 e i~ F (q,q˜) +O(~), (A.6)
where the normalization coefficient follows from unitarity
requirement,
∫
dq˜ 〈 q | q˜ 〉〈 q˜ | q′ 〉 = δ(q − q′). In fact, this
expression represents the Pauli-Van Vleck-Morette equa-
tion for the kernel of unitary evolution from q˜ to q when
F (q, q˜) is identified with the relevant Hamilton-Jacobi
function.
The case of contact canonical transformations (37),
q → q˜ = q˜(q), requires somewhat different considera-
tion because its classical generating function relates old
coordinates q with new momenta p˜,
dF (q, p˜) = p dq + q˜ dp˜, (A.7)
and equals F (q, p˜) = p˜mq˜
m(q). Therefore, the kernel
of transformation from qˆ to ˆ˜p – the generalized Fourier
transform – reads according to (A.6)
〈 q | p˜ 〉 =
∣∣∣∣ det 12pi~ ∂q˜∂q
∣∣∣∣1/2 e i~ p˜ q˜(q) +O(~), (A.8)
and the coordinate representation kernel
〈 q | q˜ 〉 = 1√
2pi~
∫
dp˜ 〈 q | p˜ 〉 e− i~ p˜ q˜
=
∣∣∣∣det ∂q˜∂q
∣∣∣∣1/2 δ(q˜(q)− q˜), (A.9)
yields the transformation law (37).
Appendix B: Integral representations for Bessel and
modified Bessel functions
Eq. (92) is based on the integral representation for the
MacDonald function Kν(x) [33]:
Kν(x) =
1
2
e−
1
2
νpii
∫ ∞
−∞
dt e−ix sinh t−νt, (B.1)
which is valid for real positive argument x and order ν be-
longing to the range−1 < Re ν < 1. Using the symmetry
K−ν(z) = Kν(z) and changing the sign of the integration
parameter t we immediately come to
Kν(x) =
1
2
e
1
2
νpii
∫ ∞
−∞
dt eix sinh t−νt, (B.2)
which is just Eq. (92).
To derive the exact integral representation (140) for
the Bessel function (142) we start with Eq. 8.412.6 of
[28]
Jν(z) =
1
2pi
pi+i∞∫
−pi+i∞
dθ e−iz sin θ+iνθ, Re z > 0. (B.3)
The contour of integration here starts at θ = −pi + i∞,
runs vertically down to θ = −pi, follows along the real
axis to the point θ = pi and then goes vertically up to
θ = pi + i∞.
The integral (140) has the integration contour similar
to that of (B.3) with the points θ = ±pi replaced re-
spectively by θ = ±pi/2. Besides, the parameters x and
ν in the integrand of (140) are both real and positive.
We want to show that this integral also gives the Bessel
function Jν(x). Since
pi/2+i∞∫
−pi/2+i∞
dθ e−ix sin θ+iνθ =
 pi+i∞∫
−pi+i∞
−
−pi/2+i∞∫
−pi+i∞
−
pi+i∞∫
pi/2+i∞
 dθ e−ix sin θ+iνθ (B.4)
this statement reduces to the fact that the last two inte-
grals in the right-hand side of this equation vanish. To
prove it consider the first of these two integrals. It coin-
cides with the integral over the horizontal segment of
θ = β + iΛ, (B.5)
with the real part of θ running between −pi and −pi/2,
−pi ≤ β ≤ −pi/2, and the constant imaginary part Λ
tending to infinity, Λ → ∞. At this segment the expo-
nential of the integrand
e−ix sin θ+iνθ = e−ix sin β coshΛ+x cosβ sinhΛ+iνβ−νΛ.
(B.6)
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is dominated by a large real part x cosβ sinhΛ − νΛ,
which is negative in view of cosβ ≤ 0 and ν > 0.
Therefore, in the limit Λ → ∞ the integrand uniformly
tends to zero, and the integral
∫ −pi/2+i∞
−pi+i∞ e
−ix sin θ+iνθdθ
vanishes. The same is true for the second integral
∫ pi+i∞
pi/2+i∞ e
−ix sin θ+iνθdθ. Thus, for real positive x and ν
the integral (140) coincides with the integral representa-
tion of the Bessel function (B.3) for z = x.
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