Verifiable criteria are established for the existence of positive periodic solutions and permanence of a delayed discrete periodic predator-prey model with Holling-type II functional response
Introduction
In mathematical biology, the dynamics of the growth of a population can be described if the functional behavior of the rate of growth is known. It is this functional behavior which is usually measured in the laboratory or in the field. Among the relationships between the species living in the same outer environment, the predator-prey theory plays an important and fundamental role. The dynamic relationship between predators and their preys has long been and will continue to be one of the dominant themes in both ecology and mathematical ecology due to its universal existence and importance (Berryman [4] ). These problems may appear to be simple mathematically at first sight, they are in fact very challenging and complicated. There are many different kinds of predator-prey models in the literature; for more details we can refer to [4, 7] . In general, a predator-prey system takes the form
(1.1)
(
1.2)
Here the predator-prey interactions are described by ϕ(x/ y) instead of ϕ(x) in (1.1). This can be interpreted as when the numbers of predators change slowly (relative to the change of their prey), there is often competition among the predators, and the per capita rate of predation depends on the numbers of both prey and predator, most likely and simply on their ratio. For the system (1.2) with periodic coefficients, in [5] we explored the existence of periodic solutions with delays. In addition, most research works concentrate on the socalled Michaelis-Menten-type ratio-dependent predator-prey model:
see [3, 11, 14, 17, 27] and references therein. The functional response function ϕ(u) = cu/(m + u), u = x/ y, in the above model was used by Holling [10] as Holling-type II functional response, it usually describes the uptake of substrate by the microorganisms in microbial dynamics or chemical kinetics [7] . On the other hand, though most predator-prey theories are based on continuous models governed by differential equations, the discrete time models are more appropriate than the continuous ones when the size of the population is rarely small or the population has nonoverlapping generations [1, 21] . And in ecosystems, an important theme that interested mathematicians as well as biologists is whether the species in these systems would survive in the long run. That is, whether the ecosystems are permanent. As far as we know, Y.-H. Fan and W.-T. Li 3 few investigations have been carried out for the permanence on delayed discrete ecological systems since the dynamics of these systems are usually more complicated than the continuous ones. Just as pointed out in [8] , even if the coefficients are constants, the asymptotic behavior of the discrete system is rather complex and "chaotic" than the continuous one. For example, consider the logistic equation
where r and K are both positive constants, and its corresponding discrete equation
It is known from the works of May [20] that for certain parameter values of r, the asymptotic behavior of the solutions of (1.5) is complex and "chaotic." While the solutions of (1.4) are normal. Now we introduce some notations and definitions for the sake of convenience. Denote Z, R, and R + as the sets of all integers, real numbers, and nonnegative real numbers, respectively. Let C denote the set of all bounded sequence f : Z → R, C + the set of all f ∈ C such that f > 0, and
In view of periodicity of the actual environment, we begin with the periodic continuous ratio-dependent predator-prey system with Holling-type II functional response:
where N 1 (t) and N 2 (t) represent the densities of the prey population and predator population at time t, respectively; τ 1 ≥ 0 and τ 2 ≥ 0 are real constants; b i : R → R and m,a 1 ,α i : R → R + (i = 1,2) are continuous periodic functions with period ω > 0 and ,2) ; b 1 (t) stands for prey intrinsic growth rate, b 2 (t) stands for the death rate of the predator, α 1 (t) and α 2 (t) stand for the conversion rates, m(t) stands for half capturing saturation; the function N 1 (t)[b 1 (t) − a 1 (t)N 1 (t − τ 1 )] represents the specific growth rate of the prey in the absence of predator; and N 1 (t)/(N 1 (t) + m(t)N 2 (t)) denotes the ratiodependent response function, which reflects the capture ability of the predator. Similar 4 Harmless delays in a discrete periodic model to the arguments of [6] , we can obtain a discrete time analogue of (1.7):
, 
,
.
Recently, Fan and Wang [6] considered the existence of positive periodic solution for system (1.10) and obtained the following. 
Then (1.10) has at least one positive ω-periodic solution. Huo and Li [13] further considered the permanent of system (1.10) and established the following result.
Then system (1.10) is permanent.
In this paper, our aim is to consider the effect of delays for the existence of positive periodic solutions and permanence of system (1.8). Our results show that delays in (1.8) are harmless for the existence of positive periodic solutions and permanence of (1.8).
That is to say, we establish the following results. Since its proof is similar to that of [6] , we omit it here.
Theorem 1.4. Assume that (H1) and (H2) hold. Then system (1.8) is permanent.
Y.-H. Fan and W.-T. Li 5 Clearly, Theorem 1.3 extends Theorem 1.1; Theorem 1.4 extends and improves Theorem 1.2 by weaker conditions (H1) and (H2) instead of (1.11). In particular our investigation confirms that if the death rate of the predator is rather small as well as the intrinsic growth rate of the prey is relatively large, then the species could coexist in the long run.
Proof of Theorem 1.4
In this section, we prove Theorem 1.4. Before proving our main result, we list the definition of permanence and prove a lemma.
Definition 2.1. System (1.8) is said to be permanent if there exists two positive constants λ 1 and λ 2 such that
The following lemma will be useful to establish the main result.
Lemma 2.2. The problem
has at least one periodic solution U if b ∈ C ω , a ∈ C, and a is an ω-periodic sequence with a > 0; moreover, the following properties hold: (a) U is positive ω-periodic; (b) U has the following estimations for its boundary:
especially,
Proof. First, we prove (a). Notice that in (1.8), let α 1 (k) ≡ 0, τ 1 = 0, then (1.8) can be reduced to 
has at least one positive ω-periodic solution under the assumptions b 1 > 0. That is to say,
has at least one positive ω-periodic solution provided that a > 0. The proof of (a) is complete. The first part of (b) can be proved by the same method as that in [6] , we only need to prove the second part of (b). In view of (a), set U(k) = exp{z(k)}, then 12) this shows that
On the other hand,
By (2.13) and (2.16), we can obtain z(k) ≤ z(ξ) + aω, for k ∈ I ω ; thus
by a similar analysis as above, we can obtain
This completes the proof of the second part of (b).
To prove Theorem 1.4, we need the following several propositions. For the rest of this paper, we consider the solution of (1.8) with initial conditions (1.9). For the definition of semicycle and related concepts, we refer to [15] .
Proof. Given any positive solution (N 1 (k),N 2 (k)) of (1.8), from the first equation of (1.8), we have 21) which is equivalent to
8 Harmless delays in a discrete periodic model hence
Consider the following auxiliary equation:
By Lemma 2.2, (2.25) has at least one positive ω-periodic solution, denote it as z * (k), we have
Now we divide the proof into two cases according to the oscillating property of u(k). First we assume that u(k) does not oscillate about zero, then u(k) will be either eventually positive or eventually negative. If the latter holds, that is, u 1 (k) < u 2 (k), we have 
(2.34)
By the medium of (2.27), we have limsup k→∞ N 1 (k) ≤ K 1 , where Proof. Given any positive solution (N 1 (k),N 2 (k)) of (1.8), from the first equation of (1.8), we have
10 Harmless delays in a discrete periodic model Set N 1 (k) = exp{u 1 (k)}, then 
that is,
(2.42) By Lemma 2.2 and (H1), (2.42) has at least one positive ω-periodic solution, denoted as z * 1 (k), then
(2.43)
Y.-H. Fan and W.-T. Li 11 Now make the change of variables:
If u(k) does not oscillate, then by a similar analysis as that in Proposition 2.3, we have
Whereas if u(k) oscillates about zero, by (2.46), we know that if u(k) < 0, then u(k + 1) ≥ u(k). Thus, if we denote {u(k l )} as a subsequence of {u(k)}, where u(k l ) is the first element of the negative semicycle of {u(k)}, then liminf k→∞ u(k) = liminf l→∞ u(k l ). On the other hand, from
By the medium of (2.44), we have Proof. Given any positive solution (N 1 (k),N 2 (k)) of (1.8), from the second equation of (1.8), we have
which is equivalent to
Here we use the monotonicity of the function u/(a + u).
14 Harmless delays in a discrete periodic model Consider the following auxiliary equation:
By the same method as that in [6] , (2.60) has at least one positive ω-periodic solution, denote it as z * 2 (k), then through some simple calculations, we have
Y.-H. Fan and W.-T. Li 15 First we assume that u(k) does not oscillate about zero, then u(k) will be either eventually positive or eventually negative. If the latter holds, that is, u 1 (k) < u 2 (k), we have
Whereas if the former holds, then by (2.64), we have u(k + 1) < u(k), which means that u(k) is eventually decreasing, also in terms of its positivity, we obtain that lim k→∞ u(k) exists. Then (2.64) leads to lim k→∞ u(k) = 0, this implies
Now we assume that u(k) oscillates about zero; in view of (2.64), we know that u(k) > 0 implies u(k + 1) ≤ u(k). Thus, if we let {u(k l )} be a subsequence of {u(k)}, where u(k l ) is the first element of the positive semicycle of {u(k)}, then limsup k→∞ u(k) = limsup l→∞ u(k l ). Also, from
, (2.67) and u(k l − 1) < 0, we know
Consider the function
It is easy to show that g(x) has the property g(x) ≤ g(0). Therefore (2.68) yields
By the medium of (2.27), we have limsup k→∞ N 2 (k) ≤ K 2 , where 
Proof. Given any positive solution (N 1 (k),N 2 (k)) of (1.8), from the second equation of (1.8), we have
In view of if we let N 2 (k) = exp{u 1 (k)}, then we can obtain u 1 (2.76) that is,
Therefore from (2.74), we have
Consider the auxiliary equation
By Lemma 2.2 and (H2), (2.80) has at least one positive ω-periodic solution, denoted as We remark that, in the above discussions, we have obtained that under the conditions (H1) and (H2), system (1.8) has at least one periodic solutions and it is also permanent. Naturally we may conjecture whether the existence of positive periodic solutions of system (1.8) implies its permanence or the permanence of system (1.8) implies the existence of positive periodic solutions. This is a more challenging and interesting problem for future study.
