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Abstract
Let p be a prime number and let G be a ﬁnitely generated group that is residually a ﬁnite p-group.
We prove that if G satisﬁes a positive law on all elements of the form [a, b][c, d]i , a, b, c, d ∈ G
and i0, then the entire derived subgroup G′ satisﬁes a positive law. In fact, G′ is an extension of a
nilpotent group by a locally ﬁnite group of ﬁnite exponent.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
A positive law is merely a monoidal law in a group. It follows from results of Shalev [9],
andBurns et al. [1] that any residually ﬁnite group satisfying a positive law is an extension of
a nilpotent group by a locally ﬁnite group of ﬁnite exponent. This result extends Zelmanov’s
positive solutionof the restrictedBurnside problem [13,14].Becausenilpotent groups satisfy
a positive law, the converse also holds.
In this paper, we are interested in groups satisfying a positive law on commutators. Given
a group G, we shall indicate by X =X(G) the set of all commutators [x, y] = x−1y−1xy,
x, y ∈ G. We now pose a very general question.
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Problem. Let G be a group and let (x1, . . . , xn), (x1, . . . , xn) be distinct words in the
free monoid. Suppose that (a1, . . . , an)= (a1, . . . , an) for all a1, . . . , an in X(G). Does
it follow that the derived subgroup G′ in its entirety satisﬁes a positive law?
It seems very likely that the solution is negative in general; however, the problem may
well have a positive solution in, say, the class of all residually ﬁnite groups.
We shall denote the subset of G by XX∞ consisting of all elements of the form abi ,
a, b ∈ X and i0. Throughout this paper, p denotes a prime number. We call a group
residually-p if it is residually a ﬁnite p-group. Although we are unable to give a complete
solution to our problem, we offer the following partial positive results for the class of all
residually-p groups.
Theorem A. Let G be a residually-p group with the property that XX∞ satisﬁes a pos-
itive law. Then G′ is locally soluble. In fact, G′ is a locally ﬁnite p-group modulo its
Hirsch–Plotkin radical.
Theorem B. Let G be a ﬁnitely generated residually-p group with the property that XX∞
satisﬁes a positive law. ThenG′ is an extension of a nilpotent group by a locally ﬁnite group
of ﬁnite exponent.
2. Proof of Theorem A
We shall say that an integral parameterm is {q1, q2, . . . , qk}-bounded when there exists a
functiondependingonlyon theparametersq1, q2, . . . , qk such thatm(q1, q2, . . . , qk).
A key element in our proof is the following theorem of Zelmanov [15]. The quantitative
form we present is easily deduced from the original (see [10] for details). 
Theorem 2.1. Let L be a Lie algebra over the ﬁeld Fp of residues modulo p. Suppose that
1. L is generated by elements a1, . . . , ad such that every commutator (of weight 1 or more)
in the generators is ad-nilpotent of index at most m, and
2. L satisﬁes a polynomial identity f = 0.
Then L is nilpotent with {d,m, f, p}-bounded class.
In order to apply Zelmanov’s Lie-theoretic result, we associate to every group G a
restricted Lie algebra, Lp(G). Let Di = Di(G) denote the ith dimension subgroup of
G in characteristic p. These subgroups form a central series of G also known as the
Zassenhaus–Jennings–Lazard series. Let Lp(G) = ⊕Di/Di+1. Commutation and expo-
nentiation by p in G induce on Lp(G) the structure of a restricted Lie algebra over Fp.
This well-known construction is originally due to Lazard [6].
Next we recall a combinatorial condition, ﬁrst studied by Semple and Shalev in [8], which
on the surface generalises the condition of satisfying a positive law. A group G is said to
be n-collapsing if, for all a1, . . . , an ∈ G, we have af (1) . . . af (n)= ag(1) . . . ag(n) for some
distinct functions f, g : {1, . . . , n} → {1, . . . , n}. Clearly any group satisfying a positive
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law of degree n is n-collapsing. Conversely, Shalev proved in [9] that every residually ﬁnite
n-collapsing group satisﬁes a positive law. The following result is a combination of Lemmas
3.1 and 5.2 from [9]. We indicate left-normed Engel commutators by
[x,my] := [x, y, . . . , y︸ ︷︷ ︸
m
].
Lemma 2.2. For every n there exist positive integers e and k, depending only on n, satisfying
the following properties:
1. Suppose thatG=〈A, t〉, where A is a normal elementary abelian p-subgroup, and G is
n-collapsing. Then [A,kte] = 1.
2. Suppose that G is an n-collapsing ﬁnite p-group. Then G contains a characteristic
subgroup H with the properties that exp(G/H) divides e and [A,kh] = 1 for every
abelian normal section A of G and h ∈ H .
Henceforth, G denotes a ﬁxed residually p-group with the property that the subsetXX∞
satisﬁes a positive law  =  of degree n. Put  = −1. We also ﬁx e = e(n) and k =
k(n) as in Lemma 2.2. Suppose now that A is any normal abelian subgroup of G. It is a
straightforward consequence of the standard commutator identities that for every element x
inG, the subgroup [A, x] consists solely of commutators.Thus, according to our hypotheses,
given any t ∈ X∞, the subgroup [A, te]〈t〉 ofG is n-collapsing.This statement holds equally
true for all normal abelian sections.
Lemma 2.3. Let A be a normal abelian section of G, and let t ∈ X∞. Then [A, te]〈t〉 is
n-collapsing.
We are now ready to prove our key result.
Proposition 2.4. Let Hpˆ denote the pro-p completion of the subgroup H of G′ generated
by commutators a1, . . . , ad in X(G). Then the following statements hold:
1. Lp(H) is nilpotent of class bounded above by some function (d,, p).
2. Hpˆ has ﬁnite rank bounded above by some function (d,, p).
3. H is soluble with derived length bounded above by some function (d,, p).
Proof. We ﬁrst recall some basic facts about the relationship between H and Hpˆ. We refer
the reader to [2] for the relevant background on pro-p-groups. Since H is d-generator, Hpˆ
is (topologically) d-generator. Because H is a residually-p group, H can be embedded as a
subgroup ofHpˆ. Finally, the associated restricted Lie algebras ofH andHpˆ are isomorphic;
thus, for the sake of expedience, we write L=Lp(H)=Lp(Hpˆ).
(1) Set aˆi = ai + D2 for each i, so that {aˆ1, . . . , aˆd} generates L. To each commutator
=(a1, . . . , ad) inH, we let ˆ= ˆ(a1, . . . , ad) denote the corresponding Lie commutator
in L.
First we claim that any commutator ˆ (of weight 1 or more) is ad-nilpotent of {n, p}-
bounded index. Indeed, let Aj be the normal elementary abelian sectionDj(H)/Dj+1(H)
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of H. By Lemma 2.3, the section [Aj ,e]〈〉 is n-collapsing. Hence, applying part (1) of
Lemma 2.2 to [Aj ,e]〈〉 yields [Aj ,k+1e] = 1, for each j. Let ps be the largest power of
p dividing e. Then, working in the restricted Lie algebra L, it follows that
[L,(k+1)ps ˆ] = [L,(k+1)ˆps ] = 0.
Therefore, (ad ˆ)(k+1)e = 0 and the claim follows.
Next observe that Hpˆ satisﬁes the law = 1. It follows from the proof of Theorem 1 in
[12] that L satisﬁes a polynomial identity f = 0 depending only on d, p and the law = 1.
Part (1) now follows from Theorem 2.1.
(2) From part (1), we know that L is nilpotent of class c at most (d,, p). But, by
Corollary 1.2 of [7], the rank of Hpˆ is bounded above by an explicit function of d, c and p.
(3) Lazard proved in [6] that every ﬁnitely generated pro-p group with nilpotent associ-
ated restricted Lie algebra is a p-adic Lie group. It follows from the preceding discussion,
therefore, that Hpˆ is linear over a ﬁeld of characteristic zero. Hence, because Hpˆ cannot
contain any nonabelian free group, the TitsAlternative [11] implies thatHpˆ is virtually sol-
uble. But, by Lemma 1.18 in [2], every ﬁnite quotient of a pro-p-group is a ﬁnite p-group.
Consequently, Hpˆ and its subgroup H are soluble.
Finally, we claim that the derived length of H is {d,, p}-bounded. Indeed, suppose
otherwise. Then there exists a sequence of groups Gi , all satisfying the hypotheses of
Theorem A, and commutators ia1 , . . . , iad ∈ X(Gi) with the property that the derived
lengths of the subgroups 〈ia1 , . . . , iad 〉 increase without bound. Deﬁne elements in the
Cartesian product  = ∏Gi by bj = (1aj , 2aj , . . .), for 1jd. Then  satisﬁes the
hypothesis of Theorem A and b1, . . . , bd ∈ X(); yet, the subgroup 〈b1, . . . , bd〉 is not
soluble, violating the preceding paragraph. 
Corollary 2.5. The derived subgroup G′ of G is locally soluble.
Proof. Let K be any ﬁnitely generated subgroup of G′. Then K is contained in a subgroup
ﬁnitely generated by commutators. Consequently, by part (3) of Proposition 2.4,K is soluble.

We remark that parts (1) and (2) of Proposition 2.4 and Corollary 2.5 remain true under
the weaker hypothesis that the subsetXX∞ is n-collapsing since the latter condition implies
that G satisﬁes a group law depending only on n.
Before statingour next proposition,we require somemorenotation.Deﬁne l2=(2,, p),
m= (k + 1)l2 + 1, and take s to be the maximal integer such that pse. Notice that l2,m
and s depend only on  and p, and not on our choice of G. We also remind the reader that
our Engel commutator notation was introduced in the paragraph preceding Lemma 2.2.
Proposition 2.6. [G,maips ] = 1 for every a ∈ X and i1.
Proof. We may assume that G is a ﬁnite p-group. Let a, b ∈ X. Then, by Proposition 2.4,
H =〈a, b〉 is soluble of derived length at most l2. Now letA be the last nontrivial term of the
derived series ofH. By Lemma 2.3, [A, aie]〈ai〉 is n-collapsing for any i1. Therefore, by
part (2) of Lemma 2.2, we obtain [A,k+1aie] = 1. Thus, by induction on the derived length
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of H, it follows that [b,(k+1)l2aie] = 1 for each a, b ∈ X. Setting b = [x, aie] proves that[G,maie] = 1.
Now let e0 be the minimal positive integer such that [G,maie0 ] = 1 for all a ∈ X and
i1. Write e0 = ps0j , where j is coprime to p. Since we are working in a p-group, every
element of the form ai can also be written in the form ajr , for some r depending on i. Hence,
aip
s0 = ajrps0 = are0 for all a ∈ X and i1. The minimality of e0 now implies j = 1. It
remains to observe that ps0 = ps0j = e0e implies that ps0 divides ps . 
Because G′ is locally soluble, it follows from a well-known theorem of Gruenberg [3]
that its Hirsch–Plotkin radical, F(G′), contains the subgroup generated by the set of all
bounded left Engel elements in G′. Proposition 2.6 now yields:
Corollary 2.7. G′/F (G′) is a locally ﬁnite p-group.
3. Proof of Theorem B
In this section, G is ﬁnitely generated. In fact, because we intend to prove a stronger,
quantitative form of Theorem B below, we are able to assume that G is a ﬁnite p-group. Let
d denote the minimum number of generators required to generate G.
Lemma 3.1. Let H be a group containing a normal nilpotent subgroup N of index i and
class c. Then H contains a characteristic subgroup K of index at most i and class at most
ci.
Proof. LetK=〈N|  ∈ Aut(G)〉. ClearlyK is characteristic inH.Also, because |H/N |=i,
there exists 1, . . . , i ∈ Aut(G) such thatK=N1N2 · · ·Ni . Hence K has class at most
ci. 
Lemma 3.2. Suppose that H = 〈N, t〉, where N is a normal nilpotent subgroup of class c
and [N,mt] = 1. Then H is nilpotent with class bounded by a function of c and m.
Proof. First consider the case when N is abelian. Then H ′ = [H, t] ⊆ N . Thus, in this
case, H has class at most m+ 1. The general case is now an immediate consequence of the
quantitative form of Hall’s theorem (see Theorem 2.3.1 in [5]). 
Proposition 3.3. Let a1, a2, . . . , aj ∈ X. ThenH =〈a1, a2, . . . , aj 〉 contains a character-
istic subgroup whose index and nilpotence class are {j,, p}-bounded.
Proof. By Proposition 2.4 the derived length l and rank r of the ﬁnite p-group H are
{j,, p}-bounded.Thus, by theBurnside basis theorem (see III.3.15 in [4]), wemay assume
that jr . Also, by Proposition 2.6, there exist {, p}-bounded integers s and m such that
[G,maips ] = 1 for each a ∈ X and i1.
So, it sufﬁces to prove that every ﬁnite p-groupH=〈a1, a2, . . . , ar 〉 of rank r and derived
length l with the property that [H,maips ] = 1, for each a ∈ {a1, . . . , ar} ∪X(H) and i1,
contains a characteristic subgroup whose index and class are {p, r, l, m, s}-bounded.
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Observe then that H ′ has rank at most r and derived length l − 1. Since H ′ is generated
by X(H), it follows (from another application of the Burnside basis theorem) that H ′ is
generated by r commutators in X(H). Thus, by induction on the derived length, we may
assume that H ′ contains a characteristic subgroup K whose class and index in H ′ are
bounded.
Now setMi =〈H ′, ap
s
i 〉 andNi =〈K, ap
s
i 〉, for each i. The index ofNi inMi is bounded
by |H ′/K|, while the class ofNi is bounded by Lemma 3.2. It follows that the core ofNi in
Mi is a normal nilpotent subgroup of bounded index and class; hence, by Lemma 3.1, each
Mi contains a characteristic subgroup Li with bounded index and class. Consequently, the
subgroupsM=M1M2 · · ·Mr and L=L1L2 · · ·Lr are each normal inH. Clearly the index
of L in H is bounded:
|H/L| = |H/M||M/L|(rps)
r∏
i=1
|Mi/Li |,
as is the class of L. The proposition now follows from one last application of Lemma 3.1.

Corollary 3.4. G′ satisﬁes a positive law depending only on d,  and p.
Proof. Let g, h ∈ G′. Then, by a lemma of Serre (see Lemma 1.23 in [2]), there exist
a1, . . . , a2d in X such that 〈g, h〉 ⊆ H=〈a1, a2, . . . , a2d〉. But, by the previous proposition,
H contains a characteristic subgroup K such that |H/K| and the class of K are {d,, p}-
bounded. The result now follows from the fact that every nilpotent group satisﬁes a positive
law (see [9], for example). 
Finally, we deduce the arbitrary case:
Theorem 3.5. Let , be distinct words in the free monoid and set = −1. There exist
functions c = c(d,, p) and e = e(d,, p) such that if G is any d-generator residually-p
group with the property that XX∞ satisﬁes the positive law = 1, thenG′ is an extension
of a nilpotent subgroup of class at most c by a locally ﬁnite group of exponent dividing e.
Proof. It follows from the preceding corollary that G′ satisﬁes a positive law depending
only on d,  and p. Consequently, TheoremA of [1] applied to G′ yields the result. 
4. Concluding remark
Let 	m(G) denote the mth term of the lower central series of G, and let Xm(G) denote
the set of all simple commutators of length m in G. Thus,G′ = 	2(G) and X(G)=X2(G).
Slight modiﬁcations can be made to the proof above in order to deduce:
Theorem 4.1. Let , be distinct words in the free monoid and set = −1. There exist
functions c = c(m, d,, p) and e = e(m, d,, p) such that whenever G is a d-generator
residually-p group with the property that Xm(G)Xm(G)∞ satisﬁes the positive law = 1,
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then 	m(G) is an extension of a nilpotent subgroup of class at most c by a locally ﬁnite
group of exponent dividing e.
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