Abstract Recently, a powerful two-phase method for restoring images corrupted with high level impulse noise has been developed. The main drawback of the method is the computational efficiency of the second phase which requires the minimization of a non-smooth objective functional. However, it was pointed out in (Chan et al. in Proc. ICIP 2005, pp. 125-128) that the non-smooth data-fitting term in the functional can be deleted since the restoration in the second phase is applied to noisy pixels only. In this paper, we study the analytic properties of the resulting new functional F. We show that F, which is defined in terms of edge-preserving potential functions ϕ α , inherits many nice properties from ϕ α , including the first and second order Lipschitz continuity, strong convexity, and positive definiteness of its Hessian. Moreover, we use these results to establish the convergence of optimization methods applied to F. In particular, we prove the global convergence of some conjugate gradienttype methods and of a recently proposed low complexity 
Introduction
Image denoising is a typical inverse problem and is hard to solve. We must use some a priori knowledge about the images and noises in the denoising procedure. For the images, the usual assumption is that they consist of edges and homogeneous regions, which yields the popular edge-preserving regularization functionals [2, 4, 11, 17] . For the noises, there are several models. The most commonly used one is the Gaussian noise model, in which every pixel is affected by the noise. Another one is the impulse noise model, in which only a portion of the pixels is contaminated by the noise and information on the true value of the pixels are completely lost. The impulse noise is caused by malfunctioning pixels in camera sensors, faulty memory locations in hardware, or transmission in a noisy channel, see [5, p. 90 and p. 330] for instance. The impulse noise can be further categorized in two types: the salt-and-pepper noise, for which the noisy pixels can take only the maximal and minimal pixel values; and the random-valued impulse noise, for which the noisy pixels can take any random values between the maximal and the minimal pixel values. In both types of noise, the noisy pixels are assumed to be randomly distributed in the image.
There are many methods for restoring images corrupted by impulse noise, some of which are based on nonlinear digital filters [1] . The median filter was once the most popular nonlinear filter for removing impulse noise, because of its good denoising power [5, pp. 90-94] and computational efficiency [18] . However, its performance is not good when the noise level is high since some details and edges of the original image appear smeared in the restored one [24] . Several remedies have been proposed, such as the adaptive [19] , the multi-state [12] and homogeneity information based [25] median filters. They first locate possible noisy candidates and then replace them with median values or their variants. They can detect the noisy pixels even at a high noise level. However, they cannot restore such pixels satisfactorily because they do not take into account local image features such as the possible presence of edges. Hence details and edges are not recovered well, especially when the noise level is high.
Recently, a different technique based on a variational framework has been proposed in [22] to deal with impulse noise. Variational methods based on the minimization of edge-preserving regularization functionals have already been used in [4, 11, 27] to preserve the edges and the details in images corrupted by Gaussian noise. However, these methods fail in the presence of impulse noise, because they alter all pixels in the image, including uncorrupted ones. In the variational method proposed in [22] , the restored image was defined as the minimizer of a cost function which includes a non-smooth 1 data-fitting term. It was shown that the method involves an implicit detection of the pixels contaminated by impulse noise and it preserves edges during denoising. However, in order to detect large noisy connected regions, it requires a greater weight of the regularization term in the cost function. This causes the distortion of some pixels near edges.
In [8] , Chan et al. proposed a two-phase method which combines the variational method [22] with the adaptive median filter method (AMF) [19] , thereby avoiding the drawbacks of these methods. More precisely, the noise candidates are first identified by AMF; then these noise candidates are restored by minimizing an objective functional G with an 1 data-fitting term and a regularization term involving an edge-preserving potential function ϕ α (t), see (2) . Since the edges are preserved for the noise candidates and other pixels are left unchanged, the two-phase scheme out-performs previous methods by a great margin: salt-and-pepper noise with noise ratio as high as 90% can be cleaned quite efficiently, see [8] or Figs. 3 and 4 in Sect. 5. With slight modification, the scheme also applies to random-valued impulse noise with noise level as high as 60% [10, 14] . Recently, it has been applied to problems in segmentation and inpainting, see [20] .
The main drawback of the 2-phase method is its computational efficiency. The minimization of G is difficult as it contains a nonsmooth 1 data-fitting term. The relaxation method proposed in [8, 10, 22] is convergent but slow. Using probability arguments, we will show here that the relaxation method converges fast only if the noise level is low. To improve the computational efficiency, it was proposed in [9] to drop the non-smooth 1 data-fitting term in G, as it is not needed in the 2-phase method, where only noisy pixels are restored in the minimization. The quality of the restored images is not affected by minimizing the new functional, see numerical results in [6, 9, 14] and the results in Sect. 5.
In this paper we first study the analytical properties of the new functional F which is obtained from G by dropping the 1 data-fitting term (see (9) ). In particular, we prove that F inherits many nice and useful properties from the edgepreserving potential function ϕ α , such as the first and second order Lipschitz continuity, convexity, strong convexity, and positive definiteness and uniform boundedness of the second order derivatives. Then we apply these results to show the global convergence of two methods for the minimization of F : a conjugate gradient type method [6, 26] and a lowcomplexity quasi-Newton method, recently introduced in [3, 15] . Finally, we show by numerical experiences that these methods can improve the efficiency of 2-phase denoising algorithms.
The outline of this paper is as follows. In Sect. 2, we give a brief review of the two-phase method in [8, 10] , and show that the relaxation method used there is efficient only when the noise level is low. In Sect. 3, we prove that the new cost function F inherits many important regularity properties from ϕ α . In Sect. 4, we use the results of Sect. 3 to establish the global convergence of two minimization methods applied to F . In Sect. 5, we test the efficiency of the two methods when compared to the relaxation method in [8, 10] . Conclusions are given in the final section.
The Two-Phase Method
In [8] , a two-phase scheme for detecting and removing saltand-pepper noise is proposed. In the first phase, the noisy pixels are detected by the adaptive median filter (AMF) [19] . Then in the second phase, they are restored by the variational method in [22] . Let us recall the two-phase scheme here.
Let x be the true image with M-by-N pixels. For each (i, j ) ∈ A := {1, . . . , M} × {1, . . . , N}, let x i,j be the gray level of x at pixel location (i, j ) and V i,j be the neighborhood of (i, j ), i.e., 
, with probability 1 − r, s min , with probability p, s max , with probability q, (1) where r = p + q is the noise level. The following is the twophase scheme to get a denoised image u * : 
where β is the regularization parameter and ϕ α is an even edge-preserving potential function with parameter α.
Since the right hand side of (2) involves only u i,j , (i, j ) ∈ N , the vectors u and u * are assumed to have entries u i,j and u * i,j with (i, j ) restricted to N , i.e. u, u * ∈ R |N | . To explain the extra factor "2" in the second summation in (2), consider a pair of neighbors (i, j ) and (m, n), one of which belongs to N , say (i, j ) ∈ N , while the other does not, say (m, n) ∈ N . Since ϕ α is an even function and the summation is only over (i, j ) ∈ N , the factor "2" comes from
See also (16) in Sect. 3. Examples of edge-preserving potential functions are:
see [2, 4, 8, 11, 17] . The parameter α should be chosen such that ϕ α (t) approximates |t| for t away from zero, see [11] .
In the following, we use ϕ α to denote the derivative of ϕ α . We note that N obtained in the noise detection phase in general is different from the true noise set:
However, for salt-and-pepper noise, AMF is a very excellent noise detector and for images like those we tested in Sect. 5, the difference between N and N t is usually less than 0.1% even for noise level r as high as 90%. The two-phase schemes in [8, 10] both require the minimization of the functional (2) in the second phase, and it was done by a relaxation based method working on the residuals
The use of such method was first proposed in [22] . It is sketched here below: Algorithm 1 Relaxation method for minimizing (2)
as a 1D function of z ij only, where z i,j = u i,j − y i,j , and use the following three steps to compute its minimizer z
where z m,n are the latest updates.
One can see that Algorithm 1 is a Gauss-Seidel type method where for each pixel (i, j ) ∈ N , we just minimize G with respect to the unknown variable z i,j and fix all other unknown variables to their latest computed values. It was shown in [22] that, under suitable assumptions on ϕ α , the method converges. The 1-D nonlinear equations in Step 2(ii) can be solved by Newton's method. In [7] , we have derived a formula for finding an initial guess for the Newton method that always guarantees convergence.
If a noise candidate (i, j ) ∈ N is surrounded by pixels not in N , see for example Fig. 1(a) , then the indeterminate Step 2 above, we can obtain the required value of z i,j , and hence of u i,j , after 1 iteration. However, if noise candidates form a connected set, like those in Fig. 1(b-d) , then we need more iterations to find the required value of z i,j because the unknowns are coupled together. Clearly, the smaller such connected sets are, the faster the convergence of Algorithm 1 will be. In the extreme case when all the noise candidates are disconnected from each other, Algorithm 1 converges in one iteration. Intuitively, if the noise level r increases, there will be more and larger connected sets of noise candidates. This is proven formally below. Since the noise candidate set N will change according to the noise detector used in phase 1, we prove the lemma for the true noise set N t defined in (8) .
Lemma 1 Let the noise level be r and consider a noisy pixel (i, j ) ∈ N t far enough from the boundary. Let p n be the probability that (i, j ) is in a connected set consisting of n pixels in
where the summation is taken over all possible shapes S of sets consisting of n connected pixels in N t , and v S is the number of neighboring pixels of S.
Proof Assume that the noisy pixel (i, j ) ∈ N t is far enough from the boundary such that any shape S containing (i, j )
does not touch the boundary. Then,
since pixel (i, j ) has n possible positions in a set consisting of n connected pixels in N t , and the probability of such set to appear is r n (1 − r) v S .
We remark that for small n, it is not a serious requirement on (i, j ) to be far from the boundary such that S containing (i, j ) does not touch the boundary. This is because the number of pixels that do not satisfy this is very small compared to the total number of pixels. By the lemma, we can easily get that
We draw the proportion of Fig. 2 for different noise levels. As expected, the probability that a noisy pixel is in a small connected set is very large when the noise level is small. For example, when r = 30%, the proportion of noisy pixels in connected subsets consisting only of n = 1 noisy pixel is about 24%, in Fig. 2 Probability for a noisy pixel to be in a connected set of n noisy pixels those consisting of n = 2, n = 3 and n > 3 noisy pixels are about 14%, 12% and 50%, respectively. Since N approximates N t , Lemma 1 suggests that the relaxation method for the minimization of (2) converges fast when the noise level is low, but slow when the noise level becomes high. This fact has been verified numerically in [8, 10] . See also Sect. 5. There is a need to find better minimization algorithms for (2) for high noise level.
Properties of the New Functional
One main difficulties in minimizing (2) is that it contains the data-fitting term |u i,j − y i,j | which is not continuously differentiable. It has already been observed in [9] that this term is not needed in the two-phase method. It is needed only in the original method in [22] where one wants to detect and restore noisy pixels simultaneously. Since the positions of the noisy pixels are not known a priori there, the term is required so that the restored values will not deviate too much from the observed values. Without this term, the minimizer will just be the zero vector.
However, in the two-phase method [8, 10] , where the noise candidates are already detected at the first phase, there is no need to use the data-fitting term in the minimization in the second phase. This is because, in phase 2, the datafitting is done exactly for uncorrupted pixels:
∈ N ; and the restoration is done only on noise candidates. In fact, we observed already in [8, 10] that the minimum of (2) is independent of the regularization parameter β if it is large enough. Thus in [9] , we proposed to remove the data-fitting term and minimize the following new functional:
in the second phase of the two-phase method. The resulting restored images are basically the same as those obtained by using G in (2), see numerical results in [6, 9, 14] and also those in Sect. 5. Clearly, the regularity of F now depends only on ϕ α . If ϕ α is smooth, then there are many methods for minimizing F . For instance, in [9] and [6] we have used the Newton continuation method and a conjugate gradient type method, respectively. The aim of this section is to study some important analytical properties of F . They will be used in Sect. 4 to establish the global convergence of CG-type [6, 26] and NSLQN [3, 15] optimization methods in minimizing F . We remark that there is no convergence proof for the Newton continuation method used in [9] ; and the convergence of the conjugate gradient type method in [6] was proved under the strong assumption ϕ α (t) > 0. The results of this section will allow us to establish a convergence theorem for CG-type methods under weaker assumptions.
The following properties of F have already been proven in [6] . We recall that a function f (x) is coercive if f (x) → ∞ when x → ∞. 
Proposition 1 If
Thus, the minimization of F is stable, and there is no need to restrict the iterants to be in the dynamic range during the minimization of F . We remark that ϕ α in (3-7) all satisfy the assumptions of the proposition.
In many optimization methods to minimize a functional f , the first (or second) order Lipschitz continuity or the strong convexity of f are sufficient conditions for global convergence [13, 23] . However, these properties, which involve the gradient or the Hessian of f , are generally difficult to verify. In the following two subsections, we show that for our functional F , these properties are inherited from those of ϕ α , which are easier to verify.
The Hessian of the New Functional
We first show that the boundedness and positive definiteness of the Hessian ∇ 2 F(u) of F are inherited from the boundedness and positiveness of the second order derivative of ϕ α .
Proposition 3
Suppose that ϕ α is even and ϕ α exists.
Then by (9), its entries are
and
Clearly H is a symmetric matrix. Define the matrix
i.e. W is obtained by letting ϕ α (u i,j − y m,n ) = 1 and ϕ α (u i,j − u m,n ) = 1 in (10) and (11) . By (12) , it is easy to see that W is a principal submatrix of the NM-by-NM matrix −2 , where is the 2-D discrete Laplacian. In order to verify (a), let M α be a scalar such that M α ≥ ϕ α (t) ≥ −M α for all t. It is easy to show that the matrix M α W − H has non-negative diagonals and non-positive off diagonals. Moreover, it is diagonally dominant. Hence it is positive semi-definite. Therefore
where v is any normalized vector. Analogously,
To verify (b), first let ϕ α ≥ m α ≥ 0. Proceeding as above, we observe that H − m α W is positive semi-definite and hence
where w is the normalized eigenvector of H corresponding to its minimal eigenvalue λ min (H ). Thus H is positive semidefinite since λ min (W ) ≥ 2λ min (− ) ≥ 0. Next consider the case ϕ α > 0 in (−∞, ∞). Let m α be the minimal value of ϕ α in (10) and (11) for all (i, j ) and (m, n), then m α > 0 and (13) still holds. Therefore H is positive definite provided that λ min (W ) > 0. This is the case if we impose zero, i.e. Dirichlet, boundary conditions on u in (9) . In fact, with this imposition, is the 2-D Laplacian with Dirichlet boundary conditions, hence − is positive definite. Therefore, we have λ min (W ) > 0 since W is a principal submatrix of −2 . Note that in our experiments in Sect. 5, we instead impose symmetric, i.e. Neumann, boundary conditions, for they usually give better restored images, see [21] . Then is the 2D Laplacian with Neumann boundary conditions and hence λ min (− ) = 0. However, since W is a principal submatrix of −2 , and the pixels detected as non-noise in the first step act as Dirichlet boundary conditions, W is in fact equal to −2 times a Laplacian with mixed Neumann and Dirichlet boundary conditions. It follows that W and hence H are still positive definite. In fact, we can show that rigorously. It suffices to show that w T W w = 0 in (13) . Since W is a principal submatrix of −2 , with a suitable permutation of the indices, we can write
for any nonzero vector x, as the null vector of − with Neumann boundary condition is the constant vector. Thus
Next we show that F is second order Lipschitz continuous if ϕ α is. For this we need the following Lemma, where · denotes the 2-norm and | · | denotes taking the absolute value of the entries in the matrix or the vector.
Lemma 2 Consider two square matrices A and B. If |A| ≤ |B| entry-wise, then A ≤ |B| .
Proof We can find a unit vector w 0 such that A = Aw 0 . Therefore,
Proposition 4 Suppose that ϕ α is even and is second order Lipschitz continuous with Lipschitz constant ρ 1 , i.e.,
then F is also second order Lipschitz continuous with Lipschitz constant 32ρ 1 , i.e.,
Therefore, by Lemma 2,
The Gradient of the New Functional
In this subsection, we show that the strong convexity and the first order Lipschitz continuity of F can be inherited from ϕ α too. To this end, we first obtain some compact formulas for F(u), ∇F(u) and ∇ 2 F(u). Note that F(u) in (9) is the restriction of the following regularization functional onto the noise candidate set N :
where A is the set of all pixels, see [8] . Hence F(u) can be rewritten as
with
Recall that V i,j is the set of the four neighboring pixels of (i, j ). We are going to write the first summation in (15) as the sum of four numbers {f } 4 =1 , where each f is the first summation in (15) summed over just one of the neighboring pixels of (i, j ). More precisely, if f 1 corresponds to the pixel (i + 1, j), then
Notice that if ϕ(t) is an even function, then we have two terms of the form ϕ(u ·,· − y ·,· ) in (16), which explains again why there is the extra factor "2" for such terms in (2) and (9). If we define the matrix G 1 and the vector b 1 by
otherwise, and
for (i, j ) ∈ A and (m, n) ∈ N , then we can rewrite f 1 in (16) as
We can define {G } 4 =2 and {b } 4 =2 similarly to obtain {f } 4 =2 for the other pixels in V i,j . Putting f back into (15) 
where 1 is the vector of all ones,
Note that the above formula for ∇ 2 F(u) and (12) imply the following interesting identity:
With all these preparations, we are now ready to establish the first order Lipschitz continuity and the strong convexity of F .
Proposition 5 Let ϕ α be convex and first order Lipschitz continuous with Lipschitz constant
then 
Proof The representation of ∇F in (17) implies
where we have defined (19), we obtain the inequality
which implies
Since F is convex, (20) also follows if F has continuous second order derivatives which are bounded in a convex set containing u and v (see for example, Proposition 3.4 in [15] ). Proposition 5 shows how our special F allows us to obtain the same result by the weaker condition (19) . By the Cauchy-Schwartz inequality, we have the following corollary. 
Corollary 1 If ϕ α is convex and first order Lipschitz continuous with Lipschitz constant ρ 2 , i.e. (19) holds, then F is also first order Lipschitz continuous with Lipschitz constant
then the functional F is also strongly convex, i.e., there exists a positive constant c 1 > 0 such that
Proof By using (17) and the strong convexity of ϕ α , we get
Using (18) and (14), we then have
where cλ min (W ) > 0.
In Table 1 , we give the properties of F that are inherited from the potential functions ϕ α given in (3-7) . Strong convexity of F may not hold for many potential functions in the whole domain R |N | , but it may hold if we restrict the domain onto a bounded set. In fact, many optimization methods work in a level set and the level set of our F is bounded due to the coercivity. Therefore, it is meaningful to test the strong convexity of F on bounded sets.
Minimization of the New Functional
The results established in the previous section are useful in proving the convergence of optimization methods applied to F . In this section, we show, in particular, that a conjugate gradient (CG) type method [6, 26] and a low-complexity quasi-Newton method [3, 15] are globally convergent.
A Conjugate Gradient Type Method
The minimization of F in [6] was done by an efficient CG method [26] where the line search rule is replaced by a predetermined step length formula. We briefly describe the method here.
Algorithm 2 Conjugate gradient (CG) method without line search to minimize f (x).
1. Choose an initial guess x 0 and set
is any symmetric positive definite matrix and δ is some fixed positive parameter depending on Q k .
Some well-known formulae for γ k are:
see [26] for references therein.
In [6] , we proved the convergence of this CG method for minimizing F under the assumption that ϕ α > 0. Using the results in Sect. 3, we show that the assumption can be relaxed, and hence the method can be applied to more ϕ α . We start with the convergence theorem stated in [26] for general functions f (x). Theorem 1 Let {x k } be the sequence generated by Algorithm 2. If there exists a neighborhood of the bounded level set ϒ = {x|f (x) ≤ f (x 0 )} such that ∇f is Lipschitz continuous on , then for the choice of γ k in (24) and (22), lim inf k→∞ ∇f (x k ) → 0. If f is strongly convex in , then the same conclusion holds for (21) , (23) , and (25) .
Applying the theorem to our F , we have the following global convergence result.
Theorem 2 Let ϕ α be even, convex, continuously differentiable and strictly increasing in |t|. Let {u k } be the sequence generated by applying Algorithm 2 to F . Proof By Proposition 2, the global minimum exists. It is easy to verify that ϕ α is coercive. Hence, by Proposition 1, F is differentiable, convex and coercive. Therefore, any stationary point of F is a global minimizer of F , see [23, Theorem 2.5] . Moreover, the level set ϒ = {u|F(u) ≤ F(u 0 )} is a bounded set. We construct the neighborhood of ϒ required in Theorem 1 as follows. Let (u 0 ) i,j be an arbitrary component of u 0 , and
Then we define a new vector w by replacing the entry (u 0 ) i,j by w i,j = 1 + 3z. Then, for any neighbors v of (u 0 ) i,j , we have If ϕ α is first order Lipschitz continuous, then ∇F is Lipschitz continuous by Corollary 1. If ϕ α is strongly convex in every bounded set, then F is strongly convex in the bounded set by Proposition 6. Therefore, in both cases, lim inf k→∞ ∇F(u k ) = 0 by Theorem 1, which means that a subsequence of {u k } converges to a stationary point u * of F , which is a global minimizer of F . Moreover because of the maximum principle in Proposition 2, the entries of u * are all in the range of [s min , s max ].
By Theorem 2, Algorithm 2 applied to F with (3), (5), (6) and (7) is globally convergent with γ k given by (24) and (22) ; and when applied to F with (3), (4), (5) and (6), it is global convergent with γ k given by (21) , (23) and (25) . In comparison, in [6] , we can only get the convergence results for (3), (5) and (6) under the stronger assumption ϕ α > 0.
A Low-Complexity Quasi-Newton Method
BFGS is one of the most efficient quasi-Newton methods [13, 23] for minimization. However, it is not practical for large scale problems because O(n 2 ) operations and memories are required for each iteration, where n is the number of unknowns. In comparison, Algorithm 2 requires O(n) operations per iteration. In [3, 15] , a low complexity method, called LQN method, was proposed by projecting the BFGS Hessian onto a matrix algebra L U which contains matrices that can be diagonalized by a given unitary matrix U . The non-secant version of LQN is given below. 
where λ k is a step length defined by the ArmijoGoldstein line search [13] .
, and
We remark that if z k is the vector of the eigenval-
where |v| := (|v 1 |, . . . , |v n |). So, we need not compute the eigenvalues of P(H k ) from scratch. In fact, they can be obtained via the above identity from the eigenvalues of P(H k−1 ) with a number of operations proportional to the cost of matrix-vector products involving the matrix U . It is then clear that the computational complexity of the method depends on the choice of U . Some common choices are the Fourier, Hartley, cosine, and sine transform matrices [3, 15, 16] , and Steps 2(a) and (b) will then require O(n log n) operations. The convergence of the algorithm has been established in [15] : Theorem 3 Let {x k } be the sequence generated by Algorithm 3. If the level set ϒ = {x|f (x) ≤ f (x 0 )} is bounded and
for some c, then lim inf k→∞ ∇f (x k ) = 0.
Using results in Sect. 3 and Theorem 3, we can easily prove the global convergence of Algorithm 3 when f is equal to the functional F in (9). Proof As we have been seen in the proof of Theorem 2, the level set ϒ = {u|F(u) ≤ F(u 0 )} is bounded and any stationary point of F is a global minimizer of F . By Proposition 5, (26) is verified. Therefore, lim inf k→∞ ∇F(u k ) = 0, and a subsequence of {u k } converges to a stationary point u * of F . By Proposition 2, the entries of u * are all in [s min , s max ].
Theorem 4 Let
We remark that the potential functions (3), (5), (6) and (7) satisfy the conditions of Theorem 4, whereas (4) does not. Also the convergence results here are valid for all matrix algebra L U . Clearly how fast the method converges depends on how well P(H k ) approximates the Hessian ∇ 2 F(u k ), and this in turns depends on the choice of U again.
Numerical Experiments
In this section, we test the three algorithms (Algorithms 1-3) discussed in the paper. Note that Algorithm 1, the relaxation method, is applied to the old functional G in (2), whereas the CG and NSLQN methods are applied to the new functional F in (9) . As pointed out in [8] , Algorithm 1 is robust with respect to the regularization parameter β. Hence we fix β = 10 for Algorithm 1. In Algorithm 2, we define γ k according to (22) , and Q k is chosen to be the identity matrix I . For Algorithm 3, we use the simplest matrix algebra-the algebra of all diagonal matrices, i.e. U = I . Hence P(H ) = diag(H ) for all H , i.e. we approximate the Hessian by the diagonal part of H k . The algorithm thus requires O(n) operations per iteration.
We remark that both Algorithms 2 and 3 are globally convergent according to Theorems 2 and 4, so we use the output of AMF method (the noise detector in phase 1) as our initial guess for phase 2. In contrast, Algorithm 1 is only local convergent. Therefore we use the initial guess derived in [7] to guarantee convergence. We test the following two potential functions in our experiments: ϕ α (t) = √ t 2 + α with α = 100 [6] , and the Hu- We assess the restoration performance by using the peak signal to noise ratio (PSNR) defined as PSNR = 10 log 10 255 2
where u * i,j and x i,j are the pixel values of the restored image and of the original image, respectively (see [5] ). In order to test the speed of the algorithms more fairly, the experiments are repeated for 10 different noise samples of each image and the average of the 10 results is given in the tables. Tables 2-3 show the time required by the algorithms for restoring 512-by-512 images contaminated by salt-andpepper noise with different noise levels. We can see from the tables that CG or NSLQN methods are faster than the relaxation method especially when the noise level is high; the relaxation method has a comparable performance only when the noise level is low, a fact proven in Lemma 1. Moreover the restored results are basically the same either we minimize G or F . Figure 3 shows the restoration results obtained by applying Algorithms 1-3 to the Lena image corrupted with 70% and 90% salt-and-pepper noise, and Fig. 4 shows the results for four other images corrupted with 70% saltand-pepper noise. The corresponding PSNR values are listed there.
Conclusions
In this paper, we have studied the analytical properties of the functional F given in (9), and we have used them to show the convergence of conjugate gradient-type and nonsecant LQN methods when minimizing F . The minimization of F is required by 2-phase impulse denoising algo- rithms, and has been implemented, until now, via a 1D relaxation method. Here, we have proved both theoretically and by experiments that such method becomes slow when the noise level is high. The numerical experiments in Sect. 5 show that, in this case, the above CG and NSLQN methods are good alternatives to the relaxation method.
