The k-nearest-neighbor rule is a well known pattern recognition technique with very good results in a great variety of real classification tasks. Based on the neighborhood concept, several classification rules have been proposed to reduce the error rate of the k-nearest-neighbor rule (or its time requirements). In this work, two new geometrical neighborhoods are defined and the classification rules derived from them are used in several real data classification tasks. Also, some voting ensembles of classifiers based on these new rules have been tested and compared.
Introduction
Several scientific fields like pattern recognition, information retrieval, or data mining frequently use the same techniques for different purposes. For example, the k-Nearest Neighbor rule (k-NN) is often used in pattern recognition [1] for classification tasks. Also, the k-NN is used to obtain high performance data mining [2] [3], or efficient similarity retrieval of information [4] .
Given a set T of n points that are labelled with J different labels (ω 1 , . . . , ω J ), and given an unlabelled sample x, the k-NN rule R assigns to the sample x the most frequent label among the k points closest to x, i.e., if K i (x) is the number of points that are labelled with ω i among the k nearest points to x, this rule can be defined as:
From a theoretical point of view, the k-NN rule error rate is low (and bounded by as much as twice the Bayes error), and usually the classification time of a k-NN based classifier is small (by using a fast k-NN search algorithm). However, in real data tasks the behavior of the k-NN rule is not usually as good. In the last years, a number of alternative neighborhood definitions have been proposed in the literature in order to reduce the error rate of the k-NN rule, or to speed up the classification [5, 6] . Some of the new alternative rules to reduce the error rate are based on the use of the Gabriel and the Relative Neighborhood graphs [7] . There are also some surrounding rules, as the k Nearest Centroid Neighborhood rule, k-NCN, that classifies the sample using the neighbors whose centroid (mean) is closest to the sample. This rule looks for points that are not only close enough but also symmetrically distributed around a sample [5] .
The k-NCN rule has been shown to give significantly better results than the classical k-NN approach in many real data tasks. However, this rule cannot be used in the general case, where objects are represented by data structures such as strings. For example, in the k-means clustering algorithm, the median 1 can be used instead of the mean when strings are used and the number of strings belonging to a cluster is high enough 2 . However, in the k-NCN rule the mean is computed for a relatively small number of points (between 1 and k, with k << n). In this case, the use of the median instead of the mean is a wrong option.
In this paper some alternatives to the k-NN and k-NCN rules have been defined, compared and tested experimentally with a database where the objects are represented as strings. The edit distance between strings [8] has been used to compare the objects. The proposed classification rules (based on new neighborhood definitions) are suitable for any classification task where a dissimilarity measure is defined. As a complement to this work, some classifier ensembles (some of them based on the rules proposed) have been tested.
In the following section, two different alternatives to the k-NN rule based on the concept of surrounding neighborhood are presented. Section 3 describes the different ensemble schemes for combining classifiers. Next, the results for the proposed classifiers and ensembles are presented and compared in real data tasks. Finally, the conclusions drawn from the results are discussed, pointing the research to further work lines.
New Geometrical Neighborhood Definitions for Metric Spaces
The k-NN rule uses the neighborhood defined by the k closest points to an unlabelled sample to classify it. The k-NCN rule defines the neighborhood using the k neighbors whose mean is closest to the sample. Thus, a neighborhood definition has a corresponding classification rule that classifies the sample using the points belonging to the neighborhood. In this section, we propose two alternative neighborhood definitions based on the same type of information used in k-NCN rule: the distances and the geometrical distribution of points. The neighborhood definitions are proposed to overcome the problem of the representation of data in non vectorial spaces (i.e., metric spaces in general), that is, to select the surrounding points without computing the mean.
