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Abstract. Examples are given of nonsymmetric matrices for which the Bayleigh Quotient 
Iteration fails to converge to an eigenspace for a large set of initial vectors. 
Rayleigh Quotient Iteration is a method for finding an approximate eigenvector of a 
matrix. For an n x n real valued matrix A the algorithm produces a function FA : 
RP”-’ --i Rp”-l. To produce an approximate eigenvector one chooses an initial vector 
(we will assume at random) and applies FA to the initial vector until the desired degree 
of approximation is achieved. 
Corresponding to each real eigenvalue or conjugate pair of complex eigenvalues of A 
there is a primary invariant subspace. The probability of success of the algorithm is the 
measure of the set of initial vectors v for which F;(v) converges to a primary subspace 
of A. We say that Rayleigh Quotient Iteration succeeds for a given matrix A if F:(v) 
converges to a primary subspace of A for a set of initial vectors v of full measure. If this 
is not the case we say that the algorithm fails for A. 
The map FA is induced on RP”-’ by the following map FA defined on <ESC > R”. 
FL(c) = (A - pA(z)I where pA = (Az,z)/(z,z). If A is a symmetric matrix 
then Rayleigh Quotient Iteration succeeds (see [5] and [2]). It is an important problem 
in numerical analysis to find analogues of Rayleigh Quotient Iteration which succeed 
for nonsymmetric matrices. In this note we will examine the behavior of the algorithm 
corresponding to FA in the nonsymmetric case. It is shown in [7] that this algorithm 
succeeds in the rr = 2 case. We will show that this algorithm fails for a substantial set 
of nonsymmetric matrices. 
THEOREM. For each n 2 3 there is a non-empty open set of matrices for which Rayleigh 
Quotient Iteration fails. 
Note. This is the most straightforward generalization of the Rayleigh Quotient Iteration 
to nonsymmetric matrices. There are other generalizations however (see [6] and [4]). See 
also [3]. 
The proof of this result will appear in [I]. We give an outline here. 
OUTLINE OF PROOF: If for a given matrix A,the map FA has a hyperbolic sink which 
is not contained in a primary subspace then, for every initial vector v in the basin of the 
sink, F:(v) fails to converge to a primary subspace of A. Since the basin of a sink is a 
non-empty open set we conclude that Rayleigh Quotient Iteration fails for A. To prove 
the theorem it suffices to find in each dimension greater than or equal to 3 a matrix A 
for which FA has such a sink. It then follows from the persistence of hyperbolic sinks 
that for any matrix A’ sufficiently close to A the map FAN will have a hyperbolic sink as 
above and the algorithm will fail for A’. 
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We begin by describing the construction in dimension 3. Let 
A = 17, ii’ : 
( 1 0 0 d 
Let VI be the subspace of R3 spanned by the first two coordinate vectors. Let Vz 
be the subspace spanned by the last coordinate vector. The spaces VI and V2 are the 
primary subspaces of A. The subset of RP2 corresponding to VI is invariant under F. 
This set is a circle and we denote it by C. The dynamics of FIG depend only on c. 
At c = 1 FIG’ is a rotation of period two. For c > 0 there is an orbit of period two 
corresponding to the coordinate axes which we denote by p, and py . The stability of this 
orbit is determined by the derivative of F21C at p,. This number is 1 when c = 1 and 
decreases as c decreases. The period 2 orbit is attracting until the derivative becomes 
-1 when it undergoes a period doubling bifurcation which produces a sink z, of period 
4. These results are proved by using a one-dimensional bifurcation argument. 
The normal derivative to C is controlled by the relative norms of the eigenvalues of 
the first block and the second block of A. The eigenvalues of the first block are fi and 
the eigenvalue of the second block is d. Our objective is to adjust c in order to create 
z, and then adjust d to make z, normally repelling. This causes two period 4 sinks 
to bifurcate from ze. To make this rigorous we use the center stable manifold theorem 
and a one-dimensional bifurcation argument on the curve produced by the center stable 
manifold theorem. These sinks are not contained in either primary subspace of A. This 
completes the outline of the construction for n = 3. For n > 3 we construct a matrix by 
adjoining to A a block of the form ICI where h: is chosen to be sufficiently large. 
Note. Our computer calculations suggest that in the n = 3 case when c = 0.56 and 
d = 1.1 the point (-0.104,-0.995,0.107) is in the basin of a period 4 sink. This is an 
empirical result. These are not necessarily numbers which would be produced by our 
proof if we were to make it quantitative. 
Note. The formula for Fi defines a map on CP”-l. This map may produce a better 
algorithm than the one considered here. We do not know whether this algorithm succeeds 
on CP”-l. In any case the construction above does not seem to yield a counterexample 
in this setting. 
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