The finite global dimension of a tiled order over a discrete valuation ring is bounded by a function of the uniform dimension of the order, but the exact form of w x the function is unknown. Let N be the uniform dimension. A conjecture T1 that w x the bound is N y 1 was disproved F2 by producing an example of global dimension N. We construct, for any even N G 8, a tiled order of uniform dimension N having global dimension 2 N y 8. has finite global dimension exceeding this bound. Much of the work on this conjecture has been confined to the study of tiled orders. While quite a bit easier to work with than arbitrary orders, the class of tiled orders is still large enough to have a rich and varied structure. w x Among the results in line with the conjecture: Tarsy T2 showed there is Ž an upper bound on the finite finitistic dimensions and so on the finite . Ž. w x global dimensions of tiled orders in M K ; Jategaonkar J1 proved N 572
has finite global dimension exceeding this bound. Much of the work on this conjecture has been confined to the study of tiled orders. While quite a bit easier to work with than arbitrary orders, the class of tiled orders is still large enough to have a rich and varied structure. w x Among the results in line with the conjecture: Tarsy T2 showed there is Ž an upper bound on the finite finitistic dimensions and so on the finite . Ž. w x global dimensions of tiled orders in M K ; Jategaonkar J1 proved w x Tarsy's conjecture for triangular tiled orders and J2 for tiled orders with w x Ns2, 3, 4; Kirkman and Kuzmanovich KK proved Tarsy's conjecture for w x tiled orders containing the radical of a maximal over order; Fujita F2 proved Tarsy 
N
Some of the constructions used to prove this result have formulas that make sense only for ''large'' N. To be precise: the definition of the '' X '' modules in Section 4 and the definition of the ''T '' modules in Section 6 require N G 12, while the proofs described for the results in Sections 4᎐6 require N G 26. However, the tiled order ⌳ described in Section 2 has N global dimension 2 N y 8 for every even N G 8. The verification of this result for N s 8, 10, . . . , 24 was done independently with the aid of a computer program written by the authors.
Throughout this paper, all modules will be finitely generated right modules.
TILED ORDERS AND LINK DIAGRAMS
Throughout, N will be an integer, and e , 1 F i, j F N, will be the exponent matrix is redundant. In fact, this matrix is completely determined Ž . by those entries ␥ with i / j satisfying
We use this inequality to define the link diagram of ⌫, a directed graph with weighted edges.
Ž . The vertex set for the link diagram is 1, . . . , N. If 1.1 holds for vertices Ž . i / j there is said to be a link from j to i of weight ␥ notation: j ª i . We now introduce some notation that will be used throughout the Ž . Ž . paper. Let J s J ⌫ be the Jacobson radical of ⌫. Let P i s e ⌫, the ith ii Ž . indecomposable projective, i.e. the ith row of ⌫, and let J i s e J, the ii Ž .
Ž . Ž . radical of P i . Let S s P i rJ i , the ith simple module, and let M be Ž . Ž . 2 P j is a summand of the projecti¨e co¨er of J i ;
We will make heavy use of the fact that any torsion-free uniform ⌫ Ž . w x module U can be embedded in the unique simple M K module K иии K . N Pick such an embedding, then 
Ž .
In the abo¨e situation P j occurs in the projecti¨e co¨er of U with multiplicity u j Ž . w x 1and the co¨ering map is gi¨en by the inclusion of P j in K, . . . , K .
In particular, if U s J i the covering map is
Now consider a short exact sequence In the situation of the corollary it is easy to see that mq 1 s 1 q 1 .
i j i j Ž . We will need the special case of Lemma 1.4 when U s J i for some i, that is, we have the short exact sequence
for some nonzero V a submodule of J i . Combining Lemma 1.4 with Corollary 1.6 gives the following. If the projective cover of a module has large uniform dimension, it can be an onerous task to decompose the syzygy into a direct sum of indecomposable modules. Unless this decomposition is performed, the computation of the next syzygy will be needlessly complicated. However, if the projective cover of a uniform module has uniform dimension 2 or 3, the syzygy can be easily decomposed into a direct sum of indecomposable modules. The following lemmas are easily verified. For any module X let ⍀ X denote the syzygy of X.
THE EXAMPLE DESCRIBED
From now on N will be even with n s Nr2, and ⌳ will be the i links between odd vertices, 2 k y 1 ª 2 k q 1 for k s 1, . . . , n y 1, 2 k q 1 ª 2 k y 1 for k s 1, . . . , n y 1, 1 ª 7;
iii links with an odd source and even sink, 2 k y 1 ª 2 k y 4 for k s 3, . . . , n, 2 k y 1 ª 2 k q 4 for k s 1, . . . , n y 2, 1 ª 2;
Ž . iv links with an even source and odd sink,
Ž . Some links of type iv do not exist for N s 8.
We can now define ⌬ . 
¢ 2 DEFINITION 2.3. The exponent matrix for ⌳ is given by 
We now proceed to derive recursive relations for the ␦ that, by i j repeatedly passing from N to N y 2, will allow us to verify relations for general N using the exponent matrix ⌬ . Ž . The proof now consists of a routine check using Definition 2.1 of the Ä 4 various possibilities for l ª k ª m with k ) max l, m, 10 . For example, if k is odd, the path k y 7 ª k ª k y 2 can be replaced with k y 7 ª k y 9 ª k y 2. The other cases are similar.
As a consequence of this lemma, the entry ␦ is independent of N, i j Ä 4 provided only that N G max i, j G 10. It can also be shown that the Ä 4 Ž . entries ␦ where max i, j -10 are independent of N provided N G 10 :
Using the lemma once again, it suffices to show that for every path j ª k ª i with i, j -10 and k G 10 there is either a link j ª i or a path j ª m ª i with m -10. This can be done with a routine inspection of Ž . Ž . G G . Since the difference j y i is also independent of N, so is by 
Note that, while these infinite matrices are matrices of exponents, they are not the exponent matrices of any ring of interest. However, we will abuse notation and refer to them as exponent matrices. We proceed to establish some recurrence relations that hold for the ␦ in the exponent i j matrix ⌬ . These relations will be used heavily in later sections. First we ϱ need a preliminary lemma.
We define the infinite directed graph:
Ž . This is just the unweighted link graph corresponding to the exponent matrix ⌬ , i.e. for every pair of vertices i and j in G G , the shortest path ϱ ϱ from j to i has length ␦ . 
. Gi¨en two¨ertices j and i in G G there is a minimal length ϱ

Ä 4 path from j to i such that all intermediate¨ertices k ) min i, j .
Proof. It is enough to consider paths l ª k ª m of length 2 with Ä 4 k-min l, m and show there is a path l ª p ª m with p ) k. The proof Ž . now consists of a routine check using Definition 2.1 of the various possibilities as in the proof of Lemma 2.4, the only difference being there are a few more cases to consider since k s 1 and k s 2 must be considered separately from the case of general odd or even k.
RECURSION RELATIONS 2.7. Gi¨en indices i, j, we ha¨e
Ž .
i Shift 2 Relation:
Ž .
ii Shift 12 Relation:
A paraphrase may be in order. The above relations should be thought of as statements about the infinite exponent matrix ⌬ . The Shift 2 Relation says that, provided one does not end up in row 2 or column 1, moving two steps up and to the left along an off diagonal does not change the value of ␦.
The Shift 12 Relation says that moving 12 steps towards the main diagonal in a horizontal or vertical direction decreases the value of ␦ by 2. This motion is subject to a few restrictions: it must stay within the matrix Ž . positive indices ; the vertical movement must be in columns 1, 2, or 3; the horizontal movement must be from right to left and should not cross the main diagonal.
The proofs of these recurrence relations will occupy the remainder of this section.
Proof of Shift 2 Relation. Define another infinite directed graph G G
X by ϱ removing the three exceptional edges 1 ª 7, 1 ª 2, and 8 ª 2 from G G .
ϱ Let ␦ X be the minimal length of a path from vertex j to vertex i in G G X . By i j ϱ Lemma 2.6, for any vertices s and t, a path from t to s of minimal length Ä 4 in G G can be found that only passes through vertices k G min s, t . In ϱ particular, if s / 2 and t / 1, then none of the three exceptional edges need be used, and the above path lies in G G X . Consequently, ␦ s ␦ X ϱ s, t s ,t provided s / 2 and t / 1. Since we are assuming i y 2 / 2 and j y 2 / 1 Ž . Consider the embedding :
Conversely, since i G 3 and j G 4 Lemma 2.6 guarantees that there is a path p of minimal length from j to i in G G X with all intermediate vertices
Then p s q for some paths q from j y 2 to i y 2 in G G .
So ␦ G ␦ , and the Shift 2 recurrence relation is established.
Proof of Shift 12 Relation. We first consider the equation ␦ s ␦ i j iy12, j Ä 4 q2 for i G 13 and j g 1, 2, 3 . We can see this equation is satisfied for 24 G i G 13 by inspecting the exponent matrix for ⌬ found at the end of 24 Section 3. So we assume i G 25.
Since ␦ F ␦ q ␦ F 2 q ␦ it suffices to prove the re-
iy12, j i y 12, j verse inequality. We induct on ␦ , the minimal length of a path from j to i i j
there is a minimal length path j ª k ª иии ª i Ä 4 and ␦ -␦ . Since j g 1, 2, 3 and j ª k we see from Definition 2.1 that
1FkF9. We accordingly apply the Shift 2 Relation t times t F 3 to
Ä 4 obtain ␦ s ␦ with i y 2 t G 19 and k y 2 t g 1, 2, 3 . We have Now consider the equation ␦ s 2 q ␦ for j G i q 12. After re-
peatedly applying the Shift 2 Relation if necessary we may assume i g Ä 4 1, 2, 4 . Another inspection of the exponent matrix for ⌬ shows we may 24 also assume j G 25. The argument is now analogous to that given for the other equation and we omit it.
SKETCH OF PROOF DETAILS
In Sections 4 and 5 we define a number of torsion-free uniform ⌳ modules by giving their projective covers. We then compute the syzygies of these uniform modules. In Section 6 we define a number of torsion ⌳ modules by presenting them as quotients of torsion-free uniform modules. We then compute their composition factors.
The present section is devoted to a sketch of the technique used to prove these results from Sections 4᎐6. All the proofs use the same reduction method which we will illustrate with an example. But, first we give a brief outline of the argument.
The proofs of all the results proceed along the same mechanical lines: we interpret each statement to be proved as equations satisfied by the Ž . entries of the exponent matrix of ⌳, and then use 2.2 to rewrite these The above reduction is possible because, in every equation we need to consider, all the ␦ lie in a single column with row indices no more than i j nine positions apart. The algorithm is to first apply the Shift 2 Relation, reducing all indices in an equation by 2, as many times as possible. We are Ž . Ä 4 only obliged to stop when the equation has column index t g 1, 2, 3 , or Ä 4 the smallest row index s g 1, 2, 4 . Next, we repeatedly apply the Shift 12 Ä 4 Relation. If t g 1, 2, 3 we reduce the row indices by 12 provided the Ä 4 smallest row index is at least 13. If s g 1, 2, 4 we reduce the column index by 12 provided it is at least 12 more than the largest row index. Now, for an example of the technique, consider the relation ⍀ X s X k k y 1 from Proposition 4.2 for 2 F k F n y 2. Using the definitions of X and k Ž . X Definition 4.1 , we can express this relation as
and Lemma 1.8 allows us to interpret this as the equations
x Now multiplying by 2 and using the definition of Eq. 2.1 gives us
Ä 4
This in turn becomes
Notice that the smallest row index is odd for these particular equations. Ž . Take one of these equations with j F 2 k y 3 the smallest row index . Ž The Shift 2 Relation can be applied repeatedly since the smallest row . index will always be odd and at least as large as the column index until the Ä 4 equation has column index t g 1, 2, 3 . Then the Shift 12 Relation can be Ž . applied until the equation has smallest and odd row index s F 11. We Ä 4 Ä 4 obtain an equation of the form y1 q max ␦ , ␦ s min ␦ , ␦ sq2, t sq5, t s , t sq3, t Ä 4 Ä 4 for some s g 1, 3, 5, 7, 9, 11 and t g 1, 2, 3 . All of these 18 equations do in fact hold. Now take one of the original equations with j ) 2 k y 3. In this case the smallest row index is still odd, but now smaller than the column index. So, Ž the Shift 2 Relation can be applied until the equation has smallest and . odd row index s s 1. Then, since the largest row index is 6, the Shift 12 Relation can be applied until the equation has column index t -18 s 12 Ä 4 q6. We are left with an equation of the form y1 q max ␦ , ␦ s
for some 2 F t F 17. Again, all of these 16 equations do 1, t 4, t hold.
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3 n y 8
Note that a quick inspection of the weighted link diagram of ⌳ shows that the links to N y 1 are N y 8 ª N y 1, N y 3 ª N y 1, and
Ž . Nª Ny1 where we have used 2.2 to compute the weights. Now n Ž . Lemma 1.3 allows us to construct the projective cover of J N y 1 :
Proof. An invocation of Lemma 1.10 will give us 1 once we show
3 n y 9 3 y n X s 4 y N P N y 3 l 3yn P N ,
Ž . Similarly for 2 we need
Ž . The above eight equalities along with those from 3 are proved as described in Section 3.
An immediate consequence of this proposition is that, for every k from Ž . 1 to 3n y 8, X has projective dimension k. In particular, since J N y 1 k ( X , we have the following. 
THE Y MODULES
There is another class of uniform modules we use to compute the global dimension of ⌳.
We list the syzygies of these Y modules. The proof of the following proposition once again follows the outline in Section 3 and is omitted. 
6. THE GLOBAL DIMENSION OF ⌳ IS 2 N y 8
N
In this section we bring together the two types of uniform modules, the X and Y, to compute the projective dimensions of the simple right modules Ž . Ž . S s P i rJ i . The statement that the global dimension is 2 N y 8 is an i immediate corollary of the following theorem. Note in particular that the unique simple right module with maximal projective dimension is given by Ž . pd S s 2 N y 8. Ž . 
Ž .
inclusion Y : J 3 is equivalent to 2 q y G for j / 3 and 2 q y G 4 j 3 j 3 Ä 4 1. The statement that C s 1, 3, 5 amounts to saying all these inequalities 1 Ž are actually equalities except for j s 1, 3, 5 and in these cases since no simple module occurs as a composition factor with multiplicity more than . 1 we have 2 q y s q 1, 2 q y s 1 q 1, and 2 q y s q 1. As in 1 3 1 3 5 3 5
Sections 4 and 5 we omit further details of the proofs. We return once again to considering Theorem 6.1. Ž . Note that formula 2 of Theorem 6.1 is an immediate consequence of the isomorphism T ( S : there is then a short exact sequence greater than 2 has weight greater than 2 y n. Applying Corollaries 1.6 and 1.7 shows that S is a composition factor of T J, that is, S is the 
