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ABSTRACT
APPLICATION OF ITERATIVE TECHNIQUES FOR
ELECTROMAGNETIC WAVE SCATTERING FROM
DIELECTRIC RANDOM ROUGH SURFACES
Kıvanc¸ I˙nan
M.S. in Electrical and Electronics Engineering
Supervisor: Asst. Prof. Vakur B. Ertu¨rk
July, 2005
Mobile radio planning requires accurate prediction of electromagnetic field
strengths over large terrain profiles. However the conventional method of mo-
ments (MoM) becomes unsuitable for electrically large rough dielectric surfaces,
because of the O(N3) computational cost due to the large number of surface
unknowns N . Iterative Methods are beneficial methods for faster electromag-
netic problem solutions. By using such methods, very accurate results can be
achieved, causing a computational cost of O(N2). In this work, among the sta-
tionary iterative methods; Forward-Backward Method (FBM), and among the
nonstationary iterative ones; Conjugate Gradient Squared (CGS), BiConjugate
Gradient Stabilized (Bi-CGSTAB) and Quasi Minimal Residual (QMR) Methods
are presented to investigate the electromagnetic wave scattering from dielectric
random rough surfaces. These techniques are compared to each other over various
kinds of surface models that reflect the real terrains to find out the best solution
methodologies. Furthermore, efficiency of the methods are assessed by compar-
ing the obtained scattering results, normalized radar cross sections (NRCS) of
the surfaces considered, with the numerically exact ones computed by employing
the MoM.
Keywords: Random Rough Surface Scattering, Method of Moments (MoM),
Forward-Backward Method (FBM), Conjugate Gradient Squared Method (CGS),
BiConjugate Gradient Stabilized Method (Bi-CGSTAB), Quasi Minimal Residual
Method (QMR), Normalized Radar Cross Section (NRCS).
iv
O¨ZET
DI˙ELEKTRI˙K RASGELE DALGALI YU¨ZEYLERDEN
ELEKTROMANYETI˙K DALGA SAC¸ILMASINDA
I˙TERATI˙F YO¨NTEMLERI˙N UYGULAMALARI
Kıvanc¸ I˙nan
Elektrik ve Elektronik Mu¨hendislig˘i, Yu¨ksek Lisans
Tez Yo¨neticisi: Asst. Prof. Vakur B. Ertu¨rk
Temmuz, 2005
Mobil radyo planlaması genis¸ yu¨zey yapılarında elektromanyetik alan kuvve-
tinin dog˘ru tahminini sag˘lamaktadır. Ancak klasik moment yo¨ntemi, (MoM),
yu¨zey bilinmeyenleri c¸ok fazla oldug˘u zaman, c¸o¨zu¨mleme yu¨ku¨nu¨n O(N3) ol-
masından dolayı c¸ok dalgalı ve elektriksel olarak genis¸ yu¨zeylerde uygun ol-
mamaktadır. I˙teratif yaklas¸ımlar, elektromanyetik problemlerin daha hızlı
c¸o¨zu¨mlemeleri hususunda oldukc¸a etkilidir. Bu yo¨ntemler kullanılarak, c¸o¨zu¨m
yu¨ku¨ O(N2) olan c¸ok dog˘ru sonuc¸lar elde edilebilir. Bu tezde, sabit iter-
atif yo¨ntemlerden I˙leri-Geri Metodu ve sabit olmayan iteratif yo¨ntemlerden
Kısmen Minimum Kalan, Bi-Es¸lenik Gradyan Stabil ve Es¸lenik Gradyan
Kareli yo¨ntemlerinin dielektrik rasgele dalgalı yu¨zeylerdeki elektromanyetik dalga
sac¸ılmaları uygulamalarına yer verilmis¸tir. Ayrıca bu c¸o¨zu¨mleme teknikleri, en iyi
c¸o¨zu¨mleme metodolojilerini ifade etmek ic¸in gerc¸ek yu¨zeyleri yansıtan birc¸ok pro-
fil ic¸in kars¸ılas¸tırılmıs¸tır. Bunlarla birlikte bu tezde kullanılan iteratif yo¨ntemlerin
bas¸arısı ve dog˘rulug˘u, yo¨ntemler vasıtasıyla elde edilen normalize edilmis¸ radar
kesit alanlarının, numerik olarak kesin sonuc¸ olan MoM’un uygulanmasıyla bulu-
nan normalize edilmis¸ radar kesit alanlarıyla kars¸ılas¸tırılarak deg˘erlendirilmis¸tir.
Anahtar so¨zcu¨kler : Rasgele Dalgalı Yu¨zey Sac¸ılması, Moment Yo¨ntemi, I˙leri-Geri
Yo¨ntemi, Kısmen Minimum Kalan Yo¨ntemi, Bi-Es¸lenik Gradyan Stabil Yo¨ntemi,
Es¸lenik Gradyan Kareli Yo¨ntemi, Normalize Edilmis¸ Radar Kesit Alanı.
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Chapter 1
Introduction
Electromagnetic wave scattering is an active, interdisciplinary area of research
with a plenty of theoretical and practical applications in fields ranging from
atomic physics to medical imaging to geoscience, optics, acoustics, radiowave
propagation and remote sensing. In particular, the issue of wave scattering from
random discrete scatterers and rough surfaces presents both theoretical and nu-
merical challenges due to the large degrees of freedom in these systems and the
need to include multiple scattering effects precisely. In the past three decades,
considerable theoretical improvement has been made in enlightening and un-
derstanding the scattering process involved in such problems. Diagrammatic
techniques and effective medium theories persist essential for analytical stud-
ies; however, rapid development in computer technology has opened new doors
for researchers with the full power of Monte Carlo simulations in the numerical
analysis of rough and random media scattering. Numerical simulations allow to
solve the Maxwell’s equations accurately without the limitations of analytical
approximations, whose regimes of validity are often difficult to assess.
Both analytical [1]-[2] and numerical methods [3]-[5] have been devised for the
analysis of the problem. Approximate analytical methods attract the attention,
since they allow an immediate comprehension of scattering dependence on surface
geometric and electromagnetic properties. However, they are not valid for a large
range and do not include some important and interesting classes of rough surface
1
CHAPTER 1. INTRODUCTION 2
cases. For instance, grazing angle incidence cannot be easily handled by using
analytical methods because they cannot properly account for multiple scatter-
ing and shadowing, which are very fundamental concepts for grazing angle case.
Accordingly, in recent years many studies have focused on numerical methods,
and in particular on the method of moments (MoM) [3]-[25] and furthermore the
iterative methods [6]-[25] in order to reduce the high-computational cost of the
direct numerical computation via the MoM.
1.1 Literature Survey
Axline and Fung [3] simulated the wave scattering from a perfectly conducting
random surface by calculating the surface current density induced by an impinging
plane wave using the MoM. The scattering coefficient was obtained by averaging
scattered fields from samples of computer generated random surfaces. In a later
paper by Fung and Chen [4], the method of generating random profiles with
specified correlation functions was developed, giving the simulation technique an
additional control over the statistical properties of the rough surface target. In
the paper by Chen and Bai [5], the detailed MoM simulation of wave scattering
from a computer generated-dielectric rough surface in two-dimensional space was
given.
The direct solution procedure for the MoM matrix equation such as LU de-
composition has O(N3) computational cost. Therefore, the usage of iterative
schemes have been considered, which solve for the surface current (or near fields)
in O(N2) steps. Holliday et al. in [6], and Kapp and Brown in [7] used the
forward-backward method (FBM), a stationary iterative method, for the cases of
perfectly electrically conducting (PEC) surfaces that are single valued and rough
in one dimension. Then, Tran [8] applied the same method with its brand new
name, the method of ordered multiple interactions (MOMI), to scattering from
a two-dimensional perfectly conducting rough surface problem and derived that
the convergence rate of the iterative procedure strongly depends on the order
in which the current elements are updated. This method converges impressively
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fast but shows some irregularities for some cases, like very rough surfaces, low
grazing angles, circular cylindrical scatterers etc. On the other hand, nonstation-
ary algorithms were imposed into scattering from PEC rough surface problems,
by Smith et al. [9] who used the biconjugate gradient (BiCG) method, Donohue
et al. [10] who used a preconditioned multigrid generalized conjugate residual
(GCR) approach and Chen [11], who used the conjugate gradient type methods.
Although nonstationary techniques are slower in terms of convergence, they are
more robust in many ill-conditioned situations. West and Sturm in [12] exam-
ined the performance of both stationary (i.e., Jacobi and MOMI) and nonsta-
tionary iterative techniques (i.e., biconjugate gradient stabilized (Bi-CGSTAB),
quasi minimal residual (QMR), general minimal residual (GMRES) and conju-
gate gradient-normal equation (CGNR) methods) under various conditions and
investigated their convergence capabilities for rough PEC surface problems. In
[13], the generalized forward-backward method (GFBM) has been proposed for
re-entrant rough PEC surface problems such as a ship in a sea or a large break-
ing wave. This new method uses a hybrid combination of the conventional FBM
method and the MoM. Afterwards, Chou and Johnson [14] spectrally acceler-
ated the FBM (FB/NSA) resulting in an O(N) computational cost. This new
method became capable of solving electromagnetic scattering from electrically
large, rough PEC and impedance surfaces. In [15], (FB/NSA) was used for cal-
culation of backscattering from rough PEC surfaces.
Recently, the case of scattering from dielectric random rough surfaces has
been of great interest. In the paper of Benali et al. [16], the scattering of plane
waves from a dielectric medium bounded by a one-dimensional rough surface
was formulated. In [17], an efficient numerical solution for the scattering prob-
lem of inhomogeneous dielectric rough surfaces was presented. In [18], using
the MoM, the physics-based two-grid method (PBTG) was combined with the
banded-matrix iterative approach/canonical grid method to solve rough surface
scattering problem for near grazing incidences and for high dielectric permit-
tivities. Then West, in [19], examined the integral equation formulations for
scattering from lossy interfaces for their suitability to various iterative solution
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methods. The analysis was limited to interfaces that are uniform in one dimen-
sion and of high enough conductivity so that impedance boundary conditions are
accurate. After that, Iodice, Franceschetti and Riccio [23] focused on the prob-
lem of scattering of electromagnetic waves from rough dielectric surfaces. They
assumed the rough surface to be fractal and solved the problem with MoM. They
gave the matrix formulations in a detailed way and compared the MoM results
with the small perturbation method (SPM) results. Afterwards, Iodice in [24]
solved a similar problem using the FBM and chose the surface to be a Gaussian
or exponentially correlated random surface. He modified the method in a way to
fit into this matrix equation, which has some irregularities as will be discussed
in the following chapters. Furthermore, he compared the convergence rate of the
proposed iterative scheme by using the obtained scattering results with the ones
computed by MoM. Following [24], he presented the forward-backward approach
in [25] for scattering from dielectric fractal surfaces in a similar way.
Nowadays, electromagnetic scattering from partially buried objects at the
dielectric random rough surfaces attracts the attention ([26]), but the study of
such cases are beyond the scope of this thesis.
1.2 Scope and Contributions of the Thesis
This thesis addresses the iterative solution of dielectric random rough surface
scattering problem in several aspects. The convergence behavior of the iterative
methods are compared to figure out their limitations for these situations.
First of all, the analogous integral equations for electromagnetic wave scatter-
ing from rough dielectric surfaces are derived. The equations are compared with
the ones presented in [23]. Then, by using MoM and direct lower-upper (LU)
decomposition, ”numerically exact” solutions are derived for the Gaussian and
exponentially correlated rough Gaussian dielectric surfaces. In order to assess the
accuracy of the solutions, both bistatic and monostatic noncoherent radar cross
section (NRCS) of the corresponding surfaces for various angles of incidence are
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evaluated and compared with the ones that are given in [24].
After achieving very good agreement, similar problems are solved by using
iterative techniques, Forward-Backward Method (FBM), which is a stationary
iterative method and three nonstationary algorithms; namely, Quasi Minimal
Residual (QMR), Conjugate Gradient Squared (CGS) and BiConjugate Gradient
Stabilized (Bi-CGSTAB) methods. Their convergence performances are investi-
gated over various profiles of roughness scales and dielectric permittivities, by
comparing the obtained scattering results with the ”numerically exact ones”,
computed by employing the conventional MoM.
For electromagnetic wave scattering from dielectric random rough surface
problems, investigation of the efficiency of nonstationary algorithms in the so-
lution process is addressed first in this thesis. Furthermore, the problem of elec-
tromagnetic scattering from re-entrant dielectric surfaces is included, which is
another novel contribution.
1.3 Outline of the Thesis
This thesis is organized as follows. Chapter 2 introduces the fundamental con-
cepts about dielectric rough surface scattering, and contains the random rough
surface generation methodologies as well as other fundamental definitions that
are going to be used. Chapter 3 describes the formulation and the solution of
the problem along with the employment of the MoM. Chapter 4 includes the
derivation and implementation of the iterative methods that are used to solve
the formulated matrix equation. In Chapter 5, numerical results are given along
with a discussion of their convergence rate. Finally, Chapter 6 contains conclu-
sions and directions for future research. An ejwt time convention is used and
suppressed throughout this thesis. On the other hand, in matrix equations, such
as A x = b, the vectors are denoted by x, b and the matrix is denoted by A. How-
ever, in other cases (mainly in the formulation of the integral equations), vectors
are typed bold, such as E,H.
Chapter 2
Background
2.1 Integral Equation Formulation For Dielec-
tric Surfaces
The objective of the integral equation (IE) method for scattering is to derive
the solution for the unknown current density, which is induced on the surface of
the scatterer, in the form of an integral equation where the unknown induced
current density is part of the integrand. Then by solving the integral equation
using numerical techniques such as the method of moments (MoM), the current
density on the surface and the scattered field can be determined [27].
2.1.1 General Equations for Electromagnetic Fields with
Electric and Magnetic Sources and Boundary Con-
ditions
In formulating integral equations for electromagnetic wave scattering, a conve-
nient method is the use of equivalent electric and magnetic currents [28].
The Maxwell’s and the continuity equations with electric sources of current
6
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density J, volume charge density ρev, and surface charge density ρes are written
as follows [29]:
∇× E = −jωµH (2.1)
∇×H = jω²E+ J (2.2)
∇ · ²E = ρev (2.3)
∇ · µH = 0 (2.4)
∇ · J+ jωρev = 0 (2.5)
∇s · Js + jωρes = 0 (2.6)
where ∇s · Js is the surface divergence of Js with Js being the surface current
density.
Electric and magnetic fields can also be written in terms of vector potential
A and scalar potential φ as
H =
1
µ
∇×A (2.7)
E = −jωA−∇φ (2.8)
where A and φ satisfy the following wave equations:(∇2 + k2)A = −µJ (2.9)(∇2 + k2)φ = −ρev
²
. (2.10)
Making use of the free-space scalar Green’s function given by
g(r, r′) =
e−jk|r−r
′|
4pi|r− r′| , (2.11)
the vector potential A and the scalar potential φ can be expressed in the form of
an integral as
A(r) = µ
∫
dr′g(r, r′)J(r′) (2.12)
φ(r) =
1
²
∫
dr′g(r, r′)ρev(r′). (2.13)
Then, the magnetic field can be found by using (2.7) and (2.12) as
H = ∇×
∫
dr′g(r, r′)J(r′) =
∫
dr′∇g(r, r′)× J(r′), (2.14)
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where the vector identity
∇× (ψA) = ∇ψ ×A+ ψ∇×A (2.15)
is used. Similarly, substituting (2.12) and (2.13) into (2.8), the electric field is
given by
E(r) = −jωµ
∫
dr′g(r, r′)J(r′)−∇1
²
∫
dr′g(r, r′)ρev(r′) (2.16)
and making use of the equation of continuity (2.5), the final expression for the
electric field is obtained as
E(r) = −jωµ
[∫
dr′g(r, r′)J(r′) +
1
k2
∇
∫
dr′g(r, r′)∇′ · J(r′)
]
. (2.17)
Consequently, fields are expressed in terms of only the electric current density
(J).
A similar procedure is carried out for the case of equivalent magnetic sources
such that for a magnetic current density M, volume charge density ρmv, and
surface charge density ρms, the Maxwell’s and the continuity equations are given
by
∇× E = −jωµH−M (2.18)
∇×H = jω²E (2.19)
∇ · ²E = 0 (2.20)
∇ · µH = ρmv (2.21)
∇ ·M+ jωρmv = 0 (2.22)
∇s ·Ms + jωρms = 0. (2.23)
The electric and magnetic fields can be expressed in terms of another vector
potential F and another scalar potential ψ as
E = −1
²
∇× F (2.24)
H = −jωF−∇ψ (2.25)
where F and ψ satisfy the following wave equations:(∇2 + k2)F = −²M (2.26)(∇2 + k2)ψ = −ρmv
µ
. (2.27)
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Using the free-space scalar Green’s function given in (2.11) we have
F(r) = ²
∫
dr′g(r, r′)M(r′) (2.28)
ψ(r) =
1
µ
∫
dr′g(r, r′)ρmv(r′). (2.29)
Substituting (2.28) into (2.24) and making use of (2.15), the electric field is ob-
tained as
E = −∇×
∫
dr′g(r, r′)M(r′) = −
∫
dr′∇g(r, r′)×M(r′), (2.30)
and by substituting (2.28) and (2.29) into (2.25) and making use of (2.22), the
magnetic field is given by
H(r) = −jω²
[∫
dr′g(r, r′)M(r′) +
1
k2
∇
∫
dr′g(r, r′)∇′ ·M(r′)
]
. (2.31)
Consequently, similar to equivalent electric sources case, the fields are expressed
in terms of only the magnetic current density (M).
Finally, when both electric and magnetic sources are present, (2.14), (2.16)
and (2.30), (2.31) are combined to give
E(r) = −
∫
dr′∇g(r, r′)×M(r′)
−jωµ
[∫
dr′g(r, r′)J(r′) +
1
k2
∇
∫
dr′g(r, r′)∇′ · J(r′)
]
(2.32)
H(r) =
∫
dr′∇g(r, r′)× J(r′)
−jω²
[∫
dr′g(r, r′)M(r′) +
1
k2
∇
∫
dr′g(r, r′)∇′ ·M(r′)
]
. (2.33)
On the other hand, the boundary conditions separating two media of µ1, ²1
and µ2, ²2 (refer to Figure 2.1) where also surface electric and magnetic sources
exist are as follows:
nˆ× E1 − nˆ× E2 = −Ms (2.34)
nˆ×H1 − nˆ×H2 = Js (2.35)
nˆ · ²1E1 − nˆ · ²2E2 = ρes (2.36)
nˆ · µ1H1 − nˆ · µ2H2 = ρms. (2.37)
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Figure 2.1: Two media with µ1, ²1 and µ2, ²2 where both electric and magnetic
current sources exist.
2.1.2 Physical Problem
Consider an arbitrarily polarized incident wave (with electric field Einc and mag-
netic field Hinc) which illuminates a dielectric surface as depicted in Figure 2.2.
Let ²1, µ1 be the permittivity and permeability of region 1 (which is above the
interface), respectively, and ²2, µ2 be the permittivity and permeability of region
2 (which is below the interface), respectively. The unit normal nˆ is defined point-
ing toward region 1 as shown in Figure 2.2. In region 1, the electromagnetic fields
are given by
E1 = E
inc + Es (2.38)
H1 = H
inc +Hs (2.39)
where Es and Hs are the scattered electric and magnetic fields, respectively. On
the other hand, in region 2, the electromagnetic fields are E2 and H2. Finally,
for this situation, the boundary conditions are modified to be
nˆ× E1 − nˆ× E2 = 0 (2.40)
nˆ×H1 − nˆ×H2 = 0 (2.41)
nˆ · ²1E1 − nˆ · ²2E2 = 0 (2.42)
nˆ · µ1H1 − nˆ · µ2H2 = 0, (2.43)
CHAPTER 2. BACKGROUND 11
Figure 2.2: Physical problem describing the scattering from rough dielectric sur-
face
since there is neither surface currents nor surface charges at the interface between
the regions 1 and 2.
Two equivalent problems, one for region 1 and another for region 2 can be
derived and then combined to obtain the resultant integral equations to be used
in determining the surface E and H fields.
2.1.3 Equivalent Problem for Region 1
For Region 1 (let’s consider as equivalent problem A), assume the same incident
field Einc and magnetic field Hinc and the same electric field E1 and magnetic
field H1 in region 1 as in the physical problem. In this equivalent problem A, let
there be equivalent sources on the boundary as seen in Figure 2.3, which satisfy
−MAs = nˆ× E1 (2.44)
JAs = nˆ×H1 (2.45)
ρAes = nˆ · ²1E1 (2.46)
ρAms = nˆ · µ1H1. (2.47)
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Figure 2.3: Equivalent problem A for scattering from dielectric rough surface
On the other hand, from the boundary conditions given by (2.34)-(2.37), we have
nˆ× E1 − nˆ× EA2 = MAs (2.48)
nˆ×H1 − nˆ×HA2 = JAs (2.49)
nˆ · ²1E1 − nˆ · ²2EA2 = ρAes (2.50)
nˆ · µ1H1 − nˆ · µ2HA2 = ρAms. (2.51)
Using (2.44)-(2.47) in (2.48)-(2.51), we haveEA2 = 0 ,andH
A
2 = 0 at the boundary.
By Huygen’s principle
EA2 = 0 (2.52)
HA2 = 0 (2.53)
everywhere in region 2 ([30], [31]). Whereas, in region 1 the scattered field gener-
ated by these equivalent sources can be derived by considering (2.32) and (2.33):
Es(r) = −jωµ1
[∫
dS ′g1(r, r′)JAs (r
′) +
1
k21
∇
∫
dS ′g1(r, r′)∇′s · JAs (r′)
]
−
∫
dS ′∇g1(r, r′)×MAs (r′) (2.54)
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Hs(r) = −jω²1
[∫
dS ′g1(r, r′)MAs (r
′) +
1
k21
∇
∫
dS ′g1(r, r′)∇′s ·MAs (r′)
]
+
∫
dS ′∇g1(r, r′)× JAs (r′) (2.55)
where
g1(r, r
′) =
e−jk1|r−r
′|
4pi|r− r′| . (2.56)
It should be mentioned at this point that the equivalent sources radiate to
whole space. As these equivalent sources radiate into region 2, these fields will
cancel the incident fields to yield EA2 = 0 and H
A
2 = 0 ((2.52) and (2.53)). Note
that region 2 also has ²1 and µ1 as region 1. For r in region 2, we thus have the
total electric field equation from the extinction theorem as Einc+Es = 0 yielding
an expression for the incident electric field Einc(r) as
Einc(r) = jωµ1
[∫
dS ′g1(r, r′)JAs (r
′) +
1
k21
∇
∫
dS ′g1(r, r′)∇′s · JAs (r′)
]
+
∫
dS ′∇g1(r, r′)×MAs (r′). (2.57)
In a similar fashion, from Hinc +Hs = 0 an expression for the incident magnetic
field Hinc(r) can be obtained as
Hinc(r) = jω²1
[∫
dS ′g1(r, r′)MAs (r
′) +
1
k21
∇
∫
dS ′g1(r, r′)∇′s ·MAs (r′)
]
−
∫
dS ′∇g1(r, r′)× JAs (r′). (2.58)
Details of the application of Huygen’s Principle and extinction theorem on di-
electric rough surface scattering problems can be found in [30] (Section 2.2) or in
[31] (Chapter 6).
If we consider (2.57) and (2.58), (2.57) and (2.58) yield overall 6 scalar inte-
gral equations, in which the incident fields are known and the equivalent surface
current currents are unknown. However, the surface fields (i.e. the equivalent
surface currents) cannot be calculated by using them, since they are not inde-
pendent. Surface fields (i.e. the equivalent surface currents) further depend on
the second medium and its parameters, but µ2, ²2 and g2 (Green’s function for
region 2) are not involved in the equations. Thus, we need to solve the equivalent
problem for region 2 to conclude the solution to the problem.
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2.1.4 Equivalent Problem for Region 2
Figure 2.4: Equivalent problem B for region 2 for scattering from dielectric rough
surface
Now, let’s consider the equivalent problem B for region 2 with the same electric
field E2 and magnetic field H2 in region 2 as in the physical problem. At the
boundary we introduce equivalent sources (Figure 2.4), which satisfy
−MBs = nˆi × E2 (2.59)
JBs = nˆi ×H2 (2.60)
ρBes = nˆi · ²2E2 (2.61)
ρBms = nˆi · µ2H2 (2.62)
where nˆi = −nˆ. Then similar to the equivalent problem A case, via the help of
boundary conditions given by (2.34)-(2.37), we obtain
EB1 = 0 (2.63)
HB1 = 0 (2.64)
everywhere in region 1. Whereas in region 2, the fields generated by these equiv-
alent sources can be obtained by using (2.32) and (2.33) as
EB(r) = −jωµ2
[∫
dS ′g2(r, r′)JBs (r
′) +
1
k22
∇
∫
dS ′g2(r, r′)∇′s · JBs (r′)
]
−
∫
dS ′∇g2(r, r′)×MBs (r′) (2.65)
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HB(r) = −jω²2
[∫
dS ′g2(r, r′)MBs (r
′) +
1
k22
∇
∫
dS ′g2(r, r′)∇′s ·MBs (r′)
]
+
∫
dS ′∇g2(r, r′)× JBs (r′) (2.66)
where
g2(r, r
′) =
e−jk2|r−r
′|
4pi|r− r′| . (2.67)
Similar to the equivalent problem A case, these equivalent sources radiate with
the Green’s function g2 to whole space. As these equivalent sources radiate into
region 1, these fields will yield EB1 = 0 and H
B
1 = 0 ((2.63) and (2.64)). Note
that we also have ²2 and µ2 for region 1 as well. Thus, for r in region 1, we have
the electric field equation which is obtained from EB1 = 0 as
− jωµ2
[∫
dS ′g2(r, r′)JBs (r
′) +
1
k22
∇
∫
dS ′g2(r, r′)∇′s · JBs (r′)
]
−
∫
dS ′∇g2(r, r′)×MBs (r′) = 0. (2.68)
In a similar fashion from HB1 = 0, we obtain
− jω²2
[∫
dS ′g2(r, r′)MBs (r
′) +
1
k22
∇
∫
dS ′g2(r, r′)∇′s ·MBs (r′)
]
+
∫
dS ′∇g2(r, r′)× JBs (r′) = 0. (2.69)
Since the right hand side of (2.68) and (2.69) are zero (they are not unknowns),
then making use of (2.68) and (2.69) results in a total number of 6 scalar integral
equations to be solved. However, the surface fields cannot be calculated by using
these equations, since they are not independent. This is obvious, because µ1,
²1 and g1 (Green’s function for region 1) are not involved in these equations.
Neither is the incident field involved in the above equations. Thus, we also need
the equivalent problem for region 1.
Finally, because of the continuity of tangential E and H, and the continuity
of normal D and B for the physical problem, and nˆi = −nˆ, we have the following
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relations for the equivalent sources A and B.
MAs = −MBs (2.70)
JAs = −JBs (2.71)
ρAes = −ρBes (2.72)
ρAms = −ρBms. (2.73)
2.1.5 Surface Integral Equations for Equivalent Surface
Currents
Surface integral equations are obtained by considering both of the regions and
letting both r and r′ be on the interface of region 1 and region 2. Different
surface integral equations can be obtained by taking various combinations of the
equations for region 1 and region 2. In this thesis, we considered (2.57) and (2.58)
for region 1 (electric field equation and magnetic field equation, respectively), and
(2.68) and (2.69) for region 2 (electric field equation and magnetic field equation,
respectively).
First let’s start with the cross product of (2.57) and (2.58) with nˆ at the
interface. In that case, when r = r′ we will have a singularity to be handled.
To remove that singularity, the surface S in (2.57) and (2.58) is divided into two
regions, namely Sa and P . Sa is the area of a circular disk of small radius a about
r and P is the rest of the surface S − Sa. Note that, since we are dealing with a
two dimensional problem in this study, for simplicity, we consider a circular disk
rather than a circular sphere. Then, the surface integrals are written as∫
S
dS ′ =
∫
Sa
dS ′ +
∫
S−Sa
dS ′ =
∫
Sa
dS ′ +
∫
P
dS ′ (2.74)
where
∫
P
dS ′ is known as the principle value (PV) integral. It should be first
mentioned that the first and second integrals of (2.57) and (2.58) are less singular.
Therefore, the contributions
∫
Sa
dS ′ from them will vanish. However, the part∫
Sa
dS ′∇g1(r, r′) in the third integrals of (2.57) and (2.58) contains a higher order
singularity. Because of this, the following procedure is proceeded by regarding
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Figure 2.5: A small circular disk of radius a about r.
to the Figure 2.5. Let r = p + δnˆ where p is a point on the rough surface and
δ is a small scalar quantity. Its sign is more important for us in the following
derivations. If δ > 0, then r is infinitesimally above the surface, if δ < 0, then r
is infinitesimally below the surface, where nˆ is the normal to the surface at point
p. By letting (ρ′,φ′) be the polar coordinates of r′ of circular disk of radius a
centered about p∫
Sa
dS ′∇g1(r, r′) =
∫ a
0
dρ′ρ′
∫ 2pi
0
dφ′∇ 1
4pi|r− r′|
=
∫ a
0
dρ′ρ′
∫ 2pi
0
dφ′
[
− (r− r
′)
4pi|r− r′|3
]
=
∫ a
0
dρ′ρ′
∫ 2pi
0
dφ′
[
− nˆδ − (ρ
′ cosφ′xˆ+ ρ′ sinφ′yˆ)
4pi(ρ′2 + δ2)3/2
]
The xˆ and yˆ components integrate to zero because of their sinφ′ and cosφ′ coef-
ficients, respectively. Thus∫
Sa
dS ′∇g1(r, r′) = −nˆ δ
2
∫ a
0
dρ′ρ′
1
(ρ′2 + δ2)3/2
= −nˆ1
2
[
− δ
(ρ′2 + δ2)1/2
]a
0
= − nˆ
2
[
− δ
(a2 + δ2)1/2
± 1
]
where the + sign is for δ > 0 and − sign is for δ < 0. Hence,∫
Sa
dS ′∇g1(r, r′) =
{
− nˆ
2
for δ > 0
nˆ
2
for δ < 0.
(2.75)
CHAPTER 2. BACKGROUND 18
Therefore, the third integrals of (2.57) and (2.58) become
nˆ ×
∫
Sa
dS ′∇g1(r, r′)× J(r′)
= nˆ×
(
nˆ
2
× Js(r)
)
= −Js
2
= − nˆ×H
2
(2.76)
nˆ ×
∫
Sa
dS ′∇g1(r, r′)× M(r′)
= nˆ×
(
nˆ
2
×Ms(r)
)
= −Ms
2
=
nˆ× E
2
. (2.77)
After rearranging the terms, we get the governing surface electric field integral
equation and the surface magnetic field integral equation, respectively, for region
1 as
nˆ× Einc(r) = nˆ×
∫
P
dS ′∇g1(r, r′)×Ms − Ms
2
+nˆ×
[∫
P
dS ′jωµ1g1(r, r′)Js −
∫
P
dS ′∇g1(r, r′) [∇
′
s · Js(r′)]
jω²1
]
(2.78)
nˆ×Hinc(r) = −nˆ×
∫
P
dS ′∇g1(r, r′)× Js(r′) + Js
2
+nˆ×
[∫
P
dS ′jω²1g1(r, r′)Ms −
∫
P
dS ′∇g1(r, r′) [∇
′
s ·Ms(r′)]
jωµ1
]
.
(2.79)
Following the same procedure for (2.68) and (2.69), the surface magnetic and
electric field integral equations, respectively, for region 2 are found as
0 = −nˆ×
∫
P
dS ′∇g2(r, r′)×Ms − Ms
2
−nˆ×
[∫
P
dS ′jωµ2g2(r, r′)Js −
∫
P
dS ′∇g2(r, r′) [∇
′
s · Js(r′)]
jω²2
]
(2.80)
0 = nˆ×
∫
P
dS ′∇g2(r, r′)× Js(r′) + Js
2
−nˆ×
[∫
P
dS ′jω²2g2(r, r′)Ms −
∫
P
dS ′∇g2(r, r′) [∇
′
s ·Ms(r′)]
jωµ2
]
.
(2.81)
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Equations (2.78)-(2.81) are the basic integral equations for the electromagnetic
scattering problems from dielectric surfaces. Details of the solution for those
equations are discussed at Chapter 3.
2.2 Random Rough Surface Generation
In this section, random rough surface generation methodology that is used in this
thesis is discussed [29]. Gaussian rough surfaces with Gaussian and Exponential
correlation functions are generated.
A one-dimensional random rough surface can be represented by z = f(x),
where f(x) is a real valued random rough height function (later we call it as a
process) of x with zero mean∫ L
0
xf(x)dx = 〈f(x)〉 = 0, (2.82)
where L is the length of the random rough profile.
The Fourier transform of the rough surface height function, f(x), is
F (kx) =
1
2pi
∫ ∞
−∞
dxe−jkxxf(x). (2.83)
Then similar to the space domain, in the spectral domain we have
〈F (kx)〉 = 0. (2.84)
The process f(x) is called Gaussian if the random variables f(x1), f(x2), · · · , f(xn)
are jointly Gaussian for any n, x1, x2, · · · , xn [32]. The Gaussian process is
completely characterized by its correlation function 〈f(x1)f(x2)〉 = h2C(x1, x2),
where h is the root mean square (rms) height.
A rough surface is modelled by a stationary random process, since it is desired
to have the surface roughness to be shift invariant, i.e., it should have uniformity.
For a stationary random process we have
〈f(x1)f(x2)〉 = h2C(x1 − x2). (2.85)
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The Fourier transform of (2.85) is given by
h2C(x1 − x2) =
∫ ∞
−∞
dk1x
∫ ∞
−∞
dk2xe
jk1xx1−jk2xx2〈F (k1x)F ∗(k2x)〉. (2.86)
Since the left hand side of (2.86) depends only on x1 − x2 and f(x) is real (i.e.,
F ∗(kx) = F (−kx)) then
〈F (k1x)F ∗(k2x)〉 = 〈F (k1x)F (−k2x)〉 = δ(k1x − k2x)W (k1x) (2.87)
where W (kx) is known as the spectral density. The Fourier transform of h
2C(x)
is the spectral density W (kx) given by [32]
h2C(x) =
∫ ∞
−∞
dkxe
jkxxW (kx). (2.88)
The right hand side of (2.87) is nonzero only if k1x = k2x, so F (k1x) and F
∗(k2x)
are independent random variables, then (2.87) equals to zero,
〈F (k1x)F ∗(k2x)〉 = 〈F (k1x)〉〈F ∗(k2x)〉 = 0. (2.89)
Now, let’s consider that f(x) is a periodic function with periodicity of L, i.e.,
f(x) = f(x+ L). We can represent f(x) via its Fourier series as
f(x) =
1
L
∞∑
n=−∞
bne
j2pinx
L (2.90)
where bn is Gaussian distributed which will be shown shortly. From (2.85) and
(2.90) we have
〈f(x1)f(x2)〉 = 1
L2
∞∑
n=−∞
∞∑
m=−∞
〈bnb∗m〉e
j2pinx1
L e−
j2pimx2
L . (2.91)
By using (2.85) and (2.87) in (2.86)
〈f(x1)f(x2)〉 = h2C(x1 − x2) =
∫ ∞
−∞
dkxe
jkx(x1−x2)W (kx), (2.92)
and by equating (2.91) to (2.92)∫ ∞
−∞
dkxe
jkx(x1−x2)W (kx) =
1
L2
∞∑
n=−∞
∞∑
m=−∞
〈bnb∗m〉 exp
(
j2pin
L
(x1 − x2)
)
,(2.93)
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(2.93) can be written as
2pi
L
∞∑
n=−∞
ejKn(x1−x2)W (Kn) =
1
L2
∞∑
n=−∞
∞∑
m=−∞
〈bnb∗m〉ejKn(x1−x2) (2.94)
where
Kn =
2pin
L
= n∆kx. (2.95)
From (2.94),
〈bnb∗m〉 = 2piLW (Kn). (2.96)
Since bn and bm are independent, 〈bnb∗m〉 is zero unless m = n. Thus,
〈|bn|2〉 = 2piLW (Kn). (2.97)
When f(x) is real, Fourier series coefficients satisfy,
bn = b
∗
−n. (2.98)
Then from (2.96), we know that
〈bnb∗−n〉 = 0. (2.99)
Combining (2.98) and (2.99) results in
〈bnbn〉 = 0. (2.100)
If we represent real and imaginary parts of bn as <(bn) and =(bn), respectively,
bn = <(bn) + j=(bn), (2.101)
(2.100) results in
〈(<(bn))2〉 = 〈(=(bn))2〉 (2.102)
〈<(bn)〉〈=(bn)〉 = 0. (2.103)
Thus <(bn) and =(bn) are independent Gaussian random variables, N (0, 〈|bn|2〉2 )
(with mean zero and variance equal to half of that of 〈|bn|2〉), so bn turns out to be
circularly symmetric complex Gaussian random variable. Then, a random rough
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Gaussian surface can be represented by a Fourier series with Gaussian distributed
coefficients satisfying (2.98)-(2.102).
In order to generate N independent Gaussian random numbers, which are
Fourier series coefficients for Gaussian surface formulation, we divide the surface
L into N units and we use a DFT (discrete Fourier transform) version of (2.90).
Let there be N points in both space and spectral domains, then the unit distance
will be
∆x =
L
N
(2.104)
and
xm = m∆x (2.105)
for
m = −N
2
+ 1, · · · , 0, 1, · · · , N
2
(2.106)
f(xm) ≡ fm. (2.107)
Then
fm =
1
L
N
2∑
n=−N
2
+1
bn exp
(
j
2pinm
N
)
. (2.108)
The DFT is
bn =
L
N
N
2∑
m=−N
2
+1
fme
−j 2pinm
N . (2.109)
Equations (2.108) and (2.109) can readily be computed by FFT. Both fm and bn
are periodic with period N . That is,
bn+N = bn (2.110)
fm+N = fm. (2.111)
Hence,
b−N
2
= bN
2
. (2.112)
Moreover from (2.98) we know that
b−N
2
= bN
2
= b∗−N
2
. (2.113)
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Then (2.112) and (2.113) yield both b+N
2
and b0 are real.
We have shown that any periodic discrete function has special DFT coeffi-
cients satisfying (2.110)-(2.113). Using MATLAB, we can generate independent
Gaussian random numbers satisfying these special conditions, thus a random
Gaussian surface using inverse DFT. Below is the MATLAB methodology given
in step by step format:
1. With a given seed, N Gaussian distributed random numbers that have
zero mean and unit variance are generated using MATLAB function randn.
These N numbers are independent and they are not required to be grouped
or arranged in any order. Let the numbers be labeled as r1, r2, · · · , rN .
2. Then two real Gaussian numbers b+N
2
and b0 are calculated as
b0 =
√
2piLW (0)rα (2.114)
b+N
2
=
√
2piLW (
piN
L
)rβ (2.115)
where α 6= β and α, β ∈ {1, 2, · · · , N}.
3. (N/2− 1) Gaussian numbers are calculated by using
bn =
√
2piLW (|KN |)
[
1√
2
(rσ + jrξ)
]
(2.116)
for n = −N
2
+1, · · · ,−2,−1 where σ, ξ are distinct indices selected from set
S =
{{
1, 2, · · · , N}/{α, β}}.
4. Using (2.98),
bn = b
∗
−n (2.117)
bn for n = 1, 2, · · · , N2 − 1 can be calculated in a straightforward way.
5. Finally, using the inverse DFT relation in (2.118) with X(n) = bn,
x(m) =
1
N
N
2∑
n=−N
2
+1
X(n)e
2pij
N
mn (2.118)
CHAPTER 2. BACKGROUND 24
x(m),m ∈ {1, 2, · · · , N − 1} is obtained. Extending x(m) periodically,
rough surface height profile is figured out as
fm =
N
L
x(m) (2.119)
for m = −N
2
+ 1, · · · , N
2
.
Our method in this study is to evaluate the derivative and higher order deriv-
atives of the rough surface profile by means of finite difference
f ′(xm) =
f(xm + 1)− f(xm − 1)
2∆x
. (2.120)
For the two endpoints m = −N
2
+1 and m = N
2
, we use the periodic condition of
DFT to get f(xm) for m = −N2 and m = N2 + 1.
2.2.1 Gaussian Spectrum
For the case that the correlation function is Gaussian
C(x) = exp
(
−x
2
l2
)
. (2.121)
Using (2.88), the Gaussian Spectral Density can be shown to be
W (kx) =
h2l
2
√
pi
exp
(
−k
2
xl
2
4
)
(2.122)
where h is rms height, l is correlation length, and kx is surface wavenumber. It
also holds that,
l =
√
2
h
s
(2.123)
where s is the rms slope.
In Figure 2.6a, there is a Gaussian correlated moderately rough profile that has
rms height of λ/6 and correlation length of λ, so the rms slope is approximately
13◦. In Figure 2.6b, there is a Gaussian correlated very rough profile that has rms
height of 0.707λ and correlation length of λ, so the rms slope is approximately
45◦. The frequency is set to 1 GHz for both of the cases (λ = 0.3m).
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Figure 2.6: (a)Gaussian correlated moderately rough surface with σ = λ/6, Lc =
λ, so that the rms slope is = 13◦ at 1 GHz (b)Gaussian correlated very rough
surface with σ = 0.707λ, Lc = λ, so that the rms slope is = 45
◦ at 1 GHz
2.2.2 Exponential Spectrum
Similarly, when the correlation function is exponential, i.e.,
C(x) = exp
(
−|x|
l
)
, (2.124)
the Exponential Spectral Density can be shown to be
W (kx) =
h2l
pi
1
1 + k2xl
2
(2.125)
where h is rms height, l is correlation length, and kx is surface wavenumber.
In Figure 2.7a, there is an exponentially correlated moderately rough profile
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that has rms height of λ/6 and correlation length of λ, so the rms slope is ap-
proximately 13◦. In Figure 2.7b, there is an exponentially correlated very rough
profile that has rms height of 0.707λ and correlation length of λ, so the rms
slope is approximately 45◦. The frequency is set to 1 GHz for both of the cases
(λ = 0.3m).
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(a) 
(b) 
Figure 2.7: (a)Exponentially correlated moderately rough surface with σ =
λ/6, Lc = λ, so that the rms slope is = 13
◦ at 1 GHz (b)Exponentially corre-
lated very rough surface with σ = 0.707λ, Lc = λ, so that the rms slope is = 45
◦
at 1 GHz
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2.3 Method of Moments
The method of moments (MoM) is a numerical technique that has been widely
used to evaluate the field scattered by (deterministic) metallic objects in antenna
and radar applications. Many detailed and interesting texts have been written
on MoM [28],[33]. However, its use in the evaluation of scattering from random
rough dielectric surfaces is not so widespread and is more recent. In fact, it has
been first presented in [5]. In this section, we recall main concepts of the method.
MoM converts an equation that contains a linear operator into a matrix equa-
tion, which can be solved by matrix inversion. Often, the operator is an integral,
which just as often contains an integrand with a singularity.
With the use of Green’s function, integral equations can be derived that we
have discussed at the beginning of this chapter. Consider a one dimensional
integral equation of the form∫ b
a
dx′G(x, x′)f(x′) = c(x) (2.126)
where G(x, x′) is the Green’s function, f(x′) is the unknown for the domain
a ≤ x′ ≤ b, and c(x) is known for a ≤ x ≤ b. To solve (2.126), two sets of
functions are used in the MoM: Basis functions and weighting functions.
1. Basis functions: In the domain of a ≤ x ≤ b, a set of N basis functions are
chosen and they are labelled as f1, f2, ..., fN . Then the unknown function
f(x′) is written in terms of linear combinations of these basis functions as
f(x′) =
N∑
n=1
bnfn(x
′). (2.127)
The number of basis functions has to be chosen well in a sense that the
linear combination of fn(x
′) should well represent the unknown f(x′) in the
domain. Next, the equation (2.127) is substituted into (2.126) to obtain
N∑
n=1
bn
∫ b
a
dx′G(x, x′)fn(x′) = c(x). (2.128)
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If the unknown coefficients b1, b2, ..., bn are determined then the solution is
achieved.
2. Now one equation with N unknowns is obtained. However, N indepen-
dent equations with the same unknowns have to be derived in order to
find a solution. Next a set of N weighting functions (testing functions)
w1(x), w2(x), ..., wN(x) is chosen. Multiplying (2.128) by wm(x) and inte-
grating the result over the domain yields
N∑
n=1
bn
∫ b
a
dxwm(x)
∫ b
a
dx′G(x, x′)fn(x′) =
∫ b
a
dxwm(x)c(x). (2.129)
(2.129) gives the matrix equation
N∑
n=1
Gmnbn = cm (2.130)
with m = 1, 2, ..., N , and
cm =
∫ b
a
dxwm(x)c(x) = 〈wm, c〉 (2.131)
Gmn =
∫ b
a
dxwm(x)
∫ b
a
dx′G(x, x′)fn(x′) = 〈wm, Gfn〉 (2.132)
where the inner product notation is used such that
〈f, g〉 =
∫ b
a
dxf(x)g(x). (2.133)
2.3.1 Computational Considerations
For the matrix equation (2.130) the following notes have to be taken into account.
• Matrix solution: To solve a full matrix equation of order N by matrix
inversion (e.g., LU decomposition or Gaussian elimination), O(N3) number
of operations will be required. Because of this, the number of operations,
and so the solution time rapidly increase with an increase in N
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• The unknown function: The unknown function f(x) has to be decomposed
into a suitable number of pieces, fn(x), in order to well represent the correct
solution.The number of fn, n = 1, 2, ..., N should be neither so high that the
computational cost increases nor so low that the accurate solution cannot
be achieved.
2.3.2 Basis Functions
Either entire domain or subsectional basis functions can be used. Entire domain
basis functions are nonzero over the entire domain of the structure (a, b) such as
sines, cosines, etc. On the other hand, subsectional basis functions are nonzero
over a small (subsectional) part of the entire domain such as pulse, rooftop,
piecewise-sinusoidal basis functions.
A common choice for rough surface scattering type problems is the pulse basis
function, which is a subsectional basis function in the form of
fn(x) =
{
1 if an ≤ x ≤ bn
0 otherwise
(2.134)
where the interval a ≤ x ≤ b has been divided into N intervals with endpoints
an and bn, for n = 1, 2, ..., N .
2.3.3 Weighting Functions
There are two common choices for the weighting functions.
1. Galerkin’s Method: In this case, the weighting functions are the same as
the basis functions, i.e., wn(x) = fn(x).
2. Point Matching Method: One can pick a set of points x = x1, x2, ..., xN to
enforce (2.128). Then
N∑
n=1
bn
∫ b
a
dx′G(xm, x′)fn(x′) = c(xm) (2.135)
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where
cm = c(xm) (2.136)
Gmn =
∫ b
a
dx′G(xm, x′)fn(x′). (2.137)
This particular choice of testing procedure is called point matching. In
terms of weighting functions, this means that the weighting functions are
wm(x) = δ(x− xm) (2.138)
where m = 1, 2, ..., N and δ is the Dirac delta function.
In this thesis, MoM solutions are used as the reference solution. The basis
functions are chosen as pulse functions and the weighting functions are chosen as
Dirac delta functions.
In this chapter, the necessary background information and the governing sur-
face integral equations for the scattering of electromagnetic waves from random
rough dielectric surfaces are introduced. The solution methodology to this prob-
lem and the improvements are discussed next.
Chapter 3
Solution for the Problem
Figure 3.1: Geometry of scattering from dielectric random rough surface problem
As we discussed in Chapter 2, the solution to the problem of scattering of
electromagnetic waves from random rough surfaces starts with the derivation of
the corresponding surface integral equations. Then, MoM will be applied to those
integral equations to solve for the unknowns.
Consider the geometry depicted in Figure 3.1. Surface height profile and elec-
tromagnetic fields are assumed to be constant along the y-direction. ”HH” means
that both the incident and scattered electric fields are horizontally polarized (i.e.
31
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they have only yˆ component) and ”VV” means both the incident and scattered
electric fields are vertically polarized (i.e. they don’t have any yˆ component).
For this geometry, if the incident field is horizontally polarized, then the surface
electric and magnetic fields can be evaluated solving the following pair of integral
equations derived in Chapter 2 given by (2.78) and (2.80)
nˆ× Einc(r) = −Ms(r)
2
+ nˆ×
∫
S
[
jωµ0φ0(r, r
′)Js(r′)−Ms(r′)×∇φ0(r, r′)
−∇
′
s · Js(r′)
jω²0
∇φ0(r, r′)
]
ds′ (3.1)
0 = −Ms(r)
2
− nˆ×
∫
S
[
jωµ0φ1(r, r
′)Js(r′)−Ms(r′)×∇φ1(r, r′)
−∇
′
s · Js(r′)
jω²1
∇φ1(r, r′)
]
ds′. (3.2)
On the other hand, if the incident field is vertically polarized, then the surface
electric and magnetic fields can be evaluated by solving the following pair of
integral equations derived in Chapter 2 given by (2.79) and (2.81)
nˆ×Hinc(r) = Js(r)
2
+ nˆ×
∫
S
[
jω²0φ0(r, r
′)Ms(r′) + Js(r′)×∇φ0(r, r′)
−∇
′
s ·Ms(r′)
jωµ0
∇φ0(r, r′)
]
ds′ (3.3)
0 =
Js(r)
2
− nˆ×
∫
S
[
jω²1φ1(r, r
′)Ms(r′) + Js(r′)×∇φ1(r, r′)
−∇
′
s ·Ms(r′)
jω²1
∇φ1(r, r′)
]
ds′ (3.4)
where nˆ is the unit outward normal to the surface. In (3.1)-(3.4), Ms = −nˆ×E
is the equivalent surface magnetic current density, Js = nˆ ×H is the equivalent
surface electric current density and both r and r′ belong to the surface profile.
First terms in (3.1)-(3.4) correspond to the case where r = r′. Since we are
dealing with a two-dimensional problem, the integrals
∫
s
ds′ become
∫
l
dl′ and
we use the two dimensional free-space Green’s function which is the zeroth order
Hankel function of the second kind given by
φ0,1(r, r
′) = −j
4
H
(2)
0 (k0,1|r− r′|) (3.5)
where k0, k1 are the propagation constants of the upper and lower media, re-
spectively. Equations (3.1)-(3.4) assume the lower space to be homogeneous,
unlimited, and with the same magnetic permeability, i.e. µ0, of the upper one.
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3.1 HH Polarization
For the scattering geometry given in Figure 3.1, the horizontally polarized incident
fields are
Einc = yˆejk0(−x sinϑ+z cosϑ) (3.6)
Hinc =
1
η
(−xˆ cosϑ− zˆ sinϑ)ejk0(−x sinϑ+z cosϑ) (3.7)
where η is the free-space intrinsic impedance. Also the induced electric surface
current density on the surface is only a function of the surface contour variable
r′, therefore
∇′s · Js = 0. (3.8)
This leads to a simplification to the pair of electric surface field integral equations,
(3.1) and (3.2), resulting
nˆ× Einc(r) = −Ms(r)
2
+ nˆ×
∫
l
[
jωµ0φ0(r, r
′)Js(r′)−Ms(r′)×∇φ0(r, r′)
]
dl′
(3.9)
0 = −Ms(r)
2
− nˆ×
∫
l
[
jωµ0φ1(r, r
′)Js(r′)−Ms(r′)×∇φ1(r, r′)
]
dl′
(3.10)
where l is the surface profile.
By using the following vector identity
Ms ×∇φ0,1 = (−nˆ′ × E)×∇φ0,1 = −E(nˆ′ · ∇φ0,1) (3.11)
and considering only the scalar form of the equations, (3.9) and (3.10) can be
further simplified to
Einc(r) =
E(r)
2
+
∫
l
{
jωµ0φ0(r, r
′)Js(r′) + E(r′)
[
nˆ′ · ∇φ0(r, r′)
]}
dl′
(3.12)
0 =
E(r)
2
−
∫
l
{
jωµ0φ1(r, r
′)Js(r′) + E(r′)
[
nˆ′ · ∇φ1(r, r′)
]}
dl′
(3.13)
where Einc = Eincyˆ and E = Eyˆ are incident and total electric fields, respectively.
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Using rectangular pulse basis functions and the point matching method, the
integral equation pair (3.12)-(3.13) can be converted into a pair of matrix equa-
tions for the unknowns E and Js given by
S
0
E + Z
0
Js = E
inc
S
1
E + Z
1
Js = 0 (3.14)
where · stands for a matrix and · stands for a vector. Equation (3.14) can be
expressed in a more compact from as
A x = y (3.15)
with
Amn =
(
S0mn Z0mn
S1mn Z1mn
)
, xn =
(
En
Js,n
)
, ym =
(
Eincm
0
)
(3.16)
where the size of the matrix is 2N×2N , with N being the number of rectangular
pulse basis functions used to expand the unknown current density Jy and the
unknown surface field Ey over the entire illuminated surface contour. The full
expressions for the coefficients of the matrix elements can be obtained as
S0mn =
1
2
δmn +
∫
∆ln
nˆ′ · ∇φ0dl′
∼=
12 −
(d2z/dx2)n∆x
4pi[1+(dz/dx)2n]
, m = n
jk0
4
(nˆn ·R)H(2)1 (k0|rm − rn|)
√
1 + (dz/dx)2n∆x, m 6= n
(3.17)
Z0mn = jωµ0
∫
∆ln
φ0dl
′
∼= jωµ0

− j
4
(
1− 2j
pi
ln
γk0
√
1+(dz/dx)2n∆x
4e
)
√
1 + (dz/dx)2n∆x, m = n
− j
4
H
(2)
0 (k0|rm − rn|)
√
1 + (dz/dx)2n∆x, m 6= n
(3.18)
S1mn =
1
2
δmn −
∫
∆ln
nˆ′ · ∇φ1dl′
∼=
12 +
(d2z/dx2)n∆x
4pi[1+(dz/dx)2n]
, m = n
− jk1
4
(nˆn ·R)H(2)1 (k1|rm − rn|)
√
1 + (dz/dx)2n∆x, m 6= n
(3.19)
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Z1mn = −jωµ0
∫
∆ln
φ1dl
′
∼= jωµ0

j
4
(
1− 2j
pi
ln
γk1
√
1+(dz/dx)2n∆x
4e
)
√
1 + (dz/dx)2n∆x, m = n
j
4
H
(2)
0 (k1|rm − rn|)
√
1 + (dz/dx)2n∆x, m 6= n.
(3.20)
In (3.17)-(3.20), γ = exp(0.5772...), i.e., the exponential of Euler’s constant, and
R = (rm − rn)/|rm − rn|, with rm and rn representing position vectors from the
origin to the surface points at xm and xn, respectively. Detailed derivations of the
equations (3.17)-(3.20) are given at Appendix A. Note that in (3.17) and (3.19),
the second term for m = n is negligible and can be ignored in the numerical
computation. Furthermore, if a linear approximation of the surface contour is
used, this term is exactly zero.
On the other hand, the elements of the source vector can be written from
(3.6) as
Einc = yˆejk0(−xm sinϑ+zm cosϑ). (3.21)
Once the matrix A is filled by computing all of its elements using (3.17)-(3.20),
and the vector y by using (3.21), the unknown current densities and surface fields
are solved. Then, the scattered field can be evaluated by inserting the obtained
current densities and surface fields into
Esy =
∫
l
[jωµ0φ0Jy + Ey(nˆ
′ · ∇φ0)]dl′. (3.22)
In microwave remote sensing applications, the scattering coefficient is usually
the parameter used to represent the scattering characteristics of extensive sur-
face targets. To obtain the scattering coefficient, the far zone scattered field is
required. Using the large argument approximation for the Hankel function and
for ∇φ0 ([27], [34]) given by
φ0 ≈ −j
4
H
(2)
0 (k0r − k0nˆ′s · r′) ≈
−jej pi4√
8pik0r
e−jk0rejk0nˆ
′
s·r′ (3.23)
∇φ0 ≈ nˆs jk0
4
H
(2)
1 (k0r − k0nˆ′s · r′) ≈ nˆs
(−k0)ej pi4√
8pik0r
e−jk0rejk0nˆ
′
s·r′ , (3.24)
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the far zone scattered field can be written as
Es(r) =
k0 exp (j
pi
4
)√
8pik0r
exp (−jk0r)
∫
l
[ηJs(r
′)− (nˆ′ · nˆs)E(r′)] exp (jk0nˆs · r′)√
1 + (dz/dx)2g(x′)dx′
≈ k0 exp [−j(k0r − pi/4)]√
8pik0r
N∑
i=1
[ηJi − (nˆ′i · nˆs)Ei] exp (jk0nˆs · r′)√
1 + (dz/dx)2g(xi)∆x. (3.25)
where nˆs is the unit vector indicating the scattering direction, r is the point in
the far zone and r′ belongs to the surface profile. In (3.25), g(·) is the (slowly
varying) illumination function that reduces the edge effect and is assumed to be
negligible for |x′| ≥ Ls/2 where Ls is the profile length. More exactly, we assume
that g(x) is Gaussian with g(0) = 1 and a width such that g(Ls/2) = 10
−6 ([23]),
so that the profile effective length can be defined as ([5],[23])
Leff =
∫
Ls
g2(x′)dx′ (3.26)
which is directly related to the profile length, Ls.
The non-coherent normalized radar cross section (NRCS) of a 1-D profile is
expressed as ([35])
σ0 =
2pir
Leff
|Es|2
|Einc|2 . (3.27)
If a number of random rough surfaces are generated, the mean value of the
non-coherent normalized radar cross section (NRCS) of a 1-D profile is defined
as ([24])
σ0 =
2pir
(
〈|Es|2〉 − |〈Es〉|2
)
Leff |Einc|2 (3.28)
where 〈·〉 stands for the mean value. This definition is based on the hypothesis
that the mean square value of the scattered field is directly proportional to the
profile effective length Leff and has no other dependence on the illuminating
function shape, so that the NRCS turns out to depend only on surface properties
[23]. Equation (3.28) can be rewritten for numerical calculations as ([5])
σ0 =
2pir
NsLeff
[
Ns∑
i=1
|Esi |2 −
1
Ns
∣∣∣ Ns∑
i=1
Esi
∣∣∣2] (3.29)
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where Ns is the number of scattered field samples.
3.2 VV Polarization
For the scattering geometry given in Figure 3.1, the vertically polarized incident
fields are
Hinc = yˆejk0(−x sinϑ+z cosϑ) (3.30)
Einc = (xˆ cosϑ+ zˆ sinϑ)ηejk0(−x sinϑ+z cosϑ) (3.31)
where η is again the free-space intrinsic impedance. Also the induced magnetic
surface current density on the surface is only a function of the surface contour
variable r′, therefore
∇′s ·Ms = 0. (3.32)
Similar to the HH polarization case, this leads to a simplification to the pair of
magnetic surface field integral equations, (3.3) and (3.4), resulting
nˆ×Hinc(r) = Js(r)
2
+ nˆ×
∫
l
[
jω²0φ0(r, r
′)Ms(r′) + Js(r′)×∇φ0(r, r′)
]
dl′
(3.33)
0 =
js(r)
2
− nˆ×
∫
l
[
jω²1φ1(r, r
′)Ms(r′) + Js(r′)×∇φ1(r, r′)
]
dl′.
(3.34)
By using the vector identity
Js ×∇φ0,1 = (nˆ′ ×H)×∇φ0,1 = H(nˆ′ · ∇φ0,1) (3.35)
and considering only the scalar form of (3.33) and (3.34), they can be further
simplified to
H inc(r) =
H(r)
2
+
∫
l
{
jω²0φ0(r, r
′)Ms(r′) +H(r′)
[
nˆ′ · ∇φ0(r, r′)
]}
dl′
(3.36)
0 =
H(r)
2
−
∫
l
{
jω²1φ1(r, r
′)Ms(r′) +H(r′)
[
nˆ′ · ∇φ1(r, r′)
]}
dl′
(3.37)
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where Hinc = H incyˆ and H = Hyˆ are incident and total magnetic fields, respec-
tively.
Using rectangular pulse basis functions and the point matching method, the
integral equation pair, (3.36)-(3.37) can be converted into a pair of matrix equa-
tions for the unknowns H and Ms given by
S
0
H + Z
0
Ms = H
inc
S
1
H + Z
1
Ms = 0. (3.38)
Equation (3.38) can be expressed in a more compact from as
A x = y (3.39)
with
Amn =
(
S0mn Z0mn
S1mn Z1mn
)
, xn =
(
Hn
Ms,n
)
, ym =
(
H incm
0
)
(3.40)
where the size of the matrix is 2N×2N , with N being the number of rectangular
pulse basis functions used to expand the unknown current density My and the
unknown surface field Hy over the entire illuminated surface contour. The full
expressions for the coefficients of the matrix elements can be obtained as
S0mn =
1
2
δmn +
∫
∆ln
nˆ′ · ∇φ0dl′
∼=
12 −
(d2z/dx2)n∆x
4pi[1+(dz/dx)2n]
, m = n
jk0
4
(nˆn ·R)H(2)1 (k0|rm − rn|)
√
1 + (dz/dx)2n∆x, m 6= n
(3.41)
Z0mn = jω²0
∫
∆ln
φ0dl
′
∼= jω²0

− j
4
(
1− 2j
pi
ln
γk0
√
1+(dz/dx)2n∆x
4e
)
√
1 + (dz/dx)2n∆x, m = n
− j
4
H
(2)
0 (k0|rm − rn|)
√
1 + (dz/dx)2n∆x, m 6= n
(3.42)
S1mn =
1
2
δmn −
∫
∆ln
nˆ′ · ∇φ1dl′
∼=
12 +
(d2z/dx2)n∆x
4pi[1+(dz/dx)2n]
, m = n
− jk1
4
(nˆn ·R)H(2)1 (k1|rm − rn|)
√
1 + (dz/dx)2n∆x, m 6= n
(3.43)
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Z1mn = −jω²1
∫
∆ln
φ1dl
′
∼= jω²1

j
4
(
1− 2j
pi
ln
γk1
√
1+(dz/dx)2n∆x
4e
)
√
1 + (dz/dx)2n∆x, m = n
j
4
H
(2)
0 (k1|rm − rn|)
√
1 + (dz/dx)2n∆x, m 6= n.
(3.44)
In (3.41)-(3.44), γ = exp(0.5772...), i.e., the exponential of Euler’s constant, and
R = (rm − rn)/|rm − rn|, with rm and rn representing position vectors from the
origin to the surface points at xm and xn, respectively. Detailed derivations of the
equations (3.41)-(3.44) are given at Appendix A. Note that in (3.41) and (3.43),
the second term for m = n is negligible and can be ignored in the numerical
computation. Furthermore, if a linear approximation of the surface contour is
used, this term is exactly zero.
On the other hand, the elements of the source vector can be written from
(3.30) as
Hinc = yˆejk0(−xm sinϑ+zm cosϑ). (3.45)
Once the matrix A is filled by computing all of its elements using (3.41)-(3.44),
and the vector y by using (3.45), the unknown current densities and surface fields
are solved. The scattered field can be evaluated by inserting the solved current
densities and surface fields into
Hsy =
∫
l
[jω²0φ0My +Hy(nˆ
′ · ∇φ0)]dl′. (3.46)
Using (3.23) and (3.24), the far zone scattered magnetic fields can now be written
as
Hs(r) =
k0 exp (j
pi
4
)√
8pik0r
exp (−jk0r)
∫
l
[
Ms(r
′)
η
− (nˆ′ · nˆs)H(r′)] exp (jk0nˆs · r′)√
1 + (dz/dx)2g(x′)dx′
≈ k0 exp [−j(k0r − pi/4)]√
8pik0r
N∑
i=1
[
Mi
η
− (nˆ′i · nˆs)Hi] exp (jk0nˆs · r′)√
1 + (dz/dx)2g(xi)∆x. (3.47)
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In (3.47), g(·) is the (slowly varying) illumination function that reduces the edge
effect and is assumed to be negligible for |x′| ≥ Ls/2 where Ls is the profile
length. And the profile effective length is as same as (3.26).
The non-coherent normalized radar cross section (NRCS) of a 1-D profile is
expressed as
σ0 =
2pir
Leff
|Hs|2
|H inc|2 . (3.48)
If a number of random rough surfaces are generated, then the mean value
of the non-coherent normalized radar cross section (NRCS) of a 1-D profile is
defined as
σ0 =
2pir
(
〈|Hs|2〉 − |〈Hs〉|2
)
Leff |H inc|2 (3.49)
where 〈·〉 stands for the mean value. Finally, the equation (3.49) can be rewritten
for numerical calculations as ([5])
σ0 =
2pir
NsLeff
[
Ns∑
i=1
|Hsi |2 −
1
Ns
∣∣∣ Ns∑
i=1
Hsi
∣∣∣2] (3.50)
where Ns is the number of scattered field samples.
3.3 Solution Procedure
The corresponding equations for the solution of scattering of electromagnetic
waves from random rough dielectric surfaces are derived in (3.17)-(3.20) for HH
polarization and (3.41)-(3.44) for VV polarization. However, if the number of
the matrix elements is high, then the solution for that matrix equation will be
difficult due to reasonings explained in Section 2.3.1. Then our aim is to find
faster solution methodologies to the matrix equations in order not to struggle with
the computational constraints that are mentioned in Section 2.3.1 for electrically
large terrains.
In the next chapter, several iterative algorithms which accelerates the solution
are presented.
Chapter 4
Iterative Algorithms
Numerical Linear Algebra is an effective way of solving linear systems, such as
A x = b. The computer can solve an easier equation many times and each answer
x k goes back into the same equation to find the next guess x k+1. The direct
method for these systems, such as the LU decomposition, requires O(N3) opera-
tions. However, by using iterative methods this number can be reduced to O(N2)
operations. The term ”Iterative Method” refers to a wide range of techniques that
use successive approximations to obtain more accurate solutions to a linear sys-
tem at each step [36]. There are two kinds of iterative methods, one of them
is stationary iterative methods, and the other is nonstationary ones. Stationary
methods are simpler and older with respect to nonstationary ones and as a result
they are less efficient. However, nonstationary methods, if applied to the right
systems, are extremely useful that the answer can be reached in less number of
iterations. In this chapter, first of all, one stationary, namely Forward-Backward
method (FBM) is examined. Before proceeding with the nonstationary methods
used in this thesis, Conjugate Gradient (CG) and BiConjugate Gradient (BiCG)
methods are discussed briefly, since they are the building blocks of other non-
stationary algorithms. Then three nonstationary methods, namely Conjugate
Gradient Squared (CGS), BiConjugate Gradient Stabilized (Bi-CGSTAB) and
Quasi-Minimal Residual (QMR) methods are examined.
41
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4.1 Stationary Methods
In this part, the FBM is described as the stationary method which is implemented
in this thesis. First, the FBM for scattering from the rough impedance and PEC
surface problem is described. Then, modifications are given for the scattering
from rough dielectric surfaces.
4.1.1 Forward-Backward Method
Consider the matric equation
V = Z · I (4.1)
obtained by applying the MoM procedure to the integral equation derived for
the scattering from impedance and/or PEC rough surfaces. In (4.1), Z is the
MoM impedance matrix and V is the column vector. The system defined by
(4.1) should be solved for unknown current coefficients I = {Im} in order to find
the induced current on the surface.
FBM proposes a forward and backward decomposition over the matrices and
vectors involved in (4.1) such that
I = If + Ib (4.2)
Z = Zf + Zs + Zb, (4.3)
where If is the forward component denoting the current distribution due to the
wave propagation in the forward direction and Ib is the backward component rep-
resenting the current distribution due to the wave propagation in the backward
direction. In (4.3), Zf and Zb are the impedance matrices consisting of elements
in the lower and upper triangular parts of Z excluding the diagonal terms, re-
spectively. It is noted that Zs is a diagonal matrix consisting only of the self
impedances of all surface segments [37].
Using (4.2) and (4.3), the matrix equation given by (4.1) can be separated
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into two matrix equations, namely
Zs · If = V − Zf · (If + Ib) (4.4)
Zs · Ib = −Zb · (If + Ib) . (4.5)
The second term in the right-hand side of (4.4) represents the forward propagating
field contribution due to the radiation of current elements in front (elements
where x < xn) of the receiving element. Likewise, the term on the right-hand
side of (4.5) represents the backward propagating field contribution due to the
radiation of current elements in the rear (elements where x > xn) of the receiving
element. Therefore, (4.4) and (4.5) may be defined as the forward propagation
and backward propagation equations, respectively. The total induced current
on the nth receiving element is composed of the sum of the forward
(
If
)
and
backward
(
Ib
)
field-induced currents. An iterative procedure can be used to
solve forward and backward propagation equations by initializing Ib,0 = 0, and
at the nth sweep, (
Zs + Zf
) · If,(n) = V − Zf · Ib,(n−1) (4.6)(
Zs + Zb
) · Ib,(n) = −Zb · If,(n). (4.7)
Since Zs + Zb is an upper triangular matrix and Zs + Zf is a lower triangular
matrix, the matrices in this iterative process do not need to be factorized or
inverted. Thus, (4.6) and (4.7) can be solved for If,(n) and Ib,(n) by forward
and backward substitution, respectively. Iterations are continued until surface
currents show convergence to within a specified accuracy criterion.
FBM presents very fast convergence within a few iterations. Using FBM,
there is no need to store the elements of the impedance matrix, because of the
sweeping procedure. However, the surface height data, incident field values at
matching points, and forward, backward and total currents have to be stored in
N element arrays, where N is the surface unknowns. Therefore, the memory
requirement of the method is O(N). The matrix elements are recomputed at
each iteration with a computational cost of O(QN2), where Q is the number of
iterations. Since the method obtains very accurate results within a few iterations
(usually Q is less than 10), the total computational requirement of the method
becomes O(N2) for very large N values [37].
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The FBM algorithm is mathematically equivalent to the well-known symmet-
ric successive over relaxation - SSOR iteration [12]. This method is very good at
obtaining accurate results, when the matrix in the linear equation system is diag-
onally dominant. However, investigation of dielectric surfaces with this method
or changing the order of current elements disturb the diagonally dominant na-
ture (re-entrant surfaces), which in turn, strongly affect the convergence of the
method. The algorithm may become unstable for such surfaces that the method
should be modified even to satisfy convergence for some of those cases.
Thus, for the case of scattering from dielectric rough surfaces, implementation
of the FBM should be slightly modified [24]. Following the work done in [24], the
integral equation pair of HH polarization derived for the scattering from dielectric
rough surfaces (3.12)-(3.13) are converted into a pair of matrix equations (3.14)
given by
S
0
E + Z
0
Js = E
inc
S
1
E + Z
1
Js = 0 (4.8)
and similarly, integral equation pair of VV polarization, (3.36)-(3.37) are con-
verted into a pair of matrix equations (3.38) given by
S
0
H + Z
0
Ms = H
inc
S
1
H + Z
1
Ms = 0. (4.9)
As done in the previous chapter, both can be expressed in a more compact form
as
A x = y (4.10)
where
Amn =
(
S0mn Z0mn
S1mn Z1mn
)
, xn =
(
Xn
Ys,n
)
, ym =
(
X incm
0
)
. (4.11)
In (4.11), Amn are 2×2 submatrices of A, so that the size of the matrix A is 2N×
2N , where N is the number of rectangular pulse basis functions used to expand
the unknown functions. Furthermore, to let (4.11) be a general representation of
the matrix equations for HH and VV polarizations, we let X stand for the total
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electric field (E), X inc stand for the incident electric field (Einc) and Ys stand for
the equivalent electric surface current density (Js) for HH polarization, and X
stand for the total magnetic field (H), X inc stand for the incident magnetic field
(H inc) and Ys stand for the equivalent magnetic surface current density (Ms) for
VV polarization. We start the forward backward procedure from (4.11) and let
X = Xf +Xb
Ys = Ys
f + Ys
b (4.12)
and
S
0
= SL
0
+ SD
0
+ SU
0
Z
0
= ZL
0
+ ZD
0
+ ZU
0
S
1
= SL
1
+ SD
1
+ SU
1
Z
1
= ZL
1
+ ZD
1
+ ZU
1
(4.13)
wherein Xf and Ys
f are the forward components, while Xb and Ys
b are the back-
ward components. In addition, SL
0,1
and ZL
0,1
are the lower triangular parts of
S
0,1
and Z
0,1
, respectively; SD
0,1
and ZD
0,1
are the diagonal parts; and SU
0,1
and
ZU
0,1
are their upper triangular parts. Then using (4.12) and (4.13) in (4.11),
(4.11) can be decomposed into forward-propagation and backward-propagation
pairs of equations as
SD
0
Xf + ZD
0
Ys
f = X inc − SL
0
(
Xf +Xb
)
− ZL
0
(
Ys
f + Ys
b
)
SD
1
Xf + ZD
1
Ys
f = −SL
1
(
Xf +Xb
)
− ZL
1
(
Ys
f + Ys
b
)
(4.14)
SD
0
Xb + ZD
0
Ys
b = −SU
0
(
Xf +Xb
)
− ZU
0
(
Ys
f + Ys
b
)
SD
1
Xb + ZD
1
Ys
b = −SU
1
(
Xf +Xb
)
− ZU
1
(
Ys
f + Ys
b
)
. (4.15)
Equation (4.14) defines the forward components of magnetic and electric equiva-
lent surface currents, and explicitly shows that they are due to the incident electric
field and to the radiation of current elements placed on the left of the considered
surface element. In a similar fashion equation (4.15) defines the backward com-
ponents of the corresponding surface currents and clearly shows that they are due
to the radiation of current elements placed on the right of the considered surface
element.
CHAPTER 4. ITERATIVE ALGORITHMS 46
Equations (4.14) and (4.15) can be rewritten in a more compact form as
ADIf = V − AL (If + Ib) (4.16)
ADIb = −AU (If + Ib) . (4.17)
which are very similar to (4.4) and (4.5). However the matrices and vectors in
(4.16) and (4.17) are block matrices and vectors and given by
ALmn =
(
SL0mn Z
L
0mn
SL1mn Z
L
1mn
)
, ADmn =
(
SD0mn Z
D
0mn
SD1mn Z
D
1mn
)
, AUmn =
(
SU0mn Z
U
0mn
SU1mn Z
U
1mn
)
(4.18)
In
f =
(
Xfn
Y fs,n
)
, In
b =
(
Xbn
Y bs,n
)
. (4.19)
Note that, while AL and AU are lower and upper triangular matrices, respectively,
AD is a block diagonal matrix, with blocks of 2× 2.
Equations (4.16) and (4.17) can be solved iteratively as in the original FBM.
Currents If,(i), Ib,(i) at the ith step can be obtained by using the following set of
equations: (
AD + AL
)
If,(i) = V − ALIb,(i−1) (4.20)(
AD + AU
)
Ib,(i) = −AUIf,(i) (4.21)
with Ib,(0) = 0.
From (4.20), one can conclude that
(
AD + AL
)
is a block-lower triangular
matrix with 2 × 2 blocks and can be solved by forward substitution as follows
([24]): Let ADL =
(
AD + AL
)
and V (i) = V − ALIb,(i−1), then
I1
f,(i) =
(
A11
DL
)−1
V1
(i)
In
f,(i) =
(
Ann
DL
)−1(
Vn
(i) −
n−1∑
k=1
Ank
DLIk
f,(i)
)
with n = 2, 3, ..., N. (4.22)
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Similarly, from (4.21), the matrix
(
AD + AU
)
is a block-upper triangular
matrix with 2× 2 blocks and can be solved by backward substitution as follows:
Let ADU =
(
AD + AU
)
and V (i) = −AUIf,(i), then
I1
b,(i) =
(
A11
DU
)−1
V1
(i)
In
b,(i) =
(
Ann
DU
)−1(
Vn
(i) −
n−1∑
k=1
Ank
DUIk
b,(i)
)
with n = 2, 3, ..., N. (4.23)
Equation (4.22) for forward substitution or (4.23) for backward substitution
shows that each step of the algorithm requires the solution of a linear system of
two equations in two unknowns, so that only a simple inversion of a 2×2 matrix is
needed. Thus, the solution for all unknowns for each of (4.22) and (4.23) requires
N(N − 1)/2 products of 2 × 2 matrices by two-element column vectors and N
inversions of 2× 2 matrices. In conclusion, totally 4N(N − 1) + 6N = 4N2+2N
complex multiplications required, leading to the conclusion that the complexity
of the overall algorithm is O(N2).
4.2 Nonstationary Methods
Nonstationary methods discussed here are CGS, Bi-CGSTAB and QMR methods
which are the derivatives of Conjugate Gradient (CG) and BiConjugate Gradient
(BiCG) Method. Therefore, first the CG and BiCG methods are briefly discussed,
which will supply a deep inside for the other methods used, namely, CGS, Bi-
CGSTAB and QMR. Most of the following descriptions are directly taken from
[36].
4.2.1 Conjugate Gradient Method [36]
CG is an effective method for symmetric positive definite systems. It is the
oldest and the best known of the nonstationary methods. The method proceeds
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by generating vector sequences of iterates (i.e., successive approximations to the
solution), residuals corresponding to the iterates, and search directions used in
updating the iterates and residuals. Although the length of these sequences can
become large, only a small number of vectors are required to be kept in memory.
In every iteration of the method, two inner products are performed in order to
compute update scalars that are defined to make the sequences satisfy certain
orthogonality conditions. On a symmetric positive definite linear system these
conditions imply that the distance to the true solution is minimized in some norm
[36]. Only the results of the previous iteration need to be stored.
The iterates xi are updated in each iteration by a multiple (αi) of the search
vector pi:
x(i) = x(i−1) + αip(i) (4.24)
Correspondingly the residuals r(i) = b− A x(i) are updated as
r(i) = r(i−1) + αq(i)whereq(i) = A p(i) (4.25)
The choice α = αi = r
(i−1)T r(i−1)/p(i)
T
A p(i) minimizes r(i)
T
A−1r(i) over all pos-
sible choices for α in equation (4.25).
The search directions are updated using the residuals
p(i) = r(i) + βi−1p(i−1) (4.26)
where the choice βi = r
(i)T r(i)/r(i−1)
T
r(i−1) ensures that p(i) and A p(i−1) or equiv-
alently r(i) and r(i−1) are orthogonal. In fact, one can show that this choice of βi
makes p(i) and r(i) orthogonal to all previous A p(j) and r(j) respectively.
4.2.1.1 Convergence of CG [36]
The Unpreconditioned Conjugate Gradient Method constructs the ith iterate x(i)
as an element of x(0) + span
(
r(0), ..., A(i−1)r(0)
)
so that (x(i) − xˆ)TA(x(i) − xˆ) is
minimized, where xˆ is the exact solution of A x = b. This minimum and so the
convergence of the method is guaranteed to exist in general only if A is symmetric
positive definite.
CHAPTER 4. ITERATIVE ALGORITHMS 49
Pseudocode:
Compute r(0) = b−A x(0)for some initial guess x(0)
for i = 1, 2, ...
solve M z(i−1) = r(i−1)
ρi−1 = r(i−1)
T
z(i−1)
if i = 1
p(1) = z(0)
else
βi−1 = ρi−1/ρi−2
p(i) = z(i−1) + βi−1p(i−1)
endif
q(i) = A p(i)
αi = ρi−1/p(i)
T
q(i)
x(i) = x(i−1) + αip(i)
r(i) = r(i−1) − αiq(i)
check convergence; continue if necessary
end
Figure 4.1: Pseudocode of the Preconditioned Conjugate Gradient Method
Since the matrices for our problem are not positive definite, then CG method
is not effective for the solution of our problem.
4.2.1.2 Implementation of CG [36]
CG involves one matrix-vector product, three vector updates and two inner prod-
ucts per iteration. The pseudocode for the Preconditioned Conjugate Gradient
Method is given in Figure 4.1 ([36]). It uses a preconditioner M . Preconditioners
are very commonly used matrix forms which enhance the condition number of the
original matrix A, thus generally reducing the number of iterations to converge
to the solution of the linear system. If a good preconditioner is constructed, then
the iterative technique can improve by means of iteration number, but the effort
in terms of computational cost usually increases. ForM = I (where I is the iden-
tity matrix), one obtains the unpreconditioned version of the conjugate gradient
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algorithm. In that case, the algorithm may be further simplified by skipping the
”solve” line, and replacing z(i−1) by r(i−1) (and z(0) by r(0)).
4.2.1.3 Preconditioning
Because a large condition number of A slows down the convergence of the CG
method, it is natural to think if the condition number of A can be lessened before
the implementation. In the case of a good preconditioner, the rate of convergence
of the method will be very explicit. One of the most common preconditioning
is Jacobi preconditioning which is the one used in the implementations of the
methods here.
Jacobi Preconditioning: This is the simplest preconditioner consists of
just the diagonal of the matrix. (Mii = Aij if i = j, the rest of the entries are
zero.) It is possible to use this preconditioner without using any extra storage
beyond that of the matrix itself. However, division operations are usually quite
costly, so in practice storage is allocated for the reciprocals of the matrix diagonal.
On the other hand, on parallel computers this preconditioner does not present any
particular problems. The algorithm will normally develop due to preconditioning.
4.2.2 BiConjugate Gradient Method [36]
CG is not suitable for nonsymmetrical systems because the residual vectors can-
not be made orthogonal with short recurrences. BiCG somehow related to CG,
that there are two matrices formed and they are solved in the sense of CG. To
be more explicit, instead of an orthogonal sequence (idea in CG), two mutu-
ally orthogonal sequences are formed. It provides two update sequences of the
residuals
r(i) = r(i−1) + αiA p(i), rˆ
(i) = rˆ(i−1) + αiAT pˆ
(i) (4.27)
and two sequences of search directions
p(i) = r(i−1) + βi−1p(i−1), pˆ
(i) = rˆ(i−1) + βi−1pˆ
(i−1) (4.28)
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The choices:
αi =
rˆ(i−1)
T
r(i−1)
pˆ(i)
T
A p(i)
, βi =
rˆ(i)
T
r(i)
rˆ(i−1)
T
r(i−1)
(4.29)
ensures the bi-orthogonality relations
rˆ(i)
T
r(i) = pˆ(i)
T
A p(i) = 0 if i 6= j. (4.30)
4.2.2.1 Convergence of BiCG [36]
Few theoretical results are known about the convergence of BiCG. For symmet-
ric positive definite systems the method delivers the same results as CG, but at
twice the cost per iteration. For nonsymmetrical matrices it has been shown that
in phases of the process where there is significant reduction of the norm of the
residual. In practice this is often confirmed, but it is also observed that the con-
vergence behavior may be quite irregular, and the method may even break down.
The breakdown situation due to the possible event is z(i−1)
T
rˆ(i−1) ≈ 0. The other
breakdown situation is pˆ(i)
T
q(i) ≈ 0 and it occurs when the LU -decomposition
fails and can be repaired by using another decomposition. This is done in the
version of quasi minimal residual method (QMR).
Sometimes, breakdown or near-breakdown situations can be satisfactorily
avoided by a restart at the iteration step immediately before the (near-) break-
down step.
4.2.2.2 Implementation of BiCG [36]
BiCG requires computing a matrix-vector product A p(k) and a transpose product
AT pˆ(k). In some applications the latter product may be impossible to perform,
for instance if the matrix is not formed explicitly and the regular product is only
given in operation form, for instance as a function call evaluation. In a paral-
lel environment, the two matrix-vector products can theoretically be performed
simultaneously; however, in a distributed-memory environment, there will be ex-
tra communication costs associated with one of the two matrix-vector products,
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depending upon the storage scheme for A. A duplicate copy of the matrix will
alleviate this problem, at the cost of doubling the storage requirements for the
matrix. Care must also be exercised in choosing the preconditioner, since similar
problems arise during the two solves involving the preconditioning matrix.
The pseudocode for the Preconditioned BiConjugate Gradient Method is given
in Figure 4.2 ([36]). If the algorithm is examined, everything is as same as the
algorithm of CG method, but the iterations go on in two directions one of which
starts with A and the other starts with AT . Because of this the number of the
calculations will be twice more when compared to CG method.
4.2.3 Conjugate Gradient Squared Method [36]
CGS generates two sequences, both of which are conjugate gradient sequences;
however, the matrix used is somehow different. One of the sequences are gen-
erated by matrix A, but the other is produced by the transpose of that matrix
as AT . Then the updating operations are done for the A-sequence and theAT -
sequences both to the same vectors. Normally, the convergence rate of the sys-
tem will be doubled, but the convergence could be much more irregular, that the
values for the corresponding errors may fluctuate. Another important fact for
this method is that there are not any multiplications with the transpose of the
coefficient matrix which means less number of operations.
CGS accelerates the convergence of the BiCG by generating residuals which
are related to the original residual by the square of a polynomial in A, instead of
a polynomial in A, as in the case of the CG and BiCG. In practice, this results
in CGS converging roughly twice as fast as the BiCG. The additional advantage
is that only the matrix A is involved and not AT . The computational cost for
both the BiCG and CGS are about the same per iteration. CGS is applicable to
nonsymmetrical matrices.
In CGS, the residual vector r(i) can be regarded as the product of r(0) and the
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Pseudocode:
Compute r(0) = b−A x(0)for some initial guess x(0)
choose rˆ(0) for example, r(0) = rˆ(0)
for i = 1, 2, ...
solve M z(i−1) = r(i−1)
solve MT zˆ(i−1) = rˆ(i−1)
ρi−1 = z(i−1)
T
rˆ(i−1)
if ρi−1 = 0, method fails
if i = 1
p(1) = z(0)
pˆ(1) = zˆ(0)
else
βi−1 = ρi−1/ρi−2
p(i) = z(i−1) + βi−1p(i−1)
pˆ(i) = zˆ(i−1) + βi−1pˆ(i−1)
endif
q(i) = A p(i)
qˆ(i) = AT pˆ(i)
αi = ρi−1/pˆ(i)
T
q(i)
x(i) = x(i−1) + αip(i)
r(i) = r(i−1) − αiq(i)
rˆ(i) = rˆ(i−1) − αiqˆ(i)
check convergence; continue if necessary
end
Figure 4.2: Pseudocode of the Preconditioned BiConjugate Gradient Method
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ith degree polynomial in A, that is;
r(i) = Pi(A)r
(0). (4.31)
This same polynomial satisfies rˆ(i) = Pi(A
T )rˆ(0) so that
ρi = (rˆ
(i), r(i)) = (Pi(A
T )rˆ(0), Pi(A)r
(0)) = (rˆ(0), P 2i (A)r
(0)) (4.32)
This suggests that if Pi(A) reduces r
(0) to a smaller vector r(i), then it might be
advantageous to apply this ”contraction” operator twice and compute P 2i (A)r
(0).
By this way, it turns out to be easy to find the corresponding approximations for
x.
4.2.3.1 Convergence of CGS [36]
The convergence of this method is about as twice as for BiCG, which is in agree-
ment with the observation that the same ”contraction” operator if applied twice.
However, there is no reason that the ”contraction” operator, even if it really
reduces the initial residual r(0), it should also reduce the once reduced vector
r(k) = Pk(A)r
(0). This is evidenced by the often highly irregular convergence
behavior of the method.
4.2.3.2 Implementation of CGS [36]
CGS requires about the same number of operations per iteration as BiCG, but
does not involve computations with AT Hence, in circumstances where computa-
tion with AT is impractical, CGS may be attractive.
The pseudocode for the Preconditioned Conjugate Gradient Squared Method
with preconditioner M , Jacobi Preconditioner, is given in Figure 4.3 ([36]).
4.2.4 BiConjugate Gradient Stabilized Method [36]
Bi-CGSTAB also generates two sequences, both of which are conjugate gradi-
ent sequences; One of the sequences are generated by matrix A, but the other
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Pseudocode:
Compute r(0) = b−A x(0)for some initial guess x(0)
choose rˆ(0) for example, r(0) = rˆ(0)
for i = 1, 2, ...
ρi−1 = rˆT r(i−1)
if ρi−1 = 0, method fails
if i = 1
u(1) = r(0)
p(1) = u(1)
else
βi−1 = ρi−1/ρi−2
u(i) = r(i−1) + βi−1q(i−1)
p(i) = u(i) + βi−1(q(i−1) + βi−1p(i−1))
endif
solve M pˆ = p(i)
νˆ = A pˆ
αi = ρi−1/rˆT νˆ
q(i) = u(i) − αiνˆ
solve M uˆ = u(i) + q(i)
x(i) = x(i−1) + αiuˆ
qˆ = A uˆ
r(i) = r(i−1) − αiqˆ
check convergence; continue if necessary
end
Figure 4.3: Pseudocode of the Preconditioned Conjugate Gradient Squared
Method
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is produced by the transpose of that matrix as AT . Instead of orthogonalizing
each sequence, they are made mutually orthogonal, or bi-orthogonal [36]. This
method is effective when the coefficient matrix is nonsymmetrical and nonsin-
gular. Usually smoother convergence is obtained when compared to CGS. The
reason is that different updates for the AT are being used.
Bi-CGSTAB was developed to solve nonsymmetric linear systems while avoid-
ing the often irregular convergence patterns of CGS and requires no transpose
calculations. Instead of computing the CGS sequence i 7→ P 2i (A)r(0), Bi-CGSTAB
computes i i 7→ Qi(A)Pi(A)r(0) where Qi is an ith degree polynomial describing
a steepest descent update.
4.2.4.1 Convergence of Bi-CGSTAB [36]
The convergence behavior of this method cannot be compared with the other
methods’ easily, since it is sometimes faster, sometimes slower. However the ex-
act point is that the convergence is smoother. Bi-CGSTAB can be interpreted as
the product of BiCG and repeatedly applied general minimum residual method
(GMRES) [36]. At least locally, a residual vector is minimized, which leads to a
considerably smoother convergence behavior. Since the method is composed of
BiCG method, there might have some breakdown situations occur at the condi-
tions where BiCG diverges and these breakdown possibilities may be decreased
by combining BiCG with other methods, i.e. by selecting other values for wi.(see
the algorithm) [36].
Furthermore, Bi-CGSTAB has two stopping tests; if the method has already
converged at the first test on the norm of s(s is a relation between the recent and
preceding residual error vectors), then the subsequent update would be numeri-
cally tentative. Additionally, stopping on the first test saves a few unnecessary
steps as well ([36], [38]).
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4.2.4.2 Implementation of Bi-CGSTAB [36]
This method requires two matrix-vector products and four inner products, i.e.,
two inner products more than BiCG and CGS. The pseudocode for the precon-
ditioned Bi-CGSTAB with preconditioner M is given in Figure 4.4 ([36]).
4.2.5 Quasi - Minimal Residual Method [36]
QMR applies a least - squares solve and update to the biconjugate gradient
residuals, thereby smoothing out the irregular convergence behavior of BiCG.
QMR largely avoids the breakdown that can occur in BiCG.
The BiConjugate Gradient Method has a irregular convergence character and
furthermore some breakdowns even may occur during computation. This method,
QMR, has more developed algorithm so these problems are mostly overcome by
QMR. The main idea behind this algorithm is to solve the reduced tridiagonal
system in a least squares sense. Additionally, QMR uses look-ahead techniques to
avoid breakdowns in the underlying Lanczos process, which makes it more robust
than BiCG [36]. This method can also be applicable to nonsymmetrical matrices.
4.2.5.1 Convergence of QMR [36]
One of the two breakdown situations of the BiCG method is being recovered
by this method. This method shows similar steps in each iteration with the
BiCG method if BiCG converges for that iteration. If BiCG method temporarily
diverges or stagnates, then the difference between these methods will appear that
QMR may still further reduce the residual. However, although the convergence
behavior of the method seems to be better, the computation cost is higher than
BiCG that it requires the transpose matrix - vector product.
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Pseudocode:
Compute r(0) = b−A x(0)for some initial guess x(0)
choose rˆ(0) for example, r(0) = rˆ(0)
for i = 1, 2, ...
ρi−1 = rˆT r(i−1)
if ρi−1 = 0, method fails
if i = 1
p(1) = r(0)
else
βi−1 = (ρi−1/ρi−2)(αi−1/ωi−1)
p(i) = r(i−1) + βi−1(p(i−1) − ωi−1ν(i−1))
endif
solve M pˆ = p(i)
ν(i) = A pˆ
αi = ρi−1/rˆT νˆ(i)
s = r(i−1) − αiν(i)
check norm of s; if small enough: set x(i) = x(i−1) + αipˆ and stop
solve M sˆ = s
t = A sˆ
ωi = tT s/tT t
x(i) = x(i−1) + αipˆ+ ωisˆ
r(i) = s− ωit
check convergence; continue if necessary
for continuation it is necessary that ωi 6= 0
end
Figure 4.4: Pseudocode of the Preconditioned BiConjugate Gradient Stabilized
Method
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4.2.5.2 Implementation of QMR [36]
The pseudocode for the Preconditioned Quasi Minimal Residual Method with
preconditioner M = M1 M2 is given in Figure 4.5 ([36]). This algorithm follows
the two term recurrence version without look ahead, presented by Freund and
Nachtigal [39]. This version of QMR is simpler to implement than the full QMR
method with look ahead, but it is susceptible to breakdown of the underlying
Lanczos process. (Other implementational variations are whether to scale Lanczos
vectors or not, or to use three term recurrences instead of coupled two term
recurrences. Such decisions usually have implications for the stability and the
efficiency of the algorithm.)
The Algorithm presented here is modified in a sense to include a relatively
inexpensive recurrence relation for the computation of the residual vector. This
requires a few extra vectors of storage and vector update operations per iteration,
but it avoids expending a matrix vector product on the residual calculation. Also,
the algorithm has been modified so that only two full preconditioning steps are
required instead of three.
Computation of the residual is done for the convergence test. If one uses right
(or post) preconditioning, that is M1 = I then a cheap upper bound for ||r(i)||
can be computed in each iteration, avoiding the recursions for ||r(i)||. QMR has
roughly the same problems with respect to vector and parallel implementation
as BiCG. The scalar overhead per iteration is slightly more than for BiCG. In
all cases where the slightly cheaper BiCG method converges irregularly (but fast
enough), QMR may be preferred for stability reasons.
4.3 Summary
Summary of operation count per iteration for the iterative methods described
up-to-now are given in Table 4.1. The vector summations are less and there is
no inner product for the FBM. Also the modified version of FBM in this study
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Pseudocode:
Compute r(0) = b−A x(0)for some initial guess x(0)
νˆ(1) = r(0); solve M1 y = νˆ(1); ρ1 =
∥∥y∥∥
2
Choose ωˆ(1) == r(0)
solve M t2 z = ωˆ
(1); ξ1 =
∥∥z∥∥
2
γ0 = 1; η0 = −1
for i = 1, 2, ...
if ρi = 0 or ξi = 0 method fails
ν(i) = νˆ(i)/ρi; y = y/ρi
ω(i) = ωˆ(i)/ξi; z = z/ξi
δi = zT y; if δi = 0 method fails
solve M2 yˆ = y
solve M1T zˆ = z
if i = 1
p(1) = yˆ; q(1) = zˆ
else
p(i) = yˆ − (ξiδi/²i−1)p(i−1)
q(i) = zˆ − (ρiδi/²i−1)q(i−1)
endif
pˆ = Ap(i)
²i = q(i)
T
pˆ; if ²i = 0 method fails
βi = ²i/δi; if βi = 0 method fails
νˆ(i+1) = pˆ− βiνˆ(i)
solve M1 y = νˆ(i+1)
ρi+1 =
∥∥y∥∥
2
ωˆ(i+1) = AT q(i) − βiω(i)
solve M2T z = ωˆ(i+1)
ξi+1 =
∥∥z∥∥
2
θi = ρi+1/(γi−1|βi|); γi = 1/
√
1 + θ2i ; if γi = 0 method fails
ηi = −ηi−1ρiγ2i /(βiγ2i−1)
if i = 1
d(1) = η1p(1); s(1) = η1pˆ
else
d(i) = ηip(i) + (θi−1γi)2d(i−1)
s(i) = ηipˆ+ (θi−1γi)2s(i−1)
endif
x(i) = x(i−1) + d(i)
r(i) = r(i−1) − s(i)
check convergence; continue if necessary
end
Figure 4.5: Pseudocode of the Preconditioned Quasi Minimal Residual Method
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Table 4.1: Comparison of operations count at ith iteration of the iterative meth-
ods.
Method Inner Prod. Vector Sum. Matrix-Vector Prod.
FBM 0 1 1
CG 2 3 1
BiCG 2 5 2
CGS 2 6 2
Bi-CGSTAB 4 6 2
QMR 2 8 + 4∗ 2
*:Less for implementations that do not recursively update the residual
Table 4.2: Storage Requirements for the iterative methods.
Method Storage Requirement
FBM matrix +2K
CG matrix +6K
BiCG matrix +10K
CGS matrix +11K
Bi-CGSTAB matrix +10K
QMR matrix +16K∗
*:Less for implementations that do not recursively update the residual.
requires additional K times 2×2 matrix inverse in each iteration, where K is the
number of unknowns.
The storage requirements of the corresponding iterative methods are given in
Table 4.2.
Chapter 5
Simulations and Results
The main motivation of this study is to accelerate the conventional MoM solution
(which is O(N3)) for the electromagnetic wave scattering from dielectric random
rough surfaces by using iterative algorithms (which is O(N2)). However, various
iterative algorithms (stationary and nonstationary) work differently and their
convergence rates change depending upon the roughness of the surface, shape
of the surface, etc. All these issues are discussed in a detailed fashion in this
chapter.
First, the accuracy of the MoM for coupled integral equations and the iter-
ative methods considered in this thesis namely FBM (as a stationary iterative
method), and CGS, Bi-CGSTAB and QMR (as nonstationary iterative meth-
ods) for scattering from various dielectric random rough surfaces are verified by
comparing them with the previously published results. Then, the efficiency and
convergence properties of the iterative methods are discussed by applying them to
various dielectric random rough surfaces, i.e., Gaussian and exponentially corre-
lated random rough surfaces. It has been observed that if both stationary (FBM)
and nonstationary (CGS, Bi-CGSTAB, QMR) methods converge, then FBM is
more efficient (i.e. its convergence rate is much faster). However, there are cases
where FBM fail to converge such as some exponentially correlated random rough
surfaces and/or re-entrant surfaces. In such cases, the nonstationary methods
are accurate, though their convergence rate may be relatively low. Such results
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validate the superiority of the nonstationary algorithms over FBM (stationary
ones). It should be noted that in general convergence properties of the iterative
algorithms are discussed in terms of the monostatic and bistatic non-coherent
radar cross section (NRCS), which are described in Chapter 3. It should be men-
tioned that monostatic NRCS is also referred to as backscattering coefficient, and
bistatic NRCS is also referred to as scattering coefficient.
5.1 Validation of the Algorithms
In order to assess the accuracy of our formulas as well as the accuracy of our
computer codes, we compare our results with the results of Iodice given in [24].
In all results, surface NRCS is computed by a Monte Carlo simulation. Basi-
cally, a large number of independent sample profiles, Ns, with prescribed statis-
tics, are generated. Then the fields scattered by different surfaces are evaluated
using MoM. Finally they are subsequently averaged to compute the NRCS via
σ0 =
2pir
NsLeff
[
Ns∑
i=1
|Esi |2 −
1
Ns
∣∣∣ Ns∑
i=1
Esi
∣∣∣2] (5.1)
for HH polarization and
σ0 =
2pir
NsLeff
[
Ns∑
i=1
|Hsi |2 −
1
Ns
∣∣∣ Ns∑
i=1
Hsi
∣∣∣2] (5.2)
for VV polarization. In the following examples, the number of independent sample
profiles is set to 160, so that the error in the estimate of σ0 is smaller than 1 dB
with probability 0.997 [24]. The profiles are moderately rough surface for Figures
5.1(a)-5.4(a) and very rough surface for Figures 5.1(b)-5.4(b). The width of the
rectangular basis functions is λ/10. The length of the surface is 15m and the
frequency is chosen to be 1 GHz, where λ = 0.3m.
Figure 5.1 shows the comparison of the monostatic NRCS results of this study
generated by MoM with that of given in [24] (again calculated by MoM) for
moderately and very rough surface with ²r = 4 for HH polarization at 1 GHz. In
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Figure 5.1a, σ is set to λ/6 and rms slope is set to 13◦ (i.e. moderately rough
surface). In Figure 5.1b, σ is set to 0.707λ and rms slope is set to 45◦ (i.e. very
rough surface). In both figures angle of incidence is increased from 0◦ to 60◦ with
10◦ steps. As seen in the figures, monostatic NRCS decreases as the incident angle
increases (especially for a moderately rough profile), since the power of reflected
wave to the initial point decreases. We see an excellent agreement in the results
as seen in Figure 5.1, and the difference between the results is not more than 1
dB for all of the cases.
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Figure 5.1: Comparison of the monostatic NRCS values from [24] for various
angles of incidence with the results obtained in this study for a dielectric constant,
²r = 4 for HH polarization at 1 GHz. (a)σ = λ/6, rms slope= 13
◦ (i.e. moderately
rough surface). (b)σ = 0.707λ, rms slope= 45◦ (i.e. very rough surface ).
Figure 5.2 shows a similar comparison of the monostatic NRCS results gener-
ated by MoM in this study with that of given in [24] for ²r = 15− j4 (i.e. moist
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soil) again for HH polarization at 1 GHz. Similar to Figure 5.1, in Figure 5.2a,
σ is set to λ/6 and rms slope is set to 13◦ (i.e. moderately rough surface) and in
Figure 5.2b, σ is set to 0.707λ and rms slope is set to 45◦ (i.e. very rough surface).
In both figures angle of incidence is increased from 0◦ to 60◦ with 10◦ steps. Since
the conductivity of the surface increases, the NRCS values also increases that the
reflection of the electromagnetic waves from the surface is higher. In Figure 5.2,
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Figure 5.2: Comparison of the monostatic NRCS values from [24] for various
angles of incidence with the results obtained in this study for a dielectric constant,
²r = 15 − j4 for HH polarization at 1 GHz. (a)σ = λ/6, rms slope= 13◦ (i.e.
moderately rough surface). (b)σ = 0.707λ, rms slope= 45◦ (i.e. very rough
surface ).
again there is a good agreement and the difference between the results is not
more than 1 dB for most of the cases. However, at the the points where the
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angle of incidence is 50◦ and 60◦ for a very rough surface, the differences be-
tween the NRCS values are approximately 2.2 dB and 2 dB, respectively. Since
the estimated error for such profiles is approximately 1 dB, the 2 dB difference
between the results presented in [24] and the results presented in this thesis is
acceptable. Furthermore, there are some inconsistencies in the results given in
[24] (mentioned at the end of this subsection), which might be another reason for
the aforementioned difference in the monostatic NRCS values.
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Figure 5.3: Comparison of the monostatic NRCS values from [24] for various
angles of incidence with the results obtained in this study for a dielectric constant,
²r = 4 for VV polarization at 1 GHz. (a)σ = λ/6, rms slope= 13
◦ (i.e. moderately
rough surface). (b)σ = 0.707λ, rms slope= 45◦ (i.e. very rough surface ).
Figure 5.3 shows a similar comparison of the monostatic NRCS results gen-
erated by MoM in this study with that of given in [24] for ²r = 4 (i.e. dry soil)
for VV polarization at 1 GHz. Similar to Figure 5.2, in Figure 5.3a, σ is set to
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λ/6 and rms slope is set to 13◦ (i.e. moderately rough surface) and in Figure
5.2b, σ is set to 0.707λ and rms slope is set to 45◦ (i.e. very rough surface). In
both figures angle of incidence is increased from 0◦ to 60◦ with 10◦ steps. When
we compare the data for each incident angle, the difference between the results is
not more than 1 dB for all of the cases except the point at an incident angle of
60◦ for a very rough surface where the difference is 1.7 dB. Since the estimated
error is 2dB in the comparison, we have an excellent agreement.
0 10 20 30 40 50 60
−50
−40
−30
−20
−10
0
10
Angle of Incidence (Degrees)
M
on
os
ta
tic
 N
R
CS
 (d
B)
VV−polarization and moderately rough surface (a)
Results of Iodice [24]
Results in this study
0 10 20 30 40 50 60
−15
−10
−5
0
5
Angle of Incidence (Degrees)
M
on
os
ta
tic
 N
R
CS
 (d
B)
VV−polarization and very rough surface (b)
Results of Iodice [24]
Results in this study
Figure 5.4: Comparison of the monostatic NRCS values from [24] for various
angles of incidence with the results obtained in this study for a dielectric constant,
²r = 15 − j4 for VV polarization at 1 GHz. (a)σ = λ/6, rms slope= 13◦ (i.e.
moderately rough surface). (b)σ = 0.707λ, rms slope= 45◦ (i.e. very rough
surface ).
Figure 5.4 shows a similar comparison of the the monostatic NRCS results
generated by MoM in this study with that of given in [24] for ²r = 15 − j4 (i.e.
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moist soil) for VV polarization at 1 GHz. Similar to Figure 5.3, in Figure 5.4a,
σ is set to λ/6 and rms slope is set to 13◦ (i.e. moderately rough surface) and
in Figure 5.2b, σ is set to 0.707λ and rms slope is set to 45◦ (i.e. very rough
surface). In both figures angle of incidence is increased from 0◦ to 60◦ with
10◦ steps. Since the conductivity of the surface increases, the NRCS values also
increases independent from the properties of the surface profile. In Figure 5.4,
there is a perfect agreement and the difference between the NRCS values is not
more than 1 dB for any of the angles of incidence.
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Figure 5.5: Comparison of the bistatic NRCS values from [24] for Gaussian corre-
lated rough profile with the results obtained in this study for a dielectric constant,
²r = 4 at 1 GHz and σ = λ/6, rms slope= 13
◦ (i.e. moderately rough surface)
(Angle of incidence is 75◦). (a) HH Polarization (b)VV Polarization
Figure 5.5 depicts the comparison of the bistatic results given in [24] (obtained
by MoM) with the results obtained in this study by MoM for a Gaussian correlated
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Figure 5.6: Comparison of the bistatic NRCS values from [24] for exponentially
correlated rough profile with the ones we have derived for a dielectric constant,
²r = 4 at 1 GHz and σ = λ/6, rms slope= 13
◦. (Angle of incidence is 75◦) (a)
HH Polarization (b)VV Polarization
random rough profile with σ = λ/6 and rms slope= 13◦ (i.e. moderately rough
surface) at 1 GHz when the angle of incidence is set to 75◦. In Figure 5.5a, HH
polarization case and in Figure 5.5b, VV polarization case are given. Bistatic
NRCS is calculated by scanning all the scattering angles for each sample profile
and then by (using Equation (5.2)) plotting the corresponding NRCS value versus
scattering angle. There is again a perfect agreement for the bistatic NRCS values
between the results given in [24] with the ones obtained in this study such that
the error is not more than 1dB for almost all of the scattering angles.
Figure 5.6 depicts the comparison of the bistatic results derived in [24] by MoM
with the results obtained in this study by MoM for an exponentially correlated
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random rough profile with σ = λ/6 and rms slope= 13◦ (i.e. moderately rough
surface) at 1 GHz when the angle of incidence is set to 75◦. In Figure 5.5a, HH
polarization case and in Figure 5.5b, VV polarization case is given. There is
also a good agreement for most of the bistatic NRCS values between the results
given in [24] with the ones obtained in this study. The error is more than 1dB
(nominally 3dB) at angles around the backscattering angle. Normally, the error
may be higher for exponentially correlated rough surfaces, since the surface profile
of the exponentially correlated surface is not as smooth as Gaussian correlated
surface. The slope calculated at the points where the integral is taken approaches
to 1.5 for exponential case, where it is maximum 0.5 for Gaussian case for the
moderately rough profile where σ = λ/6 and rms slope is 13◦.
Note that, to assess the accuracy of our results and thereby to validate the
algorithms used in this thesis, we compared our monostatic and bistatic NRCS
results with those given in [24]. However, a careful investigation of Figure 7 and
Figure 9 of [24] reveals the following accuracy problem in [24]. For the case of
exponentially correlated rough profile, the monostatic NRCS value at 75◦ for HH
polarization is approximately -29 dB. However, in Figure 9, the bistatic NRCS
value for HH polarization (incident angle is set to 75◦) at −75◦, which corresponds
to the monostatic NRCS value at 75◦, is approximately 26 dB. As seen from these
plots, the difference is at least 3 dB. Although such a difference can be attributed
to the unstable nature of the exponentially correlated rough surface, we have not
observed such a behavior in our results. Consequently, we believe that our results
are more accurate.
5.2 Application of the Iterative Methods
Up to now, we have compared our results with the ones given in [24] and observed
excellent agreement. Now we focus on the accuracy and efficiency of the iterative
algorithms. In the following figures (i.e. Figures 5.7-5.10), we show the same
monostatic NRCS results of Section 5.1 obtained by using FBM, Bi-CGSTAB,
QMR and CGS. The results are also compared with the conventional MoM results.
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As seen in all figures, there is an excellent agreement.
In order to quantitatively measure the agreement between the iterative meth-
ods and ”numerically exact” results, their root mean square error, ∆, defined
as
∆ =
√√√√∑Pp=1 [σodB,ITER(ϑp)− σodB,MoM(ϑp)]2
P
(5.3)
is used, where P is the number of considered incident angles. In all of the cases
considered in Figures 5.7-5.10, ∆ is smaller than 0.05dB, which show the accuracy
of the stopping criterion and the good estimates of the surface NRCS by iterative
algorithms.
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Figure 5.7: Comparison of the monostatic NRCS values for different iterative
methods for Gaussian correlated rough profile with a dielectric constant, ²r = 4
for HH polarization at 1 GHz. (a)σ = λ/6, rms slope= 13◦. (b)σ = 0.707λ, rms
slope= 45◦.
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Figure 5.8: Comparison of the monostatic NRCS values for different iterative
methods for Gaussian correlated rough profile with a dielectric constant, ²r =
15−j4 for HH polarization at 1 GHz. (a)σ = λ/6, rms slope= 13◦. (b)σ = 0.707λ,
rms slope= 45◦.
Furthermore, we can analyze the convergence rates of the iterative methods for
various surface profiles. In the following tables (i.e. Tables 5.1-5.4), we mentioned
the number of iterations, n0, required for each iterative method to converge until
an error of r(n0) < 10
−2 is satisfied for different values of standard deviation
(σ) and correlation length (Lc) for HH and VV polarization cases. For all of the
following tables, incident angle is set to 60◦. On the other hand, ”nc” means
that there is no convergence for at least one out of ten realizations. However, for
the cases where nonstationary algorithms cannot converge, the error calculated
cannot decrease below the estimated value, it fluctuates around 0.1 − 2, but for
the case of FBM (stationary iterative method), if there is no convergence, then
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Figure 5.9: Comparison of the monostatic NRCS values for different iterative
methods for Gaussian correlated rough profile with a dielectric constant, ²r = 4
for VV polarization at 1 GHz. (a)σ = λ/6, rms slope= 13◦. (b)σ = 0.707λ, rms
slope= 45◦.
the error diverges.
In the tables the σ/λ ratio defines the the surface roughness. As this ratio
increases the roughness of the surface also increases. On the other hand, the σ/Lc
ratio defines the correlation between the surface samples. As this ratio increases,
the correlation length decreases. Although the roughness of the surface remains
unchanged, the smooth behavior of the surface profile diminishes. Interestingly,
in the tables it is shown that Bi-CGSTAB cannot converge at least one out of
ten realizations for HH polarization case, since the diagonal elements in matrix
equation are not dominant even smaller when compared to non-diagonal elements.
Thus, Bi-CGSTAB is marked as ”nc” for all of those cases in Tables 5.1-5.4. More
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Figure 5.10: Comparison of the monostatic NRCS values for different iterative
methods for Gaussian correlated rough profile with a dielectric constant, ²r =
15−j4 for VV polarization at 1 GHz. (a)σ = λ/6, rms slope= 13◦. (b)σ = 0.707λ,
rms slope= 45◦.
information about this point is given in Section 5.2.2.
In the first table, Table 5.1, the surface autocorrelation function is chosen to
be Gaussian and the relative dielectric constant is, ²r = 4. Since the surface is
smooth and the dielectric permittivity is small, the convergence rates of the all
of the algorithms are high.
In the Table 5.2, the surface autocorrelation function is chosen to be expo-
nential and the relative dielectric constant is still, ²r = 4. Since the surface is
not as smooth as Gaussian correlated rough profile, the convergence rates of all
of the algorithms are not as high as Gaussian correlated profile, even there are
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Table 5.1: Average minimum number of iterations n0 such that r(n0) < 10
−2 is
satisfied for different values of standard deviation (σ) and correlation length (Lc),
and for VV and HH polarization. Angle of incidence=60◦. Surface autocorrelation
function: Gaussian. Relative Dielectric Constant: ²r = 4
Iterative σ/λ 0.1 0.3 0.5 0.7 1.0 10.0
Method σ/Lc VV-HH VV-HH VV-HH VV-HH VV-HH VV-HH
FBM 0.15 3-4 3-5 4-5 4-5 4-5 4-5
0.20 4-4 4-5 4-5 4-5 4-5 4-5
0.33 5-5 4-5 4-5 4-5 4-5 4-5
0.71 5-5 4-5 4-5 4-5 4-5 4-5
1.00 6-7 5-7 5-7 6-7 4-6 5-5
CGS 0.15 29-31 28-29 27-28 26-31 25-25 25-29
0.20 32-35 33-32 27-28 23-30 21-29 22-32
0.33 31-33 36-36 28-36 24-32 22-28 23-29
0.71 33-31 39-42 28-41 26-33 23-33 24-31
1.00 33-34 42-50 30-47 26-42 23-35 24-33
Bi-CGSTAB 0.15 24-nc 21-nc 30-nc 26-nc 19-nc 14-nc
0.20 29-nc 32-nc 34-nc 28-nc 22-nc 19-nc
0.33 35-nc 48-nc 38-nc 41-nc 27-nc 21-nc
0.71 41-nc 61-nc 42-nc 43-nc 32-nc 25-nc
1.00 45-nc 78-nc 58-nc 48-nc 41-nc 27-nc
QMR 0.15 43-46 46-42 43-42 41-41 44-39 43-53
0.20 47-40 53-37 48-41 47-40 46-36 45-48
0.33 51-46 62-43 51-67 48-48 46-43 45-51
0.71 58-56 71-49 59-71 55-56 51-48 46-47
1.00 69-65 80-64 67-84 69-62 57-68 48-50
some cases where the methods cannot converge. Naturally, number of iterations
needed to converge for nonstationary iterative methods is higher than FBM, but
there are also some cases where FBM cannot converge but nonstationary ones
can.
In the Table 5.3, the surface autocorrelation function is chosen to be Gaussian
and the relative dielectric constant is, ²r = 15− j4. Although we have increased
the conductivity, the methods still converge for both cases.
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Table 5.2: Average minimum number of iterations n0 such that r(n0) < 10
−2 is
satisfied for different values of standard deviation (σ) and correlation length (Lc),
and for VV and HH polarization. Angle of incidence=60◦. Surface autocorrelation
function: Exponential. Relative Dielectric Constant: ²r = 4
Iterative σ/λ 0.1 0.3 0.5 0.7 1.0 10.0
Method σ/Lc VV-HH VV-HH VV-HH VV-HH VV-HH VV-HH
FBM 0.15 5-5 5-6 7-7 7-8 6-6 nc-nc
0.20 5-5 6-7 8-7 8-7 nc-nc nc-nc
0.33 5-5 7-7 9-14 9-nc nc-nc nc-nc
0.71 5-6 13-nc nc-nc nc-nc nc-nc nc-nc
1.00 5-8 nc-nc nc-nc nc-nc nc-nc nc-nc
CGS 0.15 24-24 22-26 21-34 25-37 31-48 nc-nc
0.20 26-25 28-39 32-44 31-42 36-51 nc-nc
0.33 30-31 34-45 43-51 41-50 43-56 nc-nc
0.71 31-33 42-45 51-69 57-nc nc-nc nc-nc
1.00 35-32 55-nc 68-nc 82-nc nc-nc nc-nc
Bi-CGSTAB 0.15 28-nc 36-nc 43-nc 58-nc 63-nc nc-nc
0.20 30-nc 42-nc 51-nc 69-nc 68-nc nc-nc
0.33 31-nc 63-nc 86-nc 82-nc nc-nc nc-nc
0.71 37-nc nc-nc nc-nc nc-nc nc-nc nc-nc
1.00 43-nc nc-nc nc-nc nc-nc nc-nc nc-nc
QMR 0.15 43-41 48-52 51-68 62-80 72-99 nc-nc
0.20 45-45 63-69 64-86 73-100 78-132 nc-nc
0.33 45-47 76-78 76-81 85-95 106-nc nc-nc
0.71 49-47 85-88 104-96 128-nc nc-nc nc-nc
1.00 53-51 101-nc 127-nc nc-nc nc-nc nc-nc
In the Table 5.4, the surface autocorrelation function is chosen to be expo-
nential and the relative dielectric constant is still, ²r = 15− j4. Since the surface
is not as smooth as Gaussian correlated rough profile, the convergence rates of
all of the algorithms decreases, furthermore as the roughness increases and/or
correlation decreases, methods start not to converge. However, it is obvious that,
the nonstationary methods still converge for most of the cases, where FBM fails.
If we investigate Tables 5.1-5.4, one can immediately figure out that, all of the
iterative methods converge very fast for VV polarization and for any reasonable
roughness. However, for large σ/λ and large σ/Lc ratio, especially for exponential
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Table 5.3: Average minimum number of iterations n0 such that r(n0) < 10
−2 is
satisfied for different values of standard deviation (σ) and correlation length (Lc),
and for VV and HH polarization. Angle of incidence=60◦. Surface autocorrelation
function: Gaussian. Relative Dielectric Constant: ²r = 15− j4
Iterative σ/λ 0.1 0.3 0.5 0.7 1.0 10.0
Method σ/Lc VV-HH VV-HH VV-HH VV-HH VV-HH VV-HH
FBM 0.15 3-4 3-4 3-4 3-4 3-4 3-4
0.20 3-4 3-5 3-4 3-4 3-4 3-4
0.33 3-4 3-5 3-4 3-4 3-4 3-4
0.71 4-4 6-6 4-5 3-4 4-3 3-4
1.00 4-4 6-11 4-5 3-4 4-3 3-4
CGS 0.15 9-24 8-25 9-23 9-23 9-24 7-27
0.20 11-23 11-28 12-25 13-24 11-22 8-21
0.33 13-21 14-33 16-31 16-27 13-25 8-24
0.71 15-30 17-36 19-35 19-27 18-25 10-22
1.00 15-36 24-48 24-38 22-29 19-26 11-22
Bi-CGSTAB 0.15 10-nc 12-nc 12-nc 11-nc 12-nc 10-nc
0.20 14-nc 21-nc 22-nc 14-nc 16-nc 11-nc
0.33 17-nc 23-nc 32-nc 18-nc 19-nc 14-nc
0.71 21-nc 32-nc 48-nc 25-nc 25-nc 17-nc
1.00 30-nc 46-nc 62-nc 28-nc 31-nc 19-nc
QMR 0.15 19-33 19-35 18-34 17-36 18-34 16-46
0.20 21-33 24-38 22-39 28-38 24-36 17-41
0.33 23-35 29-41 27-44 32-41 29-38 18-33
0.71 29-47 36-48 39-46 38-42 32-39 21-35
1.00 30-57 47-64 46-59 42-46 36-46 21-34
autocorrelation, FBM may fail to converge. At most of those profiles where
FBM fails, QMR and CGS can converge which indicates QMR and CGS may
also be useful in rough surface scattering problems. By using nonstationary
algorithms, one can easily handle the problem of scattering from most of the
rough surface profiles more than FBM does. It is obvious that the number of
iterations required for nonstationary algorithms is higher, but if the number of
matrix elements increases, i.e., electrically large surfaces, often the nonstationary
methods converge in similar number of iterations given in Tables 5.1-5.4.
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Table 5.4: Average minimum number of iterations n0 such that r(n0) < 10
−2 is
satisfied for different values of standard deviation (σ) and correlation length (Lc),
and for VV and HH polarization. Angle of incidence=60◦. Surface autocorrelation
function: Exponential. Relative Dielectric Constant: ²r = 15− j4
Iterative σ/λ 0.1 0.3 0.5 0.7 1.0 10.0
Method σ/Lc VV-HH VV-HH VV-HH VV-HH VV-HH VV-HH
FBM 0.15 4-4 4-5 4-5 4-4 6-6 nc-nc
0.20 4-5 4-5 5-6 10-10 nc-nc nc-nc
0.33 4-5 5-5 7-8 nc-nc nc-nc nc-nc
0.71 6-6 nc-nc nc-nc nc-nc nc-nc nc-nc
1.00 6-6 nc-nc nc-nc nc-nc nc-nc nc-nc
CGS 0.15 12-25 13-27 19-28 17-26 19-34 nc-nc
0.20 13-23 16-30 19-31 17-33 23-43 nc-nc
0.33 13-22 21-33 22-33 27-45 31-49 nc-nc
0.71 15-24 23-33 32-45 42-49 41-55 nc-nc
1.00 14-26 24-36 52-51 nc-nc nc-nc nc-nc
Bi-CGSTAB 0.15 17-nc 17-nc 21-nc 20-nc 33-nc nc-nc
0.20 18-nc 22-nc 31-nc 26-nc 42-nc nc-nc
0.33 21-nc 27-nc 37-nc 47-nc 56-nc nc-nc
0.71 23-nc 39-nc 56-nc 102-nc nc-nc nc-nc
1.00 24-nc 56-nc nc-nc nc-nc nc-nc nc-nc
QMR 0.15 23-33 28-36 32-38 35-56 38-49 nc-nc
0.20 25-36 28-42 34-44 37-59 43-43 nc-nc
0.33 25-34 31-48 40-54 41-78 54-65 nc-nc
0.71 26-38 42-60 54-58 74-88 96-98 nc-nc
1.00 27-40 45-79 72-78 nc-nc nc-nc nc-nc
5.2.1 Superiority of the Nonstationary Algorithms
Although the convergence of FBM is extremely fast for moderately rough dielec-
tric surfaces, it may fail to converge as the roughness increases as we discussed
previously and can be seen from Tables 5.1-5.4.
Another surface profile, where FBM cannot converge is re-entrant profiles.
For re-entrant profiles, the order of the current elements is being changed, which
disturbs the diagonally dominant nature of the matrix in turn, affects the con-
vergence capability of the method. However for these kinds of surfaces, still the
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nonstationary algorithms converge.
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Figure 5.11: Dielectric re-entrant surface profile
In fact for the dielectric boundary, there is no current induced on the surface.
However, we can assume that there is a current induced on the surface from
the matrix equation derived in Sections 3.1 and 3.2 (the unknown coefficients
composed of coefficients of the current elements and total electric field for each
matching point) and this current forms the scattered field. In Figure 5.11, there
is a symmetrical dielectric re-entrant profile with a relative dielectric constant,
²r = 15 − j4. In Figure 5.12, the current distribution over the re-entrant profile
of Figure 5.11, evaluated by MoM, at 300 MHz is given. Such a distribution
is reasonable in a sense that the current decreases nearly to zero for the cases
where there is almost no illumination. Furthermore the current distribution is
also symmetrical with respect to the surface profile.
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Figure 5.12: Surface current distribution induced on the re-entrant profile given
in Figure 5.11 and calculated by direct application of MoM for HH polarization.
Frequency is 300MHz. Relative Dielectric Constant, ²r = 15 − j4 (conductivity,
σ = 0.0668S/m). The width, ∆x, of the rectangular basis functions is set to
λ/10.
On the other hand, we investigated the same dielectric re-entrant problem by
using the iterative methods. The convergence rate of each considered iterative
method in terms of the number of iterations is given in Table 5.5.
From Table 5.5, CGS and QMR converges below a predetermined error crite-
rion for all incident angles, and Bi-CGSTAB converges at only 0◦. As the angle
of incidence increases, (i.e., incident angle approaches to grazing angle), the di-
agonal elements get smaller which results the increase in the number of iterations
for convergence as expected.
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Table 5.5: Number of iterations n0 such that r(n0) < 0.02 is satisfied for different
angles of incidence for dielectric re-entrant surface given in Figure 5.11. Relative
Dielectric Constant: ²r = 15− j4. Frequency is 300 MHz.
Incident Angle Iterative Method
(Degrees) CGS QMR Bi-CGSTAB FBM
0 25 27 76 nc
10 58 73 nc nc
20 46 65 nc nc
30 67 66 nc nc
40 52 72 nc nc
50 66 96 nc nc
60 68 89 nc nc
70 69 106 nc nc
In Figure 5.13, we see the current distribution for the angle of incidence rang-
ing from 0◦-30◦ and in Figure 5.14, we see the current distribution for angles of
incidence ranging from 40◦-70◦. As shown in the figures, it is impossible to dis-
tinguish the current distributions obtained via MoM and the two nonstationary
iterative methods (namely CGS and QMR) for all cases.
Furthermore on dielectric re-entrant surfaces, in Figure 5.15, comparison of
the monostatic NRCS values of CGS and QMR with the ”numerically exact”
solution (conventional MoM) is given. For all of the incident angles both QMR
and CGS converges accurately and the root mean square difference defined in
(5.3) is smaller than 0.1dB for both algorithms.
For the case of dielectric re-entrant surfaces, the superiority of the CGS and
QMR is obvious. This important example shows the necessity of these nonstation-
ary algorithms even though their convergence capability is worse when compared
to FBM for the cases where FBM converges.
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Figure 5.13: Comparison of the magnitude of current distribution for angles of
incidence 0◦-30◦ calculated by MoM, CGS and QMR for the re-entrant surface
profile given in Figure 5.11. Frequency is 300 MHz. Relative Dielectric Constant,
²r = 15− j4.
5.2.2 Important Remarks
As seen from tables 5.1-5.4, Bi-CGSTAB method cannot converge for HH polar-
ization for all the cases. This is reasonable in a sense that the matrix equation,
which is 2Nx2N and nonsymmetrical, is difficult to solve for HH polarization
case. Moreover, the diagonal elements are not dominant enough, when compared
to the non-diagonal terms. In fact, the method converges for most of the cases for
HH polarization, but if it fails to convergence at least one out of ten realizations
then it is expressed as ”nc” which shows that there is always one profile that
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Figure 5.14: Comparison of the magnitude of current distribution for angles of
incidence 40◦-70◦ calculated by MoM, CGS and QMR for the re-entrant surface
profile given in Figure 5.11. Frequency is 300 MHz. Relative Dielectric Constant,
²r = 15− j4.
the method fails to converge. However for VV polarization, the diagonal terms
dominate. This results in an increase in the convergence rate. Consequently,
Bi-CGSTAB converges better, even faster than the other nonstationary methods.
Note that as the conductivity increases, the argument of the Hankel function
will never be close to zero. Therefore, the small argument approximation of
the Hankel function performed for the evaluation of Z1mn when m = n will
not be valid. As a result, the Hankel function itself, even its large argument
approximation can safely be used.
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Figure 5.15: Comparison of Monostatic NRCS calculated by MoM, CGS and
QMR for the re-entrant surface profile given in Figure 5.11. Frequency is 300
MHz. Relative Dielectric Constant, ²r = 15− j4.
Finally, as the conductivity increases, special case is required in the selection
of the size of the rectangular pulse basis functions for the MoM solution of the
integral equation pairs (both HH and VV polarizations). In general (for dielec-
tric cases) λ/10 as the size of the rectangular pulse basis functions yields fairly
accurate results. However, this number should be decreased to λ/20 (λ/30) when
the conductivity increases. This is, however, not valid for the PEC or impedance
boundary condition (IBC) cases, where there is a single surface integral equation
for those cases.
Chapter 6
Conclusions
Throughout this thesis, the electromagnetic wave scattering from random rough
dielectric surfaces is investigated.
First, the corresponding surface integral equations are derived from the
Maxwell’s equations by using the surface equivalence theorems. Also Gaussian
random rough surfaces with Gaussian and exponential correlation functions are
generated. The conventional MoM solution of these integral equations for the
generated dielectric random rough surfaces is called the ”numerically exact” so-
lution. Then, the same integral equations are solved via stationary (FBM) and
nonstationary (CGS, Bi-CGSTAB, QMR) methods, thereby, the O(N3) compu-
tational cost is reduced to O(N2). Finally, the accuracy and the efficiency, as
well as the convergence properties of those iterative methods are investigated for
various surface profiles, and discussed in detail via the help of several numerical
examples. Below are several important remarks which we concluded:
• FBM is a stationary iterative method and it converges very fast for mod-
erately rough dielectric surfaces. However, it cannot convergence as the
roughness and/or the dielectric constant increases. Furthermore, the inves-
tigation of re-entrant surfaces (eg; a broken wave in the ocean or a ship in
the sea) cannot be achieved by using FBM.
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• CGS is a nonstationary iterative method and it converges faster than the
other nonstationary algorithms investigated in this thesis for the generated
dielectric random rough surfaces. Its convergence is closer to FBM for
moderately rough surfaces and it still converges for very rough exponen-
tially correlated surfaces where FBM often cannot. Since this method is
applicable to nonsymmetrical and non-diagonally dominant systems, it also
converges for re-entrant surfaces.
• QMR is the other nonstationary iterative method and it shows a similar
convergence behavior like CGS. However, it is slower for the surface profiles
investigated in this thesis. This method is also applicable to re-entrant
surfaces, but again the convergence is slower in terms of iteration number
compared to CGS.
• Bi-CGSTAB is the last nonstationary iterative technique inspected. It can-
not converge for HH polarization case, since the matrix formed for HH po-
larization is neither diagonally dominant nor symmetrical also has a worse
condition number when compared to VV polarization case. This leads to
irregular convergence behavior for Bi-CGSTAB that the method sometimes
converges sometimes not. This method is more suitable for PEC or im-
pedance surfaces where the matrix formed is symmetrical. On the other
hand, the method cannot converge for the dielectric re-entrant surfaces
with low dielectric permittivities.
• All of the methods lead to an error of maximum 0.2dB (nominally 0.05dB)
compared to the conventional MoM solution when the monostatic and bista-
tic NRCS values are considered.
• When the surface correlation function is exponential, FBM cannot converge
for most of the cases and the nonstationary algorithms cannot convergence
for higher σ/λ and/or σ/Lc. This can be explained by recalling that a
Gaussian autocorrelation profile looks smoother than an exponential au-
tocorrelation profile with the same σ and Lc parameters. As the smooth
behavior of the surface decreases, the convergence probabilities of the iter-
ative methods also decrease.
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6.1 Some Interesting Future Directions
Beyond this thesis, there are plenty of further studies that can be done on elec-
tromagnetic wave scattering from random rough dielectric surfaces.
• Similar problem can be investigated for three dimensional surfaces, which
will give a deeper understanding on scattering. However, the solution
process will be slower since the number of unknowns will increase enor-
mously.
• Spectral acceleration (SA) technique can be applied to the forward-
backward method, which solves the integral equations in a few iterations for
moderately rough surfaces. By this way, electrically large terrain profiles
can be simulated, since the computational cost decreases to O(N) after the
application of SA.
• Spectral acceleration algorithm can be applied in order to reduce the com-
putational cost to O(N) to the nonstationary algorithms as well, which are
also capable of solving more rough exponentially or Gaussian correlated
random surfaces, even re-entrant surface profiles.
• Other kinds of dielectric surface profiles can be studied, i.e., fractal surfaces,
etc.
• Electromagnetic scattering by partially buried objects (cylinders, spheres,
etc.) at the interface of dielectric random rough surfaces can be investigated.
Appendix A
Detailed Derivations of the
Matrix Elements
A.1 HH Polarization
•
S0mn =
1
2
δmn +
∫
∆ln
(nˆ′ · ∇φ0)dl′. (A.1)
If m = n, then
S0mn =
1
2
+
∫
∆ln
(nˆ′ · ∇φ0)dl′. (A.2)
By using the following equalities
φ0,1(rm, rn) = −j
4
H
(2)
0 (k0,1|rm − rn|) (A.3)
∇φ0,1(rm, rn) = R · jk0,1
4
H
(2)
1 (k0,1|rm − rn|) (A.4)
where R is the unit vector in the direction of (rm − rn), i.e., R =
(rm − rn)/|rm − rn|, with rm and rn representing position vectors from
the origin to the surface points at xm, observation point, and xn, source
point, respectively and
dl′ ≈
√
dz2 + dx2 = dx
√
1 + (dz/dx)2 = ∆x
√
1 + (dz/dx)2. (A.5)
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Then,
S0mn =
1
2
+ (nˆn ·R)jk0
4
H
(2)
1 (k0|rn − rm|)∆x
√
1 + (dz/dx)2. (A.6)
Furthermore, we know from [27] or [40]
H(2)p (k0,1|rm − rn|) = J (2)p (k0,1|rm − rn|)− jY (2)p (k0,1|rm − rn|)(A.7)
where p is the order of the Hankel function and
lim
|rm−rn|→0
H
(2)
1 (k0,1|rm − rn|) ≈
[
j
pi
(
2
k0,1|rm − rn|
)]
. (A.8)
Also, as seen in Figure A.1, since m = n,
(nˆn ·R) = nˆn · (rm − rn)|rm − rn| = cos(
pi
2
+
∆θ
2
) = − sin ∆θ
2
≈ −∆θ
2
(A.9)
and Rc is the radius of curvature and Rc = |rm − rn|/∆θ.
nn
z
x
rm
R c
Rc
nr R
Figure A.1: Visualization of the problem for the case of m = n
Finally, by introducing all these modifications to (A.6)
S0mn =
1
2
+
∆x
√
1 + (dz/dx)2
4piRc
where m = n (A.10)
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with
Rc = − [1 + (dz/dx)
2]3/2
(dz/dx)
. (A.11)
If m 6= n, then
S0mn =
∫
∆ln
(nˆ′ · ∇φ0)dl′. (A.12)
By inserting the equations (A.4) and (A.5) into (A.12), we get
S0mn =
jk0
4
(nˆn ·R)H(2)1 (k0|rm − rn|)
√
1 + (dz/dx)2n∆x where m 6= n.
(A.13)
•
Z0mn = jωµ0
∫
∆ln
φ0dl
′. (A.14)
If m = n, by using (A.3)
Z0mn = jωµ0
∫
∆ln
−j
4
H
(2)
0 (k0|rm − rn|)dl′. (A.15)
From [27] or [40]
lim
|rm−rn|→0
H
(2)
0 (k0,1|rm − rn|) ≈ 1−
[
2j
pi
ln
(
γk0,1|rm − rn|
2
)]
(A.16)
where γ = exp(0.5772...),i.e., the exponential of Euler’s constant, we get
Z0mn = jωµ0
∫
∆ln
−j
4
[
1− 2j
pi
ln
(
γk0|rm − rn|
2
)]
dl′ (A.17)
and by considering Figure A.1 again,
|rm − rn| ≈ ∆x
2
√
[1 + (dz/dx)2] (A.18)
together with the following simplification∫
lnx′dx′ = x′lnx′ − x′ (A.19)∫
ln
(kx′
2
)
dx′ = x′ln
(kx′
2
)
− x′ = x′
[
ln
(kx′
2e
)]
, (A.20)
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equation (A.17) turns out to be
Z0mn = jωµ0
[
− j
4
(
1− 2j
pi
ln
γk0
√
1 + (dz/dx)2n∆x
4e
)
√
1 + (dz/dx)2n∆x
]
where m = n. (A.21)
If m 6= n, by inserting (A.5) and (A.3) into (A.14), we simply get
Z0mn = jωµ0
[
− j
4
H
(2)
0 (k0|rm − rn|)
√
1 + (dz/dx)2n∆x
]
where m 6= n.
(A.22)
•
S1mn =
1
2
δmn −
∫
∆ln
(nˆ′ · ∇φ1)dl′. (A.23)
If m = n,
S1mn =
1
2
−
∫
∆ln
(nˆ′ · ∇φ1)dl′. (A.24)
Using (A.3) and (A.5), (A.24) is written as
S1mn =
1
2
− (nˆn ·R)jk1
4
H
(2)
1 (k1|rn − rm|)∆x
√
1 + (dz/dx)2.(A.25)
Since we are considering the second region now, the unit vector for this
region will be opposite of the previous case, i.e., nˆ′n = −nˆn, so
(nˆn ·R) = nˆ′n ·
(rm − rn)
|rm − rn| =≈
∆θ
2
. (A.26)
Introducing (A.7), (A.8) and (A.26) into (A.25), we finally get
S1mn =
1
2
− ∆x
√
1 + (dz/dx)2
4piRc
where m = n (A.27)
with
Rc = − [1 + (dz/dx)
2]3/2
(dz/dx)
. (A.28)
If m 6= n,
S1mn =
∫
∆ln
(nˆ′ · ∇φ1)dl′. (A.29)
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By inserting the equations (A.4) and (A.5) into (A.29), we get
S1mn = −jk1
4
(nˆn ·R)H(2)1 (k1|rm − rn|)
√
1 + (dz/dx)2n∆x where m 6= n.
(A.30)
•
Z1mn = −jωµ0
∫
∆ln
φ1dl
′. (A.31)
If m = n, using (A.3), (A.31) is written as
Z1mn = jωµ0
∫
∆ln
−j
4
H
(2)
0 (k1|rm − rn|)dl′. (A.32)
Then by inserting (A.16) into (A.32), we get
Z1mn = −jωµ0
∫
∆ln
−j
4
[
1− 2j
pi
ln
(
γk1|rm − rn|
2
)]
dl′. (A.33)
Finally substituting (A.18)into (A.33) and doing the simplification given in
(A.20), we get
Z0mn = −jωµ0
[
− j
4
(
1− 2j
pi
ln
γk1
√
1 + (dz/dx)2n∆x
4e
)
√
1 + (dz/dx)2n∆x
]
where m = n. (A.34)
If m 6= n, by inserting (A.5) and (A.3) into (A.31), we simply get
Z1mn = jωµ0
[
j
4
H
(2)
0 (k1|rm − rn|)
√
1 + (dz/dx)2n∆x
]
where m 6= n.
(A.35)
A.2 VV Polarization
For the VV polarization case, derivations of the matrix elements are very similar.
All of the equations for HH polarization case, in view of the duality theorem,
should be modified in a sense that electric fields and current densities must be
replaced by magnetic ones; in addition µ0 must be replaced by ²0 through Z0mn
calculation and µ0 must be replaced by ²1 through Z1mn calculation.
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