There exists a vast literature on convergence rates results for Tikhonov regularized minimizers. We are concerned with the solution of nonlinear ill-posed operator equations. The first convergence rates results for such problems have been developed by Engl, Kunisch and Neubauer in 1989. While these results apply for operator equations formulated in Hilbert spaces, the results of Burger and Osher from 2004, more generally, apply to operators formulated in Banach spaces. Recently, Resmerita et al. presented a modification of the convergence rates result of Burger and Osher which turns out a complete generalization of the rates result of Engl et. al. In all these papers relatively strong regularity assumptions are made. However, it has been observed numerically, that violations of the smoothness assumptions of the operator do not necessarily affect the convergence rate negatively. We take this observation and weaken the smoothness assumptions on the operator and prove a novel convergence rate result. The most significant difference in this result to the previous ones is that the source condition is formulated as a variational inequality and not as an equation as before. As examples we present a phase retrieval problem and a specific inverse option pricing problem, both studied in the literature before. For the inverse finance problem, the new approach allows us to bridge the gap to a singular case, where the operator smoothness degenerates just when the degree of ill-posedness is minimal.
Introduction
In this paper we study variational methods for the solution of inverse and illposed problems, which can be written in a Banach space setting in form of an operator equation
We assume that only noisy data v δ of the exact data v are available. Tikhonov suggested (see for instance the book of Morozov [37] ) to use minimizers of the functional
for the stable approximation of solutions of (1), where dist(·, ·) denotes some distance function measuring deviations in the data space. In this paper we consider a particular instance of such variational regularization models consisting in minimization of
where 
We recall that R is called proper if D(R) = ∅.
This work has several objectives:
1. In the standard theory of variational regularization methods it is assumed that F is smooth, i.e., Fréchet derivatives exist and are also smooth (see e.g. [21] ). However, controversial to the literature on regularization methods, it is often the case in applications that singularities (or nonsmooth parts) in the solution, resulting from nonsmooth parts of F , can be recovered efficiently. This motivates to develop an analysis of convergence rates of variational regularization method with nonsmooth operators. An application of such a convergence rates result with nonsmooth operators to phase retrieval is given.
2. On the other hand there exist inverse problems, for example specific inverse problems of option pricing in finance, where the smoothness of the forward operator F is determined by configurations of external model parameters. Then situations with degenerating or nonsmooth derivatives of F can just coincide with situations where the degree of ill-posedness is essentially smaller than in situations with smooth derivatives and hence the chances of good reconstruction are much better. This is the case for at-the-money options when a time-dependent local volatility function is recovered from option prices depending on varying maturities and some fixed strike price (see [26] , [27] ).
3. The paper is a generalization of convergence rates results of nonlinear ill-posed problem which have subsequently been proven and generalized starting from Engl, Kunisch, Neubauer [22] , Burger, Osher [9] , Resmerita et al [38] .
Notation and Assumptions
Whenever this is appropriate, we omit the subscripts in the norms, dual pairings and under convergence symbols. The spaces, topologies, and notions of convergence can be identified from the context. In this section we make the following assumptions:
Assumption 2.1. 1. U and V are Banach spaces, with which there are associated topologies τ U and τ V , which are weaker than the norm topologies.
· V is sequentially lower semi-continuous with respect to τ V , i.e. for
v k → v with respect to the τ V topology
F : D(F ) ⊂ U → V is continuous with respect to the topologies τ U and
τ V .
R : U → [0, +∞] is proper, convex and τ U lower semi continuous.

D(F ) is closed with respect to τ U and D := D(F ) ∩ D(R) = ∅.
For every α > 0 and M > 0 the sets
are τ U sequentially compact in the following sense: every sequence 
Here ·, · denotes the dual pairing with respect to U * and U .
The Bregman distance is only defined at a pointũ ∈ D(R) where the subgradient is not empty. Moreover, the Bregman distance can be +∞. The set
3 Well-posedness
In this section we prove well-posedness, stability, and convergence of variational regularization methods consisting in minimization of (2).
From Assumption 2.1 it follows that (u k ) has a τ U convergent subsequence which we denote again by (u k ) and the associated limit is denoted byũ. Moreover, since R is lower semi continuous with respect to the τ U -topology we have
By assumption, F is continuous with respect to the topologies τ U and
δ with respect to τ V . Since · V is sequentially lower continuous with respect to the τ V -topology it follows that
Combination of (4) and (5) shows thatũ minimizes T α . 
has a subsequence, which converges with respect to the τ U topology, and the limit of each τ U convergent subsequence is a minimizerũ of T α as in (2) .
Proof. From the definition of u k it follows that
Since D = ∅ we can select u ∈ D and since v k → v δ with respect to the norm topology, it follows that
Thus for every > 0 there exists
and therefore has a τ U convergent subsequence in U . Now, let (u k ) denote an arbitrary τ U convergent subsequence with limitũ ∈ D.
Since F is continuous with respect to the τ U and τ V topologies it follows that F (u k ) → F (ũ) with respect to the τ V topology. Moreover, since the τ V topology is weaker than the norm topology it follows that v k → v δ with respect to the τ V topology and thus
δ with respect to the τ V topology. Since · V and R(·) are lower semi continuous with respect to the τ V and τ U topology, respectively, it follows that
Using the results above it follows that
This implies thatũ is a minimizer and moreover by taking u =ũ ∈ D on the right hand side it follows that
Now assume that R(u k ) does not converge to R(ũ). Since R is lower semi continuous with respect to the τ U topology it follows then that
We take a subsequence (u k ) such that R(u k ) → c. For this subsequence we find as a consequence of (8) that
This contradicts (7). Therefore we obtain R(u k ) → R(ũ).
Assumption 2.1 is, e.g., satisfied if we take the weak topologies on U and V , for τ U and τ V and F is continuous with respect to the weak topologies. In the Hilbert space setting we deduce from Theorem 3.2 that a subsequence of u k converges weakly toũ in U and that R(u k ) → R(ũ). In the Hilbert space setting this gives strong convergence along a subsequence.
In the following we prove convergence, convergence rates, and stability estimates for variational regularization methods in Banach spaces.
The generalized solution concept in a Banach space setting is:
This solution concept generalizes the definition of an u 0 -minimal norm solution in a Hilbert space setting. 
Thus for sufficiently large k and α = 1 it follows that
Thus (u k ) ⊆ M 1 (2c), and from (3) it follows that (u k ) is τ U sequentially compact, and consequently has a τ U convergent subsequence, which we again denote by (u k ). The τ U -limit is denoted byũ. From the τ U lower semi continuity of R it follows that R(ũ) ≤ lim inf
Moreover, since F is continuous with respect to the topologies τ U and τ V it follows from F (u k ) = v that F (ũ) = v. This gives a contradiction to (9 Proof. From the definition of u k it follows that
which shows that lim k→∞ F (u k ) = v with respect to the norm topology on V and that lim sup
Therefore, we have lim sup
From Assumption 2.1 it follows that (u k ) has a subsequence, which is again denoted by (u k ), which converges with respect to the τ U topology to somẽ u ∈ D. Using that F is continuous with respect to the topology τ V , and that the norm convergence on V is stronger, it follows from (10) that
From the lower semi continuity of R with respect to the τ U topology it follows that
. That isũ is an R-minimizing solution.
Using this and (11) it follows that
. If the R-minimizing solution is unique it follows that (u k ) has a τ U -convergent subsequence and the limit of any τ U -convergent subsequence of (u k ) has to be equal to u † . Therefore, a subsequence-subsequence argument implies convergence of the whole sequence.
By u δ α we denote a minimizer of the functional (2) . Under the assumption of Theorem 3.5 it follows that for sufficiently small δ, α(δ) ≤ α max and therefore
and
This shows that
The Convergence Rates Result
To show convergence rates we need to make the following assumptions:
Assumption 4.1. F , R, U , V and D satisfy Assumption 2.1.
There exists an R-minimizing solution u † which is an element of the Bregman domain D B (R).
Let
4. There exist numbers
for all u ∈ M α max (ρ).
• D is starlike with respect to u † , that is, for every u ∈ D there exists t 0 such that 
This can be seen by choosing
We also highlight (15) . In the case V := L 2 (0, 1) ⊂Ṽ := L 2− (0, 1) with 0 < < 1 (used later) we have that V * andṼ * are isomorph to L 2 (0, 1) and L (2− ) * (0, 1), with isomorphisms i 1 , i 2 , respectively. Thus we can write
denotes the adjoint operator of F (u † ) which is defined by
Under these particular assumptions and the notation ω =ω (17) holds if
In the special situation of classical convergence rates (cf. as seminal paper [22] 
Thus (18) (18) is in general a nonlinear condition.
• (18) ⇒ (19) . Let us assume that there exists a singular value decomposi-
, written down in decreasing order with multiplicity, and {u k : k ∈ N} the set of corresponding eigenvectors which span the closure of the range of
. For a spectral decomposition, the following holds
Thus (19) is fullfilled.
Using the spectral theorem for bounded selfadjoint operators, the same can be shown for non-compact operators. •
Moreover from the definition of u δ α it follows that
•
Proof. From the definition of u δ α and (13) it follows that
Using (14) it follows that
Therefore from (20) it follows that
• Case p = 1. From (21) it follows that
Taking into account the choice of α = α(δ) the assertion follows.
• Case p > 1. From (21) it follows that
Using Young's inequality
it follows from (24) (taking into account that by our parameter choice
This shows the assertion. (22) and (23) it follows under the assumption that fixed value α is so sufficiently small that αβ 2 < 1 then
The last identity is the reason that in [9] regularization methods with p = 1 are called exact penalization methods . In the case of perturbed data, since α is fixed, it follows from (22) and (23) that
which is also a result stated in [9] .
Let p > 1. From (25) and (26) it follows that
Remark 4.6. Several convergence rates results for Tikhonov regularization of the form 
It follows from (28) and (27) that
Thus (14) holds. Note, that in [9] no smallness condition is associated with the source condition (27) , which is not necessary since (28) is already scaling invariant.
3. In [38] we assumed that U , V are both Banach spaces, F Fréchet-differentiable and
Moreover, there we assumed that there exists ω
Which again gives (14) if β 1 < 1. Consequently, Theorem 4.4 is applicable.
First Example: A Phase Retrieval Problem
The problem of recovering a real-valued function, given only the amplitude but not the phase of its Fourier transform appears in applications to astronomy, electron microscopy, analysis of neutron reflectivity data and optical design (see [13] , [18] , [24] , [31] ). An introduction to the problem together with some descriptions of applications can be found in [29] , [32] . For previous work on regularization methods for phase reconstruction we refer to [4] , [5] . The phase retrieval problem can be formulated as operator equation (1) with the forward operator
where F denotes the Fourier transform and
Boundedness of F follows from well-known mapping properties of the Fourier transform, cf., e.g., [14] . Note that real valuedness of u implies a certain symmetry of its Fourier transform
The one-sided directional derivative of F is given by
where we define Ω = {s ∈ R : (Fu † )(s) = 0} .
In both cases we have |F (u
. However, due to Fu † appearing in the denominator, F cannot be expected to be Lipschitz continuously differentiable (as required in the literature on convergence rates for Tikhonov regularization so far). In this sense, we deal with a nonsmooth problem, as announced in the introduction.
We consider different sets U and regularization functionals depending onp:
• Ifp ∈ (1, 2] we take
Lp(R) .
• Forp = 1 we use the negentropy regularization functional With the subgradient
the Bregman distance of R is given by
To be able to verify Assumption 2.1 in order to make use of the well-posedness, stability, and convergence results of Section 3, we use D := a sequentially compact subset of U = Lp R (R) and use the strong topologies for defining
Lp(R) ; forp = 1 we take R as in (30) . In both cases Assumption 2.1 is satisfied.
As an example of sequentially compact sets in Lp R (R), 1 ≤p < ∞ we mention
with > 0, 0 < a < ∞ and C < ∞. . Of course, under the compactness assumption well-posedness already follows from Tikhonov's Lemma even with α = 0, but without convergence rates. Moreover, the analysis (without the rates) for the regularization methods with and without the addition of the penalization functional R is the same, since the regularization is already enforced by the compact set. In view of this fact and Assumption 2.1, choosing the weak topology for defining τ U and τ V would suggest itself. (Actually, since L 1 is not reflexive, we would have to use the weak* topology in casep = 1). However, a severe objection to the use of the weak topologies is that F is not continuous with respect to them. In L 2 (R), this can be seen by the simple counterexample 
Thus it seems that for the analysis, regularization by considering the solutions on a compact subset of Lp R (R) cannot be avoided.
In the sequel we verify the additional points in Assumptions 4.1, especially point 5.:
In order to formally derive the source condition (14) for this example, we rewrite on one hand
where we have applied Plancherel's theorem and the fact that the left hand side is real valued. On the other hand, we get
Therefore assuming that
Fξ Fu † is real valued on R \ Ω (31) the source condition (17) (up to smallness β 1 < 1) is formally satisfied with
Note that we here made use of the inequality option in this nonlinear version of a source condition, by estimating
However, due to (Fu † )(s) in the denominator of (29), condition (16) cannot be verified for this example. Therefore, we show (14) directly: For this purpose, we use the fact that
and rearrange as follows:
hence by Hölder's inequality and
Therewith, we can conclude that (14) holds with
provided we can establish estimates
• In case p ∈ (1, 2], (34) obviously holds withC 2 := ρ/α max + u 0 − u † and (33) follows from the proof of Corollary (ii) on page 192 in [10] , (see also [11] ).
The derivative ξ used in the Bregman distance is given by
cf., e.g., Example 2.4 in [39] .
• In case p = 1, estimate (34) directly follows from the fact that by the elementary estimate ln x ≥ 1 − 1/x, it follows that
Relation (33) follows from results in [6] , see also Proposition 2.12 in [12] : According to Lemma 2.2 in [6] , we have
, we get by the Cauchy-Schwarz inequality
Hence, by (35) and with
which implies (33), due to the uniform bound
Recall that a derivative ξ of R can be defined by
With the respective choice of the regularizing functional forp ∈ (1, 2] andp = 1, respectively,ω given as in (32) satisfies condition (14) , if (31) holds, and
sufficiently small in casep ∈ (1, 2], and
sufficiently small in casep = 1, where we have used the identity
Note that in the latter case we end up with a closeness condition of u † − u 0 to u * e rather than a closeness condition of u † to u 0 . Indeed, in casep = 1 the purpose of u 0 is to ensure nonnegativity of u − u 0 but not necessarily to be a close approximation.
The real valuedness assumption (31) is indeed a quite strong one: In casē p ∈ (1, 2] , it implies that Fu 0 Fu † is real valued and therewith, sloppily speaking, halves the dimension of the space of possible initial guesses u 0 .
This assumption also had to be made in [4] to obtain convergence rates in a Hilbert space setting. Note however, that in order to be able to work in Hilbert spaces, we had to use stronger norms in [4] which resulted in considerably stronger smoothness conditions on u † − u 0 as compared to those assumed here. [19] (see also [3, 16, 25, 36, 40] ). Therefore, as second example we reconsider a specific nonlinear inverse problem of this scenery, the problem of calibrating purely time-dependent volatility functions from maturity-dependent prices of European vanilla call options with fixed strike. We studied this problem in the papers [26] and [27] . It is certainly only a toy problem for mathematical finance, but due to its simple and explicit structure it serves as a benchmark problem for case studies in mathematical finance. However, following the decoupling approach suggested in [20] variants of this problem also occur as serious subproblems for the recovery of local volatility surfaces. Such surfaces are of considerable practical importance in finance.
For the inverse problem theory in Hilbert spaces the benchmark problem is of some interest, since in L 2 the standard convergence rates results of Tikhonov regularization for nonlinear ill-posed problems from [21, Chapter 10 ] cannot be applied for at-the-money options because of degeneration of the Fréchet derivative. This is just the case of options, where the degree of ill-posedness of the problem is minimal. We conjectured that the missing results in the case of frequently traded at-the-money options are only due to insufficient mathematical tools. For example in parameter identification problems of parabolic problems, where standard assumptions on Fréchet derivatives have not been available, Engl & Zou [23] could overcome this lack of smoothness of the forward operator by exploiting the inner structure of the problem. So we will also try to use the explicit character of our example problem. However, here we will work with auxiliary Banach spaces L 2−ε in order to obtain rates results for the Hilbert space setting.
Precisely, our problem can be written as operator equation (1) in the Hilbert space
At the present time we consider a family of European vanilla call options written on an asset with actual asset price X > 0 for varying maturities t ∈ [0, 1], but for a fixed strike price K > 0 and a fixed risk-free interest rate r ≥ 0. We denote by v(t) (0 ≤ t ≤ 1) the associated function of option prices observed at an arbitrage-free financial market. From that function we are going to determine the unknown volatility term-structure. Furthermore, we denote the squares of the volatility at time t by u(t) (0 ≤ t ≤ 1) and neglect a possible dependence of the volatilities from asset price. Using a generalized Black-Scholes formula (see e.g. [33, p.71] ) we obtain as the fair price function for the family of options
using the simple integration operator
and the Black-Scholes function U BS defined as
and the cumulative density function of the standard normal distribution
We consider the nonlinear forward operator F of the problem mapping in L 2 (0, 1), possessing the form (36) and having a natural convex domain
Obviously, the forward operator is a composition F = N •J of the linear integral operator J with the nonlinear superposition operator
having a smooth generator function k (cf. e.g. [2] ).
Then with the linear multiplication operator
determined by a nonnegative multiplier function
, for which we can show for every 0 < t ≤ 1 the formula
with the logmoneyness κ = ln X K , the directional derivative is of the form
and is characterized by the linear operator G(u) • J. So we can write for short
with some positive constants C and C.
If we exclude at-the money options, i.e. for
and κ := ln X K = 0, the functions m(u, ·) are continuous and have a uniquely determined zero at t = 0. In the neighborhood of this zero the multiplier function declines to zero exponentially, i.e. faster than any power of t, whenever the moneyness κ does not vanish (see formula (38) ). From [26] we have in the case (39), where we either speak about in-the-money options or about out-ofthe-money options, the following assertions: The multiplier functions m(u, ·) all belong to L ∞ (0, 1) and hence G(u) is a bounded multiplication operator in
•J is a compact linear operator mapping in L 2 (0, 1) and therefore a Gâteaux derivative for all u ∈ D(F ). The nonlinear operator F is injective, continuous, compact, weakly continuous (and hence weakly closed) and F (u) is even a Fréchet derivative, for all u ∈ D(F ), since it satisfies the condition
Note that γ, which can be interpreted as Lipschitz constant of F (u) for varying u, comes from the uniform boundedness of the second partial derivative of the Black-Scholes function U BS with respect to the last variable, whereas the multiplier function m(u, ·) defining G(u) is due to the corresponding first partial derivative of U BS .
As a consequence of the smoothing properties of F mentioned above the inverse operator 1) exists, but cannot be continuous, and the corresponding operator equation (1) is locally ill-posed everywhere (in the sense of [28, Def. 2] ). However, due to (40) the approach of [22] to analyzing the Tikhonov regularization with respect to convergence rates is directly applicable for the case X = K and yields in that case the following proposition, which had been proven in [26, Theorem 5.4 ]. In the following we apply Theorem 4.4, where in our special situation D and D(F ) coincide.
explodes. But (40) was required in [26] where Proposition 6.1 has been proven. On the other hand, for κ = 0 the forward operator F from (36) is less smoothing than for κ = 0, because for X = K the multiplier function m(u † , t) in F (u) = G(u) • J (also occurring in the denominator of (45)) has a pole at t = 0 for at-the-money options instead of a zero in all other cases. Hence, the local degree of ill-posedness of equation (1) in the singular case X = K is smaller than in the regular case X = K. So it can be conjectured that an analogue of Proposition 6.1 also holds for X = K, but a more sophisticated approach for proving such a theorem is necessary and is given by Theorem 4.4 which allows us to compensate the degeneration of essential properties of the derivative F (u † ). In order to overcome the limitations of the singular situation with respect to convergence rates, we have to leave the pure Hilbert space setting. We directly apply Moreover, we have
and thus . This condition is much weaker than the required exponential decay of the derivative of the initial error near t = 0 in the case X = K.
Finally, we can ask the question whether it is necessary to distinguish at all Proposition 6.1 in the regular case and Theorem 6.2 in the singular case, because Theorem 6.2 holds also true in the case X = K. However, it makes sense to formulate additionally the Proposition 6.1 for X = K, since ν > 0 can be avoided there and the conditions (53) and (54) are stronger than the conditions ω ∈ L 2 (0, 1) and (46) which are appropriate for the regular case.
