An empirical force field for carbon based upon the Murrell-Mottram potential is developed for the calculation of the vibrational frequencies of carbon nanomaterials. The potential is reparameterised using data from density functional theory calculations through a Monte-Carlo hessian-matching approach, and when used in conjunction with the empirical bond polarisability model provides an accurate description of the non-resonant Raman spectroscopy of carbon nanotubes and graphene. With the availability of analytical first and second derivatives, the computational cost of evaluating harmonic vibrational frequencies is a fraction of the cost of corresponding quantum chemical calculations, and makes the accurate atomistic vibrational analysis of systems with thousands of atoms possible. Subsequently, the non-resonant Raman spectroscopy of carbon nanotubes and graphene, including the role of defects and carbon nanotube junctions is explored.
Introduction
Since their discovery, carbon nanotubes (CNTs) [1] and graphene [2] have been the subject of considerable research interest owing to their unique structural, mechanical and electronic properties. Raman spectroscopy has emerged as one of the most popular techniques used to study these systems, providing in-5 formation on the structure, bonding and environment of CNTs [3] and graphene [4] , including details on CNT diameter, chirality and defects. Key modes in the Raman spectroscopy of CNTs are the G band and the radial breathing mode (RBM). The G band arises from planar vibrations of the carbon atoms and is the most intense band, and is present in both graphene and CNTs. For CNTs 10 this band can split into the G + and G − bands, which correspond to in-plane movements along and perpendicular to the CNT axis, respectively. The G band can be used to determine whether a CNT is metallic or semi-conducting, and allows for the qualitative assignment of the chiral indices of a CNT. The RBM corresponds to the coherent expansion and contraction of carbon atoms in the 15 radial direction, and the frequency of this mode is known to depend on the diameter of the CNT. A further very weak band is the disorder-induced D band, which is associated with sp 3 defects in CNTs [5] .
Although Raman spectroscopy is used routinely to study CNTs and graphene 20 based materials, the prediction of the Raman spectroscopy of these systems is a challenge for computational methods. The accurate calculation of the vibrational frequencies and associated spectroscopy of carbon nanomaterials can potentially aid the interpretation of experimental measurements and allow the relationship between the molecular structure and the observed features to be 25 explored. Simulation of vibrational spectroscopy using quantum chemical methods, such as density functional theory (DFT), is well established. However, the computational cost of these methods makes them impractical for the study of large systems such as CNTs. This can be overcome for the simulation of pristine nanotubes through the use of periodic boundary conditions, but the use of 30 periodic boundary conditions to study realistic CNTs that are non-uniform and contain vacancies and defects is limited since such calculations would require large unit cells. Furthermore, periodic boundary conditions are not suitable for studying systems such as nanotube junctions which are inherently non-periodic.
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Several groups have reported DFT based harmonic frequency calculations of the infrared (IR) and Raman spectroscopy of fullerenes, including C 60 and C 70 [6, 7, 8 [24, 25, 26, 27] . Calculations of the resonant Raman spectroscopy of CNTs using a non-orthogonal tight-binding model have been reported, and the influence of point defects on the spectra studied [28, 29] .
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Ideally it would be possible to model the vibrational spectroscopy of these systems efficiently without the constraints of periodicity, providing an accurate description of experiment and opening the opportunity for the role of edges and defects to be explored. Empirical potentials provide a possible solution to this problem. The attraction of this approach for studying the vibrational spec-
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troscopy of these systems is evident by comparing the associated computational cost with a DFT calculation. On a single processor, a B3LYP/6-31G* calculation of the harmonic frequencies of C 60 and C 70 requires over 40000 and 60000 seconds, respectively. Similar calculations using the empirical Murrell-Mottram potential take two and three seconds, representing a many thousand-fold de-80 crease in computational time. Furthermore, the use of empirical potentials alleviates the memory requirements of using quantum chemical methods, allowing systems of thousands of atoms to be studied routinely. However, for empirical potentials to form viable methods for simulating the vibrational spectroscopy of these systems, the accuracy of quantum chemical methods needs to be retained.
85
The prominence of carbon-carbon interactions in chemistry, physics and materials science has led to the introduction of several highly developed empirical are inherently an equilibrium property.
In this work we study the vibrational spectroscopy of carbon based materials using empirical potentials. The parameterisation of the well known potentials, such as the REBO potential [30] , focuses on energetics and structure and does 110 not consider the vibrational properties. As a consequence of this, it has been shown in a recent study that the REBO potential performed poorly in describing the the vibrational frequencies of C 60 and CNTs [39] . It was found that to achieve an adequate description of the IR spectrum of C 70 and the RBM and G band of CNTs, it was necessary to treat high and low frequency modes atoms. Subsequently, the Raman spectroscopy of graphene and CNTs with defects and junctions is explored.
Computational Details

Parameterisation of the Murrell-Mottram Potential
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The work presented in this study is based upon the MM potential. This potential was chosen in preference to bond order potentials like REBO and
Reaxff for its simplicity that allows for the implementation of analytical first and second derivatives and a more straightforward framework for parameterisation.
For a system with N atoms, the MM potential [36] takes the following form 140 with two and three body terms:
where
with r ij being the distance between atoms i and j. D and r e are parameters that allow the energy and ground state structure to be described accurately.
The exp(−a 2 ρ ij ) and exp(−a 3 Q 1 ) terms are damping functions that ensure the 145 energy goes to zero as the atoms become infinitely separated with the form of the function controlled by the parameters a 2 and a 3 . P (Q 1 , Q 2 , Q 3 ) is a quartic polynomial in symmetrical coordinates Q i which has the following form
where c 0 − c 10 are parameters and
The MM potential has been used extensively to study the structure of metal 150 clusters [40, 41, 42, 43, 44, 45, 46, 47] . A parameterisation for carbon has been reported by Eggen et al. [38] , wherein the potential was fitted to the phonon frequencies and elastic constants of diamond and to the cohesive energy and intralayer spacing of graphite in addition to other structural data. The potential was applied to study the structure of a wide range of carbon clusters 155 and fullerenes. Vibrational frequencies for selected carbon clusters including C 60 were computed, and it was found that that low frequencies were underestimated and higher frequencies overestimated.
As was noted in the work of Eggen et al., small carbon clusters and fullerenes
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will both have π-bonding electronic effects, which are missing in diamond which has only sp 3 carbons. Consequently, in order to describe the vibrational spectroscopy of CNTs and graphene-based materials correctly, it is necessary to revisit the parameterisation of the potential. In order to construct a new set of parameters of the MM potential designed to accurately model the structure and the use of hessian data in the parametisation of force fields has been exploited [50] .
New parameters for the MM potential were determined by a Monte-Carlo based minimization of the RMSD of the unscaled hessian matrix for C 60 , computed using DFT with the B3LYP exchange-correlation functional [51, 52] and 6-31G* basis set within the constraint that a low RMSD for the structure is 180 also achieved. C 60 was chosen since it captures many of the structural elements present in sp 2 -based carbon materials, and it is sufficiently small for the calculation of the hessian matrix using DFT. Previous studies have shown that the B3LYP/6-31G* level of theory provides a good description the structure and vibrational frequencies of fullerenes [7] . In the fitting, the parameter D was not
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varied from the value of 6.298 eV from the work of Eggen et al. [38] where this value corresponds to the typical bond energy of a carbon-carbon double bond.
The c i parameters were confined to the range -200 to +200, the a i parameters between 1.5 and 10.0. r e was allowed to vary between 1.1 and 1.5Å since this range contains acceptable values for the bond lengths of C 60 . 10000 sets of 190 randomly chosen initial parameters were generated, and then for each of these sets of parameters, the RMSD structure and RMSD hessian were minimised using the following procedure: Each parameter is perturbed randomly by an amount between -5 and +5 for the c i coefficients and between -0.05 and 0.05 for the remaining parameters, and the change is accepted if both the RMSD however, the potential depends on the cumulative effect of these parameters and it is difficult to determine any physical relevance from the change in any 210 one of these coefficients. The RMSD in the hessian is significant, but as shown later this is sufficiently low to provide an accurate description of the vibrational frequencies of CNTs and graphene. The vibrational frequencies are computed within the harmonic approximation, and it is well known that this leads to an overestimation of the vibrational frequencies. Consequently, it is customary to 215 apply a linear scaling to computed harmonic frequencies. For B3LYP/6-31G* a scaling factor of about 0.96 is optimal [53] , for the frequencies computed with the re-parameterised MM potential we find a scaling factor of 0.90 to be suitable which is closer to the scaling factors used for Hartree-Fock theory calculations.
We note that overestimating the experimental frequencies at the harmonic level 220 is to be expected since if the calculations were extended to anharmonic frequencies, for example via vibrational perturbation theory, this would lead to a decrease in the computed frequencies.
Raman Intensities
To simulate Raman spectra it is necessary to combine the computed frequen-225 cies with Raman intensities associated with the corresponding normal modes.
Within a non quantum chemical framework, this can be achieved using the BPM.
The BPM has been previously used for the computation of Raman spectra of CNTs, graphene and nano-ribbons [54, 55] , and provides a complementary empirical approach for estimating Raman intensities. One limitation of the model 230 is that it cannot be applied to resonant Raman spectra. The BPM has been used in conjunction with periodic calculations using a force-constant model [54, 55] and DFT [18] , thus avoiding the computationally expensive determination of the polarisability derivatives via quantum chemical calculations. Within the BPM, the bond polarisability for a pair of atoms is given as
where µ and ν are Cartesian coordinates and R is the vector connecting the two atoms linked by the bond. Raman intensities can be calculated from derivatives of equation 9 with respect to the normal modes, and equations for these derivatives can be found elsewhere [19, 25] . α || + 2α ⊥ and α − α ⊥ and 240 the associated derivatives α + 2α ⊥ , α − α ⊥ are empirical parameters.
Here we adopt the parameters used by Saito et al., for modelling CNTs [55] and graphene [54] . For CNT α + 2α ⊥ = 4.7Å 2 , α − α ⊥ = 4.0Å 2 and α − α ⊥ = 0.04Å 3 and for graphene α + 2α ⊥ = 7.55Å 2 , α − α ⊥ = 2.60Å 2 and α − α ⊥ = 0.32Å 3 . We note that these parameters were de-245 signed for the study of CNTs under periodic boundary calculations, and as a result may not be ideal for the calculations presented here. Furthermore, it would be desirable to have a common set of parameters for CNTs and graphene.
Calculations
Using the new MM potential, structures were optimized using the conjugate and IFM bands relative to the G band. One noticeable feature of the RBM for finite nanotubes is that there is some distortion to the perfect radial expansion at the ends of the tube, while within a periodic (infinite) tube framework, the displacements of the atoms are perfectly radial and symmetrical. A consequence of this is that the Raman intensity associated with the RBM for the finite tube of the potential to C 60 , which is a more appropriate model for nanotubes than for a flat graphene sheet.
Raman Spectra
Radial Breathing Mode
The RBM is one of the most important modes in the Raman spectroscopy
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of CNTs. The primary use of this mode stems from the relationship of its frequency to the diameter of the nanotube and the RBM is commonly used to determine nanotube diameters in experimental samples. The frequency of the RBM is known to follow an inverse relationship with the diameter (d) of the CNT, and is commonly used to determine nanotube diameters in experimental samples. The following empirical relationships are often used [58, 59 ]
For ω RBM in cm here, are metallic and two peaks are expected for semiconducting nanotubes.
The frequency of the G band does not show a strong dependence on the length of the CNT. This is not surprising since the G band is common across a wide range of carbon nanomaterials, hence its main properties are independent of large-scale structural differences such as that between CNT and graphene. behaviour. Figure 6 shows the computed VDOS for a (10,10) nanotube with length 60 nm that has 9720 atoms, and a broadening using Lorentzian functions of 20 cm −1 is applied. This can be compared with the VDOS measured in experiment from the work of Dresselhaus and Eklund [61] which also corresponds to (10,10) nanotubes. We note that the calculations represent a single pristine CNT while the experiments are for a nanotube bundle. In general the calculations qualitatively reproduce the VDOS profile observed in experiment. In some regions of the spectrum some notable differences are revealed. In particular the two distinct peaks in the 600 cm −1 to 900 cm −1 region are predicted to lie at lower frequency. There are also differences in the 1400 cm −1 to 1600 cm −1 re-385 gion. However, the potential is performing reasonably well over the frequency range, although some features are slightly shifted.
Stone-Wales Defects
The Stone-Wales (SW) rearrangement is 90
• rotation of a single carboncarbon bond which can lead to the formation of two 5-membered rings and two 390 7-membered rings [62] . The SW rearrangement is a common defect found in carbon nanomaterials and it has been proposed that a localised vibrational mode associated with the defect may form the basis for monitoring the formation of these defects in nanotube growth [63] . Consequently, it is of interest to study how the presence of these defects is reflected in the Raman spectroscopy.
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For CNTs the inclusion of a single defect leads to some distinct highly localized modes based purely around the defect area. These defects are illustrated in Figure 7 and the computed Raman spectra for nanotubes and graphene are shown in Figure 8 . The first type of vibrational mode lies at 1665 cm −1 in 400 a (10,10) nanotube and is associated with stretching modes of the pentagon defect. The second corresponds to the C-C stretching mode between the two pentagon defects and is calculated to lie at 1931 cm −1 in a (10,10) nanotube.
The computed frequency of this mode is consistent with previous work [63] where the C-C stretching mode between the pentagon defects was computed to lie at 
