Considered is a linear regression model with a one-dimensional control variable and an m-dimensional response variable y. The components of y may be correlated with known covariance matrix. Let B be the covariance matrix of the Gauss-Markoff estimator for the unknown parameter vector of the model. Under rather mild assumptions on the set of regression functions a factorization lemma for det B is proved which implies that D-optimal designs do not depend on the covariance matrix of y. This allows the use of recent results of Dette to determine approximate D-optimal designs for polynomial regression. A partial result for exact D-optimal designs is given too.
A REGRESSION MODEL WITH MULTIPLE RESPONSE
In regression experiments it is often possible to measure several variables y,, . . . . y, for one value of the control variable x. Chemical experiments can serve as the simplest examples of this. We will consider here the following setting: Let fj'), 1 ,<j< si, 1 < i 6 m, be known real functions defined on X E R and al" be unknown parameters to be estimated. For points Xl, x2,  x, E X one observes random variables Yi(xk) satisfying A model of this type where the parameters uji) and the numbers si do not depend on i has already been considered by Fedorov [3, Chap. 51 . There one can find also some results on D-optimal designs, mainly of general character. One should also mention that there are several papers treating multivariate design problems, but there the term "multivariate" refers to the control variable.
Equations ( 6) where D @ Z, denotes the Kronecker-product of D with the unit matrix Z,,. If D is known, rank D = m, and if the design x = (x1, x1, . . . . x,) is chosen in such a way that X has full rank then the Gauss-Markov estimator d for a is, cf. Rao [6, p. 2301, having covariance matrix cov I = (XTC-'A--'.
The problem of finding a D-optimal design is finding a point x = (X,) . ..) x,,)E%~ such that det(X'C-'X) becomes maximal. In general the solution will depend on C. The main purpose of this note is to show that under rather mild assumptions det(X'C'X) factorizes in such a way that one factor depends only on C and not on x and the other only on x but not on C. These assumptions refer to a kind of hierarchically ordered system of regression equations described as follows:
Each response variable is assumed to belong to one of q classes XV, /XV/ = p,,, 1 < v < q, XI= i p,, = m. With XV is associated a system FV, lFU/ = py, of regression functions such that FV c e,+ i, e, # PV+ i . For each response variable belonging to XV the regression equation (1.1) uses all functions from e,"?., but the parameters ai may depend on the special variable. Hence putting The determinant of this matrix is denoted by
In view of the equivalence theorem, cf. Fedorov [3, Theorem 52.11, besides 6(D, x) also the following functional is of interest: Let for XEE,
Then on 5? x .%^" we define
For S(D, x) and d(x, x) one has the following representations:
where Ai= Cdpyli<p.v<q.
Since the proof is purely algebraic, it is postponed to the Appendix. The result follows from Lemma2 by using H= [H,?H,] ,si.jCq, K= D-', and A=XTC-lx.
D-OPTIMAL

DESIGNS
In the theory of approximate designs the matrices are replaced by matrices where 5: is a probability measure on 3".
Altering the matrix (1.9) accordingly, we get functionals d(D, r) and d(x, g), depending on 5 instead on x. Clearly, from Lemma 2 one sees that Theorem 1 also holds in this more general situation. Two remarks seem to be appropriate here.
Remark 2. If X is compact and fi, . . . . fpq is a system of linearly independent and continuous functions then a design measure r* maximizing 6(D, c) always exists. According to part (a) of Theorem 1, t* does not depend on D. By Theorem 5.2.1 in Fedorov [3] , <* also minimizes maxI, I d(x, 5) and for all points x from the support of <* it holds that d(x, t*) = i pipi = c = # of parameters. i=l Remark 3. In the special case of polynomial regression, i.e., fi(x)=xj-1, the problem of maximizing 6(D, 5) has recently been solved by Dette[2] who arrived at it motivated by Lluter's [S] approach to model robust designs. Putting fl,,-i = c-'pipi, 1 < i 6 4, pi = 0 otherwise, one can directly apply Theorem 3.1 in [2] . We give here three examples where solutions can be calculated explicitly. where u1 = p11p3, u2 = p2ip3.
Exact designs are not completely known yet in the univariate case, cf. Gaffke [4] and Constantine, Lim, and Studden [ 11. For the simplest nontrivial multivariate case q = 2, p I = p2 = 1, p 1 = 2, p2 = 3, f,(x) = x,j-', 1 <j< 3; i.e., Looking at the proof above, it should be remarked that for the cases j= 1, 2,4, 7 the same technique does not go through, since inequality (2.3) is not appropriate. We think that for these cases D-optimal exact designs on [ -1, l] are not even symmetric around zero. For n = 4 this could be confirmed by a tedious calculation; in this case there are exactly two D-optimal designs x'l'=(-1, -l,U, 1) and
where LX z 0.0519 is the real root of 9tX3+5tx2+19LX-110.
Note also that for j = 0 our result coincides with the approximate solution by Dette, i.e., <*( -1) = t*(l) = i, r*(O) = $ (cf. also Example 2(b)).
LEMMA 1. For cx, j3, y E R, n E N, and y = ( yI, y,, . . . . y,) E R", let .2) cf., e.g., Rao [6, pp. 32, 331 . Putting
Lii=Kii-Ki,q+,K~~l,q+LKq+l,j, By the induction hypothesis the first term is equal to Cy= 1 p,h~(fZ,,)-'h which proves the assertion. 1
