ABSTRACT In several problems, contrast pattern-based classifiers produce high accuracy and provide an explanation of the result in terms of the patterns used for classification. However, class imbalance problems are a great challenge for these classifiers because there exist significantly fewer objects belonging to a class regarding the remaining classes and this biases the classification to the majority class. Therefore, in this paper, we propose an algorithm for discovering cost-sensitive patterns in class imbalance problems and a pattern-based classifier which uses these patterns for classification. Our proposal follows the idea of fusing pattern discovery with the cost-sensitive approach for class imbalance problems. Our experiments show that our proposal obtains cost-sensitive patterns, which allow attaining significantly lower misclassification cost than using patterns mined by other well-known state-of-the-art pattern miners. Also, we show that our proposed pattern-based classifier is suitable for working with cost-sensitive patterns.
for the minority class. Some examples are the ensemble of classifiers or resampling methods jointly with boosting algorithms. The main drawback of this approach is that the proposed solutions are for a specific classifier; therefore, the solutions at algorithm level heavily rely on the selected classifier; avoiding versatility as those proposed at the data level approach [15] , [16] . Cost-sensitive: this approach follows the idea of assigning misclassification costs through a cost matrix. Commonly, the misclassification cost for objects belonging to the majority class are lower than the misclassification cost for objects belonging to the minority class. The main drawback in this approach is that the cost matrix in most databases is unknown, as a consequence, in the literature several standard cost matrices have been proposed for two-class problems [5] , [17] [18] [19] . Cost-sensitive pattern discovery has not been thoroughly studied [20] , in fact, as far as we know, there is not an algorithm for discovering cost-sensitive contrast patterns. Nevertheless, the cost-sensitive approach has reported good classification results for classifiers not based on patterns [17] , [21] . Therefore, developing both contrast pattern miners and contrast pattern-based classifiers for class imbalance problems based on this approach could attain good classification results.
In this paper, we define the concept of cost-sensitive pattern and we propose an algorithm for discovering costsensitive patterns in class imbalance problems. Our proposal induces several cost-sensitive decision trees by using a new cost-sensitive measure as split evaluation criterion and after, several cost-sensitive patterns from each tree are extracted. Then, all discovered cost-sensitive patterns are processed by using a filtering method in order to remove duplicate and too specific patterns, as well as removing redundant items. Finally, we combine the support of the filtered patterns for building a cost-sensitive pattern-based classification scheme. Our experiments show that our proposal obtains patterns that allow attaining significantly lower misclassification cost than using the patterns mined by other well-known contrast pattern miners.
This paper is organized as follows: Section II shows preliminaries of the cost-sensitive approach and contrast patternbased classification. Section III shows the related work about the cost-sensitive approach and contrast pattern classifiers for class imbalance problems. Section IV introduces our proposal of classification based on cost-sensitive patterns for class imbalance problems; where the stages of training, filtering, and classification are detailed. Section V, contains the setup for our experiments. Section VI presents the experimental results as well as a discussion about them. Finally, conclusions and future work are presented in Section VII. 
II. PRELIMINARIES
Since in this paper we propose an algorithm for discovering cost-sensitive patterns and a pattern based classifier which uses these patterns, in this section we briefly describe the cost-sensitive approach for class imbalance problems (Section II-A) and some concepts related to pattern-based classification (Section II-B).
A. COST-SENSITIVE APPROACH
Cost-sensitive algorithms compute the misclassification cost for a query object regarding the problem classes. This misclassification cost is computed by using a cost matrix (see Table 1 ). Usually, the misclassification cost for objects belonging to the minority class C(1, 0) is higher than the misclassification cost for those objects belonging to the majority class C(0, 1); while true classifications have a misclassification cost equal to zero C(0, 0) = C(1, 1) = 0 [17] , [22] , [23] .
Given a cost matrix, a query object is classified into the class having the lowest expected cost; this criterion is known as the minimum expected cost principle [17] , [22] . The expected cost R(i|o) of classifying a query object o into the class i is commonly expressed as:
where P(j|o) is the estimated probability of classifying the query object o into the class j and C(i, j) is the cost of predicting the class i for the query object o when j is the correct class [17] , [22] , [23] .
It is important to highlight that in cost-sensitive problems the goal changed regarding non-cost-sensitive problems. For example, in a two-class imbalanced problem using the costsensitive approach, the classification of a query object is optimal for the minority class if and only if the misclassification cost is less than the misclassification cost of classifying this object in the majority class. Note that, in cost-sensitive problems the goal is to minimize the misclassification cost although this could generate a greater number of misclassified objects regarding a non-cost-sensitive problem. Keep in mind that a cost matrix governs cost-sensitive problems and as a consequence, this type of problem cannot be compared against non-cost-sensitive problems [24] .
B. PATTERN-BASED CLASSIFICATION
A pattern is an expression defined in a certain language that describes a collection of objects [3] , [8] . Usually, it is represented by a conjunction of relational statements, each one of the form: [f i # v j ], where v j is a value in the domain of feature f i and # is a relational operator from the set
No ] is a pattern that describes a collection of patients suffering from Zika virus [25] . A contrast pattern (CP) is a pattern whose fraction of objects covered by the pattern in the training set (support [26] ) is higher in a class with respect to its support in the other classes [1] , [27] , [28] . An emerging pattern (EP) is a type of contrast pattern that uses the ratio between its support in one class and its support in the other classes (Growth Rate [27] ) as quality measure. Then, an emerging pattern whose growth rate is ∞ is called jumping emerging pattern (JEP) [1] . In short, JEP covers objects for a single class. Then, based on the above-mentioned definitions, a supervised classifier based on contrast patterns uses a collection of contrast patterns to create a classifier that predicts the class of a query object [20] .
Contrast pattern-based classifiers can explain the results in a language close to a human expert through the patterns. On the other hand, in some domains, contrast patternbased classifiers have shown more accurate predictions than other popular classification models like decision trees, naive bayes, nearest neighbor, bagging, boosting, and support vector machine (SVM) [20] , [28] , [29] .
For building a contrast pattern-based classifier, there are three stages: pattern mining, pattern filtering, and classification strategy [3] , [30] .
Pattern mining: this stage is dedicated to finding a set of candidate patterns by an exploratory analysis using a search-space, which is defined by a set of inductive constraints provided by the user. There are several algorithms for mining patterns, those directly generating the patterns (e.g., rule miners) and those extracting patterns from the trees (e.g., from decision trees) [30] , [31] . Pattern filtering: this stage focuses on selecting a subset of patterns coming from a large collection of patterns produced in the preceding stage. For selecting a subset of patterns, a quality measure for patterns is commonly used [32] . Classification strategy: this stage is responsible for defining a strategy for using the filtered patterns for classifying unseen objects. The most used strategy for deciding the class of a query object is adding the support of those patterns covering it in each class. The class where the support sum is the highest will be the class of the query object [1] , [3] . Mining contrast patterns is a challenging problem (proven to be NP-hard by [33] ) because of the high computational cost due to the exponential number of candidate patterns [34] , [35] . Also, some algorithms for mining contrast patterns need an a priori global discretization of the features in the training dataset, which might cause information loss [36] . For this reason, those contrast pattern miners based on decision trees deserve special attention since this paradigm does not include a global discretization step, has a low computational cost, and allows obtaining a small collection of high-quality patterns [36] .
III. RELATED WORK
In this paper, we fuse the cost-sensitive approach with pattern classification for developing a contrast pattern-based classifier for class imbalance problems, and as, to the best of our knowledge, there is no cost-sensitive algorithm proposed for mining contrast patterns in class imbalance problems. Therefore, we will review those contrast pattern-based algorithms reported in the literature for class imbalance problems.
In [37] , authors proposed the EPRC miner, which creates new contrast patterns for the minority class with the aim they do not become overwhelmed by the contrast patterns from the majority class. This is achieved as follows: for each item in a pattern of the minority class, a new contrast pattern is built by replacing the item value by the feature value, of the corresponding feature, having the highest ratio between its support in the majority class and its support in the minority class (Growth Rate [27] ); keeping all other items as they are in the original pattern. After, duplicate contrast patterns are removed. In a second stage, all the contrast patterns whose Growth Rate is less than a given threshold are eliminated. Finally, at the last stage, the support value of all the contrast patterns of the minority class is multiplied by a weight greater than one. In this way, the support value of all the contrast patterns in the minority class is artificially increased. Consequently, the support value for these contrast patterns will not be overwhelmed by the support value of the contrast patterns from the majority class at the classification stage.
The authors comment that the thresholds for removing contrast patterns and the weight for multiplying the support of the contrast patterns in the minority class were tuned using 30% of the training dataset. In order to evaluate the quality of the contrast patterns extracted using EPRC, the authors used the contrast pattern-based classifier CEP [38] , which was proposed for problems with balanced classes. The strategy provided by EPRC tries to overcome the class imbalance problem by creating new contrast patterns for the minority class. It is important to highlight that these new contrast patterns do not necessarily cover objects of the minority class in the training dataset, because their combination of item values may not appear in the objects of the minority class.
In [39] , authors proposed the DEP miner, which creates balanced subsamples (based on a resampling approach) for VOLUME 7, 2019 mining contrast patterns in class imbalance problems. To do this, first, DEP extracts the contrast patterns for the majority class from the original training dataset. Then, DEP creates balanced subsamples containing all the objects from the minority class and a subset of objects from the majority class. DEP creates as many subsamples as it can by using the objects from the majority class without replacement. Then, from each subsample, the contrast patterns for the minority class are extracted. Later, all the contrast patterns from the minority class are ranked taking into account the value obtained by multiplying the Support and the Growth Rate of each pattern (Streng [40] ).
These ranked contrast patterns are divided into two subsets: the first one contains the first patterns in the ranking, as many as the number of contrast patterns previously computed for the majority class. The second subset contains the remaining contrast patterns of the minority class. Finally, the contrast patterns of the majority class are compared with the contrast patterns in the first subset. If a contrast pattern from the majority class appears in the first subset, then it is removed from the first subset and the best contrast pattern from the second subset, according to the ranking, is added to the first subset. This procedure is repeated as many times as necessary to ensure all duplicates are eliminated. For evaluating the quality of the contrast patterns extracted by DEP, the authors in their experiments used the contrast pattern-based classifier BCEP [41] , which was not specifically designed for class imbalance problems. The experimental results show that the contrast patterns extracted by DEP attain better classification results than the contrast patterns extracted by EPRC. Algorithm 1 shows a pseudocode for the DEP miner.
In [28] , authors proposed the Logical Complex Miner (LCMine), an algorithm for mining contrast patterns from decision trees, which has reported good results in both balanced and imbalanced problems [8] , [28] . This miner extracts a good collection of contrast patterns from a set of diverse decision trees. LCMine uses an induction procedure similar to traditional methods for building decision trees but generates diverse decision trees by selecting best k splits in first levels and the best split in lower levels. In this way, for k = {5, 4, 3, 2} LCMine produces (5 * 4 * 3 * 2) = 120 different decision trees. After, each decision tree is pruned to allow obtaining non-pure leaf nodes, therefore extracted patterns range from pure contrast patterns to patterns with small difference of support between classes. Patterns are extracted from the paths from the root node to the leaves. Finally, for each extracted pattern, the class with highest support determines the class of the pattern. It is important to highlight that LCMine includes a filtering strategy to reduce pattern redundancy. LCMine has shown mining contrast patterns that allow obtaining higher accuracies than the patterns extracted by other contrast pattern miners (like SJEP [42] ) [28] .
In 2016, authors proposed the WBEPM miner [43] , an algorithm for mining contrast patterns from imbalanced data streams. Similar to DEP, WBEPM creates several balanced subsamples but using a sliding window mechanism.
Algorithm 1 DEP Miner
input : MinObj -a set of objects belonging to minority class, MajObj -a set of objects belonging to majority class, q-the quality measure Strength, and miner -an emerging pattern miner. output: PS-a set of patterns.
PS ← ∅; minEPs ← ∅; majEPs ← selecting all emerging patterns for the majority class by using miner and MajObj ∪ MinObj ; N = |majObject| |minObject| ; for i = 1 to N do minEPs ∪ extracting emerging patterns for the minority class by using miner , minObject, and a subsample (without replacement and size = |minObject|) of objects from MajObj ; end CPRank = ranking of minEPs according to the quality measure q; PS ∪ the first emerging patterns from minEPs according to CPRank with size |minPattern| return PS Each subsample contains all the objects from the minority class and a subset of objects, without replacement, from the majority class. After that, contrast patterns are extracted from each subsample by using a variant of the algorithm for mining contrast patterns, in balanced datasets, proposed by [44] (eJEPs). For evaluating the quality of all the contrast patterns extracted by WBEPM, the authors used the contrast patternbased classifier CAEP [45] . The experimental results show that the contrast patterns extracted by WBEPM attain better classification results than the contrast patterns extracted by eJEPs from the original imbalanced dataset.
In [46] , authors proposed iCAEP (Information-Based Classification by Aggregating Emerging Patterns), a contrast pattern-based classifier. iCAEP relies on two quality measures for emerging patterns with the aim to classify a query object using a collection of high-quality patterns. To do this, first, the authors propose to extract a set of emerging patterns using ConsEPMiner [47] , which is designed for mining emerging patterns on high-dimensional datasets. After, the emerging patterns are ranked in descending order according to their number of items (Length [48] ). For patterns with the same number of items, the Growth Rate [27] is used as second ordering criterion. Then, for each class, iCAEP iteratively selects (according to the ranking) patterns, until all the features of the dataset appear in at least one item of the selected patterns. Finally, according to each subset of emerging patterns, the query object is classified into the class with the highest sum of supports. Algorithm 2 shows a pseudocode for the iCAEP classifier.
Algorithm 2 iCAEP Classifier
input : o-a query object, C-a set of classes, T-training dataset, and P-a set of emerging patterns. output: c-a class belonging to C. Rank = ranking of P according to the quality measures Length and Growth Rate (in this order).
PS ← ∅;
repeat PS ∪ the first emerging pattern of P accoding to Rank; until all the features of the dataset T appear in at least one item of PS
Originally, iCAEP was introduced for dealing with largevolume high-dimensional datasets, but it was neither tested nor designed to deal with class imbalance problems. Nevertheless, in a study conducted by [20] , authors showed that the iCAEP classifier obtains good classification results in class imbalance problems. Nevertheless, this finding/result has not been completely validated, requiring further experimentation, since the authors use only three imbalanced databases, and the results were not validated using any statistical test. Also, in a recently paper [3] , authors showed that iCAEP does not obtain better classification results in class imbalance problems than other solutions reported in the literature for class imbalance problems.
From this review, we can observe that there are not costsensitive algorithms for mining contrast patterns in class imbalance problems but other solution based on contrast patterns have shown good classification results in class imbalance problems. Therefore, developing contrast pattern-based algorithms for class imbalance problems following the costsensitive approach could attain good classification results.
IV. OUR PROPOSAL
In this section, following the approach for mining contrast patterns from decision trees, we introduce our proposal for building a collection of cost-sensitive decision trees from which cost-sensitive patterns will be extracted and after, they will be used for building a classifier based on cost-sensitive patterns.
We define a cost-sensitive pattern (CSP) as a type of pattern whose support, in each class, is multiplied by the corresponding cost in the class coming from a cost matrix. In this way, a CSP has a cost associated to each class and it should be interpreted as the misclassification cost for each class.
For example, let be D min a dataset containing objects from the minority class and D maj another dataset containing objects from the majority class (The classes form a partition of the
. Then, using Table 1 , the cost for each class of a cost-sensitive pattern I can be computed as: C min = S min * C(0, 0) + S min * C(0, 1) and C maj = S maj * C(1, 0) + S maj * C(1, 1). Where C min and C maj are the misclassification costs of the pattern I for the minority and majority class, respectively; while S min and S maj are the supports of the pattern I in D min and D maj , respectively.
Several contrast pattern miners based on decision trees have been proposed in the literature but Random Forest Miner (RFm) [36] has shown significantly better performance than other contrast pattern miners based on decision trees, such as DBP (Delete Best Property), DBPL (Delete Best Property by Level), DBF (Delete Best Feature), LCMine, Random Split and Random Subset [36] . RFm creates diversity by randomly choosing a set of features for determining, from them, the feature that produces the best split according to the Information Gain measure [49] . However, Information Gain is a skew-sensitive measure having a bias toward the majority class [50] , [51] . Hence, as RFm uses the Information Gain measure, in class imbalance problems RFm extracts more contrast patterns for the majority class than for the minority class.
For solving this problem, we propose to extract contrast patterns by following the same idea of RFm but using a cost-sensitive measure as a quality criterion for building a diverse collection of decision trees. Our goal is to extract contrast patterns with high cost for the minority class since, at classification stage, patterns of the minority class are overwhelmed by the patterns of the majority class, which usually are more and with higher support [3] , [39] , [52] .
We propose to use RFm with unpruned decision trees because according to [53] , pruned decision trees rarely improve the classification results in class imbalance problems. Moreover, pruning is focused on the generalization of decision trees rather than on mining contrast patterns [54] . At the decision tree induction procedure, we use binary splits as suggested by [50] , [55] , [56] . Also, we propose to induce cost-sensitive decision trees by using the Information Gain measure proposed by [49] for building decision trees, but we propose including a misclassification cost into this measure in order to build cost-sensitive decision trees. Some authors, like [57] , have proposed similar modifications for the Information Gain measure but they also included the test cost into their proposals. Nevertheless, commonly, class imbalance problems do not have defined the test cost and for this reason the modifications proposed by [57] are not suitable in practical problems. VOLUME 7, 2019 A. MINING STAGE Our proposal for cost-sensitive pattern mining (CSPm) consists of the following three steps: (i) inducing diverse costsensitive decision trees by using our cost-sensitive measure as split evaluation criterion; (ii) extracting contrast patterns, from each induced decision tree; and (iii) joining the patterns extracted from all induced decision trees.
For inducing a decision tree, our proposal starts building a root node with all objects of a training dataset D. Then, it splits the root node into two disjoint subsets (left child D l and right child D r ) and repeats this process recursively over the children nodes until certain stopping criterion is met. In order to split each node, we randomly select a subset of features F and, by using the selected features, generating as many binary splitting criteria as possible following the next process: (depending on the type of the feature).
• For each non-numerical feature f i and each value v j of f i , appearing in the training objects, generating a binary candidate split using the properties f i = v j and f i = v j .
• For each numerical feature f i , generating as many binary candidate splits as possible with properties f i ≤ c j and f i > c j , according to a collection of cut points which is generated by computing the midpoint between every two values appearing in training objects from different classes. We use the midpoint between every two values appearing in training objects from different classes because, according to [49] , the midpoint has shown better results than other proposed cut points for numerical features. CSPm evaluates each binary candidate split, at each level of the decision tree, by means of a new split evaluation criterion, as we have aforementioned, this split evaluation criterion takes into account a cost matrix for inducing decision trees in class imbalance problems. Our split evaluation criterion is defined by the following expression:
where D l and D r are the left and right child nodes, respectively, produced by the candidate split f i # v i ; D p and D n are the sets of objects that belong to the minority and majority class respectively; D l p and D r p are the sets of objects of the minority class that belong to the left and right child nodes respectively; D l n and D r n are the sets of objects of the majority class that belong to the left and right child nodes respectively; and CD respectively, j ∈ {l, r}; CD p and CD n are defined in a similar way. Finally, CImp is defined as:
where T = CD p + CD n .
Our proposed split evaluation criterion, (2), takes a value equal to 1 (its highest value) when the candidate split produces pure nodes, while it takes a value equal to 0 (its lowest value) when the candidate split produces child nodes which have the same distribution of objects by class as the parent node. Equation (2) deals with class imbalance problems by weighting the objects through a cost matrix, which assigns higher weights to objects belonging to the minority class than to objects belonging to the majority class.
The above-explained procedure allows inducing just one decision tree by using a cost matrix. However, extracting patterns from just one decision tree generates very few contrast patterns that, when they are used by a contrast pattern-based classifier, attain worse classification results than using contrast patterns extracted from several decision trees [28] . On the other hand, extracting patterns from several equal decision trees generates several duplicate patterns, which leads to the same problem as using only one decision tree. Extracting contrast patterns from a collection of different decision trees mitigates these problems [28] . Therefore, we induce K decision trees by following our proposed decision tree induction process, which, due to the aboveexplained random feature subset selection, allows obtaining a collection of K diferrent decision trees.
Once K different decision trees have been induced, CSPm extracts all contrast patterns from each induced decision tree. Each pattern is the conjunction of the properties f i # v j in the path from the root node to a leaf node; i.e., any path from the root to a leaf determines a conjunction of properties, which form a pattern. Finally, only those patterns fulfilling the contrast pattern condition are preserved and their support is multiplied by the respective cost specified in the cost matrix as was stated in Section II-B. For example, from the decision tree shown in Fig. 1 and using the cost matrix shown in Table 1 , CSPm extracts five cost-sensitve patterns, which are shown in Table 2 . From which P 1 , P 2 , and P 3 correspond to the Bad Player class and the remaining patterns (P 4 and P 5 ) correspond to the Good Player class.
Algorithms 3-5 show the pseudocodes of our proposal (CSPm) for mining cost-sensitive contrast patterns in class imbalance problems.
Since our proposal for mining cost-sensitive patterns generates t binary decision trees, which during the induction procedure uses all objects (n) and features (m) from the training dataset, and the computational complexity for generating a binary decision tree takes O(log 2 (n)) then, we can conclude that the computational complexity of our proposal is O(t * m * log 2 (n)).
B. FILTERING STAGE
The above-explained procedure allows extracting several contrast patterns, but there could be duplicate patterns. In addition, this procedure can produce specific contrast patterns and redundant items which can degrade the 
TABLE 2.
Example of cost-sensitive patterns extracted from the decision tree shown in Fig. 1 and using the cost matrix shown in Table 1 .
classification results of a contrast pattern-based classifier. For these reason, and following the ideas of [33] , [41] , [44] , the intermediate step in our proposal is to eliminate duplicate and specific contrast patterns; additionally, redundant items are also removed from contrast patterns. For doing that, we take into account the following steps: a) Removing duplicated contrast patterns. Since contrast patterns are extracted from several decision trees by using the same training dataset, many contrast patterns containing the same items and covering the same objects (duplicate patterns) can be extracted. In order to reduce the size of the outcome, only one contrast pattern is selected from those containing the same items and covering the same objects.
b) Removing specific contrast patterns. Let P 1 and P 2 two contrast patterns from the same class, P 1 is more specific than P 2 if P 1 contains all the items in P 2 and at least one more. For example, let
be two patterns from the same class. Since all the items belonging to P 2 also belong to P 1 but P 1 has one more item, then P 1 is more specific. Therefore, as P 1 is more specific than P 2 and both are contrast patterns from the same class, and as was stated in [33] , [41] , [44] , then P 1 should be removed. c) Removing redundant items from a contrast pattern.
An item I 1 is more general than another item I 2 if all objects fulfilling I 1 also fulfill I 2 , but not all objects fulfilling I 2 fulfill I 1 . We also say that I 2 is redundant Algorithm 6 shows the pseudocode of our proposal for filtering cost-sensitive contrast patterns in class imbalance problems.
Since the method for removing redundant items does not have into account the relationships among patterns then, its computational complexity is O(n); where n is the number of patterns. On the other hand, the methods for removing duplicated and specific contrast patterns need to take into account the relations among patterns; as a consequence, their computational complexity is O(n 2 ).
Algorithm 5 ExtractCSPatterns -Pattern Extraction From Cost-Senstitive Decision Trees
input : N-a cost-sensitive decision tree node (Initially, the root node), C-a cost matrix. output: PS-a set of cost-sensitive patterns.
PS ← ∅;
foreach child ∈ N.children do if child.leaf==true then Creating a pattern P; P.properties ← collecting the properties from the root node to the child node; P.costs ← computing the support by class and multiply each one by the corresponding cost of the C; P.class ← assigning the class that minimize the misclassification cost into the child node; PS ∪ P; end else ExtractPatterns(child, C); end end return PS
Algorithm 6 CSEP Filtering
input : PS-a set of patterns. output: FP-a set of filtered patterns.
FP ← PS;
foreach P ∈ FP do if P duplicate or specific then FP ← FP \ P end end return FP
C. CLASSIFICATION STAGE
As we have stated in Section II-B, the last stage for the contrast pattern-based approach is the classification stage.
One of the most prominent contrast pattern-based classifier is CAEP (Classification by Aggregating Emerging Patterns) proposed by [45] but it is not suitable for working with costsensitive patterns and class imbalance problems because it was designed for using the pattern's support and also it does not take into account the class imbalance. Also, as far as we know, there is not a classifier based on cost-sensitive patterns. By these reasons and based on the accurate results of CAEP in several practical problems [58] , [59] , we propose modifying CAEP to be suitable for class imbalance problems by using cost-sensitive patterns. We have called to this modification Classification by Aggregating Cost-sensitive Patterns (CACSP).
For CACSP, as classification strategy, we propose computing the sum of cost per class of all patterns covering a query object and then, that class where the misclassification cost reaches the minimum cost will be the class of the query object. In case of ties, the classifier assigns the minority class to the query object. We have decided to assign the minority class to the query object for ties because those objects belonging to the minority class have higher misclassification cost.
Since our proposed classifier (CACSP) take into account the sum of cost per class of all patterns covering a query object then, its computational complexity is O(n); where n is the number of cost-sensitive patterns covering a query object.
Algorithm 7 shows the pseudocode of our proposal for building a cost-sensitive pattern-based classifier designed for class imbalance problems.
Algorithm 7 Classification Stage of CACSP
input : o-a query object, C-a set of classes, and P-a set of cost-sensitive patterns. output: c-a class belonging to C. It is important to highlight that, as far as we know, our proposal is the first one for extracting cost-sensitive patterns from a collection of decision trees. Also, it is the first one for filtering cost-sensitive patterns as well as using a classification stage based on cost-sensitive patterns.
V. EXPERIMENTAL SETUP
Given that, as we already have mentioned, to the best of our knowledge, there is no cost-sensitive pattern classifier; we compare our proposal against other non-cost-sensitive contrast pattern algorithms used as base classifier into the Metacost method [17] , which is a method for making an error based classifier cost-sensitive. In order to evaluate the performance of our proposal, in terms of misclassification cost, first, we extract cost-sensitive patterns by using CSPm and after we apply the CACSP classifier to compute the total misclassification cost.
Also, as DEP [39] and LCMine [28] have shown to be the bests in the literature for extracting high-quality contrast patterns for classification results, improving other proposals based on contrast patterns, we select these miners jointly with the cost-sensitive pattern classifier CACSP to be used into the Metacost method. By doing this, we can compare the misclassification cost of CACSP by using the patterns mined by our proposed cost-sensitive mining algorithm (CSPm) against the misclassification cost of CACSP using the other two noncost-sensitive algorithms for mining contrast patterns. As the classification algorithm and the cost matrix are the same, and the only change is the approach for extracting the patterns from the training database, then a good or bad performance in the classification results can be attributed to the cost-sensitive approach for mining contrast patterns.
For our experimentation, we have selected 95 imbalanced databases (see Table 3 ) from the KEEL dataset repository [60] . These databases contain two-class problems with a class imbalance ratio higher than 1.5, as suggested by [11] . The class imbalance ratio (IR) is computed as the ratio between the number of objects belonging to the majority class and the number of objects belonging to the minority class [61] . In this way, the larger the IR value, the larger the imbalance of the database. The IR is the most used index to measure the imbalance level in a database [12] , [53] .
All databases were partitioned using 5-fold Distribution Optimally Balanced Stratified Cross-Validation (DOB-SCV) procedure, as suggested by [62] , for class imbalance problems. DOB-SCV selects a random object from the training dataset, and then finds its k − 1 nearest neighbors of the same class (commonly k = 5). After that, it includes each one of these k objects into a different fold. This process is repeated until all objects from the training dataset belong to a fold. All dataset partitions used in this experimentation are available for downloading at the KEEL dataset repository 1 [60] .
In Table 3 , the characteristics for each database used in our experiments such as the name used in the KEEL dataset repository (Name), the number of objects (#Objects), the number of features (#Feat.), and the IR are shown. This table is sorted in ascending order according to the IR.
For our experiments the main diagonal of the cost matrices is fixed as C(0, 0) = C(1, 1) = 0, the misclassification cost for each object of the majority class is C(0, 1) = 1, while for the misclassification cost for objects of the minority we use C(0, 1) = 2, 5, 10, and 20, these costs are the most used in the literature [18] , [19] , [63] [64] [65] [66] . Additionally, we also propose to use as cost C(0, 1), the class imbalance ratio (IR) of the training database.
Also, in our experiments for comparing our proposal against other approaches, we test the following 10 wellknown classifiers as base classifiers for the Metacost method: k-Nearest Neighbor [67] , Adaptive Boosting [68] , Bagging [69] , Bayesian Network [70] , C4.5 [49] , Logistic Regression [71] , Multilayer Perceptron [72] , Naïve Bayes [73] , Random Forest [74] , and Support Vector Machine [75] . All these classifiers were executed using the Weka data-mining software tool [76] , considering the parameter values recommended by their authors (see Table 4 ). For assessing the classification results, we use the normalized expected cost (also known as: normalized misclassification cost, see (4)), as shown at the bottom of this page, proposed by [77] because it is the most used measure for evaluating cost-sensitive classifiers [10] , [78] . where TP and FP are the number of objects belonging to the minority class that are well-classified and misclassified respectively; TN and FN are the number of objects belonging to the majority class that are well-classified and misclassified respectively; D p and |D n | are the number of objects belonging to the minority class and majority class respectively; and C(0, 0), C(0, 1), C(1, 0), and C(1, 1) are the different cost according to the cost matrix (see Table 1 ).
In order to know if the classification results produced by different classifiers are statistically different in our experimentation, we applied the Friedman's test Parameter specification for the algorithms tested in our experimentation, which are not based on contrast patterns. The same notation is used for all classifiers and a brief explanation is provided the first time each parameter appears.
(a nonparametric test) and after, we performed the Finner's procedure (a post-hoc procedure), as suggested in [79] , [80] .
VI. EXPERIMENTAL RESULTS AND ANALYSIS
For a better understanding, we split the content of this section as follows: in Section VI-A, we show a comparison among state-of-the-art contrast pattern-based classifiers and our proposal. After, in Section VI-B, we will compare our proposal against other outstanding classifiers not based on contrast patterns using the parameters described in Table 4 . In order to simplify the presentation, a supplementary material website 2 has been created for this paper, which contains all experimental results, and all statistical test results. Also this website contains an implementation of our proposal. Tables 5-9 show the average of the normalized misclassification cost (Average Cost), the standard deviation (SD), the average ranking according to the Friedman's test, and the adjusted p-value of the Finner's procedure for the CACSP classifier by using each evaluated contrast pattern miner, considering all the tested databases. These tables are ordered according to the average of the Friedman's ranking value and the thin horizontal line indicates the point after which there is a statistically significant difference with the best result in the Friedman ranking (p-value ≤ 0.05).
A. COMPARISON AGAINST OTHER CONTRAST PATTERN-BASED CLASSIFIERS
2 https://sites.google.com/site/octavioloyola/papers/CSCP TABLE 5. Statistical results for the CACSP classifier by using the evaluated contrast pattern miners, considering all the tested databases and a cost of 2 for each misclassified object of the minority class.
TABLE 6.
Statistical results for the CACSP classifier by using the evaluated contrast pattern miners, considering all the tested databases and a cost of 5 for each misclassified object of the minority class. Tables 5-6 show the results of the evaluated contrast pattern miners by using a cost of 2 and 5, respectively, for each misclassified object of the minority class. From these tables, we can conclude that the results of MetaCost+(LCMine+ CACSP) against CSPm+CACSP are not statistically different, but these results are statistically better than the results obtained by Metacost+(DEPMiner+CACSP). Also, it can be noticed that MetaCost+(LCMine+CACSP) obtained a lower misclassification cost regarding CSPm+CAEP, however, CSPm+CACSP obtained the lowest standard deviation among all the tested contrast pattern miners.
TABLE 7.
Statistical results for the CACSP classifier by using the evaluated contrast pattern miners, considering all the tested databases and a cost of 10 for each misclassified object of the minority class.
TABLE 8.
Statistical results for the CACSP classifier by using the evaluated contrast pattern miners, considering all the tested databases and a cost of 20 for each misclassified object of the minority class.
TABLE 9.
Statistical results for the CACSP classifier by using the evaluated contrast pattern miners, considering all the tested databases and a cost equal to the IR of the tested database for each misclassified objects of the minority class. Tables 7-9 show the results of the evaluated contrast pattern miners by using a cost of 10, 20, and the IR value, respectively, for each misclassified object of the minority class. From these tables, we can conclude that CSPm+CACSP obtained the best position into the Friedman's ranking. Also, it can be noticed that for each cost matrix, CSPm+CACSP obtained the lowest total misclassification cost with the lowest standard deviation. Also, the p-values (≤ 0.05) show that the differences of the results of CSPm+CACSP against the other options are statistically significant. Fig. 2 shows average results regarding the normalized misclassification costs for the evaluated contrast pattern miners by using different cost matrices. From this figure, we can see that our proposal always attained the lowest misclassification cost for each tested cost matrix. Note that from the evaluated contrast pattern miners, LCMine allows obtaining the misclassification cost most close to our proposal. However, both LCMine+CACSP and DEPMiner+CACSP, which were used as base classifier of the Metacost method, show significant changeful on their results regarding to the standard deviation. A possible explanation is that Metacost creates several bootstrap subsamples of the training dataset and consequently, many highly specific patterns can be generated for each subsample; leaving uncovered some objects of the original dataset [3] . This procedure affects the results of Metacost impacting in the standard deviation of the average cost, as it can be seen in tables 5-9. On the other hand, our proposal (CSPm+CACSP) shows significantly lower total misclassification costs than the other options that use Metacost. It is important to highlight that CSPm+CACSP does not change the class of the objects into the training dataset as Metacost does and consequently, the extracted contrast patterns can be associated to each class. Furthermore, as far as we know, CSPm is the first costsensitive contrast pattern miner for class imbalance problems. Tables 10-14 show the average of the normalized misclassification cost (Average Cost), the standard deviation (SD), the average ranking according to the Friedman's test, and the adjusted p-value of the Finner's procedure for our proposal (CSPm+CACSP) and the approaches not based on contrast patterns, considering all the tested databases. These tables are ordered according to the average of the Friedman's ranking value and the thin horizontal line indicates the point after which there is a statistically significant difference with the best result in the Friedman ranking (p-value ≤ 0.05). Tables 10 -12 show the results of the classifiers no based on contrast patterns and our proposal based on contrast patterns by using a cost of 2, 5, and 10, respectively, for each misclassified object of the minority class. From these tables, we can conclude that the results of MetaCost+RNDForest, O. Loyola-González et al.: Cost-Sensitive Pattern-Based classification for Class Imbalance problems FIGURE 2. Average of the normalized misclassification costs for the tested contrast pattern-based approaches by using different cost matrices.
B. COMPARISON AGAINST CLASSIFIERS NOT DIRECTLY BASED ON CONTRAST PATTERNS

TABLE 12.
Statistical results for the evaluated classifiers not based on contrast patterns and our proposal based on contrast patterns, considering all the tested databases and a cost of 10 for each misclassified object of the minority class.
MetaCost+MLP, and MetaCost+LogReg are not statistically different, but these results are statistically better than the results obtained by the remaining tested classifiers. Also, it can be noticed that our proposal appears in the seventh position of the Friedman's ranking when a cost of 2 and 5 was used but it appears in the fourth position when a cost of 10 was tested. This behavior suggests that our proposal would obtain better performance if a high cost is used for punishing each misclassified object of the minority class. Tables 13 -14 show the results of the evaluated classifiers not based on contrast patterns and our proposal based on contrast patterns by using a cost of 20 and the IR value, respectively, for each misclassified object of the minority class. From these tables, we can conclude that CSPm+CACSP obtained the second and best position into the Friedman's ranking for a cost of 20 and the IR value, respectively. Also, it can be noticed that the results of our proposal does not have statistical differences against those results From Tables 10 -14, we can observe that our proposal does not have statistical differences against MetaCost+ RNDForest, MetaCost+LogReg, and MetaCost+MLP. Although these classifiers obtained good positions in the Friedman's ranking when a cost of 2, 5, 10, and 20 was used, BMetaCost+LogReg and MetaCost+MLP do not provide an explanatory model for experts of the application domain, which could limit their application on practical problems. On the other hand, MetaCost+RNDForestt provides a model that could be converted into rules, but it contains significantly more rules than those extracted from the model provided by our proposal. Therefore, our proposal becomes the best one for solving class imbalance problems when a cost matrix is provided and an explanatory classification is required.
Based on our experimental results, we can conclude that our proposal obtains better results when the misclassification cost is closed to the IR value of the tested database. A possible explanation for this finding is that a cost equal to the IR of the tested database is closely related to the imbalance level of each database. Notice that high misclassification cost values for databases with low IR value could bias the classification results to the minority class, obtaining poor classification results for the majority class. In this way, we would be reversing the original problem and consequently, obtaining an effect on the classifiers similar to the original problem.
VII. CONCLUSION
Contrast pattern-based classifiers have become an important family of supervised classifiers in the last years. However, in class imbalance problems, contrast pattern-based classifiers, like other supervised classifiers, bias their classification results towards the majority class; obtaining poor classification results for the minority class. In the literature, supervised classification based on contrast patterns for class imbalance problems, following the cost-sensitive approach, has not been studied.
For this reason, in this paper, we have defined the concept of cost-sensitive pattern and we have proposed a cost-sensitive pattern mining algorithm for class imbalance problems (CSPm). CSPm introduces a cost-sensitive measure for evaluating candidate splits in order to induce decision trees from which a set of cost-sensitive patterns are extracted. Also, we have proposed a pattern-based classifier (CACSP), which is suitable for working with cost-sensitive patterns. Our proposed classifier, in order to determine the class that minimizes the misclassification cost, computes the sum of cost per class of all the cost-sensitive patterns covering a query object.
From our experiments, we can conclude that our proposal (CSPm+CACSP) obtains lower misclassification cost than other well-known contrast pattern miners combined with CACSP and Metacost. Also, we can conclude that our proposal obtains significantly lower misclassification cost than Metacost jointly with other popular state-of-the-art classifiers not based on contrast patterns such as kNN, Bagging, Adaboost, Bayes Network, Navïe Bayes, and Support Vector Machine. These results were conducted by using several imbalanced databases and the cost matrices most-used in the literature; as well as using the class imbalance ratio of the training dataset to build a different matrix. Another finding of this paper is that our proposal attained the best classification results when a cost equal to the IR of the database was used. A possible explanation is that using a cost equal to the IR of the tested database is in agreement with the imbalance of each database because using high-cost values in databases with low IR value (or vice versa) can be not suitable for solving class imbalance problems. Keep in mind that using a non-suitable misclassification cost can bias the classification results toward a certain class of the problem and avoiding the remaining ones. Finally, as far as we know, our proposal for mining contrast patterns is the first cost-sensitive contrast pattern miner for class imbalance problems.
As future work, we will develop a filtering method that takes advantage of the cost-sensitive patterns and their cost values for building a filtering strategy that allows better classification results than the one obtained by CACSP. Also, we will extend our approach for working with multi-class imbalanced problems. 
