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THE ISOMORPHISM PROBLEM FOR TORAL RELATIVELY
HYPERBOLIC GROUPS
by FRANC¸OIS DAHMANI and DANIEL GROVES⋆
ABSTRACT
We provide a solution to the isomorphism problem for torsion-free relatively hyperbolic groups with
abelian parabolics. As special cases we recover solutions to the isomorphism problem for: (i) torsion-free hy-
perbolic groups (Sela, [60] and unpublished); and (ii) finitely generated fully residually free groups (Bumagin,
Kharlampovich and Miasnikov [14]). We also give a solution to the homeomorphism problem for finite volume
hyperbolic n-manifolds, for n ≥ 3. In the course of the proof of the main result, we prove that a particular
JSJ decomposition of a freely indecomposable torsion-free relatively hyperbolic group with abelian parabolics is
algorithmically constructible.
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1. Introduction
The isomorphism problem is the hardest of the three fundamental prob-
lems described by Dehn in 1912 (the other two are the word problem and
the conjugacy problem: see [21] and [22]). The isomorphism problem asks for
a general algorithm which will, given two finite group presentations, decide
whether or not the presentations define isomorphic groups. For finitely pre-
sented groups in general, Adian [1] and Rabin [54] proved that there is no
such algorithm. One can then ask whether there is a solution within a class C
of groups. Namely, is there an algorithm which, given two finite group presen-
tations and the knowledge that they define groups in C, decides whether or
not the presentations define isomorphic groups? Ideally, a positive solution to
this question should not require that the presentations are given along with
a proof that the groups defined lie in C, merely the knowledge that they do
should suffice. This is the approach we take in this paper (see Remark 3.25).
⋆ The second author was supported in part by NSF Grant DMS-0504251. This work was undertaken
whilst the second author was a Taussky-Todd Instructor at the California Institute of Technology.
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For interesting classes of groups, the expected answer to the above ques-
tion is ‘no’. In fact, there are very few large classes of groups for which the
isomorphism problem is known to be solvable. For finite groups it is easy
to see that there is such an algorithm, for given enough time one can write
down the multiplication table from the group presentation, and then check if
the two tables define the same group. For abelian groups, the algorithm is
similarly straightforward. Other classes of groups for which there is a positive
answer include nilpotent groups (Grunewald and Segal [38]) and polycyclic-
by-finite groups (Segal [59]).
In recent years, geometric group theory has provided solutions to the
isomorphism problem for a few more classes of groups. We mention two
classes. Sela [60] solved the isomorphism problem for torsion-free hyperbolic
groups which do not admit a small essential action on an R-tree, and has an
(unfortunately unpublished) proof for arbitrary torsion-free hyperbolic groups.
The second class we mention is finitely generated fully residually free groups
(also known as ‘limit groups’), for which a solution to the isomorphism prob-
lem was provided by Bumagin, Kharlampovich and Miasnikov [14].
We mention two negative results about the isomorphism problem. Baum-
slag, Gildenhuys and Strebel [3] proved that the isomorphism problem is un-
solvable for solvable groups of derived length 3. In [49], Miller studied many
algorithmic questions. By starting with a group G with unsolvable word prob-
lem, one can construct a series of groups Gw (indexed by words in the gener-
ating set of G) so that Gw has solvable word problem if and only if w =G 1
(see [49, Chapter V]). By then applying the construction from [49, Chapter
III], we obtain a free-by-free group Hw which has solvable conjugacy problem
if and only if w =G 1. Thus one cannot decide if Hw ∼= H1, and the isomor-
phism problem is unsolvable for free-by-free groups. It is not difficult to see
that the groups Hw all have a cubic isoperimetric function. The isomorphism
problem for the class of groups which satisfy a quadratic isoperimetric in-
equality remains open. See [50] for a discussion of decision problems in group
theory, and many more examples.
For definitions of relatively hyperbolic groups, see Section 3 below. A
relatively hyperbolic group is called toral if it is torsion-free and its parabolic
subgroups are all (finitely generated) abelian. The main result of this paper
is the following
Theorem A. — The isomorphism problem is solvable for the class of
toral relatively hyperbolic groups.
As special cases of Theorem A we recover the above-mentioned results
of Sela and of Bumagin, Kharlampovich and Miasnikov.
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Corollary B (Sela, [60] and unpublished). — The isomorphism problem
is solvable for the class of torsion-free hyperbolic groups.
Sela has a proof of Corollary B, but it remains unpublished. The published
case in [60] is a particular special (but key) case.
It is worth remarking that in the case of torsion-free hyperbolic groups
which admit no essential small action on an R-tree (this is the case from
[60]), our methods provide significant simplifications. The major innovation in
our approach is the use of equations with rational constraints (see Sections
3.2 and 4 below for definitions and more discussion on this). This greatly
streamlines the solution to the isomorphism problem (this point is developed
in Section 2, before Remark 2.1).
Another immediate corollary of Theorem A is the following result.
Corollary C (Bumagin, Kharlampovich and Miasnikov [14]). — The iso-
morphism problem is solvable for the class of finitely generated fully residually
free groups.
Finitely generated fully residually free groups are also known as ‘limit
groups’, and are central to the recent work on the Tarski problem by Sela
[63,64] and also by Kharlampovich and Miasnikov [43]. See [17] and [2] for
proofs that limit groups are toral relatively hyperbolic. More generally, groups
acting freely on Rn-trees (see [39]) form a wider class of toral relatively
hyperbolic groups.
The proof of Corollary C in [14] relies heavily on the results from [42],
a very long paper in which it is shown that the Grushko and JSJ decom-
positions of finitely generated fully residually free groups can be effectively
computed. In turn, the results of [42] rely on previous work of Kharlam-
povich and Miasnikov. The geometric methods in this paper (and in [20])
recover the main result of [42] (namely [42, Theorem 1, p.3] – the effective
construction of the JSJ decomposition of a freely indecomposable limit group;
see Theorem D below) as well as Corollary C (in the more general setting
of toral relatively hyperbolic groups).
As hinted at in the paragraph above, a key step in our proof of The-
orem A is the algorithmic construction of the (primary) JSJ decomposition
of a freely indecomposable toral relatively hyperbolic group:
Theorem D. — There is an algorithm which takes a finite presentation
for a freely indecomposable toral relatively hyperbolic group, Γ say, as input
and outputs a graph of groups which is a primary JSJ decomposition for Γ .
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(See Section 10 for a discussion of JSJ decompositions, and Theorem
6.2 for a statement of the properties of the primary JSJ decomposition. In
the case of torsion-free hyperbolic groups, the primary JSJ decomposition is
just the essential JSJ decomposition, as defined in [62].)
For torsion-free hyperbolic groups, such an algorithm (to find the es-
sential JSJ decomposition) is due to Sela (unpublished). This result is of
independent interest and should be useful for many other applications. For
example, the automorphism group of a hyperbolic group can be calculated
from the JSJ decomposition (see Sela [62] and Levitt [44]), and a similar
analysis applies to toral relatively hyperbolic groups. Also, the JSJ decom-
position is one of the key tools in the above-mentioned work on the Tarski
problem. Thus to be able to effectively find the JSJ decomposition is an im-
portant first step for many algorithmic questions about the elementary the-
ory of free (and possibly torsion-free hyperbolic or toral relatively hyperbolic)
groups.
One of the most important classes of relatively hyperbolic groups (and
one which is not covered by either Corollary B or Corollary C) consists of
the fundamental groups of finite-volume hyperbolic manifolds. In this case the
parabolic subgroups are virtually abelian, but not necessarily actually abelian,
so this class is not covered by Theorem A either. However, these groups have
well behaved finite index subgroups, and we can use their properties along
with Theorem A to solve the isomorphism problem for this class (see Section
8). Using Mostow-Prasad Rigidity, this implies
Theorem E. — The homeomorphism problem is solvable for finite volume
hyperbolic n-manifolds, for n ≥ 3.
Another natural class of relatively hyperbolic groups is the class of fun-
damental groups of finite-volume manifolds with pinched negative curvature.
In this case the Margulis Lemma implies that the parabolic subgroups are
virtually nilpotent.
Although the isomorphism problem is solvable for nilpotent groups [59],
the universal theory is not in general decidable [58]. This is a significant
barrier to implementing our method for these groups.
The presence of torsion seems to be a real problem. In particular the
isomorphism problem for hyperbolic groups with torsion remains open.
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2. Strategy
In this section, we briefly summarize our strategy towards the isomor-
phism problem. In outline, it is similar to Sela’s approach for torsion-free
hyperbolic groups, but we make several significant simplifications and gener-
alizations.
Each finitely generated group admits a Grushko decomposition as a free
product, in which the number of factors and their isomorphism types is deter-
mined by the group. Thus, to solve the isomorphism problem it is sufficient
to compute a Grushko decomposition (an algorithm for this was proposed by
Gerasimov for hyperbolic groups, and in [20] for toral relatively hyperbolic
groups), and then solve the isomorphism problem for freely indecomposable
groups. In this light, the main result of this paper is the following (see Def-
inition 3.11 for a definition of toral relatively hyperbolic groups):
Theorem F. — The isomorphism problem is solvable for freely indecom-
posable toral relatively hyperbolic groups.
Henceforth, we will always assume that our groups are freely indecomposable.
Since the two-ended case is straightforward, the interesting case is when the
groups are one-ended.
So, let H1 and H2 be one-ended toral relatively hyperbolic groups.
Given a finite presentation for each of them, we want to compute canonical
JSJ splittings for each, and to compare them as graphs. Then, for each iso-
morphism of graphs, we want to compare the vertex groups that are matched
by the graph isomorphism, relative to the subgroups of their adjacent edges
(marked by the inclusion maps). If we can find an isomorphism of graphs,
and isomorphisms between matched vertex groups, which respect the isomor-
phisms on the subgroups corresponding to the groups of adjacent edges, then
the two groups are isomorphic. On the other hand, if we can check that for
any isomorphism of graphs, at least one pair of matched vertex groups are
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not isomorphic (relative to marked adjacent edge groups), then by the prop-
erties of the JSJ decomposition, the groups are not isomorphic.
There are already subtleties hidden here (that may be skipped on first
reading). We need to make clear which JSJ we will be aiming at. For tor-
sion free hyperbolic groups, it is the essential JSJ decompositions studied
by Sela in [62].1 Such a decomposition can be described as follows. We say
that a subgroup is elliptic in a splitting if it fixes a point in the Bass–Serre
tree of the splitting. An essential JSJ splitting is a maximal reduced uni-
versally elliptic splitting over maximal cyclic subgroups (universally elliptic
means that every edge group is elliptic in any other splitting over a maxi-
mal cyclic subgroup). This is different from “the” canonical JSJ decomposi-
tion of a hyperbolic group, as constructed by Bowditch [8], that takes into
account every universally elliptic splitting over (virtually) cyclic subgroups,
not necessarily maximal. The reason we discard the splittings of the form
G∗CZ in which C is of finite index in Z is that there is no Dehn twist over
them, and that, in some sense, these splittings do not produce many outer
automorphisms (we return to this issue later). For toral relatively hyperbolic
groups, we use ’primary’ JSJ decompositions, that can be similarly described
as maximal, reduced, universally elliptic splittings over direct factors of max-
imal abelian subgroups (see Definition 3.31 for the definition of ‘primary’
splittings, and Section 10 for more discussion, results and proofs about the
primary JSJ decomposition). This primary JSJ decomposition is very similar
to the abelian JSJ decomposition of limit groups constructed by Sela in [63,
Section 2]. Another difference from Bowditch’s JSJ decomposition is that the
JSJ we use might not be unique. However, any two of them are related by
boundedly many moves. Finally a major feature of a JSJ decomposition is
that it gives a decomposition of the group into rigid and “flexible” vertex
groups. For Bowditch’s canonical JSJ, the flexible vertex groups are (in the
torsion free case) fundamental groups of surfaces with boundaries (the groups
of the boundary components being exactly the adjacent edge groups). Here,
because we disregard splittings over non-maximal cyclic groups, the flexible
groups are larger. Namely, to each boundary component of a surface, one
can possibly find a larger cyclic group amalgamated. The flexible groups are
not surface groups, but ”socket” groups, i.e. surfaces to which, for every
(conjugacy class of) element representing a boundary component, a certain
root has been added. The advantage of the JSJ decomposition which we use
over Bowditch’s is that it is well suited to algorithmic questions.
1 Although he never published his solution to the isomorphism problem for torsion-free hyperbolic
groups, the original purpose of the essential JSJ decomposition was this solution.
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We now briefly discuss how to algorithmically find a primary JSJ split-
ting of a one-ended toral relatively hyperbolic group, H1 say.
First, we want to compute a maximal primary splitting, which is a
splitting over direct factors of maximal abelian subgroups, in which any ver-
tex group admits no further refinement (no primary splitting in which its
adjacent edge groups fix points in the Bass–Serre tree of the new splitting).
This maximal splitting is certainly larger than necessary for the JSJ
(it has more edges) but this is our only way to be sure that we collect
all the universally elliptic primary splittings (among probably many that are
not universally elliptic). How do we compute a maximal primary splitting?
It is easy to enumerate the graph of groups decompositions of H1 by Ti-
etze transformations on its presentation. To recognize when a given splitting
is primary is not hard, but involves solutions to several algorithmic prob-
lems in H1 such as the word problem, the root problem, and satisfiability
of equations (see Theorem 5.15). It only remains to get a certificate that a
particular splitting is maximal, that is, a certificate that vertex groups have
no further primary splittings compatible with their adjacent edge groups. It
is worth remarking that the accessibility results of Bestvina and Feighn [6]
prove that there exists a maximal primary splitting.
To this end, recall that, if G is torsion free hyperbolic, then there is a
now well known equivalence (essentially due to Bestvina, Paulin and Rips, see
[60, Theorem 9.1] and Remark 5.1 below) between the following properties:
1. G does not have any nontrivial essential splitting,
2. Out(G) is finite,
3. there is a finite subset B ⊂ G on which only finitely many non-
conjugate endomorphisms of G are injective.
There are similar statements in the presence of collections of subgroups, and
for toral relatively hyperbolic groups (Theorem 5.9 below).
Here is a result that is proved using our main simplification of Sela’s
approach. Using the characterizations above, it allows us to prove that a toral
relatively hyperbolic group does not admit a nontrivial primary splitting.
Theorem G. — There is an algorithm with the following properties.
It takes as input finite presentations for toral relatively hyperbolic groups
G and Γ .
It terminates if and only if there is some finite subset B of G so that
there are only finitely many non-conjugate homomorphisms from G to Γ which
are injective on B.
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In case it terminates, it provides a finite list of homomorphisms which
contains a representative of every conjugacy class of monomorphism from G
to Γ .
See also Theorem 4.4, which is somewhat stronger. In particular, the
groups are given with a collection of abelian subgroups (direct factors of
maximal abelian ones), and the homomorphisms under consideration are only
those that are compatible with these collections (see definitions in the next
section).
We will comment upon the proof of Theorem G later, but let us just
mention that this justifies our interest in splittings producing many Dehn
twists, and therefore for essential or primary JSJ splittings instead of canon-
ical ones: the absence of a nontrivial compatible primary splitting of G char-
acterizes the termination of the algorithm.
For the time being, using the equivalence (3) ⇔ (1) of Bestvina, Paulin
and Rips from above, Theorem G can be used to produce the certificate
we were looking for: that in a given primary splitting, the vertex groups
have no further compatible splitting (hence a certificate of maximality of the
splitting, among primary splittings). To see this, we apply Theorem G (or
more precisely its version with collections of subgroups) to each vertex group
Vi of our splitting in turn, using G = Γ = Vi, and using the collection of
subgroups consisting of the adjacent edges groups. Thus, we can compute a
maximal primary splitting. This is the content of Theorem 5.19 below.
So far we have obtained a maximal primary splitting. However this is
not yet the primary JSJ splitting. This decomposition is not canonical: it
is obtained from the JSJ decomposition by cutting the pieces corresponding
to surfaces or sockets in an arbitrary maximal way. We need to recognize
where the sockets are, as subgraphs of the graph of groups. This is done
by noticing that each vertex group coming from a maximal primary splitting
of a socket must be free of rank 2, and associated to a trivalent vertex
of the ambient graph, and that the adjacent edge groups are generated by
elements a, b, anbm for some basis a, b, and some integers n,m (we say that
the group is a ‘basic’ socket, defined just before Proposition 6.3). To picture
it, let us just say that it must correspond to a pair of pants with boundary
components A,B and AB, in which A and B are given respectively n-th and
m-th roots a and b in the group. We can detect which vertex groups are free,
and by solving well chosen equations in them (see Proposition 6.3), we can
detect which of these are basic sockets. We prove in Proposition 6.5 that,
once we have collapsed the subgraphs of basic sockets, the splitting obtained
is a primary JSJ decomposition of H1. This proves Theorem D.
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As in the hyperbolic case (see [62]), primary JSJ splittings are not
unique, but can be obtained from one another by a sequence of boundedly
many computable moves (see Remark 7.2). Thus we can get every primary
JSJ splitting of H1, and similarly of H2. It remains to compare them pair-
wise.
For simplicity let us assume that we have only one primary JSJ decom-
position for each group H1, H2. Clearly, if the underlying graphs are different,
the groups are different. But if now they are isomorphic, we need to check,
for each possible isomorphism of graph, whether one can extend it to an
isomorphism of groups. We are facing the following final problems:
First, given two socket groups, with a collection of conjugacy classes
of embeddings of cyclic groups, decide whether they are isomorphic by an
isomorphism preserving the collections.
Secondly, given two toral relatively hyperbolic groups with a collection
of conjugacy classes of embeddings of abelian groups, and with no further
compatible primary splitting, decide whether they are isomorphic by an iso-
morphism preserving the collections.
The first point is rather easy, since it is a matter of recognizing the
surface, and the orders of the roots added at each boundary component.
The second is finally the analogue of Sela’s original result [60] (al-
though with peripheral structures, and for toral relatively hyperbolic groups).
Bestvina–Paulin–Rips’ characterization says that for these groups, without
compatible splittings, the algorithm of Theorem G will terminate for mor-
phisms in both directions. This allows us to obtain two finite lists of mor-
phisms in both directions, both containing representatives of every compatible
monomorphism up to conjugacy. It remains to check whether pairs of mor-
phisms are inverses of one another, up to conjugacy. This is easily done, by
testing whether the compositions are conjugate to the identities (with for
instance a solution to the simultaneous conjugacy problem).
Now we would like to come back to the key Theorem G and comment
upon it. This theorem, even without considering the families of subgroups, is
in fact the heart of the algorithm when one is only interested in a simpler
version of Sela’s original result in [60] (for torsion-free hyperbolic groups with
trivial essential JSJ splitting). Indeed, Theorem G allows us to verify the
absence of essential splittings, and also to solve the isomorphism problem, as
explained just above. Thus, for Sela’s published result, Section 4 and Remark
5.1 are sufficient.
Let us now comment upon the proof of Theorem G. The theorem asks
for a certificate (in an algorithmic way) of the absence of compatible G→ Γ
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injective on a given finite set B and not conjugate to a map in a finite given
family.
Let us consider a simpler problem. Certifying the absence of compatible
G → Γ injective on a given finite set B and not in a finite given family of
maps, is a matter of deciding that a certain finite system of equations and
inequations in Γ has no solution. Indeed, in this system, the unknowns are
the images of the generators of G, the equations ensure that they satisfy (in
Γ ) the defining relations of G, and that the morphism is compatible, then
some inequations ensure the injectivity on S and other inequations ensure
the map is different from any of the given maps. Such a problem (decid-
ing whether a system of equations and inequations in Γ has no solution) is
solvable by an algorithm given in [19].
However, doing that, we miss the issue about not being conjugate to a
map in the given list, instead of just not being in the list. This additional re-
quirement is necessary in our approach, because, if there is a monomorphism
G→ Γ , there are infinitely many different ones (its conjugates), and this fact
would prevent us from making a list of them. There seems to be no easy
way to write equations and inequations whose solutions are morphisms that
are not conjugate to something in the given list (it might be impossible).
Our solution to this problem is to look only for morphisms that are
“short” in their conjugacy class (among those injective on B), in order to
count only finitely many morphisms by conjugacy class. By ‘short’ we mean
that the maximal length of the image of the generators of G in Γ is as small
as possible in the conjugacy class. This notion of short may not be express-
ible in terms of equations and inequations, but we can formulate it in terms
of rational constraints that are, in some sense, conditions recognized by a
finite state automaton (see Subsection 3.2). In [19] the first author studied
solvability of finite systems of equations, inequations and certain constraints
in toral relatively hyperbolic groups. The main difficulties are then to express
the property of being ‘short’ in its conjugacy class, for a morphism, by the
property of membership to certain languages, to prove that these languages
are rational, and to prove that there are short representatives of every con-
jugacy class, but only finitely many. The condition for a homomorphism to
be considered ‘short’ is listed in Proposition 4.7. The proof of the required
properties is unfortunately much more difficult in the relative case than in
the hyperbolic case. Therefore the proof for the hyperbolic case is in Section
4 while the proof in the toral relatively hyperbolic case is deferred to Section
9.
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The main step in proving Theorem G is then the technical Proposition
4.7, in which we give a list of conditions Ω, expressed in rational languages,
on a homomorphism so that
• In each conjugacy class of compatible monomorphism, at least one
homomorphism satisfies Ω; but
• Only finitely many homomorphisms in each conjugacy class of com-
patible homomorphism satisfy Ω.
We explain the idea behind the condition Ω when we introduce it in
Proposition 4.7.
It is worth mentioning that, in [60], Sela did not use solvability of in-
equations (let alone rational constraints), which was not available at that
time. He had to make an intricate construction using free monoids with
paired alphabet, and could not use the standard construction of the limiting
R-tree from the argument of Bestvina and Paulin (this is his constructions of
“states”). Using rational constraints, we bypass this construction and instead
always use the standard limiting construction. We believe that our contribu-
tion provides a neat simplification of his method.
Remark 2.1 (Commentary on the exposition). — Although we make
some major simplifications and generalizations, we believe the proof of Theo-
rem A largely follows the outline of Sela’s unpublished proof of Corollary B.
However, there are serious technical difficulties to our generalization to the
relatively hyperbolic setting.
Most striking is the proof of Theorem 4.4, which is the main tool used
to prove the certain primary splittings are maximal. In the toral case, the
proof is twice as long as the proof in the hyperbolic case. Also, the general
proof obscures the hyperbolic case. Thus, we have chosen to include the proof
of the hyperbolic case in Section 4 inside the main body of the text, and
leave the proof of the general case until Section 9.
Similarly, as remarked above, the JSJ decomposition we use (see The-
orem 6.2) is exactly the essential JSJ decomposition in the hyperbolic case,
which was constructed in [62]. By now, this is standard, and well-known to
those familiar with JSJ decompositions. There are a few differences in the
toral relatively hyperbolic case, and the existence of our JSJ decomposition
must be proved. Thus we prefer to leave the proof of Theorem 6.2 in the
relatively hyperbolic setting, as well as a discussion of JSJ decompositions,
to Section 10.
We justify this slightly unusual method of organizing the paper as fol-
lows. The solution to the isomorphism problem for torsion-free hyperbolic
groups is itself a very important result which, although known to Sela for
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many years, was never made public and has not appeared in print before
now. Thus, for the reader interested only in this case, Sections 3–7 provide
a complete solution (for freely indecomposable groups).
However, in broad outline, our solution to the isomorphism problem for
toral relatively hyperbolic groups is almost unchanged when restricted to the
torsion-free hyperbolic case. Therefore, Sections 3–7 also provide a complete
solution to the isomorphism problem for toral relatively hyperbolic groups,
except for the proofs of Theorem 4.4 and Theorem 6.2.
The middle sections of this paper are therefore somewhat schizophrenic
in nature. We state most results in the (more general) setting of toral rela-
tively hyperbolic groups, and make numerous comments about the hyperbolic
case. If the reader is only interested in the hyperbolic case, they should al-
ways keep in mind that torsion-free hyperbolic groups are, in particular, toral
relatively hyperbolic.
3. Toral relatively hyperbolic groups
In this section we gather definitions and basic tools. Subsection 3.1
contains basic definitions and the definition of (toral) relatively hyperbolic
groups. Subsection 3.2 collects some known results about algorithms for hy-
perbolic and relatively hyperbolic groups. Subsection 3.3 contains the basic
terminology of splittings of groups, and the definition of primary splittings,
the class of splittings we consider in this paper. Subsection 3.4 proves a sim-
ple result about the vertex groups of primary splittings of toral relatively
hyperbolic groups.
3.1. Relatively hyperbolic groups. — Relatively hyperbolic groups were
first introduced by Gromov in [34]. An alternative definition was given and
studied by Farb in [29]. In [9], Bowditch gave further definitions and studied
further aspects. By now, it is known that all definitions are equivalent (see
[16, Appendix] for example). We adopt the now-standard convention that
‘relatively hyperbolic’ means in the sense of Gromov (which is equivalent
to Farb’s ‘relatively hyperbolic with BCP’). The definition we give below in
Definition 3.11 is due to Bowditch [9].
Convention. — Throughout this paper, we will assume that graphs are
given a metric where edge lengths are 1. The paths are always continuous.
Definition 3.1. — Let X be a graph, v a vertex of X and e1, e2 edges
of X which contain v. The angle at v between e1 and e2 is the distance
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between (the remaining parts of) e1 and e2 in X \ {v} (endowed with its
path metric). We allow (though will never be interested in) the possibility
that this distance is ∞.
Denote this quantity by Angv(e1, e2). If γ is a path containing a vertex
v (which intersects only two edges of γ) then Angv(γ) is the angle at v
between the edges of γ intersecting v.
If γ is a path, then MaxAng(γ) denotes the maximum angle of γ at
all its vertices.
Definition 3.2. — The cone centered at an un-oriented edge e of radius
r and angle θ is the set of vertices w such that there is a path whose first
edge is e (with any orientation) and that ends at w, which is of length at
most r and has maximal angle at most θ.
The conical neighborhood of a path p, denoted ConNr,θ(p), is the union
of the cones of radius r and angle θ, centered on the consecutive edges of p.
Here is an easy expression of hyperbolicity:
Proposition 3.3. — (Conically thin triangles)
If the graph X is δ-hyperbolic, then for any geodesic triangle, every side
is contained in the union of the conical neighborhood of radius and angle 50δ
of the two others.
We briefly sketch the proof. Consider an edge e on one side of the
triangle, far from the vertices and from the center of the triangle. Consider
the loop obtain by moving 5δ forward on the given side, going by a path
of length δ on another side, moving backward on this new side for 10δ, and
going back to the side of e, by a path of length δ, and finally, going back
to e (by triangular inequality, this last path has length at most 7δ). If one
can extract from this loop a simple loop containing e, then it has length at
most 24δ, ensuring that all its angles are at most 24δ, and that e is in fact
in the cone of radius and angle 24δ of every of its edges. It is then easy to
check that this loop must contain an edge of the second side of the triangle.
If one cannot extract a simple loop containing e, this means that e appears
twice in our loop, and by triangular inequality, it must be on the other side
of the triangle. The conclusion follows. The same argument can be adapted
if e is close to a vertex of the triangle, or to the center.
Definition 3.4. — For numbers L, λ, µ, an L-local, (λ, µ)-quasi-geodesic
in X is a path parameterized by arc length p : [0, T ] → X such that for all
x, y ∈ [0, T ], with |x− y| ≤ L, we have d(p(x), p(y)) ≥ |x−y|
λ
− µ. The path is
a (λ, µ)-quasigeodesic of X if the inequality holds for all x, y.
14 FRANC¸OIS DAHMANI, DANIEL GROVES
We also need a mild assumption on backtracking, stated in terms of
‘detours’, which we now define.
Definition 3.5. — A subpath w of a path p = p1wp2 is an r-detour, if
(i) it is a (not necessarily simple) loop in X ; (ii) p1 and p2 are not empty
paths; and (iii) the angle between the last edge of p1 and the first of w
(resp. the last of w and the first of p2) is greater than r.
Remark 3.6. — Note that if a path p in a graph is a (λ, ǫ)-quasigeodesic,
then ǫ is an explicit bound on the length of a simple loop which is a subpath
of p. The condition that p has no r-detours can thus be detected locally.
Proposition 3.7. — (Conical stability of quasi-geodesics without detours)
[19, Proposition 2.7] Let X be a hyperbolic graph. Given r, λ, µ > 0, there
is an explicit constant ǫ such that for any (λ, µ)-quasi-geodesic ρ which is
without r-detours, and any geodesic [x, y] joining the endpoints of ρ, if x 6= y,
the path ρ is contained in the (ǫ, ǫ)-conical neighborhood of [x, y].
Moreover, if [x, y] contains a vertex v so that Angv([x, y]) ≥ 4ǫ then
1. v ∈ ρ;
2. If e1 (respectively e2) is the first edge in ρ (resp. [x, y]) which
contains v then Angv(e1, e2) ≤ ǫ; and
3. The path ρ contains a pair of consecutive edges intersecting in v
which make an angle at most ǫ with the first and second edges of [x, y]
which contain v.
The second assertion is a consequence of the first, since if Angv[x, y] >
4ǫ, then it is easy to check that by triangular inequality, ConNǫ,ǫ[x, v] ∩
ConNǫ,ǫ[v, y] = {v}.
Definition 3.8. — A graph is fine if every cone is finite.
Although this is not Bowditch’s original definition, formulated in [9]
(which ask, for each edge e, for only finitely many edges e′ with prescribed
angle with e), this is equivalent to it, by Koenig’s lemma (see [16, Appendix]
for instance).
We turn now to groups.
Definition 3.9. — (Coned-off graph)
Given a group H , with a finite generating set S, and finitely generated
subgroups G1, . . . , Gp, the coned-off graph of H relative to G1, . . . , Gp, with
respect to S, which we denote by Ĉay(H), is the graph obtained from the
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Cayley graph of H (with generating set S) by adding, for each left coset of
each Gi, a vertex v, and edges from v to every element of the coset (see
[29]). The coset corresponding to a vertex v is then denoted Coset(v).
Remark 3.10. — In coned-off graphs, large angles will occur only on
vertices of infinite valence. Moreover, suppose that v is an infinite valence
vertex in the coned-off graph, and that e1, e2 are edges adjacent to v. Then
the word distance between the finite valence vertices of e1 and e2 gives an
upper bound to the angle between e1 and e2 at v.
Definition 3.11. — [Relatively hyperbolic groups]
A finitely generated group H , endowed with a family {G1, . . . , Gp}, of
finitely generated subgroups, is hyperbolic relative to {G1, . . . , Gp} if some
(hence any) associated coned-off graph is hyperbolic and fine.
A finitely generated group H is toral relatively hyperbolic, if it is torsion-
free, and hyperbolic relative to a family of finitely generated, noncyclic, free
abelian subgroups.
In case H is a toral relatively hyperbolic group, the family of maximal
parabolic subgroups is canonical (up to conjugacy).
The definition of relatively hyperbolic given here is equivalent to the
other classical definitions of the literature (see [16, Appendix] for instance).
Examples 3.12. —
1. Hyperbolic groups are hyperbolic relative to an empty collection of
parabolics, and are toral if torsion-free;
2. Limit groups are toral relatively hyperbolic (see [2] and [17]), and
more generally, groups acting freely on Rn-trees (see [39]);
3. Fundamental groups of geometrically finite hyperbolic manifolds are
hyperbolic relative to their cusp subgroups, and are toral if the cusps are
all homeomorphic to T ×R+, for a torus T .
See [29], [9], [25], [40] and [51] for further examples.
Remark 3.13. — Suppose that G is hyperbolic relative to a family P
of subgroups, and that some of the subgroups in P are hyperbolic. Let P ′
be the non-hyperbolic groups in P. Then G is also hyperbolic relative to P ′
(see for instance [51, Theorem 2.37]).
Therefore, it is no restriction in the definition of toral to assume that
the abelian parabolics are noncyclic. It does, however, make certain argu-
ments easier, and so it is a useful assumption.
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3.2. Algorithmic tools
3.2.1. General background. — We recall a few existing algorithms re-
lated to hyperbolic groups and relatively hyperbolic groups. We will use many
of these algorithms in the sequel, often without mention. Of particular im-
portance for our work is the discussion of the ‘uniformity’ of the algorithms
in Subsection 3.2.3.
First of all, the first and the second Dehn problems (the word problem
and the conjugacy problem) are decidable in a hyperbolic group, (this is due
to Gromov, see [34], or [15]).
In a toral relatively hyperbolic group, these problems are also decid-
able (the word problem is due to Farb, [29] and the conjugacy problem to
Bumagin [13], both of whom proved more general results; see also Rebbechi
[55]).
There is an algorithm deciding whether a given element is primitive (i.e.
not a proper power), given by Lysenok [47] for hyperbolic groups. For toral
relatively hyperbolic groups, Osin [51] proved that it is possible to decide
if a given element which is not conjugate into a parabolic subgroup has a
nontrivial root.
An essential tool for our work is the decidability of the existence of
solutions to equations, and systems of equations. By a system of equations
over a group G, we mean a family of words with letters which are either (i)
elements of G (known as coefficients); or (ii) elements of some fixed list of
unknowns x1, x2, . . ..
A solution to a system Σ of equations is a collection of elements g1, g2, . . .
in G so that the substitution gi = xi yields σ = 1 for all σ ∈ Σ. We will only
be concerned with finite systems of equations, so that only finitely many un-
knowns appear in Σ. A system of equalities and inequalities is a pair Σ1, Σ2,
and a solution is a substitution which yields σ = 1 for all σ ∈ Σ1 and η 6= 1
for all η ∈ Σ2.
Grigorchuk and Lysenok [33], [47] proved that it is possible to decide if
quadratic equations over a hyperbolic group have a solution. Rips and Sela
[56] extended this to arbitrary finite systems of equations (with coefficients)
over a torsion-free hyperbolic group. The analogous result for toral relatively
hyperbolic groups is proved in [19].
Recently, there have been improvements of this algorithm. It is proved
by Sela [65], and by the first author [19] with another method, that the
existence of solutions of finite systems of equations and inequations, with co-
efficients, over a torsion-free hyperbolic group is decidable. This is equivalent
to saying that the universal theory of a torsion-free hyperbolic group is de-
cidable. Note that Makanin [48] proved that the universal theory of a free
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group is decidable. In [19], it is proved that toral relatively hyperbolic groups
have a decidable universal theory.
In fact, this is not enough for our needs, we will need one more refine-
ment of this algorithm. We want to allow constraints together with equations
and inequations. We briefly describe what this means.
Let H be a group generated by an ordered finite set S. The set of
normal forms of H consists of a choice of word in (S)∗ for each h ∈ H which
is of minimal length amongst all representatives and is ShortLex (i.e. least
amongst those shortest length representatives). This notion is most useful for
free groups, and free products of free abelian groups, which is where we will
use it. See Remark 3.15 below.
Definition 3.14. — A normalized rational language in H is a subset A ⊂
H such that if L is the set of normal forms for the elements of A then L is a
regular language (that is, a language recognized by a finite state automaton).
A normalized rational constraint on an unknown is the requirement that this
unknown belongs to some specified rational language (see for instance [23]
and [24] for more on this subject).
It is decidable whether a finite system of equations and inequations,
with rational constraints, in a free group admits a solution (V. Diekert,
C. Gutie´rrez, C. Hagenah, [23]), and also in a free product of abelian groups
(V. Diekert, and A. Muscholl [24]). This problem is not known to be de-
cidable in a torsion free hyperbolic group, not to mention toral relatively
hyperbolic groups. Nevertheless, some weaker form of this is known, as we
now explain.
3.2.2. Decidability with constraints. — In this paragraph we recall one
of the main results of [19]. At the beginning of Section 4, we will describe
briefly how this result is used in this paper.
Let H be a toral relatively hyperbolic group (for example: a torsion
free hyperbolic group), endowed with some finite presentation, whose finite
symmetrical generating set is denoted S. Let G1, . . . Gp be representatives of
conjugacy classes of maximal parabolic subgroups. We denote by FS the free
group on S (respecting inversion), and by F the free product F = FS ∗G1 ∗
· · · ∗Gp. In the case of a hyperbolic group, of course, F = FS. We endow F
with a natural generating set, denoted A, which is the union of S with a
basis for each of the abelian subgroups Gi.
Remark 3.15. — The set of words in A∗ which are normal forms of
elements of F is easily seen to be a regular language, which we write LN .
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This is equivalent to saying that the set F is a normalized rational language
inside itself. There is a natural one-one correspondence between elements of
F and elements of LN . Therefore, when we define a sub-language of LN ,
we will speak of a language of elements of F . In case this sub-language is
regular (as a word language), it will be a normalized rational language (as
a subset of the group).
Remark 3.16. — There is a natural quotient map ν : F → H , but
we can be more precise. Any element f in F labels a (continuous) path in
Ĉay(H), from 1 to ν(f) (seen as vertices of Ĉay(H)), by the mean of its
normal form in the free product, in such a way that any subword in FS labels
consecutive edges in the Cayley graph, and any maximal subword with letters
in a basis of some abelian factor group Gi labels two consecutive edges, with
a common vertex of infinite valence, corresponding to the relevant coset of
Gi.
Example 3.17. — Assume s1, s2, s3 ∈ S, and s1s2s3 = g ∈ G1 a parabolic
subgroup of H , and g 6= 1. Then, in F , the element s1s2s3g
−1 ∈ F is non-
trivial (the 4 letters word given is its normal form) and labels a closed loop
in Ĉay(H). The three first letters s1, s2, and s3 label three edges in Cay(H),
from 1 to (s1s2s3), and the last letter g
−1 ∈ G1 labels two consecutive edges,
from (s1s2s3) to (s1s2s3g
−1) = 1 via the vertex of the left coset s1s2s3G1.
Let δ be the hyperbolicity constant of the coned-off Cayley graph Ĉay(H)
(in case H is hyperbolic, this is just Cay(H)). See Subsection 3.2.3 below
for a discussion of algorithmically finding δ.
Recall that in Ĉay(Γ ), cones are finite (Definition 3.8), and that there
are finitely many orbits of edges. We define the constants L1 and L2, as in
[19], to be L1 = 10
4δM , and L2 = 10
6δ2M , where M is a bound to the
cardinality of the cones of radius and angle 100δ in Ĉay(Γ ) (the ball of
radius 100δ in the case of hyperbolic group). Let r = 109D, where D is a
fellow-traveling constant between 1000δ-quasi-geodesics in Ĉay(Γ ). Note that
a suitable value of D can be computed explicitly in terms in δ.
We will consider ‘lifting’ equations in H to equations in F . Therefore,
the following definition will be useful.
Definition 3.18. — Suppose that h ∈ H . A representative of h is an
element of F (considered as a normal form), so that ν(f) = h.
Remark 3.19. — By a classical property of hyperbolic spaces, (see
for instance [15, Chapter 3]), there are explicit constants L, L′1 and L
′
2,
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such that any L-local, (L1, L2)-quasigeodesic in Ĉay(H) is a global (L
′
1, L
′
2)-
quasigeodesic.
Definition 3.20. — Define L ⊂ F , to be the language of the elements
of F which label paths in Ĉay(H) that are L-local, (L1, L2)-quasigeodesic,
and do not have any r-detours.
As noted in Remark 3.6 the existence of r-detours can be recognized locally
(on subpaths of length L′2). Of course, this is also true of being an L-local
(L1, L2)-quasigeodesic. Thus, the properties defining L are purely local, and
this makes L a normalized rational language (this is proved in [19, Propo-
sition 2.5]). The interest of the language L is that all its elements satisfy
the property of being globally (L′1, L
′
2)-quasigeodesic, for constants L
′
1 and
L′2 that are explicit in δ, L1, and L2.
Definition 3.21. — Define the language L0 ⊂ L to consist of the ele-
ments of L ⊂ F that, after projection to H , represent the trivial element of
H .
The language L0 is a finite subset of L, and is computable. It is a
normalized rational language, and so is L \ L0 (we refer to [19] for proofs).
Theorem 3.22. — [19, Proposition 5.3]
Let H be a toral relatively hyperbolic group, and F as described above.
There is an algorithm that,
• takes as input a system of equations with coefficients in H , and
unknowns x1, x2, . . . , xn, and normalized rational languages Li ⊂ L ⊂ F
(with notations as above), i = 1, . . . , n ;
• always terminates;
• answers ‘yes’ if there is a solution such that every representative in
L of xi is in Li, for all i; and
• answers ‘yes’ only if there exists some solution with, for all i, some
representative in Li.
Note that in case the algorithm says ‘no’, it could still be that there is some
solution which has a representative in Li for each i (we just know that there
is no solution with every representative in Li). This technical point leads to
certain complications in our work in Sections 4 and 9.
The interest of Theorem 3.22 is that, for example, one can choose the
languages Li = L \ L0, for certain i, to embody possible inequations. To
illustrate our basic approach, we recall the proof of this from [19].
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Theorem 3.23. — [19, Theorem 0.1] The universal theory of a toral
relatively hyperbolic group is decidable.
Proof. — Let Σ(x) and Λ(x) be a pair of systems of equations with
coefficients over a toral relatively hyperbolic group Γ . We consider whether
the system (Σ = 1) ∧ (Λ 6= 1) has a solution.
By adding some extra unknowns and equations, we may assume without
loss of generality that each inequation in Λ has the form xi 6= 1 for some
variable xi. Let T be the set of indices so that xi 6= 1 is in Λ.
Choose languages as follows: if i ∈ T then let Li = L \ L0. Otherwise,
let Li = L. Since L\L0 is precisely the set of elements which do not project
onto the trivial element of Γ , the algorithm from Theorem 3.22 applies to
decide whether the given system of equations and inequations has a solution
or not. ⊓⊔
However, this is not the only way we will use Theorem 3.22. In fact,
we need the full force of Theorem 3.22, and one of our difficulties is in
finding the correct languages Li (this is much more difficult in the relatively
hyperbolic case than the hyperbolic case). See the beginning of Section 4 for
a discussion of our application of Theorem 3.22.
3.2.3. Uniformity. — We are working in the context that we are given
a finite presentation for a group H . It is crucial that each algorithm we
use can be implemented with only the knowledge of this presentation. This
often means that the hyperbolicity constant of the relevant graph should be
computable from the presentation.
For hyperbolic groups, this computability was pointed out by M. Gro-
mov [34] (see for instance P. Papasoglu [52] for a detailed study). For toral
relatively hyperbolic groups, what we need was studied in [18].
The following result is applied many times throughout this paper, often
without mention.
Theorem 3.24. — [18, Theorem 0.2 and Corollary 2.4]
There is an algorithm whose input is a finite presentation of a toral
relatively hyperbolic group H , and whose output is a set of representatives
of the parabolic subgroups up to conjugacy, (given by a finite collection of
bases as free abelian groups), the hyperbolicity constant for the coned-off
Cayley graph, and the list of orbits of simple loops in Ĉay(H) for any given
length.
Remark 3.25. — Theorem 3.24 implies that we do not need to be told
how a group is toral relatively hyperbolic, merely that it is. Once we know
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it is, we can apply the above algorithm to discover a collection of parabolic
subgroups, along with bases, and also the relevant ‘data’ of the groups rela-
tive hyperbolicity.
Remark (Hyperbolic case) 3.26. — In case Γ is torsion-free hyperbolic,
rather than merely toral relatively hyperbolic, Theorem 3.24 may be replaced
by the above-mentioned algorithm of Papasoglu.
For torsion-free hyperbolic groups, the Cayley graph replaces the coned-
off graph.
Once we have the hyperbolicity constant, we can explicitly compute fi-
nite state automata for the languages which are used below (we say more
about this later).
3.3. Splittings of groups. — Recall the terminology of graphs of groups
(see [66] and [57] for more details).
Definition 3.27. — A splitting of a group is a graph of groups decom-
position. The splitting is called abelian if all of the edge groups are abelian.
An elementary splitting is a graph of groups decomposition for which
the underlying graph contains only one edge.
A refinement of a graph of groups Λ, at a vertex v ∈ Λ (with vertex
group V ), is a splitting Ξ of V such that all edge groups adjacent to V in
Λ are contained in vertex groups of Ξ , up to conjugacy. The refinement is
elementary if Ξ is elementary.
Definition 3.28. — A splitting is minimal if there is no proper invariant
sub-tree of the associated Bass-Serre tree.
A splitting is reduced if it is minimal and, for every valence two vertex
with two distinct adjacent edges, the inclusions of the edge groups into the
vertex group are proper inclusions.
We will also need the following defintion, from [57] (see also [6] for
more information).
Definition 3.29. — A splitting G = A∗C1 B1 is obtained from the split-
ting G = A∗CB by folding if C is a proper subgroup of C1 and B1 = C1∗CB.
A splitting G = A1∗C1 with stable letter t is obtained from the splitting
G = A∗C (where the inclusions of C in A are α, ω : C → A) by folding if
α(C) is a proper subgroup of C1 and A1 = A ∗C (tC1t
−1).
An unfolding is the inverse operation of folding. A splitting is unfolded
if there is no unfolding (note that it is required in the definition of folding
that C 6= C1).
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We now describe the classes of splittings considered in the sequel.
Definition 3.30. — Let Γ be a toral relatively hyperbolic group. A
splitting of Γ is called essential if it is reduced and if
1. all edge groups are abelian; and
2. if E is an edge group and γk ∈ E for some k 6= 0 then γ ∈ E.
In case Γ is a hyperbolic group, an abelian splitting is essential if and
only if all edge groups are trivial or maximal cyclic. In toral relatively hy-
perbolic groups, the edge groups are in fact direct factors of maximal abelian
subgroups of Γ . Indeed, if A is the maximal abelian subgroup containing E,
the second condition says that A/E has no torsion, thus is free abelian, and
therefore there is a section s : A/E → A, and one has A = E ⋊ s(A/E),
which is a direct product since A is abelian.
Definition 3.31. — Let Γ be a toral relatively hyperbolic group. A
reduced splitting of Γ is called primary if it is essential and if each noncyclic
abelian subgroup is elliptic (i.e. fixes a point) in the Bass-Serre tree of the
splitting.
Definition 3.32 (Dehn twists). — Suppose that Γ = A∗CB is an abelian
splitting of Γ . The Dehn twists in c ∈ C is the automorphism of Γ which
fixes A element-wise and conjugates B by c.
Suppose that Γ = A∗C is an abelian splitting of Γ . The Dehn twist in
c ∈ C replaces the stable letter t of the HNN extension by tc and fixes A
element-wise.
Definition 3.33 (Generalized Dehn twists). — Suppose that Θ is an
abelian splitting of Γ , and that A is an abelian vertex group of Θ. A gener-
alized Dehn twist with respect to Θ is an automorphism of Γ which fixes each
vertex group other than A and each edge group adjacent to A element-wise,
and also fixes A as a set (though not necessarily element-wise, of course).
Lemma 3.34. — Suppose that a toral relatively hyperbolic group Γ ad-
mits a nontrivial elementary primary splitting Λ with nontrivial edge group.
Then some Dehn twist or generalized Dehn twist with respect to Λ has in-
finite order in Out(Γ ).
Proof. — Maximal abelian subgroups of Γ are malnormal (see [36,
Lemma 2.4] for instance, stated as Lemma 10.1 below). Therefore, if A ∗C B
is a nontrivial primary splitting of Γ then at least one of A and B is non-
abelian.
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If both A and B are non-abelian then the Dehn twist in some c ∈ C
has infinite order in Out(Γ ).
The HNN case is similar (noting that noncyclic abelian edge groups in
Γ are elliptic in primary splittings).
Suppose then that Γ = A∗CB is a nontrivial primary splitting and that
A is abelian. By Definition 3.30, C is a direct factor of A, thus there is a
basis A of A extending one of C, and since the splitting is reduced, there
is a ∈ A so that a /∈ C. Suppose that c ∈ C r {1}. The automorphism of A
which sends a to ac, and fixes each other element of A (hence of C) extends
to a generalized Dehn twist, and has infinite order in Out(Γ ). ⊓⊔
3.4. Vertex groups are relatively hyperbolic. — Our approach to solving
the isomorphism problem is to construct the JSJ decomposition (see Section
6 below), and then attempt to build an isomorphism between two groups by
finding isomorphisms between vertex groups and ‘gluing’ these together into
an isomorphism between the whole groups.
In order to implement this strategy, it is very important that at each
stage we are working with toral relatively hyperbolic groups, in order that
we can apply the results of Subsection 3.2 above (and the other results in
this paper). In particular, the vertex groups of our splittings should be toral
relatively hyperbolic (the edge groups are always abelian). The purpose of
this subsection is to prove that this is indeed the case.
Theorem 3.35. — Suppose that Γ is a toral relatively hyperbolic group,
and that Λ is a primary splitting of Γ . Then, every vertex group of Λ is
toral relatively hyperbolic, and the parabolic subgroups are the intersections
of the parabolic subgroups of Γ with the vertex group.
Proof. — In [10, Theorem1.3], Bowditch proved that the vertex groups
of a peripheral splitting of a relatively hyperbolic group are themselves hy-
perbolic relative to the intersection of the ambient parabolic subgroups. Here
peripheral means that the parabolic subgroups are all elliptic, and the edge
groups are all parabolic. We are not yet in this situation.
Let us denote by P the collection of maximal parabolic subgroups of Γ .
Consider the collection C of edge groups of Λ, and their conjugates, that are
maximal cyclic and non-parabolic in Γ . By [17, Lemma 4.4] the group Γ is
hyperbolic relative to P∪C. By assumption, every group in P is elliptic in the
splitting Λ, thus, every group in P ∪ C is elliptic. Moreover, by construction,
every edge group of Λ is a subgroup of some group in P ∪ C. This makes
the splitting Λ peripheral for the structure P ∪ C (in the sense of Bowditch
[10]). Therefore, [10, Theorem 1.3] can be applied, thus ensuring that each
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vertex group is hyperbolic relative to their intersections with the groups in
P, and the groups C. The latter being cyclic, hence hyperbolic, they can be
removed from the list of parabolic subgroups without affecting the relative
hyperbolicity (see Remark 3.13). This proves the result. ⊓⊔
4. An algorithm that lists monomorphisms
In this section we apply Theorem 3.22 to prove one of the key result
we use, namely Theorem 4.4 (see Theorem G and related comments in the
section on the strategy).
We need vocabulary about collections of subgroups.
Definition 4.1. — A primary peripheral structure on a torsion-free group
is a family of subgroups with the following properties. The family is conjugacy-
closed and finite up to conjugacy, and the subgroups are either maximal
cyclic subgroups, or (not necessarily maximal) non-cyclic abelian subgroups,
each of them marked by the choice of a basis for one representative of each
conjugacy class.
For the purposes of input into an algorithm, a primary peripheral struc-
ture P will be given by basis for representatives of P up to conjugacy.
Of course, in the case of torsion-free hyperbolic groups, a primary pe-
ripheral structure is a conjugacy-closed collection of maximal cyclic subgroups.
Remark 4.2. — It is important to note that we distinguish the parabolic
subgroups of a relatively hyperbolic group, from the peripheral subgroups be-
longing to some primary peripheral structure. Not all peripheral subgroups
will be parabolic, and not all parabolics will be peripheral.
In applications, the subgroups in a peripheral structure of a toral rela-
tively hyperbolic group will be the edge groups of a graph of groups decom-
position (and their conjugates), or equivalently the set of edge stabilizers in
an action on a simplicial tree.
Definition 4.3. — Suppose that P1 and P2 are primary peripheral struc-
tures on H1, and H2 respectively.
We say that a homomorphism φ : H1 → H2 is compatible with P1 and
P2, if the images of each group in P1 commutes with some group in P2,
with the added stipulation that the given generator of each cyclic group in
P1 is actually sent to a conjugate of a given generator of an element of P2.
Furthermore, we require that φ is injective on the ball of radius 8 of H1.
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The final requirement in Definition 4.3 allows us to ensure that [φ(u), φ(v)] 6=
1 for any u, v ∈ BH1(2) which are so that [u, v] 6= 1. (Here BH1(2) denotes
the ball of radius 2 about the identity element in H1, with respect to the
chosen generating set.) In particular (though we will need more than this),
if H1 is non-abelian then so is its image in H2.
The main result of the section is:
Theorem 4.4. — There is an algorithm that, given a finitely presented
group H1 with a solution to its word problem, and a toral relatively hyper-
bolic group H2, each with primary peripheral structures, terminates if there
is a finite subset A of H1 so that there are only finitely many non-conjugate
compatible homomorphisms that are injective on A. In case it terminates,
the algorithm provides a finite list of homomorphisms containing one repre-
sentative of every conjugacy class of monomorphism.
For comments, motivation, and main ideas, we advise reading the rele-
vant paragraphs, about Theorem G, in the section “Strategy”.
As mentioned in Remark 2.1, the proof of this result in the hyperbolic
case is much easier than in the relatively hyperbolic case. Therefore, in this
section we prove Proposition 4.7 only in the torsion-free hyperbolic case (the
general case is proved in Section 9).
However, assuming Proposition 4.7 in the general case, we give a com-
plete proof of Theorem 4.4 in the relatively hyperbolic case in this section.
Assumptions in this section are as follows: In Subsection 4.1 we are in
the general setting of toral relatively hyperbolic groups. In Subsection 4.2 we
prove Proposition 4.7 in the case of hyperbolic groups. In Subsection 4.3, we
return to the setting of toral relatively hyperbolic groups, and prove Theorem
4.4 (assuming Proposition 4.7).
For the reader interested only in hyperbolic groups, this section con-
tains a complete proof of Theorem 4.4, which is the only result needed from
this section for Sections 5–7 (which solve the isomorphism problem). Such a
reader should keep in mind that torsion-free hyperbolic groups are, in par-
ticular, toral relatively hyperbolic.
4.1. Notations and Objective
4.1.1. Basic notations. — In the following, H2 is a non-elementary
toral relatively hyperbolic group, and H1 is a finitely presented.
The application we are aiming at is the case where H1 is also a non-
elementary toral relatively hyperbolic group, but, for now, all the geometry
takes place in H2. The case where H1 is abelian makes Theorem 4.4 a matter
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of some simple linear algebra (which we leave as an exercise for the reader).
Therefore, we suppose henceforth that H1 is non-abelian.
We consider a coned-off Cayley graph Ĉay(H2) (which is just Cay(H2)
if H2 is hyperbolic), with distance denoted by d.
The graph Ĉay(H2) is δ-hyperbolic. By Theorem 3.24 it is possible to
algorithmically find δ from a finite presentation of H2, hence the constants
L, L1, L2, L
′
1 and L
′
2 and r of the previous section.
For the group H2, we denote by F the free product, and L0 ⊂ L ⊂ F ,
the normalized rational languages over F , as defined in Paragraph 3.2.2. By
the remark above, the language L (or more precisely the underlying automa-
ton) can be explicitly computed.
Let ǫ be as in Proposition 3.7, for (L′1, L
′
2)-quasi-geodesics without r-
detours in Ĉay(H2). In the case of hyperbolic groups, this is just a fellow-
traveling constant for (L′1, L
′
2)-quasi-geodesics (in either case the constant ǫ
can be explicitly computed).
Recall the natural projection ν : F → H2, and that a preimage of an
element of H2 is a representative in F . Let us denote by ai, i ∈ I the given
symmetric generating set of H1.
Definition 4.5. — For any homomorphism φ : H1 → H2, an acceptable
lift of φ is a choice of representatives in L ⊂ F , of the elements φ(ai) and
φ(aiaj), i, j ∈ I.
Notation. — BH1(2) is the ball of radius 2 in H1. If φ : H1 → H2 is a
homomorphism, then φ˜ : BH1(2)→ F denotes an acceptable lift.
The following is clear.
Lemma 4.6. — Each homomorphism φ : H1 → H2 has at least one, but
only finitely many, acceptable lifts, and one can compute the list of them.
4.1.2. Short and long morphisms, the property Ω. — Let us consider
a, b ∈ H1, in the given generating set, such that a and b do not generate an
elementary subgroup (or equivalently such that [a, b] 6= 1). We define below
(Remark 4.8) a property Ω that an acceptable lift of a homomorphism φ
may or may not have. This is based on the following remark (we think of
H2 as hyperbolic for this explanation). If h ∈ H2 is very long, then hφ(a)h
−1
has the property that paths representing it begin and terminate by segments
close to a prefix of h, except, crucially, if h commutes with φ(a), and in this
case, hφ(ab)h−1 has this property.
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If an acceptable lift φ˜ is so that φ˜(a) and φ˜(b) (or φ˜(ab) and φ˜(b),
or interchanging a and b) have almost same initial, and final subsegment of
large fixed length, we say that φ˜ does not satisfy Ω (see Remark 4.8 for
precise definition). We think of φ as long if all its acceptable lifts are like
that, and as short if none are like that (i.e. if all its acceptable lifts satisfy
Ω). Unfortunately, this leaves some place for homomorphisms that are neither
long nor short, but this is not a serious difficulty.
Indeed, Proposition 4.7 is sufficient for our needs. It states that, in each
conjugacy class of homomorphism, only finitely many of them are not long,
and at least one of them is short.
There are other simpler properties that guarantee this dichotomy: one
could choose to look for morphisms in minimal position in their conjugacy
class (that is, minimizing max{d(1, φ(ai))}). But we ultimately want to use
it in a solvable system of equations and inequations. The property Ω is in-
teresting for us, because it is defined using normalized rational languages,
hence it will enable us to encode in a system of equations, inequations and
constraints our search of short morphisms.
Proposition 4.7. — Let H1 be a finitely presented non-abelian group,
with a and b two elements such that [a, b] 6= 1 and H2 be a toral relatively
hyperbolic group with primary peripheral structure. Let S1 = {ai, i ∈ i} be a
finite symmetric generating set of H1.
There exists a computable finite subset QP of H2, and, for every h ∈
QP , a computable normalized rational language Lh, such that:
– Any compatible homomorphism φ : H1 → H2 has a conjugate ψ for
which every acceptable lift ψ˜ : BH1(2) → F satisfies the three conditions,
for all h ∈ QP
Ω(i) either ψ˜(a) or ψ˜(b) is outside Lh,
Ω(ii) if ψ˜(b) is in Lh then either ψ˜(ab) or ψ˜(a
−1b) is not,
Ω(iii) if ψ˜(a) is in Lh then either ψ˜(ba) or ψ˜(b
−1a) is not.
– Any compatible homomorphism φ : H1 → H2 has only finitely many
conjugates ψ so that ψ has an acceptable lift ψ˜ : BH1(2) → F satisfying
Ω(i) ∧Ω(ii) ∧ Ω(iii) for all h ∈ QP .
Remark 4.8. — The property Ω = (∀h ∈ QP , Ω(i) ∧ Ω(ii) ∧ Ω(iii))
is clearly a boolean combination of properties of membership to the Lh or
their complements for the representatives ψ˜(a), ψ˜(ab), ψ˜(a−1b), ψ˜(b), ψ˜(ba) and,
ψ˜(b−1a).
Hence, it is a boolean combination of normalized rational constraints on
these representatives.
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We think of ψ˜ satisfying Ω as a indication of ψ being ”short” (as
justified by the study to come).
For convenience, let us precise that ψ˜ does not satisfy Ω if there is
h ∈ QP so that either (i) both ψ˜(a) and ψ˜(b) are in Lh; (ii) all three of
ψ˜(b), ψ˜(ab) and ψ˜(a−1b) are in Lh; or (iii) all three of ψ˜(a), ψ˜(ba) and
ψ˜(b−1a) are in Lh.
In the next section, we concentrate on the case of hyperbolic groups.
We briefly comment its content.
In Paragraph 4.2.1, we explain quasi-prefixes. In the hyperbolic case,
QP = {h ∈ H2, d(1, h) = 8ǫ + 80δ}. For each such element h, the language
Lh, is the set of elements g˜ of L ⊂ F labeling a path passing within a certain
neighborhood of h and of ν(g˜)h (we interpret this as h being a quasi-prefix
and a quasi-suffix of g˜). We then prove that these languages are normalized
rational.
Paragraph 4.2.2 serves to prove the second point of the proposition: in
each conjugacy class of compatible homomorphism, only finitely many homo-
morphisms have an acceptable lift satisfying Ω (this is Corollary 4.14). The
reason is that if h is very large, and h0 ∈ [1, h] ∩ QP , then hφ(a)h
−1 and
hφ(b)h−1 usually have h0 as quasi-prefix and quasi-suffix (and hence fail to
satisfy Ω). Unfortunately this might not be the case if h−1 is close to the
centralizer of φ(a). We show in Corollary 4.14 that if this happens, then h−1
is far from the centralizer of φ(b), of φ(ab) and of φ(a−1b), and this makes
every acceptable lift of φ fail to satisfy Ω.
On the other hand, Paragraph 4.2.3 serves to prove the first point of
the proposition, embodied as Corollary 4.18. The tactic here is simple: if a
monomorphism has an acceptable lift contradicting Ω, it does not minimizes
max{d(1, φ(a)), d(1, φ(b))}.
In fact, the same tactics are used for the relative case, but some extra
difficulties appear. We discuss these extra difficulties later, in Section 9.
4.2. Proof of Proposition 4.7 in the case of hyperbolic groups. — In
this subsection, H2 is a torsion-free hyperbolic group, with a word metric d.
4.2.1. Quasi-prefixes, QP and Lh for h ∈ H2.. — Recall that (L
′
1, L
′
2)-
quasi-geodesics are ǫ-close to a geodesic. We choose constants η = ǫ + 10δ,
ρ = 8η and η′ = η + ǫ. We will emphasize later why we choose these values.
Definition 4.9. — Let QP = {h ∈ H2, d(1, h) = ρ}.
Clearly, QP is a finite set, which can be computed from a solution to the
word problem and a knowledge of δ (both of which can be obtained from a
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finite presentation using the algorithm of Papasoglu mentioned in Subsection
3.2.3 above).
The following definition introduces the key idea in the proof of Propo-
sition 4.7.
Definition 4.10. — Let h be in QP ⊂ H2. Given g˜ ∈ L ⊂ F , we say
that h is a quasi-prefix of g˜ if h is at distance at most η from the path
labeled by g˜ in Cay(H2).
Definition 4.11. — Given h ∈ QP , the language Lh ⊂ L is the set of
elements g˜ of L whose normal form is of length at least 2ρL′1 + L
′
2 and so
that g˜ and g˜−1 both have h as a quasi-prefix.
Given these definitions, the condition Ω can be compared to the “for-
bidden states” in Sela’s solution [60]. However, as we have said, our use of
rational constraints allows for considerable streamlining in the solution of the
isomorphism problem in later sections.
Lemma 4.12. — For all h ∈ QP , the language Lh ⊂ F is normalized
rational, and computable.
Proof. — There are finitely many elements at distance η from h, and for
each of them, say h′, the elements in F that label (L′1, L
′
2)-quasigeodesics in
Cay(H2) from 1 to h
′ all have length at most L′1ρ+L
′
2. It is therefore possible
to compute the finite list Lh of all the normal forms of these elements. The
language L′h of the elements of F that have a normal form with both a prefix
and a suffix in Lh, is easily seen to be a normalized rational language. But
Lh is the subset of L ∩ L
′
h of words of length at least 2ρL
′
1 + L
′
2. ⊓⊔
4.2.2. A finiteness result. — In the next lemma, we will use the fact
that η = ǫ+10δ (in fact we use ≥). Given an element g ∈ H2, we denote by
Cent(g) its centralizer in H2.
Lemma 4.13. — For all g ∈ H2, there is a constant Kpre(g) such that
if the coset hCent(g) is at word distance at least Kpre(g) from 1, and if
h0 ∈ QP is on a geodesic [1, h], then any representative of hgh
−1 in L ⊂ F
is in Lh0.
Proof. — If hgh−1 = h′gh′−1, then h′−1h ∈ Cent(g) and so hCent(g) =
h′Cent(g). Therefore, given K(g), there is a constant Kpre(g) such that if
d(1, hCent(g)) ≥ Kpre(g) then d(1, hgh
−1) > K(g).
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Let K(g) = 2ρ+30δ+d(1, g). Let h0 be as in the statement. It suffices to
prove that, if d(1, hgh−1) > K(g), then h0 is at distance at most η− ǫ = 10δ
from any segment [1, hgh−1]. We prove the contrapositive: if h0 is at distance
at least 10δ from a segment [1, hgh−1], then d(1, hgh−1) ≤ K(g) (and similarly
if hgh−1h0 is at distance at least 10δ from [1, hgh
−1]).
By hyperbolicity in the quadrilateral (1, h, hg, hgh−1), the vertex h0 is
at distance at most 10δ from either [h, hg] or [hg, hgh−1].
First assume that there is v ∈ [h, hg] at distance 10δ from h0. Then we
bound the distances, by triangular inequalities:
d(1, h) ≤ d(1, h0) + d(h0, v) + d(v, h)
and also
d(1, hgh−1) ≤ d(1, h0) + d(h0, v) + d(v, hg) + d(hg, hgh
−1).
Using d(1, h0) = ρ and d(hg, hgh
−1) = d(1, h), one obtains
d(1, hgh−1) ≤ 2ρ+ 20δ + d(v, hg) + d(v, h)
= 2ρ+ 20δ + d(1, g)
< K(g).
Suppose now that there is w ∈ [hg, hgh−1] at distance 10δ from h0. One
has the bounds, again by triangular inequalities
d(1, hgh−1) ≤ d(1, h0) + d(h0, w) + d(w, hgh
−1)
≤ ρ+ 10δ + d(w, hgh−1),
and also
d(1, h) ≤ d(1, h0) + d(h0, w) + d(w, hg) + d(hg, h),
which implies
d(1, h) ≤ ρ+ 10δ + d(w, hg) + d(1, g).
Since
d(1, h) = d(hgh−1, hg)
= d(w, hgh−1) + d(w, hg),
one deduces
d(w, hgh−1) ≤ ρ+ 10δ + d(1, g).
Together with the first bound obtained, this gives
d(1, hgh−1) ≤ 2ρ+ 20δ + d(1, g) < K(g),
as required. ⊓⊔
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Corollary 4.14. — Given a compatible homomorphism φ : H1 → H2,
only finitely many conjugates of φ have an acceptable lift satisfying Ω.
Proof. — Let Kpre > maxx∈BH1 (2)r{1}{Kpre(φ(x))}. For x ∈ H1 we write
Nx = {h ∈ H2, d(1, hCentφ(x)) ≤ Kpre}. This means that h ∈ Nx if and only
if h−1 is in the Kpre-neighborhood of Cent(φ(x)). Note that Nx = Nx−1.
Let us remark now that, by the compatibility of φ, 〈φ(a)〉 and 〈φ(b)〉
are infinite cyclic subgroups, not in the same elementary subgroup. Therefore,
the Kpre-neighborhood of their centralizers have finite intersection, and Na ∩
Nb is finite. Similarly, since [a, ab] 6= 1, by compatibility of φ, 〈φ(a)〉 and
〈φ(ab)〉 are not in the same elementary subgroup, and for the same reason
as above, Na ∩Nab is finite (and similarly Na ∩Na−1b).
In order to obtain a contradiction, assume that for different h(n), the
homomorphism h(n)φh(n)−1 (which we write φh(n) for readability) has an
acceptable lift satisfying Ω (i.e. is “short”). By Lemma 4.13 (and adopt-
ing the notation h(n)0 from it), for all n, h(n) ∈ Na ∪ Nb, since otherwise,
φh(n)(a), φh(n)(b) have their representatives in L in Lh(n)0 , falsifying Ω(i).
We can assume that for all n, h(n) ∈ Na. Also, since Na ∩Nb is finite,
we may assume that for all n, h(n) /∈ Nb. Thus, all representatives in L of
φh(n)(b±1) are in Lh(n)0 . Since Ω(ii) is satisfied for some acceptable lift, at
least one representative in L of φh(n)(ab) or of φh(n)(a−1b) is not in Lh(n)0 .
By Lemma 4.13, this implies that h(n) ∈ Nab∪Na−1b for all n. But we noted
that Na ∩ Nab and Na ∩ Na−1b are finite, thus contradicting the assumption
that the h(n) are all distinct. ⊓⊔
4.2.3. An existence result. — It is obvious that, in every conjugacy
class of homomorphism from H1 to H2, there is a (possibly nonunique) homo-
morphism minimizing max{d(1, φ(a)), d(1, φ(b))}. We aim to prove that such
a morphism cannot contradict Ω. We will find a conjugation decreasing this
quantity for every morphism contradicting Ω.
Let η′ = η + ǫ.
Lemma 4.15. — Suppose that h ∈ QP , that g˜ ∈ Lh, and that g is the
image of g˜ in H2. Let [1, g] be a geodesic in Cay(H2).
Then there is a vertex w ∈ [1, g] such that d(w, h) ≤ η′.
Proof. — The path defined by g˜ in Cay(H2) contains a vertex v such
that d(h, v) ≤ η. Since this path is an (L′1, L
′
2)-quasi-geodesic with end-points
1 and g, it is contained in the ǫ-neighborhood of [1, g]. Thus there is w ∈
[1, g] at distance at most η from v. One obtains d(w, h) ≤ η + ǫ = η′. ⊓⊔
For the next result, we use the fact that ρ > 2η′.
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Lemma 4.16. — Let h ∈ QP . If g ∈ H2 is such that d(h, [1, g]) < ρ/2
and d(gh, [1, g]) < ρ/2, then d(1, h−1gh) < d(1, g). In particular, this is true
if a representative g˜ of g is in Lh ⊂ F .
Proof. — If w and w′ are vertices in [1, g] at distance less than ρ/2 from
h and gh respectively, one computes d(h, gh) < ρ + d(w,w′) = ρ + d(1, g) −
d(1, w) − d(w′, g). Since d(1, w) ≥ d(1, h) − ρ/2 = ρ/2, and similarly for w′,
one gets d(h, gh) < d(1, g).
Now assume that g˜ ∈ Lh. By Lemma 4.15, there is a vertex w ∈ [1, g]
with d(w, h) ≤ η′, and similarly, there is w′ ∈ [1, g] such that d(w′, gh) ≤ η′.
By choice of ρ, we have η′ > ρ/2, so the second assertion follows from the
first. ⊓⊔
For the next result, we use the fact that ρ > 4η′ + δ = 8ǫ+ 41δ.
Lemma 4.17. — Let φ : H1 → H2 be a homomorphism with an accept-
able lift φ˜ : BH1(2) → L not satisfying Ω, and let h be as provided by the
fact that Ω does not hold.
Then d(1, h−1φ(a)h) < max{d((1, φ(a)), d((1, φ(b))}, and similarly for h−1φ(b)h.
In particular, φ does not minimize the quantity max{d((1, ψ(a)), d((1, ψ(b))}
over its conjugacy class.
Proof. — If φ˜(a) ∈ Lh, by Lemma 4.16, d(1, h
−1φ(a)h) < d(1, φ(a)). We
assume now that φ˜(a) /∈ Lh. Since Ω is not satisfied by φ˜, and by definition
of h, necessarily Ω(ii) is false, and one has that φ˜(b), φ˜(ab) and φ˜(a−1b) are
in Lh.
Most of the discussion will hold in the triangle (1, φ(a), φ(ab)), and for
one case, in (1, φ(a−1), φ(a−1b)). The discussion will essentially hold on the
possible combinatorial configurations for the approximating trees for the ver-
tices 1, φ(a), φ(ab), h, φ(a)h.
We choose geodesic segments for the sides of the triangle (1, φ(a), φ(ab)).
By Lemma 4.15 there are vertices v and va, such that v ∈ [1, φ(ab)], d(v, h) ≤
η′, and va ∈ [φ(a), φ(ab)], d(va, φ(a)h) ≤ η
′.
By hyperbolicity, there is v′ ∈ [1, φ(a)] ∪ [φ(a), φ(ab)] with d(v, v′) ≤ δ.
We distinguish four cases (illustrated in Figure 1). The first dichotomy (cases
(α) and (β)) concerns whether v′ ∈ [φ(a), φ(ab)] or v′ ∈ [1, φ(ab)].
In case (α), both v′ and va are in [φ(a), φ(ab)], and we denote (α1) the
case where they appear on the segment in order (φ(a), v′, va, φ(ab)), and (α2)
when they appear in the order (φ(a), va, v
′, φ(ab)).
In case (β), v′ is on [1, φ(ab)], and we make a dichotomy on the position
of va. Either there is v
′
a in [1, φ(a)] within a distance at most 2η
′ of va, (case
(β2)), or there is not (case (β1)).
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FIG. 1. — The four cases of Lemma 4.17 (and the second set of four cases in Lemma 9.19)
We now treat case (α). One has
d(h, φ(a)h) ≤ d(h, v) + d(v, v′) + d(v′, va) + d(va, φ(a)h)
≤ 2η′ + δ + d(v′, va).
We want to prove that d(h, φ(a)h) < d(φ(a), φ(ab)) = d(1, φ(b)), and for that
it is sufficient to prove that
d(v′, va) < d(φ(a), φ(ab))− 2η
′ − δ.
In case (α1), on the segment [φ(a), φ(ab)] we have d(v
′, va) = d(φ(a), φ(ab))−
d(φ(a), v′)) − d(φ(ab), va). Since (φ(b))
−1 has also h as a quasi-prefix, and
by the length requirement on elements of Lh in Definition 4.11, we have
d(va, φ(ab)) > ρ− η − ǫ ≥ 2η
′ + δ, and we get the required conclusion.
In case (α2), d(va, v
′) = d(φ(a), φ(ab)) − d(φ(a), va)) − d(φ(ab), v
′). Since
d(φ(a), va) ≥ d(φ(a), φ(a)h)− η
′ = ρ − η′, one has d(φ(a), va) > 2η
′ + δ, hence
the result.
In case (β1), since va is at distance greater than 2η
′ from [1, φ(a)],
the distance from φ(a)h to [1, φ(a)] is greater than η′, and by Lemma 4.15,
no representative in L of φ(a−1) has h as quasi prefix. Therefore, h lies at
distance at least η′ from [1, φ(a−1)]. Thus, φ(a−1) falls into case (α), in the
triangle (1, φ(a−1), φ(a−1b)) and in this case we get that d(1, h−1φ(a)h) <
d(1, φ(b)).
Finally, in case (β2) both v
′ and v′a are on [1, φ(a)]. Since ρ/2 > 2η
′,
Lemma 4.16 implies that d(1, h−1φ(a)h) < d(1, φ(a)). This finishes the proof
in all the cases. ⊓⊔
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The next result now follows immediately.
Corollary 4.18. — Any acceptable lift of a compatible homomorphism
which minimizes max{d(1, φ(a)), d(1, φ(b))} satisfies Ω.
Finally, we complete the proof of Proposition 4.7 in the hyperbolic case.
Proof (of Proposition 4.7, hyperbolic case). — As defined in Paragraph
4.2.1, the set QP is computable, and for any given h, the language Lh is ex-
plicit, computable, and normalized rational by Lemma 4.12. The first point is
then ensured by Corollary 4.18, and the second point is ensured by Corollary
4.14. ⊓⊔
4.3. An algorithm for listing compatible monomorphisms. — In this
part, we return to the generality of toral relatively hyperbolic groups, but it
will (hopefully) not be confusing for the reader interested only in hyperbolic
groups, since very little specificity is to be considered. We consider Propo-
sition 4.7 established in this setting (see the proof in the relative case in
Section 9).
Thus, H2 is a non-elementary toral relatively hyperbolic group, and H1
is finitely presented and non-abelian. We assume that we are given a finite
presentation, and a solution to the word problem in H1. Let d0 be the word
metric in H1 for this presentation.
4.3.1. Coding: the sentences ΣR, and ΛR,ℓ. — Assume we are given
R ≥ 8 and ℓ a finite list of compatible morphisms H1 → H2. These homo-
morphisms are encoded as elements of H2 which represent the images of the
(fixed) generating set of H1.
For any given R ≥ 8, let BR be the set of non-trivial elements of length
at most R in the word metric d0.
Moreover, let x
(1)
1 , x
(1)
2 , . . . , x
(1)
c1 be given generators for representatives
of the maximal cyclic subgroups of P1, the primary peripheral structure of
H1. Also, let β
(1)
1 , . . . , β
(1)
a1 be the given basis for representatives of the other
abelian subgroups of P1. Let now S
0
R = BR ∪ (
⋃
j β
(1)
j ) ∪ {x
(1)
1 , . . . , x
(1)
c1 }.
Since we are given a solution to the word problem in H1, we can ex-
plicitly compute BR, hence S
0
R, and a presentation of H1 for the generating
set S0R. With a simple triangulation argument, and possibly by enlarging S
0
R
into a larger computable finite set SR, we can assume that all relations in
this presentation are of length 2 or 3.
Let {u(s), s ∈ SR} a set of unknowns that we will use to define systems
of equations (formally speaking, this is just a set, another copy of SR). Also,
let g = {g1, . . . , gc1+a1} be another set of unknowns.
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We now describe the set of parameters of the system of equations we
want to write. Let x
(2)
1 , x
(2)
2 , . . . , x
(2)
c2 be given generators for representatives
of the maximal cyclic subgroups of P2, the primary peripheral structure of
H2. Let also β
(2)
1 , . . . , β
(2)
a1 be the given bases for representatives of the other
abelian subgroups of P2.
Let us now define the system Σ of equations in H2, whose unknowns
are the elements of SR and parameters the elements of H2 above.
ΣR(SR, g) =
 ∧
sisj=1
u(si)u(sj) = 1
 ∧
 ∧
sisjsk=1
u(si)u(sj)u(sk) = 1

∧
(
c1∧
i=1
c2∨
j=1
(u(x
(1)
i ))
gi = x
(2)
j
)
∧
 a1∧
i=1
a2∨
j=1
∧
x∈β
(1)
i ,y∈β
(2)
j
[(u(x))gc1+i, y] = 1

(where for readability we wrote (u(x
(1)
i ))
gi for giu(x
(1)
i )g
−1
i ).
Let ℓ˜ be the finite and computable (Lemma 4.6) set of acceptable lifts
of morphisms in the list ℓ. We now define the constraints on some represen-
tatives u˜(s) in F of the unknowns u(s).
ΛR,ℓ(S˜R) =
∧
ψ∈ℓ˜
∨
s∈SR
u˜(s) ∈ L \ {ψ(s)}
 ∧( ∧
s∈BR
u˜(s) ∈ L \ L0
)
Lemma 4.19. — If there is a compatible homomorphism φ from H1 to
H2 injective on the ball of radius R of H1 (for the given word metric d0),
not in ℓ, then there is a solution to the system ΣR(SR, g) such that for all
s ∈ SR, u(s) = φ(s). Conversely, if there is a solution of the system ΣR(SR, g)
with constraints ΛR,ℓ(S˜R), then s 7→ u(s) can be extended in a compatible
homomorphism from H1 to H2 injective on the ball of radius R (for d0) of
H1, not in ℓ.
Proof. — For any homomorphism φ, the first two blocks of ΣR(SR, g)
are satisfied by the elements u(s) = φ(s) for each s ∈ SR. The third and
fourth blocks, are satisfied whenever the homomorphism φ is compatible. The
first block of ΛR,ℓ(u˜, v˜) is satisfied by any acceptable lift of a homomorphism
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which is not in ℓ, and the second block is satisfied by any acceptable lift of
homomorphism injective on the R-ball of H1. Thus, one has the first part of
the lemma.
Conversely, if the unknowns satisfy Σ(SR, g), then every relation of
length 2 and 3 (hence every relation of our triangular presentation of H1) is
satisfied in H2 by the unknowns. Therefore, the map s→ u(s) extends to a
homomorphism.
By the fourth block of Σ, this homomorphism sends the peripheral
cyclic groups of H1 to conjugates of peripheral cyclic groups of H2, and by
the fifth block, the images of non cyclic peripheral subgroups commute with
some peripheral non-cyclic subgroups of H2. This makes the homomorphism
compatible.
The constraints in Λ, are respectively the fact that φ /∈ ℓ, and the
injectivity on the R-ball of H1. ⊓⊔
Corollary 4.20. — Let H2 be a toral relatively hyperbolic group, and
H1 a finitely presented group, with a solution to its word problem. Let a, b ∈
H1 be non-commuting elements in the given generating set.
There is an explicit algorithm whose input is R, ℓ, that always termi-
nates, and whose output is “yes” if there is a compatible homomorphism φ,
not in ℓ, injective on the R-ball, so that every acceptable lift φ˜ of φ sat-
isfies Ω for the elements a, b, and outputs “yes” only if there exists such a
homomorphism φ, which has an acceptable lift φ˜ satisfying Ω for the same
elements.
Proof. — First, as noticed in the previous paragraphs, we can com-
pute SR, a triangular presentation associated, and the systems above. Re-
call (Remark 4.8) that Ω is a boolean combination of rational constraints
on representatives of certain u(s), s ∈ SR. By elementary boolean operations,
the sentence ΣR(SR, g)∧ΛR,ℓ(S˜R)∧Ω is equivalent to a disjunction of finitely
many systems of equations, inequations, and constraints, say Σ ′(R, ℓ, 1)∨· · ·∨
Σ ′(R, ℓ,m) (for ease of notation, we drop the variables for the remainder of
the proof).
For each of them, Σ ′(R, ℓ, k), there is an explicit algorithm A(k), given
by Theorem 3.22, that always terminates and says “yes” if a homomor-
phism has all its acceptable lifts satisfying Σ ′(R, ℓ, k), hence Σ ′(R, ℓ, 1)∨· · ·∨
Σ ′(R, ℓ,m), that is ΣR ∧ ΛR,ℓ ∧Ω.
On the other hand, if, for some k, A(k) says “yes”, then there is a
homomorphism with an acceptable lift satisfying Σ ′(R, ℓ, k), hence ΣR∧ΛR,ℓ∧
Ω.
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An algorithm satisfying the requirements of the corollary is then as
follows: run all the algorithms A(k), k = 1, . . . , m. The algorithms will even-
tually terminate. We define the final answer to be “yes” if and only if one
of the A(k) says “yes”. ⊓⊔
4.3.2. The main result
Proof (of Theorem 4.4). — We now describe an algorithm that fulfills
the conditions of Theorem 4.4. 2
Start with the empty list ℓ = ∅, and R = 8.
First, run the algorithm from Corollary 4.20. If this algorithm outputs
the answer “yes”, then search for a solution to the equations Ω∧ΣR(SR, g)∧
ΛR,ℓ(S˜R). Since there is a solution, we will eventually find one. Such a so-
lution (SR, g) corresponds to a compatible homomorphism ψR : H1 → H2
defined by ψR(s) = u(s), that is injective on the R-ball of H1 and has at
least one acceptable lift satisfying Ω. Add ψR to the list ℓ, replace R by
R + 1, and start again the algorithm from Corollary 4.20.
If the algorithm from Corollary 4.20 outputs “no”, then we stop and
the output is the list ℓ.
We need to check that, if, for some R0, there are finitely many con-
jugacy classes of compatible homomorphisms injective on the ball of radius
R0 of H1, then the algorithm from Corollary 4.20 eventually outputs “no”
at some point, and that, when it does, the final output list contains at least
one representative of every conjugacy class of compatible monomorphism.
In order to obtain a contradiction, assume that at every step of the re-
cursion above (that is for every R), the algorithm outputs “yes” (and there-
fore, finds a suitable ψR). There exist arbitrarily many compatible morphisms
ψR, R ∈ N, all different, with ψR injective on the ball of radius R in H1, and
each has an acceptable lift satisfying Ω. By the second point of Proposition
4.7, there must be infinitely many conjugacy classes of morphisms among the
ψR. Hence, there is no finite subset A of H1 on which only finitely many non-
conjugate compatible morphisms H1 → H2 are injective, and this proves the
first assertion.
Now assume that the algorithm from Corollary 4.20 outputs “no” on
the input R, ℓ. This means that for every homomorphism satisfying ΣR ∧
ΛR,ℓ, there is an acceptable lift that fails to satisfy Ω. Consider a compatible
monomorphism, we want to show that one of its conjugates is in ℓ. By the
first point of Proposition 4.7, it has a conjugate such that every acceptable
2 Recall that we are excluding the case that H1 is abelian, since this case may be easily proved using
linear algebra.
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lift satisfies Ω. This means that this conjugate is not solution of ΣR ∧ ΛR,ℓ.
Since it is a compatible injective homomorphism, the only possibility for it
failing to satisfy ΣR ∧ ΛR,ℓ is that it is already in the list ℓ. This is exactly
what we require, and the proof is complete. ⊓⊔
5. Splittings
In this section we investigate what happens when the algorithm from
Theorem 4.4 does not terminate.
Remark (Hyperbolic case) 5.1. — Our approach can be exemplified briefly
by the case of torsion free hyperbolic groups. Recall Bestvina-Paulin’s the-
orem (and variations on it) for a torsion free hyperbolic group H1 with an
essential peripheral structure. If H1 has infinitely many non-conjugate com-
patible automorphisms, (and even weaker: if for some hyperbolic groups H2
with essential peripheral structure, and for any finite subset A ⊂ H1, there
are infinitely many non-conjugate compatible homomorphisms H1 → H2 which
are injective on A) then H1 admits a so-called compatible essential small ac-
tion on a R-tree. By deep results of Rips’ theory of actions on R-trees,
this implies that H1 has a compatible essential splitting. Conversely, if H1
has a compatible essential splitting, it has infinitely many Dehn twists. By
pre-composing with these Dehn twists we find infinitely many non-conjugate
compatible automorphisms.
Summing up our discussion, if the algorithm of Theorem 4.4 does not
terminate for H1 (and arbitrary hyperbolic group H2), then H1 has a com-
patible essential splitting, and conversely, if H1 has a compatible essential
splitting, the algorithm of Theorem 4.4 applied to H1 = H2 does not termi-
nate.
In the next paragraphs, we generalize this to toral relatively hyperbolic
groups and primary splittings (Theorem 5.9). Most of the important technical
tools were developed elsewhere, see for instance [36].
We then apply this analysis to find a maximal primary splitting for ev-
ery toral relatively hyperbolic group (see Theorem 5.19). In the next section,
we will turn this into a primary JSJ decomposition of Γ .
5.1. Limit R-trees for toral relatively hyperbolic groups. — In this sub-
section we recall a construction of an action on an R-tree, from [36] (see
also [35]).
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Theorem 5.2. — [36, Theorem 6.4] Suppose that G is a finitely gener-
ated group, and that Γ is a toral relatively hyperbolic group. Suppose that
{hi : G→ Γ} is a sequence of pairwise non-conjugate homomorphisms. There
is a subsequence {fi} of {hi}, an R-tree T and an isometric G-action on T
with no global fixed point which satisfies the following properties: Let K be
the kernel of the G-action on T , and let L = G/K.
1. Stabilizers in L of non-degenerate segments in T are abelian;
2. If T is isometric to a real line then for all but finitely many n the
group fn(G) is free abelian;
3. If g ∈ G stabilizes a tripod in T pointwise then g ∈ ker(fn) for all
but finitely many n;
4. Let [y1, y2] ⊂ [y3, y4] be a pair of non-degenerate segments of T and
assume that StabL[y3, y4] 6= ∅. Then
StabL[y1, y2] = StabL[y3, y4].
In particular, the action of L on T is stable.
5. If g is not in the kernel of the G-action on T then for all but
finitely many n we have g 6∈ ker(fn); and
6. L is torsion-free.
We comment briefly on the construction of the R-tree T . To the group
Γ is associated a space X (defined in [36]): Fix a finite generating set S
of Γ . The space X is constructed from the Cayley graph of Γ with respect
to S by ‘partially coning’ and then adding Euclidean flats for each coset of
each parabolic (see [36] for more details). The group Γ acts properly and
cocompactly by isometries on X , and thus to a homomorphism h : G→ Γ is
associated a G-action on X . If we choose a basepoint x ∈ X , then we define
‖h‖ = min
γ∈Γ
max
g∈S
dX(γ.x, h(g)γ.x).
Given the sequence {hi}, a limiting action of G is extracted on an
asymptotic cone Xω of X , which is formed using the scaling factors
{
1
‖hi‖
}∞
i=1
(see [25] for more details on asymptotic cones in this context). The asymp-
totic cone Xω is a ‘tree-graded’ space (see [25]). In the context of toral rel-
atively hyperbolic groups (rather than the more general setting of [25]), a
G-action on an R-tree was defined in [36], which is the T from Theorem
5.2.
Corollary 5.3. — Suppose that g ∈ L is so that for some k the element
gk stabilizes some non-degenerate segment [a, b] in T . Then g stabilizes [a, b]
(pointwise).
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Proof. — The argument from the proof of Theorem 4.4(2) on page 1353
of [35] shows that there is no element g ∈ L so that g2 stabilizes a segment
in T and g acts by inversion on this segment. Thus we may assume that
k > 2.
If gk fixes a non-degenerate segment [a, b] (not fixed by gk−1) then g
must fix a point when acting on T . Consider the subtree T ′ ⊂ T consisting
of [a, b], together with an interval in T from [a, b] to Fix(g). Let T ′′ = 〈g〉T ′.
Then T ′′ is fixed pointwise by gk.
Since k ≥ 3, we may assume that T ′′ contains a tripod. The element
gk must be in the kernel of the G-action, by (3) and (5) of Theorem 5.2. In
this case, since L is torsion-free, by Theorem 5.2.(6), g acts trivially on T ,
and so certainly fixes [a, b]. ⊓⊔
We also need one other property of this limiting R-tree, which will be
crucial in our ability to decide if, given a splitting Λ of a toral relatively
hyperbolic group, there is a splitting of a vertex group V of Λ which refines
the splitting Λ.
Lemma 5.4. — Suppose that G and Γ are as in Theorem 5.2, that
{hi : G → Γ} is a sequence of pairwise non-conjugate homomorphisms, with
associated limiting R-tree T .
Suppose that g ∈ G is such that there exists D ≥ 0 so that for all i
there exists xi ∈ X so that dX(hi(g).xi, xi) ≤ D. Then g fixes a point in the
limiting action of G on T .
Proof. — Suppose that the word length of g with respect to S is n.
Suppose that we have applied a conjugation to hi so that ‖hi‖ = maxs∈S dX(hi(s).x, x)
for the chosen basepoint x of X . Then dX(hi(g).x, x) ≤ n‖hi‖.
By [36, Theorem 4.12], the space X has relatively thin triangles, which
means that there is some ν > 0 so that for any geodesic triangle ∆ there is
a flat E ∈ X so that any side of ∆ is contained in the ν-neighborhood of
the union of E and the other two sides.
Consider the quadrilateral with vertices x, hi(g).x, xi and hi(g).xi (and
sides [hi(g).x, hi(g).xi] = hi(g)[x, xi]). If all four vertices are contained in a
flat E, then because the stabilizer in Γ of E acts by translations, we have
dX(hi(g).x, x) = dX(hi(g).xi, xi) ≤ D. In this case, let yi = x.
Otherwise, it is not hard to see, by checking the possible combinatorial
configurations of the quadrilateral, that there is a point yi within 2n‖hi‖ of
x so that dX(hi(g).yi, yi) ≤ D + 2ν.
In the limit, there is a point yω (a limit of a subsequence of {yi}) so
that dXω(xω, yω) ≤ 2n and g fixes yω. Note that it is required that the points
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yi don’t move away from x too quickly, because Xω is the path component
containing xω, the limit of the constant sequence {x}. ⊓⊔
Recall also the following:
Lemma 5.5. — [36, Lemma 6.7] Each abelian subgroup of L is con-
tained in a unique maximal abelian subgroup. Maximal abelian subgroups of
L are malnormal.
Theorem 5.6. — Suppose that Γ is a toral relatively hyperbolic group,
that H is a finitely presented group, and that {φi : H → Γ} is a sequence of
pairwise non-conjugate homomorphisms that converges into an action of H
on a tree T . Suppose furthermore that H is non-abelian, and that the action
of H on T is faithful.
Then H admits nontrivial essential splitting.
Proof. — We have found a faithful stable action of H on an R-tree
T . By [6, Theorem 9.5], H admits a nontrivial splitting over a group of the
form E-by-cyclic, where E fixes a non-degenerate segment of T .
By Theorem 5.2.(1), stabilizers in H of non-degenerate segments in T
are abelian.
Lemma 5.5 implies that maximal abelian subgroups of H are malnor-
mal, which means that any abelian-by-cyclic subgroup of H is abelian.
It remains to check Condition (2) of Definition 3.30, namely that any
edge group E of the splitting is a direct factor of the (unique) maximal
cyclic group containing E.
The R-tree T was found from the tree-graded metric space C∞, which
in turn was found by taking a limit of homomorphisms {fi : G→ Γ}.
There are now two cases to consider: either E stabilizes a nontrivial
segment in T or else it arises from a surface or a toral piece in the band
complex found by the Rips Machine (the Rips Machine is explained in [6]).
In case an edge group E stabilizes a nontrivial segment in T , the fact
that Condition (2) is satisfied follows from Corollary 5.3.
Otherwise, E arises either from a surface or a toral piece in the band
complex found by the Rips Machine. In case of the surface, the splitting cor-
responds to cutting the surface along a simple closed curve, which represents
a primitive element of the fundamental group of the surface. Let T0 ⊂ T
be the subtree corresponding to the surface piece. For a surface piece, if an
element of H fixes a point in T0 then it fixes all of T0 pointwise. However,
T0 is not a line and tripod in H stabilizers are trivial. Therefore, in this
case E is cyclic. We claim that E is maximal cyclic in H . If not, then there
42 FRANC¸OIS DAHMANI, DANIEL GROVES
is an element h ∈ H so that h 6∈ E but hk ∈ E. Then h permutes the
T0, h.T0, . . . h
k−1.T0, which are also disjoint. Therefore h fixes the (finite) tree
consisting of the shortest paths between the sub-trees hi.T0 and h
j .T0 for
i, j ∈ {0, . . . , k − 1}. This implies that h fixes a point x ∈ T r T0. Clearly
hk also fixes x. But hk leaves invariant and acts hyperbolically on T0. It is
impossible for an isometry of an R-tree to leave invariant and act hyperbol-
ically on some subtree and also fix any point in the tree (since the minimal
invariant subtree is unique). This is a contradiction which shows that E is
maximal cyclic.
Now consider the case when E corresponds to a toral piece, with asso-
ciated subtree T0. In this case T0 is a line. In this case, E is an extension
of a group E0 which fixes T0 pointwise by a free abelian group E1 acting
freely on T0 by translations. Corollary 5.3 shows that E0 is a direct factor in
the maximal abelian subgroup containing it. The above argument from the
surface case shows that E1 is also a direct factor of the maximal abelian
subgroup containing it. Since abelian subgroups of H are malnormal, the ex-
tension of E0 by E1 is abelian, and is also a direct factor in the maximal
abelian subgroup containing it, as required. ⊓⊔
Let us recall also the following fact, that follows from Lemma 5.5.
Lemma 5.7. — [37, Lemma 2.10] Let L = G/K be as in Theorem
5.2, let M be a maximal abelian subgroup of L, and let A be any abelian
subgroup of L. Then
1. If L = U ∗A V then M can be conjugated into either U or V .
2. If L = U∗A then either (i) M can be conjugated into U ; or (ii) M
can be conjugated to M ′ and L = U ∗A M
′.
Using Lemma 5.7, if we have an abelian splitting L = U∗A where A is
a subgroup of a non-elliptic maximal abelian subgroup M , we can convert it
into the amalgamated free product L = U ∗A M .
This will allow us to deduce the existence of compatible primary split-
tings in the sequel.
5.2. Splittings. — In this subsection, we investigate what happens when
the algorithm from Theorem 4.4 does not terminate.
It will be easy to deal with abelian groups, and we will not have to
apply the algorithm from Theorem 4.4 to them. Thus we will assume for this
subsection that the groups under consideration are non-abelian.
Definition 5.8. — Suppose that G is a group with a peripheral abelian
structure. A graph of groups decomposition Λ of G is called compatible if for
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each subgroup A in the peripheral structure there is some vertex group V
in Λ so that A is conjugate into V .
Theorem 5.9. — Let H1 and H2 be non-abelian toral relatively hyper-
bolic groups with abelian peripheral structures. If the algorithm from Theo-
rem 4.4 does not terminate then H1 admits a nontrivial compatible primary
splitting.
Proof. — If the algorithm from Theorem 4.4 does not terminate, then
there exists a sequence of compatible homomorphisms {φi : H1 → H2} so
that:
1. The φi are pairwise non-conjugate; and
2. For each i, the homomorphism φi is injective on the ball of radius
i in H1.
The techniques of [36] are designed to handle exactly this situation.
By Theorem 5.2 we can extract an action of H1 on an R-tree T from the
sequence {φi}. We will use this action to prove that there exists a compatible
splitting of H1.
Denote by {fi} the subsequence of {φi} as in the statement of Theorem
5.2.
Since H1 and H2 are non-abelian, and each φi is injective on the ball
of radius 8 about 1 in H1, the image φi(H1) is non-abelian. Therefore, by
Theorem 5.2.(2), T is not isometric to a real line. Thus there is a tripod in
T .
Suppose that g ∈ H1 is in the kernel of the H1-action on T . Then
by Theorem 5.2.(3), g ∈ ker(fi) for all but finitely many i. However, φi is
injective on the ball of radius i about 1 in H1. Therefore, if g 6= 1 then g
is only in finitely many of the ker(fi) (since {fi} is a subsequence of {φi}).
This shows that the kernel of the H1-action on T is trivial.
Theorem 5.6 now implies that H1 admits a nontrivial essential splitting,
Λ.
It needn’t be the case that Λ is a primary splitting. However, we claim
that H1 admits a nontrivial compatible primary splitting.
In order to simplify the situation, collapse all edge groups of Λ except
one. Denote the resulting elementary splitting of H1 by Ξ .
If there is a noncyclic abelian edge group that is not elliptic in Ξ , then
we apply Lemma 5.7 to obtain a splitting Ξ ′ where all noncyclic abelian
subgroups are elliptic. In particular, all noncyclic groups in the peripheral
structure of H1 are elliptic in Ξ
′. Note that Ξ ′ is a primary splitting.
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Consider a cyclic group C = 〈c〉 in the peripheral structure of H1, and
let E1 = 〈e1〉, . . . , Ej = 〈ej〉 be representatives of conjugacy classes of cyclic
edge groups in the peripheral structure of H2.
For all i, there exists k so that fi(c) is conjugate to either ek or e
−1
k .
In any case, it is clear that the translation length of c acting on the space
associated to H2 is bounded, which implies (by Lemma 5.4) that c fixes a
point in the limiting tree T .
The vertex groups of the splitting extracted from the action of H1 on
T correspond to orbits of branching points with nontrivial stabilizer (see [61,
Theorem 3.1, p.545]). Passing to the splitting Ξ can only increase the vertex
groups, so c is conjugate into a vertex group of Ξ , and so also into a vertex
group of Ξ ′. Thus the splitting Ξ ′ is compatible, as required. ⊓⊔
The converse of Theorem 5.9 might not be true for any group H2, but
it holds for H2 = H1, as follows.
Theorem 5.10. — Let H1 be a non-abelian toral relatively hyperbolic
group, with abelian peripheral structure. The algorithm from Theorem 4.4
applied to compatible homomorphisms from H1 to itself terminates if and
only if H1 does not admit a nontrivial compatible primary splitting.
Proof. — If the algorithm does not terminate then Theorem 5.9 implies
that H1 admits a nontrivial compatible primary abelian splitting.
Conversely, if H1 admits a nontrivial compatible essential primary split-
ting then by Lemma 3.34 there is a Dehn twist or generalized Dehn twist of
infinite order in Out(H1), which means that there are infinitely many conju-
gacy classes of compatible monomorphisms from H1 to itself, so by Theorem
4.4 the algorithm does not terminate. ⊓⊔
5.3. When H1 and H2 admit no compatible primary splittings. — We
now solve a special case of the isomorphism problem. This case is already
of substantial interest. In particular, in the special case that the groups are
hyperbolic, and the peripheral structures are empty, this result is the main
result of [60] (which is [60, Theorem 7.3, p.256]). This result will also be a
key ingredient in the final proof of Theorem A. Also, this is sufficient for
our proof of Theorem E in Section 8.
Theorem 5.11. — Let H1 and H2 be toral relatively hyperbolic groups
with abelian peripheral structures, and suppose that H1 and H2 do not ad-
mit any nontrivial compatible primary splittings (including compatible free
product decompositions). Then it is decidable whether or not there is a com-
patible isomorphism between H1 and H2.
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Moreover, in case there is a compatible isomorphism between H1 and
H2, the algorithm will provide a list consisting of compatible isomorphisms
which contains a representative of each conjugacy class of compatible isomor-
phism between H1 and H2.
Proof. — By Theorem 5.9, the algorithm from Theorem 4.4 termi-
nates when applied to compatible homomorphisms from H1 to H2. There-
fore, we can algorithmically find a finite list C1 of homomorphisms from H1
to H2 which contains a representative of every conjugacy class of compatible
monomorphism from H1 to H2 (and in particular if there is a compatible
isomorphism, a conjugate of it will be in this list).
By applying the algorithm to compatible homomorphisms from H2 to
H1 (Theorem 5.9 once again ensures that this algorithm terminates), we find
a finite list C2 of compatible homomorphisms from H2 to H1 which contains
a representative of each conjugacy class of compatible monomorphism from
H2 to H1.
Now, there is a compatible isomorphism from H1 to H2 if and only if
there is a compatible homomorphism φ1 : H1 → H2 from C1 and φ2 : H2 → H1
from C2 so that φ2 ◦ φ1 is an inner automorphism of H1 and φ1 ◦ φ2 is an
inner automorphism of H2. (If there is a compatible isomorphism φ1, choose
φ2 to be the compatible homomorphism in the conjugacy class of φ
−1
1 .)
We can certainly decide whether or not a homomorphism from H1 to
itself is an inner automorphism, since this is simply a matter of solving a
finite system of equations, which we can do by [19].
We therefore consider each of the possible compositions of homomor-
phisms from C1 and C2 (and then from C2 and C1) in turn. If we do not
find a compatible isomorphism in this manner, then there does not exist
a compatible isomorphism. In case there is a compatible isomorphism, it is
straightforward to reduce the list C1 so that it contains only compatible iso-
morphisms. ⊓⊔
5.4. Tietze transformations. — We now investigate the situation when
there are nontrivial compatible primary splittings of H1 and H2.
Recall the concept of Tietze transformations. Let Q = 〈A | R〉 be a
presentation. Let F be the free group on A, and let N be the normal closure
of R in F . Let r ∈ N . Then 〈A | R ∪ {r}〉 defines a group isomorphic
to the group defined by Q. Similarly, let x be a letter not in A, and let
w ∈ F . Then 〈A∪{x} | R∪{x−1w}〉 defines a group isomorphic to the group
defined by Q. A Tietze transformation is the passage from a given (finite)
presentation to another in either of the above two ways (in either direction).
The following theorem of Tietze is central to this part of the proof:
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Theorem 5.12. — [Tietze; see [46], Theorem II.2.1] Two finite presenta-
tions define isomorphic groups if and only if it is possible to pass from one
to another by a finite sequence of Tietze transformations.
Given a finite group presentation 〈A | R〉, we can systematically enu-
merate all finite presentations which define the same group as 〈A | R〉, using
Tietze transformations. This gives us a list of all finite presentations defining
our given group.
Definition 5.13. — Suppose that a finitely presented group G admits a
decomposition as G = A∗CB, where A and B are finitely presented and C is
finitely generated. A finite presentation for G is said to exhibit the splitting
G = A ∗C B if it is of the form〈
A1,A2,A3 | R1,R2, {c = i1(c) = i2(c) | c ∈ A3}
〉
,
where 〈A1 | R1〉 is a presentation of A, 〈A2 | R2〉 is a presentation of B, C
is generated by A3 and the monomorphisms i1 : C → A and i2 : C → B are
those that define the amalgamated free product.
There is an entirely analogous definition of a presentation which exhibits
an HNN extension.
The following result is clear.
Lemma 5.14. — Suppose that a finitely presented group G admits a
nontrivial splitting G = A ∗C B or G = A∗C , where A and B are finitely
presented and C is finitely generated. Then there is a finite presentation of
G which exhibits this splitting.
Using Tietze transformations, we can systematically enumerate all finite
presentations presentations of a finitely presented group G. We will eventually
find a presentation exhibiting a splitting (except that we may not be able to
check whether the maps i1 and i2 are monomorphisms). However, we have
to be able recognize what kind of splitting we have found. In particular, for
an arbitrary finitely presented group, we have no way of knowing whether
the splitting exhibited is nontrivial or not.
However, in the case of toral relatively hyperbolic groups, we have the
following result which surmounts these difficulties.
Theorem 5.15. — Suppose that G is a toral relatively hyperbolic group.
There is an algorithm whose input is a finite presentation for G along with
finite generating sets for representatives of conjugacy classes of subgroups in
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an abelian peripheral structure for G and which terminates if and only if
there is a nontrivial compatible primary splitting of G. In case it terminates,
it terminates with a presentation which exhibits a nontrivial compatible pri-
mary splitting, along with a proof that the splitting is primary, compatible
and nontrivial.
Proof. — We enumerate finite presentations of G using Tietze transfor-
mations searching for presentations which exhibit splittings. In order to find
a presentation which exhibits a primary splitting if one exists, in parallel
we continue to enumerate presentations, whilst examining those presentations
which exhibit splittings to decide the following:
1. whether the splitting has abelian edge groups;
2. which of the edge groups are contained in parabolic subgroups;
3. which edge groups are cyclic;
4. whether the cyclic edge groups are maximal cyclic;
5. whether the noncyclic edge groups have elements with roots not in
the edge group;
6. whether the splitting is nontrivial;
7. whether noncyclic abelian subgroups of G are elliptic; and
8. whether the peripheral subgroups of G are elliptic (and thus if the
splitting is compatible).
Note that in case G is torsion-free hyperbolic, we do not require the state-
ments (2), (3) or (7). It also is worth noting that all abelian subgroups of
toral relatively hyperbolic groups are finitely generated. Furthermore, the ver-
tex groups of a primary splitting are toral relatively hyperbolic, by Theorem
3.35, so all nontrivial primary splittings have (finite) presentations which ex-
hibit them.
We now describe a procedure which will terminate if the splitting is
primary. Note that by running this in parallel with a search of further pre-
sentations which exhibit splittings (and investigating these in parallel also) if
there is a nontrivial primary splitting we will find one, together with a proof
that the splitting is nontrivial and primary. We only proceed to consider an
item in the above list if all of the previous items have been determined to
hold.
A solution to the word problem allows us to decide (1). A simple sys-
tem of equations can be used to decide (2), using conjugacy and the malnor-
mality of the parabolic subgroups. Having determined which edge groups are
contained in parabolics, those that are not must be cyclic. It is straightfor-
ward to determine whether or not a finitely generated subgroup of a parabolic
is cyclic, and thus we can decide (3). Once we know whether a cyclic edge
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group is parabolic or not, we can decide if the edge group is maximal as
follows: If the cyclic edge group is parabolic, being maximal in the parabolic
is equivalent to being maximal in G, and this is straightforward to decide.
If the cyclic edge group E is not parabolic, a theorem of Osin [51, Theo-
rem 1.16(3)] states that it is possible to decide whether or not there is a
nontrivial root of a generator of E. Thus we can decide (4).
If an edge group E is noncyclic, it is conjugate into a unique parabolic
subgroup, P say. The group P can be found by a simple enumeration process,
and a solution to the word problem. There are roots of some γ ∈ E which
lie in GrE if and only if there are roots of γ which lie in PrE (since P is
malnormal). This is the case if and only if P/E is not free abelian. Since P
and E are free abelian groups, and the generators of E are given as words in
the generators of P , to decide if P/E is free abelian is equivalent to decide
if E is a direct factor of P : if it is a direct factor we eventually see it on a
certain basis of P , and if not, we will eventually find an element outside E
that has a power in E. Therefore, we can decide (5).
Once we know that the cyclic edge groups are maximal, it is straight-
forward to decide whether or not the inclusions of edge groups into vertex
groups are proper. Thus we can decide (6). For (7) and (8), suppose that A
is a parabolic or peripheral subgroup of G, and suppose that B is a basis
for A (which we can always find). We may search conjugates of the vertex
groups of G for one which contains the elements of B. This procedure will
terminate if (7) and (8) hold, which is all that is required of this algorithm
by the above discussion. ⊓⊔
The algorithm from Theorem 5.15 above is the complementary algo-
rithm to that from Theorem 4.4.
Definition 5.16. — By the data of a graph of groups we mean a de-
scription of the underlying graph, presentations for the vertex groups and
generators for the edge groups, a list of the Bass-Serre generators, and rela-
tions corresponding to the usual description of the fundamental group of a
graph of groups.
If the graph if finite, vertex groups are finitely presented and the edge
groups finitely generated, then the data of a graph of groups is clearly finite.
When we say an algorithm outputs a graph of groups decomposition of a
finitely presented group G, we mean that it outputs the (finite) data of a
graph of groups, as well as an explicit isomorphism from the fundamental
group of the graph of groups to G (with the given finite presentation).
Remark 5.17. — We will always find our splittings by enumerating Ti-
etze transformations. By keeping a record of the Tietze transformations per-
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formed, we can always exhibit an explicit isomorphism to the presentation
we started with.
Theorem 5.18. — There exists an algorithm whose input is a finite
presentation for H , a freely indecomposable toral relatively hyperbolic group,
along with a primary peripheral structure for H , and which outputs “yes” or
“no” depending on whether or not H1 admits a nontrivial compatible primary
splitting.
In case the algorithm terminates with “yes”, it also outputs a finite
presentation which exhibits a nontrivial compatible primary splitting, along
with a proof that the splitting is primary, compatible and nontrivial.
Proof. — Run in parallel the algorithm from Theorem 4.4 applied to
homomorphisms from H1 to itself, and the algorithm from Theorem 5.15. If
H1 admits a nontrivial compatible primary splitting, Theorem 5.15 assures
us that we will find it.
However, if H1 does not admit a nontrivial compatible primary splitting
then the algorithm from Theorem 4.4 terminates, by Theorem 5.10. If the
algorithm from Theorem 4.4 does terminate then Theorem 5.10 also implies
that H1 does not admit a nontrivial primary splitting. ⊓⊔
Theorem 5.19. — There exists an algorithm whose input is a finite
presentation for H1, a freely indecomposable toral relatively hyperbolic group,
and whose output is a primary splitting of H1, whose vertex groups (equipped
with the peripheral structure coming from the adjacent edge groups) do not
admit a nontrivial compatible primary splitting.
Proof. — Begin with a trivial (empty) peripheral structure on H1. With
Theorem 5.18 we can decide whether or not H1 admits a nontrivial primary
splitting. If it does not, then the algorithm outputs the finite presentation
for H1, as a trivial primary splitting.
Suppose that H1 does admit a nontrivial primary splitting, that we have
found by the algorithm from Theorem 5.15. Give each of the non-abelian ver-
tex groups of this splitting the peripheral structure coming from the adjacent
edge groups. Note that each of the vertex groups is toral relatively hyper-
bolic, by Theorem 3.35. Apply the algorithm from Theorem 5.18 in turn to
each of the non-abelian vertex groups with their attendant peripheral struc-
tures.
Proceeding in this manner, we continue to refine the splittings of H1.
Generalized accessibility (see [6, Main Theorem, p.451]), and the fact the H1
is finitely presented, assures us that this process will eventually terminate,
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and when it does we have found a splitting as in the statement of the the-
orem. ⊓⊔
The splitting that we have found in Theorem 5.19 above is not suited
to our purposes, because it is not canonical. The way around this is to turn
this splitting into a JSJ decomposition, which will be canonical enough for
our needs.
6. Finding the JSJ
The purpose of this section is to find the correct JSJ decomposition for
freely indecomposable toral relatively hyperbolic groups, and prove that there
is an algorithm which finds the JSJ. This JSJ decomposition is the primary
JSJ decomposition.
Remark 6.1. — In case Γ is torsion-free hyperbolic, the primary JSJ
decomposition is just the essential JSJ decomposition, whose existence and
uniqueness (up to slidings, etc.) was proved by Sela [62, Theorem 1.8, p.569].
In case Γ is toral relatively hyperbolic, we prove Theorem 6.2 in Sec-
tion 10 at the end of this paper. The primary JSJ decomposition of a toral
relatively hyperbolic group is closely related to the abelian JSJ decomposi-
tion found for limit groups by Sela [63, Section 2], although we need to be
a little more careful about the kinds of splittings we allow. This is exactly
captured in the notion of a primary splitting, from Definition 3.31.
The following theorem states the existence of a primary JSJ decompo-
sition for freely indecomposable relatively hyperbolic groups. The reader who
is unfamiliar with JSJ decompositions of groups (and in particular with the
terminology in Theorem 6.2) may wish to consult Section 10. Also, recall the
definition of an unfolded splitting from Definition 3.29, and see Theorem 10.5
for a justification that unfolded splittings exist.
Theorem 6.2. — [cf. Theorem 2.7, [63]; see also Theorem 7.1, [57]] Sup-
pose Γ is a freely indecomposable toral relatively hyperbolic group. There
exists a reduced unfolded splitting Λ of Γ with abelian edge groups, which
we call a primary JSJ decomposition of Γ , satisfying the following:
1. Every canonical socket of a CEMQ subgroup of Γ is conjugate to
a vertex group in Λ. Every QH subgroup of Γ can be conjugated into
one of the CEMQ subgroups of Λ. Every vertex group in Λ which is not
a socket subgroup of Γ is elliptic in any primary splitting of Γ ;
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2. A one edge primary splitting Γ = D ∗A E or Γ = D∗A which
is hyperbolic in another primary splitting is obtained from the primary
JSJ decomposition of Γ by cutting a surface corresponding to a CEMQ
subgroup of Γ along an essential s.c.c;
3. Let Θ be a one edge primary splitting Γ = D ∗A E or Γ = D∗A,
which is elliptic with respect to any other one edge primary splitting of
Γ . Then Θ is obtained from Λ by a sequence of collapsings, foldings and
conjugations;
4. If JSJ1 is another primary JSJ decomposition of Γ then JSJ1 is
obtained from Λ by a sequence of slidings, conjugations and modifying
boundary monomorphisms by conjugations.
The remainder of this section is devoted to proving the following result.
Theorem D.— There is an algorithm which takes a finite presentation for
a freely indecomposable toral relatively hyperbolic group, Γ say, as input and
outputs a graph of groups which is a primary JSJ decomposition for Γ .
The approach to proving Theorem D has two components. The first
is to find a maximal primary splitting of Γ . That this can be done is the
content of Theorem 5.19 above.
Having found this maximal splitting, we collapse some parts of this
graph of groups in order to find the JSJ decomposition. (More precisely, we
collapse some parts to find the CEMQ pieces of the JSJ.)
Let Γ be a freely indecomposable toral relatively hyperbolic group and
let ΛMax be the maximal splitting of Γ obtained from Theorem 5.19. The
splitting ΛMax is obtained from a primary JSJ decomposition of Γ by cutting
the CEMQ pieces along maximal collections of disjoint, non-parallel essential
s.c.c. (this follows from the proof of Lemma 6.4 and Proposition 6.5 below).
We now decide which of the vertex groups arise in this manner, and glue
them back together in order to obtain a primary JSJ decomposition of Γ .
In the perspective of the socket groups of the JSJ decomposition, a
socket subgroup of a group G is a subgroup of G which is obtained from a
QH-subgroup of G by adding all the roots of the punctures. As an abstract
group, a socket subgroup is just a free group. However, socket subgroups
always come equipped with peripheral structures, corresponding to the cyclic
subgroups generated by the added roots of the punctures.
A particular class of groups can arise after this splitting process: they
are QH-subgroups with some (non-essential) amalgamation over Z on the
boundaries, and which have the following presentations as QH subgroups:
〈p1, p2, p3 | p1(p2)
n2(p3)
n3〉, n2, n3 ∈ N
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(where p1, p
n2
2 and p
n3
3 correspond to the punctures of a thrice-punctured
sphere). As an abstract group, such a group P is free of rank 2, with {p2, p3}
a basis. The group P comes equipped with a peripheral structure consisting
of the (conjugacy classes of) the cyclic subgroups generated by p1, by p2
and by p3. It is straightforward to see that such a P is freely indecompos-
able relative to the peripheral structure and admits no nontrivial compatible
primary splitting. Call such a P a basic socket group (equipped with the
above peripheral structure).
Proposition 6.3. — For each of the vertex groups V in ΛMax, it is
decidable whether or not V admits a compatible isomorphism to any of the
basic socket groups, and in such case, determines such an isomorphism. More-
over, the basic socket group to which V can be compatibly isomorphic is
uniquely defined.
Proof. — The group V can only be compatibly isomorphic to a basic
socket subgroup if it is (abstractly) isomorphic to a free group of rank 2,
which we can decide as follows: By Proposition 3.35, V is a toral relatively
hyperbolic group. Therefore, it is decidable whether or not V is a hyperbolic
group. In case V is hyperbolic we may compute its Grushko decomposition,
by Gerasimov’s algorithm (see also [20]).
In case V is isomorphic to a free group of rank 2, it is possible to
compute an explicit isomorphism, and thus to find a basis (e1, e2) of the
group, and express each peripheral subgroup in this basis. The problem is
then to solve: given a peripheral subgroup generated by c, does there exists
a basis a, b of the free group, in which anbm = c for some n, and m in N.
Although this is not a sentence of the first order theory, the problem can be
solved as follows.
The element c is equal to anbm, with a and b primitive elements, if
and only if c = αβ for some α and β such that [α, a] = 1 = [β, b]. Indeed, if
[α, a] = 1, then a and α have a common root, but a is primitive.
Moreover, by a classical characterization (see Proposition 5.1 in [46]),
(a, b) is a basis if and only if there exists g such that [a, b] = ([e1, e2]
±1)g.
Thus, the problem is equivalent to decide whether there exists g, α, β, a, b
such that [a, b] = g([e1, e2]
±1)g−1, c = αβ and [α, a] = 1 = [β, b]. This can be
decided by Makanin’s algorithm (see [48]).
It remains to see that the basic socket group to which V can be com-
patibly isomorphic is uniquely defined. Each basic socket V (with its periph-
eral structure) has at least one peripheral subgroup 〈c〉, and possibly one or
two other, up to conjugacy. The quotient of V by (the normal closure of)
any of these peripheral subgroups is either infinite cyclic, or a generalized
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Baumslag-Solitar group 〈a, b|an = b−m〉 (when quotienting by c, and in this
case, n and m are the orders of the roots added). If neither n nor m are
1, then the generalized Baumslag-Solitar group is rigid (see [45]), meaning
that n and m are characteristic of the group, which makes the structure of
basic socket unique. If now n = 1, this means that 〈a〉 is in the peripheral
structure (otherwise, the basic socket has a free compatible splitting), thus
preserved by any compatible isomorphism. Then m is characterized to be the
order of the finite quotient of V by a and c. ⊓⊔
Apply the algorithm from Proposition 6.3 to each of the vertex groups
of ΛMax to determine which vertex groups (with the peripheral structure com-
ing from adjacent edge groups) are basic socket groups.
We can now decide whether there are adjacent vertex groups in ΛMax
which are compatibly isomorphic to basic socket groups, and are joined by an
edge group corresponding to boundary components of the underlying surface
(without roots attached). If there are such vertex groups, collapse the edge
joining them, to get a larger socket subgroup. Proceed in this manner to
obtain a splitting Λ′Max which contains socket subgroups which are attached
only to vertex groups of ΛMax which are not compatibly isomorphic to any
socket group (basic or otherwise).
We claim that the splitting Λ′Max is a primary JSJ decomposition of
Γ (see Proposition 6.5 below). Call the vertex groups of Λ′Max which have
been created from more than one basic socket vertex group by gluing along
boundary components as described above the socket vertex groups of Λ′Max.
The socket vertex groups contain canonical maximal QH-subgroups.
Define a splitting ΛQH of Γ as follows: first, refine Λ
′
Max by splitting
each socket vertex group along the boundary curves of the associated surface
group (this is not an essential splitting !); second, collapse all the edges in
Λ′Max which are not adjacent to any of the obtained surface vertex groups.
The QH-subgroups of ΛQH are those obtained from socket subgroups of Λ
′
Max
(which in particular are built from more than one basic socket subgroup).
See [57, Theorem 4.21, p.87], or Theorem 10.12 below, for information
about the essential quadratic decomposition of Γ . The key step to proving
that Λ′Max is a primary JSJ decomposition of Γ is the following result. The
reader unfamiliar with the essential quadratic decomposition of finitely gen-
erated groups from [57] is advised to consult Section 10 at this point.
Lemma 6.4. — ΛQH is an essential quadratic decomposition of Γ (see
Theorem 10.12).
Proof. — Let Θ be an essential quadratic decomposition of Γ . The
edge groups of Θ correspond to edge groups adjacent to CEMQ subgroups,
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which are in particular maximal essential QH-subgroups. Suppose that an
edge group E of Θ is not elliptic in Λ′Max. Let Θ
′ be the one-edge splitting
arising from Θ by collapsing all edges of Θ except the one associated to E.
It is easy to see that there is a one-edge splitting Π arising from collapsing
all edges of Λ′Max except one so that E is hyperbolic in Π . Since Π and Θ
′
are primary one-edge splittings, Theorem 10.6 implies that Π and Θ′ form
a hyperbolic-hyperbolic pair of splittings, so since all noncyclic abelian sub-
groups are elliptic in a primary splitting, Π is a cyclic splitting. Theorem
10.12.(ii) now implies that Θ′ is obtained from Θ by cutting a surface cor-
responding to a CEMQ along an essential s.c.c. This is clearly not the case,
so we have shown that all edge groups of Θ are elliptic in Λ′Max.
Let Σ be a QH-subgroup of ΛQH. First note that Σ is a QH-subgroup,
so by Theorem 6.2.(1) there is a CEMQ vertex group Σ ′ of Θ so that Σ
is conjugate into Σ ′. Let S be the surface corresponding to Σ and S ′ the
surface corresponding to Σ ′. We suppose (by conjugating) that Σ ≤ Σ ′. By
Theorem 10.12, we can consider S to be a sub-surface of S ′
We claim that, in fact, Σ = Σ ′. Suppose not. Then some boundary
components of S are boundary components of S ′ and some boundary com-
ponents of S are essential simple closed curves on S ′. Let S0 be a component
of S ′ r S, and let Σ0 be the subgroup of Σ
′ corresponding to S0.
Suppose that all boundary components of S0 lie on S. In this case it
is clear that Σ could be made larger in Λ′Max, contradicting the construction
of Λ′Max.
Therefore, some boundary component c of S0 lies in S
′
r S. Let E
be the edge group of Θ adjacent to Σ ′ corresponding to c. We have already
noted that E is elliptic in Λ′Max, which means by Theorem 10.6 that all edge
groups of Λ′Max are elliptic in the one-edge splitting Θ0 corresponding to E.
Suppose that E is not conjugate into an edge group of Λ′Max, but is conju-
gate into a vertex group V . Then E induces a compatible primary refinement
of V . If V is not a socket vertex subgroup of Λ′Max then this contradicts the
maximality of Λ′Max (since non-socket vertex groups of Λ
′
Max admit no com-
patible primary splittings). However, we claim that V cannot be a socket
vertex subgroup of Λ′Max. Indeed, the only compatible primary refinements
of socket vertex subgroups arise from cutting the corresponding surface along
an essential s.c.c. However, E is elliptic in any primary splitting, since it cor-
responds to a boundary component of the surface of a CEMQ subgroup. If
E corresponded to cutting along an essential s.c.c. of the surface of V , then
since socket vertex groups were constructed from at least two basic socket
subgroups, there would be some splitting in which E were hyperbolic.
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We have proved that all edge groups of Θ adjacent to Σ ′ are in fact
conjugate into edge groups of Λ′Max. The subgroup Σ0 (along with the roots
attached to form socket subgroups in the construction of Λ′Max) corresponds
to a subgraph of Λ′Max which is a basic socket or socket subgroup, and it
is glued to Σ along a subgroup corresponding to two boundary components.
Therefore, Σ0 is nontrivial, we could make Σ larger, in contradiction to the
construction of Λ′Max. Thus, Σ = Σ
′.
We now claim that any CEMQ subgroup of Θ must be conjugate into
a socket subgroup of Λ′Max, which proves that ΛQH must be an essential
quadratic decomposition of Γ , as required.
Suppose that Σ is a CEMQ subgroup of Θ. Then by Theorem 10.6 and
Theorem 10.12.(ii), each edge group of Θ is elliptic in Λ′Max. Suppose that
Σ is not conjugate into a vertex group of Λ′Max. Then Σ admits a nontrivial
primary splitting induced by Λ′Max. Since all edge groups of Σ are conjugate
into edge groups of Λ′Max, the vertex groups of this splitting of Σ (along
with the roots attached to form sockets in Λ′Max) correspond to subgraphs
of Λ′Max, are are either basic socket or socket subgroups. Therefore, these
basic (socket) subgroups can be merged to form a bigger socket subgroup, in
contradiction to the construction of Λ′Max. We have proved that any CEMQ
subgroup of Θ is conjugate into a socket subgroup of Λ′Max, which completes
the proof. ⊓⊔
Proposition 6.5. — The splitting Λ′Max is a primary JSJ decomposition
of Γ .
Proof. — Let us check that Λ′Max satisfies the three first points of The-
orem 6.2.
First, every canonical socket subgroup H of Γ contains a CEMQ sub-
group, and all the roots of its puncture elements. Using the first point of
Theorem 10.12, and the proof of Lemma 6.4 above, we see that H is con-
jugate to a vertex group of Λ′Max. Given a vertex group of Λ
′
Max, which is
not a socket group, assume that it is not elliptic in a primary splitting of
Γ . Since it admits no compatible primary splitting, one of its adjacent edge
groups is hyperbolic in this splitting. But, by Definition 3.31, this edge group
is cyclic, and by Theorem 10.12(ii) it must occur as a simple closed curve
of a CEMQ group. Since (by the proof of Lemma 6.4 above) all of the edge
groups adjacent to a CEMQ subgroup of Γ are elliptic in Λ′Max, this con-
tradicts the maximality of the socket groups of Λ′Max. This proves the first
point, and similarly, one gets the second point.
Let Θ be a one-edge primary splitting elliptic in any other primary
splitting. if the edge group of Θ is cyclic, Theorem 10.12.(iii) implies that
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the edge group of Θ is conjugate into a vertex group V of ΛQH. However,
Θ now induces a (possibly trivial) compatible primary splitting of V . Since
Θ is elliptic with respect to any other primary splitting, the edge group of
Θ does not correspond to an essential s.c.c. on a surface corresponding to a
QH-subgroup of ΛQH . This, and the maximality of the splitting Λ
′
Max shows
that the edge group of Θ is conjugate to an edge group of Λ′Max. Therefore
Θ can be obtained (by collapses, conjugations and slidings) from Λ′Max. If
now the edge group of Θ is noncyclic abelian, it is elliptic in ΛQH . It is
therefore conjugated to a splitting of a vertex group of ΛQH, and the same
conclusion holds.
This ensures the third point. ⊓⊔
Since we can algorithmically find the splitting Λ′Max, Proposition 6.5
implies Theorem D.
Remark 6.6. — Since we have an explicit isomorphism between the
canonical socket subgroups of the JSJ decomposition Λ′Max and a socket
group given by a ‘standard’ presentation (see Definition 10.7), we may as-
sume that the canonical socket subgroups of Λ′Max are given with standard
presentations.
7. Proof of the main result
The main result of this section is the following.
Theorem 7.1. — There exists an algorithm whose input is a pair of
finite presentations, each defining a freely indecomposable toral relatively hy-
perbolic group, and whose output is “yes” or “no” depending upon whether
or not the groups defined by presentations are isomorphic.
Together with the main result of [20] (which computes Grushko decom-
positions), Theorem 7.1 completes the proof of Theorem A (our solution to
the isomorphism problem for toral relatively hyperbolic groups).
Suppose that Γ1 and Γ2 are toral relatively hyperbolic groups, given by
finite group presentations 〈X1 | R1〉 and 〈X1 | R2〉.
By Theorem D it is possible to algorithmically find JSJ decompositions
Ξ1 of Γ1 and Ξ2 of Γ2. The vertex groups of Ξ1 and Ξ2 are themselves
toral relatively hyperbolic, by Theorem 3.35. They are either socket groups,
abelian groups, or else we call them rigid. Define peripheral structures on
each of them by taking adjacent edge groups and their conjugates. The key
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property of rigid vertex groups is that they do not admit any nontrivial
compatible primary splittings.
By the construction of the JSJ decomposition, we know whether or not
a given vertex group is a socket group or an abelian group (in any case,
being abelian is easily recognised, and being rigid is recognised by Theorem
5.18).
Remark 7.2. — Since noncyclic abelian subgroups are elliptic in all pri-
mary splittings, and maximal abelian subgroups are malnormal, there is no
nonempty sequence of sliding moves on a single edge (without backtrack-
ing) which brings an edge back to where it began. Therefore, there are only
finitely many slidings that can be performed on this graph in order that it
remains a JSJ decomposition. It is clear that all of these moves can be per-
formed algorithmically. Thus using these sliding moves, we can, from one JSJ
decomposition Ξ2 of Γ2, compute effectively the list Ξ
1
2 , . . . , Ξ
k
2 of all JSJ
decompositions of Γ2, up to conjugation and modifying boundary morphisms
by conjugation.
Definition 7.3. — Suppose that Λ is a graph of groups decomposition
of a group G, and Λ′ a graph of groups decomposition of G′, and that µ is a
graph isomorphism between the graph underlying Λ and the graph underlying
Λ′. Let e be an edge in the graph underlying Λ, and let v be the initial
vertex of e. Denote by ιe the injection of Ge into Gv, given by the graph of
groups, and by ιµ(e) the given inclusion of Gµ(e) into Gµ(v). Suppose that π1
is an isomorphism between Ge and Gµ(e).
An isomorphism π2 : Gv → Gµ(v) is called consistent with π1 if, on Ge,
one has, up to conjugacy in Gµ(v),
π2 ◦ ιe = ιµ(e) ◦ π1.
Let us define a complete item to be a finite collection of the following
form:
1. A primary JSJ decomposition Ξ i2 of Γ2;
2. A certain graph isomorphisms µ from the underlying graph of Ξ1 to
the underlying graph of Ξ i2, along with:
(a) for each edge e in the graph of Ξ1, an isomorphism between the
group associated to e and the group associated to µ(e); and
(b) for each vertex v in the graph of Ξ1, an isomorphism between
the group associated to v and the group associated to µ(v) which is
consistent with the above isomorphisms of edge groups.
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Note that one can easily make the list of all graph isomorphism between
the underlying graph of Ξ1 and those of Ξ
i
2, i ≤ k.
We now explain how to find, if there exists one, a consistent isomor-
phism between two vertex groups. First there can only be a compatible iso-
morphism between vertex groups of the same type (rigid, abelian, or socket),
and we know the type of each vertex.
Given, for two rigid vertex groups, By Theorem 5.11, it is possible to
find a list containing a representative of each conjugacy class of compatible
isomorphism. Moreover, given an isomorphism compatible with adjacent edge
groups, it is easy to decide whether the isomorphism is consistent in the sense
of our definition (one need to check, for each edge group, whether images by
the isomorphism of its given generators are simultaneously conjugate to the
given generators in the target group).
Given two abelian groups, with Tietze enumeration, one can find basis
for each of them, and check whether there is a consistent isomorphism, using
elementary linear algebra.
Given a pair of socket groups, we can find, using Tietze enumeration,
their standard presentations (see Definition 10.7), and check whether the sur-
faces and the given roots of the boundary components are the same, up to
conjugation. Note that a boundary element is conjugated to its inverse if and
only if the surface is non-orientable.
Therefore, using Ξ2, the conclusion of Remark 7.2 and the discussion
above, one can effectively decide whether a complete item exists, and find
one if it exists.
By uniqueness of the JSJ decompositions (Theorem 6.2, point 4), if
there is no complete item, then Γ1 and Γ2 are not isomorphic.
Proposition 7.4. — If there exists a complete item then Γ1 and Γ2 are
isomorphic.
Proof. — Consider a complete item: a pair of primary JSJ decomposi-
tions of Γ1 and Γ2, a graph isomorphism µ, and a collection of isomorphisms
between the edge groups and vertex groups which are consistent in the sense
of Definition 7.3. For ease of notation, we continue to refer to the primary
JSJ decomposition of Γ2 as Ξ2, rather than Ξ
i
2.
Fix a vertex group V1 of Ξ1. The graph isomorphism µ takes the vertex
of V1 to the vertex of V
′
1 , a vertex group of Ξ2, and we are given a com-
patible isomorphism π from V1 to V
′
1 . Having fixed our initial vertex, and an
isomorphism between V1 and V2, we have used up our freedom of conjugating
the graphs of groups.
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Choose an oriented edge e adjacent to V1, ιe the boundary morphism
of its group in V1, and let V2 be the vertex group associated to the vertex
at the other end of e (possibly the vertices at either end of e are the same,
in which case V1 = V2, and ιe is related to the orientation of e). Denote
by πe the given isomorphism between the group of e and that of µ(e). We
have consistent isomorphisms between the edge groups and between the ver-
tex groups. Hence, we can conjugate, in V ′1 , the boundary morphism ιµ(e) so
that it coincide with π ◦ ιe ◦ π
−1
e .
If the two vertices of e are distinct, using a suitable conjugate of a
consistent isomorphism between V2 and V
′
2 , we can extend this into an iso-
morphism between the subgroups of Γ1 and Γ2 corresponding to the one edge
subgraphs. If the two vertices are the same, we can also form an isomorphism
between the groups of the one edge subgraphs, by also conjugating the second
boundary morphism of µ(e) in V ′1 so that it coincide with the image by π of
the second boundary morphism of e (this is possible since π is consistent).
In both cases, all that is required to extend the consistent isomor-
phisms, is to modify the boundary morphisms by conjugation in the graph
of group Ξ2. The obtained isomorphism, between the groups of the one-edge
subgraphs, is clearly consistent (in the sense of Definition 7.3) with respect
to the adjacent edge groups of the vertices.
Proceeding in this manner, we can construct an isomorphism between
Γ1 and Γ2 by adding one edge at a time and modifying boundary morphisms
by conjugation. ⊓⊔
We have thus shown that there exists a complete item if and only if
there is an isomorphism between Γ1 and Γ2. Since, as we discussed, we can
effectively decide the existence of a complete item, we have proved Theorem
7.1.
This finally finishes our solution of the isomorphism problem for toral
relatively hyperbolic groups, modulo the results in Sections 9 and 10.
In particular, we have completed the solution to the isomorphism prob-
lem for torsion-free hyperbolic groups.
8. Hyperbolic manifolds
We now turn to the homeomorphism problem for finite volume hyper-
bolic n-manifolds, for n ≥ 3. Mostow-Prasad Rigidity implies that this is
equivalent to the isomorphism problem for their fundamental groups.
Therefore, the main purpose of this section is to prove the following
theorem, from which Theorem E follows.
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Theorem 8.1. — The isomorphism problem is solvable for the class of
fundamental groups of finite-volume hyperbolic n-manifolds, for n ≥ 3.
Remark 8.2. — It is not immediately obvious what it means to be given
a finite-volume hyperbolic manifold as input to an algorithm. There are a
number of possible answers to this question. We could want the triangulation
of a compact core. Or possibly a discrete subgroup of SO(n, 1), given by
a collection of generating matrices, say.3 However, Mostow-Prasad Rigidity
implies that the fundamental group determines the manifold, and hence it is
enough to be given a (finite) presentation for the fundamental group. This
is the point of view we take.
Let Γ1 and Γ2 be fundamental groups of finite-volume hyperbolic man-
ifolds (of dimension at least 3), M1 and M2, say.
We apply the following analysis to Γ1.
First, the cusp groups of Γ1 are all finitely generated virtually abelian.
By a result of Hummel, [41], there is a finite index subgroup of Γ1 which
has abelian cusp groups.
We can enumerate the homomorphisms from Γ1 to finite groups, and
find a presentation for the kernel of each such map. One way to find a pre-
sentation for such a kernel K is to build the presentation 2-complex of Γ1
and then build the finite cover corresponding to K. Contracting a maximal
tree in this cover gives a presentation 2-complex for K, from which a pre-
sentation is obvious.
By then running the one-sided algorithm which recognizes toral rela-
tively hyperbolic groups, in parallel with searching further maps to finite
groups, we will eventually find a finite index subgroup H1 of Γ1 so that H1
is toral relatively hyperbolic.
Similarly, find a finite index subgroup H2 of Γ2 which is toral relatively
hyperbolic.
Let N1 be the intersection of all subgroups of Γ1 of index at most
d = [Γ1 : H1].[Γ2 : H2], and N2 the intersection of all subgroups of Γ2 of
index at most d. Both N1 and N2 are toral relatively hyperbolic, are normal
in Γ1 and Γ2 respectively, and finite presentations for them can be effectively
found.
Remark 8.3. — Note that we can find the relatively hyperbolic struc-
ture for N1 and N2, and in particular a basis for the cusp subgroups. There-
fore, we can decide the dimensions of the manifolds M1 and M2.
3 This approach may run into problems of real (or complex) arithmetic.
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Clearly, if Γ1 and Γ2 are isomorphic then N1 and N2 are isomorphic,
as are G1 = Γ1/N1 and G2 = Γ2/N2.
By Theorem A, we can effectively decide whether or not N1 and N2
are isomorphic. Also, since G1 and G2 are finite, we can effectively decide
whether or not they are isomorphic. Therefore, supposing that both pairs are
isomorphic, we need to decide whether the appropriate extensions (namely Γ1
and Γ2) are isomorphic.
We want to classify the extensions of N by G, where N is the toral
relatively hyperbolic group of finite index in Γ (and N is characteristic), and
G = Γ/N . The extension gives a homomorphism G→ Out(N) via the action
of Γ on N by conjugation. Recall the following result:
Proposition 8.4. — [12, Corollary IV.6.8, p. 106] If N has a trivial
center then there is exactly one extension of G by N (up to equivalence)
corresponding to any homomorphism G→ Out(N).
We apply Proposition 8.4 to the pairs (N1, G1) and (N2, G2) to decide
whether they determine equivalent extensions (equivalent extensions, in par-
ticular, correspond to isomorphic groups).
Remark 8.5. — The fundamental group of a finite volume hyperbolic
manifold is never virtually abelian, and therefore, the center of N1 is trivial.
Hence the hypotheses of Proposition 8.4 are satisfied.
Being fundamental groups of finite-volume hyperbolic manifolds of di-
mension at least 3, neither N1 nor N2 admits a nontrivial splitting over an
abelian group (see, for example, [4, Theorem 1.6(i)]). Therefore Out(N1) is
finite, and the algorithm from Theorem 4.4 must terminate when applied
to homomorphisms from N1 to itself, and we can find representatives for
the conjugacy classes of isomorphisms from N1 to itself. In other words, we
can effectively calculate Out(N1), and also the homomorphism from G1 →
Out(N1) determined by the conjugation action of Γ1 on N1.
Similar considerations obviously apply for N2, Out(N2), and the homo-
morphism G2 → Out(N2).
Proposition 8.4 now implies that Γ1 and Γ2 are isomorphic if and only
if
1. N1 and N2 are isomorphic;
2. G1 and G2 are isomorphic; and
3. After composing with an automorphism of G2 and an automorphism
of Out(N2), the homomorphisms G1 → Out(N1) and G2 → Out(N2) de-
termined by conjugation of Γ1 (respectively Γ2) on N1 (resp. N2) are the
same.
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We can effectively decide each of these issues and thus we have proved The-
orem 8.1. Mostow-Prasad Rigidity now immediately implies Theorem E.
9. Proof of Proposition 4.7 in the case of toral relatively
hyperbolic groups
We give here a proof of the technical Proposition 4.7 in the generality
of toral relatively hyperbolic groups. We advise reading the paragraph 4.1.2.
We use the notation of Section 4.1, which we briefly recall now, for
convenience. Thus H2 is a non elementary toral relatively hyperbolic group,
generated by S, with maximal parabolic subgroups the free abelian groups
G1, . . . , Gp and their conjugates. For each we are given a basis Si (with an
order on each, so that a lexicographical order is defined on words). The
graph Ĉay(H2) is the coned-off Cayley graph, its vertices of finite valence
are identified with the elements of H2, thus H2 ⊂ Cay(H2) ⊂ Ĉay(H2), and
its distance is denoted by d.
This distance is not to be confused with the word distance on H2 for
the generating set S, which we denote by dist.
The free product F = FS ∗ G1 ∗ · · · ∗ Gp maps onto H2. Recall that, in
this setting, the normal form of an element of F is the reduced word in the
alphabet S±1 ∪ S±11 ∪ · · · ∪ S
±1
p such that every subword in (S
±1
i )
∗ is minimal
for the lexicographical order. The normal form of an element in F labels
a path in Ĉay(H2) as explained in Remark 3.16. To avoid confusion, let us
precise that it also labels a path in Cay(H2), and both paths are related: we
get the path in Ĉay(H2) by replacing every maximal subpath in a coset of a
parabolic subgroup by the pair of edges passing through the infinite valence
vertex associated to this coset. Unless otherwise precised, the labeled paths
we will use are in Ĉay(H2) and defined according to Remark 3.16
Note that the length of the labeled path in Ĉay(H2) is different from
the length of the normal form seen as a word (in general the latter is longer):
a maximal subword in (S±1i )
∗ labels a single pair of edges adjacent to an
infinite valence vertex. This difference is similar to that of d and dist: if
one add the restriction that the labeled path has no angle larger than an
explicit constant K, then the length of the normal form is at most (K ′ + 1)
times that of the path, where K ′ is the maximal length of an element of Gi
labeling a pair of edges of angle at most K.
The set L ⊂ F is the normalized rational language consisting of ele-
ments labeling local quasi-geodesics without detours in Ĉay(H2) (see Defini-
tion 3.20 for details and constants).
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The structure of the proof is similar to the one for hyperbolic groups.
First (in Paragraph 9.1) we define the finite set QP , and the languages Lh.
Defining QP to be a sphere for d, as in the hyperbolic case, would
be unwise, since this is an infinite set. Defining it to be a sphere for dist
would miss the flavor of hyperbolic geometry, and would make arguments
more complicated. Thus we define it in terms of the distance d, and of angles
in the coned-off graph.
Also, for h ∈ QP , the language that is really analogous to Lh in the
hyperbolic case is here called L1,h. But, perhaps surprisingly, this does not
suffice in ensuring that for “most” elements h, the element hgh−1 has a
quasi-prefix that is a prefix of h (as it was the case for hyperbolic groups,
see Lemma 4.13).
If h is long for dist, but hgh−1 is short for d, a phenomenon can oc-
cur, the “cascade effect”, which I. Bumagin identified in her study of the
conjugacy problem for relatively hyperbolic groups in [13]. This justifies the
introduction of an additional language L2,h to define Lh = L1,h ∪ L2,h.
We prove that each Lh is normalized rational. The proof of the regu-
larity of the languages is a little more complicated than in the hyperbolic
case, due to the presence of the new sets L2,h.
In Subsection 9.2, we prove the second point of Proposition 4.7: in all
conjugacy class of compatible homomorphism, only finitely many homomor-
phisms have an acceptable lift satisfying Ω. As we already mention, the ana-
logue of Lemma 4.13, which is Lemma 9.13 requires a study of the “cascade
effect”, and is rather involved.
Finally, Subsection 9.3 serves to prove the first point of Proposition 4.7.
We find a quantity Q associated to every homomorphism, and we show that
in any conjugacy class there is a homomorphism minimizing Q. On the other
hand, if an acceptable lift of a homomorphism φ contradicts Ω, then there is
come conjugate φh with Q(φh) < Q(φ). The argument is similar to the one
in the hyperbolic case, but there are four more cases to study.
Let us remark that, in the hyperbolic case, Q(φ) was simply the maxi-
mum between two distances. Here again, we need to take angles into account
in a sensible way to define Q.
9.1. The set QP, and the languages Lh, for h ∈ QP. — With nota-
tions as above, let Lp ⊂ L be the set of the elements of L that map on an
element of (G1 ∪ · · · ∪Gp) ⊂ H2 under F → H2 (for convenience Lp(i) is the
subset of Lp that maps on elements of Gi).
Lemma 9.1. — The language Lp is normalized rational.
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Proof. — Let g˜ ∈ Lp(i), its image in H2 is in Gi. We can decompose
the normal form of g˜ as the concatenation of ShortLex words in (S±1i )
∗, and
of normal forms of elements in L, with no prefix nor suffix in (S±1i )
∗, and
that define elements of Gi in H2. Conversely, if an element g˜ ∈ L has such
a decomposition, then it defines clearly an element of Gi, hence it is in Lp
The elements of L of this decomposition define paths in Ĉay(H2) (la-
beled by their normal form) between two points that are at distance 2, by
definition of the decomposition. Hence, these paths are of length at most L′1.
We can bound the maximal angle of such a path in terms of L′1 and r. In-
deed, if the path makes an angle greater than L′1+3 at a vertex v, then, the
loop consisting of the path together with the pair of edges between its end
points has to pass twice at that vertex, because it is of length L′1+2 (a sim-
ple loop of this length contradicts the definition of angle). In this case, the
absence of r-detours gives the desired bound. Therefore, the length of the
normal forms of these elements is bounded by some computable constant.
Hence there are only finitely many such elements, and they are computable
with a solution of the membership problem for Gi (here this is equivalent
to commuting with an element of the basis of Gi, hence can be solved by
solving a certain equation).
This shows that membership of Lp(i) is characterized on the normal
forms by being the concatenation of several words belonging in two regular
languages.
Therefore, the language of the normal forms of the elements of Lp is
the finite union (over i = 1, . . . , p) of regular languages. Therefore, it is a
regular language, and this makes Lp normalized rational. ⊓⊔
The constant ǫ is chosen as in Proposition 3.7, for (L′1, L
′
2)-quasi-geodesics
without r-detours.
We choose constants η = 3ǫ + 300δ, ρ = 20(ǫ + η + 20δ), and Θ ≥
4(η + ǫ + 100δ) + 200δ, and sufficiently large such that no angle at a vertex
of finite valence in Ĉay(H2) is greater than Θ.
Definition 9.2. — Let QP be the subset of H2 consisting of the ele-
ments h with d(1, h) ≤ ρ, such that either (i) d(1, h) ≥ ρ−1 and MaxAng[1, h] <
Θ; or (ii) for some choice of geodesic [1, h], if v is the vertex adjacent to h
in [1, h] then Angv[1, h] ∈ [Θ,Θ + 1] and if [1, v] ⊂ [1, h] is the sub-geodesic
from 1 to v then MaxAng[1, v] < Θ.
The set QP is contained in a certain cone of Ĉay(H2), and therefore
is a finite (computable) set. Recall that H2 has been identified with the set
of vertices of finite valence of Ĉay(H2).
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Definition 9.3. — Let h be an element of QP ⊂ H2. Given an element
g˜ ∈ (L \ Lp) ⊂ F , we say that h is a quasi-prefix of g˜ if a path of Cay(H2)
labeled by the letters of a shortest word defining g˜ contains some edge e with
h ∈ Coneη,η(e) (we emphasize that we are considering the path in CayH2 ⊂
ĈayH2, thus without infinite valence vertex, labeled by some shortest word,
and not necessarily minimal for the lexicographical order).
We say that h is a quasi-suffix of g˜ if it is a quasi-prefix of g˜−1, and if
it is both a quasi-prefix and a quasi-suffix, we say that they are disjoint if
the edge from the definition of quasi-prefix, lies on the path before the edge
from the definition of quasi-suffix.
Definition 9.4. — Given h ∈ QP , we define the language L1,h ⊂ (L\Lp)
to consist of those elements g˜ of L so that h is a quasi-prefix and a quasi-
suffix of g˜, and these quasi-prefix and quasi-suffix are disjoint.
Lemma 9.5. — For all h, the language L1,h ⊂ F is normalized rational.
Proof. — One needs to show that the language Lh of the normal forms
of the elements of L1,h, is regular.
Let E be the set of edges e in Cay(H2) (between elements of H2), such
that the cone of radius and angle η centered at e, in Ĉay(H2), contains h.
Let F be the set of normal forms of the elements of L ⊂ F labeling
paths in Ĉay(H2) whose last edge is in E . Note that, by Proposition 3.7,
every such normal form labels a quasi-geodesic path in a conical (hence finite)
neighborhood of a geodesic. Therefore, F is a finite set, and it is computable
with a solution to the word problem in H2.
For f ∈ F, consider the decomposition f = rp where p is the maximal
suffix of f in some (S±1i )
∗, for i ≥ 1 (that is, in some abelian factor of
the free product). The word p might be empty, in this case, any index i
(that is, any abelian factor) is suitable for the argument. Let us say that
p ⊂ p′ ∈ (S±1i )
∗ if p′ is reduced, minimal in lexicographical order, and contains
all the letters of p with multiplicity.
Let Lh(pre)[f ] = {rp
′, p ⊂ p′}. This set is the set of normal forms that
equal some element of F labeling in Cay(H2) a path starting by the path
labeled by f (note that they may not label themselves this path: a permu-
tation of the letters of p′, in order to make p appear, may be necessary).
Given f , the set Lh(pre)[f ] is clearly recognized by a finite state au-
tomaton (it is finite). Let Wf be the set of normal forms without prefix in
(S±1i )
∗. By definition, to have h as a quasi-prefix is equivalent to have normal
form in
⋃
f∈FLh(pre)[f ] ·Wf where · is the concatenation of word-languages.
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Similarly, we define Lh(suf)[f ] = {(p
′′)−1r−1, p ⊂ p′′}. We claim that, if
Lh is the set of normal forms of elements of L1,h, then Lh = (
⋃
f∈FLh(pre)[f ]·
Wf ) ·
⋃
f∈FLh(suf)[f ] and is reduced and ShortLex. The inclusion ⊂ is di-
rect from the definition of L1,h. Conversely, if w = r1p
′w′(p′′)−1(r2)
−1 with
the above property, and moreover is reduced and shortest for the lexico-
graphical order, then it has h as quasi-prefix, by definition of F, and w−1 =
r2p
′′w′−1p′−1r−11 satisfy w
′−1 ∈ Wf ′ for the f
′ associated to r2p
′′ (otherwise
it would not be reduced and ShortLex). Hence h is also a quasi-suffix, and
clearly, quasi prefix and quasi suffix are disjoint.
This makes Lh a regular language, hence the result. ⊓⊔
Definition 9.6. — We now define, for all h ∈ QP , the language L2,h as
follows.
If every geodesic segment [1, h] has no angle greater than Θ, or is of
length 2, then L2,h = ∅.
Now assume that some geodesic segment [1, h] is of length ≥ 3 and
that, for v ∈ [1, h], Angv[1, h] ≥ Θ (thus by definition of QP , d(v, h) = 1).
The stabilizer Stab(v) is then hGih
−1 for some i (and for the given h).
We say that g˜ ∈ L is in L2,h if and only if its normal form is a product
w1w2w3 with w1 and w
−1
3 defining the same element h
′ ∈ H2 with the prop-
erty that d(h′, v) = 1 and Angv([v, 1][v, h
′]) ≤ ǫ for some segments, and with
w2 the normal form of an element of Lp(i), defining h
′′ (thus at distance one
from h−1v) such that Angv([h
−1v, 1][h−1v, h′′]) ≥ 100δ + 2ǫ.
Lemma 9.7. — For all h, the language L2,h ⊂ F is normalized rational.
Proof. —
Let h be such that L2,h 6= ∅, and v, the vertex as in the definition.
There are only finitely many h′ ∈ H2 adjacent to v such that Angv([v, 1][v, h
′]) ≤
ǫ, and, given h′, there are only finitely many elements w in L representing
them. Let W (h′) be this set, which is finite, and computable.
On the other hand, only finitely many elements of Lp(i) define an el-
ement h′′ ∈ H2 such that Angv([h
−1v, 1][h−1v, h′′]) ≤ 100δ + 2ǫ (this follows
from the conical stability of elements of L, Proposition 3.7). In Lp(i), the
complement of this finite set is still normalized rational. Let W ′ the set of
normal forms of such elements.
The set of normal forms of elements of L2,h is then the elements of
the concatenation of the sets W , W ′ and W−1, that are reduced and Short-
Lex, and therefore this set is a regular language. This makes L2,h normalized
rational.
⊓⊔
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We define, for all h ∈ QP , the normalized rational language Lh = L1,h∪
L2,h.
We will need two sufficient conditions to be in Lh.
Definition 9.8. — A relative geodesic between two vertices of Cay(H2)
is a path in Cay(H2) such that each maximal subpath in a coset of a
parabolic subgroup is a geodesic in this coset, and, if each such subpath
is replaced by the two edges of Ĉay(H2) passing through the infinite valence
vertex of this coset, one gets a geodesic of Ĉay(H2).
Recall that if Angv[1, h] ≥ Θ, the vertex v is of infinite valence, hence
is the vertex of some coset of a parabolic group.
Lemma 9.9. — Let h ∈ QP , and assume that there is a vertex v ∈ [1, h]
adjacent to h such that Angv[1, h] ≥ Θ.
Assume that v ∈ [1, g], and that some g′ ∈ Coset(v) is on a relative
geodesic from 1 to g (thus g′ is a vertex adjacent to v in Ĉay(H2)) with
Angv([v, g
′], [v, h]) ≤ 200δ.
Then for all g˜ representing g in L, h is a quasi-prefix of g˜.
Proof. — One has Angv[1, g] ≥ Θ − 200δ > 4ǫ. By property of conical
stability (Proposition 3.7, last point), the element g˜ labels a path in Ĉay(H2)
that contains the vertex v, and a a shortest word defining g˜ ∈ F contains
a subword p that defines a path in the coset Coset(v) starting and ending
at distance at most ǫ from the entering point and the exiting point of the
relative geodesic from 1 to g in that coset. Therefore, some shortest word
defining g˜ labels a path in Cay(H2) that contains a vertex g
′′ at distance at
most 3ǫ from g′ in the coset Coset(v). Therefore, it is at distance (in the
Cayley graph) at most 3ǫ + 200δ from h. This ensures Angv[h, g
′′] ≤ η, and
therefore, h is a quasi-prefix of g˜. For an illustration, see Figure 2, left side.
⊓⊔
Lemma 9.10. — Let h ∈ QP such that d(1, h) ≥ 3, and with v ∈ [1, h]
adjacent to h, at which Angv[1, h] ≥ Θ.
Let g be in H2. If v ∈ [1, g], if g is in the stabilizer Stab(v) of v, and
if Angv[1, g] > Θ, then any representative in F of g is in L2,h.
Proof. — It follows from the property of conical stability (Proposition
3.7, last point) that any representative in L of g can be written as the con-
catenation of three elements of L, w1, w2, w3, such that w1 and (w3)
−1 each
represent an element adjacent to v, respectively h1, h3 such that Angv[hi, v][v, 1] ≤
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ǫ. Therefore, w2 is an element of Lp that produces an angle at least Θ−2ǫ >
100δ+2ǫ at v. Hence, w1w2w3 ∈ L2,h. For an illustration, see Figure 2, right
side. ⊓⊔
Relative geodesic
Relative geodesic [1,h]
[1,g]
Acceptable lift of g
h
200δ 
ε
g
Coset(v)
1
g
1
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ε
FIG. 2. — Sufficient conditions to be in, respectively, L1,h, and L2,h.
9.2. A finiteness result
9.2.1. A remark of I. Bumagin: the cascade effect. — In her solu-
tion to the conjugacy problem in relatively hyperbolic groups, Inna Bumagin
points out an interesting phenomenon, that she calls the ‘cascade effect’. This
phenomenon can happen in the situations we have to study, and we need a
slight variation of the control she gets. The idea presented in this paragraph
is already in [13, §5.1].
Let H be a relatively hyperbolic group, and g, h elements of H . We con-
sider a quadrilateral of vertices 1, h, hg, hgh−1 in the coned off Cayley graph
(we make the choice of a geodesic segment for each side). We say that the
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cascade effect occurs if there is a vertex w0 of infinite valence, on [1, hgh
−1]∩
[hgh−1, hg], and an integer n > 0 such that the vertex wi = hg
−ih−1w0 is in
[1, h]∩ [hgh−1, hg] for all i = 1, . . . , n. In such case, we choose n maximal for
this property. If the cascade effect occurs, since wn ∈ [hgh
−1, hg] and n is
maximal, the vertex wn+1 = hg
−1h−1wn is in [1, h], but not on [hgh
−1, hg].
Understanding the cascade effect gives control over certain angles.
Lemma 9.11. — For all g, there exists a constant Casc(g), which may
be chosen to be greater than MaxAng[1, g], such that, for all h, if the cascade
effect occurs in (1, h, hg, hgh−1), for a vertex w0 ∈ [1, hgh
−1]∩ [hgh−1, hg] such
that hg−1h−1w0 /∈ [1, hgh
−1], then Angw0 [hgh
−1, hg] ≤ Casc(g).
The lemma can be compared with Bumagin’s [13, Lemma 5.8]. We first
define some notation.
The segment [1, h] contains all the vertices w1, . . . , wn+1. It enters Coset(wi)
in xi ∈ H2 and exits it in yi ∈ H2. Let pi be the parabolic element pi = x
−1
i yi
(in some Gj). Let hi = y
−1
i−1xi for i 6= 1, n+ 2, h1 = x1, and hn+2 = y
−1
n+1h.
One has h = h1p1h2p2 . . . hn+1pn+1hn+2.
The segment [hgh−1, hg] = hgh−1[1, h] contains w0, and all the vertices
w1, . . . , wn (but not wn+1). The parabolic elements that are difference be-
tween exiting point and entering point of [hgh−1, hg] in Coset(wi) are the
elements pi+1 (note the shift in the index). For all i between 1 and n, we
note respectively ci and ki the parabolic elements that join respectively the
entering points, and the exiting points, of [1, h] and [hgh−1hg] in Coset(wi).
These notations are illustrated in Figure 3.
The aim of the lemma is to bound the size of p1 in terms of constants
computable from the path [h, hg].
Proof (of Lemma 9.11). — First we “collapse” all the intermediate levels
of the cascade. More precisely, for all i ≤ n, we defined ki = p
−1
i cipi+1. Hence,
one has
k1k2 . . . kn = p
−1
1 c1c2 . . . pn+1.
This allows us to express p1 as p1 = (k1 . . . kn)
−1(c1 . . . cn)pn+1.
Second, we translate all the levels of the cascade between w1 and w2.
More precisely, for all i ≤ n− 1, one has ki = hi+1ci+1h
−1
i+2, and
k1k2 . . . kn−1 = h2c2c3 . . . cnh
−1
n+1.
Consider then the four vertices (y1), (y1h2), (y1h2c2c3 . . . cn), (y1k1 . . . kn−1).
The vertices y1 and (y1k1 . . . kn−1) are adjacent to w1, and the two others are
adjacent to w2. A geodesic [y1, y1h2] does not contain w1 nor w2, by definition
of h2.
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On the other hand, [(y1k1 . . . kn−1), y1k1 . . . kn−1hn+1] = γ[yn, ynhn+1] for
γ such that γwn = w1 and γwn+1 = w2 (because y1k1 . . . kn−1hn+1 = y1h2c2c3 . . . cn).
By definition of hn+1, neither wn nor wn+1 is on [yn, yn+1hn+1], hence the
segment [(y1k1 . . . kn−1), y1k1 . . . kn−1hn+1] does not contain w1 nor w2. There-
fore, Angw1[y1, y1k1 . . . kn−1] ≤ 50δ, since one gets a path from one to the
other avoiding w1 by thinness of the bigone (w1, w2). Similarly, one gets
Angw2[y1h2, (y1h2c2c3 . . . cn)] ≤ 50δ. We therefore get a computable bound (de-
pending only on δ and Ĉay(H2)) on the length of shortest words defining
k1 . . . kn−1 c2c3 . . . cn in the basis of the parabolic subgroup.
Thus, to bound p1, it suffices to get a bound on the word length of kn,
c1 and pn+1. One easily gets that the angle produced by kn is bounded by
MaxAng[h, hg]+50δ, and thus kn is bounded by a constant depending only on
g. Since wn+1 /∈ [hgh
−1, hg], one also can bound Angwn+1 ≤ MaxAng[h, hg] +
50δ, hence a bound on pn+1 in terms of g only.
Finally, to bound c1, we use the hypothesis of the lemma: w1 /∈ [1, hgh
−1],
and therefore, the angle produced by c1 is at most 50δ. This gives a universal
bound on the word length of c1. ⊓⊔
9.2.2. Production of quasi-prefixes. — When dealing with hyperbolic
groups in Section 4, it was sufficient to take any quasi-prefix of an element.
However, in the setting of toral relatively hyperbolic groups, we need to be
a little more careful. In particular, if h has a long subsegment in a single
parabolic coset, we need to choose the quasi-prefix so that, in some sense,
it testifies that there is this longer subsegment. This is achieved with the
following definition.
Definition 9.12. — Given an element h ∈ H2, we say that h0 is a prefix
of h if there is a vertex v in a geodesic [1, h] of Ĉay(H2), and elements h
′
and h′′ neighbors of v in [1, h], such that, h0 = h
′p, with p ∈ Stab(h′−1v),
so that if v is of infinite valence then: in Stab(h′−1v) (with the word metric
given by a chosen basis) seen as the lattice of integers in Rn, p is a point
of the lattice at distance at most 2 from the segment [1, h′−1h′′] ⊂ Rn. We
say, in this case, that p is on a diagonal from 1 to h′−1h′′ in the abelian
group Stab(h′−1v).
Note that if the vertex v in Definition 9.12 above is not infinite valence, then
Stab(h′−1v) = {1} and h0 = h
′.
Lemma 9.13. — For all g ∈ H2, there is a constant Kpre(g) such that
if the coset hCent(g) is at word distance at least Kpre(g) from 1, and if
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FIG. 3. — The notations in the cascade.
h0 ∈ QP is a prefix of h, then any representative of hgh
−1 in L ⊂ F is in
Lh0.
The proof of this lemma will require some technicality: we will distin-
guish between 5 main steps, though for hyperbolic groups, only the first one
is necessary.
Let K(g) = 2ρ+ d(1, g) + 200δ, and K ′(g) = 3(3 +Θ)(Casc(g) + 100δ).
Proof (of Lemma 9.13). — If hgh−1 = h′gh′−1, then h′−1h ∈ Cent(g)
and so h′Cent(g) = hCent(g). Thus, given K(g) and K ′(g), there exists
a constant Kpre(g), such that if dist(1, hCent(g)) ≥ Kpre(g), then either
d(1, hgh−1) > K(g) or there is v such that Angv[1, hgh
−1] > K ′(g).
Moreover, since the parabolic subgroups of H2 are abelian and malnor-
mal, there is at most one conjugate of g in each of them. We choose Kpre(g)
large enough to ensure that hgh−1 is not in the stabilizer of a vertex adjacent
to 1 in Ĉay(H2) (there are only finitely many).
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Step 1: If d(1, hgh−1) > K(g), then any representative in L of hgh−1
is in L1,h0.
This is similar to the hyperbolic case. We prove the contrapositive: that
if h0 is not a quasi-prefix of some acceptable lift of hgh
−1 (in fact, it is
enough to assume that h0 /∈ ConN100δ,100δ([1, hgh
−1])), then d(1, hgh−1) ≤
K(g) (and similarly for hgh−1h0).
By hyperbolicity in the quadrilateral (1, h, hg, hgh−1), the vertex h0 is in
the conical neighborhood ConN100δ,100δ([h, hg]∪ [hg, hgh
−1]). The computation
is then identical to the one of Lemma 4.13. We reproduce it.
First assume that there is an edge e ⊂ [h, hg] for which h0 ∈ Cone100δ,100δ(e),
and v ∈ e at distance at most 100δ from h0. Then we bound the distances
d(1, h) ≤ d(1, h0)+ d(h0, v)+ d(v, h) and also d(1, hgh
−1) ≤ d(1, h0)+ d(h0, v)+
d(v, hg) + d(hg, hgh−1). Using d(1, h0) ≤ ρ and d(hg, hgh
−1) = d(1, h), one
obtains d(1, hgh−1) ≤ 2ρ+200δ+d(v, hg)+d(v, h) = 2ρ+200δ+d(1, g) ≤ K(g).
Similarly, if there is an edge e ⊂ [hg, hgh−1] with h0 ∈ Cone100δ,100δ(e).
Let v ∈ e be at distance at most 100δ from h0. One has the bound d(1, hgh
−1) ≤
d(1, h0) + d(h0, v) + d(v, hgh
−1) ≤ ρ + 100δ + d(v, hgh−1), and also d(1, h) ≤
d(1, h0) + d(h0, v) + d(v, hg) + d(hg, h), giving d(1, h) ≤ ρ + 100δ + d(v, hg) +
d(1, g). Since d(1, h) = d(hgh−1, hg) = d(v, hgh−1) + d(v, hg), one deduces
d(v, hgh−1) ≤ ρ+ 100δ + d(1, g). Together with the first bound obtained, this
gives d(1, hgh−1) ≤ 2ρ + 200δ + d(1, g) ≤ K(g). Finally, the condition that
quasi-prefix and suffix are disjoint is ensured by the fact that hgh−1 is a
sufficiently long element for the metric word dist (this remark indeed applies
for all the subsequent steps). Hence we proved the claim of Step 1. (For an
illustration of the situation, see Figure 4, left side)
y
∆x< ρ x
If x< ρ,
d(1,g)>∆> L−200δ−2ρ
L
1
h
hg
y
hgh
−1
∆
h
h
Casc(g)
w =hgh w
−1
ov1
hgh
−1
h
h
FIG. 4. — The situation in the first (left), and second (right) steps of Lemma 9.13.
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We now assume for the rest of the lemma that d(1, hgh−1) ≤ K(g), and
we let v0 be the vertex closest to 1 on [1, hgh
−1] such that Angv0 [1, hgh
−1] >
K ′(g).
Let K ′′(g) = (2+Θ)(Casc(g)+100δ). In the following claim, we will use
that (K ′(g) −MaxAng[1, g] − 50δ)/2 ≥ K ′′(g) + 50δ + Casc(g) > Θ, which is
easily verified.
Step 2: We claim that there are vertices w ∈ [1, v0] and w
′ ∈ [v0, hgh
−1]
such that Angw[1, hgh
−1] ≥ K ′′(g) and Angw[1, h] > Θ, and also Angw′[1, hgh
−1] ≥
K ′′(g) and Angw′[hgh
−1, hg] > Θ.
We prove the existence of w first. In the quadrilateral (1, h, hg, hgh−1),
the triangle inequality for angles at v0 easily gives that one of Angv0 [1, h]
and Angv0 [hgh
−1, hg] must be greater than (K ′(g)−MaxAng[1, g]− 50δ)/2 ≥
K ′′(g) + 50δ + Casc(g) > Θ. If Angv0 [1, h] > Θ, we can choose w = v0.
If on the contrary Angv0 [1, h] ≤ Θ, then Angv0 [hgh
−1, hg] > Casc(g).
Then (the contrapositive of) Lemma 9.11, on cascade effect, ensures that
hg−1h−1v0 ∈ [1, hgh
−1]. We define w to be this vertex. By translation, we see
that Angw[1, h] = Angv0 [hgh
−1, hg] ≥ K ′′(g)+ 50δ+Casc(g) > Θ. Lemma 9.11
applied to w gives the bound Angw[hgh
−1, hg] ≤ Casc(g) (we understand
this angle as 0 if w /∈ [hgh−1, hg]). The triangle inequality for angles then
gives Angw[1, hgh
−1] ≥ Angw[1, h] − 50δ − Casc(g). Thus, Angw[1, hgh
−1] ≥
K ′′(g). Thus w satisfies the required properties. (See Figure 4, right side).
Symmetrically, by the same argument, one gets w′.
In the following, w and w′ are chosen to satisfy the statement of Step
2, and be closest to, respectively, 1 and hgh−1. It is still possible that they
are both equal (to v0). In any case, the angles at w and w
′ implies that
they are vertices of infinite valence.
Step 3: If d(1, w) ≥ d(1, h0), and d(w
′, hgh−1) ≥ d(1, h0), then any
representative of hgh−1 in L is in L1,h0.
As a general remark, h0 6= w, since the latter is of infinite valence.
Let us first assume that MaxAng[1, h0] < Θ. Then h0 ∈ [1, h], as well
as w. Since d(1, h0) ≤ d(1, w), and w 6= h0, the inequality is strict, and h0
is in the bigone (1, w), and by hyperbolicity, one obtains an edge e of the
subsegment [1, w] of [1, hgh−1] so that h0 ∈ Cone50δ,50δ(e). By property of
elements of L, for all representative of hgh−1 in L, there is an edge e′ on
the path it defines in Ĉay(H2) such that Coneǫ,ǫ(e
′) contains e. One deduces
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that h0 ∈ Coneǫ+150δ,ǫ+150δ(e
′), and therefore that h0 is a quasi-prefix of any
representative of hgh−1 in L.
Let us assume now that there is v in [1, h0] adjacent to h0, d(1, v) < ρ,
such that Angv[1, h] ≥ Θ. Since d(1, v) < d(1, h0) ≤ d(1, w), v is in the bigone
(1, w), and by conical thinness, it is on [1, hgh−1].
Let [1, v]h and [v, w]h be the subsegments of [1, h] from 1 to v and
from v to w, respectively, and define [1, v]hgh−1 and [v, w]hgh−1 analogously as
subsegments of [1, hgh−1]. We can bound the angles Angv([v, 1]h, [v, 1]hgh−1) ≤
50δ, and Angv([v, w]h, [v, w]hgh−1) ≤ 50δ. Thus the diagonal in Coset(v) be-
tween the entering point of [1, hgh−1] and its exiting point, remains at dis-
tance 150δ from the diagonal between the entering and exiting point of [1, h].
In particular it passes at distance 150δ from h0, and by Lemma 9.9, h0 is a
quasi-prefix of any representative in L of (hgh−1), in this case also.
Similarly, one gets, studying the bigone (w′, hgh−1) that h0 is a quasi-
prefix of any representative in L of (hgh−1)−1. As in in the end of Step 1,
the fact that quasi-prefix and suffix are disjoint is ensured by the fact that
hgh−1 is a sufficiently long element for dist. This completes Step 3.
We now assume that either d(1, w) < d(1, h0) or d(w
′, hgh−1) < d(1, h0).
By symmetry, one can assume, without loss of generality, that d(1, w) <
d(1, h0). Since w ∈ [1, h] and Angw[1, h] > Θ, by the definition of QP , w is
adjacent to h0, and Angw[1, h0] ≥ Θ.
Step 4: If hgh−1 ∈ Stab(w), then any representative in L of hgh−1 is
in L2,h0.
Recall that, by the choice of Kpre(g), d(1, w) = d(w, hgh
−1) = d(1, hgh−1)/2 >
3. Thus, since Angw[1, hgh
−1] ≥ K ′′(g) > Θ, and Angw[1, h0] ≥ Θ, Lemma
9.10 applies: any representative in L of hgh−1 is in L2,h0.
From now on, we assume that w 6= hgh−1w. Therefore, the vertices
1,w,hgh−1w, and hgh−1 are all on [1, hgh−1], and appear in that order. We
will now use that K ′′(g)−Casc(g)− 200δ ≥ Θ(Casc(g)+ 100δ), which follows
from its definition.
Final step: In this setting (i.e. if w 6= hgh−1w), any representative
in L of hgh−1 is in L1,h0.
We first need to prove that h0 is a quasi-prefix of every representative
in L of hgh−1.
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With the convention that Angw[x, z] = 0 when w /∈ [x, y], one has
Angw[h, gh] ≤ MaxAng[h, gh] ≤ MaxAng[1, g] ≤ Casc(g). We also need a
bound on Angw[hg, hgh
−1]: if w ∈ [hg, hgh−1], since w 6= hgh−1w, one checks
that hg−1h−1w /∈ [1, hgh−1], and Lemma 9.11 provides Angw[hg, hgh
−1] ≤
Casc(g). Since, on the other hand, Angw[1, hgh
−1] ≥ K ′′(g), by the trian-
gle inequality for angles at w, Angw[1, h] ≥ K
′′(g) − 2Casc(g) − 200δ (see
Figure 5).
Now, in Coset(w) one considers the diagonal between the entering and
exiting points of [1, h], and the diagonal between the entering and exit-
ing point of [1, hgh−1]. The vertex h0 is on the first one, at distance (in
Ĉay(H2) \ {w}) at most Θ from the entering point. The two entering points
are at most 50δ apart (in Ĉay(H2) \ {w}), and the two exiting points are
at most 2(Casc(g) + 100δ) apart. Since the length of the second diagonal is
greater than K ′′(g)− 2(Casc(g) + 100δ) ≥ Θ × (Casc(g) + 100δ), the two di-
agonals remain at distance at most 100δ in Ĉay(H2) \ {w}, for a length of
at least Θ. Therefore, the second one has a point at distance at most 100δ
from h0, and by Lemma 9.9, h0 is a quasi-prefix of any representative in L
of hgh−1.
<Casc(g)
>K’’
Zoom on Coset(w)w >K’’−2(Casc+100
θ
<100δ
ho
1
h
hg
hgh
−1
<C
as
c(
g)h
hg
hgh
1
−1
δ)
FIG. 5. — Angles and diagonals at the vertex w.
We now need to prove that h0 is a quasi-prefix of every representa-
tive in L of hg−1h−1. For that, we distinguish two cases. If w ∈ [hgh−1, hg],
then hgh−1w is in the bigone (w, hgh−1), and the argument of Step 3 ap-
plies. If w /∈ [hgh−1, hg], then Angw[1, h] ≥ Angw[1, hgh
−1]−MaxAng[h, hg]−
100δ ≥ K ′′(g)−Casc(g)−100δ. By translation, Anghgh−1w[hgh
−1, hg] ≥ K ′′(g)−
Casc(g)− 100δ.
We give bounds on angles at hgh−1w: Anghgh−1w[h, hg] ≤ MaxAng[1, g] ≤
Casc(g), and by Lemma 9.11, Anghgh−1w[1, h] ≤ Casc(g). Therefore, by trans-
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lation, Anghgh−1w[1, hgh
−1] ≥ K ′′(g) − 3(Casc(g) + 100δ). Now, by the same
argument on diagonals in Coset(hgh−1w), as for w, one gets the claim.
This finishes the proof of the lemma. ⊓⊔
Corollary 9.14. — Given a compatible homomorphism φ : H1 → H2,
only finitely many conjugates of φ have an acceptable lift satisfying Ω.
One can reproduce verbatim the proof of Corollary 4.14 from paragraph
4.2, with in mind that the word distance noted d in the proof should be
considered as the word distance dist here, and that calls to Lemma 4.13
should be replace by calls to Lemma 9.13.
9.3. An existence result
9.3.1. The quantity Q. — For an element h ∈ H2, we recall that
d(1, h) is the distance in the coned-off Cayley graph Ĉay(H2) between the
origin and the vertex associated to h. We denote by θ(h) the minimum over
all the geodesics of Ĉay(H2) from 1 to h of the sum of the first and last
angles between edges of the path. We endow pairs µ(h) = (d(1, h), θ(h)) with
the lexicographical order. Then, given a homomorphism φ : H1 → H2, we set
Q(φ) = max{µ(φ(a)), µ(φ(b))} (recall that a and b are two non-commuting
elements of H1 chosen in advance.
As a subset of N×N with lexicographical order, any decreasing sequence
is eventually stationary. In particular, one has the lemma:
Lemma 9.15. — In every conjugacy class of homomorphism from H1
to H2, there is a homomorphism realizing the minimum of Q over the class.
9.3.2. Two lemmas for g˜ ∈ Lh. — Let η
′ = η + ǫ + 100δ. Note that
with this notation Θ ≥ 2η′ + 200δ.
Lemma 9.16. — Let h ∈ QP , g˜ ∈ L1,h, and g its image in H2. Let
[1, g] be a geodesic in Ĉay(H2).
Then there is a vertex w ∈ [1, g] such that d(w, h) ≤ η′.
Moreover, if a geodesic segment [1, h] contains a vertex v with Angv[1, h] ≥
Θ, then v ∈ [1, g], Angv[1, g] ≥ 100δ and Angv([v, h], [v, g]) < Angv[1, g]−100δ.
Proof. — By definition of L1,h, there is a path pg˜ in Cay(H2) (not
the coned-off : that is without the vertices of infinite valence) defined by
a shortest word representing g˜, and that contains an edge e such that, in
ĈayH2, h ∈ Coneη,η(e).
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Now, the path pˆg˜ labeled by the normal form of g˜ in ĈayH2 (this time,
possibly passing through vertices of infinite valence) has a vertex at distance
at most 1 from e. This vertex w1 is then at distance at most η + 1 from
h. Since g˜ ∈ L, the path labeled by its normal form of is a (L′1, L
′
2)-quasi-
geodesic with end-points 1 and g (and containing w1). It is then contained
in the ǫ-neighborhood of [1, g]. Thus there is w ∈ [1, g] at distance at most
η from w1. One obtains d(w, h) ≤ η + ǫ+ 1 < η
′, hence the first assertion.
Assume [1, h] contains a vertex v with Angv[1, h] ≥ Θ.
Let us consider a relative geodesic from 1 to g. By the fellow traveling
property for elements in L (see Proposition 3.7), there is an edge e′ in this
path such that e ∈ Coneǫ,ǫ(e
′), and therefore, h ∈ Coneη′,η′(e
′).
Let v′ be a vertex of e′. In the triangle (v′, h, 1), the segment [v′, h]
has maximal angle at most η′, whereas Angv[1, h] ≥ Θ. This implies that
Angv[1, v
′] ≥ Θ − η′. Since v′ is on the relative geodesic from 1 to g, the
segment [1, v′] coincides with a segment [1, g] up to the last edge of [1, v′].
This ensures that v ∈ [1, g], and that either v′ is at distance 1 from v,
or [1, g] coincides with [1, v′] until one edge after v. In this latter case,
Angv[1, g] ≥ Θ − η
′, and Angv([h, v], [v, g]) ≤ Ang[1, g] − (Θ + η
′), hence the
result.
If now d(v′, v) = 1, let e0 be the first edge of a segment [v, v
′]. Then
Angv([h, v], [v, g]) ≤ Angv([h, v], e0) + Angv(e0, [v, g]).
The first term is at most η′, and the second is at most Angv[1, g]−Θ−η
′, thus
Angv([h, v], [v, g]) ≤ Angv[1, g]−200δ. Since the latter is positive, Angv[1, g] ≥
200δ. ⊓⊔
Lemma 9.17. — Let h ∈ QP , g˜ ∈ L2,h, and g its image in H2. Let
[1, g] be a geodesic in Ĉay(H2).
Assume that a geodesic segment [1, h] contains a vertex v adjacent to h
with Angv[1, h] ≥ Θ, then v ∈ [1, g], Angv[1, g] ≥ 100δ, and d(1, v) = d(v, g) ≥
2.
Proof. — The element g˜ can be written g˜ = w1ww
−1
2 , with w2 rep-
resenting the same element as w1, and w1 and w1w representing elements
h1, h2 adjacent to v. and Angv[h1, h2] ≥ 2ǫ + 100δ. On the other hand, for
a geodesic [1, g], one has that Angv[1, g] ≥ Angv[h1, h2]− Angv([v, h1][v, 1])−
Angv([v, h2][v, g]). Therefore, Angv[1, g] ≥ 100δ. Since Lp ∩ L2,h = ∅, d(1, v) =
d(v, g) ≥ 2. ⊓⊔
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9.3.3. Possibilities of reduction. —
Lemma 9.18. — Let h ∈ QP Let g˜ be in Lh ⊂ F , and let g ∈ H2 be
its image in the quotient map F → H2.
Then, either (i) g ∈ BH2(2), the ball of radius 2 about 1 in H2 for the
distance d; or (ii) µ(h−1gh) < µ(g).
Proof. — Let us assume that g is not BH2(2).
First we assume that g˜ ∈ L2,h. Then by definition of L2,h, it is not in
Lp, and therefore, d(1, g) ≥ 3. On the other hand, h
−1gh is the image of an
element of Lp, by definition of Lp. Therefore d(h
−1gh) = 2, hence the result.
Now we assume that g˜ ∈ L1,h. By Lemma 9.16, there is a vertex w ∈
[1, g] at distance at most η′ from h, and similarly, there is w′ on [1, g] at
distance at most η′ from gh.
If d(1, h) ≥ ρ−1, one computes d(h, gh) ≤ 2η′+d(w,w′) = 2η′+d(1, g)−
d(1, w)− d(w′, g). Since d(1, w) ≥ d(1, h)− η′ ≥ ρ− 1− η′, one gets d(h, gh) ≤
d(1, g) + 3η′ − ρ+ 1 < d(1, g).
If on the contrary, d(1, h) < ρ − 1, then there is v adjacent to h such
that Angv[1, h] ≥ Θ. Then d(h, gh) ≤ 1+d(v, gv)+1, which is at most d(1, g),
with equality only if d(1, v) = 1, and both v and gv are on some geodesic
[h, gh]. In this case, by Lemma 9.16, one has Angv([v, h], [v, g]) < Angv[1, g],
therefore, Angv[h, gh] < Angv[1, g], and similarly, Anggv[h, gh] < Anggv[1, g].
This provides the inequality µ(h−1gh) < µ(g). ⊓⊔
We now state and prove the second main technical lemma of the sec-
tion.
Lemma 9.19. — Let φ : H1 → H2 be a homomorphism with an accept-
able lift φ˜ : BH1(2) → L contradicting Ω: there is h ∈ QP such that either
both φ(a), φ(b) are in Lh, or all three φ(b), φ(ab), φ(a
−1b) are in it, or all
three φ(a), φ(ba), φ(b−1a) are in it.
Then µ(h−1φ(a)h) < Q(φ) and similarly for h−1φ(b)h.
Proof. — If φ(a) ∈ Lh, then φ(a) is not in the 2-ball of H2. There-
fore by Lemma 9.18, µ(h−1φ(a)h) < µ(φ(a)) ≤ Q(φ). Similarly for φ(b).
We now assume that φ(a) /∈ Lh, and since Ω is falsified by φ, all three
φ(b), φ(ab), φ(a−1b) are in Lh.
The discussion will be about the triangle (1, φ(a), φ(ab)) in most cases
except one for which it will be in (1, φ(a−1), φ(a−1b)).
We distinguish cases depending on whether [1, h] has a final large angle
or not. We first assume that a geodesic in Ĉay(H2) from 1 to h has its last
angle greater than Θ at a vertex v (adjacent to h),
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By Lemma 9.16, if ϕ(ab) ∈ L1,h, or Lemma 9.17, if ϕ(ab) ∈ L2,h, we
have that Angv[1, φ(ab)] ≥ 100δ, and similarly, if va = φ(a)v, va ∈ [φ(a), φ(ab)]
and Angva [φ(a), φ(ab)] ≥ 100δ.
In particular, either v is in [φ(a), φ(ab)] or in [1, φ(a)]. We call this first
situation case (α), and the second, case (β).
The vertices φ(a), v, va, φ(ab) are all on the segment [φ(a), φ(ab)]. Let
us consider case (α1) when they appear in this order, and case (α2) when v
and va are inverted.
We also subdivide case (β) as follows. Since Angva [φ(a), φ(ab)] ≥ 100δ,
either va is in [1, φ(ab)] or in [1, φ(a)]. These two cases are called (β1) and
(β2), respectively. (See Figure 6).
Case β1
v
a
v
a
v
v
v
v
vv a
1
1
1
1
φ(   ) a
φ(   ) a
φ(   ) a
φ(   ) a
 ab
φ(     ) 
φ(     ) 
 abφ(     ) 
φ(     ) 
 ab
 ab
a
1αCase
Case β2
Case α 2
FIG. 6. — The first four cases of Lemma 9.19, when [1, h] has a large angle.
In all the cases, one has d(1, h−1φ(a)h) = d(h, φ(a)h) ≤ 2 + d(v, va).
We now discuss the cases α1, and α2. In these cases, both v and va
are on [φ(a), φ(ab)], and we compare µ(φh
−1
(a)) to µ(φ(b)).
In the case α1, d(1, φ(b)) = d(φ(a), φ(ab)) = d(φ(a), v)+d(v, va)+d(va, φ(ab)).
This is strictly larger than 2 + d(v, va) ≥ d(1, φ
h−1(a)) unless d(φ(a), v) =
d(va, φ(ab)) = 1, in which case, we have equality.
In this latter case, since d(va, φ(ab)) ≥ d(φ(a), va), we conclude that
d(φ(a), v) = d(φ(a), va) = 1. Therefore, v = va and φ(b) ∈ Stab(φ(a)
−1va) =
Stab(v), and all its representatives in L are in Lp, which contradicts the fact
that one of them is in Lh.
Thus we conclude that, in case (α1), µ(h
−1φ(a)h) < µ(φ(b)).
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Case (α2) is similar to the previous case, the difference being that the
vertices v and va are inverted on [φ(a), φ(ab)]. We now have
d(1, φ(b)) = d(φ(a), va) + d(va, v) + d(v, φ(ab)) ≥ d(h, φ(a)h),
with equality only if d(φ(a), va) = d(v, φ(ab)) = 1.
In this latter case, since d(φ(a), va) = d(1, v), the element φ(ab) is in
Stab(v), and we get the same contradiction as in case (α1). Hence the same
inequality µ(h−1φ(a)h) < µ(φ(b)).
We now turn to case (β). We first deal with (β2), in which the two ver-
tices v and va are on [1, φ(a)]. We compare Q(h
−1φ(a)h) to Q(φ(a)). One has
d(1, φ(a)) = d(1, v)+ d(v, va)+ d(va, φ(a)), and this is larger than d(1, φ
h−1(a))
unless d(φ(a), va) = d(1, v) = 1.
In this case, first note that neither ϕ(ab), nor ϕ(b) is in L2,h. They are
therefore both in L1,h.
If Angv([v, φ(a)], [v, φ(ab)]) ≥ 50δ, v is in the third side of the triangle
(1, φ(a), φ(ab)), and we are in case (α2).
If now Angva([va, 1], [va, φ(ab)]) ≥ 50δ, then the triangle (1, φ(a
−1), φ(a−1b))
falls into case (α2). We get the conclusion that µ(h
−1φ(a−1)h) < µ(b).
Otherwise, if both
Angv([v, φ(a)], [v, φ(ab)]) < 50δ, and
Angva([va, 1], [va, φ(ab)]) < 50δ,
then one can control Angv[h, φ(a)] < Angv[h, φ(ab)] + 50δ, and by Lemma
9.16,
Angv[h, φ(a)] < Angv[1, φ(ab)]− 100δ + 50δ.
Since Angv[h, φ(ab)] ≤ Angv[1, φ(a)] + 50δ, one gets
Angv[h, φ(a)h] = Angv[h, φ(a)] < Angv[1, φ(a)],
and similarly Angva [φ(a)h, h] < Angva [φ(a), 1]. Therefore, µ(h
−1φ(a)h) < µ(φ(a)).
We end with case (β1), when it does not comply with case (β2). In
this situation, v ∈ [1, φ(a)] and va /∈ [1, φ(a)], and this means that h is not a
quasi-prefix for φ(a)−1. In particular, φ(a−1) is in situation (α1) or (α2), for
which we already have the result.
We now assume that no geodesic in Ĉay(H2) from 1 to h has its last
angle greater than Θ (hence the vertex previously noted v does not exist
in this case). This situation is very similar to that which was studied in
Subsection 4.2.3 when dealing with hyperbolic groups.
First, since h ∈ QP , d(1, h) ≥ ρ. Recall that in this case, L2,h is empty,
thus we can use Lemma 9.16.
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By Lemma 9.16 there is a vertex v on a certain geodesic [1, φ(ab)] such
that d(v, h) ≤ η′.
Similarly, there is a vertex va lying on a geodesic [φ(a), φ(ab)] such that
d(va, φ(a)h) ≤ η
′.
By hyperbolicity, v lies at distance at most δ from a vertex v′ of
[1, φ(a)] ∪ [φ(a), φ(ab)].
We again distinguish four cases. The first dichotomy (cases (α) and (β))
concerns whether v′ ∈ [φ(a), φ(ab)] or v′ ∈ [1, φ(ab)]. In case (α), both v′ and
va are in [φ(a), φ(ab)], and we denote by (α1) the case where they appear
on the segment in order (φ(a), v′, va, φ(ab)), and by (α2) the case when they
appear in the order (φ(a), va, v
′, φ(ab)).
In case (β), v′ is on [1, φ(ab)], and we make a dichotomy on the position
of va. If there is v
′
a in [1, φ(a)] within a distance at most 2η
′ of va, we say
we are in case (β2)). Otherwise, we are in case (β1).
We now treat case (α). One has d(h, φ(a)h) ≤ 2η′ + d(v, va) ≤ 2η
′ +
d(v′, va) + δ.
In the case α1, on the segment [φ(a), φ(ab)] we have
d(va, v
′) = d(φ(a), φ(ab))− d(φ(a), v′))− d(φ(ab), va).
By the requirement in Definition 9.4 that quasi-prefix and quasi-suffix
are disjoint, and since d(1, h ≥ ρ, we have that d(φ(ab), va) ≥ ρ−2η
′, in such
a way that d(va, v
′) ≤ d(φ(a), φ(ab))− ρ+ 2η′, and d(h, φ(a)h) ≤ 4η′ + δ − ρ+
d(φ(a), φ(ab)). Since ρ was chosen larger than 20(ǫ + η + 10δ) > 4η′ + δ, one
has d(1, h−1φ(a)h) < d(1, φ(b)).
Case (α2) is similar, d(va, v
′) = d(φ(a), φ(ab))−d(φ(a), va))−d(φ(ab), v
′),
and we use d(φ(a), va) ≥ d(φ(a), h)− η
′ ≥ ρ− η′ to get d(h, φ(a)h) ≤ 3η′+ δ−
ρ+ d(φ(a), φ(ab)). Once again d(1, h−1φ(a)h) < d(1, φ(b)).
In case (β1), since va is at distance greater than 2η
′ from [1, φ(a)],
φ(a)h is at distance greater than η′ from [1, φ(a)], and by Lemma 9.16, no
representative in L of φ(a−1) has h as quasi prefix. Therefore φ(a−1) in case
α1 or α2. Hence we also get that d(1, h
−1φ(a)h) < d(1, φ(b)).
Let us now consider case (β2): both v
′ and v′a are on [1, φ(a)]. We have
d(h, φ(a)h) ≤ 2η′ + d(v, va) ≤ 4η
′ + d(v′, v′a) + δ.
If the vertices are in order (1, v′, v′a, φ(a)) on the segment [1, φ(a)], then
d(1, φ(a)) ≥ d(1, v′) + d(v′, v′a) ≥ d(1, h)− η
′ − δ + d(v′, v′a).
Hence, we get d(h, φ(a)h) ≤ 5η′+2δ−ρ+d(1, φ(a)). Since ρ ≥ 20(ǫ+η+10δ) >
5η′ + 2δ, we find d(1, h−1φ(a)h) < d(1, φ(a)).
Finally, if the vertices are in order (1, v′k, v
′, φ(a)) on the segment [1, φ(a)],
one can bound d(v′, v′a) ≤ 2η
′+100δ. This yields d(h, φ(a)h) ≤ 6η′+101δ. Now
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d(1, φ(b)) ≥ ρ− η′. Since ρ > 20(ǫ+ η + 10δ) > 7η′ + 101δ, one gets the result
d(1, h−1φ(a)h) < d(1, φ(a)).
This finishes the proof in all the cases. ⊓⊔
Corollary 9.20. — For all conjugacy class of compatible monomorphism
H1 → H2, any acceptable lift of a homomorphism minimizing the quantity Q
in its class, satisfies Ω.
This, with Corollary 9.14, ends the proof of Proposition 4.7.
10. JSJ decompositions
In this subsection we investigate splittings of toral relatively hyperbolic
groups. The main purpose of this subsection is to prove Theorem 6.2, which
describes a splitting of toral relatively hyperbolic groups which is canonical
enough for our needs. For more information on JSJ decompositions, see [57],
[27] or [31].
The following three operations may be performed on a graph of groups
to recover a graph of groups with an isomorphic fundamental group:
1: Conjugation: Conjugate the entire graph of groups by some fixed w.
2: Sliding: The operation of sliding is a move corresponding to the re-
lation
(A ∗C1 B) ∗C2 D
∼= (A ∗C1 D) ∗C2 B,
if C1 ⊆ C2 (as subgroups of A).
3: Modifying boundary monomorphisms by conjugation: Suppose H =
A∗C = 〈A, t | tα(c)t
−1 = ω(c), c ∈ C〉. For an element a ∈ A, let τa ∈ Aut(A)
be conjugation by a and replace α : C → A by τa ◦α, and replace t by ta
−1.
For an amalgamated free product, H = A∗CB, and a ∈ A, replace β : C → B
by τa ◦ β and replace B by aBa
−1.
These three moves define an equivalence relation between graphs of
groups, and any two primary JSJ decompositions will be equivalent under
this relation (see Theorem 6.2 below).
Lemma 10.1. — [36, Lemma 2.4] Let Γ be a toral relatively hyperbolic
group. Then all maximal abelian subgroups of Γ are malnormal. Each abelian
subgroup of Γ is contained in a unique maximal abelian subgroup.
Given Lemma 10.1, the proof of the following lemma is identical to that
of [63, Lemma 2.1] (and to the omitted proof of Lemma 5.7 above).
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Lemma 10.2. — Let Γ be a toral relatively hyperbolic group, let M be
a noncyclic maximal abelian subgroup of Γ and let A be an abelian subgroup
of Γ . Then
1. If Γ = U ∗A V then M can be conjugated into either U or V ; and
2. If Γ = U∗A then either M can be conjugated into U , or M can
be conjugated to M ′ and Γ = U ∗A M
′.
Using this lemma, if we have a splitting Γ = U∗A where A is a sub-
group of a non-elliptic maximal abelian subgroup M , we can convert it into
the amalgamated free product Γ = U ∗AM
′. Thus we consider only splittings
in which every noncyclic abelian subgroup of Γ is elliptic.
It is also worth remarking that we know (by [37, Lemma 2.2], for ex-
ample) that all abelian subgroups of toral relatively hyperbolic groups are
finitely generated. Since maximal abelian subgroups of a toral relatively hy-
perbolic group are malnormal, and since we are only considering primary
splittings, there will not be two abelian vertex groups in any of our split-
tings which are adjacent.
Recall the definition of an unfolded splitting from Definition 3.29. We
need an analog of [57, Theorem 6.1] to see that there is not an infinite
sequence of unfoldings of abelian splittings of a in which all noncyclic abelian
edge groups are elliptic. In order to make this proof work verbatim, we need
the splittings to be acylindrical.
Definition 10.3. — [61] A splitting of a group H is called k-acylindrical
if for every element h ∈ H r {1}, the fixed set of h in the Bass-Serre tree
has diameter at most k.
The proof of the following lemma from [63] also works in our setting.
Lemma 10.4 (cf. Lemma 2.3, [63]). — Let Γ be a toral relatively hy-
perbolic group. A splitting of Γ in which all edge groups are abelian and all
noncyclic abelian groups are elliptic can be modified (by modifying boundary
monomorphisms by conjugations and sliding operations) to be 2-acylindrical.
Given Lemma 10.4, the following theorem is proved in exactly the same
way as [57, Theorem 6.1].
Theorem 10.5 (cf. Theorem 6.1, [57]). — Let Γ be a toral relatively
hyperbolic group. There is not an infinite sequence of unfoldings of abelian
splittings of Γ in which all noncyclic abelian subgroups are elliptic.
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Theorem 10.5 shows the existence of unfolded splittings.
We now describe the construction of the primary JSJ decomposition of
a toral relatively hyperbolic group, which encodes all of the primary split-
tings. This construction is entirely analogous to the construction for limit
groups in [63, §2].
Consider two elementary abelian splittings of a group Γ , where non-
cyclic abelian subgroups are elliptic in both splittings. Let the edge groups be
A1 and A2 and the associated Bass-Serre trees T1 and T2. The first splitting
is called elliptic in T2 if A1 fixes a point in T2, and is hyperbolic otherwise.
The two splittings are called elliptic–elliptic if A1 is elliptic in T2 and A2 is
elliptic in T1, elliptic–hyperbolic if A1 is elliptic in T2 and A2 is hyperbolic in
T1, and hyperbolic–hyperbolic if A1 is hyperbolic in T2 and A2 is hyperbolic
in T1.
The proof of [57, Theorem 2.1] applies in this setting to give the fol-
lowing result.
Theorem 10.6. — Suppose that Γ is a freely indecomposable toral rel-
atively hyperbolic group. Then any pair of elementary abelian splittings of Γ
in which all noncyclic abelian subgroups are elliptic is either elliptic–elliptic
or hyperbolic–hyperbolic.
Given Theorem 10.6, we can restrict our attention to hyperbolic–hyperbolic
and elliptic–elliptic splittings. Since noncyclic abelian subgroups are elliptic in
all the splittings which we consider, a pair of hyperbolic–hyperbolic splittings
must both have cyclic edge groups. Such a pair of splittings gives rise to a
quadratically hanging subgroup of Γ .
We now briefly recall the notions of quadratically hanging, EMQH and
CEMQ subgroups from [57, §4]. Since all of our groups are torsion-free, we
restrict attention to surface groups, rather than the more general 2-orbifold
groups.
Definition 10.7. — [57, Definition 4.3, p.69] A subgroup Q of G is
called quadratically hanging (QH) if G admits a cyclic splitting in which Q
is a vertex group, all edge groups are cyclic puncture subgroups of Q, and
Q admits one of the following presentations:
〈p1, . . . , pm, a1, . . . , ag, b1, . . . , bg |
∏m
k=1 pk
∏g
j=1[aj , bj ]〉,
〈p1, . . . , pm, v1, . . . , vg |
∏m
k=1 pk
∏g
j=1 v
2
j 〉.
A socket subgroup is a subgroup obtained from a QH group by adding
all maximal roots of the punctures. They admit standard presentations:
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〈q1, . . . , qm, a1, . . . , ag, b1, . . . , bg |
∏m
k=1 q
nk
k
∏g
j=1[aj , bj]〉,
〈q1, . . . , qm, v1, . . . , vg |
∏m
k=1 q
nk
k
∏g
j=1 v
2
j 〉.
Denote the splitting of G corresponding to Q by ΛQ, and the surface with
fundamental group Q by SQ.
Definition 10.8. — [57, §4] A s.c.c. l ⊂ SQ which is not boundary
parallel, not the core of a Mo¨bius band in SQ and not null-homotopic is
called a weakly essential s.c.c. If furthermore l is such that no connected
component of SQ r l is a Mo¨bius band then we call l an essential s.c.c..
We always assume that the surface SQ associated to a quadratically
hanging subgroup has negative Euler characteristic and contains a pair of
intersecting weakly essential s.c.c.
Definition 10.9. — [57, Definition 4.4, p.70] An essential maximal quadrat-
ically hanging (EMQH) subgroup is a quadratically hanging subgroup Q < G
so that for every essential cyclic splitting of G = A ∗C B (or G = A∗C), ei-
ther (i) Q is conjugate to a subgroup of A or B; or (ii) the edge group C
can be conjugated in Q. In case (ii) the given splitting of G is assumed to
be inherited from the one corresponding to Q obtained by splitting over an
element corresponding to an essential s.c.c. on SQ.
We now recall the essential quadratic decomposition of a f.g. group G.
(The torsion-free assumption in the next theorems is merely so that we can
restrict our attention to surface groups, and is not important.)
Theorem 10.10. — [57, Theorem 4.18, pp.83-84] Let G be a one-ended
torsion-free finitely generated group which is not a surface group, and let
G = A1 ∗C1B1 (or G = A1∗C1), . . ., G = Ap ∗CpBp (or G = Ap∗Cp) be essential
cyclic splittings of G. Suppose that there exists an integer q and a function
f : {1, . . . , q} → {1, . . . , p} which is surjective and so that for 1 ≤ i ≤ q − 1
the group Cf(i) is hyperbolic in the cyclic splitting along Cf(i+1), and so that
Cf(q) is hyperbolic in the splitting along Cf(1). Then there exists an EMQH
subgroup Q < G with the following properties:
(i) All the splittings along C1, . . . , Cp are obtained from ΛQ by cutting
the surface SQ along essential s.c.c. corresponding to conjugates of the
cyclic subgroups C1, . . . , Cp.
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(ii) If Q1 is an EMQH subgroup of G and each of the cyclic sub-
groups C1, . . . , Cp can be conjugated into Q1 then Q can be conjugated
into Q1 and the surface SQ is a subsurface of SQ1 .
Proposition 10.11. — [57, Proposition 4.20, p.86] With the notation and
assumptions above, let Q1 and Q2 be EMQH subgroups of G constructed
according to Theorem 10.10. Then either Q1 is conjugate to Q2 or Q1 is
elliptic in ΛQ2 and Q2 is elliptic in ΛQ1.
The EMQH subgroups constructed in Theorem 10.10 will be called canon-
ical essential maximal QH (CEMQ) subgroups of G.
Theorem 10.12. — [57, Theorem 4.21, p.87] Let G be a torsion-free
finitely generated group with one end which is not a surface group. There
exists a (canonical) reduced cyclic splitting of G, called the essential quadratic
decomposition of G, with the following properties:
(i) Every CEMQ subgroup of G is conjugate to a vertex group in
the essential quadratic decomposition. In particular, there are only finitely
many conjugacy classes of CEMQ subgroups. Every edge group is a cyclic
boundary subgroup of one of the CEMQ subgroups and every vertex with
a non-CEMQ vertex group is adjacent only to vertices stabilised by CEMQ
subgroups.
(ii) An essential cyclic splitting G = A ∗C B or G = A∗C which is hy-
perbolic in another essential elementary cyclic splitting is obtained from
the essential quadratic decomposition of G by cutting a surface corre-
sponding to a CEMQ of G along an essential s.c.c.
(iii) The edge group of any essential cyclic splitting G = A ∗C B or
G = A∗C can be conjugated into a vertex group of the essential quadratic
decomposition. In case it can be conjugated into a vertex group which is
not a CEMQ subgroup, the given elementary cyclic splitting is elliptic-
elliptic with respect to any other elementary essential cyclic splitting of
G.
(iv) The essential quadratic decomposition of G is unique up to slid-
ing, conjugation and modifying boundary morphisms by conjugation.
In general, the cyclic subgroups associated to the boundary components
of a CEMQ subgroup may not be maximal. Therefore, we need the following
notion, which is due to Sela (see [62, p.569]):
Definition 10.13. — Suppose that Γ is a toral relatively hyperbolic
group. A canonical socket subgroup of Γ is the subgroup obtained by adding
all maximal roots to the punctures of a CEMQ subgroup of Γ .
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Given the essential quadratic decomposition, we continue by construct-
ing the primary cyclic JSJ decomposition of Γ in two steps. First, turn
each CEMQ subgroup into a canonical socket group, by adding all roots
of the puncture elements. This makes the splitting essential, and primary.
Second, refine this splitting by considering essential cyclic splittings whose
edge groups are elliptic in the quadratic decomposition, and so that every
noncyclic abelian subgroup is elliptic. This refinement procedure terminates
by generalised accessibility.
From the primary cyclic JSJ decomposition, we construct the primary
JSJ decomposition of Γ by refining the non-QH and non-abelian vertex groups
in the primary cyclic JSJ decomposition, by considering non-cyclic abelian
decompositions of Γ in which all noncyclic abelian subgroups are elliptic.
Once again, Bestvina and Feighn’s generalised accessibility guarantees that
this procedure terminates.
In general, the JSJ decomposition of a finitely presented group need
not be unique up to conjugacy, modifying boundary morphisms by conjuga-
tion and sliding (see [30]). However, the JSJ decomposition of a hyperbolic
group is unique up to such moves, see [62, Theorem 1.7]. The proof from
[62] applies directly in this case. Thus the primary JSJ decomposition of Γ
is unique up to conjugation, modifying boundary morphisms by conjugation
and sliding.
In summary, we have the following
Theorem 6.2 [cf. Theorem 2.7, [63]; see also Theorem 7.1, [57]] Suppose
Γ is a freely indecomposable toral relatively hyperbolic group. There exists
a reduced unfolded splitting of Γ with abelian edge groups, which we call a
primary JSJ decomposition of Γ , satisfying the following:
1. Every canonical socket subgroup of Γ is conjugate to a vertex group in
the JSJ decomposition. Every QH subgroup of Γ can be conjugated into one
of the CEMQ subgroups of Λ. Every vertex group in the JSJ decomposition
which is not a socket subgroup of Γ is elliptic in any primary splitting of
Γ ;
2. A one edge primary splitting Γ = D ∗A E or Γ = D∗A which is
hyperbolic in another primary splitting is obtained from the primary JSJ
decomposition of Γ by cutting a surface corresponding to a CMQ subgroup
of Γ along an essential s.c.c;
3. Let Θ be a one edge primary splitting Γ = D ∗A E or Γ = D∗A,
which is elliptic with respect to any other one edge primary splitting of
Γ . Then Θ is obtained from the JSJ decomposition of Γ by a sequence of
collapsings, foldings and conjugations;
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4. If JSJ1 is another JSJ decomposition of Γ then JSJ1 is obtained from
the JSJ decomposition by a sequence of slidings, conjugations and modifying
boundary monomorphisms by conjugations.
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