We give a polynomial algorithm to compute shortest paths in weighted undirected graphs with no negative cycles (conservative graphs). We show that our procedure gives a simple algorithm to compute optimal T -joins (and consequently all of their special cases, including weighted matchings). We nally give a direct algorithmic proof for arbitrary weights of a theorem of Seb} o characterizing conservative graphs and optimal paths.
Conservative Graphs and T -joins
We propose an elementary and direct algorithm to nd a shortest path between two nodes of an undirected graph with no cycle of negative weight. This shortest path problem can be formulated as an optimal degree-constrained subgraph problem and can therefore be solved by matching techniques, see e.g. 4] . Indeed, e cient algorithms for the minimum T-join problem (we de ne this concept later) had already been given by Edmonds and Johnson in 1].
Our main result is a purely combinatorial algorithm that nds a minimum weight T-join, giving a strongly polynomial algorithmic proof of a theorem of Seb o 9]. This theorem characterizes undirected graphs with no cycles of negative weight, in terms of potentials. An algorithmic proof of this theorem is given in 7] , but that works only for unit weights. In Section 3, we provide an improved algorithm for unit weights, which is extended in Section 4 to a strongly polynomial algorithm for arbitrary rational weights.
We consider pairs (G; w) made up by an undirected multigraph G = (V; E) with n nodes and m edges, together with a weight function w = w(e); e 2 E. G may have loops or parallel edges. The weight w(F) of a set F of edges is P e2F w(e). For F E, let w F be de ned as w F (e) = ?w(e) when e 2 F and w F (e) = w(e) when e 2 EnF. It is immediate to see that for A; B E, we have that w A (B) = w(A B) ? w(A). Let T be an even subset of V . A T-join is a set of edges J E such that d J (v) is odd if and only if v 2 T, where d J (v) is the degree of node v in the graph (V; J). An Eulerian subgraph is an ;-join. ( Hence, an empty set of edges is an Eulerian subgraph). A T-join of minimum weight is said w-optimal (or optimal, when no confusion arises). Finally, (G; w) is conservative if it contains no cycle whose weight is negative (negative cycle). Mei Gu This follows by noting that the symmetric di erence of two T-joins is an Eulerian subgraph, hence the union of a (possibly empty) set of disjoint cycles, and conversely the symmetric di erence of a T-join and a cycle is again a T-join. This section describes Improve, a polynomial algorithm which takes as input:
A bipartite unit pair (G; w) and a clean family J vo = fJ vo;v : v 2 V g.
The output of Improve is one of the following:
(i) A check that (G; w) is conservative and J vo is optimal.
(ii) A negative cycle C of (G; w).
(iii) An acyclic fv o ; vg-join e J vo;v with w( e J vo;v ) < w(J vo;v ).
Improve can be employed to test conservativeness of bipartite unit pairs or to nd shortest paths in conservative bipartite unit pairs. Improve 
Finding Optimal T -joins
In this section, we show that a version of Improve for general weight functions can be used to compute an optimal T-join, and hence an optimal matching, in any pair (G; w).
We rst describe a strongly polynomial procedure, w-Improve, which takes as input:
A pair (G; w), where w is rational (hence integral). A clean family J vo .
and whose output is one of the following:
(ii) A negative cycle C of (G; w). 
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Schulz, Weismantel and Ziegler 6] show that if we can nd in strongly polynomial time a "better" solution of a 0=1-integer program, then we can solve such a program in strongly polynomial time, provided an initial solution is available. So we can derive from w-Improve a strongly polynomial algorithm to compute optimal fu; vg-joins in conservative pairs.
We now show that if we can nd optimal fu; vg-joins in conservative pairs then we can nd optimal T-joins in any conservative pair:
Remark 4.4 Let T = fu 1 ; v 1 ; : : : ; u k ; v k g, k 2 be an even subset of nodes in a conservative pair (G; w). For i = 1; : : : ; k let J i be an optimal fu i ; v i g-join in the pair (G; w J 1 ::: J i?1 ) (J 0 = ;). Then for i = 1; : : : ; k the pair (G; w J 1 ::: J i ) is conservative. In particular J = J 1 J 2 : : : J k is an optimal T-join in (G; w).
To conclude, the following well known fact, see e.g. 5], shows that in computing an optimal T-join for a pair (G; w), w can always be assumed non-negative, hence (G; w) conservative:
Given a set of edges F E we de ne T F = fv 2 V : d F (v) is oddg, i.e. T F is the set of nodes such that F is a T F -join. Theorem 4.5 Given a pair (G; w) let T be any even subset of V and F be any subset of E.
Then a subset J of E is a w-optimal T-join if and only if J F is a w F -optimal (T T F )-join. Proof: Note rst that J is a T-join if and only if J F is a (T T F )-join. By Theorem 1.1 J is w-optimal if and only if (G; w J ) = (G; (w F ) F J ) is conservative. This happens if and only if J F is w F -optimal. 2 Corollary 4.6 Given a pair (G; w) and an even subset T of V , let E ? = fe 2 E : w(e) < 0g.
If J is an optimal (T T E ? )-join in (G; w E ? ) then J E ? is an optimal T-join in (G; w). Note that w E ? 0.
A Theorem of Seb} o
In this section, we use algorithm Improve to prove a characterization, due to A. 
