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Abstract. Zika and Dengue are viral diseases transmitted by infected
mosquitoes (Aedes aegypti) found in warm, humid environments. Mining
data from social networks helps to find locations with highest density of
reported cases. Differently from approaches that analyze text from so-
cial networks, we present a new strategy analyzing Instagram images. We
use two customized Deep Neural Networks. The first detects objects com-
monly used for mosquito reproduction with 85% precision. The second
differentiates mosquitoes as Culex or Aedes aegypti with 82.5% accu-
racy. Results indicate that both networks can improve the effectiveness
of current social network mining strategies such as the VazaZika project.
Keywords: Deep Neural Networks, Zika, Aedes aegypti, Social Net-
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1 Introduction
Zika has become a big problem for health organizations. Among worst disease im-
plications, we highlight microcephaly [12] in newborns of contaminated mothers.
Transmitted by the Aedes aegypti mosquito, reported contaminations of Zika are
mainly present in countries with warm and humid weather. To pinpoint Aedes
aegypti breeding sites, one mines data from social networks. Based on user’s
posts, authorities may retrieve information such as the number of reported cases
and their location. VazaZika3 [11] is a platform where users may report cases,
resulting in a geographical map containing inferred mosquitoes concentration.
We use pictures from Instagram and two Deep Neural Networks. One detects
objects commonly used by mosquitoes for egg deposition (tires, bottles and jars).
The other classifies whether a mosquito is a Culex (common) or Aedes aegypti
(vector of Zika and other diseases). We argue that our solution, attached to
the VazaZika platform, improves the effectiveness of health agencies actions by
3 http://vazadengue.inf.puc-rio.br/
pinpointing relevant loci. To the extent of our knowledge, no work with this
purpose has been presented so far.
We aim at answering the following Research Questions: (RQ1): How effective
is our deep learning model for detecting objects associated with mosquito pro-
liferation? (RQ2): How accurate is our mosquito classification model? (RQ3):
What is the classification performance when applied to pictures from Instagram?
Our contribution is twofold. First, we collected and annotated an image
database comprising: (1) Culex and Aedes aegypti mosquitoes and; (2) tires,
empty bottles and plant pots – common mosquito breeding sites. Second, we
trained deep models which performed well when tested on pictures from Insta-
gram.
2 Related work
Hay et al. [7] used sophisticated airborne and satellite-sensor technology, often
unavailable alternatives to poor nations due to high costs. Wang et al. [16] used
feature extraction and classification of high resolution close-up images, differently
from our approach which deals with uncontrolled images. Jahangir et al. [1]
studied insect’s characteristics for species classification. Fuchida et al., classified
insects as whether mosquito or another bug [5]. Their approach differs from ours
since we classify a mosquito between two genera: Aedes and Culex. SVM was
also used in [4] to classify species and genus of fruit flies and mosquitoes using
only images of their wings. In [8] authors generate a Wavelet representation
of mosquitoe’s sounds, passing it as input to a Convolutional Neural Network
(CNN) classifier. Authors in [14] propose a novel method based on CNN for
mosquito larva classification, using Alexnet architecture for the deep model.
Dong et al. [2] evaluated Deep Convolutional Neural Network to identify cells
infected with malaria. Mehra et al. [10] collected data from multiples sources,
combining RGB and thermal images in order to detect the presence of water
puddles through an ensemble of Bayesian. Neural networks have also been used
for object detection tasks, for example, detecting vehicle [9], pedestrians [6] and
faces [15].
We emphasize that, to the extent of our knowledge, no work has been pre-
sented so far with the specific goal of using Deep Learning to analyze images from
social networks to fight proliferation of mosquito transmitted diseases. Therefore,
we present no quantitative comparison with previous works.
3 Methodology
From ImageNet4 and Google Images, we firstly gathered pictures using the fol-
lowing keywords: (i) aedes aegypti; (ii) culex; (iii) soda bottle; (iv) car
tire5; (v) flowerpot. Secondly, we collected mosquito pictures from Instagram
in order to test the classification model and obtain real performance metrics.
4 www.image-net.org
5 Particularly suited to mosquitoes for providing black camouflage.
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Fig. 1. Dataset samples. (a) Bottles, recipient and tires. (b) True-positive (green),
false-positive (red) and ground-truth (blue). (c) Aedes. (d) Culex.
For the object detection dataset (Fig. 1-(a)), we used 170 images with tires,
167 with bottles and 182 with flower pots (85% of them for training and 15%
for testing). We used TensorFlow Object Detection API with the Faster RCNN
Resnet [13] model and following augmentation options: (i) random horizontal
flip; (ii) random vertical flip; (iii) random 90 deg rotation.
The accuracy metric is the Intersection Over Union (IOU) (PASCAL Visual
Object Classes Challenge 2007 [3]). For each training step, we evaluated: Average
Precision per class AP and Mean Average Precision mAP for all classes. IOU
ratio for each bounding box (BB) must exceed a threshold of 0.5 to be considered
a “true positive”, meaning a “false positive” otherwise. Fig. 1-(b) shows an
example of a true and a false positive.
We also gathered 226 images of Aedes and 322 Culex (Fig. 1-(c) and (d), re-
spectivelly). All images were thoroughly verified by experts from local authority
in Zoonoses Control Center (ZCC). We also used data augmentation: Random
scaling, Rotation in 3 directions (90◦, 180◦ and 270◦) and random flip (horizontal
and vertical). The final dataset is based on 80 original images for testing (15% of
total) and was increased to 3804 by data augmentation. Finally, we collected 60
pictures of mosquitoes from Instagram to test the trained model, as presented
in Fig. 2.
(a) (b)
Fig. 2. Example images belonging to (a) Aedes class, and (b) Culex category posted
on Instagram.
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Fig. 3. Average Precision per step index.
4 Results
RQ1. Average detection Precision (AP) is presented in Fig. 3. On the best
checkpoint, APs achieved 99%, 84% and 73%, for bottle, flowerpot and tire,
respectively (Mean Average Precision, mAP = 85%).
RQ2. We proposed the following model: (i) Input image is resized to 225×
225. (ii) Rectifier Linear Units is used as activation function. (iii) Training batch
with a size of 32. (iv) 6-fold cross-validation. (v) Random drop-out was used as
an attempt to reduce overfitting and improve the network robustness to unseen
data. This topology provided a training accuracy of 82.5%.
RQ3. Finally, the model trained over the mosquito dataset was tested on
pictures collected from Instagram. Since users do not often post mosquito pho-
tographs, it was difficult to gather many images (we found 78 images, but 18
of them were present in our training dataset and were excluded). Hence, we ap-
plied the classification model onto 60 images and the results are shown in Fig. 4
(Receiver Operating Characteristic curve and Confusion Matrix).
5 Discussion
Results are shown in Fig. 3. Class “bottle” performs best (99%) since pictures
were reasonably well behaved, with few or no occlusions at all. The “flowerpot”
class, presenting many images with partial occlusion caused by leaves, flowers and
garden utilities, followed with 84% precision. “Tires” presented worst precision
(73%) likely due to the large variety of positions (often with big stocks of tires)
and occlusion. Model performed satisfactorily overall, achieving a mAP of 85%.
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Fig. 4. Results from applying the mosquito classification model to real images collected
from Instagram. (a) Receiver Operating Characteristic curve showing an Area Under
Curve of 0.77 . (b) Confusion matrix.
For the classification problem, a Deep Convolutional Neural Network is ca-
pable of achieving good training results (82.5%) on a challenging dataset using
only supervised learning. Testing the model on very few images (60) collected
from Instagram provided 73.33% classification accuracy. This reduction might
be expected due to the small amount of training and test image (low generaliza-
tion capabilities of the network) and due to the variety (scale and rotation) of
images in the test set (cf. Fig. 2). In some images the mosquito is very small and
sometimes squashed dead. A more comprehensive analysis is to be pursued by
using more pictures. Testing different network topologies (auto-encoders) might
improve results.
6 Conclusion
We presented two Deep Learning Models aimed at processing images and ex-
tracting information associated with mosquito activity. To train the models we
collected many images from Google Images and Image-Net. Even tough no direct
comparison is possible with previous works, training performances were high for
both models (85% for detection and 82.5% for classification) and we tested the
classification model on real pictures posted on Instagram (73% accuracy). More
comprehensive experiments are being executed using the VazaZika platform and
results will be eventually reported.
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