Abstract. Non-autonomous parabolic equations are discussed. The periodic case is considered first and an estimate for the principal periodic-parabolic eigenvalue is obtained by relating the original problem to the elliptic one obtained by time-averaging. It is then shown that an analogous bound may be obtained for the principal spectrum point in the almost periodic case. These results have applications to the stability of nonlinear systems and hence, for example, to permanence for biological systems.
Introduction
We shall examine a class of time-dependent parabolic problems. In order to clarify the purpose of the analysis, we discuss first a relatively simple case with time periodicity (see [9] ). The basic question concerns the principal eigenvalue (p.e.v.) for the partial differential equation −ω∂ t v + µ∆v + h(x, t)v = λv, (1.1) where ∆ is the Laplacian, ω is the frequency and h(x, ·) has period unity. Here the domain Ω is bounded and suitable boundary conditions are imposed on v at ∂Ω, the boundary of Ω (the details are given in section 2). The p.e.v. is the unique eigenvalue of equation (1.1) corresponding to non-negative v. The problem is important from the point of view of applications. The most obvious of these is to extend the analysis of stability for reaction-diffusion equations from the class of autonomous equations, which have been much studied, to periodic problems, which are more realistic in some contexts, for example in biological applications. In particular, the sign of λ determines the stability of the origin, and hence whether or not persistence (that is, the long-time survival of the species) holds for the scalar problem ω∂ t z = zm(x, t, z) + µ∆z, (1.2) where h(x, t) = m(x, t, 0). This is discussed at length in [9] and applications to systems are covered in [2] . The importance of eigenvalue estimates for the autonomous problem corresponding to equation (1.1) is well known and there has been considerable research directed towards this problem both theoretically and numerically. A key point is that the operator is formally self-adjoint and powerful variational techniques are available. Of course equation (1.1) is not self-adjoint and this rules out one of the main approaches. Estimates for λ are available under certain assumptions, e.g. µ small, but the theory (see [9] ) is much less developed. We present in section 2 a general estimate, with the Laplacian replaced by an arbitrary (not necessarily self-adjoint) elliptic operator, which appears to be new; this is that λ ≥ λ * where λ * is the p.e.v. for the corresponding problem for the time average of h. This has a surprising implication: the addition of temporal variation (with time average zero at every spatial point) tends to destabilise an equilibrium under all circumstances. For the biological problem this means that spatio-temporal variation always favours persistence (in the above sense).
In section 3 we generalise (1.1) in a different direction by examining the case when h(x, ·) is almost periodic. Here λ must be interpreted as the principal spectrum point (or upper Lyapunov exponent), which is defined in detail later. Almostperiodic time variation is also of interest in the biological context, (see [3] for ordinary differential equation models and [14] for a model involving partial differential equations). The result is clearly analogous to that for the previous case; the Lyapunov exponent satisfies λ ≥ λ * and again time variation favours persistence.
A bound for the principal eigenvalue in the periodic case
The assumptions we shall make are similar to those in [9] with small adjustments. The most important change is in the sign of the eigenvalue, which is here chosen to fit in with the natural notation of the next section. Let 
(C4) We may assume that a i j = a j i (x ∈Ω) without loss of generality. Suppose also that −L is uniformly elliptic, that is, there exists δ > 0 such that
Define the time average for h :Ω × R → R as follows: We need a simple preliminary result.
Lemma 2.2. With
The result follows from Schwarz's inequality.
Proof of Theorem 2.1. Let
For boundary conditions (C2)(b) this definition is valid for x ∈Ω. For (C2)(a), suppose (2.5) holds for x ∈ Ω and extend w toΩ by defining it to be zero on ∂Ω. Differentiation of (2.5) gives
Multiplication of each equation by a i j , summation over j and differentiation with respect to x i yields the relation
The first term of this equation may be expressed in terms of v by using (2.6). Now sum over i and rearrange to obtain
From periodicity, the first term on the right-hand side is zero. Thus, using (2.6) again and rearranging, we obtain
We note for future reference that strict inequality holds for some x unless, for each i and
From (2.1), zero is the principal eigenvalue of the operator L +ĥ − λ * . It follows (see [1] , Proof of Theorem 4.3 and Theorem 3.2 for example) that zero is also the principal eigenvalue of the adjoint operator with corresponding eigenfunction u , say, which is also strictly positive in Ω. 
Clearly this holds if H(x, t) is a function of t only, say g, where we recall the definition h(x, t) =ĥ(x) + H(x, t).
To see this one only needs to substitute
2) and use equation (2.1). On the other hand, it was noted above that strict inequality holds in (2.7) for some x (and hence λ < λ * by a minor amendment of the argument in the last paragraph) unless for each i and
Then ∇ ln v = F and ∇∂ ln v/∂t = 0. Thus v = X(x)T (t) for some smooth X, T (where X is positive and T is periodic and positive). From equation (2.2), for all x ∈ Ω and t ∈ R
Therefore h is of the form asserted.
3.
A bound for the principal spectrum point in the almost periodic case
In this section, we consider the spectrum of the almost periodic parabolic prob-
where Ω satisfies (C1), Bv = 0 denotes one of the boundary conditions (C2) (a) or (b), and h ∈ C θ,θ/2 (Ω × R) and is uniformly almost periodic in t. To do so, we first give a brief review of the basic theory of almost periodic functions and construct a skew-product semiflow associated with (3.1). Then we introduce the definition of the dynamic spectrum and present the continuous separation property of (3.1). Finally we provide a bound for the principal spectrum point of (3.1) (Theorem 3.14).
It should be pointed out that, as in the previous section, the results in this section also hold when the Laplacian in (3.1) is replaced by an arbitrary elliptic operator. But for simplicity in notation, we consider the relatively simple equation (3.1) only. It should also be pointed out that if h is actually periodic, then Theorem 3.14 implies Theorem 2.1, but Theorem 2.1 can be proved directly as is done. 
1) A function f ∈ C(R, R
m ) is said to be almost periodic if for any > 0, the set
where | · | is the usual Euclidean norm in R m . For further discussion see [6] .
is said to be uniformly almost periodic in t if f is almost periodic in t for each x ∈ D, and for any compact set E ⊂ D, f is uniformly continuous on E × R. 
1) Let f ∈ C(R, R) be almost periodic. Then lim
T →∞ 1 T T 0
g(t)dt exists and is independent of g ∈ H(f
be a family of uniformly almost periodic functions in t and lim k f k (x, t) = f 0 (x, t) uniformly for t ∈ R and x in compact subsets of D. Then f 0 (x, t) is uniformly almost periodic in t.
Proof. See [6] .
Skew-product semiflow. Consider (3.1). Let
for some ν with 1 < ν < 2, where D = {v ∈ H 2,p (Ω)|Bv = 0 on ∂Ω} (see [8] ). Let · be the norm of X. Then (3.1) generates a skew-product semiflow:
Note that Int X + = ∅. Hence X + defines a strong ordering on X as follows:
Lemma 3.3. The skew-product semiflow {Π
Proof. This follows from the strong maximum principle for parabolic equations ( [7] ).
Dynamic spectrum and Lyapunov exponent. For given
We say that Φ σ (t, k)v 0 has a negative continuation if the solution v(·, t; v 0 , k) of (3.3) has a backward extension for all t < 0. Define (3.5) and sup
For a given operator P : X → X, let R(P ) denote the range of P .
Definition 3.4.
Given σ ∈ R, the linear skew-product semiflow (3.4) is said to have an exponential dichotomy (ED) if there exist β > 0, C > 0, and continuous projections P (k) : X → X (k ∈ H(h)) such that for any k ∈ H(h) the following holds:
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Definition 3.5. Given σ ∈ R, (3.4) is said to be weakly hyperbolic if
Definition 3.6. The set Σ = {σ ∈ R : (3.4) admits no ED} is called the Sacker-Sell or the dynamic spectrum of (3.2) or (3.1).
Lemma 3.7. Given σ ∈ R, (3.4) admits ED if and only if it is weakly hyperbolic.
Proof. See [12] .
Lemma 3.8. Σ has one of the following forms: Proof. See [4] or [10] .
is called the upper Lyapunov exponent of (3.2) or (3.1).
Lemma 3.10. sup Σ = λ.
Proof. See [13] .
We remark that if Σ is of form 2) or 4) in Lemma 3.8, then by invariant manifold theory ( [5] ) the spectrum interval [a 1 , b 1 ] determines the stability of the zero solution of (3.1). We may call [a 1 , b 1 ] the principal spectrum interval (principal spectrum point if a 1 = b 1 ) of (3.1). If h is actually periodic (h(x, t + T ) = h(x, t)), then Σ is of form 2) in Lemma 3.8 and a i = b i for each i = 1, 2, · · · . Moreover, λ = a 1 is the principal eigenvalue of the periodic parabolic equation
We shall prove that in the almost periodic case Σ is of form 2) or 4) in Lemma 3.8, and a 1 = b 1 (Theorem 3.14).
Continuous separation.
Definition 3.11. The skew-product semiflow (3.2) is said to admit a continuous separation if there are subspaces {X 1 (k)} k∈H(h) , {X 2 (k)} k∈H(h) with the following properties:
there are M > 0 and δ > 0 such that for any k ∈ H(h) and w ∈ X 2 (k) with w = 1,
Note that intuitively, a continuous separation of (3.2) means that for any k ∈ H(h), there is a time dependent split of X, X = X 1 (k · t) ⊕ X 2 (k · t), which is invariant (Definition 3.11 4)) and exponentially separated (Definition 3.11 5)) under (3.3). Moreover, X 1 is spanned by a positive vector (Definition 3.11 2)) and X 2 does not contain a positive vector (Definition 3.11 3)). It then implies that the stability of the zero solution of (3.1) is determined by the 'one dimensional flow' Π t : Proof. See [11] or [13] .
andṽ(k) =ṽ(·, 0; k). We have Lemma 3.13. For any k ∈ H(h), the following holds:
Proof. 1) Note thatṽ(x, t; k) can also be expressed as
1) follows from the differentiability of v(x, t; v(k), k) and v(·, t; v(k)
are uniformly almost periodic in t. Henceṽ(x, t; k) and ∇ṽ(x, t; k) are uniformly almost periodic in t for x ∈Ω.
3) Similarly, it is clear that ∆ṽ(x, t; k) ∈ C(Ω × R, R). Let By 2),k(t, k) is almost periodic in t and hence is bounded. By (3.10) and (3.11),
x, t; k) = µ∆ṽ(x, t; k) + k(x, t)ṽ(x, t; k) −k(t, k)ṽ(x, t; k). (3.13)
Then by a priori estimates for parabolic equations and the boundedness ofṽ(·, t; k), lim h→0ṽ xi (x + he j , t; k) −ṽ xi (x, t; k) h =ṽ xixj (x, t; k) uniformly for t ∈ R and x in compact subset sets of Ω, where e j is jth unit vector of R n . By Lemma 3.2 and 2), ∆ṽ is uniformly almost periodic in t.
3.5.
A bound for the principal spectrum point. Consider (3.1) and its average companion    ∂ t u = µ∆u +ĥ(x)u (x ∈ Ω), Bu = 0 (x ∈ ∂Ω), (3.14) whereĥ(x) = lim t→∞ 1 t t 0 h(x, τ )dτ . Let Σ and λ be the spectrum and upper Lyapunov exponent of (3.2), respectively, and λ * be the principal eigenvalue of    µ∆u +ĥ(x)u = λ * u (x ∈ Ω), Bu = 0 (x ∈ ∂Ω). 
Observe that Φ(t, k)ṽ(k) = v(·, t;ṽ(k), k) = s(t, k)ṽ(·, t; k)
, where s(t, k) satisfies (3.11). By (3.12),k(t, k) is almost periodic in t and lim t→∞ 1 t t 0k
(τ, k)dτ
