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Abstract—School dropout is one of the major concerns of our 
society. Indeed, it is a complex phenomenon, resulting in economic 
and social losses, either to the individual, family or the community to 
which the person belongs. Academic difficulty and failure, poor 
attendance, retention, disengagement from school together with 
family and socio-economic reasons can lead to such occurrence.  In 
this work Logic Programming was used for knowledge representation 
and reasoning, letting the modeling of the universe of discourse in 
terms of defective data, information and knowledge. Artificial Neural 
Networks were used in order to evaluate potential situations of school 
dropout and the degree of confidence that one has on such a 
happening. 
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I. INTRODUCTION 
DUCATION is a powerful driver of development and one of 
the soundest instruments for reducing countries poverty. 
Although there has been great progress in the last decade, a 
large number of young people that finished their education did 
it without acquiring basic skills necessary for work and life. 
This is particularly detrimental when unemployment is high 
and labour markets are demanding more skills than ever 
before [1]. 
In the 21st century, in all developed countries, education of 
children and young people is recognized as one of the core 
values. However, school dropout numbers are much higher 
than would be desirable. According to data from the official 
statistics institute EU in 2012, Portugal had a dropout rate of 
20.8%. Spain, with 24.9%, and Malta, with 22.6%, these were 
the only European countries which that year showed the 
highest values. Despite the decline between 2005 and 2011 
(from 38.8% to 20.8%), this rate is still far from the national 
goal of a 10% dropout in secondary schools for 2020 [2]. 
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The reasons why young people have poor skills when they 
finish their school careers are many and diverse. Solving this 
problem requires detailed knowledge of the causes that lead to 
this situation. School dropout is one of those causes. It is a 
complex phenomenon, resulting in economic and social losses, 
either to the individual, family or the community to which the 
person belongs. If school dropout is large in a country or in a 
developed region, the consequences will be mainly damaging 
in terms of economic competitiveness and social 
environmental degradation [3]. 
Young people drop out of school for multiple reasons, and 
such decision rarely is a spur of the moment. Indeed, in large 
number of cases, young people drop out of school following a 
long process of disengagement and academic struggle. The 
factors behind the school dropout phenomenon can be grouped 
in four main generic groups, namely student related factors, 
family related factors, school related factors and community 
related factors [4], as illustrated in Fig. 1. 
With regard to student related factors, poor school 
performance is a strong indicator of dropping out of school. 
Indeed, low test scores, course failure, and grade retention 
have been found to be strongly associated with school dropout 
[4], [5]. The causes for this are multiple and complex. 
Sometimes students get involved with gangs, drugs, alcohol, 
get pregnant and commit crimes. Many have a poor school 
attitude and are frequently bored by school. They are 
disconnected to their families, school and life. They do not see 
the reasons why they need to go to school. They are not 
involved in school activities and have lack of self-esteem [4], 
[5]. 
 
 
 
Fig. 1 Causes behind of the school dropout phenomenon 
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Family related factors affecting heavily the school dropout 
situations. Students coming from families with low socio-
economic backgrounds, where there are many other children, 
older children often have to go to work or have to stay at home 
to take care of younger siblings. Frequently, in these families, 
parents have also a history of school dropout [4], [5]. 
The policies followed by the schools are important in the 
involvement of students in the educational project. High 
number of students per class and overloaded schedules can 
contribute to disinterest students. Problematic students need 
adequate guidance counselling and alternative curricula 
properly tailored. The characteristics of the community where 
the student lives and where the school is located can also 
contribute to school dropout. Many students live in places 
where education is not valued, where there is low demand for 
qualifications by employers and where drugs, gangs and 
violence abound [4], [5]. 
Solving problems related to dropout requires a proactive 
strategy able to take into account all these factors. Thus, the 
development of models to evaluate the risk of dropout may be 
a way to solve or minimize the problem. This work introduces 
a computational system to evaluate potential situations of 
school dropout centred on logic programming to knowledge 
representation and reasoning, complemented with a 
computational framework based on Artificial Neural 
Networks. 
II. QUALITY-OF-INFORMATION VERSUS DEGREE OF 
CONFIDENCE 
Due to the growing need to offer user support in decision 
making processes some studies have been presented [6], [7], 
related to the qualitative models and qualitative reasoning in 
Database Theory and in Artificial Intelligence research. With 
respect to the problem of knowledge representation and 
reasoning in Logic Programming (LP), a measure of the 
Quality-of-Information (QoI) of such programs has been 
object of some work with promising results [8], [9]. The QoI 
with respect to the extension of a predicate i will be given by a 
truth-value in the interval [0,1], i.e., if the information is 
known (positive) or false (negative) the QoI for the extension 
of predicatei is 1. For situations where the information is 
unknown, the QoI is given by: 
 
 (1) 
 
where N denotes the cardinality of the set of terms or clauses 
of the extension of predicatei that stand for the incompleteness 
under consideration. For situations where the extension of 
predicatei is unknown but can be taken from a set of values, 
the QoI is given by: 
  (2) 
 
where Card denotes the cardinality of the abducibles set for i, 
if the abducibles set is disjoint. If the abducibles set is not 
disjoint, the QoI is given by: 
 (3) 
 
where  is a card-combination subset, with Card elements. 
The next element of the model to be considered is the relative 
importance that a predicate assigns to each of its attributes 
under observation, i.e., , which stands for the relevance of 
attribute k in the extension of . It is also assumed that 
the weights of all the attribute predicates are normalized, i.e.: 
  (4) 
 
where ∀ denotes the universal quantifier. It is now possible to 
define a predicate’s scoring function  so that, for a value 
, defined in terms of the attributes of 
, one may have: 
  (5) 
 
It is now possible to engender all the possible scenarios of 
the universe of discourse, according to the information given 
in the logic programs that endorse the information depicted in 
Fig. 3, i.e., in terms of the extensions of the predicates 
General Characterization, Student Related Factors, Family 
Related Factors, School Related Factors Community Related 
Factors and School Dropout. 
It is now feasible to rewrite the extensions of the predicates 
referred to above, in terms of a set of possible scenarios 
according to productions of the type: 
  (6) 
 
and evaluate the Degree of Confidence (DoC) given by 
 which denotes one‘s confidence in a 
particular term of the extension o .To be more 
general, let us suppose that the Universe of Discourse is 
described by the extension of the predicates: 
  (7) 
 
Therefore, for a given scenarioi, one may have (where ⊥ 
denotes an argument value of the type unknown; the values of 
the others arguments stand for themselves): 
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The Degree of Confidence (DoC) is evaluated using the 
equation , as it is illustrated in Fig. 2. Here  
stands for the length of the arguments’ intervals, once normalized. 
Below, one has the expected representation of the universe 
of discourse, where all the predicates´arguments are nominal. 
They speak for one´s confidence that the unknown values of 
the arguments fit into the correspondent intervals referred to 
above. 
 
 
Fig. 2 Degree of Confidence evaluation 
 
  
III. KNOWLEDGE REPRESENTATION AND REASONING 
Many approaches for knowledge representation and 
reasoning have been proposed using the Logic Programming 
(LP) paradigm, namely in the area of Model Theory [10]–[12], 
and Proof Theory [13], [14]. We follow the proof theoretical 
approach and an extension to the LP language, to knowledge 
representation and reasoning. An Extended Logic Program 
(ELP) is a finite set of clauses in the form: 
  (8) 
  (9) 
 
where ? is a domain atom denoting falsity, the pi , qj , and p 
are classical ground literals, i.e., either positive atoms or atoms 
preceded by the classical negation sign ¬ [14]. Under this 
representation formalism, every program is associated with a 
set of abducibles [10] [12], given here in the form of exceptions 
to the extensions of the predicates that make the program. 
Once again, LP emerged as an attractive formalism for 
knowledge representation and reasoning tasks, introducing an 
efficient search mechanism for problem solving. Therefore, 
and in order to exemplify the applicability of our model, we 
will look at the relational database model, since it provides a 
basic framework that fits into our expectations [15], and is 
understood as the genesis of the LP approach to knowledge 
representation and reasoning. 
Consider, for instance, the scenario where a relational 
database is given in terms of the extensions of the relations or 
predicates depicted in Fig. 3, which stands for a situation 
where one has to manage information about school dropout. 
Under this scenario some incomplete data is also available. 
For instance, in General Characterization database the 
Household incomes for case 3 is unknown, while for example 
1 ranges in the interval [2800,3200]. 
The values of the Student, Family, School and Community 
Issues in School Dropout database are the sum of the 
respective values, ranging between [0,7], [0,11], [0,6] and 
[0,5] respectively. 
Now, we may consider the extensions of the relations given 
in Fig. 3 to populate the extension of the dropout predicate, 
given in the form: 
 
1st interaction: transition to continuous intervals
2nd interaction: normalization Ymax - YminY - Ymin
1
Interval 
Lenght∆l
1
0
DoC
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Fig. 3 An extension of the relational database model. In column Gender of School Dropout database, 0 (zero) and 1 (one) stand, respectively, 
for female and male. In column Schooling of Family Related Factors database, 0 (zero), 1 (one), 2 (two) and 3 (three) denote, respectively, 
university course, secondary education, primary education and illiterate. In the remaining columns of Student, Family, School and Community 
Related Factors 0 (zero) denotes absence/no and 1 (one) denotes presence/yes 
 
    
  
where 0 (zero) and 1 (one) denote, respectively, the truth-values 
false and true. It is now possible to give the extension of the 
predicate dropout, in the form: 
 
{ 
  
 
  
 
  
  
 
  
 
} 
 
In this program, the first clause denotes the closure of 
predicate dropout. The next clauses correspond to two terms 
taken from the extension of the dropout relation. It is now 
possible to have the arguments of the predicates extensions 
normalized to the interval [0, 1], in order to compute one's 
confidence that the nominal values of the arguments under 
considerations fit into the intervals depicted previously. One 
may have: 
 
{ 
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} 
 
The logic program referred to above, is now presented in 
the form: 
 
{ 
  
 
 
 
  
  
} 
 
where its terms make the training and test sets of the Artificial 
Neural Network given below (Fig. 4). 
IV. ARTIFICIAL NEURAL NETWORKS 
In [16]–[18] it is shown how Artificial Neural Networks 
(ANNs) could be successfully used to model data and capture 
complex relationships between inputs and outputs. ANNs 
simulate the structure of the human brain being populated by 
multiple layers of neurons. As an example, let us consider the 
third case presented in Fig. 3, where one may have a situation 
that may lead to school dropout, which is given in the form: 
 
{ 
  
 
 
 
 
 
 
 
 
 
  
 
 
 
  
 
 
 
 
  
} 
In Fig. 4 it is shown how the normalized values of the 
interval boundaries and their DoC values work as inputs to the 
ANN. The output translates the chance of a situation of school 
dropout to occur, and DoC the confidence that one has on such 
a happening. In addition, it also contributes to build a database 
of study cases that may be used to train and test the ANNs. 
V. CONCLUSIONS AND FUTURE WORK  
The anticipation of situations that lead to school dropout is 
a hard and complex task, which needs to consider many 
different conditions with intricate relations among them. 
These characteristics put this problem into the area of 
problems that may be tackled by AI based methodologies and 
techniques to problem solving. Despite that, little to no work 
has been done in that direction. This work presents the 
founding of a computational framework that uses powerful 
knowledge representation and reasoning techniques to set the 
structure of the information and the associate inference 
mechanisms. This representation is above everything else, 
very versatile and capable of covering every possible instance 
by considering incomplete, contradictory, and even unknown 
data. The main contribution of this work is to be understood in 
terms of the evaluation of the DoC, and the possibility to 
address the issue of incomplete information. Indeed, the new 
paradigm of knowledge representation and reasoning enables 
the use of the normalized values of the interval boundaries and 
their DoC values, as inputs to the ANN. The output translates 
the chance of school dropout and the degree of confidence that 
one has on such a happening. Future work may recommend 
that the same problem must be approached using other 
computational frameworks like Case Based Reasoning or 
Particle Swarm, just to name a few. 
 
 
Fig. 4 A possible Artificial Neural Network topology 
1st interaction: transition to continuous intervals
2nd interaction: normalization Ymax - YminY - Ymin
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