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Abstract
The theory of General Relativity was formulated by Albert Einstein and introduced a
set of equations: Einstein field equations. Since then, many exact solutions of these
equations have been found. An important result in the study of exact solutions to Ein-
stein equations is the classification of space-times according to the Weyl tensor (Petrov
classification) and the Ricci tensor. Such classifications help to group the set of solutions
that share some geometric properties. In this thesis, we review all the basic concepts in
differential geometry and tensor calculus, from the definition of smooth manifold to the
Riemann curvature tensor. Then we introduce the concept of Lorentz spaces and the
tetrad formalism, which is very useful in the field of exact solutions to Einstein equa-
tions. After that, the concept of bivector is introduced and some of their main properties
are analyzed. Using bivector formalism, we set the algebraic problem that derives in the
Petrov classification. Moreover, we study principal null directions, that allow to make an
analogous classification. Finally, we study the classification of second order symmetric
tensors. From this, we can classify space-times according to the energy tensor.
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Introduction
The theory of General Relativity was developed by Albert Einstein between 1907 and
1915. This theory was born from the necessity of having a relativistic approach to
gravitational interactions and thus, it became the next step in the theory of gravitation.
In order to establish a solid theory, the author had to use concepts of differential geometry
and tensor calculus.
Once the theory was formulated it underwent several validations and was contrasted
experimentally. The new formulation of gravitation could explain some observable ef-
fects that were unexplained by Newton’s gravitation theory, such as minute anomalies
in the orbits of Mercury. Moreover, the new theory was able to predict some phenomena
that was not discovered until then, like the bending of light beams when they go near a
field source (such effect was detected by Arthur Eddington, who organized an expedition
to observe a solar eclipse in 1919 in order to measure the deflection of the light by the
sun’s gravitational field). Other effects predicted by Einstein’s gravitation theory were
the gravitational time dilatation, the redshift of electromagnetic signals emitted by ele-
ments such as hydrogen or helium from stellar objects and the existence of gravitational
waves. Recently [Phys. Rev. Lett. 116, 061102. 2016] gravitational waves have been
successfully detected for first time by the LIGO program. Such gravitational waves were
produced by the coalescence of two black holes.
The breaking idea behind the General Relativity theory is that there is no such
force as gravity: there is only geometry. The space-time is described as a 4-dimensional
manifold with a metric and is a generalization of a Minkowski space-time which results
to have a flat geometry. Therefore, a space-time in which there are gravitational field
sources is not flat anymore according to Einstein and is considered a curved space.
Therefore, objects such as light of masses move accordingly to the curvature of the
space.
The culmination to General Relativity theory are the Einstein field equations, a set
of 10 coupled partial differential equations in terms of the metric tensor gab. These
equations are most commonly expressed in tensorial form and are expressed as
Rab − 1
2
Rgab + Λgab =
8piG
c4
Tab. (0.1)
The left side of the equation has all the necessary information about the geometry of
the space-time: the Ricci tensor, the scalar curvature and the metric. On the other side
ix
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of the equation there is the energy momentum tensor, which describes the distribution
of energy and mass along the space. Thus, a distribution of matter is responsible for
changes in the space geometry and at the same time, the very same geometry of the
space is the responsible of gravitational interactions.
Albert Einstein, after he formulated these equations, said that there would be very
difficult to find exact solutions for them. Even so, the first known exact solution was
found by Karl Schwarzschild one year later (1916). This solution represented the geom-
etry of the space-time of the outside of a static star with spherical symmetry in vacuum.
Later, Reissner (1916) and Nordstro¨m (1918) generalized the Schwazschild solution to
stars with electric charge and 45 years later, Roy P. Kerr (1963) found a solution for the
field equations with axial symmetry and stationary in vacuum.
From that moment, the theory has been being complemented with huge mathematical
background in geometry and tensor calculus in order to find more formal solutions to
Einstein equations. Symmetry groups of the equations have been studied exhaustively as
well as algebraically special space-times and many generation techniques to obtain new
solutions from known ones. All of this caused the discovery of lots of new solutions to the
field equations. Today, a hundred years after the formulation of the General Relativity
equations, there exists a great number of known exact solutions (most of them without
a physical meaning). A good compilation of exact solutions can be found at Kramer [12]
(which added a bunch of new exact solutions in its second edition, in 2003).
The study of Einstein spaces (space-times that are solution to the Einstein equa-
tions) and their properties is another important field of study in General Relativity. An
important result is the classification of the Riemann and Ricci tensors, both of them
essential elements in the geometry of the space. These classifications allow to group
solutions that share certain geometric properties. The classification of the Riemann
tensor (specifically, the Weyl tensor) was first given by Petrov [9] (1954) and has been
generalized to spaces of arbitrary dimension and metric. The classification of the Ricci
classifies space-times according to the energy-momentum tensor.
The aim of this project is to show in detail all the concepts and formalisms that are
used in General Relativity theory that lead to the previously mentioned classifications.
Usually, the basics and details are omitted in those publications that show the final
results and for this reason this Final Degree Project serves as a walk-through from the
basics to the results (in this case, the classifications).
The first chapter is a summary of all necessary concepts of differential geometry to
understand the origin of Lorentzian manifolds and the curvature of the space-time.The
purpose of this chapter is not to make a deep study on the subjects of geometry, but to
define the main concepts and show the most important results. At the beginning, the
definition of manifold is given and from there, a series of concepts and results such as
tangent space, tensor o metric are shown until the definition of the curvature tensors,
the most important objects in General Relativity.
xi
At the beginning of the second chapter, we introduce Lorentzian spaces, Lorentz met-
ric and also the tetrad formalism, a very useful choices of vector basis that are related
to the metric. We also introduce the Hodge operator and the Lorentz transformations.
Later we introduce the bivector formalism, which allows us to simplify the problem of
classifying the Weyl tensor. This tensor is defined in the same chapter as a trace-free
part of the Riemann curvature tensor. After showin some results regarding this ten-
sor, we proceed to formulate the algebraic problem that allows to classify it. Using the
bivector formalism, the Weyl tensor will be regarded as a linear map, and the classifica-
tion problem is finally reduced to an eigenvalue problem. Finally, another criterion for
classifying the Weyl tensor is given: the method of principal null directions. The latter
classification will be shown to be equivalent to the Petrov algebraic classification.
Lastly, in the third and final chapter, the full classification for second order symmetric
tensors (as the Ricci tensor) is given. Again, this classification is given by the eigenvalues
of the Ricci tensor regarded as a linear map and then we show that the algebraic type of
the Ricci tensor and the energy momentum tensor are the same. At last we take those
Einstein spaces that correspond to an electromagnetic field classify them. Finally, we
do the same with spaces that are modeled by a fluid.

Chapter 1
Differential Geometry
This chapter aims to be a summary of the basic concepts of differential geometry from
the definition of differentiable manifold to the concept of curvature and the curvature
tensors. General relativity is built on terms of differential geometry and tensor calculus
is the most common tool. First, the concept of smooth manifold will be introduced. On
this concept, we will define tangent vector and the tensor space of a manifold, a key
concept in geometry, as well as forms, element of the dual space of the tangent space. A
generlization of tensors and forms are the tensors, which are the basic objects in general
relativity and we will introduce some properties and operations that can be done with
them.
The structure of a manifold can be completed with a connection and a metric tensor.
From the Levi-Civita connection, which is strongly related to the metric, we define the
Riemann curvature tensor and from it, the Ricci tensor. The latter one appears in the
Einstein field equations and for this reason is why it is studied here.
The aim of this chapter is not to make an exhaustive study of all the differential
geometry, but to define the basic concepts and enunciate the most important results
that are important to understand the basics of general relativity. All the results shown
in this chapter can be found in [5] and [12].
1.1 Differentiable Manifolds
Manifolds are spaces that are locally homeomorphic to Rn and are the most basic struc-
ture in the study of differential geometry and general relativity. We start by defining
the concept in a topological way and then it will be possible to introduce the concept of
differentiable manifold.
Definition 1.1.1. A topological manifold M of dimension n is a topological space with
the following properties:
(i) M is Haussdorf: ∀p, q ∈M , p 6= q, ∃U, V neighborhoods of p, q such that U∩V = ∅.
1
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(ii) Any point p ∈ M has a neighborhood U that is homeomorphic to an open set of
Rn
(iii) The topology of M has a countable basis, i.e., M satisfies the second countability
axiom.
According to this definition, a manifold of dimension 0 must be a countable set
equipped with the discrete topology, and a manifold of dimension 2 is locally homeo-
morphic to an open set of R2. A sphere is a topological manifold of dimension 2, but a
cylinder is not, because it has what we will define as a boundary.
Definition 1.1.2. Let us consider the space
Hn =
{
(x1, . . . , xn) ∈ Rn|xn ≥ 0} .
A topological manifold with boundary is a Hausdorff topological space M with a countable
basis of open sets, such that ∀p ∈M , ∃V neighborhood of p that is homeomorphic to an
open subset of Hn \ ∂Hn or to an open subset of Hn, with p mapped to a point in ∂Hn
by the corresponding homeomorphism. In this case, p is said to be a boundary point.
The set of boundary points of M is ∂M and is a manifold of dimension (n− 1).
A manifold M is characterized as locally homeomorphic to an open subset of Rn. For
each open set U ⊂M there is a homeomorphism ϕ : U → ϕ(U) ⊂ Rn. Each pair (U,ϕ)
is called a coordinate system or chart. The inverse map ϕ−1 is called a parametrization of
M . When two neighborhoods of M overlap, we can define a coordinate change between
the two coordinate systems (Figure 1.1). In a differentiable manifold, these coordinate
changes are differentiable.
M
U VW
ϕ ψ
Rn Rn
ψ ◦ ϕ−1
ϕ ◦ ψ−1
Figure 1.1: Representation of a coordinate change
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Definition 1.1.3. An n-dimensional differentiable or smooth manifold M is a topolog-
ical manifold and a family of coordinate systems ϕα : Uα → Rn, with Uα ⊂ M such
that:
(i) All the neighborhoods Uα cover M , i.e.,
⋃
α
Uα = M .
(ii) All the coordinate change maps are C∞, i.e., let W = Uα ∩ Uβ, then:
Φ = ϕβ ◦ ϕ−1α : ϕα(W )→ ϕβ(W )
Φ−1 = ϕα ◦ ϕ−1β : ϕβ(W )→ ϕα(W )
are both C∞.
(iii) The family A = {(Uα, ϕα)} is maximal with respect to (i) and (ii). Any family
A{(Uα, ϕα)} that satisfies (i) and (ii) is called an atlas.
Now that differentiable manifolds have been defined, we can define functions on these
structures and require them to be differentiable. From now on, differentiable will denote
C∞-differentiability.
Definition 1.1.4. Let M and N be two differentiable manifolds of dimension m and n
respectively. A function f : M → N is said to be locally differentiable at p ∈M if there
are coordinate charts (U,ϕ) of M and (V, ψ) of N , with p ∈ U and f(U) ⊂ V such that
fˆ := ψ ◦ f ◦ ϕ−1 : ϕ(U) ⊂ Rm → Rn
is differentiable. The map fˆ is the local representation of f at p.
The function is said to be globally differentiable if it is locally differentiable for all
p ∈M .
A map f is said to be a diffeomorphism if it is bijective and its inverse is also differ-
entiable. Therefore, two manifolds are considered the same if they are diffeomorphic.
1.2 The tangent space
In this section we will define tangent vectors on a smooth manifold. The definition of
tangent vector on a smooth manifold is just a generalization of tangent vector on a
surface of Rn.
We start by defining tangent vector on a manifold.
Definition 1.2.1. Let c : (−, ) ⊂ R→ M be a differentiable curve on a manifold M .
Consider all the functions of C∞(p), f : M → R that are differentiable at c(0) = p. We
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say that the tangent vector to the curve c at p is the operator c˙(0) : C∞(p)→ R defined
by
c˙(0)(f) =
d(f ◦ c)
dt
(0).
A tangent vector to M at p is a tangent vector to some differentiable curve c in M such
that c(0) = p. The tangent space at p is the space of all tangent vectors at p and is
denoted by TpM .
The tangent vector c˙(0) evaluated at f represents the directional derivative of f
in the direction of c at p. We will denote the tangent vector c˙(0) as v. Since it is a
derivation, a tangent vector fulfills the following properties:
(i) v(f + h) = v(f) + v(h),
(ii) v(fh) = hv(f) + fv(h),
(iii) v(cf) = cv(f),
where f, h ∈ C∞(p) and c is a constant.
Given a map f ∈ C∞(p), its local representation is fˆ = f ◦ ϕ−1. The local represen-
tation of a curve c is cˆ = ϕ ◦ c = (x1(t), . . . , xn(t)). We can express the operator c˙(0) in
terms of local coordinates:
cˆ(0)(f) =
d(f ◦ c)
dt
(0) =
d
dt
(
(f ◦ ϕ−1)(ϕ ◦ c)) (0) = d
dt
(
fˆ
(
x1(t), . . . , xn(t)
))
|t=0
=
dxi
dt
(0)
∂fˆ
∂xi
(cˆ(0)) =
(
x˙i(0)
(
∂
∂xi
)
ϕ(p)
)
(fˆ).
Here the Einstein summation convention has been used. When the same index appears
in a lower and upper position, it is assumed that there is a sum on this index.
The tangent vector can be written as c˙(0) = x˙i(0)
(
∂
∂xi
)
p
. The term
(
∂
∂xi
)
p
is the
tangent vector associated to the coordinate curve ci at p:
ci(t) := (x
1, . . . , xi−1, xi + t, xi+1, . . . , xn), with ci(0) = p.
Proposition 1.2.2. The tangent space of a smooth manifold M at p is a vectorial space
of dimension n, and the operators
(
∂
∂xi
)
p
form a basis for this space.
The basis
{(
∂
∂xi
)
p
}
i∈{1,...,n}
is determined by the coordinate chart at p and is called
associated basis to that chart or holonomic frame. We can take a general basis {ei} that
is not associated to the previous chart.
The disjoint union of all tangent spaces TpM of M at all points is called the tangent
bundle and is denoted by TM =
⋃
p TpM . We can define functions on TM that give a
tangent vector for each p ∈M .
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Definition 1.2.3. Consider a smooth manifold M and its tangent bundle TM . A vector
field X is defined as a map X : M → TM that assigns a tangent vector to a point p, i.e.
X(p) := Xp ∈ TpM . The vector field is differentiable if this map is differentiable. The
set of all vector fields on M is denoted by X(M).
Proposition 1.2.4. Let U be a neighborhood of p ∈ M and a vector field X ∈ X(M).
Let x : U → Rn be a coordinate chart. Then, the restriction of X to the open set
U is differentiable if and only if Xp = X
i(p)
(
∂
∂xi
)
p
for some differentiable functions
Xi : U → R.
Definition 1.2.5. Consider a differentiable function f : M → R and a vector field
X on M . The directional derivative of f along X is the function X · f : M → R
such that X · f(p) = Xp · f := Xp(f). We can consider a vector field as an operator
X : C∞(M)→ C∞(M).
Consider two vector fields X and Y on M . Then the compositions X ◦ Y and Y ◦X
are not vector fields in general, but X ◦ Y − Y ◦X is a vector field, and it is unique.
Definition 1.2.6. Consider two vector fields X,Y ∈ X. The Lie bracket or commutator
of X and Y is the vector field
[X,Y ] = X ◦ Y − Y ◦X.
Considering a chart x : U ⊂M → Rn, the vector fields X and Y have the expressions
X = Xi ∂
∂xi
and Y = Y i ∂
∂xi
. Computing the expression of the Lie bracket in coordinates
yields to the result:
[X,Y ] = (X · Y i − Y ·Xi) ∂
∂xi
.
The commutator has the following properties: given X,Y, Z ∈ X(M),
(i) Bilinearity: for α, β ∈ R, [αX + βY, Z] = α[X,Z] + β[Y,Z] and [Z,αX + βY ] =
= α[Z,X] + β[Z, Y ].
(ii) Antisymmetry: [X,Y ] = −[Y,X].
(iii) Jacobi identity : [X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0.
(iv) Leibnitz rule: for any f, g ∈ C∞, [fX, gY ] = fg[X,Y ] + f(X · g)Y − g(Y · f)X.
Two vector fields commute if their commutator is zero, i.e., [X,Y ] = 0. For a given
basis {ei}, we define the commutators coefficients Dkij as:
[ei, ej ] = D
k
ijek.
Since the commutator is antisymmetric, we have [ei, ej ] = −[ej , ei], and hence Dkij =
−Dkji. From the Jacobi identity, we can deduce Dml[iDljk] = 0, where the brackets in the
subindices denote the anti-symmetrization on those indices, i.e.
v[aub] =
1
2
(vaub − vbua).
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We have defined the tangent space of a smooth manifold. Now it is possible to define
the derivative of a differentiable map f : M → N between smooth manifolds.
Definition 1.2.7. Let f : M → N be a differentiable function between manifolds. At a
point p ∈M , the derivative or differential of f is defined as
(df)p : TpM - Tf(p)N,
v -
d(f ◦ c)
dt
(0),
where c is a differentiable curve on M such that c(0) = p and c˙(0) = v.
The definition of (df)p does not depend on the choice of the curve c. Given a
parametrization ϕ : U ⊂ Rn →M , and a vector v ∈ Rn, its image by (dϕ) is
(dϕ)ϕ−1(p)(v) =
∂xi
∂xj
vj
∂
∂xi
= vi
∂
∂xi
.
The coordinates of dϕ(v) in the basis ∂
∂xi
are the same as the components of v in Rn.
Now we will see the concept of integral curve of a manifold given a vector field.
Definition 1.2.8. Let M be a smooth manifold and X ∈ X a vector field. A curve
c : (−, )→M is said to be an integral curve if c˙(t) = Xc(t).
The local representation of a vector field X ∈ X(M) is Xˆ = dϕ−1 ◦ X ◦ ϕ, where
ϕ is a parametrization of M . It maps points of Rn to vectors in Rn. Then, in local
coordinates, an integral curve c satisfies ˙ˆc(t) = Xˆ(cˆ(t)). For each coordinate, this defines
an ordinary differential equation and, the whole system with n equations with the initial
value c(0) = p determines an integral curve at p.
We shall now define the orientability of a manifold. It is important to distinguish
between the orientable manifolds and the not orientable ones. Consider two basis of a
vector space V , named β = {ui}ni=1 and β′ = {vi}ni=1. It exists a linear map S such that
Sui = vi for all i = 1, . . . , n. We say that these two basis are equivalent if det (S) > 0.
An orientation of V is the assignment of positive sign to all the basis of the equivalence
class defined by this equivalence relation.
An orientation of a smooth manifold M is a choice of orientations for all tangent
spaces TpM . These orientations must fit together smoothly: for each point p ∈ M , it
exists a neighborhood U and a chart ϕ such that the map (dϕ)p preserves orientation
at every point of U . That means that a positive oriented basis of TpM is mapped to
a positive (or negative) oriented basis of Rn. A manifold is said to be orientable if it
admits an orientation.
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1.3 The tensor space
We have defined the tangent space of a manifold, which is a vector space. In this section
we will define its dual space, T ∗pM and a generalization of the tangent space and its dual:
the tensor space. Tensor calculus is a very important tool in general relativity and will
be introduced in this section.
Definition 1.3.1. Let M be a smooth manifold and TpM its tangent space at a point
p ∈ M . The dual space of TpM or cotangent space, T ∗pM , is the set L(TpM,R) of all
linear maps σ : TpM → R. Elements of the dual space are called forms.
The cotangent space is also a vector space of the same dimension of TpM . If {ei} is
a basis of TpM , we define its dual basis as
{
ωi ∈ T ∗pM such that ωi(ej) = δij
}
.
Consider a function on a smooth manifold f : M → R. Then, the differential of
f is a form (df)p : TpM → R. Given v ∈ TpM , (df)p(v) = v · f . If v = vi ∂∂xi , then
(df)p(v) = v
i ∂fˆ
∂xi
(x(p)), where x : M → Rn is a coordinate chart. Let us take the
coordinate functions xi : M → R, then: (dxi)p
(
∂
∂xj
)
= δij . Thus, {dxi}ni=1 is the dual
basis of
{
∂
∂xi
}n
i=1
.
The differential of the previous function f can be expressed on terms of this dual
basis: (df)p =
(
∂
∂xi
)
p
(f)dxi = f,idx
i.
Definition 1.3.2. Consider a smooth manifold M and its tangent space TpM on a point
p ∈ M . A k-covariant tensor on M is a multilinear function T : (TpM)k → R. The set
of all k-tensors is a linear space, T k(T ∗pM).
Note that 1-tensors are forms from the dual space. Consider now the tensors
T ∈ T r(T ∗pM) and S ∈ T s(T ∗pM). Then we can define the tensor product as the
(r + s)-tensor:
T ⊗ S(v1, . . . ,vr;vr+1, . . . ,vr+s) = T (v1, . . . ,vr) · S(vr+1, . . . ,vr+s).
Tensors can be defined over the dual space of TpM : a k-contravariant tensor is a multi-
linear map T : (T ∗pM)k :→ R. The space of all cotravariant tensors is also a linear space
and is denoted by Tk(TpM). The space T1(TpM) is (T ∗pM)∗ ' TpM . We can construct
the space of mixed ( km )-tensors, i.e., multilinear functions T : (TpM)
k × (T ∗pM)m → R.
The space of ( km )-tensors is denoted by T km(T ∗pM,TpM).
Proposition 1.3.3. Consider the basis {ωi}ni=1 of T ∗pM and {ei}ni=1 of TpM . Then,
the set {
ωi1 ⊗ · · · ⊗ ωik ⊗ ej1 ⊗ · · · ⊗ ejm |1 ≤ i1, . . . ik, j1, . . . , jm ≤ n
}
is a basis of the space T km(T ∗pM,TpM).
Definition 1.3.4. Consider a tensor T ∈ T k(T ∗pM). Then, T is said to be alternat-
ing if T (v1, . . . ,vi, . . . ,vj , . . . ,vk) = −T (v1, . . . ,vj , . . . ,vi, . . . ,vk). The space of these
alternating tensors is denoted Λk(T ∗pM)
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Given tensor T ∈ T k(T ∗pM), we can build an alternate tensor:
Alt(T ) :=
1
k!
∑
σ∈Sk
(sgn(σ))(T ◦ σ),
where Sk is the symmetric group of all permutations of k elements. If T is alternating,
Alt(T ) = T .
Definition 1.3.5. Consider two tensors T ∈ Λk(T ∗pM) and S ∈ Λr(T ∗pM). The wedge
product of T and S is:
T ∧ S := (k + r)!
k!r!
Alt(T ⊗ S) ∈ Λk+r(T ∗pM).
If T ∈ Λk(T ∗pM) and S ∈ Λr(T ∗pM), then T ∧ S = (−1)krS ∧ T . We saw in
proposition 1.3.3 how to build a basis of a tensor space. Te following proposition shows
how to build basis for alternating spaces:
Proposition 1.3.6. Consider a smooth manifold M of dimension n and a point p ∈M .
Let {ωi}ni=1 be a basis for T 1(T ∗pM) = T ∗pM . Then, the set{
ωi1 ∧ · · · ∧ ωik : 1 ≤ i1 ≤ · · · ≤ ik ≤ n
}
is a basis for Λk(T ∗pM). As a consequence, dim
(
Λk(T ∗pM)
)
=
(
n
k
)
.
As shown in definition 1.2.3, we can define tensor field as a map
T : M → T km(T ∗M,TM) from a manifold M to its tensor bundle. In local coordinates,
this tensor field can be expressed as:
T (p) = Tp = T
j1...jm
i1...ik
(p)(dxi1)p ⊗ · · · ⊗ (dxik)p ⊗
(
∂
∂xj1
)
p
⊗ · · · ⊗
(
∂
∂xjm
)
p
,
1 ≤ i1, . . . ik, j1 . . . jm ≤ n.
Remark 1.1. For simplicity, many times the tensor field T is denoted only by its com-
ponents, T j1...jmi1...ik . A (
k
m )-tensor can be considered as a map T : (TpM)
k → Tm(TpM). If
the covariant part of T is expressed in terms of the dual basis of TpM , then the image
of k tangent vectors v1, . . . ,vk is the tensor
T (v1, . . . ,vk) = T
j1...jm
i1...ik
· vi11 · · · vikk .
Definition 1.3.7. Given a ( sr )-tensor T , the contraction of the ith contravariant index
with the jth covariant index, cji , is a map T sr (T ∗pM,TpM) → T s−1r−1 (T ∗pM,TpM) that
sends the tensor T to cji (T ) such that (in local coordinates (x
1, . . . , xn)):
cji (T )(v1, . . . ,vs−1,ω1, . . . ,ωr−1) =
=
n∑
k=1
T (v1, . . . ,vj−1,
∂
∂xk
,vj , . . . ,vs−1,ω1, . . . ,ωi−1, dxk,ωi, . . . ,ωr−1)
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for all tangent vectors v1, . . . ,vs−1 ∈ TpM and forms ω1, . . . ,ωr−1 ∈ T ∗pM . The coordi-
nates of cji (T ) are
cji (T )
j1···js−1
i1···ir−1 = T
j1···jj−1kjj ···js−1
i1···ii−1kii···ir−1 .
There is an important operation on covariant tensors called the pull-back by a smooth
map.
Definition 1.3.8. Let f : M → N be a smooth map between manifolds. A differentiable
k-covariant tensor field T on N defines a k-covariant tensor f∗T on M in the following
way:
(f∗T )p(v1, . . . ,vk) = Tf(p)((df)pv1, . . . , (df)pvk),
for v1, . . . ,vk ∈ TpM .
Now we will introduce the term of differential form. We have previously seen that
the differential of a function is a form on a manifold.
Definition 1.3.9. Let M be a smooth manifold. A k-form on M is a field of alternating
tensors ω such that ωp ∈ Λk(T ∗pM).
Given a chart x, a k-form can be expressed as ωp = ωi1...ik(p)(dx
i1)p ∧ · · · ∧ (dxik)p
for some functions ωi1...ik : M → R and 1 ≤ i1 < · · · < ik ≤ n. We define the exterior
derivative of ω as:
dω = dωi1...ik ∧ dxi1 ∧ · · · ∧ dxik .
Expressing the differential of a function in coordinates, it yields:
dω = ωi1...ik,idx
i ∧ dxi1 ∧ · · · ∧ dxik ,
where the comma in the subindex denotes directional derivative of the function in the
direction of ∂
∂xi
. An important property of differential forms is that d(dω) = 0 for any
form ω.
Definition 1.3.10. Let M be a smooth manifold of dimension n. A volume form or
volume element of M is a differentiable n-form ω such that ωp 6= 0 ∀p ∈M .
If there exists a volume form, then the manifold is orientable.
1.4 Riemannian Manifolds
In order to define all the metric properties on a smooth manifold such as angle between
vectors or distance, we have to add more structure to the manifold defined in defini-
tion 1.1.1 and definition 1.1.3, that is, the metric tensor. We will define differentiation
of vector fields and geodesics.
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Definition 1.4.1. Consider a tensor g ∈ T 2(T ∗pM) and two vector v,u ∈ TpM on a
smooth manifold M . The tensor g is:
(i) symmetric if g(v,u) = g(u,v).
(ii) non degenerate if g(v,u) = 0 for all u implies v = 0.
(iii) positive definite if g(v,v) > 0 for all v 6= 0.
For every point p ∈M and a local chart x : V → Rn, a 2-tensor g can be written
g = gijdx
i ⊗ dxj ,
where gij = g
(
∂
∂xi
, ∂
∂xj
)
. The tensor g fulfills the properties defined in definition 1.4.1 if
the matrix (gij) also has these properties.
Definition 1.4.2. A 2-covariant tensor field g on a smooth manifold M is said to be a
metric tensor if it is symmetric and positive definite. A smooth manifold M equipped
with a metric is a Riemannian manifold, and is denoted by (M, g).
Definition 1.4.3. A metric tensor g on a smooth manifold M defines the scalar product
of two tangent vectors u,v:
u · v := g(u,v) = gijuivj .
Since the metric is non degenerate, we can define the inverse of the metric g, g−1, a
2-contravariant tensor:
g−1 = gij
∂
∂xi
⊗ ∂
∂xj
with gikg
kj = δji and gijg
ij = n. We use the metric to define the metric dual of a tangent
vector v = vi ∂
∂xi
.
Definition 1.4.4. Given a Riemannian manifold (M, g). The metric dual of a tangent
vector v ∈ TpM is a 1-form ω ∈ T ∗pM such that
ω(u) = g(v,u)
for any u ∈ TpM . In local coordinates (x1, . . . , xn), the metric dual of v is expressed as
ω = gijv
idxj .
To compute the metric dual of a vector is denoted as lowering indices. If we have
a tangent vector vi ∈ TpM (we denote the vector only by its components in local co-
ordinates), then we say that its metric dual is the form vi, with vi = gijv
j . Using this
notation, we can write the scalar product of two tangent vectors u and v as
g(u,v) = giju
ivj = ujv
j = uivi.
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We can define the metric dual of a 1-form ω as well. Using the expression of the inverse
of the metric in local coordinates, we can raise the index of the form ωi ∈ T ∗pM to obtain
a tangent vector ωi = gijωj .
Raising and lowering indices operations can be performed on general ( sr ) tensors,
e.g.if we raise the last index of the ( sr ) tensor T = T
i1···is
j1···jr we obtain the tensor
T i1···is kj1···jr−1 = g
kjrT i1···isj1···jr .
An important element in differential geometry is the derivative of a vector field Y
with respect to another vector field X: ∇XY . First, we have to define an extra structure
on the manifold: the connection.
Definition 1.4.5. An affine connection on a smooth manifold M is a map ∇ : X(M)×
X(M)→ X(M) such that:
(i) ∇fX+gY Z = f∇XZ + g∇Y Z,
(ii) ∇X(Y + Z) = ∇XY +∇XZ,
(iii) ∇X(fY ) = (X · f)Y + f∇XY ,
with X,Y, Z ∈ X(M) and f, g ∈ C∞(M,R).
We say that ∇XY is the covariant derivative of Y along X. We can generalize the
definition of the covariant derivative operator ∇ to tensors. This operator maps ( sr )
tensors to ( s+1r ) tensors, i.e.
∇ : T sr (TpM,T ∗pM)→ T s+1r (TpM,T ∗pM).
The image of a tensor T by this operator has some coordinates that have to be deter-
mined. If x : W → Rn are local coordinates on some open set W ⊂M , then
∇T = T i1···irj1···js;k
∂
∂xi1
⊗ · · · ⊗ ∂
∂xir
⊗ dxj1 ⊗ · · · ⊗ dxjs ⊗ dxk. (1.1)
The directional covariant derivative of a ( sr ) tensor T along a vector field X is
∇XT := ∇(T , X) = T i1···irj1···js;kXk
∂
∂xi1
⊗ · · · ⊗ ∂
∂xir
⊗ dxj1 ⊗ · · · ⊗ dxjs .
Proposition 1.4.6. Let ∇ be an affine connection on M , let X,Y ∈ X(M) and p ∈M .
Then, (∇XY )p only depends on Xp and on the values of Y along the curve tangent to X
at p. If
x : W → Rn are local coordinates on an open set W ⊂M and
X = Xi
∂
∂xi
Y = Y i
∂
∂xi
,
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then, we can build an expression for the covariant derivative of Y along X:
∇XY =
(
X · Y i + ΓijkXjY k
) ∂
∂xi
,
where we have defined n3 differentiable functions, Γijk : W → R, called Christoffel
symbols, defined by:
∇ ∂
∂xj
∂
∂xk
= Γijk
∂
∂xi
, ∇ ∂
∂xj
dxi = −Γijkdxk
For simplicity, the covariant derivative along the ith coordinate direction ∂
∂xi
will be
denoted by ∇i.
If we take T to be a tangent vector in eq. (1.1), T = T i ∂
∂xi
, we can determine now
the covariant derivative along a coordinate direction ∂
∂xk
(this result follows from the
previous proposition):
T i;j = T
i
,k + Γ
i
jkT
k.
Locally, an affine connection is uniquely determined by specifying the Christoffel
symbols on a coordinate neighborhood. The choices of Christoffel symbols on different
charts are not independent, since they have to be the same on the overlapping points.
A vector field along a differentiable curve c : I →M is a differentiable map V : I →
TM such that V (t) ∈ Tc(t)M , ∀t ∈ I. If V is a vector field defined along a differentiable
curve c, with c˙ 6= 0, the covariant derivative of V along c is a vector field defined along
c given by
DV
dt
(t) := ∇c˙(t)V = (∇XY )c(t)
for any vector fields X,Y such that Xc(t) = c˙(t) and Yc(s) = V (s) with s ∈ (t− , t+ )
for some  > 0.
Definition 1.4.7. A vector field V defined along a curve c : I →M is said to be parallel
along c if
DV
dt
= 0, ∀t ∈ I.
The curve c is called a geodesic of the connection ∇ if c˙ is parallel along c, i.e.
Dc˙
dt
(t) = 0, ∀t ∈ I.
In local coordinates x : W → Rn, the condition for a vector field V to be parallel
along c is
V˙ i + Γijkx˙
jV k = 0, (i = 1, . . . , n).
By the Picard theorem, given a curve c : I → M , a point p ∈ c(I), a vector v ∈ TpM ,
there exists a unique vector field V : I → TM parallel along c such that V (0) = v. This
vector field is called the parallel transport of v along c.
1.5 CURVATURE 13
Definition 1.4.8. Given an affine connection ∇ on M , the torsion operator T is a map
T : X(M)× X(M)→ X(M) given by
T (X,Y ) = ∇XY −∇YX − [X,Y ] =
(
Γijk − Γikj
)
XjY k
∂
∂xi
,
for X,Y ∈ X(M) at W ⊂ M and given a local chart x : W → Rn. The connection is
said to be symmetric if T = 0.
This map is bilinear and is defined by a (1, 2)-tensor field on M which has the form,
in local coordinates,
T =
(
Γijk − Γikj
)
dxjdxk
∂
∂xi
.
The condition for the connection to be symmetric in local coordinates is
Γijk = Γ
i
kj , (i, j, k = 1, . . . , n).
We said previously that the choice of Christoffel symbols determines the affine con-
nection. In Riemannian manifolds, there is a special choice of connection called the
Levi-Civita connection, with special geometric properties.
Definition 1.4.9. A connection ∇ in a Riemannian manifold (M, g) is said to be com-
patible with the metric if
X · g(Y, Z) = g(∇XY,Z) + g(Y,∇XZ)
for all X,Y, Z ∈ X(M).
Theorem 1.4.10. If (M, g) is a Riemannian manifold, then there exists a unique
connection ∇ on M which is symmetric and compatible with g. In local coordinates
(x1, . . . , xn), the Christoffel symbols for this connection are
Γijk =
1
2
n∑
l=1
gil
(
∂gkl
∂xj
+
∂gjl
∂xk
− ∂gjk
∂xl
)
,
where gij are the coordinates of the inverse metric.
1.5 Curvature
One of the most important characteristics of a Riemannian manifold is the notion of
curvature. One way to describe the curvature of a Riemannian manifold is the Riemann
curvature tensor, defined from an affine connection.
Definition 1.5.1. The curvature operator R of a connection ∇ is the association of two
vector fields X,Y ∈ X(M) to the map R(X,Y ) : X(M)→ X(M) defined by:
R(X,Y )Z := ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z.
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The curvature operator can be seen as a way of measuring the non-commutativity
of the connection. This operator defines a ( 31 )-tensor, the Riemann curvature tensor R,
R = R lijk dx
i ⊗ dxj ⊗ dxk ⊗ ∂
∂xl
,
where coefficient R lijk is the l-th coordinate of the vector R(
∂
∂xi
, ∂
∂xj
) ∂
∂xk
and are found
to be
R lijk = Γ
l
jk,i − Γlik,j + ΓmjkΓlim − ΓmikΓljk. (1.2)
From now we assume that (M, g) is a Riemannian manifold and ∇ is the Levi-Civita
connection. From the Riemann curvature tensor, we can define a new 4-covariant tensor
by lowering the last index of R with the metric g:
R(X,Y, Z,W ) = g(R(X,Y )Z,W ).
In a coordinate system, the coordinates of this 4-covariant Riemann curvature tensor
are Rijkl with
Rijkl = R
m
ijk gml.
The Riemann curvature tensor has the following symmetries:
(i) Bianchi identity. Rijkl +Rjkil +Rkijl = 0,
(ii) Rijkl = −Rjikl,
(iii) Rijkl = −Rijlk,
(iv) Rijkl = Rklij .
Another geometric object, which is very important in general relativity is the Ricci
tensor.
Definition 1.5.2. The Ricci curvature tensor is the 2-covariant tensor locally defined
as
Ric(X,Y ) :=
n∑
k=1
dxk
(
R
(
X,
∂
∂xk
)
Y
)
.
Locally, the Ricci tensor takes the form
Ric = Rijdx
i ⊗ dxj , Rij = R kikj .
An important concept in Riemannian manifolds is the one of conformal transforma-
tion. It is important in general relativity, since conformally related spaces share some
properties.
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Definition 1.5.3. Let (M, g) and (N,h) be two Riemannian manifolds. A conformal
transformation between these two manifolds is a smooth map f : M → N such that
f∗h = e2Ug, with U ∈ C∞(M). In detail, it means that
hp((df)pu, (df)pv) = e
2U(p)gp(u,v)
for all tangent vectors u,v ∈ TpM . If such conformal map exists, we say that those two
Riemannian manifolds are conformally related.
Given a Riemannian manifold (M, g), a conformally related metric g in M is a metric
tensor such that
g = e2Ug, U ∈ C∞(M).
All the elements of the Riemannian space (M, g) such as the Levi-Civita connection
and thus the Riemann curvature tensor are locally related to the ones in the Riemannian
space (M, g) in the following way:
Γ
i
jk = Γ
i
jk + δ
i
jU,k + δ
i
kU,j − gabgcdU,d (1.3)

Chapter 2
The Weyl Tensor and Petrov
Classification
General relativity consists on the study of the set of all Einstein spacetimes, i.e.
4-dimensional Lorentziant manifolds that are solution to the Einstein’s field equations.
These equations (eq. (0.1)) state a relation between the geometry of the space and the
energy and mass. Therefore, gravitational fields are directly related to geometric struc-
tures such as the curvature of a manifold.
An important way of study of all Einstein spacetimes is to classify the curvature
tensor Rabcd. In this chapter we will study a classical classification of spacetimes, named
the Petrov Classification. This particular classification was studied in first place by A.Z.
Petrov in 1954 and has been later generalized to manifolds with arbitrary dimension and
signature.
The study of the curvature is achieved by decomposing the Riemann curvature tensor
(RC tensor) intro a 0-trace part and a non 0-trace tensor. Petrov classification consists
on an algebraic study the the 0-trace part of the RC tensor that is called Weyl tensor.
As it will be seen, this tensor has the same symmetries than the RC tensor and it can be
treated as a linear endomorphism of Λ2(TpM) for each point in the Lorentzian manifold
M . The study of different types of manifolds can be reduced to an eigenvalues problem
if the correct tools are introduced.
There have been multiple approaches to the Petrov classification, but the most impor-
tant have been the spinor and bivector calculus. The latter one is the method that will
be used here, while spinor calculus is a powerful tool in general relativity and geometry
(see [8]), but it is omitted in this project.
In chis chapter will be introduced the complexified tangent space of a manifold, where
the components of a tangent vector can be complex numbers, and the concept of null
tetrad. A tetrad is just a basis of tangent vectors chosen to make some calculus easier.
For this reason, the classification of spacetimes must be invariant under Lorentz trans-
formations and, as we will see, the eigenvalues of the Weyl map will depend only on
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invariants of curvature.
Another important thing of this classification is that is invariant under conformal
transformations. Simply by looking at the Weyl tensor is possible, for instance, to
distinguish spacetimes that are conformally flat.
Most of the results shown in this chapter can be found at [6], [12] and [16].
2.1 Lorentz spaces and tetrad formalism
In general relativity, Einstein spaces, i.e., smooth manifolds with a metric that are
solution to the Einstein field equations are pseudo-Riemannian manifolds.
Definition 2.1.1. A pseudo-Riemannian manifold of dimension n is a pair (M, g),
where M is a smooth manifold of dimension n and g is a metric tensor that is not
positive-definite.
The signature of a pseudo-Riemannian manifold is (p, q), and is given by any orthogo-
nal basis {ei}ni=1 as follows: p is the number of vector of the basis such that g(ei, ei) < 0,
and q is the number of vectors such that g(ei, ei) > 0. The signature can also be given
by a number s = q − p.
An important case in general relativity are Lorentzian manifolds, that are pseudo-
Riemannian manifolds with signature (1, n− 1). In the most common case in which the
manifold is R4, the signature of this Lorentzian manifold is (1, 3) or s = 2.
From now on we will assume (M, g) to be 4-dimensional Lorentz space with signature
s = 2, unless otherwise stated. The definition of Levi-Civita connection is the same for
pseudo-Riemannian manifolds and all the tensors related to the curvature, like the RC
tensor or the torsion are also defined in the same way. We may classify the subspaces of
the tangent space of the manifold depending on the scalar product.
Definition 2.1.2. Let (M, g) a Lorentzian manifold and p ∈ M a point. A vector
v ∈ TpM is said to be:
(i) space-like if g(v,v) > 0,
(ii) time-like if g(v,v) < 0,
(iii) null if g(v,v) = 0.
A smooth curve c : I ⊂ R → M is space-like, time-like or null if its tangent vector
c˙(t) ∈ Tc(t)M is space-like, time-like or null for each t ∈ I.
Remark 2.1. This classification has no sense on a Riemannian manifold, since all tangent
vectors are space-like due to the positive definiteness of a Riemannian metric.
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A 1-dimensional subspace V of TpM is space-like, time-like or null if the tangent
vector that spans V is space-like, time-like or null. The set of such subspaces are named
S1, T1 and N1 respectively. The set of all 1-dimensional spaces of TpM is the disjoint
union S1 ∪ T1 ∪N1. A 1-dimensional subspace is also called direction.
We can classify the set of all 2-dimensional subspaces in a similar way than it is done
with simple directions.
Definition 2.1.3. Let (M, g) be a Lorentzian manifold and consider the tangent space
to a point p ∈ M . A 2-dimensional subspace of TpM is a vector space spanned by two
linearly independent tangent vectors. The set of all 2-dimensional subspaces can be
divided in 3 sets:
(i) S2, space-like 2-dimensional subspaces are those in which there are no null vectors.
(ii) N2, null 2-dimensional subspaces. All the null vectors of V ∈ N2 are in the same
direction, named null direction.
(iii) T2, time-like 2-dimensional subspaces. These subspaces have 2 different null direc-
tions.
Each 2-dimensional subspace of TpM is in either S2, N2 or T2.
Proposition 2.1.4. Consider a Lorentzian manifold. The set of all 2-dimensional sub-
spaces of TpM is the disjoint union S2 ∪N2 ∪ T2.
Proof. To see this, it is enough to prove that there are no 2-dimensional subspaces with
3 or more different null directions. Consider a 2-subspace V and u,v ∈ V independent
null vectors. Suppose now that it exists a vector w that is null and different from the
other two. Then, one can write w = λu+ µv, λ, µ 6= 0.
Since w is null, we have: w ·w = 0. Expanding the expression of w, and using that
u and v are null, we obtain
w ·w = (λu+ µv) · (λu+ µv) = 2λµu · v = 0.
It is easy to see that if two null vectors are orthogonal, then one is parallel to the
other. Consider an orthonormal basis {ei}ni=1 such that the matrix form of metric tensor
in terms of this basis is gab = diag(−1, 1, . . . , 1). Consider now a null vector n = e0 +e1
and a general vector x = xiei that is orthogonal to n. Then, expanding the expression
of the scalar product we obtain: n · x = −x0 + x1 = 0, implying x0 = x1. If we now
impose that x is null, it yields x ·x = −(x0)2 +(x1)2 + · · ·+(xn)2 = (x2)2 + · · · (xn)2 = 0.
Since we are in a real vector space, it is clear that x2, . . . xn = 0 and x = x0e0 + x
0e1,
i.e. it is parallel to n.
We have seen then, that u and v are parallel, and this is a contradiction because we
assumed them to be different. Therefore, the vector w can not be null and not parallel to
u or v and the maximum number of different null directions in a 2-dimensional subspace
is 2.
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Given definition 2.1.3, we can characterize the different types of subspaces of dimen-
sion 2 by the type of vectors that are in the subspace.
Proposition 2.1.5. Consider a 2-dimensional subspace V ⊂ TpM in a Lorentz manifold
of dimension 4. Then:
(i) If V ∈ S2, all the vectors in V are space-like.
(ii) If V ∈ N2, then V contains a null direction k and all the other vectors are space-like
and orthogonal to the null vector.
(iii) If V ∈ T2, i contains 2 different null directions and also contains space-like and
time-like vectors.
Proof. To prove (i), we take a basis {x, t} of V such that x ·x = −t · t = 1 and x · t = 0.
Then, the vector x+t is null and thus, V can not be space-like according to its definition.
Therefore, all the vectors of V are space-like.
If V ∈ N2 and it contains a time-like vector t, we can consider a basis {n, t} such
that n · n = 0, t · t = t · n = −1. Then, the vector λn − 2λt is a null vector different
from n:
(λn− 2λt) · (λn− 2λt) = λ2n · n+ 4λ2t · t− 4λ2n · t = 0.
Now we have to prove that every space-like vector is orthogonal no n. If we take a
space-like vector x such that x ·x = x ·n = 1, we see that the vector x−n is time-like:
(x− n) · (x− n) = x · x+ n · n− 2x · n = 1− 2 = −1.
Therefore, it can’t exist a space-like vector that is not orthogonal to the null direction
n.
A subspace V ∈ T2 has a basis {n, l} of null vectors. We saw before than these two
null vectors can’t be orthogonal. Thus we can build two vectors n + l and n − l, one
being space-like and the other time-like.
Definition 2.1.6. Let (M, g) be a Lorentzian manifold of dimension 4 and TpM its
tangent space at p ∈ M . Consider a 3-dimensional subspace V ⊂ TpM . We say that V
is
(i) space-like if its orthogonal space V ⊥ is a time-like direction,
(ii) null if V ⊥ is a null direction or
(iii) time-like if V ⊥ is space-like.
The collection of all space-like, null and time-like subspaces of dimension 3 are denoted
by S3, N3 and T3 respectively.
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It is clear that the set of all 3-dimensional subspaces is the disjoint union S3∪N3∪T3.
At given point p ∈ M , one can define an special basis for TpM depending on their
scalar products. It is interesting to choose a basis of vectors that have always the same
inner products, because future calculations will be simplified if the correct coordinate
system is taken.
Definition 2.1.7. Let (M, g) be a 4-dimensional Lorentzian manifold and consider a
point p ∈M . An orthonormal tetrad of TpM is a set of independent vectors {t,x,y, z}
such that g(t, t) = −1, g(x,x) = g(y,y) = g(z, z) = 1 and all the other scalar products
vanish. The matrix form of the metric tensor in terms of an orthonormal tetrad is
diag(−1, 1, 1, 1).
A real null tetrad is a set of independent vectors {k, l,x,y} ⊂ TpM such that
g(k, l) = g(x,x) = g(y,y) = 1 and other inner products vanish.
We may express the metric tensor g in terms of an orthonormal tetrad as follows:
gab = −tatb + xaxb + yayb + zazb,
where ta is the metric dual of t
a, i.e., the contraction of the vector ta with the metric
gab: ta := gabt
b. Also ta = gabtb. One-forms xa, ya and za are defined the same way.
Remark 2.2. The scalar product of two vectors x and y can be noted in different ways:
g(x,y) = x · y = gabxayb = xbyb = xaya
, where xa and ya are the coordinates of these vectors in a chosen basis {ea} and
gab = ea ·eb, and xa and ya the coordinates of the contractions of xa and ya respectively
with the metric gab.
The basis we have previously defined is real and thus, can only have at most 2 null
vectors. If we want to construct a tetrad in which every vector is null, then it must be
done on the complexification of the tangent space.
Definition 2.1.8. Consider a smooth Lorentzian manifold (M, g) and a point p ∈ M .
The complex tangent space, is the vector space TpM ⊗ C. The associated group of this
vector space is formed by tangent vectors of M at p and the field is the set of complex
numbers C, instead of R.
Example 2.1.9. Consider two tangent vectors u,v ∈ TpM . A member of TpM ⊗ C
could be the vector w = αu+ βv, with α, β ∈ C.
Remark 2.3. The dimension of TpM ⊗ C is the same as the dimension of TpM . A basis
{ei}ni=1 ⊂ TpM is also a basis for TpM ⊗ C.
We shall build now a special tetrad on the complexified tangent space, in which all
the vectors of the basis are null vectors.
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Definition 2.1.10. Consider a Lorentzian manifold (M, g) of dimension 4 and its com-
plex tangent space TpM × C at a point p ∈ M . A complex null tetrad {k, l,m,m} ⊂
TpM ⊗ C is a basis of vectors such that the only non-vanishing inner products are
k · l = −1 and m ·m = 1, where k and l are real null vectors and m and m are complex
conjugate null vectors.
It is possible to write down the metric tensor in terms of the complex null tetrad:
gab = 2m(amb) − 2k(alb). Parentheses in the indices represent the symmetrization on
those indices, i.e.,
v(aub) =
1
2
(vaub + vbua).
A complex null tetrad may be related to an orthonormal tetrad by
m =
1√
2
(x− iy), m = 1√
2
(x+ iy),
l =
1√
2
(t− z), k = 1√
2
(t+ z).
It is easy to see that these relations fulfill the inner product of the null tetrad, e.g.
m ·m = 1
2
(x− iy) · (x+ iy) = 1
2
(x · x− i2y · y) = 1.
The same is applied to verify the other products.
Definition 2.1.11. Consider a manifold with a metric tensor (M, g) and its tangent
vector TpM at a point p ∈ M . The Lorentz group L of TpM is the set of linear maps
f : TpM → TpM such that f(u) · f(v) = u · v for any u,v ∈ TpM .
The set L is a group with the composition operator. It is well explained in [6] how
to deduce all the properties of the Lorentz group of vector spaces.
We can apply a linear transformation to a tetrad and obtain a new basis that main-
tains the inner product of its vectors. These maps will be Lorentz transformations and
can be reduced to the following [12]:
Proposition 2.1.12. Let (M, g) be a Lorentzian manifold of dimension 4 and
{l,k,m,m} a complex null basis of TpM , with p ∈ M . Then, the following linear
changes of the basis represent Lorentz transformations:
(i) Rotations around l:
l′ = l, m′ = m+ El, k′ = k + Em+ Em+ |E|2l, E ∈ C
(ii) Rotations around k:
k′ = k, m′ = m+Bk, l′ = l+Bm+Bm+ |B|2k, B ∈ C
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(iii) Rotations in m−m plane:
m′ = eiθm, θ ∈ [0, 2pi)
(iv) Boosts in the k − l plane:
k′ = eλ k, l′ = e−λ l, λ ∈ R
It is easy to deduce that these transformations are Lorentz transformations, since
the tetrad {k′, l′,m,m} is also a complex null tetrad.
2.2 Bivectors
The main goal of this chapter is to classify the RC tensor by doing an algebraic analysis.
We will treat the classification problem as a eigenvetor problem and, in order to do that,
we have to introduce the bivectors and study all their properties.
Definition 2.2.1. Consider a Lorentzian manifold (M, g) of dimension n and a point
p ∈M . A bivector F is a skew-symmetric contravariant tensor of order 2, F ∈ Λ2(TpM).
The set of all bivectors of M at p is denoted by Bp(M), or simply Bp.
The alternate space was defined for forms, but the definition can be analogously
extended to vector spaces. Then, if F ∈ Bp and {ea}na=1 is a basis for TpM , the
components of f in this basis fulfill F ab = −F ba. As in proposition 1.3.6, dim(Bp) =
(
n
2
)
.
In the case of Lorentzian manifolds of dimension 4, the dimension of Bp is 6.
We can obtain a skew-symmetric 2-form from a bivector by lowering indices using
the metric g. If F is a bivector of Bp, then Fab := gacgbdF
cd. We will treat bivectors
and its associated 2-forms as bivectors indistinctly.
Now we will define the Hodge operator which will serve as a useful tool to treat with
bivectors. The following results regarding the Hodge operator and its properties can be
found at [3], [4] and [6].
Definition 2.2.2. Consider a vector space V of dimension n with a non-degenerate
metric g with signature s. Given a natural number p ≤ n, consider the skew-symmetric
spaces Λp(V ) and Λn−p(V ). The Hodge dual operator is a map ? : Λp(V ) → Λn−p(V )
such that given a p-vector α ∈ Λp(V ):
α ∧ β = (−1) s2g(β, ?α)η, ∀β ∈ Λn−p(V ).
The element η ∈ Λn(V ) is the preferred n-vector for a chosen orthonormal basis {ei}ni=1
and can be expressed as η = e1 ∧ · · · ∧ en. We call ?α the Hodge dual of α.
Remark 2.4. In the definition above, we define the scalar product of 2 p-vectors as
g(α,β) = det (g(αi,βj))
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for α = α1 ∧ · · · ∧αp and β = β1 ∧ · · · ∧βp. It fulfills the same properties as the metric
g. Equivalently, given an orthonormal basis {ei}:
g(ei1 ∧ · · · ∧ eip , ej1 ∧ · · · ∧ ejp) =
[
p∏
k=1
g(eik , eik)
]
δ
i1,...,ip
j1,...,jp
.
This definition of the Hodge operator determines it completely. Given α ∈ Λp(V )
and β ∈ Λn−p(V ), we have that α ∧ β ∈ Λn(V ) and then, α ∧ β = fα(β)η for a
function fα. Due to the metric is non-degenerate, it exists a unique (n − p)-vector ξ
such that fα(β)) = g(β, ξ), ∀β ∈ Λn−p(V ). We therefore defined the Hodge operator to
be ?α := (−1) s2 ξ.
Proposition 2.2.3. Consider a vector space V of dimension n with a non-degenerate
metric g and an orthonormal basis {ei}ni=1. Let σ = (i1, . . . , in) ∈ Sn be a permutation
of n elements. Consider now a p-vector α = ei1 ∧ · · · ∧ eip. Then, the Hodge operator
applied to α is
?α = sgn (σ)gi1i1 · · · gipipeip+1 ∧ · · · ∧ en.
Proof. Take a p-vector α = ei1 ∧ · · · ∧ eip . Now, consider a generic (n − p)-vector
β = ej1 ∧ · · · ∧ ejn−p . According to definition 2.2.2,
α ∧ β = (−1) s2g(β, ?α)η.
The left term is 0, unless ik 6= jl, ∀1 ≤ k ≤ p, 1 ≤ l ≤ n − p. In case that the
left term is not 0, then α ∧ β = ei1 ∧ · · · ∧ eip ∧ ej1 ∧ · · · ∧ ejn−p = sgn (σ)η, with
σ = (i1, . . . , ip, j1, . . . jn−p) being an n-permutation.
Using remark 2.4, we see that the right term is different to 0 if and only if ?α = cβ
for some constant c. Thus, we have the identity sgn (σ) = (−1) s2g(β, cβ). Using that
(−1) s2 = g(η,η) = g(α,α)g(β,β), we get
c =
sgn (σ)(−1) s2
g(β,β)
=
sgn (σ)g(η,η)
g(β,β)
= sgn (σ)g(α,α) = sgn (σ)gi1i1 · · · gipip .
Therefore ?α = cβ, with c being the constant computed above.
We define the Levi-Civita tensor as  = (−1) s2n!√| det g|e1 ∧ · · · ∧ en. The compo-
nents of this n-vector are 1...n = (−1) s2√| det g|. Given a p-vector α, its Hodge dual
is
(?α)i1...in−p =
1
p!

i1...in−p
j1...jp
αj1...jp .
Expressed in orthonormal coordinates, the coefficients of  are 1···n = (−1) s2 .
The Levi-Civita tensor fulfills the following property:

i1···ip
kp+1···kn
kp+1···kn
j1···jp = p!(n− p)!(−1)
s
2 δi1[j1 · · · δ
ip
jp]
(2.1)
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We will work on Lorentzian manifolds (M, g) of dimension n = 4 and signature s = 2
and at a point p ∈ M . We previously defined bivector F = F ab on a manifold. Since
the tangent space is a vector space and bivectors ar skew-symmetric elements, we can
define Hodge dual the Hodge dual of F : ?F ab = 12
ab
cdF
cd.
Proposition 2.2.4. Let F ,H be 2 bivectors on the tensor space of a dimension 4
Lorentz manifold. The Hodge dual operator has the following properties:
(i) ??F ab = −F ab.
(ii) FabF
ab = −?Fab?F ab.
(iii) HacFbc − ?F ac?Hbc = 12F deHdeδab .
Proof. This result follows from the direct application of eq. (2.1). We will prove the
point (iii), but the proofs for (i) and (ii) are similar.
HacFbc − ?F ac?Hbc = HacFbc − 1
4
acdebcfgFdeH
fg
= HacFbc − 1
4
cadecbfgFdeH
fg
= HacFbc +
6
4
FdeH
fgδa[bδ
d
fδ
e
g]
= HacFbc +
1
4
FdeH
fg
(
δab δ
d
fδ
e
g + δ
a
gδ
d
b δ
e
f + δ
a
fδ
d
gδ
e
b − δab δdgδef − δagδdfδeb − δafδdb δeg
)
= HacFbc +
1
4
(
2FfgH
fgδab − 2FbfHaf − 2FbgHag
)
=
1
2
FfgH
fgδab
Definition 2.2.5. Given a bivector F ∈ Λ2(T ∗pM) is said to be simple if ∃r, s ∈ T ∗pM
such that F = r ∧ s, i.e Fab = 2r[asb]. The 2-subspace spanned by r and s is called the
blade of F . A simple bivector is space-like, time-like or null if its blade is space-like,
time-like or null, respectively.
If F is not simple, then we say that F is a non-simple bivector.
Remark 2.5. If a simple bivector Fab is thought as a 4× 4 matrix, then the rank of this
matrix is 2. Since the matrix of a general bivector Fab is skew-symmetric it has even
rank, meaning that the rank of Fab can only be 0, 2 or 4.
Proposition 2.2.6. Let F 6= 0 be a bivector and let ka 6= 0 be a tangent vector such
that Fabk
b = 0. Then F is simple.
Proof. Thinking the problem in matrix form yield that the matrix Fab is not full rank.
Since F 6= 0 and using remark 2.5, the rank of Fab must be 2, and then, it is a simple
bivector.
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Another property of simple bivectors is that, given Fab = 2r[asb],
?Fabr
b = ?Fabs
b = 0.
It can be seen in the following way:
?Fabr
b =
1
2
abcdr
csdrb − 1
2
abcdr
dscrb =
1
2
abcdr
brcsd +
1
2
abcdr
brcsd = abcdr
brcsd
abcdr
brcsd = −abcdrcrbsd = −abcdrbrcsd = 0 =⇒ ?Fabrb = 0.
The same is applied to the contraction with sb. We deduce from this that the Hodge dual
of a simple bivector is also simple and its blade is the orthogonal space to the blade of
Fab. A simple bivector is said to be space-like, null or time-like if its blade is space-like,
null or time-like, respectively.
Proposition 2.2.7. Consider a simple bivector Fab. If Fab is space-like, then its Hodge
dual is time-like, and vice-versa. On the other hand, if Fab is null, then its Hodge dual
is null with the same null direction.
Proof. If the blade of Fab is space-like, then
?Fab is spanned by the orthogonal space to
the blade of Fab. If we build an orthogonormal tetrad {x,y, z, t} such that F = x ∧ y,
then, by proposition 2.2.3, we have that ?(x ∧ y) = −z ∧ t. Since it is spanned by a
time-like vector, this subspace is time-like. The same argument is used to prove that the
Hodge dual of a time-like bivector is space-like.
If Fab is null, it has a unique null direction k. We said that the space spanned by
the elements of ?Fab is orthogonal to the blade of Fab. Then is clear that k is inside
the orthonogal space because k · k = 0 and using proposition 2.1.5, we have that k is
also orthogonal to all the other elements of the blade of Fab. Now we consider a vector
v contained in the blade of ?F . Then, v · k = 0 and we deduce that v is space-like or
proportional to k (refer to the proof of proposition 2.1.4 to see the proof of it). It follows
that ?F is also null with null vector k.
Directly from this proposition, we can give a very useful characterization for null
bivectors.
Proposition 2.2.8. Let Fab be a simple bivector. Then, Fab is null ⇐⇒ it exists a
vector k such that Fabk
b = ?Fabk
b = 0.
Proof. The implication (⇒) is obvious given the previous proposition. The implication
(⇐) is also deuced from the same proposition: both Fab and its Hodge dual are orthog-
onal complement, but do not span all TpM . Then, they both have a common direction,
spanned by k, which is null, and hence, bivector Fab is null.
Now, consider an orthonormal tetrad {x,y, z, t} and a real null tetrad {x,y,k, l}
of TpM . We relate both tetrads through the following relations:
√
2z = k + l and√
2t = k − l. From these basis, we can construct two different basis {Fi} and {Gi} for
Bp:
F1 = x ∧ y F2 = x ∧ z F3 = x ∧ t
F4 = y ∧ z F5 = y ∧ t F6 = z ∧ t
(2.2)
2.2 BIVECTORS 27
and
G1 = x ∧ y G2 = x ∧ k G3 = x ∧ l
G4 = y ∧ k G5 = y ∧ l G6 = k ∧ l
(2.3)
From proposition 2.2.3 we note that, up to signs, (F1,F6), (F2,F5), (F3,F4) and
(G1,G6), (G3,G5), (G2,G4) are dual pairs. Moreover, given the characterization in
proposition 2.1.5, it is clear that F1,F2,F4,G1 are space-like bivectors; G2,G4 are nulls
with p.n.d. k; G3,G5 are null with null direction l and G6,F3,F5,F6 are time-like.
These two basis are real, but we can define bivectors on the complexification of the
tangent space as well.
Definition 2.2.9. Consider a Lorentz manifold (M, g) and its complexified tangent
space at a point p ∈M , TpM ⊗C. A complex bivector F is an element of Λ2(TpM ⊗C).
Complex bivectors are objects whose real parts and imaginary parts are real bivectors.
The space of all complex bivectors at p is a vector space denoted CBp.
Remark 2.6. It is clear that the dimension of CBp is 6, the same as Bp.
The Hodge dual for complex bivectors is defined in the same way and all the other
properties are the same. If we look at the first property of proposition 2.2.4, we realize
that the only possible eigenvalues of the Hodge operator are ±i. In the space of real
bivectors there are no eigenvalues of the Hodge operator, because if F is a real bivector,
then ?F can’t be a complex bivector. Regarding this, we can define two subspaces of
CBp.
Definition 2.2.10. Let CBp be the vector space of complex bivectors. The self-dual
space S+p is defined as
S+p := {F ∈ CBp | ?F = −iF }.
On the other hand, the anti-self-dual space S−p is:
S−p := {F ∈ CBp | ?F = iF }.
Lemma 2.2.11. Consider a complex bivector F = A + iB, A,B ∈ Bp. Then,
F ∈ S+p =⇒ B = ?A and F ∈ S−p =⇒ B = −?A
Proof. The proof is straight-forward from proposition 2.2.4.
One deduces then that the elements of S+p have the form F + i
?F , F ∈ Bp and the
elements of S−p have the form F − i?F , F ∈p. Therefore, given a real bivector F , we
can define the self-dual of F as F+ := F + i?F . On the other hand, the anti-self-dual
of F is defined as F− := F − i?F .
Remark 2.7. The bivectors F+ and F− are self-dual and anti-self-dual even if F is a
complex bivector.
Proposition 2.2.12. Consider the self-dual and anti-self-dual spaces S+p and S
−
p . Then
CBp = S+p ⊕ S−p .
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Proof. Every complex bivector F ∈ CBp can be written as a sum of a self-dual bivector
and an anti-self-dual one:
F =
1
2
(F + i?F ) +
1
2
(F − i?F ).
As we stated that every element in S±p has the form F ± i?F , we conclude that CBp =
S+p ⊕ S−p .
Recall now the basis for Bp defined in 2.3. Every bivector F ∈ Bp can be written as
F = αkGk and a self-dual bivector of S
+
p may be written as F
+ = αk(Gk + i
?Gk) and
an anti-self-dual bivector can be written as F− = αk(Gk − i?Gk). From the dual pairs
of the basis in 2.3, it is easy to see that the basis of S+p and S
−
p only have 3 elements
and thus, the dimension of S+p is 3, the same as the dimension of S
−
p . The direct sum
of these two subspaces has dimension 3 + 3 = 6, i.e., the dimension of CBp.
Proposition 2.2.13. A basis for the space S+p is
V := − 1√
2
(G3 + i
?G3), U := − 1√
2
(G4 + i
?G4), W := (G6 + i
?G6).
Proof. We said that a vector of S+p can be written as α
k(Gk + i
?Gk). Since G1 is the
Hodge dual of G6 and vice-versa, we have that (G1 + i
?G1) = i(G6 + i
?G6). Then these
two self-dual bivector are proportional. The same for pairs (G2,G4) and (G3,G5). It
proves that the set {V ,U ,W } is a basis for S+p .
We can expand the expressions of V ,U and W in terms of the real null tetrad
(definition 2.1.7) and then, using definition 2.1.10, we can express this basis in terms of
the complex null tetrad as
Uab = 2(l[axb] − il[ayb]) = 2m[alb],
Vab = 2(x[akb] + iy[akb]) = 2k[amb],
Wab = 2l[akb] + 2ix[ayb] = 2l[akb] + 2m[amb].
(2.4)
Given the basis in the complex null tetrad reference, it is clear that all the contractions
of bivectors of the basis vanish except for the following ones:
UabV
ab = 2, WabW
ab = −4. (2.5)
Remark 2.8. Bivectors V , U andW are a basis for the space S−p . This basis is orthogonal
to the described basis of S+p .
We can give a characterization for non-null real bivector.
Proposition 2.2.14. Let (M, g) be a Lorentz manifold and F ∈ Bp a non-null real
bivector at p ∈ M . Then, it exists a real null tetrad {x,y,k, l} in which F takes the
form
Fab = 2αl[akb] + 2βx[ayb], α, β ∈ R.
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Proof. Consider a non null real bivector F and take its self-dualisation F+ = F + ?F .
Here, F can be expressed in terms of the basis U ,V ,W (2.4) as
F+ab = F
1Uab + F
2Vav + F
3Wab, F
i ∈ C
Now we apply a null rotation to the real null tetrad {x,y,k, l} (2.1.12) around l and we
obtain a new self-dual bivector basis {U ′,V ′,W ′}, which is related to the original one
as follows:
U ′ = U
V ′ = V − EW + E2U
W ′ = W − 2EU ,
and F+ab = F
′1U ′ab + F
′2V ′av + F ′3W ′ab = F
1Uab + F
2Vav + F
3Wab. Expanding the first
expression for F+ab, we obtain an expression for the coordinates of F in the transformed
basis, F ′1, F ′2 and F ′3.
F ′1 = F 1 + 2EF 3 − E2F 2
F ′2 = F 2
F ′3 = F 3 + EF 2
If F 2 = 0, then F ′2 is also 0. Moreover, if F 3 is also 0, it means that F = F 1U and
then it would be null. Hence, F 2 = 0 implies that F 3 6= 0. In this case, we can apply a
null rotation so that F ′1 vanishes. On the other hand, if F 2 6= 0, we can apply the null
rotation to find a tetrad in which F ′1 is 0. From that tetrad, we apply a null rotation
about vector k and, by the same procedure, we can get F ′2 = 0. Therefore, we can
always achieve a real null tetrad in which F ′1 = F ′2 = 0 and F ′3 6= 0. It exists a tetrad
{x,y,k, l} in which
F+ab = F
3Wab = (α+ iβ)(2l[akb] + 2ix[ayb]), α, β ∈ R,
and since Fab is the real part of F
+
ab, we finally get a general expression for a non-null
bivector
Fab = 2αl[akb] + 2βx[ayb].
In the space of vectors we have defined a metric g that allows to define the metric-
duals of vectors by simply lowering indices of the components: gabx
a = xb. In the space
of bivectors it is possible to define a metric G, the bivector metric, which is induced
from the Lorentz metric and is defined as
G =
1
2
g ∧ g, Gabcd = ga[cgd]b.
The tensor G acts as a metric in the bivector space Bp, and for each bivectors F and
H the following properties are fulfilled:
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(i) Raising and lowering indices: GabcdF
cd = Fab.
(ii) Inner product: (F ,H) := G(F ,H) = GabcdF
abHcd = F abHab.
The second property is direct from the first one. The first property can be demon-
strated taking a bivector from the basis of Bp, H
ab = 2x[ayb] and see that (i) holds for
H.
GabcdH
cd =
1
2
(gacgbd − gadgbc)(xayb − xbya) = 1
2
(xayb − xbya − xbya + xayb) = Hab.
Proposition 2.2.15. The bivector metric G has signature s = 0. There exists a basis
of Bp such that G has a diagonal form (1, 1, 1,−1,−1,−1).
Proof. This is shown by taking a basis {F ′i } adapted from (2.2), such that F ′i = 1√2Fi.
The inner products of these bivectors are
G(F ′i ,F
′
i ) =1, i ∈ {1, 2, 4}
G(F ′i ,F
′
i ) =− 1, i ∈ {3, 5, 6}
G(F ′i ,F
′
j) =0, i 6= j
We will proof that the first one is true for F ′1 =
1√
2
x ∧ y = √2x[ayb]. The procedure to
show the other cases is analogous.
G(
1√
2
x ∧ y, 1√
2
x ∧ y) = 2Gabcdx[ayb]x[cyd] = 2x[ayb]x[ayb]
=
1
2
(xaybxayb − xaybxbya − xbyaxayb + xbyaxbyb)
= 1
We have seen that the space of bivectors is a vector space of dimension 6. Then it is
convenient to label bivectors using only one index, instead of two, like it has been done
until now. Consider a basis {EI}6I=1 of Bp. Then, a general bivector is expressed in this
basis we have defined as follows [15]:
F = F IEI , Fab = F
I(EI)ab, FI =
1
2
F ab(EI)ab.
We can also denote the Hodge dual using this notation and the bivector metric G,
which allows to raise and lower indices in the bivector space:
?FI = IJF
J , (F ,H) = GIJF
IHJ = F IHJ .
Remark 2.9. A double bivector WIJ is said to be symmetric when WIJ = WJI and skew
symmetric if WIJ = −WJI . For example, the hodge tensor  is symmetric.
This developement of this subject from this point of view can be found at J.A.
Saez [15]. There is an introduction to bivector spaces, the bivector metric and their
geometric properties.
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2.3 Weyl Conformal Tensor
The first step in the classification of manifolds is decomposing the RC tensor Rijkl in
two different parts: the trace-free and conformally invariat, the Weyl tensor, and the
Ricci part. Further study on algebraic properties of the Weyl tensor will result in a
classification of Einstein spaces that is invariant under Lorentz transformations. We
start by defining the concept of double bivector.
Definition 2.3.1. Consider a Lorentz manifold (M, g) and the space of bivectors at a
point p ∈ M , Bp. A double bivector or double 2-form W is a tensor of the space Bp,
W ∈ T 2(Bp). A general double bivector has the form W = W IJEI ⊗ EJ , but we will
usually use the compact notation, W = W IJ .
A double bivector is also an element of the tensor space of the manifold, and thus it
can be expressed in a tangent vector basis, W = Wabcd. This tensor is, by definition,
skew-symmetric in the first and second pair of indices, i.e.
Wabcd = −Wbacd = −Wabdc = Wbadc.
Definition 2.3.2. Let (M, g) be an n-dimensional smooth manifold and R its RC
tensor. Consider the basis {ei}ni=1 of TpM and its dual {ωi}ni=1. The Weyl tensor is a
tensor C ∈ T 31 (T ∗pM,TpM) that is invariant under conformal transformations and is a
combination of the RC tensor and its contractions: R, the Ricci tensor Ric(R) and the
scalar curvature R.
Under this definition, the Weyl tensor is uniquely determined as follows.
Proposition 2.3.3. Given an n-dimensional manifold (M, g) and a basis {ea}na=1 of
TpM and its dual {ωa}na=1, the Weyl tensor C is expressed in local coordinates:
Cabcd = Rabcd+
1
n− 2(gacRbd−gbcRad+gbdRac−gadRbc)+
R
(n− 1)(n− 2)(gacgbd−gadgbc),
where Cabcd is the contraction of the first index of the Weyl tensor with the metric gab,
i.e. Cabcd = gakC
k
bcd .
Proof. There are different ways to derive the Weyl tensor. Here, we will assume that
C is invariant under conformal transformations and has the same symmetries as Rabcd.
Consider the Lorentzian manifolds (M, g) and (M, g), and id : M → M is a conformal
map such that for u,v ∈ TpM , gp(u,v) = e U(p)gp(u,v) for a given function U : M →
R.
We will consider infinitesimal changes of the metric [14], thus from now on, the
coordinates of the transformed metric will be considered gab = (1 + U)gab + O(2).
All quantities involving 2 and more will be neglected. The infinitesimal change of g is
defined as
δgab := gab − gab = Ugab.
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The definition of infinitesimal change of a general tensor is equivalent. Wee are looking
for a tensor Cabcd such that δC
a
bcd = 0 or, equivalently, δCabcd = UCabcd. We express
this tensor in terms of the Riemann curvature tensor and its contractions:
Cabcd = Rabcd +AacRbd +BadRbc +DbcRad + EbdRac + FabRcd +GcdRab +HabcdR.
Using that Cabcd has the same symmetries as the RC tensor and Rab = −Rba, we obtain
the following conditions:
Aab = −Bab, Dab = −Eab, Fab = −Fab = Gab = −Gab = 0.
The tensor Habcd also has the same symmetries as Cabcd and Rabcd.
To compute δCabcd, first we need to know how the tensors Rabcd, Rab and R change
under conformal transformations. We saw in eq. (1.3) how Christoffel symbol change.
From Γ
c
ab it is possible to derive Rabcd and its contractions [14]:
Rabcd = (1− U)Rabcd − 1
2
gacU,d;b +
1
2
gadU,c;b − 1
2
gbdU,a;c +
1
2
gbcU,a;d
Rab = Rab − 1
2
gabg
efU,e;f − 1
2
(n− 2)U,a;b
R = (1 + U)R− (n− 1)gefU,e;f
Taking the infinitesimal change of these tensors we obtain δCabcd:
δCabcd =URabcd +
1
2
gacU,d;b − 1
2
gadU,c;b +
1
2
gbdU,a;c − 1
2
gbcU,a;d+
+RbdδAac +Aac
(
1
2
gbdg
efU,e;f +
1
2
(n− 2)U,b;d
)
+
+ · · ·+
+RδHabcd +Habcd
(
(n− 1)gefU,e;f − UR
)
.
Any term involving derivatives and covariant derivative of the function U must vanish.
Then, tensors Aab, Bab, Dab and Eab are determined:
Aac
1
2
(n− 2)U,b;d + 1
2
gabU,b;d = 0
Aac = − 1
n− 2gac, δAac = −
1
n− 2Ugac.
We do the same for tensors B, D and E:
Bad =
1
n− 2gad, δBad =
1
n− 2Ugab,
Dbc =
1
n− 2gbc, δDbc =
1
n− 2Ugbc,
Ebd = − 1
n− 2gbd, δEbd = −
1
n− 2Ugbd.
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In order to find Habcd, we require the terms g
efU,e;f vanish. Using the terms Aab, Bab,
Dab and Eab, we obtain the relation:
(n− 1)Habcd − 1
2(n− 2)gacgbd +
1
2(n− 2)gadgbc +
1
2(n− 2)gbcgad −
1
2(n− 2)gbdgac = 0
Habcd =
1
(n− 1)(n− 2) (gacgbd − gadgbc) , δHabcd = 2UHabcd.
We immediately see that the requirement δCabcd = UCabcd is fulfilled, thus:
Rabcd +
1
n− 2(gacRbd − gbcRad + gbdRac − gadRbc) +
R
(n− 1)(n− 2)(gacgbd − gadgbc).
The 1-contravariant, 3-covariant form of the Weyl tensor is (taking the identity
gaegeb = δ
a
b ):
Cabcd =R
a
bcd +
1
(n− 2) (δ
a
dRbc − δacRbd + gbcRad − gbdRac) +
+
1
(n− 1)(n− 2) (δ
a
c gbd − δadgbc)R
By definition of the Weyl tensor, it has the same symmetries as the RC tensor and is
invariant under conformal transformation of the Lorentzian space. Moreover, this tensor
is trace-free, i.e., Cabad = 0. It is easy to see once we have an expression of C in local
coordinates:
Cabad = Rbd +
1
n− 2(δ
a
dRba − δaaRbd + gbaRad − gbdRaa) +
1
(n− 1)(n− 2)(δ
a
agbd − δadgbc)
= Rbd +
1
n− 2(Rbd − nRbd +Rb − gbdR) +
1
(n− 1)(n− 2)(ngbd − gbd)R
= Rbd +
1
n− 2(−(n− 2)Rbd)−
1
n− 2gbdR+
1
(n− 1)(n− 2)((n− 1)gbd)R
= 0
The RC tensor in a Lorentzian manifold of dimension n = 4 can be decomposed in
different tensors as follows:
Rabcd = Cabcd + Eabcd +
1
6
RGabcd, (2.6)
where C is the Weyl tensor defined before, and E and G are the tensors
Eabcd :=
1
2
(gacSbd + gbdSac − gadSbc − gbcSad),
Gabcd :=
1
2
(gacgbd − gadgbc) = 1
2
gabcd,
Sab := Rab − 1
4
Rgab.
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The Weyl tensor is skew-symmetric on the first and second pair of indices. As the
RC tensor, it has the following symmetries:
Cabcd = −Cbacd = −Cabdc = Cbadc = Ccdab,
Cabcd + Cacdb + Cadbc = 0 ⇐⇒ Ca[bcd] = 0.
For this reason, at fixed indices a, b, the tensor Cabcd is a symmetric double bivector and
we denote this tensor with capital letter indices to indicate it is expressed in a bivector
basis, C = CIJ . For this reason, we can define the Hodge dual of the Weyl tensor [12].
Definition 2.3.4. Consider the Weyl tensor Cabcd of a Lorentzian manifold of dimension
n = 4. The left-dual of Cabcd is
?Cabcd =
1
2
abefC
ef
cd ,
?CIJ = JKC
K
J .
On the other hand, its right-dual is
C?abcd =
1
2
cdefC
ef
ab , C
?
IJ = JKC
K
I .
Given the symmetries of C, it is clear that ?Cabcd = Ccdab
?. A non-trivial relation
between the left-dual and the right-dual of the Weyl tensor is the following:
?Cabcd = Cabcd
? (2.7)
To prove it [2], we take an auxiliary tensor Tabcd =
?Cabcd−Cabcd?, and calculate the
contraction acefTabcd:
acefTabcd = 
acef (
1
2
abghC
gh
cd −
1
2
cdghC
gh
ab )
= −3(δc[bδegδfh]Cghcd + δa[dδegδfh]C ghab )
= −3(Cefbd + C efdb )
= 0.
From this result is straight-forward to see that Tabcd = Tcbad. Using a similar procedure,
contracting e and b in the previous expression we obtain that Tabcd + Tbcad + Tcabd = 0.
Using this and all the other symmetries, we obtain that T vanishes and then it proves
that eq. (2.7) is true.
Due to the left-dual and right-dual of C are the same, we can define the Hodge dual
of the Weyl tensor as the left-dual or right-dual indistinctly. As we did with bivectors,
we can define the self-dual and anti-self-dual of the Weyl tensor as
C±abcd = Cabcd ± i?Cabcd,
satisfying ?C±abdc = ∓iCabcd.
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2.4 Petrov classification
The set of all analytical solutions of Einstein’s equations is classified in many different
ways. One of the most important classifications is the Petrov classification, which is
an algebraic classification of the Weyl tensor and is named after the first person who
settled it (see [9]). In the previous section we defined the Weyl tensor and listed some of
its properties. From this tensor, we can define a linear function Bp → Bp that maps a
bivector to another bivector. Petrov classification is an study of the eigenvalues of this
linear map.
Definition 2.4.1. Consider a Lorentz manifold (M, g) and a point p ∈ M . Let W =
Cabcd ∈ T 2(Bp) be a double bivector. Then, we can define the linear map:
C : Bp - Bp
FI - CJIF
I
F ab -
1
2
CcdabF
ab
If C is the Weyl tensor, then is is said to be the Weyl automorphism.
Remark 2.10. This definition can be extended to the complexification of bivectors space,
CBp. The image of a complex bivector F + iH by C is simply C(F + iH) = C(F ) +
iC(H), where F and H are real bivectors. We can also define the morphism associated
to the Hodge dual of the Weyl tensor, ?C, since it is also a double bivector.
From now on we will consider the Weyl tensor as an automorphism. The algebraic
study of this map leads to the Petrov classification. Different algebraic types of the
Weyl tensor will represent different Petrov types. This algebraic study begins with the
eigenvector equation for the Weyl map. We say that F ∈ Bp is an eigenbivector of the
automorphism C if it fulfills the equation:
C(F ) = λF ⇐⇒ 1
2
CabcdF
cd = λFab,
where λ is said to be the eigenvalue. In general, there could be complex eigenvalues, but
the space of bivectors is real. This is why it makes sense to work in the complexified
space. Thus, the Weyl automorphism is naturally extended to the map C : CBp → CBp,
an automorphism of a vector space of dimension 6.
Proposition 2.4.2. Consider the Weyl automorphism C and a bivector F on the tan-
gent space of a smooth manifold M . Therefore, the following relations apply:
C(?F ) = (?C)(F ) = ?(C(F ))
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Proof. To prove this we express C, C and their Hodge duals in local coordinates.
C = Cabcd C
?ab
cd =
1
2
efcdC
ab
ef
F = F ab ?F ab =
1
2
abefF
ef
Now we compute separately all the terms of the relation and see that they are equal.
[C(?F )]ab =
1
4
Cabcd
cd
efF
ef
[(C?)(F )]ab =
1
4
efcdC
ab
ef F
cd
[?C(F )]ab =
1
4
abcdC
cd
ef F
ef
Due to the property of the Weyl tensor ?C = C?, we also have that ?C(F ) = (?C)(F ).
Using this property of the Weyl map, we can directly see that the image of a self-dual
bivector is a self-dual bivector, and same happens for anti-self-dual bivector. Recall that
bivectors belonging to S±p have the form F ± i?F for any F ∈ CBp. Therefore it holds
that
C(F ± i?F ) = C(F )± iC(?F ) = C(F )± i?(C(F )).
The following lemma is direct from these properties and allows us to simplify the alge-
braic classification of the Weyl map.
Lemma 2.4.3. The restrictions of the Weyl automorphism into S+p and S
−
p are also
automorphism, i.e:
C|S±p : S±p → S±p .
Moreover, given a bivector F , its self-dual F+ is an eigenbivector with eigenvalue λ if
and only if, the anti-self-dual F− is an eigenbivector with eigenvalue λ.
From this lemma we deduce that the Jordan form of both restrictions are the same.
Thus, the eigenvalue problem is only studied only on one of the restrictions. These
restrictions can be related to the self-dual of the Weyl tensor and the anti-self-dual, C+
and C− respectively using the following observation:
F ∈ S+p =⇒ C+(F ) = (C + i?C)(F ) = C + i(?C)(F ) = C(F ) + iC(?F ) = 2C(F )
F ∈ S−p =⇒ C+(F ) = (C + i?C)(F ) = C + i(?C)(F ) = C(F ) + iC(?F ) = 0
The calculation for the anti-self-dual Weyl tensor C− is the same. From this, we
conclude then that
C|S+p =
1
2
(C + i?C), C|S−p =
1
2
(C − i?C)
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Since C+ and C− have the same algebraic structure, we will classify the Weyl tensor of
a manifold according to the eigenvalues structure of the map
C|S+p =
1
2
C+ =
1
2
(C + i?C).
It is a linear map in a vector space of dimension 3, S+p . The image of a self-dual bivector
F is:
1
2
C+(F )I =
1
2
C+IJF
J ,
1
2
C+(F )ab =
1
4
C+abcdF
cd.
We will denote the map 12C
+ byW+. The eigenvalue problem associated withW is:
W+(F ) = λF , 1
2
W+abcdF cd = λFab
From this expression we get that 12W+abcdF cd = λGabcdF cd, that results in the character-
istic equation |W+ − λG| = 0 ( [9], [15]).
Definition 2.4.4. Petrov Classification. Consider a smooth Lorentzian manifold (M, g)
and its associated self-dual Weyl tensor W+. Then, the Petrov type of M depends on
the algebraic structure of the linear map defined byW+
• Type I. The Weyl map has 3 different eigenvalues. This is the most general case.
The characteristic equation yields
(W+ − λ1G)(W+ − λ2G)(W+ − λ3G) = 0.
• Type II. The map has 2 different eigenvalues and it does not diagonalize. We have
that
(W+ − λG)2(W+ + 2λG) = 0.
The algebraic multiplicity of the eigenvalue λ is 2, but its geometric multiplicity
is 1.
• Type D. In Petrov D spaces, the Weyl map also has two different eigenvalues. In
this case, the algebraic multiplicity is the same as the geometric multiplicity for
every eigenvalue.
(W+ − λG)(W+ + 2λG) = 0.
• Type III. For type III, all the eigenvalues are the same and equal to zero, since the
trace of W+ is also zero. The geometric multiplicity of the eigenvalue is 1 and
then, the map does not diagonalize:
(W+)2 6= 0, (W+)3 = 0.
• Type N. As in type III, all three eigenvalues are the same, but with geometric
multiplicity equal to 2 and thus, it does not diagonalize.
W+ 6= 0, (W+)2 = 0.
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• Type O. The Weyl tensor is equal to zero.
W+ = 0.
Remark 2.11. Due to the tracelessness of the Weyl tensor, if its diagonal form has two
different eigenvalues, λ1 and λ2, then 2λ1 = −λ2, where λ1 is taken to be the eigenvalue
with multiplicity 2.
Taking the basis of S+p {U ,V ,W }, we can express the self-dual Weyl map as follows:
1
2
C+ = Ψ0U ⊗U +Ψ1U ⊗ V +Ψ2U ⊗W
+Ψ3V ⊗U +Ψ4V ⊗ V +Ψ5V ⊗W
+Ψ6W ⊗U+Ψ7W ⊗ V +Ψ8W ⊗W
It is useful to work with the coordinates of this tensor, C+IJ , to show the relation between
the Ψ coefficients:
(i) Symmetry. Since C+IJ = C
+
JI , we have that Ψ1 = Ψ3, Ψ2 = Ψ6 and Ψ5 = Ψ7.
(ii) Tracelessness. The Weyl tensor is trace-free, i.e. CII = 0. Moreover, using that
UIV
I = 2 and WIW
I = −4, we obtain that Ψ1 = Ψ3 = Ψ8.
The final expression for the automorphism that will be studied, in terms of a self-dual
bivector basis, is the following:
W+IJ :=
1
2
C+IJ =Ψ0UIUJ + Ψ1(UIWJ +WIUJ) + Ψ2(UIVJ + VIUJ +WIWJ)
+ Ψ3(VIWJ +WIVJ) + Ψ4VIVJ .
(2.8)
The coefficients can be directly computed from the Weyl tensor. Contracting the bivector
V twice to the Weyl tensor C, and using that S+p and S
−
p are orthogonal spaces and
also eq. (2.5), we obtain:
CabcdV
abV cd =
1
2
(C+abcd + C
−
abcd)V
abV cd =
1
2
C+abcdV
abV cd =
= Ψ0UabUcdV
abV cd = 4Ψ0.
Recalling the form of bivectors from eq. (2.4) it is easy to see that UabUcdk
ambkcmd = 1.
Using all of this, we now know an expression for Ψ0. With similar procedures, it is
possible to give a way to calculate all the other coefficients.
Ψ0 = Cabcdk
ambkcmd Ψ1 = Cabcdk
albkcmd
Ψ2 = Cabcdk
ambmcld Ψ3 = Cabcdk
albmcld (2.9)
Ψ4 = Cabcdm
albmcld.
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As the Weyl map is a linear map, we can build a matrix in the bivector basis. Using
the expression eq. (2.8) and eq. (2.5), we can obtain an expression for the matrix with
Ψ coefficients.
W+(U) =W+IJUJ = 2Ψ2UI + 2Ψ4VI + 2Ψ3WI
W+(V ) =W+IJV J = 2Ψ0UI + 2Ψ2VI + 2Ψ3WI
W+(W ) =W+IJW J =−4Ψ1UI − 4Ψ3VI − 4Ψ2WI .
In terms of a vector basis {ei ⊗ ej}, the coefficients are halved. The matrix for the
self-dual Weyl automorphism, also denoted byW+ is traceless, as the Weyl tensor.
W+ =
Ψ2 Ψ0 −2Ψ1Ψ4 Ψ2 −2Ψ3
Ψ3 Ψ1 −2Ψ2
 (2.10)
We reduced the Petrov classification problem to the algebraic classification of a linear
map W+ : C3 → C3. The relation between the coefficients will determine whether the
Petrov type ofW+ is one or other.
The first step to the diagonalization of the matrix is to solve the characteristic equa-
tion for the Weyl matrix, det (W+ − λI) = 0. From the matrix form detailed before,
we obtain the following equation for the eigenvalues:
det (W+ − λI) =− λ3 + (Ψ0Ψ4 − 4Ψ1Ψ3 + 3Ψ32)λ
+ (2Ψ0Ψ2Ψ4 − 2Ψ0Ψ23 − 6Ψ21Ψ4 + 4Ψ1Ψ2Ψ3 − 6Ψ32) (2.11)
=− λ3 + 1
2
Iλ+
1
3
J = 0.
We have included the scalars I and J , which are the trace of (W+)2 and (W+)3 respec-
tively. These traces are obtained by contraction of indices of the self-dual Weyl tensor
and thus, are invariant with respect to change of coordinates.
I = tr((W+)2) = 1
16
C+abcdC
+abcd =2Ψ0Ψ4 − 8Ψ1Ψ3 + 6Ψ22
J = tr((W+)3) = 1
64
C+abcdC
+cd
efC
+efab=6Ψ0Ψ2Ψ4 − 6Ψ0Ψ23 − 6Ψ21Ψ4 (2.12)
+ 12Ψ1Ψ2Ψ3 − 6Ψ32
Since eq. (2.11) is a cubic equation in λ, it is possible to know analytically [1] the
three eigenvalues:
λ1 =− 1
2
(K+ +K−) + i
√
3
2
(K+ +K−)
λ2 =− 1
2
(K+ +K−)− i
√
3
2
(K+ +K−)
λ3 =K+ +K−,
(2.13)
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where the terms K± are defined as follows:
K± :=
(
J
6
± 1
6
√
J2 − I
3
6
)
.
By directly looking at eq. (2.13), it is easy to note that if I3 6= 6J2, then all three
roots are different and the matrix diagonalizes. The following expression is then fulfilled:
(W+ − λ1I)(W+ − λ2I)(W+ − λ3I) = 0, λ1 6= λ2 6= λ3.
That means that we found a condition for Petrov type I spaces that only involves the
Ψ coefficients and does not depend on changes of coordinates.
The case I3 = 6J2 is called algebraically special and includes Petrov types II, D,
III and N . There are at least two equal eigenvectors:
λ1 = λ2 = − 3
√
J
6
,
λ3 = 2
3
√
J
6
.
When I = J = 0 then, all three eigenvalues are 0 and thus, the Petrov type of the
manifold can be III, N or O. If the Weyl tensor completely vanishes, then its Petrov
type is O. If the Weyl tensor is not zero, but (W+)2 = 0, then the Petrov type is N .
Finally, if we have that (W+)2 6= 0 but (W+)3 = 0, then the manifold is classified in
the Petrov type III.
For type D and II spaces, we have that I3 = 6J2 6= 0. For type D, the Weyl
matrix diagonalizes and therefore, the minimum polynomial is (x − λ1)(x − λ3), with
λ := λ1 = −12λ3. For this reason we can obtain the following condition for Petrov type
D spaces:
(W+ − λI)(W+ + 2λI) = 0 =⇒ (W+)2 − 2λ2I = −λW+. (2.14)
If this equality is not fulfilled, then, the Petrov type is II.
We have build, so far, a criterion to determine the Petrov type of an Einstein space.
From the Riemann curvature tensor Rabcd we get the Weyl conformal tensor Cabcd using
eq. (2.6). We obtain a complex null tetrad {k, l,m,m} (definition 2.1.10) and find
coefficients Ψ0, . . . ,Ψ4 using eq. (2.9). With the coefficients we get the matrix of W+
(2.10). After computing the traces I and J (eq. (2.12)), we can proceed to classify the
space.
• Petrov Type I. We have the relation I3 6= 6J2.
• Petrov Type D. In this case, I3 = 6J2. For this case, the condition 2.14 applies,
i.e.
(W+)2 − 2
(
J
6
) 2
3
I ∝W+. (2.15)
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• Petrov Type II. Like in Petrod type D case, we have that I3 = 6J2, but in this
case, the relation 2.14 is not fulfilled.
• Petrov Type III. Traces I and J are 0. We have that (W+)2 6= 0.
• Petrov Type N. Here I and J are also 0, but in this case (W+)2 = 0.
• Petrov Type O. The Weyl tensor is 0.
Note that all possible situations have been visited and hence, this classification is
complete, i.e. every space-time belongs to one of the defined Petrov types.
2.5 Null principal directions. Debever classification
We have discussed the classification done by Petrov in the previous section. There are
other equivalent approaches to the classification of the Weyl tensor. In this section,
the method described by Debever starts with a definition of principal null direction
and results in the same characterization of spaces, but there is no need of calculating
eigenvalues and matrices diagonal forms. This method instead will give us the canonical
form of the Weyl matrix. A study on principal null directions can be found at [6].
This classification, as the Petrov classification, is defined locally in a neighborhood
of a point p in a Lorentz manifold M of dimension 4.
Definition 2.5.1. Let n be a null vector of TpM . Consider the Weyl tensor C and its
self-dual, C+. Suppose that the Weyl tensor at p ∈ M is not zero, Cp 6= 0. Then, the
space spanned by n is said to be a principal null direction (p.n.d.) of C (or C+) if n
satisfies
n[eCa]bc[dnf ]n
bnc = 0.
One can find a null tetrad {k′, l′,m′,m′} in which the vector k′ or l′ spans a p.n.d.
In order to study the p.n.d. problem, we will consider all the null rotations (proposi-
tion 2.1.12) around the null vector l. This change will give us a null tetrad that depends
on a factor E. After a few calculations, one obtains an expression for the transformed
bivector basis (eq. (2.4)):
U ′ = U
V ′ = V − EW + E2U
W ′ = W − 2EU
We can write down the Weyl tensor in terms of these bivectors and coefficients
Ψ′0 . . .Ψ′4 in the same way we did in eq. (2.8). Expanding the expression of C+
′
and
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expressing it in terms of U , V and W , we obtain the following relations between the
coefficients Ψi and Ψ
′
i:
Ψ′0 = Ψ0 − 4EΨ1 + 6E2Ψ2 − 4E3Ψ3 + E4Ψ4
Ψ′1 = Ψ1 − 3EΨ2 + 3E2Ψ3 − E3Ψ4
Ψ′2 = Ψ2 − 2EΨ3 + E2Ψ4
Ψ′3 = Ψ3 − EΨ4
Ψ′4 = Ψ4
(2.16)
One can compute an equivalent condition for being p.n.d. using eq. (2.8), eq. (2.4)
and the definition of null tetrad. A useful result proven by Sachs [10] make this calcu-
lation easier:
Proposition 2.5.2. Consider a null tetrad {k, l,m,m}. Then we have the following
equivalences:
(i) k is p.n.d ⇐⇒ CabcdV abV cd = 0.
(ii) l is p.n.d ⇐⇒ CabcdUabU cd = 0.
From this statement we deduce, using eq. (2.8) and eq. (2.5) that the condition of k
is a p.n.d is equivalent to Ψ0 = 0. On the other hand, if the null vector l spans a p.n.d,
then one finds that Ψ4 = 0.
An analysis on the number of different p.n.d. will result in a classification that is
completely equivalent to the Petrov classification.
Proposition 2.5.3. There are at least one and at most four p.n.d..
Proof. Consider a null tetrad {k, l,m,m}. If l is p.n.d. the coefficient Ψ4 vanishes.
Now we apply a Lorentz rotation around this null vector to obtain vectors k′ that are
p.n.d., e.g., Ψ′0 = 0. Looking at the first equation of 2.16, we obtain a cubic equation in
E. For each solution we obtain a p.n.d., and there are at most 3 of them.
On the other hand, if l is not p.n.d., then the coefficient Ψ4 is not zero, and then
applying a null rotation and looking for tetrads in which Ψ′0 vanishes, we obtain a quartic
equation in E with at least one and at most 4 solutions (each different value of E yields
a p.n.d.).
A p.n.d. can have multiplicity greater than 1. If that happens, then there are less
than four p.n.d. and one of them is said to be a double p.n.d..
Definition 2.5.4. Consider the Weyl tensor C 6= 0 of a Lorentz manifold. A null vector
n is said to be a double or repeated p.n.d. of C if
n[eCa]bcdn
bnc.
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Remark 2.12. Clearly, a repeated p.n.d. is also a p.n.d..
Given a null tetrad, another result from Sachs [10] can be used to characterize re-
peated p.n.d.:
k is repeated p.n.d. ⇐⇒ V eaCabcdV cd = 0.
l is repeated p.n.d. ⇐⇒ U eaCabcdU cd = 0.
(2.17)
We will see that the first condition is equivalent to say Ψ0 = Ψ1 = 0. First, using
eq. (2.8) and eq. (2.5) we obtain that
CabcdV
cd =
1
2
C+abcdV
cd = 2Ψ0Uab + 2Ψ1Wab + 2Ψ2Vab.
We compute now the contractions of the bivector V with U , V and W using defini-
tion 2.1.10:
V abUbc = k
alc −mamc
V abVbc = 0
V abWbc = −kamc +makc
Now we compute V eaCabcdV
cd:
V eaCabcdV
cd = V ea(2Ψ0Uab + 2Ψ1Wab + 2Ψ2Vab)
= 2Ψ0(k
elb −memb) + 2Ψ1(mekb − kemb)
This expression vanishes only when Ψ0 = Ψ1 = 0, since all four vectors of the null
tetrad are independent and non-zero. An analogous argument is used to prove that
Ψ3 = Ψ4 = 0 ⇐⇒ l is p.n.d..
Proposition 2.5.5. There are at most 2 repeated p.n.d. and possibly none.
Proof. As we did before, consider the null vectors k and l from a null tetrad. If l is not
a repeated p.n.d. we apply a rotation around it to find null vectors k′ that are repeated
null directions. The condition we impose is that Ψ′0 = Ψ′1 = 0 in eq. (2.16). There might
be no repeated null directions if all solutions for E in the Ψ′0 = 0 equation are different
from solutions in Ψ′1 = 0 equation.
If there exist a repeated principle null direction, then choose it to be l and then apply
a rotation. Since l is a double null direction, we have that Ψ3 = Ψ4 = 0. The condition
for k′ (the null vector we obtain with the rotation around l) being double null direction
is that Ψ′0 = Ψ′1 = 0. We impose this condition in eq. (2.16) and find out that there is
a linear equation in E in the second equation. Therefore, there are at most one more
repeated p.n.d. (and two in total).
Remark 2.13. We will name simple p.n.d. to those that are not repeated. If there is a
repeated p.n.d., then there are at most two simple p.n.d. more.
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Definition 2.5.6. Let C 6= 0 be the Weyl tensor of an Einstein space. A null vector n
is a triple principal null direction of C if
Cabc[dne]n
c = 0.
The Sachs condition [10] for triple p.n.d. is the following (for a null tetrad
{k, l,m,m}):
k is triple p.n.d ⇐⇒ CabcdV cd = 0
l is triple p.n.d ⇐⇒ CabcdU cd = 0
(2.18)
Proceeding in a similar way we did before, we obtain that the condition for k being a
triple p.n.d. is equivalent to Ψ0 = Ψ1 = Ψ2 = 0. Analogously, if l is a triple p.n.d we
have that Ψ2 = Ψ3 = Ψ4 = 0.
Proposition 2.5.7. Given a Weyl tensor C, there is at most one triple p.n.d..
Proof. The proof for this is analogous to the previous ones. Consider a null vector l of
a null tetrad. Suppose it to be a triple p.n.d. and apply a null rotation around it. Since
l is triple p.n.d, we have that Ψ2 = Ψ3 = Ψ4 = 0. Looking at eq. (2.16), we look for
E factors that make Ψ′0,Ψ′1 and Ψ′2 vanish. The Ψ′2 factor is already 0, and if there is
another triple p.n.d. coefficients Ψ0 and Ψ1 vanish, but it would mean that the Weyl
tensor is zero. Therefore, there can be at most one triple principal null direction.
There are another type of principal null direction, that is the most degenerated one.
Definition 2.5.8. Consider the Weyl tensor C and suppose it is different from zero. A
quadruple principal null direction of C is a null vector n that satisfies
Cabcdn
d = 0.
Another result from Sachs [10] shows again more simple conditions when the null
vectors of a null tetrad are quadruple p.n.d.:
k is quadruple p.n.d. ⇐⇒ CabcdV ce = 0
l is quadruple p.n.d. ⇐⇒ CabcdU ce = 0
(2.19)
Then, if k is a quadruple p.n.d. all Ψ coefficients but Ψ4 vanish. If l is quadruple p.n.d.,
then all coefficients but Ψ0 vanish. If there is a quadruple p.n.d., then there are no other
principal null directions.
We have described all the types of principal null directions a Weyl tensor can have.
We can relate the number of principal null directions to the algebraic type of the Weyl
tensor. Therefore, there is an equivalence between the Petrov classification and the
number of principal null directions.
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Proposition 2.5.9. Consider an Einstein space, a Lorentz manifold M of dimension
4, and its Weyl tensor C. Then we can classify the space according to the number and
type of its principal null directions:
(i) 4 simple p.n.d. =⇒ Petrov type I
(ii) 2 repeated p.n.d. =⇒ Petrov type D
(iii) 2 simple p.n.d and 1 repeated p.n.d =⇒ Petrov type II
(iv) 1 triple p.n.d. and 1 simple p.n.d. =⇒ Petrov type III
(v) 1 quadruple p.n.d. =⇒ Petrov type N
Proof. The proof for the equivalence with the Petrov classification is quite straight for-
ward from the analysis of the Ψ coefficients done before.
If there is a unique p.n.d. it has to be quadruple. Therefore there is a null tetrad in
which the null vector l is this quadruple p.n.d. and thus, Ψ0 6= 0 and Ψ1 = Ψ2 = Ψ3 =
Ψ4 = 0. The matrix form for the Weyl tensor is
W+ =
0 Ψ0 00 0 0
0 0 0
 .
Both scalars I and J (eq. (2.12)) are zero, and (W+)2 = 0. The space is then Petrov
type N.
In the case of the existence of a triple p.n.d. (that is not quadruple) and a simple
p.n.d., there is a null basis in which l is a triple principal null direction and the vector
k is a simple one. It means that Ψ1 6= 0 and Ψ0 = Ψ2 = Ψ3 = Ψ4 = 0. In this case, the
matrix form of the Weyl map is the following:
W+ =
0 0 −2Ψ10 0 0
0 Ψ1 0
 .
The scalars I and J are zero again, but in this case, (W+)2 6= 0 and (W+)3 = 0 and
thus, this is a case of Petrov type III space.
If the Weyl tensor has two different double p.n.d. there exist a null tetrad in which
k and l are those principal null directions. In this basis the coefficients Ψ0,Ψ1,Ψ3 and
Ψ4 vanish, and the matrix of the Weyl map has the form
W+ =
Ψ2 0 00 Ψ2 0
0 0 −2Ψ2
 .
This matrix is already in its diagonal form and it is clear that in this case the space is
Petrov type D.
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Now we look at the case in which the Weyl tensor has 3 principal null directions
(one of them repeated and two simples). There is a null tetrad in which k is a simple
p.n.d. and l is the repeated principal null direction. Coefficients Ψ0,Ψ3,Ψ4 vanish and
the matrix form of C+ in this basis is
W+ =
Ψ2 0 −2Ψ10 Ψ2 0
0 Ψ1 −2Ψ2
 .
If we compute the quantities I and J (eq. (2.12)) we obtain that I3 = 6J2 and we
conclude that this is a degenerate case. These scalars are I = 6Ψ22 and J = −6Ψ32.
In order to determine whether this is a Petrov type II or D space, we must verify if
condition 2.15 is fulfilled or not. A straight-forward calculation leads to the result that
this is a case of Petrov type II space.
Finally, if we have four different principal null directions, we can choose a null tetrad
in which k and l are p.n.d.. In this case, vanishing coefficients are Ψ0 and Ψ4. The
matrix of the Weyl map is now
W+ =
Ψ2 0 −2Ψ10 Ψ2 −2Ψ3
Ψ3 Ψ1 −2Ψ2
 .
When we compute the scalars I and J we get that the condition I3 = 6J2 is only given
when
Ψ22 =
16
9
Ψ1Ψ3, (2.20)
but this can’t happen, because then we could find a rotation around l that yields a double
p.n.d. k′, and we are supposing that there are 4 different simple principal null directions.
Imagine we apply a null rotation and look for null vectors k′ such that Ψ′0 = 0. In the
actual tetrad, coefficients Ψ0 and Ψ4 are 0, since k and l are simple p.n.d.. The condition
we have to fulfill is (from eq. (2.16))
Ψ′0 = 0 = 0− 4Ψ1E + 6Ψ2E2 − 4Ψ3E3 + 0, E 6= 0.
We impose the condition 2.20 and divide by E the whole equation. We obtain
0 = −9
4
Ψ22
Ψ3
+ 6Ψ2E − 4Ψ3E2.
There is only one solution to this quadratic equation with multplicity 2, E = 34
Ψ2
Ψ3
. Then
there is only one more p.n.d. different from k and l and thus it must be a repeated
p.n.d., since k and l are simple. For this reason, the relation 2.20 is not given and the
Petrov type in this case is I.
Therefore, we conclude that in case of having 4 different principal null directions,
the space is classified as Petrov type I.
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Since we have covered all the possible situations regarding the number and degen-
eracies of p.n.d., the reciprocal of this proposition is also valid (e.g. a Petrov type D
space has two repeated p.n.d.).
Once we have related principal null directions and Petrov type, we can define a
method of classifying spaces by figuring out how many p.n.d it has and identify them.
We start by computing the Weyl tensor C in a null tetrad {k, l,m,m}. We compute
all Ψ coefficients and then we look for the roots of the equation
0 = Ψ0 − 4EΨ1 + 6E2Ψ2 − 4E3Ψ3 + E4Ψ4. (2.21)
Each root of E will give a p.n.d. by applying a null rotation around l with the found E.
If l is already a p.n.d. the coefficient Ψ4 will be 0 and this equation will have at most 3
solutions (if l is a repeated p.n.d. it will have at most 2 solutions and so on).
Proposition 2.5.10. Consider a null tetrad {k, l,m,m} and coefficients Ψ0,. . . ,Ψ4
that determine the Weyl tensor in the basis {U ,V ,W } defined by the null tetrad. A
null rotation around the vector l yields a null vector
k′ = k + Em+ Em+ |E|2l, E ∈ C.
If E is a solution of eq. (2.21) with multiplicity p, then k′ is a principal null direction
with the same multiplicity.
Proof. We will prove this when eq. (2.21) has a root with multiplicity p = 2. For other
cases the proof is analogous.
It is obvious that if E1 is a root of eq. (2.21), then k
′ is a p.n.d., since Ψ′0 = 0, and
it is a characterization for principal null directions. Consider E1 has multiplicity p = 2.
Then we can write the equation as:
0 = (E − E1)2(E − E2)(E − E3),
where E1 is the root with multiplicity 2 and E2 and E3 are simple roots. Expanding
this expression we get
0 =E21E2E3 + (−2E1E3E3 − E21E2 − E21E2)E
+ (E21 + 2E1E2 + 2E1E3 + E2E3)E
2
+ (−2E1 − E2 − E3)E3 + E4,
from where we can get the equivalences:
Ψ0 = E
2
1E2E3
Ψ1 =
1
4
(2E1E3E3 + E
2
1E2 + E
2
1E2)
Ψ2 =
1
6
(E21 + 2E1E2 + 2E1E3 + E2E3)
Ψ3 =
1
4
(2E1 + E2 + E3)
Ψ4 = 1.
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We have normalized the equation to Ψ4 = 1. Now we express the coefficient Ψ
′
1(E) that
results from a null rotation around l (eq. (2.16)):
Ψ′1 = Ψ1 − 3EΨ2 + 3E2Ψ3 − E3Ψ4
=
1
4
(2E1E3E3 + E
2
1E2 + E
2
1E2)
− 1
2
(E21 + 2E1E2 + 2E1E3 + E2E3)E
+
3
4
(2E1 + E2 + E3)E
2 − E3
It is easy to check that Ψ′1(E1) = 0 and thus, the null vector k′ resulting from a rotation
using E1 is a repeated principal null direction. It cannot be a triple p.n.d. because E2
and E3 give two simple p.n.d., and there can not be a triple p.n.d. and two simple ones.
The proof for cases with multiplicity p = 1, p = 3 and p = 4 is the same.
Figure 2.1 summarizes all the possibles Petrov types of spaces and their characteri-
zations [12].
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Figure 2.1: Relation between principal null directions and Petrov Type
Petrov Type Number of roots of 2.21 Multiplicities Principal null directions
I 4 (1,1,1,1)
D 2 (2,2)
II 3 (2,1,1)
III 2 (3,1)
N 1 (4)

Chapter 3
Ricci Classification and the
Energy-Momentum Tensor
In the previous chapter we decomposed the Riemann-Curvature tensor in different parts
(2.6). Then we made an algebraic analysis of one of its parts, the Weyl tensor Cabcd, and
defined an invariant classification. In this chapter we treat the algebraic classification
for the remaining part of the RC tensor, the traceless Ricci tensor Sab. This tensor is
defined as
Sab = Rab − 1
4
Rgab
and due to the symmetry of the Ricci tensor and the metric, it is also symmetric.
We will see all the possible algebraic types of the Ricci tensor and also the Energy-
Momentum tensor, since it is a second order symmetric tensor. This will give another
criteria of classification for Einstein spaces, the Segre classification [11], that has physical
meaning. The Petrov classification gives a purely geometric description of the space,
whilst the Segre classification gives some information about the physics, since it classifies
the manifolds according to the energy tensor.
The results on the classification of second order symmetric tensors can be found
on [6] and a discussion on the energy tensor on [7] and [13].
3.1 Algebraic classification of symmetric tensors
We start by defining an eigenvalue equation for the tensor Sab that will lead to an
algebraic classification of this tensor, as we did in the previous chapter with the Weyl
tensor.
We will consider a smooth Lorentzian manifold (M, g) and a point p ∈ M . If
T ab ∈ T 11 (T ∗pM,TpM) is a second order symmetric tensor, then it defines a linear map
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TpM → TpM that maps a vector v to w:
w = T (v) := T ab v
b.
We state the eigenvalue problem on the tensor Sab, which will define its algebraic type and
thus, lead to a further classification of spaces. This is, finding eigenvectors v ∈ CTpM
and eigenvalues λ ∈ C. Note that this classification will be local in a neighborhood of p.
Sabv
b = λva ⇐⇒ vb(Sab − λgab) = 0. (3.1)
We have lowered the first index of the tensor S and then we have a map S : TpM → T ∗pM ,
but the algebraic structure is the same. We will consider the classification of the Ricci
tensor Rab, since it has the same eigenvectors than Sab and the eigenvalues are shifted
by 14R, with R = R
a
a. Suppose that v is an eigenvector with eigenvalue λ of Sab, then:
Rabv
b = (Sab +
1
4
Rgab)v
b = (λ+
1
4
R)va.
Thus, the Jordan form of Rab and Sab are equivalent.
In a metric space with a definite positive metric, a real symmetric matrix can al-
ways be diagonalized in an orthogonal basis. In this case, the metric gab adds a more
complicated algebraic structure. In order to solve this, we can rewrite the eigenvalue
problem 3.1 by contracting the expression with the metric. By this procedure, we obtain
a standard formulation of the eigenvalue problem:
va(S ba − δba) = 0, S ba = Sacgcb (3.2)
Now the tensor S is regarded as a linear map TpM → TpM , but it is no longer symmetric,
since Sacg
cb 6= Sbcgca in general. If we follow this method to classify S, we have to
introduce the signature of gab and the symmetry condition afterwards. An introduction
to this method is described below.
Remark 3.1. To describe the different algebraic types we will use the Segre´ notation.
Between brackets, we write the orders of different Jordan blocks of a matrix. If multiple
Jordan blocks correspond to the same eigenvalue, those numbers are written between
parentheses. If there are complex conjugates eigenvalues, they are noted as Z and Z.
A general bracket Segre´ expression for a matrix with k different real eigenvalues and l
pairs of complex conjugates eigenvalues would be:
{(p11 . . . p1r1) . . . (pk1 . . . pkrk)Z1Z1 . . . ZlZ l},
where the the number of Jordan blocks for the i-th eigenvalue is ri and theire orders are
pi1, . . . , piri .
We will see now the different types of a symmetric tensor when all the eigenvalues
are real. The method used is to treat with the form S ba and then reinstate the symmetry
condition and the metric signature [6].
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Proposition 3.1.1. Let (M, g) be a Lorentz manifold of dimension 4. Let S ∈ T k(T ∗pM)
such that S 6= 0, be a second order symmetric tensor, Sab = Sba. Suppose that all the
eigenvalues λ from 3.1 are real numbers. Then, the only possible Segre´ types (algebraic
types) of this tensor resulting from the eigenvalue problem are {31}, {211} and {1111}
(eigenvalues can be repeated).
Proof. Consider the linear application defined by the tensor S: S(v)b = S ba v
a. The
associated matrix is not symmetric and the element (i, j) of this matrix is given by Sacg
cb.
Since all coefficients are real, and we are supposing that all eigenvalues are also real, the
canonical form of this matrix can only take the following 5 types: {4}, {22}, {31}, {211}
and {1111}. We will proof that the type {4} is not possible and, using the same method,
that the type {31} can be given in a second order symmetric tensor.
If the type of the matrix were {4} then, expressed in the Jordan basis, the matrix
has the form 
λ 1 0 0
0 λ 1 0
0 0 λ 1
0 0 0 λ
 , λ ∈ R.
Now we reinstate the symmetry condition for S by taking an arbitrary symmetric matrix
for gab and imposing Sab = Sba, i.e. S
c
a gcb = S
c
b gca. This is equivalent to say that the
product of the matrix S by g is symmetric. The matrix S · g is
λg11 + g12 λg12 + g22 λg13 + g23 λg14 + g24
λg12 + g13 λg22 + g23 λg23 + g33 λg24 + g34
λg13 + g24 λg23 + g24 λg33 + g34 λg34 + g44
λg14 λg24 λg34 λg44
 .
Since it has to be symmetric, we find the relations g13 = g22, g14 = g23, g24 = g33 =
g34 = g44 = 0 in the Jordan basis. With this restrictions, the determinant of the metric
is det (gab) = (g23)
4 ≥ 0. Then, a Lorentz metric with signature -1 is not compatible
with the tensor Sab having an algebraic type of {4}. To show that the type {22} is also
incompatible the procedure is the same.
For type {31}, the canonical form of the matrix S ba is
λ1 1 0 0
0 λ1 1 0
0 0 λ1 0
0 0 0 λ2
 , λ1, λ2 ∈ R.
Note that if λ1 = λ2, then the Segre´ type would be expressed as {(31)}. As we did
before, we impose the condition S ca gbc = S
c
b gba and in this case we obtain the relations
g22 = g13 and g23 = g14 = g33 = g34 = g24 = 0. For g44 > 0 and g22 > 0 (or g44, g22 < 0)
we obtain a valid Lorentz metric, since det (gab) = −g33 · (g22)3 < 0. For dimension 4
matrices, it means that there are 1 positive eigenvalue and 3 negative ones, or 1 negative
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eigenvalue and 3 positive ones. It is then a Lorentz metric with signature s = −1. The
proof to show that types {211} and {1111} are also possible are analogous.
We can use this method to express the Ricci tensor in its canonical form. Regarding
the previous proof, if Ricci tensor has type {31}, then the vector vector l = (0, 0, 1, 0)
(expressed in terms of the Jordan basis) is a null eigenvector with eigenvalue λ1 and the
vector x = (0, 0, 0, 1) is a spacelike eigenvector (if g44 > 0) with eigenvalue λ2. Moreover,
lax
a = 0. A way to proceed in order to write the canonical expression of S is to build
a null tetrad from l and x′ = (x · x)− 12x and apply a general null rotation in order to
get a general expression for the canonical form of a type {31} second order symmetric
tensor. Then we repeat the process for other possible algebraic types, even those with
complex eigenvalues.
There is another possible approach to the problem in which we deal directly with the
symmetric tensor Sab. We start by analyzing how is the structure of 2-invariant planes
of the linear application defined by Sab.
Definition 3.1.2. Consider a Lorentz manifold (M, g) of dimension 4, and a second
order symmetric tensor Sab ∈ T 2(T ∗pM), Sab 6= 0 at a point p ∈ M . Let S be also the
linear application defined by Sab. A plane or 2-space W ⊂ TpM is said to be an invariant
2-space of S if ∀v ∈ W , S(v) = vaS ba ∈ W . We denote the subspace generated by two
tensors u and v as < u,v >.
We can state some properties of invariant 2-spaces of S that will help in expressing
the tensor in its canonical form.
Lemma 3.1.3. Let M be a Lorentz manifold of dimension 4 and consider a second order
symmetric tensor S ∈ T 2(T ∗pM), S 6= 0 at point p ∈M . Then:
(i) S has at least one invariant 2-space.
(ii) If W is an invariant 2-space of S, its orthogonal complement is also an invariant
plane.
(iii) S admits a null invariant 2-space W ⇐⇒ S admits a real null eigenvector k.
(iv) S admits a spacelike (or equivalently, timelike) invariant 2-space ⇐⇒ S has a
pair of orthogonal spacelike eigenvectors (and they are included in the invariant
plane).
Proof. (i) In order to prove this, we use the result that we obtained in proposition 3.1.1.
If all eigenvalues of S are real, then its algebraic type cannot be {4}, and thus, there exist
at least two real eigenvectors, that clearly span an invariant 2-space. On the other hand,
S can have a complex eigenvalue Z ∈ C with eigenvector w ∈ CTpM , and w = u + iv
for some u,v ∈ TpM . Then, since the tensor S (and the associated matrix) is real, u
and v span an invariant 2-space.
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In order to prove (ii) to (iv), we write a general expression for S in terms of a real
null tetrad {x,y,k, l}:
Sab =2S
1x(ayb) + S
2xaxb + S
3yayb + 2S
4x(akb) + 2S
5x(alb) + 2S
6y(akb)
+ 2S7y(alb) + 2S
8k(alb) + S
9kakb + S
10lalb,
(3.3)
with Si ∈ R.
(ii) Let W be an invariant 2-space. If it is spacelike, there is a basis of two spacelike
vectors for W (proposition 2.1.5). For this proof, we take W to be spanned by x and y.
Then, since W is invariant, coefficients S4, S5, S6 and S7 must be 0 (otherwise, Sabx
a
would have a component in kb and lb, which are out of the plane determined by xa and
ya).
S(αx+ βy) = Sab(αx
b + βyb) = (βS1 + αS2)xa + (αS
1 + βS3)ya ∈< x,y > .
The orthogonal complement of this plane is spanned by k and l, which also determine
an invariant 2-space (given that S4, . . . , S7 are 0). If W is timelike (2 null vectors), the
argument is exactly the inverse. If W is a null 2-space, it has a spacelike vector and a
null one. We choose them to be x and k and therefore, coefficients S1, S5, S7 and S10
must be 0. The orthogonal complement in this case is spanned by y and k and is also
an invariant 2-space and k is an eigenvector.
(iii) If W is a null invariant 2-space, the existence of a null eigenvector is proven at
the end of the proof (ii). Conversely, if S admits a null eigenvector, taken as k, then we
have that S5 = S7 = S10 = 0. If S1 = 0, then x (or y) and k would span an invariant
null 2-space. If S1 6= 0, we apply a null rotation i the m −m plane (2.1.12) and the
new tetrad is
x′ = cos (θ)x+ sin (θ)y, y′ = − sin (θ)x+ cos (θ)y, k′ = k, l′ = l.
Once we apply a rotation, the coefficients S5
′
, S7
′
and S10
′
are still 0, since x′ and y′ are
in the same 2-space than x and y. Coefficient S1
′
is expressed in terms of Si as follows:
S1
′
= S1(cos2 (θ)− sin2 (θ)) + sin (θ) cos (θ)(S2 − S3).
We find a value for θ that makes S1
′
vanish:
cos2 (θ)− sin2 (θ)
sin (θ) cos (θ)
=
S2 − S3
S1
, S1 6= 0.
The solutions to this equation is
θ± = arctan
(
C ±√C2 + 4
2
)
, C =
S2 − S3
S1
and thus we found a new tetrad {x′,y′,k, l} in which S1′ = S5′ = S7′ = S10′ = 0.
Therefore, x′ and k span a null invariant 2-space.
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(iv) If W is a spacelike plane we can choose x and y to span W and then S4 =
S5 = S6 = S7 = 0. As we did before in (iii), we can find a new tetrad in which the
coefficient S1
′
is 0. This tetrad is achieved by applying a spatial rotation in the x and y
plane. If S1
′
= S4
′
= S5
′
= S6
′
= S7
′
= 0, then both x′ and y′ are orthogonal spacelike
eigenvectors included in W . Conversely, if there are two orthogonal eigenvectors, each
of them spans an invariant space and, in particular, both of them span an invariant
2-space.
Now we can give a full algebraic characterization of Sab at p ∈ M by giving all the
possible canonical forms [6].
Theorem 3.1.4. Let (M, g) be a Lorentz manifold of dimension 4, let p ∈ M and
consider a second order symmetric tensor S ∈ T 2(T ∗pM), S 6= 0. Then, S takes one of
the following canonical forms for some real null tetrad {x,y,k,k}:
Sab = λ1xaxb + λ2yayb + 2λ3k(alb) + λ4(kakb + lalb), (3.4)
Sab = λ1xaxb + λ2yayb + 2λ3k(alb) + αkakb, (3.5)
Sab = λ1xaxb + λ2yayb + 2λ3k(alb) + 2k(axb), (3.6)
Sab = λ1xaxb + λ2yayb + 2λ3k(alb) + λ4(kakb − lalb), (3.7)
with all λi ∈ R, 0 6= α ∈ R and λ4 6= 0 in 3.7. The Segre´ type in 3.4 is {111, 1} (or one
of its degeneracies), where a comma is used to separate the eigenvalues that correspond
to a timelike eigenvector from those that correspond to spacelike eigenvectors. This is
the case in which S is diagonalizable over R. The eigenvectors can be taken as x, y,
z = 2−
1
2 (k + k) and t = 2−
1
2 (k − k). Eigenvectors x,y and z are spacelike and t is
timelike and all together form an orthonormal tetrad. The canonical form in 3.4 can be
rewritten as
Sab = λ1xaxb + λ2yayb + λ
′
3zazb + λ
′
4tatb,
with λ′3 = λ3 + λ4 and λ′4 = λ4 − λ3.
In 3.5, eigenvectors can be taken as x, y and k. The null tetrad can be chosen so
that α = ±1, and the Segre´ type is {11, 2} or one of its degeneracies.
In 3.6 the eigenvector can be taken as y and k. The Segre´ type is {1, 3} or one of
its degeneracies. In the case of 3.7, the tensor have complex eigenvalues and the set of
eigenvectors can be taken as x, y and k ± il. The Segre´ type is {11, ZZ} or one of its
degeneracies.
Proof. First of all we note that the Segre´ types and eigenvectors can easily be deduced
from the canonical expressions 3.4−3.7. We will deduce the Segre´ type and eigenvectors
of the form 3.5. Since {x,y,k, l} is a null tetrad, we have that Sabxb = λ1xa and we
have shown that x is an eigenvector for Sab if it has the form 3.5. The procedure for y
and k is the same. The image of l is abl
b = αka +λla. Since α 6= 0, the restriction of Sab
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to the 2-space < k, l > can be expressed with the matrix:(
λ3 α
0 λ3
)
,
and then we have that l is a generalized eigenvector with eigenvalue λ3. The Segre´ type
is then {11, 2} if λ1 6= λ2 6= λ3. In the space spanned by x and y there are no timelike
vectors and for this reason, we separate those eigenvalues in the Segre´ notation with
a comma from the eigenvalue corresponding to the 2-space < k, l >, since it contains
timelike vectors. If λ1 = λ2 6= λ3, then the Segre´ type is {(11), 2}. The other Segre´
types deduced from the canonical expression of Sab are {1(1, 2)} and {(11, 2)}.
The procedure to deduce the eigenvalues and eigenvectors, as well as the Segre type
for the canonical forms 3.4, 3.6 and 3.7 is equivalent. Now we are going to show that 3.4
to 3.7 are all the possible canonical forms. We will consider two general cases, when S
admits a real null eigenvector and when it does not.
If S has such null eigenvector k, we construct a null tetrad {x,y,k, l} so that Sab
can be written as in 3.3 with S5 = S7 = S10 = 0 (as we saw in the proof of lemma 3.1.3).
With a rotation in the x− y plane, we can make S1 also vanish (proof of lemma 3.1.3).
Then we apply a null rotation around k to find a new null tetrad {x′,y′,k′, l′} and we
obtain the following:
x = x′ − 1√
2
(E + E)k′, y = y′ − i√
2
(E − E)k′,
k = k′, l = l′ − 1√
2
(E + E)x′ − i√
2
(E − E)y′ + |E|2k′.
If we express Sab in terms of the new tetrad we obtain the following primed coefficients:
S2
′
= S2,
S3
′
= S3,
S8
′
= S8,
S4
′
= S4 +
1√
2
(E + E)(S2 − S8),
S6
′
= S6 +
i√
2
(E − E)(S3 − S8),
S9
′
= S9 + |E|2(S2 +S3− 2S8)− i
√
2S6(E−E)−
√
2S4(E+E) +
1
2
(E2 +E
2
)(S2−S3).
We will consider 4 different situations regarding the coefficients S2, S3 and S8.
(a) S2 6= S8 6= S3. We can choose E so that S4′ = S6′ = 0 and S9 possibly 0. It can
be seen that the value of E that makes it possible is:
Re(E) =
S4√
2(S2 − S8) , Im(E) =
S6√
2(S3 − S8)
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In this case, there exist a tetrad, obtained from a null rotation in which Sab takes the
form
Sab = S
2xaxb + S
3yayb + 2S
8k(alb) + S
9kakb. (3.8)
If S9 6= 0 we obtain one of the possible forms of 3.5, where the Segre´ type is {11, 2} of
{(11), 2} (if S2 = S3). In the case S9 = 0, we can see that the Segre´ type is {11(1, 1)}
or {(11)(1, 1)} since k and l are bot eigenvectors with eigenvalue S8. If S2 = S3 then
we have the latter Segre´ type. This is one of the possible canonical forms of 3.4.
(b) S2 = S8 6= S3. If S4 = 0, then we have that S1 = S4 = S5 = S7 = S10 = 0.
Proceeding in the same way as before, we apply a null rotation around k. In this case,
S4
′
= S4 = 0 and we can obtain a tetrad in which S6 is also 0. In terms of this tetrad,
S has the form 3.8. Then, if S9 = 0 we obtain another form of 3.4 with Segre´ type
{1(11, 1)} (the eigenvalue corresponding to x is the same as the one corresponding to k
and l). Besides, if S9 6= 0, we obtain an expression like 3.5 and the Segre´ type is {1(12)}.
However, if S4 6= 0, we can find a null rotation in which S6′ and S9′ are both 0. In this
basis, the tensor S takes the form 3.6 with S2 6= S8:
Sab = S
2xaxb + S
3yayb + 2S
4x(akb) + 2S
8k(alb). (3.9)
The only eigenvectors are y with eigenvalue S3 and k with eigenvalue S8. The other
vectors of the tetrad, x and l are in the invariant 3-space corresponding to the eigenvalue
S8. The Segre´ type in this case is {1, 3}.
(c) S2 6= S8 = S3. This case is symmetric to the previous one.
(d) S2 = S8 = S3. Here we use the same techniques as before to show that if
S4 = S6 = 0 in the original tetrad, then we have that S has the form 3.8. If S9 = 0, the
Segre´ type is {(111, 1)} and for S9 6= 0 the Segre´ type is {(11, 2)}. But if S4 and S6 are
not both zero we apply again a null rotation, as before, to make S9 = 0. If S4 = 0 or
S5 = 0, then we apply the procedure of (b) and find out that the Segre´ type is {(1, 3)}.
However, if S4 6= 0 6= S6, then not x or y are eigenvectors. In this case, S takes the
form
S2xaxb + S
2yayb + 2S
4x(akb) + 2S
6y(akb) + 2S
2k(alb). (3.10)
The matrix associated to this application is in this case
S2 0 0 S4
0 S2 0 S6
S4 S6 S2 0
0 0 0 S2
 ,
which admits two eigenvectors with the same eigenvalue (S2): k and
z = 1√
(S6)2+(S4)2
(S6x − S4y), which is spacelike. In the canonical form, and using
z instead of y, S has the form 3.6 and its Segre´ type is {(13)}.
Now suppose that S has no null eigenvectors. From lemma 3.1.3 we have that S
admits no null invariant 2-spaces. Since S must have some invariant 2-space W , it has
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to be spacelike or timelike and hence (lemma 3.1.3) it contains a pair of orthogonal
spacelike eigenvectors, say x and y. We construct a real null tetrad {x,y,k, l} around
these eigenvectors and from the expression of 3.3 for S we deduce that S1 = S4 = S5 =
S6 = S7 = 0 and S9 6= 0 6= S10 (otherwise, there would exist real null eigenvectors). By
applying a boost in the k−l plane (2.1.12) we can obtain a tetrad in which |S9′ | = |S10′ |.
We have that k = Ak′, l = A−1l′, with A > 0. The coefficients for the new tetrad are
S9
′
= A2S9, S10
′
= A−2S10.
So the desired value of A is 4
√
S10
S9
. If S9
′
= S10
′
we have the expression 3.4 with λ4 6= 0
which leads to Segre´ types {111, 1}, {(11)1, 1} or {(111), 1}. On the other hand, if
S9
′
= −S10′ , we obtain the expression in 3.7 with λ4 6= 0 and has Segre´ type {11, ZZ}
or {(11), ZZ}
As a remark, in 3.5 we can set α to ±1 by performing a boost in the k − l plane.
The new coefficient α′ will be 1 if α > 0 and will be −1 if α < 0.
We have gone through all the possible situations and checked all the possible canon-
ical forms of S. Every form from 3.4 to 3.7 for any combination of λi has been proven
to be possible.
3.2 The energy-momentum tensor
The Einstein field equations describe the relation between the geometric structure of
a smooth manifold and the distribution of energy and matter. On one side of the
equation, we have the Ricci tensor Rab and the metric gab, which are the terms regarding
the curvature of the manifold, the unknown of the problem. On the right side of the
equation there is the energy-momentum tensor, that describes the energy density. The
latter one is the tensor that defines the physical situation of the problem.
Rab − 1
2
Rgab + Λgab = κ0Tab (3.11)
These equations define a set of 10 coupled differential equations (because Rab, gab and Tab
are symmetric). Further reading on Einstein’s field equations and some of its derivations
can be found in [16]. Here we are focusing on the energy-momentum tensor and its
possible algebraic types for some physical situations.
Looking at 3.11, we can see that the algebraic type of te Ricci tensor Rab is the same
as the energy-momentum one. The eigenvectors that fulfill the eigenvalue equation are
the same for both tensors, and all the associated eigenvalues are shifted by the same
amount. If v is an eigenvector of Rab with eigenvalue λ, then we have:
Rabv
b = λva =⇒ Tabvb = 1
κ0
(
Rab − 1
2
Rgab + Λgab
)
vb =
1
κ0
(
λ− 1
2
R+ Λ
)
va.
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Both Ricci and energy-momentum tensors are symmetric, and hence they have one
of the canonical forms 3.4-3.7. There are some conditions that we must impose to Tab if
we want it to represent a reasonable physical condition. They are called the dominant
energy conditions (see [7]) and are a set of inequalities regarding the energy-momentum
tensor contracted with timelike vectors. The local energy density as measured by an
observer with 4-velocity u is non-neative and the local energy flow is non-spacelike. If
we translate this conditions to a tensorial formulation, we have that for any timeike or
null vector u ∈ TpM at p ∈M :
Tabu
aub ≥ 0 (3.12)
qaqa ≤ 0, qa := Tabub (3.13)
These conditions place restrictions on the Segre´ type of T , as we see below ( [7]
and [6]).
Proposition 3.2.1. Let (M, g) be a Lorentz manifold and let T be the energy-momentum
tensor at p ∈M .
(i) If dominant energy conditions are satisfied, then T cannot have Segre´ type {11, ZZ}
or {1, 3} or any of their degeneracies.
(ii) If T has Segre´ type {11, 2} or one of its degeneracies (eq. (3.5)), energy conditions
are satisfied if and only if α > 0, λ3 ≤ 0, λ3 ≤ λ1 ≤ −λ3 and λ3 ≤ λ2 ≤ −λ3.
(iii) If T has Segre´ type {111, 1} or one of its degeneracies (eq. (3.4)), energy conditions
are satisfied if and only if λ3 ≤ 0, λ4 ≥ 0, λ3 − λ4 ≤ λ1 ≤ λ4 − λ3 and λ3 − λ4 ≤
λ2 ≤ λ4 − λ3.
Proof. For (i), we take the null vectors k and l from the canonical tetrad in eq. (3.7)
(Segre´ type {11, ZZ}) and we simply have that Tabkakb = −Tablalb = −λ4 6= 0 and
condition 3.12 fails. Moreover, one of Tabk
a and Tabl
a is spacelike if λ3 6= 0. If λ3 = 0,
then Tab(k
b− lb) = −λ4(ka+ la) is spacelike since λ4 6= 0 and then, condition 3.13 cannot
be achieved neither. For the case it has Segre´ type {1, 3} or one of its degeneracies
(eq. (3.6)) we take the null vectors k′ = k− l+√2x and l′ = k− l−√2x, which satisfy
Tabk
′ak
′b = −Tabl′al′b = −2
√
2 and condition 3.12 fails. Moreover, Tabl
b = λ3la + xa is
spacelike.
The proof for (ii) and (iii) are similar to the previous one: take a general null vector
(α1xa+α2ya+α3ka+α4la, with α
2
1 +α
2
2 + 2α3α4 ≤ 0). By imposing these relations and
the energy conditions we obtain the relations in (ii) and (iii) by going through different
cases (e.g. α1 = α2 = 0 leads clearly to the necessary condition α > 0 in (ii)).
We can determine the Segre´ type for some characteristic energy-momentum tensor
such as the electromagnetic field tensor or the energy-momentum tensor for perfect fluids.
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3.2.1 Electromagnetic fields
The electromagnetic Maxwell equations in tensor form and the derived energy-momentum
tensor will not be deduced here, but will be described (it is briefly explained in [13]).
An electromagnetic field is described by the current density vector j, which represents
the electric charge and current distribution.
Definition 3.2.2. Given a Lorentz manifold (M, g) of dimension 4, a bivector F ∈ Bp
at a point p ∈ M is said to be a Maxwell bivector if it fulfills the Maxwell equation in
tensorial form,
F ab;b = j
a, F[ab;c] = 0.
The contribution of this tensor to the energy-momentum tensor is given by
Tab =
1
4pi
(
FacF
c
b −
1
4
gabFcdF
cd
)
. (3.14)
Using the result (iii) of proposition 2.2.4, we can rewrite 3.14 in terms of F+ab = Fab+
?Fab:
Tab =
1
8pi
(FacF
c
b +
?Fac
?F cb ) =
1
8pi
F+ca F
+
bc. (3.15)
The terms of F+ab can be expanded in terms of a self-dual basis {U ,V ,W } (2.4)
so that F+ab = Φ0Uab + Φ1Vab + ψ2Wab, with Φi ∈ C. If F+ab is null, the invariant
F+abF
+ab = Φ0Φ1 − Φ22 is 0.
For some real null tetrad {x,y,k, l}, a non-null electromagnetic field and the corre-
sponding energy-momentum tensor have the form (proposition 2.2.14):
F+ab = ΦWab = 2Φ(l[akb] + ix[ayb]) = 2Φ(m[amb] − k[al[b]),
Fab = 2αl[akb] + 2βx[ayb],
Tab = − 1
8pi
(α2 + β2)(2k(alb) − xaxb − yayb) =
|Φ|2
4pi
(m(amb) + k(alb)),
where Φ = α + iβ with α, β ∈ R. By terms of the orthonormal tetrad {x,y, z,u}
(definition 2.1.10), the expression for T takes the form
Tab =
|Φ|2
8pi
(xaxb + yayb − zazb + uaub).
From this canonical form we can say that the Segre´ type of the energy-momentum
tensor of non-null electromagnetic fields is {(11)(1, 1)}, since x and y are eigenvectors
with eigenvalue λ and z and u are eigenvectors associated to the eigenvalue −λ, with
λ = |Φ|
2
8pi . It has the form 3.4.
On the other hand, if F is a null electromagnetic field, we can fins a real null tetrad
in which F+ab takes the form
F+ab = ΦVab.
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The procedure to see this is similar to that used to prove proposition 2.2.14. As we did
before, the energy momentum tensor takes now the form
Tab = |Φ|2kakb.
It is a particular case of 3.5 with λ1 = λ2 = λ3 = 0 and consequently, the Segre´ type is
{(11, 2)}.
3.2.2 Fluids
Before we described the energy-momentum tensor when the gravitational field was orig-
inated by an electromagnetic source. Now we are going to analyze the energy tensor
when the source of the gravitational field is a viscous fluid. Again, a full procedure of
how to deduce the equations for fluid sources can be found at [13].
A fluid is described by the coefficients dynamic viscosity η and bulk viscosity ξ, a
unit timelike vector u representing the fluid flow, its energy density µ with respect to u,
the isotropic pressure p, the shear tensor σ, the expansion θ and the heat flow vector
field q. The relation between all these quantities are: uau
a = −1, uaqa = 0, σab = σba,
σaa = 0 and σabu
b = 0. The energy momentum tensor for this field is
Tab = (p− ξθ + µ)uaub + (p− ξθ)gab − 2ησab + 2u(aqb). (3.16)
Without any extra assumptions such as the energy conditions (3.12 and 3.13), this
energy-momentum tensor is not restricted to any Serge´ type [6]. We can, however,
analyze some special cases that may be interesting to study for physical reasons.
If the heat flow vector q is zero, then we obtain that u a timelike eigenvector of Tab,
since σabu
b = 0. Recalling theorem 3.1.4, the only form that admits timelike eigenvectors
is 3.4 and hence, in this case the Segre´ type would be {111, 1} or one of its degeneracies.
Another case is when q = 0 and the fluid is non-viscous (i.e. ξ = η = 0). In this
situation we say that this is a perfect fluid and the energy-momentum tensor is reduced
to
Tab = (µ+ p)uaub + pgab.
We assume µ ≥ 0 and p+µ ≥ 0 if we want Tab to fulfill the energy conditions. If we build
an orthonormal tetrad {x,y, z,u} around u, it is clear that the spacelike vectors of this
tetrad are eigenvectors of T with eigenvalue p, whilst u is an eigenvector with eigenvalue
−(µ+ p). Hence, the Segre´ type of a perfect fluid is {(111), 1} or its degeneracy in case
µ = 0.
Another special case of the Einstein field equations is when the Ricci tensor is Λ-term
type. This occurs when Rab = Λgab and this situation is included in the perfect fluid
case, when µ+ p = 0. In this case, the Segre´ type is {(111, 1)}.
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