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A GENERAL OSTROWSKI TYPE INEQUALITY FOR DOUBLE
INTEGRALS
G. HANNA, S.S. DRAGOMIR, AND P. CERONE
Abstract. Some generalisations of an Ostrowski Type Inequality in two di-
mensions for n−time differentiable mappings are given. The result is an Inte-
gral Inequality with bounded n−time derivatives. This is employed to approxi-
mate double integrals using one dimensional integrals and function evaluations
at the boundary and interior points.
1. Introduction
The classical Ostrowski Integral Inequality (see [2, p. 468]) in one dimension
stipulates a bound between a function evaluated at an interior point x and the














for all x ∈ [a, b], where f ′ ∈ L∞ (a, b) and f : [a, b]→ R is a differentiable mapping
on (a, b).
Here, the constant 14 is sharp in the sense that it cannot be replaced by a smaller
constant. We also observe that the tightest bound is obtained at x = a+b2 , resulting
in the well-known mid-point inequality. In [1], P. Cerone, S.S. Dragomir and J.
Roumeliotis proved the following Ostrowski type inequality for n−time differen-
tiable mappings.
Theorem 1. Let f : [a, b]→ R be a mapping such that f (n−1) is absolutely contin-
uous on [a, b] and f (n) ∈ L∞ [a, b]. Then for all x ∈ [a, b], we have the inequality:∣∣∣∣∣∫ ba f (t) dt− n−1∑k=0
[









(x− a)n+1 + (b− x)n+1
]
≤
∥∥f (n)∥∥∞ (b− a)n+1
(n+ 1)!
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where
∥∥f (n)∥∥∞ := sup
t∈[a,b]
∣∣f (n) (t)∣∣ <∞.
For other similar results for n−time differentiable mappings, see the paper [7]
by Fink and [8] by Anastassiou.
In [3] and [4] the authors proved some inequalities of Ostrowski type for double
integrals in terms of different norms.
In this paper we combine the above two results and develop them in two dimen-
sions to obtain a generalization of the Ostrowski inequality for n-time differentiable
mappings using different types of norms.
The result presented here approximates a two-dimensional integral for n−time
differentiable mappings via the application of function evaluations of one dimen-
sional integrals at the boundary and an interior point.
2. Integral Identities
The following result holds.
Theorem 2. Let f : [a, b] × [c, d] → R be a continuous mapping such that the
following partial derivatives ∂
l+kf(·,·)
∂xk∂yl , k = 0, 1, ..., n− 1, l = 0, 1, ...,m− 1 exist and
are continuous on [a, b] × [c, d]. Further, for Kn : [a, b]2 → R, Sm : [c, d]2 → R
given by 
Kn (x, t) :=

(t−a)n
n! , t ∈ [a, x]
(t−b)n
n! , t ∈ (x, b]
Sm (y, s) :=

(s−c)m
m! , s ∈ [c, y]
(s−d)m
m! , s ∈ (y, d]
(2.1)
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Proof. Applying the identity (see [1])∫ b
a











Pn (x, t) g(n) (t) dt,
where
Pn (x, t) =

(t−a)n
n! if t ∈ [a, x] ,
(t−b)n
n! if t ∈ (x, b],
which has been used essentially in the proof of Theorem 1, for the partial mapping
f (·, s), s ∈ [c, d], we can write∫ b
a

















for every x ∈ [a, b] and s ∈ [c, d].



























for all x ∈ [a, b].
Applying the identity ( I ) again for the partial mapping ∂
kf(x,·)
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In addition, the identity (2.4) applied for the partial derivative ∂
nf(t,·)





















Using (2.6) and (2.7) and substituting into (2.5) will produce the result (2.2), and
thus the theorem is proved.































































































and K˜n : [a, b]→ R, S˜m : [c, d]→ R are given by
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where Xn−1 (t) and Ym−1 (s) are as given by (2.3).
Proof. By substituting (x, y) = (a, c) , (a, d) , (b, c) , (b, d) respectively and summing
the resulting identities and after some simplification, we get the desired inequality
(2.9).
3. Some Integral Inequalities
We start with the following result
Theorem 3. Let f : [a, b]× [c, d] → R be continuous on [a, b]× [c, d], and assume
that ∂
n+mf
∂tn∂sm exist on (a, b)× (c, d) . Then we have the inequality∣∣∣∣∣∫ ba
∫ d
c






























































∂tn∂sm ∈ Lp ([a, b]× [c, d]) , p > 1, 1p + 1q = 1;
1
4n!m! [(x− a)n + (b− x)n + |(x− a)n − (b− x)n|]




∂tn∂sm ∈ L1 ([a, b]× [c, d])
for all (x, y) ∈ [a, b]× [c, d], where∥∥∥∥ ∂n+mf∂tn∂sm ∥∥∥∥∞ = sup(t,s)∈[a,b]×[c,d]









Proof. Using Theorem 2, we get from (2.2)∣∣∣∣∣∫ ba
∫ d
c












































|Kn (x, t)Sm (y, s)|
∣∣∣∣∂n+mf (t, s)∂tn∂sn ∣∣∣∣ ds dt.





|Kn (x, t)Sm (y, s)|
∣∣∣∣∂n+mf (t, s)∂tn∂sm ∣∣∣∣ ds dt(3.3)
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≤

∥∥∥ ∂n+mf∂tn∂sm ∥∥∥∞ ∫ ba ∫ dc |Kn (x, t)Sm (y, s)| dt ds∥∥∥ ∂n+mf∂tn∂sm ∥∥∥p (∫ ba ∫ dc |Kn (x, t)Sm (y, s)|q dt ds) 1q ,
p > 1, 1p +
1
q = 1;∥∥∥ ∂n+mf∂tn∂sm ∥∥∥1 sup(t,s)∈[a,b]×[c,d] |Kn (x, t)Sm (y, s)| .








|Kn (x, t)| dt
∫ d
c



























(x− a)n+1 + (b− x)n+1
] [
(y − c)m+1 + (d− y)m+1
]
(n+ 1)! (m+ 1)!
giving the first inequality in (3.1).




















































producing the second inequality in (3.1).
Finally, from (2.1) and (3.3),
sup
(t,s)∈[a,b]×[c,d]
|Kn (x, t)Sm (y, s)|
= sup
t∈[a,b]
























(x− a)n + (b− x)n
2
+
∣∣∣∣ (x− a)n − (b− x)n2 ∣∣∣∣]
×
[
(y − c)m + (d− y)m
2
+
∣∣∣∣ (y − c)m + (d− y)m2 ∣∣∣∣] .
gives the inequality in (3.1) where we have used the fact that
max {X,Y } = X + Y
2
+
∣∣∣∣Y −X2 ∣∣∣∣ .
Thus the theorem is now completely proved.
¿From the results of Theorem 3 above, we have the following corollary.
Corollary 3. With the assumptions of Theorem 3, we have the inequality∣∣∣∣∣∫ ba
∫ d
c




































































2n+m(n+1)!(m+1)! (b− a)n+1 (d− c)m+1 ×








∥∥∥ ∂n+mf∂tn∂sm ∥∥∥p ;
1
2n+mn!m! (b− a)n (d− c)m ×
∥∥∥ ∂n+mf∂tn∂sm ∥∥∥1 ,
where ‖·‖p (p ∈ [1,∞]) are the Lebesgue norms on [a, b]× [c, d].
Proof. Taking x = a+b2 and y =
c+d
2 in (3.1) readily produces the result as stated.
These are the tightest possible for their respective Lebesgue norms, because of
the symmetric and convex nature of the bounds in (3.1).
Remark 1. For n = m = 1 in (3.4) and ∂
2f
∂t∂s belonging to the appropriate Lebesgue
spaces on [a, b]× [c, d], we have∣∣∣∣∣∫ ba
∫ d
c


















































4 (b− a) (d− c)×
∥∥∥ ∂2f∂t∂s∥∥∥1 ,
and thus some of the results of [5] and [6] are recaptured.
Corollary 4. With the assumptions on f as outlined in Theorem 3, we can obtain

























































∥∥∥ ∂n+mf∂tn∂sm ∥∥∥∞ ;
if ∂
n+mf
∂tn∂sm ∈ L∞ ([a, b]× [c, d]) ;∥∥∥ ∂n+mf∂tn∂sm ∥∥∥p (∫ ba |Tn (a, b; t)|q dt) 1q (∫ dc |Tm (c, d; s)|q ds) 1q
if ∂
n+mf
∂tn∂sm ∈ Lp ([a, b]× [c, d]) , p > 1, 1p + 1q = 1;
(b−a)n(d−c)m
4n!m!
∥∥∥ ∂n+mf∂tn∂sm ∥∥∥1 ,
if ∂
n+mf
∂tn∂sm ∈ L1 ([a, b]× [c, d]) .
where
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κn,m :=

1 if n = 2r1 and m = 2r2 ,
2n−1
2n if n = 2r1 + 1 and m = 2r2 ,
2m−1




2m if n = 2r1 + 1 and m = 2r2 + 1
Proof. Using the identity (2.9), we find that∣∣∣∣∣∫ ba
∫ d
c
































































∥∥∥ ∂n+mf∂tn∂sm ∥∥∥∞ ∫ ba ∫ dc |Tn (a, b; t)Tm (c, d; s)| dt ds
if ∂
n+mf
∂tn∂sm ∈ L∞ ([a, b]× [c, d]) ;∥∥∥ ∂n+mf∂tn∂sm ∥∥∥p (∫ ba |Tn (a, b; t)|q dt) 1q (∫ dc |Tm (c, d; s)|q ds) 1q
if ∂
n+mf
∂tn∂sm ∈ Lp ([a, b]× [c, d]) , p > 1, 1p + 1q = 1;∥∥∥ ∂n+mf∂tn∂sm ∥∥∥1 sup(t,s)∈[a,b]×[c,d] |Tn (a, b; t)Tm (c, d; s)|
if ∂
n+mf
∂tn∂sm ∈ L1 ([a, b]× [c, d]) .
OSTROWSKI TYPE INEQUALITY 11
where


















a |Tn (a, b; t)| dt. As may be seen, explicit evaluation of the integral
depends on whether n is even or odd.
(i) If n is even, put n = 2r1. Therefore,∫ b
a
|Tn (a, b; t)| dt = 1(2r1)!
∫ b
a
























|Tm (c, d; s)| ds = 1(2r2)!
∫ d
c






(ii) Now, if n is odd, that is, n = 2r1 + 1, then
Tn(a, b; t) =
(b− t)2r1+1 − (t− a)2r1+1
2 (2r1 + 1)!
.
Let g (t) = (b− t)2r1+1 − (t− a)2r1+1.
We can observe that  g (t) < 0 for all t ∈ (
a+b
2 , b]
g (t) = 0 at t = a+b2
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and so∫ b
a
|Tn (a, b; t)| dt = (b− a)
2r1+2






























and this gives the first inequality in (3.6).
Now, for the third inequality we have,
sup
t∈[a,b]




((b− t)n + (t− a)n) = (b−a)n2n! for all n even
sup
t∈[a,b]
|(b− t)n − (t− a)n| = (b−a)n2n! for all n odd
and this gives last part of the inequality in (3.6). The corollary is thus completely
proved.
Remark 2. For n = m = 1 , we have that∣∣∣∣∣∫ ba
∫ d
c
f (t, s) ds dt +
(b− a) (d− c)
4


















(x− a)2 + (b− x)2
] [















Again, the same result was obtained by G. Hanna et al. in [5] and S. Dragomir et
al. in [6].
4. Applications to Numerical Integration.
The following application in Numerical Integration is natural to be considered.
Theorem 4. Let f : [a, b]× [c, d]→ R be as in Theorem 3. In addition, let Iv and
Jµ be arbitrary divisions of [a, b] and [c, d] respectively, that is,
Iv : a = ξ0 < ξ1 < ... < ξν = b,
where xi ∈ (ξi, ξi+1) for i = 0, 1, ..., ν − 1, and
Jµ : c = τ0 < τ1 < ... < τµ = d,
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+R (f, Iv, Jµ, x, y) ,
where the remainder term satisfies the condition
















































∣∣(xi − ξi)n − (ξi+1 − xi)n∣∣]
× µ−1∑
j=0
[(yj − τ j)m + (τ j+1 − yj)m + |(yj − τ j)m − (τ j+1 − yj)m|]
if ∂
n+mf
∂tn∂sm ∈ L1 ([a, b]× [c, d]) ;
where
X(i)k (k = 0, 1, ...n− 1; i = 0, 1, ...ν− 1) , Y (j)l (l = 0, 1, ...m− 1; j =
0, 1, ...µ− 1)
and
K(i)n (i = 0, 1, ...ν − 1), S(j)m (j = 0, 1, ...µ− 1) are defined by




Y (j)l (yj) :=
(τj+1−yj)l+1+(−1)l(yj−τj)l+1
(l+1)! ,
K(i)n (xi, t) :=

(t−ξi)n
n! , t ∈ [ξi, xi]
(t−ξi+1)n





S(j)m (yj , s) :=

(s−τj)m
m! , s ∈ [τ i, yi]
(s−τj+1)m
m! , s ∈ (yi, τ j+1]
The proof is obvious by Theorem 3 applied on the interval
[
ξi, ξi+1
]× [τ j , τ j+1] ,
(i = 0, 1, ...ν − 1; j = 0, 1, ...µ− 1), and we omit the details.
Remark 3. Similar result can be obtained if we use the other results obtained in
section 3, but we omit the details.
References
[1] P. CERONE, S.S. DRAGOMIR and J. ROUMELIOTIS, Some Ostrowski type inequalities for
n−time differentiable mappings and applications, Demonstration Math., 32 (1999), No. 4,
697-712.
[2] D.S. MITRINOVIC´, J.E. PECˇARIC´ and A.M. FINK, Inequalities for Functions and their
Integrals and Derivatives, Kluwer Academic, Dordrecht, 1994.
[3] N. S. BARNETT and S. S. DRAGOMIR, An Ostrowski type inequality for double integrals
and application for cubature formulae, Soochow J. of Math, (in press).
[4] S. S. DRAGOMIR, N. S. BARNETT and P. CERONE, An Ostrowski type inequality for
double integrals in terms of Lp- Norms and applications in Numerical integrations, Anal.
Num. Theor. Approx (Romania), (accepted).
[5] G. HANNA, P. CERONE and J. ROUMELIOTIS, An Ostrowski type inequality in two di-
mensions using the three point rule, CTAC ’Computational Techniques and Applications Con-
ference.
[6] S. S. DRAGOMIR, P. CERONE, N. S. BARNETT and J. ROUMELIOTIS, An inequality of
the Ostrowski type for double integrals and applications for cubature formulae, submitted.
[7] A.M. FINK, Bounds on the derivation of a function from its averages, Czechoslovak Math. J.,
42 (1992), 289-310.
[8] G.A. ANASTASSIOU, Ostrowski type inequalities, Proc. of the American Math. Soc., 123
(1995), No. 12, 3775-3781.
School of Communications and Informatics, Victoria University of Technology, PO
Box 14428, Melbourne City MC, Victoria 8001, Australia.
E-mail address: georgey@sci.vu.edu.au
E-mail address: sever.dragomir@vu.edu.au
URL: http://rgmia.vu.edu.au/SSDragomirWeb.html
E-mail address: pc@sci.vu.edu.au
