Abstract. We present an existence theory based on minimization of the nonlocal energies appearing in peridynamics, which is a nonlocal continuum model in solid mechanics that avoids the use of deformation gradients. We employ the direct method of the calculus of variations in order to find minimizers of the energy of a deformation. Lower semicontinuity is proved under a weaker condition than convexity, whereas coercivity is proved via a nonlocal Poincaré inequality. We cover Dirichlet, Neumann, and mixed boundary conditions. The existence theory is set in the Lebesgue L p spaces and in the fractional Sobolev W s,p spaces, for 0 < s < 1 and 1 < p < ∞. 1. Introduction. Peridynamics is a nonlocal continuum model in solid mechanics introduced by Silling [45]. The main difference with the usual Cauchy-Green elasticity [9, 15] relies on the nonlocality, which is reflected in the fact that points separated by a positive distance exert a force upon each other. Mathematically, deformations are not assumed to be weakly differentiable, in contrast with classical continuum mechanics, and in particular hyperelasticity, where they are required to be Sobolev. This makes peridynamics a suitable framework for problems where discontinuities appear naturally, such as fractures, dislocations, or, in general, multiscale materials. Later developments and variants of the original peridynamic theory are to be found in [32, 43, 44] .
function. Here n ∈ N is the space dimension, and d ∈ N the dimension of the target space; in real applications, d should coincide with n (and with 3), but since we also want to treat the antiplane case d = 1, we prefer to carry out the proofs for a general d. Expression (1.1) reflects the two main features of the peridynamic theory: the nonlocality (expressed as a double integral) and the absence of gradients, which are often replaced by weighted difference quotients.
As nearby particles interact with a stronger force than distant ones, it is natural to assume that the function w(·,ỹ) blows up to infinity at 0, for eachỹ ∈ R d . It is also natural to assume that distant particles do not interact at all, so w(x, ·) ≡ 0 if |x| is larger than a so-called horizon, where the function w has been normalized so that its minimum value is 0. As a matter of fact, the assumption that w vanishes when |x| is large adds a further difficulty to the mathematical analysis.
The function w has to satisfy additional mathematical properties in order to meet some physical requirements such as objectivity (see [44, section 4] ). In this paper we do not insist on those properties, but rather focus on the conditions on w that guarantee existence of minimizers for the total energy of the deformation. In truth, we work with functionals that are local perturbations of (1.1), corresponding to the addition of external forces. Our aim is to prove the existence of minimizers for those functionals under fairly general assumptions on the potential w; in particular, our existence theorems cover most of the existence results in peridynamics based on minimization, such as [2, 21, 28] . To that aim, we employ the direct method of the calculus of variations (e.g., [16] ), so that semicontinuity and coercivity are the two main ingredients.
While the available literature on existence covers mainly the linear case, so that w(x, ·) is quadratic (see, e.g., [2, 21, 36] ), only a few works deal with the nonlinear case (see [28] ). We are not aware of an existing result dealing with w(x, ·) when it is neither quadratic nor convex, which is the case of interest in the present paper. As a model case, and to anticipate the main results of this paper (Theorems 5.1, 5.2, 7.1, and 7.2), we prove existence of minimizers for energies of the form Ω Ω∩B(x,δ)
where w 1 (ỹ) ∼ |ỹ| p and w 2 (x) ∼ |x| α for some 1 < p < ∞ and some 0 ≤ α < n + p. In addition, w 1 is assumed to satisfy a weak convexity assumption if 0 ≤ α ≤ n, but no convexity assumption whatsoever if n < α < n + p. The function f is so that the integral Ω f · u is well defined.
The first issue we find in our analysis is to determine the proper functional space to set the problem, and this depends on the growth conditions assumed on w. In this paper, they are quite general, and cover the cases of the papers mentioned above, in particular, when the singularity of w(·,ỹ) at 0 obeys an inverse power law of the form (1.2) w(x,ỹ) ∼ |ỹ| p |x| α forx ∼ 0 for some 1 < p < ∞ and 0 ≤ α < n + p. For this special growth, we distinguish the weakly singular case 0 ≤ α < n and the strongly singular case n < α < n + p. When 0 ≤ α < n, the analysis of the lower semicontinuity is reduced to the recent study carried out by Elbau [23] and lies in the functional framework of Lebesgue L p spaces. The weak lower semicontinuity is proved in [23] to be equivalent to an interesting convexity property of the integrand w, of a different nature than those convexity properties equivalent to weak lower semicontinuity for local problems (see, e.g., [16, Chap. 8] ); we will discuss this issue in section 3 in our particular peridynamics framework. The coercivity for the Dirichlet problem was proved by Andreu et al. [8] in their study of nonlocal diffusion problems, and later used by [3, 28] in the context of peridynamics. The coercivity for the Neumann and mixed problem was proved by Aksoylu and Mengesha [2] using a Poincaré-type inequality proved by Ponce [40] in his study of nonlocal characterizations of Sobolev spaces (see also [13] ). As a matter of fact, we shall need some adaptations of those results to our context. At this point, we ought to mention that Dirichlet and mixed boundary value problems have a slightly different meaning than for local problems, one the reasons being that L p functions do not have traces of the boundary ∂Ω. In contrast, Dirichlet conditions in the context of peridynamics prescribe the value of the deformation in a set of positive measure.
The lower semicontinuity in the case n < α < n + p is in fact trivial, since the functional framework is that of the fractional Sobolev spaces W s,p with s = α−n p , and weak convergence in W s,p implies (for a subsequence) convergence a.e. The coercivity, on the other hand, is a consequence of an improved Poincaré-type inequality in fractional Sobolev spaces recently proved in Hurri-Syrjänen and Vähäkangas [29] . It is worth mentioning that the need of improved Poincaré-type inequalities is a result of the assumption that w(x, ·) vanishes for |x| large.
The existence theory for the critical case α = n is also covered by reducing it to the case 0 ≤ α < n and to the functional framework of L p spaces. In doing that, we do not provide a full characterization of the lower semicontinuity, so that our conditions on w may not be optimal.
Nonlocal variational problems, of which (1.1) is a particular case, have attracted a great attention in the mathematical community in the last two decades, coming from fields such as statistical mechanics [5] , abstract results involving nonlocality of gradients [37, 38] , ferromagnetism [42] , nonlocal p-Laplacian [7] , imaging [12, 25, 30] , characterization of Sobolev spaces [13, 14, 33, 40, 41] , crystal dislocations [17, 26, 35] as well as, of course, peridynamics [2, 4, 21, 22, 27, 28] .
The outline of the paper is as follows. In section 2 we present the mechanical model, make the general assumptions of the paper, and explain the notation used. In section 3 we prove the lower semicontinuity of the nonlocal energy in the weak topology of L p , by means of a nonlocal convexity property of the integrand w. In section 4 we obtain the inequalities that allow us to prove the coercivity in L p , for Dirichlet, mixed, and Neumann boundary conditions. Section 5 uses the results of sections 3 and 4 to show the existence of minimizers of the energy in the L p context. Section 6 presents the key inequalities for the coercivity in W s,p , again for the three types of boundary conditions. Section 7 proves the existence theorems for deformations in W s,p , using the results of section 6. In section 8 we write down the Euler-Lagrange equations corresponding to the minimizers.
Model, notation, and general assumptions.
In this section we present the mechanical model. We refer to the papers [2, 45, 43, 44] for further motivation and physical interpretation. In particular, our model follows closely that of Hinds and Radu [28] .
Let Ω be a nonempty open bounded subset of R n representing the reference configuration of the body. The peridynamics theory requires the distinction within Ω of an interior part Ω 0 of the body and a nonlocal boundary Ω 1 , so that Ω is the disjoint union of Ω 0 and Ω 1 ; this is in contrast to other nonlocal theories, where boundary conditions are often imposed on R n \ Ω. When needed, we will assume that Ω 0 + B(0, δ) ⊂ Ω for some δ > 0, where B(0, δ) denotes the open ball of center 0 and radius δ. This number δ represents the horizon of the potential w, and measures the distance after which there is no interaction between particles, i.e., w(x, ·) = 0 if |x| ≥ δ. Thus, we are making the natural assumption that the inner part Ω 0 of the body does not interact with the exterior R n \ Ω. In some studies (e.g., [2] ), the stronger condition Ω 0 + B(0, δ) = Ω is imposed, but this is not really needed in our model. Of course, Ω 0 + B(0, δ) denotes the set of points in R n that can be expressed as a sum of an element of Ω 0 plus an element of B(0, δ). The set Ω can thus be regarded as a nonlocal closure of Ω 0 , and the deformation u is defined on the whole Ω. In fact, we will assume u ∈ L p (Ω, R d ) for some 1 < p < ∞. The macroelastic energy of a deformation u is calculated through (1.1). Here w :Ω × R d → R is the pairwise potential function, andΩ is the set of x − x with x, x ∈ Ω. Clearly,Ω is open. Thanks to Fubini's theorem, without loss of generality we may assume that
just by substituting w(x,ỹ) with
Equality (2.1) will be assumed throughout the paper, even though not explicitly stated; in turn, it is the realization in this context of Newton's third law (see [45, eqs. (6) and (27) 
The part of the integral (2.2) in Ω 0 corresponds to the body force, while the part in Ω 1 corresponds to the surface force; we recall that, in the context of peridynamics, notions like boundary or surface have positive volume. The distinction between Ω 0 and Ω 1 is part of the mechanical model, but it hardly affects the mathematical analysis. In many practical cases, both body and surface forces are linear, so that
Here · denotes the scalar (inner) product in R d . Thus, the total energy of a deformation is
so equilibrium solutions in the static theory correspond to critical points of I. In fact, this paper analyzes the existence of global minimizers of I.
The nonlocal boundary conditions present some peculiarities (see [27, 20] ). Dirichlet conditions prescribe u = b a.e. in a measurable subset Ω D of Ω 1 , for a given
. In the particular but interesting case where F is of the form (2.3) with f ∈ L 1 (Ω, R d ) satisfying Ω f = 0, the energy I of (2.4) is invariant under translations. Hence, to avoid the trivial nonuniqueness of the pure Neumann problem given by translations, the normalization condition Ω u = 0 is imposed. Now we say some words about the notation. We write x for the coordinates in the reference configuration Ω, and y in the deformed configuration R d . We writex for coordinates inΩ, whileỹ is reserved for coordinates of functions whose argument is typically a difference between two points in the deformed configuration. Thus, the natural notation for the variables of w is (x,ỹ). Vector quantities are written in boldface.
For 
u. We will also use fractional Sobolev spaces: for 0 < s < 1 and
is finite. The corresponding norm is defined as
Weak convergence is indicated by , while strong or a.e. convergence is indicated by →. We recall that W s,p is a reflexive Banach space when 1 < p < ∞. For any real-valued function w, its positive and negative parts are denoted, respectively, by w + := max{w, 0} and w − := − min{w, 0}. The characteristic function of a subset A of R n is denoted by χ A For the convenience of the reader, we write down the fractional Sobolev immersions that will be used in the paper. The following result is well known; proofs can be found, e.g., in [1, Chap. 7] , [34, Chap. 14] or [18, sects. 6-8] .
, and compactly embedded for all α ∈ (0, α * ). In the statement above, the set C 0,α (Ω, R d ) denotes the Banach space of Hölder continuous functions (up to the boundary) of exponent α.
Weak lower semicontinuity in L
p . The first question that arises in an existence theory is the choice of the functional space. If the growth of w is of the form (1.2) with 0 ≤ α < n then L p is the natural space to set the problem, as shown in the following inequality.
Proof. Using Jensen's inequality, we find that for all x ∈ Ω,
so, denoting by diam the diameter of a set, we have that
which shows the first inequality. For the second, we have that
where σ n denotes the area of the unit sphere in R n . This shows the second inequality.
Lemma 3.1 is not actually used in the paper, but it explains why L p is the correct space under the growth condition (1.2) with 0 ≤ α < n.
The main results of this section show the lower semicontinuity of the macroelastic energy (1.1) under weak convergence in L p . A useful tool will be Young measures. Since they are only used in this section, we will not explain them in detail, but rather we assume the reader to have some familiarity with them. We just mention their fundamental property, while we refer for the proofs and more background to [39] , [10, section 4.3] , and, in particular, [24, Chap. 8] , whose notation is closely followed here. The abovementioned fundamental property is that if 1 ≤ p < ∞ and {u j } j∈N is a sequence bounded in L p (Ω, R d ) then, for a subsequence (not relabeled) there exists a Young measure (ν x ) x∈Ω such that {u j } j∈N converges to (ν x ) x∈Ω as j → ∞ in the sense of Young measures. This means that ν x is a probability measure in R d for a.e. x ∈ Ω with the property that for any Borel set E of R d , the map x → ν x (E) is measurable in Ω; moreover,
and for every continuous function ϕ :
We say that {u j } j∈N generates (ν x ) x∈Ω . We start with an auxiliary result calculating the Young measure of the difference u j (x) − u j (x ), for which the following notation is useful.
Definition 3.2. Given two probability measures μ 1 and
for any Borel set E of R d . Note that μ 1 μ 2 is a probability measure in R d , and that for any continuous function ϕ :
In fact, thanks to a standard approximation result, equality (3.2) holds true for continuous functions ϕ : R d → R such that the left-hand side of (3.2) is finite. We employ the notation μ 1 × μ 2 for the (sometimes called tensorial or Cartesian) product of the measures μ 1 and μ 2 (see, e.g., [6, Thm. 1.74]). 
and let (ν (x,x ) ) (x,x )∈Ω×Ω be the Young measure generated for a subsequence of {ū j } j∈N . We use the probabilistic representation formula for Young measures of Ball [11, p. 6] , according to which for each x 0 , x 0 ∈ Ω,
for any Borel set E of R d , and any Borel set E of R 2d . Now, let E be an open set of
for every R > 0, and χ E (y − y ) = χ E (y, y ) for every y, y ∈ R d . Consequently, using also (3.4) and Definition 3.2, we find that
Thus, the two probability measuresν (x0,x 0 ) and ν x0 ν x 0 coincide in all open sets of R d and, hence (see, e.g., [6, Prop. 1.8]),ν (x0,x 0 ) = ν x0 ν x 0 . By uniqueness, we conclude that the whole sequence {ū j } j∈N generates the Young measure (ν x ν x ) (x,x )∈Ω×Ω .
The following observation follows immediately from Fubini's theorem, and will be used throughout the paper: if a property P (x) holds for a.e.x ∈Ω then the property
A characterization in terms of w of the lower semicontinuity of nonlocal functionals more general than (1.1) with respect to the weak topology of L p was given in a recent paper by Elbau [23] . Unfortunately, his proof of [23, Thm. 11 ] has a gap, because at two different points he needs the equi-integrability of w. For the convenience of the reader, we have decided to write down a self-contained proof of the lower semicontinuity result of (1.1) (the sufficient condition) for the situation at hand, in which we have added assumption (a) below so as to guarantee the equi-integrability of w − . The equi-integrability of w + is obtained by a common argument in Young measures (see, e.g., [24, Cor. 8.8] ), according to which a sequence of functions bounded in L p that generates a Young measure admits another sequence of functions that is p-equi-integrable and generates the same Young measure. We do not include here the necessity part, as we are only concerned with existence, but instead refer the interested reader to [23, Thm. 11] for the proof of that part. Nevertheless, it is worth emphasizing that the convexity property (d) below is equivalent to the sequential weak lower semicontinuity of the functional ( 
Proof. By passing to a subsequence, we can assume that the inferior limit in the right-hand side of (3.5) is in fact a finite limit, and that the sequence {u j } j∈N generates a Young measure 
We now show that the sequence of functions
is equi-integrable. Indeed, using (a) we find that for a.e. (x, x ) ∈ Ω × Ω and all j ∈ N,
As the sum of equi-integrable sequences is equi-integrable, to show that (3.6) is equiintegrable, it suffices to show that each of the three sequences of functions
the first one is equi-integrable. For the second, we observe that for each t > 0 and j ∈ N,
which proves the equi-integrability, since a 1 ∈ L 1 (Ω) and the sequence {|u j | q } j∈N is equi-integrable because q < p. For the third sequence in (3.7), we notice that, thanks to Fubini's theorem and the symmetry of a 1 , for each j ∈ N,
Thus, as the second sequence of (3.7) is equi-integrable, so is the third. Hence the sequence (3.6) is equi-integrable, so we can apply the main lower semicontinuity theorem for Young measures (e.g., [24, Thm. 8.6] ) to obtain that
Recall from (3.2) that
Now, for each x ∈ Ω and each Young measure μ = (μ x ) x ∈Ω , define Φ x,μ : R n → R as
Note that Φ x,μ takes finite values thanks to the growth conditions Proposition 3.4(a)-(b) and to the integrability property (3.1). The definition is made so that (3.11)
Note that, via the usual identification of a function u ∈ L p (Ω, R d ) with the Young measure δ u(x) x∈Ω (where δ denotes Dirac's delta), we have that
Also note that the symmetry (2.1) of w yields (3.13)
Now we show that for a.e. x ∈ Ω and all y ∈ R n , the sequence of functions {f j,x,y } j∈N in Ω defined by
is equi-integrable. The sequence {f − j,x,y } j∈N can be shown to be equi-integrable by applying the same argument that showed that (3.6) is equi-integrable. Let us show that {f
As a 2 (x−·) ∈ L 1 (Ω) and the sequence {|v j | p } j∈N is equi-integrable, then the sequence {f + j,x,y } j∈N is equi-integrable. Therefore, when we define f x,y : Ω → R as
we have, by the fundamental theorem for Young measures (see, e.g., [24, Thm. 8.6]),
Now for a.e. x ∈ Ω, each y 1 , y 2 ∈ R d , 0 ≤ λ ≤ 1, and j ∈ N, assumption (d) shows that
Taking limits as j → ∞, we find that
Thus, Φ x,ν is convex.
The weak convergence of {u j } j∈N in L p (Ω, R d ) and its convergence in the sense of Young measures show that
a.e. x ∈ Ω.
This and Jensen's inequality imply that
Analogously,
Putting together the relations (3.8), (3.9), and (3.11)-(3.15) we obtain
Note that the assumptions of Proposition 3.4 are slightly more general than necessary for applications in peridynamics, since the energy function w is usually assumed to be nonnegative. Thus, assumption (a) and, hence, the first part of the proof showing the equi-integrability of (3.6) can be dispensed with. In fact, continuity of w(x, ·) can be relaxed to lower semicontinuity, as the following result shows.
Proposition 3.5. Let Ω be a nonempty, bounded open subset of
loc (Ω) with a ≥ 0 and C > 0 such that for a.e.x ∈Ω and all
Proof. We apply a standard approximation procedure for lower semicontinuous
Then (see, e.g., [6, Lemma
for allx ∈Ω. Note that we can apply Proposition 3.4, even when p = 1, since the assumption p > 1 was only used there in order to prove the equi-integrability of (3.6). Therefore, for each k ∈ N,
whereas by the monotone convergence theorem we have that
which concludes inequality (3.5).
If w(x, ·) is convex, then the growth conditions of w can be relaxed as follows. 
e.x ∈ Ω, the function w(x, ·) is convex and lower semicontinuous in
Proof. As in Proposition 3.4, we can assume that the inferior limit in the righthand side of (3.5) is a finite limit, and that the sequence {u j } j∈N generates a Young 
The argument of Proposition 3.4 shows that the sequence of functions (3.6) is equi-integrable. Therefore, (3.8) holds, and so does (3.9).
For each x ∈ Ω and each Young measure μ = (μ x ) x ∈Ω , define Φ x,μ : R n → R ∪{∞} as in (3.10). Then (3.11), (3.12), and (3.13) hold. Moreover, the convexity of w(x, ·) for a.e.x ∈ Ω implies at once that Φ x,μ is convex. Hence, the same argument of Proposition 3.4 shows that (3.14) and (3.15) hold, and the proof is concluded.
We finish this section with some remarks about condition (d) of Proposition 3.4, referring to Elbau [23] for more insight, but, at the same time, admitting that a better understanding is still pending. If w does not depend onx (which is a nonrealistic assumption for peridynamics), condition (d) is easily seen to be equivalent to the usual convexity of w, whereas if w does depend onx, then condition (d) becomes a weaker condition than convexity, as will be shown in the following paragraph. This is in contrast with local variational problems, in which the convexity property for the integrand that is equivalent to weak lower semicontinuity of the functional only concerns the variableỹ (see, e.g., [10, 16, 24] ). We also refer to Pedregal [38] for a characterization of the weak lower semicontinuity through a convexity property in a nonlocal but slightly different situation.
We 
for all t ∈ (0, 1).
is convex in R, since its second derivative satisfies for all y ∈ R,
Coercivity in
In the L p framework, the inequality needed for the coercivity for the Dirichlet problem was proved by Andreu et al. 
Then there exists
Note that in the statement of Proposition 4.1, there is no mention of the exponent α, so it holds true for any α, but, in view of Lemma 3.1, it is especially suited for integrands w with the growth of the form (1.2) with 0 ≤ α < n. Note that the trivial bound
holds for any α ≥ 0. Regarding the coercivity inequality for the Neumann problem, it was observed by Aksoylu and Mengesha [2] that it can be easily obtained by invoking the Poincaré-type inequalities obtained by Ponce [40, 41] and, earlier, by Bourgain, Brezis, and Mironescu [13, 14] 
where σ n denotes the surface area of the unit sphere of R n . It is immediate to check that
Moreover, when n = 1 we have that for all 0 < θ 0 < 1,
Hence, by [40, Thms. 1.1 and 1.3], there exist c > 0 and j ∈ N such that
The definition of ρ j and the inequality
which concludes the proof. As a remark, we mention that the proof shows that the dependence of λ in terms of δ obeys the law λ = O(δ −n−p ). It was again observed by Aksoylu and Mengesha [2] that the same techniques can also be used to prove the coercivity inequality for the mixed problem. The proof of the following result is, thus, a straightforward adaptation of [2, Cor. 
We will in fact use Proposition 4.3 in the following form. 
Existence of minimizers in
With the lower semicontinuity and coercivity results at hand, we pass now to show the existence of minimizers of the total energy in the functional setting of L p spaces. As in sections 3 and 4, the exponent α is not mentioned in the statements, but, in view of Lemma 3.1, the results of this section are especially suited for integrands w with a growth (1.2) with 0 ≤ α < n.
We start with the Dirichlet and mixed boundary conditions. Theorem 5.1. Let Ω be a Lipschitz domain of R n , fix δ > 0, and let
and satisfy that for a.e. x ∈ Ω, the function F (x, ·) is concave, upper semicontinuous, and
4). Then there exists a minimizer of I in A.
Proof. Let u ∈ A. Assumption (a) and Corollary 4.4 yield the estimate
where λ is the constant of Corollary 4.4, while the first bound of (5.1) and Hölder's inequality show that
for some c 2 > 0 independent of u. Using Young's inequality, we find that
for some c 3 > 0 independent of u. From (5.3), (5.4), and (5.5) we conclude that there exists c 4 > 0, such that for all u ∈ A,
Clearly, A = ∅, sinceb ∈ A. Estimate (5.6) shows that I is bounded below in A, and, as just seen, I is not identically infinity. So let {u j } j∈N be a minimizing
while standard arguments on lower semicontinuity for convex functions (e.g., [24, Thm. 6 .54]) show that
Hence u ∈ A and, thus, u is a minimizer of I in A.
Note that the assumptions on F in Theorem 5.1 are satisfied when F (x, y) = f (x) · y for a given f ∈ L r (Ω, R d ) with r > p . This is typically the case for external forces, and even more so when dealing with Neumann boundary conditions, as presented in the following result, which remains true for nonlinear forces F satisfying the assumptions of Theorem 5.1.
Theorem 5.2. Let Ω be a Lipschitz domain of R n , fix δ > 0, and let 1 < p < ∞.
Then there exists a minimizer of I in A.
Proof. Assumption (a) and Proposition 4.2 yield the estimate
where λ is the constant of Proposition 4.2, while Hölder's and Young's inequalities show that
for some c 1 > 0 independent of u. From (5.9) and (5.10) we conclude that for all u ∈ A,
so I(0) < ∞. Clearly, A = ∅, since 0 ∈ A. Estimate (5.11) shows that I is bounded below in A, and, as just seen, I is not identically infinity. So let {u j } j∈N be a minimizing sequence of I in A. By (5.11), for a subsequence, there exists 
Coercivity in W
s,p . When the growth of w is of the form (1.2) with n < α < n + p, the natural functional spaces to set the problem are the fractional Sobolev spaces. We will need the following two coercivity inequalities, essentially proved in Hurri-Syrjänen and Vähäkangas [29] .
Proposition 6.1. Let 0 < s < 1, 1 ≤ p < ∞, and δ > 0. Let Ω be a Lipschitz domain. Then there exists λ > 0 such that for all u ∈ W s,p (Ω, R d ),
Proof. Inequality (6.1) is a particular case of [29, Cor. 4.6] . As for (6.2), we notice that
while the inequality
provides, by integration,
Putting together (6.3), (6.4), and (6.1), we obtain inequality (6.2), changing the value of the constant λ. We will need another Poincaré-type inequality for the situation at hand. The result is well known, although it is difficult to trace back in the literature an explicit statement. Its proof, which we omit, is standard and based on the compact embeddings of Proposition 2.1. See, e.g., [19 
We will use Lemma 6.2 in the following form. 
Existence of minimizers in
and satisfy that for a.e. x ∈ Ω, the function F (x, ·) is upper semicontinuous,
if sp > n. Proof. Note that A = ∅ and that I is not identically ∞ in A. Assumption (a), Proposition 6.1, and Corollary 6.3 show that there exist c 1 , c 2 > 0 such that for all u ∈ A,
From this point, the proof is divided according to the cases sp < n, sp = n, and sp > n. Case sp < n. Using estimate (7.1) and Hölder's inequality, we find that for all u ∈ A,
, and Corollary 6.3 show that there exists c 3 > 0 such that for all u ∈ A,
Inequalities (7.3), (7.4) and (7.5) conclude that there exists c 4 > 0 such that for all u ∈ A,
Hence I is bounded below in A. Take a minimizing sequence {u j } j∈N of I in A. Due to bound (7.6), for a subsequence, there exists
In particular, u = b a.e. in Ω D , and, hence, u ∈ A. By Fatou's lemma, (7.7)
On the other hand, the sequence {u j } j∈N is bounded in L Case sp > n. Using estimate (7.1), we find that ) and u j → u uniformly as j → ∞ (see Proposition 2.1). In particular, u = b a.e. in Ω D , and, hence, u ∈ A. By Fatou's lemma, inequalities (7.7) and (7.8) hold. It is easy to check that the sequence {a 2 |u j | q } j∈N is equi-integrable. As before, inequalities (7.9) and (7.10) hold. Hence u is a minimizer of I in A.
For Neumann boundary conditions, the result is as follows. As in Theorem 5.2, we present it with linear forces, but the result is also true for nonlinear forces F satisfying the assumptions of Theorem 7.1. Proof. Note that A = ∅ since 0 ∈ A. In addition, we are assuming that I is not identically ∞ in A. Assumption (a) of Theorem 7.1 and Proposition 6.1 show that there exists c 1 > 0 such that for all u ∈ A, From this point, the proof is divided according to the cases sp < n, sp = n, and sp > n. Case sp < n. Using Hölder's and Young's inequalities, as well as Proposition 2.1, we obtain that there exists c 2 > 0 such that for all u ∈ A,
which, together with (7.11), yields
Hence I is bounded below in A. Take a minimizing sequence {u j } j∈N of I in A. Then, for a subsequence, there exists u ∈ W s,p (Ω, R d ) such that u j u in W s,p (Ω, R d ) and u j → u a.e. as j → ∞. In particular, Ω u = 0, and, hence, u ∈ A. By Fatou's lemma, inequality (7.7) holds, while by weak convergence, Ω f · u j → Ω f · u as j → ∞. Therefore, inequality (7.10) holds and u is a minimizer of I in A.
Case sp = n. Instead of (7.12), we have
and we can repeat the argument of the previous case. split into two: for a.e. x ∈ Ω 0 and for a.e. x ∈ Ω N . The equality for a.e. x ∈ Ω 0 corresponds to the equation satisfied in the inner part of the body. The equality for a.e. x ∈ Ω N , on the other hand, corresponds to the equation satisfied on the Neumann part of the nonlocal boundary of the body, and can be given an interpretation of a nonlocal flux through the boundary of Ω N , thus mimicking what happens for the local equations. This nonlocal calculus is developed in [21, 20, 27] , to which we refer for further explanation.
