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RESUMEN 
Las Soluciones Numéricas son esencialmente aproximaciones plausibles, de modo que es 
necesario tener, además, determinadas buenas Estimaciones de Errores. 
Esta Verificación Computacional puede ayudar a hacer más fiables las Simulaciones de 
Modelos utilizadas en Ingeniería Computacional. 
SUMMARY 
The Numerical Solutions are essentially plausible approximations, so it is necesary to have, 
in addition, some good Error Estimates. 
This Computational Assesment can help in making more reliable the Model Simulations 
used in Computational Engineering. 
Significado 
Error final 
Error Discertización 
Error Redondeo 
Error Truncación 
Razón límite 
Razón nésima 
Razón final 
Solución límite 
Solución n-ésima 
Solución final 
Incremento n-ésimo 
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El objeto de este artículo es la Verificación Computacional de las Soluciones 
Numéricas obtenidas con los Métodos Numéricos en la Ingeniería de Proyectos. El 
objetivo es difundir un procedimiento propio desarrollado inicialmente hace un par 
de décadas (1970s) para los Algoritmos Iterativos de las Ecuaciones Algebraicas 
y extendido recientemente (1990s) a la Versión-hp de los Elementos Finitos (ver 
Agradecimientos). 
El fondo de este trabajo es la Estimación de los Errores inherentes a la Computación 
en sentido estricto, como se precisará después. La forma no es la habitual de los artículos 
de esta revista, como se justifica a continuación. 
Este trabajo sintetiza los anteriores del autor, en general, los de sus Referencias 
Propias, en particular, y la del mismo título, en especial. En realidad, trata de adaptar 
esta última a las actuales circunstancias (ver Referencias). 
En este contexto conviene empezar recordando que las Soluciones Numéricas 
son, esencialmente, Aproximaciones Plausibles y, consecuentemente, deben ir 
acompañadas de Estimaciones de Error. Esta Verificación Computacional lo hace 
además comprobando previamente la Razón de Convergenciay, en su 
caso, extrapolando posteriormente la Solución Numérica, como se detallará 
enseguida. 
En la Ingeniería de Proyectos, actualmente, hay que tratar, habitualmente, con 
Sucesiones de Soluciones (2,). El motivo principal es que, en la mayoría de los casos, 
es necesario utilizar Métodos Numéricos, basados en Algoritmos Iterativos, que, en su 
caso, convergen hacia la Solución Exacta (x) (ver Notación). 
En Matemática Aplicada, de hecho, incluso cuando se utilizan Métodos Directos 
(Gauss, etc.) se suele emplear un Algoritmo Iterativo adicional (Refinamiento, 
etc.) para tratar de mejorar la Solución Aproximada (3). La fuente principal de 
Algoritmos Iterativos son los Métodos Iterativos (Newton, etc.) propiamente dichos, 
en Ecuaciones Algebraicas, en sentido amplio (Sistemas No Lineales, etc.) y las 
Extensiones (Refinamientos) h, p y/o hp, en Ecuaciones Diferenciales, en sentido amplio 
(Sistemas Integrodiferenciales, etc.). 
En Análisis Numérico, desde hace años, se ha abordado el problema de la lenta 
convergencia de estas Sucesiones/Series, que es un grave inconveniente práctico en 
muchas aplicaciones. Los Métodos de Extrapolación han sido el resultado más notable 
(Aitken, etc.) para acelerar la convergencia de una Sucesión {S,), convirtiéndola, 
mediante cierta transformación T ,  en otra {T,); concretamente con un Algoritmo de 
Extrapolación, que permite materializar dicha transformación mediante operaciones 
aritméticas (+,-,*,/): 
donde, por definición: 
(Brezinski & Redivo pag 128) son Diferencias Progresivas. 
En este contexto, hace también muchos años, se han advertido los peligros de ciertas 
extrapolaciones T, (Romberg, etc.), que, en determinadas circunstancias, no sólo no 
aceleran la convergencia de S, sino que convergen erróneamente (T # S) (Fox 
& Mayers pag.184). La Verificación Computacional de Soluciones Numéricas objeto de 
este trabajo, iniciada hace ya dos décadas (G- Conca, 1975) evita dichos peligros y, 
además, permite extrapolar correctamente o estimar el error (eN) del último término 
de la Sucesión Original (xN) y, así, hacerlo más plausible (ver Ilustraciones). 
Esto se hace aquí en relación con las Soluciones Numéricas de algunos de los 
Problemas Básicos tratados en otro lugar (G" Conca, 1989). En particular: 
- Sistemas Algebraicos Lineales Ax = b 
- Ecuaciones No Lineales f (4 = O 
- Cuadratura Ordinaria b I=S , f  
concretamente en relación con sus: 
- Errores de Redondeo e~ = Se 
- Errores de Truncación n el- = - l-7-T 
- Errores de Discretización n eD = E 
respectivamente: en el primer caso el Redondeo es el único posible (Método Directo); 
en el segundo caso la Truncación es predominante siempre (Método Iterativo) y en el 
tercer caso la Discretización es predominante en general (en las Referencias se ilustran 
casos en que ello no es así) (Esquemas Finitos). 
El objeto principal de este trabajo es la Verificación Computacional de las 
Soluciones Numéricas de los Problemas Básicos antes enumerados. El objetivo principal 
del mismo es la Estimación de los Errores correspondientes antes citados completando 
así lo ya anticipado respecto a los Métodos Numéricos, es decir, dando, por una parte, 
la: 
- Solución Aproximada (XN N X) 
y, por otra parte, el: 
- Error Estimado (FN N e ~ )  
relacionados, ambos con la Solución Exacta: 
donde N es una igualdad práctica y - indica estimación aproximada: ambos 
prácticamente identidades. 
En primer lugar, después de esta Introducción, se dan los Fundamentos tomados de 
la Teoría de Sucesiones (Cauchy, D'Alembert, etc.) y en segundo lugar las Aplicaciones 
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tomadas de los Métodos Numéricos (Refinamientos, Aproximaciones, etc.). En último 
lugar, aunque no en importancia, se dan algunas Ilustraciones (Redondeo, Truncación, 
etc.) y finalmente, después de la Conclusión, se dan algunas Referencias (Clásicas, 
Modernas, etc.). 
El tema principal es la Estimación del Error predominante (eN), computacional- 
mente y a posteriori, pero basada en consideraciones analíticas y a priori. Esto es 
particularmente cierto en lo que se refiere a la Razón de Convergencia definida 
así: 
Axn 
rn = - 
Axn- i 
particularmente, su Límite Teórico r, constante, por hipótesis cuya Expresión 
Analítica se conoce en las Aplicaciones Típicas, como se verá, lo que permite verificar 
(o no), que (Cauchy-restringido): 
XN N XN-1 (Necesaria) 
y (D' Alembert-restringido): 
-1 < r N - l  < 1 (Suficiente) 
La Verificación Computacional propiamente dicha consiste en ver 
previamente si además (G" Conca): 
-1 
lo que es nuevo. Esto permite hacer una Estimación Perfecta: 
y, en su caso, posteriormente, una Extrapolación Rigurosa: 
como se precisará después (Ver Organigrama). 
En esta ocasión se ha procurado simplemente reunir en un solo trabajo todos 
los aspectos necesarios para utilizar esta Verificación Computacional en cualquier 
Aplicación Típica. En las Referencias podrán ampliarse detalles en cada uno de 
los Problemas Básicos tratados (Álgebra, Análisis, etc.) y en otros más avanzados 
(Elementos Finitos Versión-p) donde se está utilizando actualmente por el autor con 
éxito, pese a las peculiaridades encontradas ( r  = 1, etc.), abundando en lo anterior: 
depende tanto del razonamiento Formal como del Plausible, de la Algorítmica y de 
la Heurística. 
La Ciencia y la Tecnología modernas dependen, ambas, de la Teoría y 
la Experimentación clásicas, estrictamente complementarias desde la Revolución 
Científica del Siglo XVII. La Ingeniería actual depende de ambas y, además, de 
la Computación, muy especialmente desde la Revolución de las Computadoras de 
mediados del Siglo XX, que le ha permitido disponer de una ayuda suplementaria 
pero esencial en estas Aplicaciones (Referencias). 
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En este sentido puede decirse que la Teoría (analítica) y la Experimentación 
(física), si bien han permitido desde hace siglos definir Modelos Matemáticos 
aceptables en muchas Aplicaciones (Estructuras, Fluidodinámica, etc.), no han sido 
suficientes todavía para obtener Soluciones Numéricas satisfactorias. En cambio, la 
Computación (numérica) ha permitido hacerlo, ya hoy, dentro de las limitaciones de 
los Modelos, las Computadoras y, también, los Métodos Utilizados en la Resolución de 
Problemas diversos. 
En este contexto conviene advertir que estos Modelos sólo pueden validarse con la 
Experimentación. Por el contrario, las Computadoras y los Métodos introducen unos 
Errores inevitables que pueden (y deben) verificarse en la propia Computación; 
éstos son los debidos a: 
Redondeo (aritmético) 
Truncación (algebraica) 
Discretización (funcional) 
cuyo conjunto (no suma) constituye el Error Computacional (Total, a los efectos 
presentes). 
La Estimación (no Acotación) de cada uno de estos Errores (eN) ha sido objeto de 
un estudio, introductorio, en las páginas precedentes. Lo que sigue trata de justificar el 
Procedimiento de Verificación utilizado y de presentarlo más rigurosamente; esto se hace 
aquí partiendo de una Sucesión Numérica {x,) supuestamente obtenida previamente 
con algúm Método Numérico y estudiando su Convergencia Práctica (xN), es decir, 
si se ha producido o no cualitativamente y, sobre todo, en caso afirmativo, si se ha 
conseguido un Error Total (eN) aceptable o no cuantitativamente para un Modelo y 
una Computadora dadas y, sobre todo, para un Método dado, o sea, esencialmente, en 
la: 
Discretización (eD) 
Truncación (eT) 
Redondeo (eR) 
correspondiente. 
En definitiva, pues, se trata de estimar el Error del Método generalmente 
denominado de Truncación en sentido amplio. En realidad se estimam los Errores 
de Discretización (Esquemas) y Truncación (Algoritmos) en sentido estricto: el hecho 
de que las respectivas expresiones de la Razón de Convergencia sean esencialmente 
distintas justifica esta distinción; también se estiman los de Redondeo. 
En todo caso, en fin, se consigue hacerlo utilizando números generados durante 
el cálculo, a posteriori y no sólo expresiones conocidas analíticamente y a priori. En 
ningún caso se utilizan, para el Error, acotaciones de normas (que no sirven a los efectos 
de esta estimación) y sí aproximaciones y extrapolaciones (aunque previamente 
verificadas) estrictamente locales y exclusivamente numéricas, de modo que la 
convergencia estudiada es, deliberadamente, la más elemental ( y útil) posible: 
Simple (numérica) 
m Puntual (local) 
p p p p p  
(En las Referencias Propias sobre este tema se encontrará más información sobre 
estos aspectos prácticos (MDF y MEF). En las otras Referencias se encontrarán más 
detalles de los aspectos teóricos). 
En suma, se trata de sintetizar e ilustrar los Fundamentos y las Aplicaciones de 
un Procedimiento particular, enmarcándolo en el contexto general de la Validación 
de Resultados de Simulaciones Numéricas, a medio camino entre la Verificación 
Formal (Matemática) y la Comprobación Experimental (Física). 
Este tema es relevante porque ninguna Solución Aproximada XN (numérica o 
no) tiene el menor interés en Ingeniería Computacional si no va acompañada 
de un Error Estimado aceptable e N  (local, o no). Este empeño es difícil porque la 
exactitud matemática no es alcanzable en Computación, salvo en casos triviales, por la 
Precisión Limitada de su Aritmética Flotante, al menos, y, en todo caso, exige realizar 
c~lculos adicionales gravosos en recursos informáticos. 
En este orden de ideas puede decirse, objetivamente, que en estas Aplicaciones 
Ingenieriles la exactitud matemática no es necesaria y que el costo adicional (precio) 
de esta Verificación Computacional está compensado por la mayor confianza en los 
resultados (calidad). La garantía total es imposible pero esta estimación es 
imprescindible cuando se carece de otro tipo de estimaciones(formales o 
experimentales). 
En otro orden de ideas hay que insistir que no se trata aquí de validar el Modelo 
Matemático (debe validarse mediante la Experimentación) ni de homologar el Software 
de Aplicaciones, acciones ambas que se presuponen. Además, los Errores de Redondeo 
de la Computadora Digital se suponen despreciables, aunque también se indica cómo 
estimarlos. 
En definitiva, pues, dados un Modelo, un Software y una Computadora, se trata 
de obtener una Solución Final (xN) y estimar su Error Teórico (eN). Esta estimación 
no puede ser exacta, porque ello implicaría la obtención de la Solución Exacta (x) ni 
debe ser una Acotación porque éstas suelen ser inaceptables en la práctica, aunque hay 
excepciones (Ilustración 111): 
En la práctica se parte de una Sucesión Original {xn} generada computaeio- 
nalmente con algún Método Numérico, que hay que truncar adecuadamente. Este 
Procedimiento propio lo hace introduciendo otras dos Sucesiones Auxiliares: 
cuyos Límites Teóricos, conocidos, (O y r )  juegan un papel decisivo en esta 
Verificación, como se demuestra a continuación, incluso cuando r no sea realmente 
un Límite (Ilustración 111) y/o no sea conocida: el Organigrama siguiente resume este 
procedimiento. 
ORGANIGRAMA 
Fase 
Principio 
'T' 
Tipo 
Leer { x , ) 9 
Escribir 
Algorítmica 
1 .a VERIFICACION Inducir 
r 
Heurística 
2.a ESTIMACION l l Algorítmica 
Escribir 
3.a EXTRAPOLACION 
x - x N + e N  
FUNDAMENTOS 
Sea dada la Sucesión Numérica: 
cuyo Límite Teórico exista y pueda generarse formalmente mediante la Serie Numérica: 
cuyo Término General es el incremento, antes definido (Ver (2)). La Condición 
Necesaria para la Convergencia de (4), (5) es: 
donde N es el primer n que verifica (6); esta Igualdad Computacional depende 
de la Precisión de la Computadora (ver Nota 1). 
La Condición Suficiente adicional es: 
donde r N  es prácticamente constante en general (en ocasiones oscila): 
siendo r conocida en cada caso: el valor f 1 se excluye por razones prácticas: 
excesivamente lento en el mejor de los casos. 
En efecto, si se cumple (6) puede decirse que X N  se ha estabilizado, pero no 
necesariamente convergido (armónica); si, además, se cumplen (7) y (8) puede decirse 
que r N  se ha estabilizado y X N  convergido de modo que el resto de (5): 
es una serie Geométrica de Razón Límite r, cuya Suma vale: 
que es una Excelente Estimación (no acotación) del Error de Truncación, en sentido 
amplio, de (4), (5); en caso de que r~ no se estabilice hay que sustituir N por 5 
(D' Alembert) . 
En resumen, esta Verificación Computacional es inmediata y se basa, una vez 
constatada la Condición Necesaria (6), como es usual, en las Condiciones Suficientes (7), 
(8), la segunda de las cuales es original: no se trata de una acotación ni de una 
comprobación sino de una verificación como se demuestra a continuación. 
NOTA 1: La implementación de la condición (6) no siempre puede hacerse estrictamente 
así, por los Errores de Redondeo, pero ello no es esencial a los efectos presentes. En 
las Referencias (Rice, pág. 228) se dan una serie de Test (FORTRAN) que obvian 
el posible problema de que no se cumpla dicha condición y, sin embargo, XN se haya 
estabilizado. 
I Ejemplo previo I e La Serie Numérica (1, 2): 
~ 
tiene por Término General (t,); 
Ax, = (-l)n/(n + 1) (n = O, 1, . . a )  
y por Razón (tn/tn-i): 
e El Análisis Clásico permite asegurar la Convergencia, pues, dado e (O < e << 1) 
es posible obtener N(&) tal que para, n 2 N se tengan acotados el Incremento: 
(E es aquí cualquiera y tiene poco en común con el definido en (11)) en general y el 
Error de Truncación (Resto): 
en este caso (Alternada) pero no puede precisar más. 
En efecto, tomando: 
N = 10000 
se tiene 
Y 
O sea: 
cuya cifra de diezmilésimas es dudosa (O ó 1) y la de cienmilésimas es errónea en este 
contexto: sólo se dan cotas del módulo del error absoluto. 
La Verificación Computacional, antes introducida y fundamentada en cambio, 
permite estimar el Error de Truncación con toda la precisión permitida por 
la Computadora (o Calculadora) utilizada (G" Conca, 1976): 
y obtener la Suma Aproximada tan exactamente como se pueda calcular, 
mediante Extrapolación Rigurosa (G" Conca, 1976): 
En efecto, tomando: 
se tiene (calculando con doble precisión para eliminar el Error de Redondeo en las cifras 
obtenidas): 
XN N 0.6930971831 (CYBER) 
luego 
cuyas cifras son TODAS EXACTAS (podrían sacarse más trabajando con una 
Computadora (CYBER) en vez de con una Calculadora (HP15C)). 
m Esto es debido a que (r = -1 en este caso): 
o sea, el Resto (en general): 
se comporta, prácticamente, como una Serie Geométrica (Razón rN) y, por 
tanto, puede sumarse analíticamente, y extrapolarse, incluso en este Caso Límite 
(infinitamente lenta), con la máxima exactitud posible (~om~utadora/~alculadora):  
En definitiva, la Verificación Computacional de r N  es preferible y posible 
como se demuestra e ilustra a continuación en cualquier caso, incluso cuando 
r no tiene un valor constante. 
APLICACIONES 
Las Sucesiones citadas aparecen espontáneamente en la Resolución Numérica de 
Ecuaciones Algebraicas, en sentido amplio, por Algoritmos Iterativos. Además se 
generan fácilmente en el caso de Ecuaciones Funcionales algebrizadas por Esquemas de 
Discretización mediante el Refinamiento Geométrico (h) y/o Algebraico (p) y también 
en el caso de Sistemas Algebraicos Lineales aritmetizados con Métodos Directos. 
Errores d e  Redondeo 
Los Errores de Redondeo se han supuesto despreciables a los efectos presentes, por 
simplicidad. En realidad, sin embargo, la Verificación Computacional de esta hipótesis 
puede hacerse de modo similar a como se ha hecho, como se indica a continuación, 
aunque los Errores de Truncación generalmente no se ven afectados, los Errores de 
Discretización pueden serlo. 
m En primer lugar hay que distinguir el Error  Básico relativo de la Computadora 
Digital que puede definirselestimarse como/en: 
donde 
,O: base digital (generalmente 2) 
t: precisión mantisa (sin signo) 
que dependen de la Computadora Digital (Hardware) y del Programa FORTRAN 
(Software) : 
ti : simple precisión (REAL) 
t2: doble precisión (igual o mayor que 2ti) 
dadas en cada caso (ver Ilustración O). 
e En segundo lugar hay que tener en cuenta el Número d e  Condición del 
problema Numérico que puede definirselestimarse comolen: 
donde eR es el error de Redondeo del Resultado, relativo, correspondiente. 
La estimación de k puede hacerse de muchas maneras específicas de cada Problema 
pero a los efectos presentes se hará mediante la definición/estimación: 
donde: 
xl = resultado de simple precisión 
x2 = resultado de doble precisión 
computables en cada caso (ver Ilustración O). 
Esto equivale a suponer que xl  es una aproximación aceptable y x2 es prácticamente 
exacto, lo que es razonable si ti y t2 son suficientemente grandes, lo que parece plausible 
como se ilustrará. 
Errores de Truncación 
Los Errores de Truncación en sentido estricto se basan en la Sucesión 
generada a partir de: 
donde F es elegido (Método), mediante: 
donde xo es elegido (Iniciación). 
La Razón Límite de convergencia se define como: 
r = lim @.X,/@.X,-~ 
n+cc 
o sea, según (10): 
pero, por definición de N, e~ y e ~ - 1  son muy pequeños, luego, desarrollando en serie 
(Taylor) : 
F ( X N - ~ )  = F(x - e ~ - ~ )  = F(x)  - eN-iF'(§) x < 5 < X N - ~  (18) 
se tiene, de (14), (15), (16): 
eN = eN-lF'(§) (19) 
es decir, de (17), el Límite existe y vale (T indica Truncación): 
donde ' indica derivada y x solución, resultado conocido (Conte & Boor) pero no 
utilizado en este contexto: obsérvese que en este contexto (20), no garantiza la 
Convergencia: F'(x) sólo se conoce una vez determinada x, en general, pudiendo 
ser superior a f l. A los efectos presentes se supondrá existente e inferior a &l. 
Errores de Discretización 
Los Errores de Discretización típicos son los de la Resolución Numérica 
de Ecuaciones Funcionales como: 
mediante Diferencias/Elementos Finitos cuyo Error de Discretización Local es (Runge) 
(x indica aquí un Punto del Dominio): 
en (x) = Cp(x) hP (22) 
donde p es el Orden del Error, elegido, y h es el Diámetro de la Retícula/Elemento. 
En el primer caso se trata de la Discretización usual (Refinamiento-h) 
donde P es la Base Digital (generalmente 2). El valor de Cp(x) es desconocido: función 
desconocida de argumento desconocido pero suele suponerse que (CONSISTENCIA-h): 
lim Cp(x) = Cp 
h+O 
constante no nula ni infinita, para cada Punto (x) del Dominio (D). 
La Razón de Convergencia, arriba definida, es entonces inmediata, de (17), (22), 
(23) y (24) (G- Conca), el Límite existe y vale (D  indica Discretización): 
que no depende de la Solución y depende explícitamente del Orden p; generalmente 
conocido como un número natural, aunque a veces desconocido y rea1:la Convergencia 
está asegurada según (25) (r  < 1) y es monótona (r > O), como ya era sabido (Melosh, 
1963), siendo su velocidad lineal y explícita, lo que es nuevo (ver Nota 11). 
NOTA II: Esta expresión (25) se ha utilizado en algunas Aplicaciones (Cuadratura) con 
otros fines (Extrapolación) pero no hay constancia de que se haya utilizado a los fines 
presentes y con esta generalidad (Cuadratura, MDF, MEF, etc.) como puede verse en 
las Referencias Propias. 
En el último caso se trata de una Discretización especial utilizada en el 
Método de Elementos Finitos en Problemas similares a (21) y (22) consistente 
en dejar h fijo y hacer el Orden variable (en vez de (23) (Refinamiento-p)): 
de modo que admitiendo (CONSISTENCIA-p): 
lim Cp(x) = Cp 
P+W 
constantes no nulas ni infinitas, se tiene una Razón de Convergencia: 
no un Límite (h constante finita) pero generalmente: 
dependiendo de la Solución y de h; si Cp+1 y Cp son del mismo orden de magnitud y h 
lo suficientemente pequeña se tendrá la Convergencia (ver Nota 111). 
NOTA 111: Esta expresión (29) es nueva, aunque elemental, y generaliza este 
Procedimiento a multitud de Aplicaciones (Series de Fourier, etc.) donde la hipótesis del 
Límite no se cumple, como puede verse en la última Referencia Propia y en la Ilustración 
111 para la Versión-p del MEF. En general para Series de Fourier con Coeficientes 
(independientes) Ci y Bases (ortogonales) g5i será: 
que incluye (29) como caso particular y verifica (30) en especial. 
Observación 
La razón fundamental de la diferencia del comportamiento de las Convergencias-h y 
p estriba en la naturaleza de las funciones Cp que son proporcionales a ciertas derivadas 
de la Solución Exacta. 
La Consistencia-h exige simplemente que dichas derivadas existan y estén acotadas 
para p fijo y h tendiendo a "cero", lo cual es plausible salvo singularidades en dichas 
derivadas. 
La Consistencia-p exige más porque para h fijo y p tendiendo a "infinito" es más 
fácil encontrar singularidades en dichas derivadas. 
En todo caso hay que tener en cuenta que tanto h como p se mantienen finitos en la 
práctica y tanto las Consistencias como las Convergencias pueden estar'lejos de darse 
estrictamente, lo que nunca se sabe analíticamente y a priori. 
e Serie de Fourier (Henrici Demo 7.4-1 pág. 336). 
n Xn Axn rn 
1 0.72547625 
2 1.56737043 irregular irregular 
4 0.71362571 
8 0.96118001 -.O7128126 indefinido 
16 0.88989875 -.O0551398 +.77 
32 0.88438477 +.O0015011 -.O27 
64 0.88453488 +.O0000004 +.O026 
128 0.88453492 indefinido indefinido 
00 x o o 
Convergencia Superlineal 
Tabla y Gráfico Típico. 
ILUSTRACIONES 
Las Ilustraciones siguientes son simplemente indicativas, especialmente la 
primera de ellas (1), la cual tiene alternativas obvias. Sin embargo, la segunda (11), 
pese a su sencillez, sólo tiene alternativas clásicas pero que no funcionan en este caso 
y otras más sofisticadas pero que no parecen tan universales. La tercera es realmente 
original (111). La inicial (O) es sencillamente complementaria. 
La  Ilustración O es la Eliminación Simple para el Problema de Cramer 
(Descomposición Triangular) : 
donde (Hilbert) : 
La computación indica claramente que los Pivotes Diagonales (uii) son cada vez más 
pequeños y contienen menos cifras significativas exactas; para n = 6 e i = j = n se tiene 
( t  = 2 3 bits) llamando x = l/unn (Número de Condición de la U correspondiente): 
es decir, según (13): 
o sea, según (12) (E = 1.2 x 
que es mucho mayor que la unidad y del orden de x, que es una medida de k en este 
caso, corroborando todo lo anterior; además, xl y 2 2  sólo coinciden en una cifra (la 
más significativa), lo que abunda en el mal condicionamiento ya apuntado. 
(Obsérvese que (13) tiene la forma típica 
con r = E << 1 y A una diferencia relativa). 
E n  conclusión es conveniente repetir los cálculos, como se ha indicado, y estimar eR,  
lo cual es inmediato, como se ve y puede ampliarse en  las Referencias. 
La Ilustración 1 es la Iteración Simple para el Problema de Kepler (escalar): 
x = b senx + c 
donde xo = 0.0, b = 0.7, c = 0.5235. 
La Tabla 1 indica claramente que la Convergencia se produce lentamente y que la 
Razón calculada es la teórica en el Límite: 
r = bcosx N bcosxN 
Evidentemente (N = 20): 
que no añade nada significativo a X N  = 1.1672802569 la cual tiene todas sus cifras 
exactas (salvo redondeo de la última). 
Tabla 1. 
La Ilustración 11 es la Discretización Reiterada (Refinamiento-h) para el 
problema de Riemann (ordinario) (1 es realmente la x de Notación y x es una variable 
de integración): 
donde se utilizan dos Reglas: Trapecio (p=2) y Simpson (p = 4), para contrastar los 
Resultados (Refinamiento-p) , además. 
La Tabla 11 indica que la Convergencia se produce lentamente con ambas Reglas 
pero con similar velocidad, lo que es anómalo; el cálculo (aparte) de los r, 
respectivos, en efecto, indica claramente que (hágase como ejercicio; ver Ilustración 1): 
(T aquí significa Trapecio y S Simpson). 
N TRAPECIO SIMPSON 
2 .24506534183+00 .32675325183+00 
4 .35810446183+00 .39578416843+00 
8 .40809024103+00 .42475216743+00 
16 .42947468563+00 .43660283383+00 
32 .43838953643+00 .44136115343+00 
64 .44203070883+00 .44324443303+00 
128 .44349366753+00 .44398132043+00 
256 .44407364303+00 .44426696813+00 
512 .4443010410E+OO .44437684043+00 
1024 .44438937963+00 .44441882583+00 
2048 .44442342983+00 .44443477993+00 
4096 .44443646713+00 .44444081293+00 
8192 .44444143033+00 .44444308463+00 
16384 .44444331023+00 .44444393693+00 
32768 .44444401923+00 .44444425553+00 
65536 .44444428553+00 .44444437433+00 
131072 .44444438623+00 .4444444185E+OO 
(TT = 0.374) (r, = 0.374) 
singular singular 
- s,' &lnxdx 
Tabla 11. 
h Trapecio Romberg 
1 o 
0.3268 
0.5 0.2451 0.4004 
0.3958 0.4271 
0.25 0.3581 0.4267 0.4376 
0.4248 0.4376 
0.125 0.4081 0.4374 
0.4366 
0.0625 0.4295 
- &l &lnx N 0.4376? (FALSO!)  
Tabla 11 bis. Extrapolaciones Sucesivas (Trapecio-Romberg) 
N TRAPECIO SIMPSON 
2 .34657359033+00 .46209812043+00 
4 .42175135853+00 .44681061453+00 
8 .43900094323+00 .44475080483+00 
16 .44311279583+00 .44448341333+00 
32 .44411521743+00 .44444935793+00 
64 .44436260033+00 .44444506133+00 
128 .44442404143+00 .44444452173+00 
256 .44443935093+00 .44444445413+00 
512 .44444317203+00 .44444444573+00 
1024 .44444412643+00 .44444444463+00 
2048 .44444436503+00 .44444444453+00 
4096 .44444442463+00 .44444444443+00 
8192 .44444443953+00 .44444444443+00 
16384 .44444444323+00 .44444444443+00 
32768 .44444444413+00 .44444444443+00 
65536 .44444444443+00 .44444444443+00 
131072 .44444444443+00 .44444444443+00 
( r  = 0.25) (r ,  = 0.125) 
singular 
- 1: 4y21nydy 
Tabla 11 ter. 
Esto es debido a que f" no es continua en x = O (de modo que p # 2 ó 4) o sea en 
ambos casos (según (25), con P =  2, p = 1 + a) :  
donde a es una fracción positiva inferior a la unidad (obténgase como ejercicio: 
r~ = 0.374). 
Es evidente que este procedimiento permite, además, detectar dichas anomalías 
y extrapolar correctamente siempre con (G- Conca): 
pues r~ ha sido Verificado Computacionalmente; para N = 131072 la Tabla 11 
da: 
En cambio, la Extrapolación Clásica (Romberg) falla estrepitosamente en estos 
casos (Fox & Mayers) y la Extrapolación Cautelosa (Lynch) es excesivamente 
casuística (Davis & Rabinowitz) como ilustra la Tabla 11 bis. 
NOTA: Por otra parte, el Cambio de Variable x = y2 es la mejor solución, en este 
caso, porque elimina la singularidad de las derivadas segundas (pero no de las 
cuartas) como ilustra la Tabla 11 ter (la Solución Exacta es I = 419): la Verificación 
Computacional es inmediata y la Extrapolación resulta innecesaria (tanto la Clásica 
como la Cautelosa y la Propia): todas las cifras son exactas. 
La Ilustración 111 es la Discretización reiterada (Refinamiento-p) para el 
Problema de Contorno(típico), donde se utiliza un Método de Elementos Finitos. 
La Tabla 111 indica que la Convergencia se produce lentamente pero con velocidad 
variable, lo que impide hacer la Estimación pero permite hacer una Acotación aceptable 
(ver última Referencia Propia ISNA'92). 
P ( N )  A? x~ ~ l t . ~  = G + ~  - lt.p r~ = nzPPi 
1 1.44166*10-2 0.42614*10-2 ? 
2 1.86780*10-2 0.04352*10-2 0.10 
3 1.91132*10-2 0.01535*10-2 0.35 
4 1.92667*10-2 0.00706*10-2 0.46 
5 1.93373*10-2 0.00300*10-2 0.43 
6 1.93673*10-2 0.00100*10~2 0.33 
7 1.93773*10-2 0.00049*10-2 0.49 
8 1.93822*10-2 ? ? 
1 1 
IIG-E I IE O o < r < l  
NECESARIO SUFICIENTE 
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Tabla 111. 
e En la Ingeniería de Proyectos los Métodos Numéricos son la heramienta 
universal para la obtención de las Soluciones Numéricas (xN) de sus 
Problemas Básicos. Pero éstas son necesariamente Aproximaciones Plausibles y, 
consecuentemente, deben complementarse con un Error Estimado ( e N ) .  
e Esta Verificación Computacional es un útil general para tal finalidad, que parte 
de una Sucesión de Soluciones {xN}, dada (elegida) y unas Razones de Convergencia r 
conocidas (generalmente). Este Procedimiento Propio consta realmente de tres fases 
sucesivas, cuyos objetivos son (ver Organigrama en la Introducción): 
la Verificación de la Razón (rN) 
2a Estimación del Error (eN) 
3a Extrapolación de la Solución (xN) 
la primera de las cuales es original y heurística; la segunda utiliza una 
fórmula clásica pero poco usual en este contexto y la tercera emplea un artificio 
similar pero distinto del de la extrapolación: esto es debido a que r N  se obtiene 
computacionalmente y a posteriori y no analíticamente y a priori, evitando así los 
riesgos de la Extrapolación Clásica (Romberg) y las complicaciones de la Extrapolación 
Cautelosa (Lynch) , en casos anómalos (singularidades y/o simetrías). 
Este Procedimiento Auxiliar (G" Conca) es un cálculo adicional (constructivo y 
riguroso) por cuanto se basa en la generación de las Sucesiones Auxiliares: 
pero no es siempre inmediato. Esto se debe a que en Problemas Complejos 
(Tridimensionales-No estacionarios) ello puede significar un aumento considerable 
de los recursos informáticos requeridos (Espacio de CMU y Tiempo de CPU) 
aparte dificultades adicionales (Pre/postproceso), aunque esto sea circunstancial y 
pueda resolverse en un futuro próximo con la ayuda de sistemas más adecuados 
(HardwarelSoftware de Mainframes/Estaciones) actualmente disponibles (PEGASYS). 
En todo caso, este trabajo ha tratado de responder a la pregunta razonable: 
¿Cómo de buenos (o de malos) son los Resultados (Soluciones?) Numéricos 
obtenidos con un Método Numérico? o, al menos, de sembrar la duda cartesiana 
sobre la Salida de la Computadora en el Análisis de un Modelo. Es posible que el 
Usuario no se haga habitualmente tales preguntas o, incluso, no tenga esas dudas, 
pero, aún así, ambas cuestiones no sólo son pertinentes sino que, además, permiten 
distinguir la Computación (con mayúscula) del cálculo automático sin 
sentido, pedagógicamente estéril y profesionalmente contraproducente en 
Ingeniería de Proyectos. 
La Verificación Computacional, ilustrada en este trabajo, permite aumentar 
fácilmente la fiabilidad de una Solución Numérica (xN), como las utilizadas en el mismo, 
en el contexto estricto de la Computación. Esto permite, en ocasiones, acercarse a la 
Solución Exacta (x) tanto como lo permita la Computadora: pero si la Computadora 
no es suficientemente precisa, los Errores de Redondeo pueden resultar excesivos (lo 
que es detectable). 
Es importante subrayar, sin embargo, que no es un método de Extrapolación 
sino una ayuda para mejorar éstos en el sentido de, antes, verificar la Razón de 
Convergencia (rN) y, después, extrapolar la Solución Numérica (xN). Además, hay 
que insistir en que nada puede decirse en este contexto estricto de la Computación 
sobre la Solución Real que debe ser objeto de Validación Experimental: si el Modelo 
no es suficientemente bueno, los Errores de Modelización serán predominantes (lo que 
no es detectable), contra lo supuesto aquí y ahora. 
ESQUEMA 
Fenómeno Físico 
'T 
Modelo Ma temá tic0 r L  
Linealización 
N 
1 Cálculo Digital t i i z z z L e s  
Resultado Numérico I 
e En definitiva, pues, esta Verificación Computacional debe complementarse con 
una Validación Experimental. Y, además, conviene utilizar una Computadora Precisa 
(64 bits), para propiciar que los Errores Estimados sean los predominantes. 
e En este contexto estricto de la Computación es fundamental obtener no una sola 
Solución (x,) sino una Sucesión {x,) de ellas, aunque el modo concreto de hacerlo 
depende del Problema. En general, es posible aislar distintos tipos de Errores, como 
en los Problemas utilizados, pero ello puede ser difícil en el caso de algunos Errores, 
como en el caso de algunos Errores, para obtener no una simple Acotación leNI, 
sino una buena Estimación e N .  
m Esto es particularmente cierto en el caso de los Elementos Finitos donde ya 
es habitual, desde la década pasada, utilizar Extensiones (o Refinamientos h, p y/o 
hp). En especial es conveniente generar Sucesiones tales que r sea Constante (inferior 
a la unidad), como se ha ilustrado, porque ello permite la Extrapolación Rigurosa 
x N X N  + E N .  
e El autor ha verificado positivamente casi todos los casos habituales en Ingeniería 
de Proyectos Aeroespaciales (Aerodinámica (FL052, etc.), Estructuras (NASTRAN, 
etc.), etc.) donde se producen Errores de Discretización (espacial y temporal), 
Truncación (linealización) y Redondeo (Aritmetización) (Ver Esquema adjunto y Libro 
de Referencias: (G- Conca, 1989)); en algunas ocasiones la Verificación parecía 
negativa (r # rN-l) pero ello se debió a no utilizar el r adecuado, prejuzgando la 
bondad de las fórmulas clásicas; en otras ocasiones la Extrapolación no se pudo hacer 
estrictamente (r # constante) pero ello no es una limitación de esta Verificación sino 
de la Extrapolación clásica: las Ilustraciones incluyen casos "normales" y "anormales" 
para subrayar que también es necesaria la Heurística. Actualmente está tratando 
de aplicarla automáticamente pero heurísticamente a los Elementos Finitos Versión-p 
colaborando con los pioneros en el desarrollo y difusión de los mismos y en la corrección 
y ampliación de la misma (Ver Programa en la Referencia Propia final). 
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