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Abstract
We show that constraints on the generating functional have direct BRST-extensions in terms of
nilpotent operators ∆ that annihilate this generating functional, and which may be of arbitrarily
high order. The free energy F in the presence of external sources thus satisfies a “Master Equation”
which is described in terms of a tower of higher antibrackets.
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Recent work on the implementation of Ward Identities in the Lagrangian path integral has shown that
a novel antibracket structure naturally emerges [1, 2, 3]. Central in this construction is a non-Abelian
“classical” BRST operator ∆, which in a precise sense provides a non-Abelian generalization of the
conventional ∆-operator of the Batalin-Vilkovisky formalism [4].
With the usual assignments of fields and antifields, the ∆-operator of the Batalin-Vilkovisky formalism
is a 2nd order differential operator. It can be understood as the Hamiltonian quantum BRST operator
of Abelian shift transformations in the ghost momentum representation [2]. Choosing instead ∆ as
the Hamiltonian quantum BRST charge of more general (non-Abelian) transformations, one obtains,
in the same ghost momentum representation, the corresponding non-Abelian generalization. It is a
differential operator in fields and antifields of arbitrarily high order. Because the BRST operator is
nilpotent by construction, so is the generalized ∆-operator. Just as the usual 2nd order ∆-operator
of the Batalin-Vilkovisky formalism can be used to impose correct Schwinger-Dyson equations in the
path integral, the classical non-Abelian ∆-operators can be used to impose different Ward Identities
[1]. Higher-order ∆-operators were actually first considered, by Batalin and Tyutin [5], in the context
of quantum deformations of the usual 2nd-order formalism. Very recently, a Lagrangian path integral
formulation has also been given [6].
Because the non-Abelian ∆-operators can be differential operators of higher order than 2, they generate
not just the usual antibracket (A,B) (viewed in this context, up to a sign, as a two-bracket Φ2(A,B)),
but a whole hierarchy of higher antibrackets Φn(A1, . . . , An). The mathematical structure behind this
sequence of higher antibrackets was developed some time ago by Koszul [7], and has more recently been
considered by Akman [8].
The purpose of this short note is to show that also the Hamiltonian quantum BRST operator Ω in the
ghost coordinate representation can be given an interesting interpretation from the point of view of the
Lagrangian path integral. Whereas the ghost momentum representation provides us with a ∆-operator
which defines the quantum Master Equation for the action S, we shall show that the ghost coordinate
representation of Ω gives the appropriate operator for defining the analogous quantum Master Equation
for the free energy F in the presence of external sources. Phrased otherwise, we will see how constraints
imposed by the path integral itself can be formulated in terms of BRST constraints Ω on the partition
function Z = Z[j, η] (in the presence of suitable sources j and η).
Z[j, η]
←
Ω = 0 . (1)
A first example of this was the BRST formulation of Virasoro constraints in matrix models [9], and a
brief account of its generalization to more general settings has been presented by one of the authors
in ref. [10]. The formulation of low-dimensional string theory in terms of a Batalin-Vilkovisky–like
quantum Master Equation acting on the free energy F [11] is related to this idea as well.
Our treatment will be based on a combination of both BRST and anti-BRST symmetries. We do not
believe this is essential, but it certainly simplifies the derivation. Although the final results will not be
Sp(2)-covariant, we also prefer to combine the symmetries into an extended Sp(2) symmetry. There
will thus be two associated variations δa, with a = 1, 2. Indices will be raised and lowered with the
help of εab (and its inverse), the invariant tensor in Sp(2). We require that
δaδb + δbδa = 0 , (2)
the Sp(2)-generalization of nilpotency. It is also convenient to introduce the commutator of the two
symmetries,
d ≡ 1
2
εabδ
aδb . (3)
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We assume that the fields φA with Grassmann grading ǫA ≡ ǫ(φ
A) transform under a local non-Abelian
symmetry group G:1
φA −→ gAB φ
B = φB gB
A . (4)
Here we have introduced the super transposed matrix
gB
A = (−1)(ǫA+1)ǫBgAB . (5)
The matrix gAB is assumed not to depend on the field φ
A. A simple (bosonic) example is a U(N)
matrix model under the (global) adjoint action of G = U(N). Then the index A is a double index:
φA = φa1a2 , and if g
a
b is given in the fundamental representation of U(N), then
gAB = g
a1
b1 (g
−1)b2a2 = g
a1
b1 (g
†)b2a2 . (6)
Let us parametrize the action S[φ] in terms of a perhaps infinite set of group invariants χα(ψ) and
appropriate weights (sources) jα. That is,
S[φ] = χα(φ)j
α . (7)
The χα’s will be invariant under the local transformations generated by the non-Abelian group G. It
is implicitly assumed here that {χα} forms a complete (perhaps overcomplete) set of G-invariants.
We take the path integral measure for the fields φA to be invariant under arbitrary local shifts
φA → φA + ǫA as well as under the G-transformations (4). Consider now the following (right) BRST
transformations:2
δaφA = ψAa
δaψAb = 0 . (8)
ψAa are ghosts and anti-ghosts. They will transform under the group G as the original fields φA, cf.
(4), so that the G-transformations and BRST-transformations commute. If one chooses a formulation
without auxiliary fields, these are the Sp(2)-symmetric generalizations [12] of Schwinger-Dyson BRST
transformations [13]. The Ward Identities of the above symmetry are of course only Schwinger-Dyson
equations for theories with action S = 0. These transformations simply express the translational
invariance of the path integral measure. We shall also introduce a spacetime-dependent matrix MAB
of Grassmann parity
ǫ(MAB) = ǫA + ǫB . (9)
The matrix M is chosen to be graded-symmetric,
MAB = (−1)
ǫAǫB+ǫA+ǫBMBA , (10)
and invertible. We denote its inverse by raised indices: MAB . MAB transforms as a covariant 2-tensor
under the G-transformations,
MAB −→ (g
−1)A
B MBC (g
−1)CD . (11)
while MAB transforms as a contravariant 2-tensor. The matrix M is assumed not to depend on the
field φA.
1Space-time integrations are always implicitly implied in the sums over repeated indices.
2We omit an infinitesimal Grassmann-odd parameter, which we otherwise would have put to the right. This defines
our rules of signs relating actual variations with these BRST transformations.
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Consider now the path integral weighted in addition by the Sp(2)-invariant and G-invariant ghost-
antighost action
S0[ψ] ≡ 12d(φ
AMABφ
B) = 1
2
(−1)ǫA+1εabψ
AaMABψ
Bb . (12)
The functional integral can now be integrated over the ghost-antighost fields with a well-defined Boltz-
mann factor. (Apart from this fact, the particular measure [dψ] is not of interest at this point). We
also add sources ηαa for the Sp(2) transformations of all the G-invariants. The result is the generating
functional
Z[j, η] =
∫
[dψ][dφ] exp [ i
h¯
(S0[ψ] + χα(φ)j
α + ηαa δ
aχα)] . (13)
Of course, to regain the original path integral with action (7), we must set sources ηαa equal to zero,
and integrate out the ghost-antighost fields ψAa. This yields an irrelevant well-defined overall factor,
whose inverse we could choose to incorporate in the ghost-antighost measure.
Let us next express the BRST Ward Identities of the above path integral in a form that exploits the
particular form of the action and sources. We use the fact that both S0 and the functional measure are
invariant under the trivial BRST transformations (8). Consider
0 = h¯
i
〈δa
(
e
i
h¯(χαj
α+ηα
b
δbχα)
)
〉0 = 〈(−1)
ǫαjα(δbχα) + η
α
c (δ
bδcχα)〉εba , (14)
where ǫα denotes the Grassmann parity of χα. The subscript ”0” in 〈· · ·〉0 denotes that the Boltzmann
factor is e
i
h¯
S0 . To keep the following derivation as simple as possible we now manifestly break Sp(2)
symmetry by noting that the term with c 6= a does not contribute to (14):
〈(−1)ǫαjα(δbχα) + η
α
a (δ
bδaχα)〉εba = 0 . (15)
(No sum over a.) This identity implicitly expresses a constraint on the path integral due to the symmetry
of the measure under local shifts, and in this sense is analogous to a general Schwinger-Dyson equation.
The constraint can be made more explicit by making use of the particular couplings to the source terms.
We have
δaχα =
δrχα
δφA
ψAa = (−1)ǫA+ǫαψAa
δlχα
δφA
δb(δaχα) = (−1)
ǫA+1
δrδrχα
δφBδφA
ψBbψAa . (16)
The idea is now to replace the ghost-antighost pieces in the identity (15) by terms acting on the external
sources. Note that
δrS0
δψAa
= (−1)ǫB+1ψBbMBAεba
δrSη
δψAa
=
δlχα
δφA
ηαa , (17)
with Sη ≡ η
α
a δ
aχα. Therefore, inside the path integral (15) we can by partial integration replace a
single factor of ψAa as follows:
ψAa = εabMAB
δrS0
δψBb
→ −εabMAB
(
δrSη
δψBb
+
h¯
i
δr
δψBb
)
= −εabMAB
(
δlχα
δφA
ηαa +
h¯
i
δr
δψBb
)
, (18)
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where the quantum term h¯
i
δr
δψBb
is supposed to act on every ghost ψAa not in the Boltzmann factor. If
we therefore define a “metric” dαβ by
dαβ ≡
(
δrχα
δφA
)
MAB
(
δlχβ
δφB
)
, (19)
then the first term in eq. (15) reads
(−1)ǫαjαδbχαεba → η
α
a dαβj
β . (20)
The second term in (15) contains two factors of ghosts ψ (cf. (16)). Substituting the first ψ factor
yields:
ηαa (δ
bδaχα)εba → (−1)
A+αψAa
δrδlχα
δφBδφA
MBC
δlχβ
δφC
ηβaη
α
a − ih¯eαη
α
a , (21)
where we have defined
eα ≡
δrδrχα
δφAδφB
MAB = MAB
δlδlχα
δφBδφA
. (22)
To eliminate the second ψ factor, we need to be more specific regarding the types of transformations.
Up to this point we have made no assumptions about the χα’s, and in fact not exploited the idea of
group invariants. Since δ
δφA
is a covariant vector with respect to the group G,
δ
δφA
−→
δ
δφA
(g−1)AB , (23)
it follows that dαβ and eα are invariants themselves, i.e. expressible in terms of χα’s: dαβ = dαβ(χ) and
eα = eα(χ). Furthermore, let us assume that there exists ”structure constants” f
α
βγ so that
δrδlχ[α
δφBδφA
MBC
δlχβ]
δφC
≡
δrδlχα
δφBδφA
MBC
δlχβ
δφC
− (−1)ǫαǫβ
δrδlχβ
δφBδφA
MBC
δlχα
δφC
= −
δlχγ
δφA
fγαβ . (24)
The structure constants fαβγ = f
α
βγ(χ) are functions of the invariants only, as indicated. Their symmetry
property is as follows:
fαβγ = −(−1)
ǫβǫγfαγβ . (25)
They satisfy a generalized Jacobi identity [14]:
∑
cycl. α,β,γ
(−1)ǫαǫγ
(
δrf ǫαβ
δχδ
dδγ + f
ǫ
αδf
δ
βγ
)
= 0 . (26)
For completeness we mention a simple consequence of dαβ = dαβ(χ) being a group invariant:
δrδlχ{α
δφBδφA
MBC
δlχβ}
δφC
≡
δrδlχα
δφBδφA
MBC
δlχβ
δφC
+ (−1)ǫαǫβ
δrδlχβ
δφBδφA
MBC
δlχα
δφC
=
δlχγ
δφA
δldαβ
δχγ
. (27)
This means that
dγαβ ≡
δldαβ
δχγ
(28)
are the “symmetric” structure constants. They too can be functions of the invariants χα. The condition
(24) is far from trivial, and at the heart of the present construction. It requires that the δlχα/δφ
A form
5
a complete set of covariant vectors. This may fail, for example if the fields do not transform under an
irreducible representation of the invariance group G.
Let us now proceed with the elimination of ψ in the second term (21). From (24), the classical piece
becomes
(−1)A+αψAa
δrδlχα
δφBδφA
MBC
δlχβ
δφC
ηβa η
α
a = −
1
2
(−1)A+αψAa
δlχγ
δφA
fγαβη
β
aη
α
a
= − 1
2
(−1)α (δaχγ) f
γ
αβη
β
aη
α
a
= + 1
2
(−1)α
δrSη
δηγa
fγαβη
β
a η
α
a . (29)
Next, introduce the non-Abelian constraints, acting to the left,
←
Gα ≡ dαβ(
←
P )jβ − ih¯eα(
←
P ) , (30)
with the momentum operator conjugate to the sources acting to the left,
←
Pα ≡ − ih¯
←
δr
δjα
←
Paα ≡ − ih¯
←
δr
δηαa
. (31)
One verifies that these constraints satisfy the algebra
[
←
Gα,
←
Gβ] = − ih¯
←
Gγf
γ
αβ . (32)
Note that the right hand side is proportional to h¯, so that classically this algebra is Abelian.
Associated with the constraints
←
Gα is the quantum mechanical BRST operator (also acting to the left),
←
Ωa ≡
←
Gαη
α
a +
1
2
(−1)α
←
Paγf
γ
αβ(
←
P )ηβa η
α
a . (33)
This operator is nilpotent, due to the generalized Jacobi identity:
[
←
Ωa,
←
Ωa] = 0 (34)
(No sum over a.) In its present form the construction fails to be Sp(2) symmetric, but is merely
symmetric under two separate BRST symmetries, whose mutual relation is complicated. The identity
(15) can now be expressed directly as a constraint on the partition function:
Z[j, η]
←
Ωa = 0 . (35)
Alternatively, if we define the free energy F in the presence of sources by exp( i
h¯
F [j, η]) ≡ Z, then the
free energy satisfies a quantum Master Equation of the form
∆a exp
(
i
h¯
F
)
= 0 , (36)
where we have defined a ∆-operator acting to the right by ∆aA ≡ A
←
Ωa.
3
3Since we are only dealing with one of the symmetries corresponding to a = 1, 2, the subscript a can be suppressed
here. We have not considered the possibility of imposing the constraints in an Sp(2)-symmetric manner.
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Depending on the order N of ∆a, the quantum Master Equation can be written as a sum over an-
tibrackets Φn∆a of order less than and equal to N [2, 3]:
N∑
k=1
(
i
h¯
)k 1
k!
Φk∆a(F, . . . , F ) = 0 . (37)
A particular example is provided by the Virasoro constraints, as already discussed in ref. [9]. There
the metric dαβ(P ) is linear in P , and eα(P ) is quadratic. The BRST operator generating Virasoro
constraints thus happens to be of second order. As should be obvious from the above, one can however
easily find examples where the relevant operator is of higher order.
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