Abstract : Let a ∈ R, and let k(a) be the largest constant such that sup|cos(na)− cos(nb)| < k(a) for b ∈ R implies that b ∈ ±a + 2πZ. We show that if a cosine sequence (C (n)) n∈Z with values in a Banach algebra A satisfies
Introduction
Let G be an abelian group. Recall that a G-cosine family of elements of a unital normed algebra A with unit element 1 A is a family (C (g )) g ∈G of elements of A satisfying the so-called d'Alembert equation
A R-cosine family is called a cosine function, and a Z-cosine family is called a cosine sequence.
A cosine family C = (C (g )) g ∈G is said to be bounded if there exists M > 0 such that C (g ) ≤ M for every g ∈ G. In this case we set
A cosine family is said to be scalar if C (g ) ∈ C.1 A for every g ∈ G. It is easy to see and well-known that a bounded scalar cosine sequence satisfies C (n) = cos(an) for some a ∈ R.
Strongly continuous operator valued cosine functions are a classical tool in the study of differential equations, see for example [2] , [3] , [15] , [19] , and a functional calculus approach to these objects was developped recently in [11] .
Bobrowski and Chojnacki proved in [4] that if a strongly continuous operator valued cosine function on a Banach space (C (t )) t ∈R satisfies sup t ≥0 C (t ) − c(t ) < 1/2 for some scalar bounded continuous cosine function c(t ) then C (t ) = c(t ) pour t ∈ R, and Zwart and F. Schwenninger showed in [18] that this result remains valid under the condition sup t ≥0 C (t ) − c(t ) < 1. The proofs were based on rather involved arguments from operator theory and semigroup theory. Very recently, Bobrowski, Chojnacki and Gregosiewicz [5] showed more precisely that if a cosine function C = C (t ) satisfies sup t ∈R C (t )−c(t ) < 8 3 3 for some scalar bounded continuous cosine function c(t ), then C (t ) = c(t ) for t ∈ R, without any continuity assumption on C , and the same result was obtained independently by the author in [10] . The constant 8 3 3 is obviously optimal, since sup t ∈R |cos(at ) − cos(3at )| = 8 3 3 for every a ∈ R \ {0}. The author also proved in [10] that if a cosine sequence (C (t )) t ∈R satisfies sup t ∈R C (t ) − cos(at )1 A = m < 2 for some a = 0, then the closed algebra generated by (C (t )) t ∈R is isomorphic to C k for some k ≥ 1, and that there exists a finite family p 1 , . . . , p k of pairwise orthogonal idempotents of A and a family (b 1 , . . . , b k ) of distinct elements of the finite set ∆(a, m) := {b ≥ 0 : sup t ∈R |cos(bt )− cos(at )| ≤ m} such that we have
cos(b j t )p j ( j ∈ R).
Also Chojnacki developped in [7] an elementary argument to show that if (C (n)) n∈Z is a cosine sequence in a unital normed algebra A satisfying sup n≥1 C (n)− c(n) < 1 for some scalar cosine sequence (c(n)) n∈Z then c(n) = C (n) for every n, which obviously implies the result of Zwart and F. Schwenninger. His approach is based on an elaborated adaptation of a very short elementary argument used by Wallen in [20] to prove an improvement of the classical Cox-Nakamura-YoshidaHirschfeld-Wallen theorem [8] , [13] , [16] which shows that if an element a of a unital normed algebra A satisfies sup n≥1 a n − 1 < 1, then a = 1.
Applying this result to the cosine sequences C (ng ) and c(ng ) for g ∈ G, Chonajcki observed in [7] that if a cosine family C (g ) satisfies sup g ∈G C (g )−c(g ) < 1 for some scalar cosine family c(g ) then C (g ) = c(g ) for every g ∈ G.
In the same direction Schwenninger and Zwart showed in [17] that if a cosine sequence (C (n)) n∈Z in a Banach algebra A satisfies sup n≥1 C (n) − 1 A < 3 2 , then C (n) = 1 A for every n.
The purpose of this paper is to obtain optimal results of this type. We prove a "zero- In fact for every a ∈ R there exists a largest constant k(a) such that sup n≥1 |cos(nb)− cos(na)| < k(a) implies that cos(nb) = cos(na) for n ≥ 1, and we prove that if a cosine sequence (C (n)) n∈Z in a Banach algebra A satisfies sup n≥1 |C (n) − cos(na)1 A | < k(a) then C (n) = cos(na) for n ≥ 1. This follows from the following result, proved by the author in [10] . Theorem 1.1. Let (C (n)) n∈Z be a bounded cosine sequence in a Banach algebra. If spec(C (1)) is a singleton, then the sequence (C (n)) n∈Z is scalar, and so there exists a ∈ R such that C (n) = cos(na) for n ≥ 1.
The second part of the paper is devoted to a discussion of the values of the constant k(a). As mentioned above, it follows from [17] that k(0) = 3 2 , and it is obvious that k(a) ≤sup n≥1 |cos(na) − cos(3na)| ≤
is irrational, and we prove, using basic results about cyclotomic fields, that k(a) < . We describe in detail the set Ω for every a ∈ R.
We also show that given a ∈ R and m < 2 the set Γ(a, m) of scalar cosine sequences (c(n)) n∈Z satisfying sup n∈Z |c(n) − cos(na)| ≤ m is finite. This implies that if a cosine sequence (C (n)) n∈Z satisfies sup n∈Z C (n)−cos(an)1 A ≤ m, then there exists k ≤ c ar d (Γ(a, m) ) such that the closed algebra generated by (C (n)) n∈Z is isomorphic to C k , and there exists a finite family p 1 , . . . , p k of pairwise orthogonal idempotents of A and a finite family c 1 , . . . , c k of distinct elements of Γ(a, m) such that we have
This last result does not extend to cosine families over general abelian group. Let G = (Z/3Z) N : we give an easy example of a G-cosine family (C (g )) g ∈G with values in l ∞ such that the closed subalgebra generated by (C (g )) g ∈G equals l ∞ ,
The author warmly thanks Christine Bachoc and Pierre Parent for giving him the arguments from number theory which lead to a simple proof of the fact that k(a) < 8 3 3 if a ∉ πQ.
Distance between bounded scalar cosine sequences
We introduce the following notation, to be used throughout the paper. ) n≥1 is dense in T k . We deduce from Kronecker's theorem the following observation. , we obtain
The same argument shows that we have
We obtain
.
We also have . The same calculation as above gives
Hence
We see that Γ(a, m) is finite if a π ∉ Q, and that we have
Now consider the case where
We first discuss the case where
So we can assume that p is even, so that q is odd. Set r = q−1 2
. There exists n 0 ≥ 1 and r ∈ Z such that n 0 p − r ∈ qZ, and we have
We obtain again q ≤ , where k ∈ Z. We obtain
We do not know whether it is possible to obtain a majorant for c ar d (Γ(a, m)) which depends only on m when a ∈ πQ. 
Proof : Since c n = P n (c 1 ), where P n denotes the n-th Tchebishev polynomial, A 1 is the closed unital subalgebra generated by c 1 and the map χ → χ(c 1 ) is a bijection from A 1 onto spec A 1 (c 1 ). Now let χ ∈ A 1 . The sequence (χ(c n )) n≥1 is a scalar cosine sequence, and we have
It follows then from proposition 2.2 that spec A 1 (c 1 ) := λ = χ(c 1 ) : χ ∈ A 1 is finite. Hence A 1 is finite. Let χ 1 , . . . , χ m be the elements of A 1 . It follows from the standard one-variable holomorphic functional calculus, se for example [9] , that there exists for every j ≤ m an idempotent p j of A 1 such that χ j (p j ) = 1 and
p j is the unit element of
Let x ∈ A 1 . Then (p j c n ) n∈Z is a cosine sequence in the commutative unital Banach algebra p j A 1 , and spec p j A 1 (p j c 1 ) = {χ j (c 1 )}.
Since sup n≥1 p j cos(na) − p j c n ≤ 2 p j , the sequence (p j c n ) n≥1 is bounded, and it follows from theorem 2.3 that (p j c n ) n≥1 is a scalar sequence, and there exists
cos(nβ j )p j for n ≥ 1. Since A 1 is the closed subalgebra of A generated by c 1 , we have x = m j =1 χ j (x)p j for every x ∈ A 1 , which shows that A 1 is isomorphic to C m .
Corollary 2.4. Let a ≥ 0 ∈ R, and let k(a) be the largest positive real number m such that
Theorem 2.3 does not extend to cosine families over general abelian groups, as shown by the following easy result. 
2 , (ii) The algebra generated by the family (C (g )) g ∈G is dense in l ∞ .
Proof : Elements g of G can be written under the form g = (g m ) m≥1 , where g m ∈ {0, 1, 2}. Set . We have
and so φ ∈ A. We can identify l ∞ to C (βN), the algebra of continuous functions on the Stone-Cȇch compactification of N, and βN is an extremely disconnected compact set, which means that the closure of every open set is open, see for example [1] , chap. 6, sec. 6. Since the characteristic function of every open and closed subset of βN is an idempotent of l ∞ , the idempotents of l ∞ separate points of βN, and it follows from the Stone-Weierstrass theorem that A is dense in l ∞ , which proves (ii).
The values of the constant k(a)
It was shown in [17] that k(0) = 3 2 . We also have the following result. 
Now assume that
a π is rational. If the order of a is equal to 1, then k(a) = 1.5, and we will see later that this is also true if the order of a equals 2 or 4.
Otherwise we have
We have |cos(nx)−cos(3nx)
Let Q(β) be the smallest subfield of C containing Q ∪ β. Since 3β 2 + 2β + 3 = 0, the degree of Q(β) over Q is equal to 2. On the other hand the Galois group G al (Q(β)/Q) is isomorphic to (Z/nZ) × , the group of invertible elements of Z/nZ, and we have, see [21] , theorem 2.5
where H (n) = c ar d ((Z/nZ) × ) denotes the number of integers p ∈ {1, . . . , n} such that g cd (p, n) = 1. Let P (n) be the set of prime divisors of n. It is weil-known that we have, writing n = Π p∈P (n) p α p , see for example [21] , exercise 1.1,
It follows immediately from this identity that the only possibilities to get H (n) = 2 are n = 3, n = 4, and n = 6. Since β 3 = 1, β 4 = 1, and β 6 = 1, we see that β π is irrational, and so k(a) < (ii) If (ii) If q = 3p, then for every m < if q = 3p, and λ = if q = 3p, see for example [10] . Now let µ < λ, and let η < δ be two real numbers such that 
Conversely if a ∈ πQ has order u, then for every integer w such that g cd (w, u) = 1 there exists b ∈ πQ of order 3u satisfying (3) .
(iv) If u = 3v, then there exists an integer w such that 1 ≤ w ≤ u 6 and g cd
Conversely if the order u of a ∈ πQ is divisible by 3, then for every integer w such that g cd u 3 , w = 1 there exists b ∈ πQ of order u 3
satisfying (4).
Proof : (i) Assume that u = v, say, u < v, and let w = 1 be the order of ub, which is a divisor of v. We have ub = , which proves (i).
(ii) Assume that u = v, and that b ∉ ±a + 2πZ. There exists α, β ∈ {1, . . . , u − 1}, with α = β, α = u − β such that a ∈ ± 2απ u + 2πZ and b ∈ ± 2βπ u + 2πZ, and g cd (α, u) = g cd (β, u) = 1. It follows from Bezout's identity that there exists γ ∈ Z such that αγ−1 ∈ uZ. If βγ±1 ∈ uZ then we would have αβγ±α ∈ αuZ ⊂ uZ, and β ± α ∈ uZ, which is impossible. Hence γβ − w ∈ uZ for some w ∈ {2, . . . , u − 2}, g cd (w, u) = 1 since g cd (γ, u) = g cd (β, u) = 1, and we have
By replacing w by u − w if necessary, we can assume that 2 ≤ w ≤ u 2 . Now let w ∈ Z such that g cd (u, w ) = 1. We have a = , which has order u. (iii) Now assume that v = 3u. There exists α ∈ {1, . . . , u −1} and β ∈ {1, . . . , 3u − 1} such that a ∈ ± 2απ u + 2πZ and b ∈ ± 2βπ 3u + 2πZ, and g cd (α, u) = g cd (β, 3u) = 1. Let γ ∈ Z such that βγ−1 ∈ 3uZ. Then g cd (γ, 3u) = 1, and a fortiori g cd (γ, u) = 1. There exists w ∈ Z such that αγ ∈ ±w + uZ, and we see as above that we have
Conversely let a = 2απ u ∈ πQ have order u, and let w ∈ Z be such that g cd (u, w ) = 1. If α is not divisible by 3, then g cd (α, 3u) = 1. If α is divisible by 3, then u is not divisible by 3, and so α + u ∈ α + uZ is not divisible by 3. So we can assume without loss of generality that α is not divisible by 3, and there exists β ≥ 1 such that αβ − 1 ∈ 3uπZ. Similarly we can assume without loss of generality that w is not divisible by 3, and there exists γ ≥ 1 such that w γ − 1 ∈ 3uπZ. Set b = 2αγπ 3u
. Then b has order 3u, and we see as above that we have
which concludes the proof of (iii).
(iv) Clearly, the first assertion of (iv) is a reformulation of the first assertion of (iii). Now assume that the order u of a ∈ πQ is divisible by 3, set v = u 3 , write a = 2απ u , and let w ∈ Z such that g cd (w, v) = 1. We see as above that we can assume without loss of generality that g cd (u, w ) = 1.
Since g cd (α, u) = 1, we have a fortiori g cd (α, v) = 1, so that g cd (αw, v) = 1, so that b := 6αw u has order v and we see as above that a, b, u and w satisfy (4) . In order to use lemma 3.4, we introduce the following notions. , g cd (u, s) = 1, and let ∆ 1 (u) = ∆(u) \ {1}. We set
with the convention θ(u) = 2 if ∆ 1 (u) = .
Notice that ∆ 1 (u) = if u = 2, 3, 4 or 6, and that ∆ 1 (u) = otherwise since as we observed above
We obtain the following corollary, which shows in particular that the value of k(a) depends only on the order of a. Corollary 3.6. Let a ∈ πQ, and let u ≥ 1 be the order of a.
, and it follows from lemma 3.4(i) that we have
and it follows from lemma 3.4 (ii), (iii) and (iv) that
We have the following result. 
Let u ≥ u 0 , and let w be an integer such that 2
, it follows from lemma 3.2 and property (i) that we have
, it follows from lemma 3.2 that we have
If w − u 3 < 7, set r = |3w − u|. Then 0 ≤ r ≤ 20, and we have
If u is not divisible by 3, then either r = 3s + 1 or r = 3s + 2, with 0 ≤ w ≤ 6, and it follows from (ii) and (iii) that we have
If u is divisible by 3 then r is also divisible by 3. Set v = u 3 and s = r 3 . Then 0 ≤ s ≤ 6, and we have
If s ∈ {2, 3, 4, 5, 6} it follows from (i) that we have, if u ≥ 3u 0 ,
Now assume that s = 0. If u ≥ 15, then v ≥ 5, and we have
Now assume that s = 1. We have, with ǫ = ±1,
There exists p ≥ 1 and q ∈ Z such that
v , and we obtain, for u ≥ 21, w = v ± 1,
We thus see that if u ≥ u 0 is not divisible par 3, or if u ≥ max (21, 3u 0 ) is divisible by 3, we have, for 2 ≤ w ≤ We now want to identify the real numbers a for which k(a) ≤ 1.5. If a ∈ πQ has order 1, 2 or 4, then sup n≥1 |cos(an) − cos(3an)| = 0. We also have the following elementary facts. The function x → cos(x) − cos(3x) is increasing on 0, ar ccos 1 3 and decreasing on ar ccos 1 3 , −ar ccos 1 3 , and 0.275π < ar ccos We now wish to obtain similar estimates for sup n≥1 cos
We have θ s = 2 if s is even, and a computer verification shows that θ s > 1.8 for s = 5. It follows from the Taylor-Lagrange inequality that if f s attains it maximum at α s , then we have,
and so We obtain the following lemma. If u is not divisible by 3, then r is not divisible by 3 either, and it follows from the discussion above that if r = 1 and r = 2, we have
The condition r = 2 gives s − Since we must have s − We now consider the case where u = 3v is divisible by 3. Then r is also divisible by 3. If r = 0, and if u = 9, then we have This concludes the proof of the lemma. We consider again the numbers θ(u) and σ(u) introduced in definition 3.6. It follows from lemma 3.8, lemma 3.9, lemma 3.10 and lemma 3.11 that we have the following results. 
