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Abstract
Spiking Neural Networks (SNNs) provide significantly lower power dissipation
than deep neural networks (DNNs), called as analog neural networks (ANNs) in
this work. Conventionally, SNNs have failed to arrive at the training accuracies
of ANNs. However, several recent researches have shown that this challenge can
be addressed by converting ANN to SNN instead of the direct training of SNNs.
Nonetheless, the large latency of SNNs still limits their application, more prob-
lematic for large size datasets such as Imagenet. It is challenging to overcome this
problem since in SNNs, there is the trade-off relation between their accuracy and la-
tency. In this work, we elegantly alleviate the problem by using a trainable clipping
layers, so called TCL. By combining the TCL with traditional data-normalization
techniques, we respectively obtain 71.12% and 73.38% (on ImageNet) for VGG-16
and RESNET-34 after the ANN to SNN conversion with the latency constraint of
250 cycles.
1 Introduction
During the last decade, Analog Neural Networks (ANNs) have shown rapid and extensive progresses.
ANNs demonstrates their outstanding performance by surpassing the human-level accuracy for many
applications such as image processing, voice recognition, and language translation. However, such
ANN performance can be obtained at the cost of considerable power consumption. This makes
it difficult to operate ANNs at resource-constraint edge devices. Unlike ANNs, Spiking Neural
Networks (SNNs) have event-driven behaviors, delivering significantly lower power dissipation.
Consequently, researchers have considered SNNs as one of the alternatives to ANNs for the resource-
constraint edge devices.
Nonetheless, the deployment of SNNs is limited since it is difficult to efficiently train SNNs. Due
to the non-differential and discontinuous properties of SNNs, back-propagation cannot be applied
for the training of SNNs. Some researchers have overcome this problem by using approximate
techniques such as spike-base back-propagation (Huh, Sejnowski (2018); Lee et al. (2020)) and
surrogate gradient (Wu et al. (2018); Bellec et al. (2018); Neftci et al. (2019)). However, these
techniques are only applicable to the training of small size networks for small datasets. Further,
when SNNs are trained based on the above techniques, forward and backward propagation need to be
computed every time-step, unlike ANNs. As a result, the direct training approaches of SNNs suffer
from considerably large overhead with respect to computational complexity and training time.
Recently, some indirect training approaches of SNNs have been proposed, where the training results
of ANNs are converted to SNN. For instance, Cao et al. (2015) succeeded in converting ANNs to
SNNs by mapping the output of rectified linear unit (ReLU) in ANNs to the spiking rate in SNNs.
Their technique shows outstanding performances for the datasets of MNIST and CIFAR-10. Diehl
et al. (2015) developed the weight normalization technique that scales weight parameters of ANNs
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with a certain normalization factor, leading to more improved mapping results. Sengupta et al.
(2019) and Rueckauer et al. (2017) decide more accurate normalization factors by closely analyzing
activations. As a result, they successfully converted even large ANNs trained with the Imagenet
dataset to SNNs. The SNNs converted by the above techniques provide good accuracies, however
suffer from large latency. Rathi et al. (2020) presented a novel technique to combine spike-time
dependent back-propagation with a ANN-to-SNN conversion technique, alleviating the problem of
the large latency while minimizing the accuracy loss due to the conversion. However, the accuracy
degradation is still significant, more problematic for large size datasets such as Imagenet.
In this work, we propose an ANN-to-SNN conversion technique to provide both low latency and
high accuracy in SNN, namely TCL. During training ANNs, we ensure that a clipping layer, whose
clipping region is trainable, follows a ReLU layer. This finds the clipping regions of an ANN layer
not to affect the accuracy of the corresponding SNN. Consequently, the trained clipping regions
are converted to the optimal thresholds to consider both accuracy and latency in SNNs. From our
experiment, on Cifar-10 dataset, we achieve 92.76% for VGG-16 with 200-cycle latency and 94.64%
for RESNET-18 with 150-cycle latency. For the Imagenet dataset, the accuracies of VGG-16 and
Resnet-34 are 71.12% and 73.38% respectively, where their corresponding latencies are 250 cycles.
2 Spiking Neural Networks theory
We can consider several representative SNN models such as integrate and fire (IF) and Leaky Integrate
and Fire (LIF) ones. It is well-known that the IF model is easily converted from an ANN, considered
as the SNN model throughout our work. In the IF model, neuron i in the lth layer has the summation
of weighted spike input, zli(t), as following.
zli(t) =
∑
j
W lijΘ
l−1
j (t) + b
l
i (1)
, where W lij is the synaptic weight, b
l
i refers to the bias of neuron, and Θ
l−1
j (t) is the spike input
from neuron j that is in the previous layer. In layer lth, the spike output of the neuron, Θli(t), remains
zero until the membrane potential, V li (t), reach the threshold V
l
thr. At the time that V
l
i (t) becomes
larger than or equal to V lthr, the spike output is fired. Hence,
Θli(t) =
{
1, if V li (t) ≥ V lthr
0, else.
(2)
After the firing, the membrane potential, V li (t), becomes reset. There are two approaches to reset
V li (t): reset-to-zero or reset-by-subtraction. Since the reset-to-zero suffers from considerable infor-
mation loss (Rueckauer et al. (2017)), the reset-by-subtraction is employed for this work. Therefore,
the reset can be modeled as follows.
V li (t) = V
l
i (t− 1) + zli(t)− V lthrΘli(t) (3)
3 ANN to SNN conversion
3.1 Background
The ReLU function is widely used as the activation function of ANNs, given by the following one.
ali = max
0, ∑
j
W lija
l−1
j + b
l
i
 (4)
By comparing the Equation 4 to the Equation 1, an ANN-to-SNN converting algorithm can be
obtained. Let us assume that biases are forced to zero during the training of ANNs. In SNNs, spike
output signals are binary, only ’1’ or ’0’, implying that the spike outputs do not have negative values.
Under this situation, the Equation 4 can be simply mapped to the Equation 1 by converting the ReLU
output to the spike rates of SNNs.
However, some units of ANNs, such as batch-normalization, max-pooling and soft-max, are unable
or hard to be modeled by spiking neurons. More critically, the assumption that biases are forced to
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zero is problematic. Cao et al. (2015),Diehl et al. (2015), and Sengupta et al. (2019) employed ANN
models without biases for the ANN-to-SNN conversion. However, this approach causes considerable
accuracy loss for the large size dataset such as Imagenet. When biases are not forced to zero, the
bias of the Equation 1 is accumulated at every time-step, thereby amplifying the biasing effect.
Rueckauer et al. (2017) addresses this problem by normalizing both weights and biases, namely
data-normalization, where synaptic weights (Wˆ l) and neuron biases (bˆl) are normalized like the
following equation.
Wˆ l = W l
λl−1
λl
and bˆl =
bl
λl
(5)
, where λl is the normalization factor of the current layer, called as norm-factor in this work, λl−1 is
the norm-factor of the previous layer, W l and bl are the weight and bias of the corresponding ANN
layer. The decision of norm-factors is more discussed in Section 3.2.
As mentioned above, it is difficult to model max-pooling and batch-normalization in SNNs. The max-
pooling can be replaced with the other pooling techniques such as average-pooling, well-modeled in
SNNs. Rueckauer et al. (2017) removes the batch-normalization, expressed by the following equation,
after the training of ANNs.
BN(a) =
γ
σ
(a− µ) + β (6)
, where a is the input, µ and σ are mean and variance of mini-batch, standard deviation γ and mean β
are parameters of batch-normalization. To prevent the accuracy loss of ANNs due to the removal,
they use the equation as follows:
W˜ij =
γi
σi
Wij and b˜i =
γi
σi
(bi − µi) + βi (7)
In this work, we apply the data-normalization based on the Equation 5. The Equation 7 is used to
remove the batch-normalization as well. We replace max-pooling by average-pooling. Instead of
the soft-max, not modeled in SNNs, we simply count the number of spiking signals and take the
maximum for classification. At the first SNN layer, we feed input signals with analog values, so
called real coding, same as the technique which Rueckauer et al. (2017) used.
3.2 The decision of the Norm-Factors
The data-normalization, described in the Equation 5, requires the decision of norm-factors. Diehl
et al. (2015) determine the norm-factor of each layer by taking the maximum value among the
activation parameters of the layer. However, this approach results in extremely large latency in SNNs.
Rueckauer et al. (2017) alleviates this problem by the following technique. In ANNs, most activations,
roughly 99.0% to 99.99%, are placed in the range of of [0, max/3]. From this observation, they
decide the norm-factor of each layer by selecting the value of 99.9% like Figure 1. In such a scheme,
the outlier activations, larger than the norm-factor, are clipped to the norm-factor. The norm-factor
is significantly lower compared to the maximum value, shown in Figure 1, and hence, the above
approach improves the latency of SNNs after the ANN-to-SNN conversion. However, this technique
causes considerable error when activations have wide distribution, resulting in considerable accuracy
loss in the ANN-to-SNN conversion. This is the reason why in the results of Rueckauer et al. (2017),
SNNs show much lower accuracy in Imagenet compared to their ANN counterparts. In this work, we
propose a novel technique to decide the norm-factors, providing both low latency and high accuracy
for SNNs. We also exploit the clipping technique, however the clipping range is trained to search the
optimal one with respect to latency and accuracy, discussed in Section 4.
4 TCL: Trainable Clipping Layers
To estimate the norm-factors, instead of analyzing activations of the trained ANNs, we add clipping
layers after the ReLUs of ANN. The forward function of the clipping layer is described in the
Equation 8. As shown in the architecture of Figure 2, the clipping layer has a trainable parameter,
λ, which becomes the norm-factor for the data-normalization. During the backward computation
process in ANNs, the gradients of this layer are formulated as in Equation 9. We name this technique
as TCL.
3
Figure 1: Distribution of ANN activations in the 2nd layer of VGG-16 over the entire Cifar-10
test-datasets. In this analysis, the accuracies of the ANN models are 92.64% and 92.93% for the
original and the clipping cases, respectively. The distribution is plotted in log-scale.
ReLU
Clipping
Trainable
Parameter (ߣ)
Activation (ܽ)
Output ( തܽ)
Figure 2: Clipping Layer for ANN Activation
As shown in Figure 1, our TCL bounds the range
of activations below λ. Nonetheless, the training
results of ANNs are hardly affected, proven by our
extensive experiments. Further, the λ trained in our
TCL tends to be lower compared to that of 99.9%
used in Rueckauer et al. (2017). These enable us to
simultaneously obtain low latency and high accuracy
wehn ANNs are converted to SNNs.
a¯ = clip(a, λ) =
{
λ, if a ≥ λ
a, else.
(8)
∂a¯
∂a
=
{
0, if a ≥ λ
1, else.
and
∂a¯
∂λ
=
{
1, if a ≥ λ
0, else.
(9)
5 The conversion of a Residual Block
A residual block (He et al. (2016)), a unit of Resnet, consists of two data paths, a non-identity path and
a shortcut. A special technique is required to make the data-normalization of the shortcut, discussed
in this section. There are two types of shortcuts: identity and projection ones. The identity shortcut
makes a direct connection between the input of the current residual block and the output of the
previous one, as shown in Figure 3 A, while the projection one has a shortcut convolution (ConvSh),
shown in Figure 3 B.
In the ANN-to-SNN conversion of Resnet, a residual block is converted to a spiking block by using
two spiking neuron layers, a non-identity-spiking layer (NS) and an output-spiking layer (OS), shown
in Figure 3 C. The NS is easily converted from the first convolution of the non-identity path, expressed
as the blue rectangle in Figure 3 A and B. Unlike the NS, the inputs of the OS come from two different
units, one from the NS and the other one from the previous layer (Figure 3 C). For the residual
block with a projection shortcut, namely the type-B block, the corresponding OS is derived from the
combination of Conv2 and ConvSh shown in the green rectangle of Figure 3 B. When the structure
with an identity shortcut, namely the type-A block, is converted, we add a virtual convolution layer
not to affect the behavior of the neural network, which can be implemented by a 1x1 kernel whose
weight is fixed to one. With this scheme, the type-A block has the same structure as the type-B one.
Hence, we can obtain the OS of the type-A with the same conversion method as the type-B. Due
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Figure 3: Conversion of a residual block: (A) The Type-A residual block with a identity shortcut,
(B) The Type-B residual block with a projection shortcut, and (C) spiking residual block. (Our TCL
technique is applied to both types and batch-normalizations are removed after the training of Resnet)
to the dual-path structure, we need to differently decide the norm-factors of the OS. Based on the
Equation 5, we can derive the following equations.
• For the synaptic weights:
Wˆns = Wc1
λpre
λc1
, Wˆosn = Wc2
λc1
λout
, and Wˆosi = Wsh
λpre
λout
• For the bias of neurons:
bˆns =
bc1
λc1
, and bˆos =
bc2 + bsh
λout
, where Wc1, Wc2, Wsh, bc1, bc2, and bsh are the weights and biases of Conv1, Conv2, and ConvSh.
bˆns, bˆos are the biases of NS and OS.
6 Experimental setup
We implemented our technique on a Pytorch framework (Paszke et al. (2019)). We trained ANNs by
using the stochastic gradient descent (SGD) algorithm. We ensured that the total training epochs are
200 for Cifar-10, and 100 for Imagenet. The initial learning rate values are 0.1 for both Cifar-10 and
Imagenet. We scaled the learning rate by 0.1 at the training epoch of [100, 150] for Cifar-10 and at
the training epoch of [30, 60, 90] for Imagenet, respectively.
By using Cifar-10, we train the following three networks: a network with two full-connected layers
follow after four convolution layers, VGG-16, and RESNET-18. Meanwhile, only VGG-16, and
RESNET-34 are trained for Imagenet. The initial value of λ is set to 2.0 for Cifar-10, and 4.0 for
Imagenet. These initial values are applied for all clipping layers.
7 Experiment results and discussion
Our results are summarized and compared to those of state-of-the-arts (SOTAs) related to ANN-to-
SNN conversion in Table 1. For Cifar-10, Rueckauer et al. (2017), Sengupta et al. (2019), and Rathi
et al. (2020) achieves good SNN accuracies after the ANN-to-SNN conversion. However, large latency
is required for the technique of Sengupta et al. (2019). Although Rathi et al. (2020) reduces their
latency to the cycles of 200 250, the accuracy loss due to the ANN-to-SNN conversion is not negligible,
larger than 0.5%. Our TCL technique makes the following two significant accomplishments compared
to SOTAs.
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Table 1: Comparison of the results
SNN
Networks ANN T=50 T=100 T=150 T=200 T=250 T>300
Cifar-10
4Conv, 2Linear
Rueckauer et al. (2017)
87.86% - - - 87.82% - -
VGG-16
Sengupta et al. (2019)
91.70% - - - - - 91.55%
RESNET-20
Sengupta et al. (2019)
89.10% - - - - - 87.46%
VGG-16
Rathi et al. (2020)
92.81% - 91.13% - 92.02% -
RESNET-20
Rathi et al. (2020)
93.15% - - - - 92.22% -
4Conv, 2Linear
Ours
88.47% 88.29% 88.40% 88.44% 88.48% - -
VGG-16
Ours
92.93% 91.14% 92.34% 92.69% 92.76% - -
RESNET-18
Ours
94.90% 94.05% 94.50% 94.64% 94.75% - -
Imagenet
VGG-16
Rueckauer et al. (2017)
63.89% - - - - - 49.61%
On a subset of 2570 samples
INCEPTION-V3
Rueckauer et al. (2017)
76.12% - - - - - 74.60%
On a subset of 1382 samples
VGG-16
Sengupta et al. (2019)
70.52% - - - - - 69.96%
RESNET-34
Sengupta et al. (2019)
70.69% - - - - - 65.47%
VGG-16
Rathi et al. (2020)
69.35% - - - - 65.19% -
RESNET-34
Rathi et al. (2020)
70.02% - - - - 61.48% -
VGG-16
Ours
71.21% - - - 70.47% 71.12% -
RESNET-34
Ours
73.15% - - 72.27% 72.85% 73.38% -
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• In spite of limiting the range of activations, our TCL technique hardly affect the accuray of
ANNs.
• After ANN-to-SNN conversion. SNNs show accuracies comparable to their ANN coun-
terparts. Even with the small latency of 150 cycles, the accuracy loss to the ANN-to-SNN
conversion is almost negligible, less than 0.5%.
The results of Imagenet further clarify our contributions. The training results of ANNs based on our
TCL technique are almost same to their original accuracies. In addition, with the moderate latency of
250 cycles, we obtain good SNN accuracies, almost comparable to their ANN counterparts.
8 Conclusion
Many researches have shown that ANN-to-SNN conversion can become a realistic alternative to
the direction training of SNNs. However, SNNs suffer from large latency, more problematic for
large size dataset such as Imagenet, limiting the possibility of SNNs. In this work, we present a
trainable clipping layer technique based on the ANN-to-SNN conversion, namely TCL, alleviating
the trade-off relation between accuracy and latency of SNNs. Our experiment results shows that
the TCL technique enables almost comparable SNN accuracy to the ANN counterpart for Imagenet,
which is obtained with the small latency of 250 clock cycles. This well validates the efficacy of our
TCL technique.
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