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QUERYING GUARDED FRAGMENTS VIA RESOLUTION
SEN ZHENG∗ AND RENATE A. SCHMIDT†
Abstract. Answering Boolean conjunctive queries over the guarded fragment is decidable, however, as yet no practical
decision procedure exists. Meanwhile, ordered resolution, as a practically oriented algorithm, is widely used in state-of-art
modern theorem provers. In this paper, we devise a resolution decision procedure, which not only proves decidability of querying
of the guarded fragment, but is implementable in any ‘off-the-shelf’ resolution theorem prover with modest effort. Further, we
extend the procedure to querying the loosely guarded fragment.
The difficulty in querying a knowledge base of (loosely) guarded clauses is that query clauses are not guarded. We show
however there are ways to reformulate query clauses into (loosely) guarded clauses either directly via the separation and splitting
rules, or via performing inferences using our top-variable inference system combining with a form of dynamic renaming. Therefore,
the problem of querying the (loosely) guarded fragment can be reduced to deciding the (loosely) guarded fragment and possibly
irreducible query clauses, i.e., a clause that cannot derive any new conclusion. Meanwhile, our procedure yields a goal-oriented
query rewriting algorithm: Before introducing datasets, one can produce a saturated clausal set S using given BCQs and (loosely)
guarded theories. Clauses in S can be easily transformed first-order queries, therefore query answering over the (loosely) guarded
fragment is reduced to evaluating a union of first-order queries over datasets. As far as we know, this is the first practical decision
procedure for answering and rewriting Boolean conjunctive queries over the guarded fragment and the loosely guarded fragment.
1. Introduction. Answering queries over rules and dependencies is at the heart of knowledge represen-
tation and database research. In this paper, we are interested in the problem of answering Boolean conjunctive
queries over the (loosely) guarded fragment. A Boolean conjunctive query (BCQ) is a first-order formula of the
form ∃xϕ(x) where ϕ is a conjunction of atoms containing only constants and variables as arguments. Given
a Boolean conjunctive query q, a set Σ of rules and a database D, the aim is to check whether Σ ∪ D |= q.
Many vital problems, such as query evaluation, query entailment [7] and query containment in database
research [13], and constraint-satisfaction problems and homomorphism problems in general AI research [39]
can be recast as a BCQ answering problem. We consider the case where rules Σ are represented in the guarded
fragment [2] or the loosely guarded fragment [37]. Formulas in the guarded fragment (GF) are first-order
formulas, in which the quantification is restricted to the form ∀x(G→ ϕ) and ∃x(G ∧ ϕ) with the so-called
guard G containing all free variables of ϕ. Satisfiability in many decidable propositional modal logics such as
K, D, S3, S4 and B can be encoded as satisfiability of formulas in GF. The loosely guarded fragment (LGF)
further extends GF by allowing multiple guards, allowing, for instance, LGF to express the until operator
in temporal logic. Both GF and LGF inherit robust decidability, captured by the tree model property [38],
from modal logic [22, 26], and have been extensively investigated from a theoretical perspective [21, 2, 22].
Practical procedures for deciding satisfiability in GF and LGF have been developed in [25, 14, 17, 42].
Using conjunctive query to retrieve an answer from GF is undecidable, which is implied by the undecidabil-
ity of GF with transitivity is undecidable [21]. E.g., a conjunctive query qc of the form q(x, z)← ∃y(Axy∧Byx)
is more expressive than the transitivity axiom, thus answering the query qc over GF itself is undecidable.
However, BCQ answering for GF is 2ExpTime-complete [8], and satisfiability checking for the clique-guarded
negation fragment, which subsumes both LGF and (negated) BCQs, is also 2ExpTime-complete [9]. These
results mean that BCQ answering for both GF and LGF are decidable, however, as yet there has been
insufficient effort to develop practical decision procedures to solve these problems. In this paper, we use
resolution to solve BCQ answering and rewriting problems in GF and LGF. Resolution provides a powerful
method for developing practical decision procedures as has been shown in [14, 18, 17, 19, 29, 27, 28, 6].
One of the main challenges in this work is the handling of query formulas, since these formulas, e.g.,
∃xyz(Rxy ∧Ryz), are beyond (L)GF. By simply negating a BCQ, one can obtain a query clause, that is, a
clause of only negative literals containing only variables and constants, such as ¬Rxy ∨ ¬Ryz. One can take
query clauses as (hyper-)graphs where variables are vertices and literals are (hyper-)edges. Then we use a
separation rule Sep [36], which is also referred to as ‘splitting through new predicate symbol’ [30], and the
splitting rule Split [5] to cut branches off query clauses. Each ‘cut branch’ follows the guardedness pattern,
namely is a guarded clause. In general, we found that if a query clause Q is acyclic, one can rewrite Q into a
set of Horn guarded clauses by exhaustively applying separation and splitting to Q. That an acyclic BCQ
can be equivalently rewritten as a query in the form of guarded clause (hence a bounded hypertree width
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query) is also reflected in other works [20, 9]. If a query clause is cyclic, after cutting all branches, one can
obtain a new query clause Q that only consists of variable cycles, i.e., each variable links literals containing
different and non-inclusion variable sets. E.g., ¬Axy ∨ ¬Byz ∨ ¬Czx. We use top variable resolution TRes
to handle such query clauses, so that by resolving multiple literals in Q, the variable cycles are broken. Then
we use a dynamic renaming technique T-Trans, to transform a TRes-resolvent into a smaller query clause
and a set of (loosely) guarded clauses. We show that only finitely many definers are introduced by Sep and
T-Trans, hence, only finite many new clauses are introduced. Top variable resolution TRes is inspired by
the ‘MAXVAR’ technique in deciding the loosely guarded fragment [14, 17], which is adjusted in [42] to solve
BCQs answering problem over the Horn loosely guarded fragment. Interestingly, separation and splitting in
query rewriting behaves like GYO-reduction represented in [41], where cyclic queries q [40] are identified by
recursively removing ‘ears’ in the hypergraph of q. This means separation and splitting provide an alternative
for identifying cyclic queries.
Having a set of (loosely) guarded clauses, another task is building an inference system to reason with
these clauses. Existing inference systems for (L)GF are either based on tableau (see [25, 24]) or resolution
(see [14, 17, 42]). We develop an inference system in line with the framework in [5], as it provides a powerful
system unifying many different resolution refinement strategies that exist in different forms, e.g., standard
resolution, ordered resolution, hyper-resolution and selection-based resolution. It allows us to take advantage
of simplification rules and notions of redundancy elimination. We develop our system as an extension of
[17, 42], which are the only existing systems that decide (L)GF.
Contributions. To best of our knowledge, we give the first practical BCQ answering and (goal-oriented)
rewriting procedure Q-AR for the guarded fragment and the loosely guarded fragment (with detailed proofs),
so that most ‘off-the-shelf’ resolution theorem provers can be used as query answering and rewriting engines.
Additionally, we create and exploit reasoning techniques to handle query clauses, and show that an acyclic
query clause is expressible using Horn guarded clauses, and a cyclic query clause can be properly handled by
i) resolving multiple literals (whenever there exist side premises of that given query) and ii) renaming into a
smaller query clause, and be eventually reduced to an acyclic query clause.
Related Work. Many interesting works had been done on the problem of BCQ answering over restricted
forms of guard fragments, see [31, 12, 33, 35, 10, 11]. The query rewriting procedure of [11] is so-called
‘squid decomposition’ to decomposition queries. Squid decomposition aims to rewrite BCQs over Datalog+/−
using the chase approach [1]. In a squid decomposition, a query is regarded as a squid-like graph in which
branches are ‘tentacles’ and variable cycles are ‘heads’. Squid decomposition finds ground atoms that are
complementary in the squid head, and then use ground unit resolution to eliminate the heads. In contrast,
our approach first uses the Sep and Split rules to cut all ‘tentacles’ in queries, and then uses TRes to break
cycles in ‘heads’. Our procedure captures a compact saturated set of non-ground clauses, which avoids the
significant overhead of grounding, thus yielding a more efficient query rewriting procedure.
2. Preliminaries. Let C, F, P denote pairwise disjoint discrete sets of constant symbols c, function
symbols f and predicate symbols P , respectively. A term is either a variable or a constant or an expres-
sion f(t1, . . . , tn) where f is a n-ary function symbol and t1, ..., tn are terms. A compound term is a term
that is neither a variable nor a constant. A ground term is a term containing no variables. An atom is an
expression P (t1, . . . , tn), where P is an n-ary predicate symbol and t1, . . . , tn are terms. A literal is an atom A
(a positive literal) or a negated atom ¬A (a negative literal). The terms t1, . . . , tn in literal L = P (t1, . . . , tn)
are the arguments of L. A first-order clause is a multiset of literals, presenting a disjunction of literals. An
expression can be a term, an atom, a literal, or a clause. A compound-term literal (clause) is a literal (clause)
that contains at least one compound term argument. We use dep(t) to denote the depth of a term t, formally
defined as: if t is a variable or a constant, then dep(t) = 0; and if t is a compound term f(u1, . . . , un), then
dep(t) = 1 + max({dep(ui) | 1 ≤ i ≤ n}). In a first-order clause C, the length of C means the number of
literals occurring in C, denoted as len(C), and the depth of C means the deepest term depth in C, denoted as
dep(C). Let x, X , L, C denote a sequence of variables, a set of variables, a set of literals and a set of clauses,
respectively. Let var(E) be a set of variables in an expression E.
As customary, we use the Herbrand universe [1] as the domain. The rule set Σ denotes a set of first-order
formulas and the database D denotes a set of ground atoms. A Boolean conjunctive query (BCQ) q is a
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first-order formula of the form ∃xϕ(x) where ϕ is a conjunction of atoms containing only constants and
variables. We answer a Boolean conjunctive query Σ ∪D |= q by checking the satisfiability of Σ ∪D ∪ ¬q.
3. From logic fragments to clausal sets. We first provide the formal definitions of GF and LGF,
and then transform BCQs and (loosely) guarded formulas into suitable sets of clauses.
Definition 3.1 ((Loosely) Guarded Fragment). Without equality and function symbols, the (loosely)
guarded fragment ((L)GF) is a class of first-order formulas, inductively defined as follows:
1. > and ⊥ belong to (L)GF.
2. If A is an atom, then A belongs to (L)GF.
3. (L)GF is closed under Boolean combinations.
4. Let F belong to GF and G be an atom. Then ∀x(G→ F ) and ∃x(G ∧ F ) belong to GF if all free
variables of F are among variables of G. G is referred to as guard.
5. Let F belong to LGF and ∆ = G1 ∧ . . . ∧ Gn be a conjunction of atoms. Then ∀x(∆ → F ) and
∃x(∆ ∧ F ) belong to LGF if
(a) all free variables of F are among the variables of ∆, and
(b) for each variable x in x and each variable y in ∆ distinct from x, x and y co-occur in a literal
in ∆. ∆ are referred to as loose guards.
Example 1. Some (counter-)examples of guarded formulas:
F1 = Ax F2 = ∀xAx F3 = ∀x(Axy → Bxy) F4 = ∀x(Axy → ∃yByz) F5 = ∀x(Axy → ⊥)
F6 = ∃x(Axy ∧ ∀z(Bxz → ∃uCzu)) F7 = ∀x(Px→ ∃y(Rxy ∧ ∀z(Ryz → Pz))))
Formulas F1, F3, F5, F6 and F7 are guarded formulas. Formulas F2 and F4 are not guarded formulas since
guards are missing. Formula F7 is the standard first-order translation of the modal axiom P → ♦P and the
description logic axiom P v ∃R.∀R.P .
LGF strictly extends GF by allowing a conjunction of loose guards in the guard position. E.g., the
first-order translation of a temporal logic formula P until Q is a loosely guarded formula ∃y(Rxy ∧ Qy ∧
∀z((Rxz ∧ Rzy) → Pz))), but not guarded. The transitivity axiom ∀xyz((Rxy ∧ Ryz) → Rxz) is neither
guarded nor loosely guarded. Satisfiability checking of (L)GF with transitivity is indeed undecidable [22].
Clausal normal form transformation Q-Trans. We use Q-Trans to denote our clausal normal
form transformation for (loosely) guarded formulas and BCQs. Q-Trans simply negates a BCQ to obtain a
query clause, which is denoted as Q. Q-Trans transforms (loosely) guarded formulas as the ones in [14, 17, 42]
(see details in Appendix B). E.g., F6 = ∃x(Axy ∧ ∀z(Bxz → ∃uCzu)) in Example 1 is transformed into a
clausal set {Aab, d1∀a,¬d1∀x ∨ ¬Bxz ∨C(z, fxz)} where a and b are Skolem constants, f is a Skolem function
and d1∀ is a new predicate symbol, namely definer, introduced by formula renaming.
We need the notions of flatness, simpleness and covering to properly define (loosely) guarded clauses and
query clauses in Definitions 3.2–3.3 below. A literal L is flat if each argument in L is either a constant or a
variable. A literal L is simple [17] if each argument in L is either a variable or a constant or a compound
term f(u1, . . . , un) where each ui is either a variable or a constant. A clause C is called simple (flat) if all
literals in C are simple (flat). A clause C is covering if each compound term t in C satisfies var(t) = var(C).
Definition 3.2. A query clause is a flat first-order clause containing only negative literals.
Definition 3.3 ((Loosely) Guarded Clause). A (loosely) guarded clause C is an equality-free, simple
and covering first-order clause satisfying the following conditions:
1. C is either ground, or
2a. if C is a guarded clause, then C contains a negative flat literal ¬G satisfying var(C) = var(G). (G is
referred to as guard), and
2b. if C is a loosely guarded clause, then C contains a set G = {¬G1, . . . ,¬Gn} of negative flat literals
such that each pair of variables in C co-occurs in a literal in G. G is referred to as loose guards.
A guarded clause is not necessarily a query clause, and vice versa. E.g., ¬Axy ∨ ¬Bx is guarded and a
query clause. ¬Axy ∨B(fxy) is guarded but not a query clause, and ¬Axy ∨¬Byz is a query clause, but not
guarded. The notion of loosely guarded clauses strictly extends that of guard clauses, since one can reduce
the number of loose guards (Condition 2b in Definition 3.3) to one to obtain a guarded clause.
3
4. Top-variable inference system T-Inf . The basis for our querying procedure is the top-variable
inference system, first introduced in [42] based on [17]. We enhance the system with the splitting rule, the
separation rule, and show that the system is sound and refutationally complete. A crucial difference to
system in [42] is that we consider simple forms of clauses while the system in [42] allows clauses with nested
ground compound terms, we give simplified proofs and use a simpler menthod (using term depth, rather than
variable depth) to compute top variables. T-Inf uses ordered resolution, with selection and the non-standard
top-variable resolution technique. Clauses are ordered using admissible orderings , so that a clause is only
allowed to derive smaller (w.r.t. ) clauses. The notions of admissible orderings and selection functions are
given in Appendix C.
Before we define the specific ordering and selection refinement that gives us a decision procedure for our
class of clauses, we define the T-Inf calculus.
The calculus. The top variable inference system T-Inf contains the following rules Deduct, Fact,
Res, Conden and Delete. New conclusions are derived using
N
Deduct: if C is either a conclusion of Res, TRes and Fact of clauses in N .
N ∪ {C}
C ∨A1 ∨A2
Fact:
if i) no literal is selected in C, ii) A1 is -maximal with respect to C.
σ is an mgu of A1 and A2.(C ∨A1)σ
B ∨D1 ¬A ∨D
Res:
if 1) either ¬A is selected, or nothing is selected in ¬A ∨D and ¬A is
the maximal literal in ¬A ∨D, ii) B is strictly -maximal with respect
to D1. σ is an mgu of A and B, and premises are variable-disjoint.
(D1 ∨D)σ
For decidability, the following two rules are specified.
C
Conden: if Conden(C) is a proper subclause and an instance of C.
Conden(C)
N ∪ {C}
Delete: if C is a tautology, or N contains a variant of C.
N
Compared to the top variable inference system in [42], this system contains also the splitting rule [5],
the separation rule [36], and a simpler form of top variable resolution rule, specially devised for resolution
computations of flat (loosely) guarded clauses and query clauses. These rules are defined next.
We say a clause C is separable into two subclauses D1 and D2 if i) D1 and D2 are non-empty, ii) C can be
partitioned into D1 and D2 such that var(D1) 6⊆ var(D2) and var(D2) 6⊆ var(D1). A clause is indecomposable
if it is not separable into two variable-disjoint clauses. Then the splitting rule is
N ∪ {C ∨D}
Split: if C and D are non-empty and variable-disjoint.
N ∪ {C} | N ∪ {D}
Split is not applicable to indecomposable clauses. We partition a non-splittable, but separable clause using
N ∪ {C ∨D}
Sep:
if i) C ∨D is separable into C and D, ii) x = var(C) ∩ var(D),
iii) ds is a fresh predicate symbol.N ∪ {¬ds(x) ∨ C, ds(x) ∨D}
This is a replacement rule in which C ∨D is replaced by ¬ds(x) ∨ C and ds(x) ∨D. We require that the
definer symbols introduced by the Sep are smaller than other predicate symbols in the premises. This ensures
that Sep is a simplification rule. Top variable based resolvents are computed using the TRes rule:
B1 ∨D1 . . . Bm ∨Dm . . . Bn ∨Dn ¬A1 ∨ . . . ∨ ¬Am ∨ . . . ∨ ¬An ∨D
TRes:
(D1 ∨ . . . ∨Dm ∨ ¬Am+1 ∨ . . . ∨ ¬An ∨D)σ
if i) there exists an mgu σ′ such that Biσ′ = Aiσ′ for each i such that 1 ≤ i ≤ n, making ¬A1 ∨ . . . ∨ ¬Am
top-variable literals (see ComputeTop in Resolution Refinement) and are selected, and D is positive,
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ii) no literal is selected in D1, . . . , Dn and B1, . . . , Bn are strictly -maximal with respect to D1, . . . , Dn,
respectively. σ is an mgu such that Biσ = Aiσ for all i such that 1 ≤ i ≤ m, and premises are variable-disjoint.
TRes is devised to avoid term depth increase in the resolvents by carefully picking proper side premises (us-
ing top-variable literals). TRes avoids term depth increase when performing inferences on (loosely) guarded
clauses and query clauses (Lemma D.11). Given a main premise C and a set of side premises {C1, . . . , Cn},
if one can perform an inference on C and {C1, . . . , Cn} such that all negative literals in C are selected (using
‘maximal selection’), then one can pick any subset S of {C1, . . . , Cn} and preform an ‘partial inference’ on C
and S. This partial inference makes the ‘maximal selection resolution’ among S and {C1, . . . , Cn} redundant
(Propositions C.5–C.6). TRes is an instance of such ‘partial inference’, which is a key to maintaining
refutational completeness. The notion of redundancy is given in Appendix C.
Ordering and selection refinement. We use T-Refine to denote our refinements to guide the inference
steps. As orderings we use a lexicographic path ordering lpo [15] with a precedence f > c > p over symbols
f ∈ F, c ∈ C and p ∈ P. The selection over negative literals are handled by three selection functions,
namely SelectNC, SelectG and SelectT. Algorithm 1 describes how the ordering lpo and the selection
functions are imposed on clauses (lpo can be replaced by any admissible ordering with the restrictions on
the precedence as we use above).
Algorithm 1: Computing eligible literals using T-Refine
Input: A query clause or a (loosely) guarded clause C
Output: Eligible literals in C
1 if C is ground then return Max(C) // Apply Res, TRes or Fact
2 else if C has negative compound terms then return SelectNC(C) // Apply Res
3 else if C has positive compound terms then return Max(C) // Apply Res, TRes or Fact
4 else if C is a guarded clause then return SelectG(C) // Apply Res
5 else return SelectT(C) // Apply TRes
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7 Function SelectT(C):
8 Select all negative literals L in C // To find mgu in ‘maximal selection resolution’
9 Find side premises C1, . . . , Cn of C // To satisfy Condition i) in TRes
10 if C1, . . . , Cn exist then return ComputeTop(C1, . . . , Cn, C) // Top-variable literals
11 else return L // Select L for C has no sufficient side premises
Given a clause C, Algorithm 1 determines eligible literals in C in two ways: either the (strictly)
lpo-maximal literals in C are eligible, denoted as Max(C); or selected literals in C are eligible, denoted as i)
SelectNC selects one of negative compound-term literals, ii) SelectG selects one of the guards in a clause,
iii) SelectT selects literals based on top variables, as described in Lines 7–11 in Algorithm 1. Top-variable
literals in a clause C are computed using ComputeTop(C1, . . . , Cn, C) by the following steps:
1. Without producing or adding the resolvent, compute an mgu σ′ among C1 = B1 ∨D1, . . . , Cn =
Bn ∨Dn and C = ¬A1 ∨ . . . ∨ ¬An ∨D such that Biσ′ = Aiσ′ for each i such that 1 ≤ i ≤ n.
2. Compute the variable order >v and =v over the variables of ¬A1 ∨ . . . ∨ ¬An. By definition x >v y
and x =v y, if dep(xσ
′) > dep(yσ′) and dep(xσ′) = dep(yσ′), respectively.
3. Based on >v and =v, identify the maximal variables in ¬A1 ∨ . . .∨¬An, denoted as the top variables.
Literals ¬A1, . . . ,¬Am are top-variable literals in ¬A1, . . . ,¬An if each literal in ¬A1, . . . ,¬Am
contains at least one of the top variables.
Algorithm 1 is adequate for computing eligible literals for any input clause (lemmas C.1–C.2). SelectNC
and SelectG are standard selection functions that picks a fixed set of negative literals in a clause. However,
SelectT selects negative literals in a clause C depending on the combination with side premises in an
application of the TRes rule. Hence, we justify SelectT by showing that TRes is compatible with the
framework in [5]. Note that in the application of T-Inf, one can use a-priori checking, to avoid overheads
caused by a-posteriori checking (see details in Appendix C).
Soundness and Refutational Completeness. We give detailed proofs in Appendix C.
Theorem 4.1. T-Inf is a sound and refutational complete inference system.
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5. T-Inf decides guarded clauses and loosely guarded clauses. Given a set of (loosely) guarded
clauses, we show that T-Inf only derives bounded depth and length (loosely) guarded clauses, hence decides
these clausal class.
Considering the behaviour of rules in T-Inf on (loosely) guarded clauses, Split and Sep are not applicable
to (loosely) guarded clauses since these clauses are not separable. This is because given a guarded clause
C, a guard contains all variables of C, hence one cannot partition that clause. If C is loosely guarded,
loose guards G contains all variables of C, and G cannot be partitioned due to the variable co-occurrence
property (Condition 2b in Definition 3.3). Hence, only the rules Fact, Conden, Res and TRes derive
new conclusions from given (loosely) guarded clauses.
Applying T-Inf to (loosely) guarded clauses derives only (loosely) guarded clauses (Lemmas D.8–D.12).
Since (loosely) guarded clauses are simple clauses, no term depth increase occurs in conclusions of T-Inf
inferences. The length of these conclusions is also bounded (lemma D.13). Therefore
Theorem 5.1. T-Inf decides guarded clauses and loosely guarded clauses.
example 3 in the Appendix D shows how T-Inf decides an unsatisfiable loosely guarded clause set,
and how the refinements help avoid unnecessary inferences.
6. Handling query clauses. Now we describe the Q-AR calculus which provide the basis for our the
query answering and rewriting procedure. Q-AR consists of Conden, Split, Sep, TRes and a form of
dynamic renaming T-Trans to handle query clauses.
Conden and Split immediately replace a query clause by smaller query clauses (with fewer literals)
(lemma E.1). E.g., Conden replaces ¬A(x1, x2) ∨ ¬A(a, x3) by its condensation ¬A(a, x3), and Split
partitions a decomposable query clause ¬A(x1, x2)∨¬B(y1, y2) into the indecomposable subclauses ¬A(x1, x2)
and ¬B(y1, y2), which are query clauses. Since these rules replace a query clauses with smaller (w.r.t. lpo)
equisatisfiable query clauses, we use Conden and Split whenever possible. Thus, we can limit our attention
to indecomposable and condensed query clauses.
Sep simplifies query clauses into guarded clauses (and possibly chained-only query clauses).
First let us analyse variables occurring in query clauses. We use the notion of surface literal to divide variables
in a query clause into two kinds, namely chained variables and isolated variables. L is a surface literal in a
query clause Q if for any L′ in Q that is distinct from L, var(L) 6⊂ var(L′). Let the surface literals in a query
clause Q be L1, . . . , Ln (n > 1). Then the chained variables in Q are the variables in
⋃
i,j∈n
var(Li) ∩ var(Lj)
whenever var(Li) 6= var(Lj), i.e., variables that link distinct surface literals containing different and non-
inclusion variable sets. The other, non-chained variables are called isolated variables. Let us regard a
query clauses as a hypergraph where i) literals are hyperedges and ii) variables and constants are vertices.
Fig. 1 depicts query clauses Qa = ¬A1(x1, x2) ∨ ¬B(x2, x3) ∨ ¬C(x3, x4, x5) ∨ ¬D(x5, x6) ∨ ¬E(x3, x4) and
Qc = ¬A1(x1, x2, x3) ∨ ¬B(x3, x4, x5) ∨ ¬C(x5, x6, x7) ∨ ¬D(x1, x7, x8) ∨ ¬E(x3, x4, x9) as hypergraphs and
identifies chained variables and isolated variables in these query clauses.
x8
x7 x6
x1
x5x6
A
B
C
DA
B
C
D
Qa:
x2
EE
x5
x3
x4
Qc:
x1 x2
x9
x3
x4
Fig. 1: Hypergraphs of Qa and Qc.
{¬A1(x1, x2),¬B(x2, x3),¬C(x3, x4, x5),¬D(x5, x6)}
are surface literals in Qa, hence in Qa,
• x2, x3, x5 are chained variables, and
• x1, x4, x6 are isolated variables.
All literals in Qc are surface literals, hence in Qc,
• x1, x3, x4, x5, x7 are chained variables, and
• x2, x6, x8, x9 are isolated variables.
Sep simplifies a query clause by ‘cutting branches’ from it. Without altering the computation of Sep in
Section 4, we specify the separation conditions in a goal-oriented way. A query clause is separated using
N ∪ {C ∨A ∨D}
Sep:
if i) A contains both isolated variables and chained variables,
ii) x = var(A) ∩ var(D), iii) var(C) ⊆ var(A), iv) ds is a fresh
predicate symbol, called as a definer.N ∪ {C ∨A ∨ ds(x),¬ds(x) ∨D}
If a query clause Q contains a literal L where both isolated variables and chained variables occur, then Sep
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is iteratively applied to remove L from Q, and terminates whenever Q contains no such literal. Since query
clauses Q contain only negative literals, Sep separates Q only into Horn clauses, i.e., clauses containing at
most one positive literal. We sometimes omit ‘Horn’ in following discussion since it is not critical. If Sep is
applicable to a query clause, then it derives a query clause and a guarded clause (lemma E.2).
Sep is not applicable a query clause if it contains only chained variables or only isolated variables. We say
query clauses containing only chained variables are chained-only query clauses and containing only isolated
variables are isolated-only query clauses. E.g., ¬A(x1, x2) ∨ ¬B(x2, x3) ∨ ¬C(x3, x1) is a chained-only query
clause where {x1, x2, x3} are chained variables, whereas ¬A(x1, x2, x3) ∨ ¬B(x2, x3) is an isolated-only query
clause where {x1, x2, x3} are isolated variables. Then by exhaustively applying Sep to a query clause, one
obtains i) a set of guarded clauses and ii) a chained-only query clause or an isolated-only query clause. An
indecomposable query clause is an isolated-only query clause iff it is a guarded clause (lemma E.3). Hence
Sep transforms a query clause Q into a set of guarded clauses and possibly a chained-only query clauses.
Fig. 2 and Fig. 3 show the iterative applications of Sep to query clauses Qa and Qc from Fig. 1, respectively.
Fig. 2 shows that Sep transforms Qa into a set of Horn guarded clauses, while Fig. 3 shows that Sep
transforms Qc into a set of Horn guarded clauses and a chained-only query clause. The dotted hypergraphs
indicate positive literals and the undotted hypergraphs indicate negative ones. The hypergraphs of the
resulting clauses are in the red boxes.
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Fig. 2: Recursive applications of Sep to Qa transforms
Qa into Horn guarded clauses
• ¬A(x1, x2) ∨ d1s(x2),
• ¬B(x2, x3) ∨ ¬d1s(x2) ∨ d2s(x3),
• ¬D(x5, x6) ∨ ¬d3s(x5),
• ¬C(x3, x4, x5)∨¬E(x3, x4)∨¬d2s(x3)∨d3s(x5).
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d4s
d2s
d3s
d5s Fig. 3: Recursive applications of Sep to Qc transforms
Qc into Horn guarded clauses
• ¬A(x1, x2, x3) ∨ d1s(x1, x3),
• ¬D(x1, x7, x8) ∨ d2s(x1, x7),
• ¬C(x5, x6, x7) ∨ d3s(x5, x7),
• ¬E(x3, x4, x9) ∨ d4s(x3, x4),
• ¬B(x3, x4, x5) ∨ ¬d4s(x3, x4) ∨ d5s(x3, x5),
and a chain-only query clause
¬d1s(x1, x3) ∨ ¬d5s(x3, x5) ∨ ¬d3s(x5, x7) ∨ ¬d2s(x1, x7).
Interestingly, Sep (and Split) handles query clauses similarly as the so-called GYO-reduction in [41].
GYO-reduction recursively removes ‘ears’ in the hypergraph of queries, to identified cyclic queries [40]. Using
GYO-reduction, a query q is reduced to an empty query if q is acyclic. In our context of query clauses,
‘ears’ map to literals containing both isolated variables and chained variables, therefore are removed by Sep
(and Split) from query clauses. Hence one can regard Sep (and Split) as a syntactical implementation of
GYO-reduction, so that one can use Sep (and Split) to check cyclicity in queries (lemma E.4).
Sep removes at most n literals from an n-length query clause Q, and each application of Sep removes at
least one literal from Q without introducing new literals that contain both chained variables and isolated
variables in the conclusion, hence, Sep can be applied at most linearly often to any query clause.
TRes and T-Trans to handle chained-only query clauses. In Fig. 3, the chained-only query
clause ¬d1s(x1, x3) ∨ ¬d5s(x3, x5) ∨ ¬d3s(x5, x7) ∨ ¬d2s(x1, x7) contains a cycle over {x1, x3, x5, x7}. We use the
resolution rule TRes, under the refinement T-Refine, to break such ‘variable cycles’. Example 2 shows how
TRes breaks the cycle of {x1, x3, x5, x7} while avoiding term depth growth in the resolvent.
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Example 2. Consider a chained-only query clause Q and a set of guarded clauses C1, . . . , C4:
Q = ¬d1s(x1, x3) ∨ ¬d5s(x3, x5) ∨ ¬d3s(x5, x7) ∨ ¬d2s(x1, x7) C1 = d1s(x, gxy)∗ ∨ ¬G1xy
C2 = d
5
s(gxy, x)
∗ ∨ P (hxy) ∨ ¬G2xy C3 = d3s(fx, x)∗ ∨ ¬G3x C4 = d2s(fx, x)∗ ∨ ¬G4x
TRes under the refinement T-Refine is applicable to Q,C1, . . . , C4. Then ComputeTop(Q,C1, . . . , C4) com-
putes the mgu σ′ = {x1/fx, x3/g(fx, y), x5/fx, x7/x} to find top variables in Q. x3 is the only top variable,
so that SelectT selects ¬d1s(x1, x3) and ¬d5s(x3, x5), and TRes is performed on Q, C1 and C3, deriving
R = ¬G1xy ∨¬G2xy ∨P (hxy)∨¬d3s(x, x7)∨¬d2s(x7, x). Notice that R does not contain variable cycles since
¬G1xy ∨ ¬G2xy ∨ P (hxy) in R, which replace ¬d1s(x1, x3) ∨ ¬d5s(x3, x5) in Q, is a guarded clause that does
not maintain or expand the variable cycle {x1, x3, x5, x7} in Q.
In Example 2, TRes computes the top variables, in the positions in the main premise where the
unification (Step 1 in ComputeTop) ‘peaks’. The main premise in Example 2 contains only one ‘peak’,
therefore only single (loosely) guarded clauses occur in the resolvent. However, there can be multiple ‘peaks’
that occur in different variable cycles, e.g., Fig. 4 illustrates a chained-only query clause Q containing two
different variable cycles. In a possible application of TRes to Q, if {x1, x2, x4, x5} are only top variables
(‘peaks’), then two different (loosely) guarded clauses are introduced in the TRes resolvent, breaking cycles
of {x1, x2, x3} and {x3, x4, x5}, respectively (see details in Example 4 in Appendix E).
x1
x2
A1
Q: x4
x5
A4
A6
A5
x3
B
A2
A3
Fig. 4: Hypergraphs ofQ = ¬A1(x1, x2)∨¬A2(x1, x3)∨
¬A3(x2, x3)∨¬A4(x3, x4)∨¬A5(x3, x5)∨¬A6(x4, x5)∨
¬B(x3). Q contains two variable cycles: {x1, x2, x3}
and {x3, x4, x5}.
The discussion above shows the case when several non-connected top variables occur in different variable
cycles. We say top variable xa and xb are connected in a query clause Q (w.r.t. an application of TRes) if
there is a sequence of top variables xa, . . . , xb in Q such that each adjacent pair of xi and xi+1 in xa, . . . , xb
occur in a literal of Q. Given a top variable x, Algorithm 2 recursively finds the other top variables
connected to x by going through literals that contain x and x-connected variables. In Algorithm 2, given a
query clause Q, a top variable set X in Q (w.r.t. an application of TRes) and a variable x in X , Lines 3–5
find the x-containing literals L in Q, and then identify top variables X ′ in L. The variables in X ′ are
connected to x (and include x). Lines 6–7 check whether X ′ are known x-connected variables: if so, all
x-connected variables are found and the procedure terminates. In that case, X ′ contains newly x-connected
variables Stemp, then Algorithm 2 is run again to find top variables connected to variables in Stemp, and
add them to the x-connected top variable set Sx.
Algorithm 2: Compute an x-connected top variable set (a closed top variable set)
Input: A query clause Q, all top variables X in Q, and x ∈ X
1 Sx ← ∅, Stemp ← x
2 while Stemp 6= ∅ do
3 Add all variables in Stemp to Sx
4 Find literals L in Q where at least one variable in Stemp occur
5 Find all top variables X ′ in L
6 if X ′ ⊆ Sx then Stemp ← ∅ // No newly x-connected top variable, terminate
7 else Stemp ← X ′ \ Sx // Add newly x-connected top variables to Sx
8 return Sx
We call the output of Algorithm 2 a closed top variables set X (w.r.t. top variables in a chained-only
query clause in an application of TRes), so that the variables in each pair of top variables in X are connected,
and connected only by top variables in X . In an application of TRes to a chained-only query clause Q and
(loosely) guarded clauses, if X is a closed top variable set, then all literals L (in Q) containing at least one
variable in X will be replaced by a single (loosely) guarded clause in the TRes resolvent, and the remaining
non-top-variable subclause in the TRes resolvent is a query clause (lemma E.5). To identify (loosely)
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guarded clauses in the TRes resolvent, we partition top variables X into disjoint closed top variable sets
using Algorithm 2:
1. Pick a variable x in X , and apply Algorithm 2 to X and x, obtaining a closed top variable set Xi.
2. Let X be a new set that obtained by X \ Xi, and repeat Step 1 until X is empty.
Then each pair of closed top variable sets have no overlapping top variable.
Resolvents obtained by applying TRes to a chain-only query clause and (loosely) guarded clauses is
a disjunction of (loosely) guarded clauses and a query clause. Using the T-Trans technique, the TRes
resolvent is transformed into a set of (loosely) guarded clauses and a query clause. For each closed top variable
set X (in an application of TRes using (loosely) guarded clauses S), T-Trans transforms the remainder of
the X -mapping side premises in S into a single (loosely) guarded clause (see Example 4 in Appendix E).
Definition 6.1 (T-Trans). Let TRes derive the resolvent (¬Am+1 ∨ . . . ∨ ¬An ∨ D1 ∨ . . . ∨ Dm)σ
using (loosely) guarded clauses B1 ∨D1, . . . , Bn ∨Dn, a chained-only query clause Q = ¬A1 ∨ . . . ∨ ¬An and
an mgu σ such that Biσ = Aiσ for all i such that 1 ≤ i ≤ m. Then T-Trans introduces fresh predicate
symbols dt in this manner: Let X1, . . . ,Xt be the partitioned top variable sets in Q. Then for each top variable
set Xi, we introduce a definer ¬dit(Xi) for (Di1 ∨ . . . ∨Dik)σ ({i1, . . . , ik} is a subset of {1, . . . ,m}) if each
literal in ¬Ai1 ∨ . . . ∨ ¬Aik contains at least one variable in Xi.
T-Trans is a renaming technique. Renaming is often used as a pre-processing approach to transform
formulas into suitable clauses. When such renaming is used during the derivation, one needs to ensure only
finitely many definers are introduced. T-Trans ensures this (lemma E.6). Note that in applications of
Sep or T-Trans, we restrict that the introduced definer symbols in the conclusion are always smaller than
predicate symbols in its the premises.
7. Querying GF and LGF. Combining the results from Sections 5–6, now we can discuss the
query answering and rewriting procedure Q-AR for the (loosely) guarded fragment, which is described in
Algorithm 3. As discussed in Section 6, Conden and Split are used whenever possible. Let q be a BCQ, D
be ground atoms and Σ be a (loosely) guarded theory. Then Q-AR uses Q-Trans to transform Σ and q into
(loosely) guarded clauses S and query clauses Q, respectively (Lines 1–2), reducing Σ ∪ D |= q to checking
S ∪ D ∪Q. The answer for q is ‘Yes’ if S ∪ D ∪Q derives an empty clause, or ‘No’ otherwise. The following
discusses Q-AR by lines in Algorithm 3. Note that Q-AR immediately terminates and returns an ‘Yes’
whenever an empty clause is derived. Line 4: we exhaustively apply Sep to Q, to transform Q into Horn
guarded clauses SQ and a query clause Qnew. Qnew is either an isolated-only query clause or a chained-only
query (Lemma E.2). Lines 6–7: Qnew is an isolated-only query clause implies that Q is a Horn guarded
clause (Lemma E.3), therefore we use the inference system T-Inf to saturate (loosely) guarded clauses
SQ ∪ S ∪Qnew, denoting the set Saturate(SQ ∪ S ∪Qnew). Q-AR terminates with either an empty clause
or a saturation of SQ ∪ S ∪Qnew. Lines 8–9: Suppose Qnew is a chain-only query clause. Then the known
(loosely) guarded clauses SQ ∪ S are saturated first, and the saturation is denoted as Ssat. Lines 10–14:
Suppose TRes side premises for resolving with Qnew exist in Ssat, i.e., TRes is applicable to Qnew. We
compute the TRes resolvent R and transform R into (loosely) guarded clauses SR and a smaller query
clauses QR (lemma E.6). Then Algorithm 3 process QR again, where QR is regarded as an input query
and (loosely) guarded clauses SR ∪ Ssat are regarded as input (loosely) guarded clauses. Line 15: Suppose
TRes side premises for resolving with Qnew do not exist in Ssat. This means no inference can be performed
on Qnew. Then Q-AR terminates with the clausal set Ssat ∪Qnew.
Let Σ be a (loosely) guarded theory. Then T-Inf (and Q-Trans) is sufficient to check satisfiability of Σ.
Hence we can assume the given (loosely) guarded theory Σ is satisfiable. Now we discuss the case when
Q-AR is a query answering algorithm and when it is a query rewriting algorithm. Ground atoms satisfy
Condition 2 of (loosely) guarded formulas. Hence, if the input of Q-AR are ground atoms in D, BCQs q
and a (loosely) guarded theory Σ, then Q-AR yields a BCQ answering algorithm. On the other hand, if the
input are BCQs q and a (loosely) guarded theory Σ, without D, Q-AR yields a query rewriting algorithm.
Q-AR transforms Σ into (loosely) guarded clauses S and transforms q into query clauses Q. In this query
rewriting setting, Q-AR produces either i) an empty clause, meaning without considering datasets, the
answer of q is ‘Yes’, or ii) a saturation Ssat of S ∪Q, meaning one needs to check satisfiability of Ssat together
with ground atoms D. For checking Ssat ∪ D, we propose three possible solutions: 1) Immediately Q-AR
solves it. 2) Alternatively, knowing Ssat is satisfiable, we can use new selection functions on Ssat to check
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Algorithm 3: Query answering and rewriting procedure Q-AR
Input: a BCQ q, a set of (loosely) guarded formulas Σ (and ground atoms D)
1 Apply Q-Trans to q, obtaining a query clause Q
2 Apply Q-Trans to Σ, obtaining (loosely) guarded clauses S
3 while Q is not a guarded clause do
4 Recursively apply Sep to Q, obtaining Horn guarded clauses SQ and a query clause Qnew
5 switch Qnew do
6 case Qnew is an isolated-only query clause do // Qnew is guarded, by Lemma E.3
7 return Saturate(SQ ∪ S ∪Qnew)
8 case Qnew is a chained-only query clause do
9 Ssat ← Saturate(SQ ∪ S)
10 if TRes is applicable to Qnew and clauses C1, . . . , Cn in Ssat then
11 R← TRes(C1, . . . , Cn, Qnew)
12 Apply T-Trans to R, obtaining (loosely) guarded clauses SR and a query clause QR
13 S ← SR ∪ Ssat // Combine obtained (loosely) guarded clauses
14 Q← QR // Apply Sep, TRes and T-Trans to reduce QR again
15 else return {Ssat ∪Qnew}
Ssat ∪D. For example, since Ssat contains only (loosely) guarded clause, one can select the (loosely) guard in
each clause in Ssat, so that no inference can be performed among clauses in Ssat, and inferences can only
be performed between ground atoms and (loosely) guarded clauses in Ssat. Since (loose) guards contains
all variables of that clause, resolving (loose) guards with ground atoms only produces ground clauses. This
makes the reasoning task on Ssat ∪ D easy. 3) Also, one can transform Ssat ∪ D back to query evaluation
problem D |= Σq where Σq is obtained by unskolemising and negating clauses in Ssat. Ssat contains only
query clauses and (loosely) guarded clauses, therefore can be transformed into a union of first-order queries
(lemma F.1). Then one can use model checking algorithms for D |= Σq, i.e., checking whether a disjunction
Σq of first-order queries is entailed by ground atoms D.
Q-AR is a goal-oriented procedure aiming to reduce the given query clause into smaller query clauses
(lemma E.7) until deriving either an empty clause or a saturation. Knowing that T-Inf guarantees termination
in deciding (loosely) guarded clauses (theorem 5.1), we can show that Q-AR guarantees termination.
There are only finitely many new query clause and (loosely) guarded clauses are derived when applying
Q-AR, since only finitely many definers are introduced (lemma F.2).
Theorem 7.1. Q-AR is sound and complete inference system for BCQ answering and rewriting problems
over GF and LGF.
8. Discussions and open problems. In this paper, we present the first, as far as we know, practical
BCQ answering and rewriting procedure Q-AR for GF and LGF. During the investigation of querying for GF
and LGF, we found that the same resolution techniques in automated reasoning are connected to techniques
used in database research. Since the mainstream query answering procedure in the area of databases uses a
tableau-like chase approach [1], it would be interesting to see how resolution techniques can equally transfer
in the other direction. It would also be of interest to investigate using resolution to solve query-related
problems such as query optimisation and query explanation. Another interesting question is: Acyclic queries
are known tractable [40], and we show that Sep and Split transforms these queries into another tractable
queries, namely bounded hypertree width queries (queries that are in the form of guarded clauses). Can we
use these rules (or find new rules) to transform known tractable queries into other tractable queries such as
the ones considered in [32, 23]. This would allow automated theorem provers to help to identify tractability
in queries in practice.
There are still many open problems: i) can Q-AR query more expressive guarded logics, such as guarded
negation fragment, and clique guarded negation fragment, where one needs to cope with equality and branched
cliques? As yet there are no practical decision procedure and no query answering and rewriting procedure for
these fragments. Adding new rules such as ordered paramodulation [3], we are confident Q-AR can solve
these problems. ii) Although using CQ to retrieve answers from GF is undecidable, can we use Q-AR to
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retrieve non-Boolean answers from fragments of GF, such as the expressive description logic ALCHOI?
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The following appendices provide detailed lemmas, proofs and examples for the paper.
Appendix A. Section 2: Preliminaries.
A substitution is a mapping defined on variables, where variables denoting terms are mapped to terms.
By Eσ we denote the result of applying the substitution σ to an expression E and call Eσ an instance
of E. An expression E′ is a variant of an expression E if there exists a variable substitution σ such that
E′σ = Eσ. A substitution σ is a unifier of two terms s and t if sσ = tσ; it is a most general unifier (mgu), if
for every unifier θ of s and t, there is a substitution ρ such that σρ = θ. σρ denotes the composition of σ and
ρ as mappings. A simultaneous most general unifier σ is an mgu of two sequences of terms s1, . . . , sn and
t1, . . . , tn such that siσ = tiσ for each 1 ≤ i ≤ n. As common, we use the term mgu to denote the notion of
simultaneous mgu.
Appendix B. Section 3: From logic fragments to clausal sets.
We assume that all free variables are existential quantified, and formulas are transformed into prenex
normal form before Skolemisation [34]. Q-Trans transforms of (loosely) guarded formulas proceeds using
the following steps, which is illustrated on the guarded formula F6 = ∃x(Axy ∧ ∀z(Bxz → ∃uCzu)) from
Example 1.
1. Add existential quantifiers to all free variables in F6. ∃y∃x(Axy ∧ ∀z(Bxz → ∃uCzu))
2. Rewrite → and ↔ using disjunctions and negations, and transform F6 into negation normal form,
obtaining the formula Fnnf . ∃y∃x(Axy ∧ ∀z(¬Bxz ∨ ∃uCzu))
3. Introduce fresh predicate symbols di∀ for each universally quantified subformula, obtaining Fstr.
∃y∃x(Axy ∧ d1∀x), ∀x(¬d1∀x ∨ ∀z(¬Bxz ∨ ∃uCzu))
4. Transform formulas in Fstr into prenex normal form before Skolemisation. Introduce Skolem constants
a and b and a Skolem function f , obtaining Fsko. Aab∧d1∀a, ∀xz(¬d1∀x∨¬Bxz∨C(z, fxz))
5. Drop all universal quantifiers and transform Fsko into conjunctive normal form, obtaining the clauses:
Aab, d1∀a, ¬d1∀x ∨ ¬Bxz ∨ C(z, fxz).
Proposition B.1. Q-Trans transforms a (loosely) guarded formula into a set of (loosely) guarded
clauses, and a BCQ into a query clause.
Proof. We explain how Q-Trans transforms a (loosely) guarded formula to a set of clauses satisfying
conditions of (loosely) guarded clauses. The ground case is trivial. Let C be a non-ground (loosely) guarded
clause. Since C is function-free, all compound terms in C are Skolem function terms. Then C is simple.
Prenex normal form and then Skolemisation guarantee that every existential quantification ∃y occurs in
the form of ∀x∃yφ. Then arguments of ∃y Skolem function terms contains x. Hence C is covering. As
for Condition 4 (and 5) in the definition of GF (and LGF), let a (loosely) guarded formula F be of the
form ∀x(G1 ∧ ... ∧Gn → F1) and F1 be a (loosely) guarded formula. F is loosely guarded when n > 1 and
guarded when n = 1. Variables in ¬G1, ...,¬Gn can either be bounded or free. According to Condition 5
of the definition of LGF, each bounded x co-occurs with either a free or bounded variable y in a ¬Gi in
¬G1, ...,¬Gn. Each pair of free variables in ¬G1, ...,¬Gn co-occur in a definer dj . Therefore, each pair of
variables in C co-occur in at least one negative flat literal (¬Gi and ¬dj) in C, and these negative flat literals
are loose guards. If n = 1, each pair of variables in C co-occur in at least one negative flat literal, hence
guard. The clausal form of each BCQ clearly satisfies the definition of query clauses.
Appendix C. Section 4: Top-variable Inference System.
Let  be a strict ordering, called a precedence, on the symbols in C, F and P. An ordering  on
expressions is liftable if E1  E2 implies E1σ  E2σ for all expressions E1, E2 and all substitutions σ.
An ordering  on literals is admissible, if i) it is well-founded and total on ground literals, and liftable, ii)
¬A  A for all ground atoms A, iii) if B  A, then B  ¬A for all ground atoms A and B. A ground
literal L is (strictly) -maximal with respect to a ground clause C if for any L′ in C, L  L′ (L  L′). A
non-ground literal L is (strictly) maximal with respect to a non-ground clause C if and only if there is a
ground substitution σ such that Lσ is (strictly) maximal with respect to Cσ, that is, for all L′ in C, Lσ  L′σ
(Lσ  L′σ). A selection function Select(C) selects a possibly empty set of occurrences of negative literals in
a clause C with no other restriction imposed. Inferences are only performed on eligible literals. A literal L is
eligible in a clause C if either nothing is selected by the selection function Select(C) and L is a -maximal
literal with respect to C, or L is selected by Select(C).
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Let N be a set of clauses. A ground clause C is redundant with respect to N if there are ground instances
C1σ, . . . , Cnσ in N such that C1σ, . . . , Cnσ |= C and for each Ciσ in C1σ, . . . , Cnσ, C  Ciσ. A non-ground
clause C is redundant with respect to N if every ground instance of C is redundant with respect to N . An
inference is redundant if one of the premises is redundant, or its conclusion is redundant or an element of N .
We say N is saturated up to redundancy (with respect to ordered resolution and selection) if any inference
from non-redundant premises in N is redundant in N .
Algorithm 1 ensures at least one top-variable literal is computed, formally stated as:
Lemma C.1. SelectT in Algorithm 1 computes at least one eligible literal.
Proof. An input of SelectT is either flat loosely guarded clause or a query clause. Let C be a flat loosely
guarded clause or a query clause. If side premises of C do not exist, all negative literals in C are selected and
therefore eligible (Lines 8 and 11 in Algorithm 1). If side premises C1, . . . , Cn of C exist, there is an mgu σ
′
among C1, . . . , Cn and C. There must exist at least one negative literal Lσ
′ containing a deepest term in
Cσ′. This implies that these literals are top-variable literals in C. C contains at least one top-variable literal,
thus at least one literal in C is eligible.
Lemma C.2. Let C be either a query clause, or a guarded clause, or a loosely guarded clause. Then C
satisfies at least one condition in Algorithm 1, and Algorithm 1 guarantees producing at least one eligible
literal in C.
Proof. C can be either i) ground, or ii) non-ground, simple but not flat, or iii) non-ground and flat.
According to Definitions 3.2–3.3, C cannot be both non-ground and positive. Hence in Algorithm 1,
Line 1 covers Case i), Lines 2–3 cover Case ii), and Line 4–5 cover Case iii). In Algorithm 1, trivially, Lines
1–4 guarantee producing at least one eligible literal. For non-ground flat clauses satisfying Line 5, using
Lemma C.2, Algorithm 1 guarantees producing at least one eligible literal.
The followings justify the application of a-posteriori checking.
Lemma C.3. In a covering clause C, let literal L1 contain compound terms but literal L2 does not contain
compound terms. Then L1 lpo L2.
Proof. i) Let the compound term in L1 be ground. Then C is ground since C is covering (Remark C.10).
Hence L1 lpo L2 since L1 contains non-constant function symbols but L2 does not. ii) Let the compound
term t in L1 be non-ground. Then var(t) = var(L1) = var(C) since C is covering. var(L2) ⊆ var(L1) and L1
contains function symbols while L2 does not. Thus L1 lpo L2 for each input clause.
Lemma C.3 implies that in a compound-term covering clause C, a maximal literal (w.r.t. lpo) is
always one of compound-term literals, which implies that Max(C) in Line 3 in Algorithm 1 returns one of
compound-term literals in C. Using Lemma C.3, we can justify an a-priori checking in T-Inf.
Lemma C.4. Under the restrictions of T-Refine, if an eligible literal L is (strictly) maximal in a covering
clause C, then Lσ is (strictly) maximal in Cσ for any substitution σ.
Proof. Maximality is decided for clauses in Lines 1 and 3 in Algorithm 1. i) Line 1 means C is ground.
Immediately the (strict) maximality of L in C implies (strict) maximality of Lσ in Cσ for any substitution σ. ii)
Now assume C satisfies the conditions in Line 3 in Algorithm 1, and L′ is distinct from the maximal literal L.
Lemma C.3 shows that C containing compound terms implies that L contains compound terms (indeed non-
ground, Remark C.10), namely t. C is covering, hence var(t) = var(L) = var(C). Knowing var(L′) ⊆ var(L),
if L is (strictly) maximal in C, L lpo L′ (L lpo L′) implies Lσ lpo L′σ (Lσ lpo L′σ) for any substitution
σ. Hence Lσ is (strictly) maximal in Cσ.
In the applications of inference rules in [5], (strictly) maximal literals are decided by a-posteriori checking
when one applies an mgu σ to the premise C first, and then regards the (strictly) maximal literals in Cσ as
eligible literals. Although a-posteriori checking is essential to decide many first-order logic fragments [16], it
has the overhead on pre-computing unnecessary instantiations. Thanks to the covering property of our clausal
class, it is possible to use a-priori checking in T-Inf (Lemmas C.3–C.4). This means that the (strictly)
maximal literals are decided before instantiations since T-Inf guarantees producing the same conclusions as
one would produce by using an a-posteriori checking.
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The followings justify that any form of ‘partial inference’ makes the ‘maximal selection resolution’ related
to it redundant.
Proposition C.5 (Bachmair & Ganzinger [5]). Let SRes denote the following standard ordered and
selection-based resolution inference
A∗1 ∨D1, . . . , A∗n ∨Dn ¬A1 ∨ . . . ∨ ¬An ∨D
D1 ∨ . . . ∨Dn ∨D
where L∗ denotes the maximal literals, and ¬L denotes the selected literals. Let {1, . . . , n} be partitioned
into two subsets {i1, . . . , ik} and {j1, . . . , ih}, and let N be a set of clause. Then an application of SRes is
redundant in N whenever the ‘partial conclusion’
¬Aj1 ∨ . . . ∨ ¬Ajh ∨Di1 ∨ . . . ∨Dik ∨D
is implied by A1∨D1, . . . , An∨Dn and finitely many clauses ∆ in N that are all smaller than ¬A1∨. . .∨¬An∨D.
Proof. W.l.o.g., let the main premise be of the form ¬A1 ∨ . . . ∨ ¬Am ∨ ¬Am+1 ∨ . . . ∨ ¬An ∨D and the
‘partial conclusion’ be ¬Am+1 ∨ . . . ∨ ¬An ∨D1 ∨ . . . ∨Dm ∨D where m < n.
We know
A1 ∨D1, . . . , An ∨Dn,∆ |=(C.1)
¬Am+1 ∨ . . . ∨ ¬An ∨D1 ∨ . . . ∨Dm ∨D.(C.2)
Suppose I is an interpretation of (B.1) and suppose I |= A1, . . . , An. Then
I |= A1, . . . , An, A1 ∨D1, . . . , An ∨Dn,∆.(C.3)
Since I |= Am+1, . . . , An, from I |= (2), we have
I |= D1 ∨ . . . ∨Dm ∨D.(C.4)
Then we get
A1, . . . , An, A1 ∨D1, . . . , An ∨Dn,∆(C.5)
|= D1 ∨ . . . ∨Dm ∨D.(C.6)
(B.6) is a subclause of D1 ∨ . . . ∨Dn ∨D since m < n, and hence
(C.7)
A1, . . . , An, A1 ∨D1, . . . , An ∨Dn,∆
|= D1 ∨ . . . ∨Dn ∨D
SRes is redundant in N if
(C.8) A1 ∨D1, . . . , An ∨Dn,∆ |= D1 ∨ . . . ∨Dn ∨D
Let I be an arbitrary model satisfying that
I |= A1 ∨D1, . . . , An ∨Dn,∆,(C.9)
but I 6|= D1 ∨ . . . ∨Dn ∨D.(C.10)
(B.10) implies I 6|= D1, . . . , I 6|= Dn, therefore, considering (B.9) we get
I |= A1, . . . , An,∆.(C.11)
From (B.9) and (B.11), we obtain
I |= A1, . . . , An, A1 ∨D1, . . . , An ∨Dn,∆.(C.12)
According to (B.7), (B.12) implies I |= D1 ∨ . . . ∨Dn ∨D, which refutes (B.10).
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Proposition C.6. Let SRes denote the following standard ordered and selection-based resolution infer-
ence
A∗1 ∨D1, . . . , A∗n ∨Dn ¬A1 ∨ . . . ∨ ¬An ∨D
D1 ∨ . . . ∨Dn ∨D
where L∗ denotes the maximal literals, and ¬L denotes the selected literals. Let PRes denote the following
‘partial ordered resolution inference’ of SRes
A∗i ∨Di, . . . , A∗j ∨Dj ¬Ai ∨ . . . ∨ ¬Aj ∨D′
Di ∨ . . . ∨Dj ∨D′
1. where Ai ∨Di, . . . , Aj ∨Dj is a subset of A1 ∨D1, . . . , An ∨Dn, and
2. the main premise ¬A1 ∨ . . . ∨ ¬An ∨D of SRes is the same as the main premise ¬Ai ∨ . . . ∨ ¬Aj ∨D′
of PRes.
Let N be a set of clauses and Np be the set obtained by adding the resolvent Di ∨ . . . ∨Dj ∨D′ of PRes to
N . Then the particular application above of SRes is redundant in Np.
Proof. Consider the application of PRes as specified in Proposition C.6, and suppose Cp is the
resolvent Di ∨ . . . ∨Dj ∨D′ obtained. Then Cp is smaller than the main premise C of SRes (and PRes),
since eligible literals ¬Ai in C are replaced by respective Di satisfying that Ai  Di. This means a ‘partial
conclusion’ Cp is implied by A1 ∨D1, . . . , An ∨Dn and Cp itself, which is smaller than C. By Proposition
C.5, the specified applications of SRes is redundant in Np.
Proposition C.6 means that whenever one uses selection-based resolution SRes and selects multiple
negative literals L in the main premise, one can select a subset L′ of L, and resolve the main premise with L′’s
corresponding side premises in SRes, to make SRes redundant. This idea is also given in paragraphs
appended Proposition 5.10 in [5] or, more straightforwardly, Proposition 6.5 in [4].
Since we employ admissible orderings and selection functions such that each non-ground computations of
SRes and PRes can be mapped to their corresponding ground computations with the corresponding eligible
literals, Proposition C.6 can be lifted to first-order logic using the Lifting Lemma in [5].
Lemma C.7. The Sep premise C ∨D is satisfiable iff the Sep conclusions ¬ds(x) ∨ C and ds(x) ∨D
are satisfiable.
Proof. Recall the separation rule:
N ∪ {C ∨D}
Sep:
if i) C ∨D is separable into C and D, ii) x = var(C) ∩ var(D),
iii) ds is a fresh predicate symbol.N ∪ {¬ds(x) ∨ C, ds(x) ∨D}
If: Apply unrefined resolution to ¬ds(x) ∨ C and ds(x) ∨ D with eligible literals ¬ds(x) and ds(x)
respectively, one derives C ∨D. This means if there is an interpretation I such that I |= N ∪ {¬ds(x) ∨ C}
and I |= N ∪ {ds(x) ∨D}, then I |= N ∪ {C ∨D}.
Only if: We prove this direction by showing that if there is an interpretation of C ∨D can be extended
to I ′ such that I ′ |= ¬ds(x) ∨ C and I ′ |= ds(x) ∨D. Let C ∨D be satisfiable, I be an interpretation of N
and C ∨D and σ an arbitrary ground substitution over the Herbrand universe such that I |= Cσ∨Dσ. Let I ′
be an extension of I such that I ′ |= ds(xσ) if and only if I |= Cσ. I ′ is a model of the Sep premise, and we
show that I ′ is also a model of the Sep conclusion. First we show I ′ |= (¬ds(x)∨C)σ by showing the opposite:
assume there is a ground substitution θ satisfies I ′ 6|= (¬ds(x) ∨ C)θ. Hence I ′ |= ds(xθ) and I ′ 6|= Cθ. This
contradicts that Cθ and ds(xθ) are equisatisfiable under I
′. Hence I ′ |= N ∪ {¬ds(x) ∨C} Likewise, we show
I ′ |= (ds(x)∨D)σ by showing the opposite: assume there is a ground substitution η satisfies I ′ 6|= (ds(x)∨D)η.
Then I ′ 6|= ds(xη) and I ′ 6|= Dη. I ′ 6|= ds(xη) implies that I ′ 6|= Cη since Cη and ds(xη) are equisatisfiable
under I ′. Then I ′ 6|= Cη ∨Dη, which refutes I |= N ∪ {C ∨D}. Hence I ′ |= N ∪ {ds(x)∨D}. The proofs are
similar if either C or D or both occurs negatively.
Theorem C.8 (Soundness of T-Inf ). T-Inf is a sound inference system.
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Proof. lemma C.7 shows that Sep is a sound rule. The conclusions of Deduct, Fact, Res, TRes,
Conden and Delete are logical consequences of their premises, therefore these rules are sound.
Theorem C.9 (Refutational Completeness of T-Inf ). Let N be a set of clauses saturated up to
redundancy with respect to T-Inf. Then provided finitely many definers are introduced by Sep and structural
transformations, N is unsatisfiable if and only if N contains the empty clause.
Proof. If: N contains an empty clause means that there is no Herbrand model satisfying N . Then N is
unsatisfiable.
Only if: Assume a saturated set N is unsatisfiable, but contains no empty clause. Then N contains
at least one minimal counterexample, namely C. Now we show that using any conclusion-generating rule
in T-Inf, C can always be reduced to a smaller counterexample. One can regard TRes as a redundant
elimination rule such that whenever the ‘maximal selection resolution’ is applicable, TRes is used instead.
Then according to the framework in [5], applying (whenever applicable) Split, Conden, Fact, Res and
‘maximal selection resolution’ to C always produces a smaller counterexample, thus refutes the minimality
of C.
News rules comparing to the framework in [5] is Sep. Let Sep applicable to C, producing C1 and C2.
Sep is sound and C is a minimal counterexample, then either C1 and C2 is a counterexample. Definers in C1
and C2 are smaller than predicate symbols in C, so that C1 and C2 are smaller than C. Hence, at least one
of C1 and C2 refutes the minimality of C.
According to Definitions 3.2–3.3, constants are freely allowed in query clauses and (loosely) guarded
clauses. As for ground compound terms, the covering property implies that
Remark C.10. If C is a covering clause containing a ground compound term, then C is ground.
Appendix D. Section 5: T-Inf decides guarded clauses and loosely guarded clauses.
Considering the behaviour of T-Inf rules on (loosely) guarded clauses, only the rules Split, Sep, Fact,
Conden, Res and TRes in T-Inf can derive new conclusions. However, Split and Sep are not applicable
to (loosely) guarded clauses since these clauses are not separable. This is because given a guarded clause C, a
guard contains all variables of C, hence one cannot partition C. If C is loosely guarded, loose guards G contains
all variables of C, and G cannot be partitioned due to the variable co-occurrence property (Condition 2b in
Definition 3.3). Hence, only the rules Fact, Conden, Res and TRes derive new conclusions from given
(loosely) guarded clauses.
Remark D.1. Let C be a (loosely) guarded clause and C ′ be a non-empty clause obtained by removing
some literals from C. Then C ′ is a (loosely) guarded clause if C ′ contains (loosely) guards.
Proof. It is immediate that C ′ satisfies conditions of definitions of (loosely) guarded clauses.
Lemma D.2. Under restrictions of T-Refine, let L be eligible literals in a (loosely) guarded clause C.
Then var(L) = var(C).
Proof. Under restrictions of Algorithm 1: i) if C is ground (Line 1), then this Lemma immediately
holds. ii) Suppose C has compound terms (Lines 2–3). Then according to Algorithm 1, C contains only
one eligible literal L. L is a compound-term literal by Lemma D.2 (if L is positive) and the definition of
SelectNC (if L is negative). Let t be a compound term in L. Since var(t) = var(C) (C is covering) and
var(t) = var(L) (t occurs in L), var(L) = var(C). iii) Suppose C is a flat guarded clause (Line 4). Since one
of the guards L is eligible and selected by SelectG, according to the definition of guards in Condition 2 in
Definition 3.3 , var(L) = var(C). iv) Suppose C is a flat loosely guarded clause (Line 5), and SelectT selects
top-variable literals in C. W.l.o.g. assume x is a top variable. According to Condition 3 of Definition 3.3,
x co-occurs with all other variables in C in some loose guards, which are indeed eligible top-variable literals L
since each of these loose guards contains x. Then var(L) = var(C).
Lemma D.2 implies that we only need to investigate the unification of eligible literals to understand
unification of all variables in the premises. Given two expressions A(. . . , t, . . .) and B(. . . , u, . . .), we say t
matches u if the argument position of t in A is the same as that of u in B. Then we discuss the unification of
two eligible literals by explaining the matching arguments between these literals. Lemma D.3 describes the
matching between two compound-term eligible literals.
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Lemma D.3. Let A1(. . . , t, . . .) and A2(. . . , u, . . .) be two non-ground, simple and covering literals con-
taining compound terms t and u, respectively. Then t matches u if there is an mgu σ between A1 and A2.
Proof. In the following proofs, whenever terms t, t′, u and u′ are assumed to be compound, immediately
we conclude that they are non-ground (ground compound terms implies a covering literal/clause being ground,
Remark C.10). Let t be a compound term and u be a non-compound term (hence a constant or a variable).
i) u being a constant immediately fails the unification tσ = uσ. ii) Let u be a variable. Assume u′ is the
compound term in A2 that matches non-ground term t
′ in A1. The unification tσ = uσ implies that the
variable u is unified as a compound term tσ. Then since u ∈ var(u′), u′σ is a nested compound term and
var(t) ⊆ var(u′σ). If t′ is a variable, then t′ ∈ var(t) and var(t) ⊆ var(u′σ) means t′ ∈ var(u′σ), thus fails
the unification of t′σ = u′σ. If t′ is a compound term, then var(t′) = var(t) and var(t) ⊆ var(u′σ) means
var(t′) ⊆ var(u′σ), thus fails the unification of t′σ = u′σ. Hence, compound terms in A1 and A2 match each
other.
Eligible literals restrict instantiations of (loosely) guards as follows:
Lemma D.4. Let two simple and covering atoms (flat literals are implicitly covering) A1 and A2 be
unifiable using an mgu σ, and a flat literal G and flat literals G satisfy that var(A1) = var(G) = var(G). Then
Gσ and Gσ are flat and var(A1σ) = var(Gσ) = var(Gσ) if A1 is a compound-term atom.
Proof. var(A1) = var(G) = var(G) immediately implies that var(A1σ) = var(Gσ) = var(Gσ). Now we
show that Gσ and Gσ are flat. A2 can be either a compound-term or a flat atom. If A2 is ground, since A1
contains compound terms, then A2 must contain ground compound terms that match compound terms in
A1, or else A1 and A2 are not unifiable. A1 is covering and A1 and A2 are simple atoms, so σ substitutes
all variables in A1 with constants. Now let A2 be a compound-term atom. Then compound terms in A2
are non-ground (Remark C.10). Lemma D.3 shows that compound terms in A1 and A2 match each other.
Since A1 and A2 are covering, and compound terms contains only variables and constant, σ substitutes
variables in A1 with either variables or constants. Now let A2 be a flat atom. Then σ can only substitute
variables in A1 with either variables or constants. In all possible cases, σ substitutes A1 variables with either
variables or constants. Then var(A1) = var(G) = var(G), and G and G being flat imply that Gσ and Gσ are
flat.
Lemma 4.6 in [17] gives a similar result as Lemma D.5 below, but a key condition ‘covering’ was not
considered. Now using Lemma D.3, we show that no term depth occurs after unification of eligible literals.
Lemma D.5. Let two simple and covering literals A1 and A2 be unifiable with an mgu σ. Then A1σ is
simple.
Proof. If either of A1 and A2 is ground, or either of A1 and A2 is non-ground and flat, then immediately
A1σ is simple. Let both A1 and A2 contain compound terms. W.l.o.g. let t and u be matching compound
terms in A1 and A2, respectively (Lemma D.3). Both A1 and A2 are simple implies that t and u contain
either variables or constants. Then σ substitutes variables with either constants or variables. Since A1 is
covering, var(t) = var(A1) implies that σ substitutes all variables in A1 with either constants or variables.
Then A1 is simple implies that A1σ is simple.
Lemmas D.3–D.5 consider the matchings and unifications between eligible literals. Eligible literals in
guarded clauses and loosely guarded clauses limit instantiations of non-eligible literals, formally stated as:
Lemma D.6. [Extends lemma 4.7 in [17]] Let A1 and A2 be two simple atoms and A be a set of simple
atoms satisfying that
• var(A2) ⊆ var(A1) and var(A2) ⊆ var(A), and
• if A1, A2 and A contain compound terms, namely t, u and s respectively, then var(t) = var(u) =
var(s).
Then given an arbitrary substitution σ, these conditions hold:
1. If A1σ is simple or Aσ is simple, A2σ is simple.
2. var(A2σ) ⊆ var(A1σ) and var(A2σ) ⊆ var(Aσ).
3. var(tσ) = var(uσ) = var(sσ).
Proof. Item 1: A1 (A) is simple. Hence A1σ (Aσ) is simple implies that σ does not increase term
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depth in A1 (A). Since var(A2) ⊆ var(A1) (var(A2) ⊆ var(A)) and A2 is simple, A2σ is simple. Item 2:
var(A2) ⊆ var(A1) (var(A2) ⊆ var(A)) implies var(A2σ) ⊆ var(A1σ) (var(A2σ) ⊆ var(Aσ)). Item 3:
var(t) = var(u) = var(s) implies var(tσ) = var(uσ) = var(sσ).
Remark D.7. Let C be a (loosely) guarded clause and C ′ be a non-empty clause obtained by removing
some literals from C. Then C ′ is a (loosely) guarded clause if C ′ contains (loosely) guards.
Proof. It is immediate that C ′ satisfies conditions of definitions of (loosely) guarded clauses.
Lemma D.8. A condensation of a (loosely) guarded clause is a (loosely) guarded clause.
Proof. Let a (loosely) guarded clause C be the premise in Conden, and C ′ be the condensation result
of C. Since C ′ is a proper subclause of C and Conden cannot remove all guards (all loose guards) in C,
then according to Remark D.1, C ′ is a (loosely) guarded clause.
Lemma D.9. In the application of Fact, a factor of a (loosely) guarded clause is a (loosely) guarded
clause.
Proof. Let a (loosely) guarded clause C = A1 ∨ A2 ∨ D produces C ′ = (A1 ∨ D)σ using Fact where
A1 and A2 are two eligible literals and σ is an mgu between A1 and A2. Then C
′ is calculated when
C satisfies conditions of Line 1 or Line 3 in Algorithm 1. Line 1: C is ground implies that C ′ is
ground. Line 3: C is not ground and contains positive compound-term literals. Lemma C.3 implies
that A1 and A2 are positive compound-term literals. Let C contains a guard G (loosely guards G), a
literal L and a compound term t. Since C is a (loosely) guarded clause, A1 and A2 are simple and covering
such that var(A1) = var(A2) = var(C). According to Lemma D.5, A1σ is simple. Then by Item 1 in
Lemma D.6, since L is simple and var(L) ⊆ var(A1), Lσ is simple. Hence Cσ is simple. C is covering
implies var(A1) = var(C) = var(t). Then Item 3 in Lemma D.6 shows that var(Cσ) = var(tσ). Hence Cσ is
covering. Since var(A1) = var(G) = var(G) = var(C) and A1 is a compound-term literal, Lemma D.4 shows
that var(Gσ) = var(Cσ) (var(Gσ) = var(Cσ)) and Gσ (Gσ) is flat, hence Cσ is (loosely) guarded by G (G).
Then Cσ is (loosely) guarded. This implies that C ′ is a (loosely) guarded clause, shown by Remark D.1.
Lemma D.10. In the application of Res, resolvents of (loosely) guarded clauses are (loosely) guarded
clauses.
Proof. Let (loosely) guarded clauses C1 = A1 ∨D1 and C2 = ¬A2 ∨D2 be the positive premise and the
negative premise in Res, respectively, producing a resolvent C ′ = (D1 ∨D2)σ, where A1 and ¬A2 are eligible
literals so that an mgu σ satisfies A1σ = A2σ. Then according to Algorithm 1, C1 satisfies a condition in
one of Line 1 or 3, and C2 satisfies a condition in one of Line 1, 2 or 4.
Case 1: Let either C1 or C2 be ground (Line 1 in Algorithm 1). Lemma D.2 shows that if one of
eligible literals in either C1 or C2 is ground, then σ is a ground substitution so that C1σ and C2σ are ground.
Then C ′ is ground, thus a (loosely) guarded clause.
Case 2: Let C1 contain compound terms (Line 3 in Algorithm 1) and C2 either contain compound
terms or be flat (Line 2 or 4 in Algorithm 1, respectively). Assume G is a guard (or loose guards G) in
C1, L is a literal and t is a compound term in C1 or C2. Since A1 is eligible in a compound-term clause
C1, according to Lemma C.3, A1 is a compound-term literal. Then A1 and A2 satisfies conditions in
Lemma D.4, so that Gσ and Gσ are flat and var(A1σ) = var(Gσ) = var(Gσ). Lemma D.2 shows that
var(A1) = var(C1), var(A2) = var(C2), and A1 and A2 are unifiable. This implies that var(A1σ) = var(A2σ),
thus var(A1σ) = var(C1σ) = var(C2σ). Then var(Gσ) = var(Gσ) = var(C1σ) = var(C2σ). Hence var(Gσ) =
var(Gσ) = var(C ′) and Gσ is a guard (or Gσ are loose guards) in C ′. Since Lemma D.2 shows var(L) ⊆ var(A1)
(or var(L) ⊆ var(A2)) and Lemma D.5 shows A1σ (or A2σ) is simple, using Item 1 in Lemma D.6, Lσ is simple.
Hence C ′ is simple. Because that C1 and C2 are covering and Lemma D.2, we know that var(t) = var(A1)
(or var(t) = var(A2)). Then according to Item 5 in Lemma D.6, var(tσ) = var(A1σ) = var(Gσ) = var(Gσ).
Hence C ′ is covering. Therefore C ′ is a (loosely) guarded clause.
Lemma D.10 shows Res computations on (loosely) guarded clauses. When a flat loosely guarded clause
participates in a resolution computation, TRes is used to derive conclusions. First we discuss the unifications
in TRes.
Lemma D.11. In an application of TRes to a flat clause as the main premise and a set of (loosely)
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guarded clauses as side premises, these conditions hold:
1. Top variables match constants or compound terms, and non-top-variables match constants or variables.
2. The TRes mgu σ substitutes top variables x with either constants or the compound term (modulo
variable renaming) matching x, and substitutes non-top variables with either constants or variables.
3. Let a top variable x match a constant. Then all negative literals in the main premise are selected
and the TRes mgu σ is a ground substitution that substitutes variables with only constants.
Proof. Recall the definition of
B1 ∨D1 . . . Bm ∨Dm . . . Bn ∨Dn ¬A1 ∨ . . . ∨ ¬Am ∨ . . . ∨ ¬An ∨D
TRes:
(D1 ∨ . . . ∨Dm ∨ ¬Am+1 ∨ . . . ∨ ¬An ∨D)σ
where i) there exists an mgu σ′ such that Biσ′ = Aiσ′ for each i such that 1 ≤ i ≤ n, making ¬A1∨ . . .∨¬Am
top-variable literals and being selected, and D is positive, ii) no literal is selected in D1, . . . , Dn and B1, . . . , Bn
are strictly -maximal with respect to D1, . . . , Dn, respectively. σ is an mgu such that Biσ = Aiσ for all
such that 1 ≤ i ≤ m.
Since each literal in ¬A1∨. . .∨¬Am contains at least one top variable, w.l.o.g. assume ¬At(. . . , x, . . . , y, . . .)
is a literal in ¬A1 ∨ . . . ∨ ¬An such that x is a top variable and y is not a top variable (if such a variable
exists). Suppose Ct = Bt(. . . , t1, . . . , t2, . . .) ∨D is a side premise such that Bt(. . . , t1, . . . , t2, . . .) matches
At(. . . , x, . . . , y, . . .). We need to show that t1 is either a constant or a compound term and t2 is either a
constant or a variable.
Assume Ct is ground. Then t1 is a constant or a ground compound term. Assume t2 is neither a constant
nor a variable. Then t2 is a ground compound term. Hence dep(t1) ≥ dep(t2). Since t1 and t2 are ground,
dep(t1σ
′) ≥ dep(t2σ′). Thus dep(yσ′) ≥ dep(xσ′). This contradicts y not being a top variable. Now assume
Ct is not ground. Then according to Algorithm 1, Ct contains compound-term literals (indeed non-ground,
Remark C.10) or else at least one literal in Ct would be selected. Since Lemma C.3 implies that only the
compound-term literal can be maximal, Bt is a compound-term literal. Assume t1 is not a compound term.
Then there exists a compound term t in Bt that matches a variable z in At. Since var(t1) ⊆ var(t) (by the
covering property) and dep(t1) < dep(t), dep(t1σ
′) < dep(tσ′). Hence, dep(xσ′) < dep(zσ′). This contradicts
x being a top variable. Then t1 must be a compound term. Now assume t2 is neither a constant nor a
variable. Then t2 is a compound term. var(t1) = var(t2) (the covering property) and dep(t1) = dep(t2) imply
dep(t1σ
′) = dep(t2σ′). Hence dep(xσ′) = dep(yσ′). This contradicts y not being a top variable. Hence, y
matches a constant or a variable. Such matchings immediately shows that σ substitutes top variables with
either constants or compound terms, and substitutes non-top variables with either constants or variables.
Suppose a top variable x matches a constants. The definition of ComputeTop shows that for any non-top
variable (if such a variable exists) y in the main premise, dep(xσ′) > dep(yσ′). x matching constants indicates
that xσ′ is a constant, therefore dep(xσ′) = 0. dep(yσ′) cannot be smaller than 0, hence, all variables in
¬A1 ∨ . . .∨¬An are top variables, and for any variable x in ¬A1 ∨ . . .∨¬An, dep(xσ′) = 0. Then σ coincides
with σ′ that all variables in ¬A1 ∨ . . . ∨ ¬An are substituted with constants.
Lemma D.12. In the application of TRes, resolvents of a loosely guarded clause and a set of (loosely)
guarded clauses are (loosely) guarded clauses.
Proof. Let a flat loosely guarded clause C = ¬A1 ∨ . . . ∨ ¬Am ∨ . . . ∨ ¬An ∨ D be the main premise
and (loosely) guarded clauses C1 = B1 ∨D1, . . . , Cn = Bn ∨Dn be the side premises in TRes, producing
a resolvent C ′ = (D1 ∨ . . . ∨ Dm ∨ ¬Am+1 ∨ . . . ∨ ¬An ∨ D)σ, where σ is an mgu among eligible literals
A1, . . . , Am and B1, . . . , Bm. W.l.o.g. let x be a top variable in A1. Lemma D.11 shows that σ substitutes x
with either a constant or a compound term.
Suppose σ substitutes x with a constant. Item 3 in Lemma D.11 shows that σ is a ground substitution
that substitutes variables with constants. Lemma D.2 shows that an eligible literal contains all variables of
that premise. Then all variables in TRes premises are substituted by constants. Hence the TRes resolvent
is ground.
Suppose σ substitutes x with a compound term. C1 is covering implies var(xσ) = var(B1σ), hence
var(xσ) = var(A1σ). Because of the variable co-occurrence property (Condition 3 in Definition 3.3) of
loosely guarded clauses, x occurs in each literal in ¬A1∨. . .∨¬Am, thus var(xσ) = var(A1σ) = . . . = var(Amσ).
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Then var(xσ) = var(A1σ) = . . . = var(Amσ) = var(B1σ) = . . . = var(Bmσ). Let C1 contain a guard G (or
loose guards G), and literal L and compound term t occurs in either C, or a literal C1 . . . , Cm. Lemma D.11
shows that non-top variables in A1, . . . , Am match constants or variable terms in B1, . . . , Bm. Then variables
in B1, . . . , Bm can only be unified with either constants or variables. Then Gσ and Gσ are flat. Since
var(Gσ) = var(Gσ) = var(B1σ) and var(B1σ) = . . . = var(Bmσ) = var((A1, . . . , Am)σ), according to Lemma
D.2, var(Gσ) = var(Gσ) = var(C1σ) = . . . = var(Cmσ) = var(Cσ). Then using Item 3 in Lemma D.6,
var(Lσ) ⊆ var(Aiσ) or var(Lσ) ⊆ var(Biσ), var(Lσ) ⊆ var(Gσ) and var(Lσ) ⊆ var(Gσ). Gσ is a guard (Gσ
are guards) in C ′. Lemma D.11 shows that Aiσ and Biσ are simple, then using Item 1 in Lemma D.6, since
var(L) ⊆ var(Ai) or var(L) ⊆ var(Bi), Lσ is simple. Hence C ′ is simple. Using Item 5 in Lemma D.6, since
var(t) = var(Ai) or var(t) = var(Bi), var(tσ) = var(Aiσ) or var(tσ) = var(Biσ), var(tσ) = var(Gσ) = var(Gσ).
C ′ is covering. The above discussion immediately holds if σ substitutes x with a ground compound term.
Therefore C ′ is a (loosely) guarded clause.
Lemma D.13. In applications of Conden, Fact, Res and TRes to (loosely) guarded clauses, let premises
C1, . . . , Cn derive a conclusion C
′. Then there is at least one Ci in C1, . . . , Cn satisfying that var(C ′) ⊆ var(Ci)
up to variable renaming.
Proof. In the applications of Conden and Fact, the (loosely) guards in C ′ are inherited from the single
premise C, and in the applications of Res and TRes, the (loosely) guards in C ′ are inherited from the
positive premise C. After variable renaming, (loosely) guards L in the conclusion cannot contain more types
of variables than L in the premise, therefore var(C ′) ⊆ var(C).
Example 3. Consider an unsatisfiable set of loosely guarded clauses C1, . . . , C9:
C1 = ¬A1xy ∨ ¬A2yz ∨ ¬A3zx ∨Bxyb C2 = A3(x, fx) ∨ ¬G3x C3 = A2(fx, fx) ∨ ¬G2x
C4 = A1(fx, x) ∨D(gx) ∨ ¬G1x C5 = ¬Bxyb C6 = ¬Dx C7 = G1(fa) C8 = G3(fa) C9 = G2a
Suppose the precedence on which lpo is based is f > g > a > b > B > A1 > A2 > A3 > D > G1 > G2 > G3
(a and b are constants). We annotate the lpo-maximal literals with ”stars” as in L∗ and ”box” the selected
literals as in L . Then C1, . . . , C9 are presented as:
C1 = ¬A1xy ∨ ¬A2yz ∨ ¬A3zx ∨Bxyb C2 = A3(x, fx)∗ ∨ ¬G3x C3 = A2(fx, fx)∗ ∨ ¬G2x
C4 = A1(fx, x)
∗ ∨D(gx) ∨ ¬G1x C5 = ¬Bxyb C6 = ¬Dx C7 = G1(fa)∗ C8 = G3(fa)∗ C9 = G2a∗
One can use any clause to start the derivation, w.l.o.g., we start with C1. For each newly derived clause, we
immediately apply Algorithms 1 to determine the eligible literals.
1. C1 satisfies the conditions in SelectT, then one first selects all negative literals in C1. If side premises
of C1 exist, then ComputeTop selects top-variable literals in C1 .
2. C2, C3, C4 are found as C1’s side premises. ComputeTop(C2, C3, C4, C1) computes an mgu σ
′ =
{x/ffx′, y/fx′, z/fx′}, and SelectT selects ¬A1xy and ¬A3zx as x is the only top variable in C1.
3. TRes is applied to C1, C2 and C4 with an mgu σ = {x/fx′, y/x′, z/x′}, deriving C10 = ¬A2xx ∨
B(f(x), x, b)∗ ∨ D(gx) ∨ ¬G1x ∨ ¬G3x (after renaming x′ with x). No resolution steps can be
performed on C3 and C10 since they do not have complementary eligible literals, but an inference can
be performed between C5 and C10.
4. Applying Res to C5 and C10 derives C11 = ¬A2xx ∨D(gx)∗ ∨ ¬G1x ∨ ¬G3x.
5. Applying Res to C6 and C11 derives C12 = ¬A2xx ∨ ¬G1x ∨ ¬G3x .
6. Due to the presence of C3, C7, C8 and C12 satisfy the TRes conditions, ComputeTop(C3, C7, C8, C12)
finds the top variables in C12, producing an mgu σ
′ = {x/fa}. Then x is the top variable in C12, and
SelectT(C12) selects all literals in C12. Applying TRes to C3, C7, C8 and C12 derives C13 = ¬G2x .
7. Applying Res to C9 and C13 derives ⊥.
Given a set of (loosely) guarded clauses, orderings and selection refinement allow inferences building a model
or deriving a contradictory without producing unnecessary conclusions. Example 3 shows that by using the
refinement T-Refine, resolution computes fewer inferences to derive a contradiction. E.g., inferences between
C2 and C8 and inferences between C3 and C9 are prevented since theses pairs do not contain complementary
eligible literals. These unnecessary inferences would be computed if there is no refinement guiding resolution.
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Appendix E. Section 6: Handling query clauses.
Lemma E.1. In applications of Conden and Split, a query clauses Q is replaced by a set of query
clauses Q1, . . . , Qn where each Qi in Q1, . . . , Qn satisfies that len(Qi) < len(Q).
Proof. Follows from the definitions of Conden and Split.
Lemma E.2. If Sep is applicable to a query clause, then it derives a query clause and a guarded clause.
Proof. Recall Sep
N ∪ {C ∨A ∨D}
Sep:
if i) A contains both isolated variables and chained variables,
ii) x = var(A) ∩ var(D), iii) var(C) ⊆ var(A), iv) ds is a fresh
predicate symbol.N ∪ {C ∨A ∨ ds(x),¬ds(x) ∨D}
Suppose C ∨A∨D is a query clause. Then all literals in C ∨A∨D are negative and C ∨A∨D contains only
variables and constants as arguments. Since var(C) ⊆ var(A) (Condition iii) in Sep), x ∈ var(A) (Condition
ii) in Sep) and A is a negative literal, A is a guard in C ∨A ∨ ds(x). Since C ∨A ∨ ds(x) does not contain
compound term, covering property does not need to be checked. Thus C ∨ A ∨ ds(x) is a guarded clause.
Similarly, since ¬ds(x) ∨D is composed of negative literals and only variables and constants are arguments,
it is a query clause.
Lemma E.3. An indecomposable query clause is an isolated-only query clause iff it is a guarded clause.
Proof. If: Let a query clause Q be a guarded clause. Then surface literals L in Q share a same variable
set and each literal L in L satisfies var(Q) = var(L). This implies that there is no chained variable in Q, so
that Q is an isolated-only query clause.
Only if: Using the definition of chained variable, if a query clause Q contains no chained variable, then
either Q contains only one surface literal, or all surface literals in Q share a same variable set. Then for any
surface literal L in Q, var(L) = var(Q). Q is compound-term free, therefore Q is a guarded clause.
Lemma E.4. Exhaustively applying Sep to an indecomposable query clause Q transforms it into:
1. a set of Horn guarded clauses if Q is acyclic, or
2. a set of Horn guarded clauses and a chained-only query clause if Q is cyclic.
Proof. By the definition of GYO reduction [41].
Lemma E.5. In an application of TRes to a chained-only query clause ¬A1 ∨ . . . ∨ ¬An and (loosely)
guarded clauses B1 ∨D1, . . . , Bn ∨Dn where σ is an mgu such that Biσ = Aiσ for all i such that 1 ≤ i ≤ m.
Let {i1, . . . , ik} and {j1, . . . , jh} be two subsets of {1, . . . , n}, and let these conditions hold:
• no top variable occurs in any literal in {Aj1 , . . . , Ajh}
• X is a closed top variable set s.t. each literal in {Ai1 , . . . , Aik} contains at least one variable in X .
Then
1. (¬Aj1 ∨ . . . ∨ ¬Ajh)σ is a query clause,
2. (Di1 ∨ . . . ∨Dik)σ is a (loosely) guarded clause.
Proof. Applying TRes to a chained-only query clause and (loosely) guarded clauses mean the conditions
in Lemma D.11 are satisfied. Item 2 in Lemma D.11 shows that σ substitutes non-top variables with either
constants or variables. ¬Aj1 ∨ . . . ∨ ¬Ajh contains only constants and variables as arguments without top
variable occurring implies that (¬Aj1 ∨ . . . ∨ ¬Ajh)σ contains only constants and variables as arguments.
Hence (¬Aj1 ∨ . . . ∨ ¬Ajh)σ is a query clause.
Item 2: Let a variable x in X occur in Ai1 . Using Item 1 in Lemma D.11, x matches either a constant
or a compound term. Suppose x matches a constant. Then Item 3 in Lemma D.11 implies that the TRes
resolvent is a ground clause, therefore (Di1 ∨ . . .∨Dik)σ is a (loosely) guarded clause. Now suppose x matches
a compound term in Bi1 . We show Di1σ is a (loosely) guarded clause, and then show that (Di1 ∨ . . .∨Dik)σ
is a (loosely) guarded clause. Suppose G (G) are (loose) guards, t is a compound term, and L is a literal
in Di1 . Then var(G) = var(G) = var(t) and var(L) ⊆ var(G) (var(L) ⊆ var(G)). Item 1 in Lemma D.11
implies that variable arguments in Bi1 match only constant or variables. Hence σ substitutes variables in Bi1
with either constant or variables. Then Gσ (Gσ) is flat and var(Gσ) = var(Gσ) = var(Di1σ), hence G (G)
are the (loose) guards in Di1σ. Item 2 in Lemma D.6 implies var(Lσ) ⊆ var(Gσ) (var(Lσ) ⊆ var(G)), and
Item 3 in Lemma D.6 implies var(tσ) = var(Gσ) = var(Gσ). Hence Di1σ is a (loosely) guarded clause,
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therefore each clause in Di1σ, . . . ,Dikσ is a (loosely) guarded clause. Suppose Dia and Dib are two clauses
in Di1 , . . . , Dik . Let xa be a top variable in Aia and xb be a top variable in Aib . Then xa, xb ∈ X . Since
xa and xb are connected, we can find a sequence of top variables xa, . . . , xb in X such that each pair of
adjacent variables occurs in a literal in {¬Ai1 , . . . ,¬Aik}. Item 2 in Lemma D.11 shows that each variable
in xa, . . . , xb is substituted by a compound term. Then by the covering property, for every adjacent variables
x and x′ in xa, . . . , xb, var(xσ) = var(x′σ) (since they occur in the same literal). Then var(xaσ) = var(xbσ).
Suppose xa matches t in Bia and xb matches s in Bib . The covering property means var(t) = var(Dia) and
var(s) = var(Dib). Hence var(tσ) = var(Diaσ) and var(sσ) = var(Dibσ). t matches xa and s matches xb,
therefore var(tσ) = var(xaσ) and var(sσ) = var(xbσ). Then var(xaσ) = var(Diaσ) and var(xbσ) = var(Dibσ).
Hence var(Diaσ) = var(Dibσ). This means that clauses in Di1σ, . . . ,Dikσ share the same variable set.
Each clause in Di1σ, . . . ,Dikσ is a (loosely) guarded clause and var(Di1σ) = . . . = var(Dikσ), therefore
(Di1 ∨ . . . ∨Dik)σ is a (loosely) guarded clause.
Lemma E.6. Let TRes derive the resolvent R using a chained-only query clause Q and a set of (loosely)
guarded clauses. Then T-Trans transforms R into a set of (loosely) guarded clauses and a query clause Q′
satisfying len(Q′) < len(Q).
Proof. Let TRes derive the resolvent R = (¬Am+1∨ . . .∨¬An∨D1∨ . . .∨Dm)σ using (loosely) guarded
clauses B1 ∨ D1, . . . , Bn ∨ Dn as the side premises, a chained-only query clause Q = ¬A1 ∨ . . . ∨ ¬An as
the main premise and a substitution σ such that Biσ = Aiσ for all i such that 1 ≤ i ≤ m as an mgu.
Suppose X1, . . . ,Xt be all closed top variable sets and Ai is a subset of {A1, . . . , Am} such that each literal
in Ai contains at least one variable in Xi. Therefore we have top-variable literal sets A1, . . . ,At such that
A1 ∪ . . . ∪ At is equivalent to {A1, . . . , Am}. For each pair Ai and Aj in A1, . . . ,At, Ai and Aj are top
variable disjoint since overlapping top variables makes Xi and Xj being a single closed top variable set.
Since A1, . . . ,At is a partition of {A1, . . . , Am}, we can present (¬Am+1 ∨ . . . ∨ ¬An ∨D1 ∨ . . . ∨Dm)σ as
(¬Am+1 ∨ . . . ∨ ¬An ∨ D1 ∨ . . . ∨ Dt)σ where Di presents Da ∨ . . . ∨Db whenever Ai presents Aa ∨ . . . ∨Ab.
Lemma E.5 shows that each Diσ is a (loosely) guarded clause. Adding positive compound-term free
literals L, satisfying that var(Diσ) = var(L), to Diσ makes Diσ ∨ L a (loosely) guarded clause. Adding
negative compound-term free literal ¬L to a query clause Q makes Q ∨ ¬L a query clause. Then T-Trans
transforms R into a query clause Q′ = (¬Am+1 ∨ . . .∨¬An)σ ∨¬d1s ∨ . . .∨¬dts and (loosely) guarded clauses
d1s ∨ D1σ, . . . , dts ∨ Dtσ.
Each Xi contains at least one top variable, namely x. Since x is a chained variable, x occurs at least in
two literals in {A1, . . . , Am}, therefore Ai contains at least two literals, namely Ai and Aj . Then Di presents
Di and Dj . We can write R as (¬Am+1 ∨ . . . ∨ ¬An ∨Di ∨Dj . . .)σ. Then T-Trans introduces one definer
for at least Di and Dj (Diσ), to obtain Q′. Hence Q′ contains a smaller number of literals than Q.
Lemma E.7. In applications of Sep or a combination of T-TRes and T-Trans, a conclusion is smaller
than any of its premises w.r.t. lpo.
Proof. In an application of Sep or a combination of T-TRes and T-Trans, an introduced definers in
the conclusion is smaller than any other predicates symbols in the premises. Then the lemma holds.
Example 4. Consider the guarded clauses
C1 = A1(fxy, fxy) ∨D1(h1xy) ∨ ¬G1xy C2 = A2(fxy, x) ∨ ¬G2xy C3 = A3(fxy, x) ∨ ¬G3xy
C4 = A4(x, fxz) ∨ ¬G4xz C5 = A5(x, fxz) ∨ ¬G5xz C6 = A6(fxz, fxz) ∨D2(h2xz) ∨ ¬G6xz
C7 = B(gx) ∨G7x
and the chain-only query clause from Fig. 4, i.e.,
Q = ¬A1(x1, x2) ∨ ¬A2(x1, x3) ∨ ¬A3(x2, x3) ∨ ¬A4(x3, x4) ∨ ¬A5(x3, x5) ∨ ¬A6(x4, x5) ∨ ¬B(x3)
ComputeTop computes the mgu σ = {x1/f(gx, y), x2/f(gx, y), x3/gx, x4/f(gx, z), x5/f(gx, z)} among Q and
C1, . . . , C7, therefore x1, x2, x4, x5 are top variables. Since these variables occurs in A1, . . . , A6 in Q, SelectT
selects A1, . . . , A6 in Q. TRes is performed on Q and C1, . . . , C6. The resolvent R = D1(h1xy) ∨ ¬G1xy ∨
¬G2xy∨¬G3xy∨D2(h2xz)∨¬G6xz∨¬G4xz∨¬G5xz∨¬Bx. Notice that R consists of two guarded clauses,
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namely D1(h1xy)∨¬G1xy∨¬G2xy∨¬G3xy and D2(h2xz)∨¬G6xz ∨¬G4xz ∨¬G5xz, and the query clause
¬Bx.
Now we explain how Algorithm 2 finds closed top variable sets in Q and how T-Trans identifies
(loosely) guarded clauses in R. Let X be the set of top variables {x1, x2, x4, x5} in Q. We pick a variable x1
from X , and use Algorithm 2 to find x1-connected top variables. x1-containing literals in Q are A1 and
A2, therefore find the x1-connected top variables {x1, x2} in A1 and A2. Using Algorithm 2 again with X
and x2, we find the x2-containing literals A1 and A3, and realise that A3 only contains the top variable x2.
No new x1-connected top variables are found, hence Algorithm 2 terminates. Then {x1, x2} is a closed top
variable set, and we remove {x1, x2} from {x1, x2, x4, x5}, obtaining {x4, x5}. Similarly, we pick a variable
from {x4, x5} and apply Algorithm 2 again. Eventually we find that {x4, x5} is a closed top variable set.
Therefore, {x1, x2, x4, x5} is partitioned into two closed top variable sets: {x1, x2} and {x4, x5}.
Using a closed top variable set {x1, x2}, T-Trans finds the remainders of side premises that map to
{x1, x2}. {x1, x2} occurs in the A1, A2 and A3 literals in Q, which map to positive A1, A2 and A3 literals
in C1, C2 and C3, respectively. Therefore T-Trans introduces a definer ¬d1t (x, y) for the remainders
of C1, C2 and C3 in R, i.e., D1(h1xy) ∨ ¬G1xy ∨ ¬G2xy ∨ ¬G3xy. Similarly {x4, x5} maps to C4, C5
and C6, therefore T-Trans introduces a definer d
2
t (x, z) for the remainders of C4, C5 and C6 in R, i.e.,
D2(h2xz) ∨ ¬G6xz ∨ ¬G4xz ∨ ¬G5xz. Therefore T-Trans transforms the TRes resolvent R into
• a guarded clause D1(h1xy) ∨ ¬G1xy ∨ ¬G2xy ∨ ¬G3xy ∨ d1t (x, y), and
• a guarded clause D2(h2xz) ∨ ¬G6xz ∨ ¬G4xz ∨ ¬G5xz ∨ d2t (x, z), and
• a query clause Q′ = ¬Bx ∨ ¬d1t (x, y) ∨ ¬d2t (x, z).
Note that Q′ is smaller than Q.
Appendix F. Section 7: Querying GF and LGF.
Lemma F.1. By unskolemising and negating a (loosely) guarded clause and a query clause, it is trans-
formed into a first-order sentence.
Proof. SinceQ contains only constants and variables as arguments, thus the unskolemisation is unnecessary.
Adding universal quantifications to Q and negate the result, one obtains a BCQ.
Let a (loosely) guarded clause C be a form of A1(f1(x), . . . , fn(x), x1, . . . , xa)∨¬A2(g1(x), . . . , gm(x), x1,
s . . . , xb)∨B(x1, . . . , xc)∨¬D(x1, . . . , xd)∨¬G(x) where ¬G(x) is the (loosely) guard and var(C) = x. C is able
to generalise all possible (loosely) guard clauses. Since C is covering, one can unskolemise C and write C as a
first-order formula F = ∀x(¬G(x)∨∃yA1(y, x1, . . . , xa)∨∃z¬A2(z, x1, . . . , xb)∨B(x1, . . . , xc)∨¬D(x1, . . . , xd))
(one can distribute existential quantifications over disjunction whenever literals share the same Skolem
function). Since first-order logic is closed under negation, ¬F is also a closed first-order formula, thus a
first-order sentence.
Lemma F.2. In the application of Q-AR to solve BCQ answering and rewriting problem over the (loosely)
guarded fragment, only finitely many definers are introduced.
Proof. Definers are introduced by either Q-Trans, or Sep or T-Trans.
Before applying inference rules, Q-Trans introduces definers for each universally quantified subformula in
a (loosely) guarded formula. Hence if the number of universally quantified formulas is n, Q-Trans introduces
at most n definers. Sep is used to preprocess query clauses Q, before any inference rule performs on Q,
therefore Q contains n literals, Sep introduces at most n definers. T-Trans is used together with TRes.
Let Q be the query clause in the main premise of TRes, and produce the resolvent Q, and Q′ be the query
clause produced by applying T-Trans to R. Then lemma E.6 shows len(Q′) < len(Q). This means each
time T-Trans introduces a definer for a query clause Q, the length of new query clause is smaller than Q.
Hence at most n definers are need when applying Q-TRes and Q-Trans to an n-length query clause.
Theorem F.3. In the application of Q-AR to solve BCQ answering and rewriting problem over the
(loosely) guarded fragment, Q-AR terminates in finitely bounded time.
Proof. By theorem 5.1, lemma E.7 and lemma F.2.
Theorem F.4 (Soundness of Q-AR). Q-AR is a sound inference system.
Proof. By theorem C.8 and the fact that renaming T-Trans preserves satisfiability.
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Theorem F.5. Let N be a set of clauses that is saturated up to redundancy with respect to Q-AR. Then
N is unsatisfiable if and only if N contains an empty clause.
Proof. By lemma F.2 and theorem C.9.
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