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Abstract
The fastest deterministic algorithms for connected components take logarithmic time and
perform superlinear work on a Parallel Random Access Machine (PRAM). These algorithms
maintain a spanning forest by merging and compressing trees, which requires pointer-chasing
operations that increase memory access latency and are limited to shared-memory systems.
Many of these PRAM algorithms are also very complicated to implement. Another popular
method is “leader-contraction” where non-leader vertices are contracted to adjacent leaders.
The challenge is to select a constant fraction of leaders that are adjacent to a constant
fraction of non-leaders with high probability. Instead we investigate whether simple label
propagation can be as efficient as the fastest known algorithms for graph connectivity. Label
propagation exchanges representative labels within a component. This is attractive for other
models because it is deterministic and does not rely on pointer-chasing, but it is inherently
difficult to complete in a sublinear number of steps. We are able to solve the problems with
label propagation for graph connectivity.
We introduce a simple framework for deterministic graph connectivity in log-diameter
steps using label propagation that is easily translated to other computational models. We
present new algorithms in PRAM, Stream, and MapReduce. Given a simple, undirected
graph G = (V,E) with n = |V | vertices, m = |E| edges, and D diameter, all our algorithms
complete in O(logD) steps without pointer operations. We give the first label propagation
algorithms that are competitive with the fastest PRAM algorithms, achieving O(logD) time
and O((m+ n) logD) work with O(m+ n) processors. Our main contribution is in Stream
and MapReduce models. We give an efficient Stream-Sort algorithm that takes O(logD)
passes and O(log n) memory, and a MapReduce algorithm taking O(logD) rounds and
O((m+n) logD) communication overall. These are the first O(logD)-step graph connectiv-
ity algorithms in Stream and MapReduce models that are also deterministic and simple to
implement.
Keywords: graph connectivity, connected components, parallel algorithm, pram, stream,
mapreduce
1 Introduction
Given a simple, undirected graph G = (V,E) with n = |V | vertices and m = |E| edges, the
connected components of G are partitions of V such that every pair of vertices in a connected
component are endpoints of a path, which is a sequence of vertices vi, vi+1, . . . where the vi
vertex is adjacent to the vi+1 vertex. If two vertices are not connected by a path then they are
necessarily in different components. The distance is the length of the shortest-path between two
vertices, and the diameter D is the maximum distance in G. In this paper we consider parallel
algorithms for finding connected components of G.
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The work of a parallel algorithm is the product of the runtime with the number of processors.
A parallel algorithm is considered work-optimal if the work matches that of a sequential algorithm.
Connected components can be identified in linear time by a sequential algorithm using Breadth-
First or Depth-First Search [45]. But there is no known work-optimal, deterministic parallel
(NC) algorithm for connected components. The first NC algorithm was given by Hirschberg,
Chandra, and Sarwate [24] in 1979 and required O(n2 logn) work. This was improved later by
Chin, Lam, and Chen [9] to use fewer processors and overall O(n2) work. In 1982 Shiloach and
Vishkin gave a O(log n) time, O((m + n) logn) work algorithm [43] and since then there have
been near-optimal, up to a polylog factor in work, algorithms [3, 22, 13, 11, 25]. Randomized,
work-optimal parallel algorithms exist but achieve linear-work and polylogarithmic or logarithmic
time with high probability [18, 21, 44].
The fastest deterministic algorithms for connected components take logarithmic time and
perform superlinear work on a Concurrent Read Concurrent Write (CRCW) Parallel Random
Access Machine(PRAM). These algorithms maintain a spanning forest by merging and compress-
ing trees [43, 3], which requires pointer-chasing operations that increase memory access latency.
Pointer jumping was shown to be one of the primary sources of slowdown in a parallel minimum
spanning tree algorithm [12]. Moreover the PRAM algorithm implementations are limited to
globally-shared memory systems [19, 35, 4]. Another popular method is “leader-contraction”,
used in [2, 37, 29], where a fraction of vertices are randomly selected as leaders and then adja-
cent non-leader vertices are contracted to the leader. But to achieve logarithmic convergence a
constant fraction of non-leader vertices must be adjacent to leader vertices in each step. The
leaders themselves must also be contracted to other leaders so the challenge is to select a constant
fraction of leaders that are adjacent to a constant fraction of non-leaders with high probability.
Not only is this method randomized but it can require adding many more edges to the graph
leading to high communication cost. In [2] the authors add edges so vertices have large degree
and therefore have high probability of being adjacent to a smaller fraction of leader vertices.
To avoid Ω(n3) communication cost to increase the degrees, they carefully manage how edges
are created. Our goal is to find a simple method that contracts the graph in a similar manner
to achieve logarithmic convergence while also keeping the edge count, and therefore the work,
constant each step.
We investigate whether label propagation can be as efficient as the fastest known algorithms
for graph connectivity. In label propagation algorithms a representative label, such as the mini-
mum vertex ID, is passed to neighboring vertices. This is attractive for other models because it
is deterministic and does not rely on pointer-chasing. But it is inherently difficult to complete
in a sublinear number of steps. The method was popular for image processing [38, 40, 42] where
it uses simple graph traversal. These algorithms were often sequential and do not guarantee log-
arithmic convergence. Logarithmic convergence can be achieved if paths can be contracted with
each label update so that the overall diameter decreases by a constant factor each step. To keep
the edge count and therefore the work constant in each step, edges must be removed or replaced
in like number. But this is still insufficient. Consider for example a path that is sequentially
labeled from left to right, i.e. a chain, with one processor for each vertex. Each vertex gains an
edge to the vertex that is a distance of two to its left, since that is the minimum label of the left
neighbor. Edges to the left and right neighbors are removed. This connects all even-numbered
and odd-numbered vertices separately, but bisects the graph in just the first step.
We are able to solve the problems with label propagation for graph connectivity. Our solution
to obtaining log-diameter convergence and near optimal work is surprisingly simple. In this paper
we say that a (v, u) edge is directed from v to u and (·, ·) denotes an ordered pair that distinguishes
(v, u) from (u, v). These counter-oriented (v, u), (u, v) edges are twins of a conjugate pair. We
wish to create just one twin for each edge otherwise there can be many duplicates that increase
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Figure 1: A path graph converges into a star after three steps. After each step the output graph
becomes the input for the next step. Undirected edges denote a pair of oppositely oriented edges.
the edge count. We propagate labels as previously described, replacing each current edge with
a new edge every step to keep the edge count from increasing. But also in each step we keep
the minimum label edge that was propagated in the previous step, but in the reverse direction.
Meaning if we had a (v, l(v)) edge in the previous step, where l(v) was the minimum label for
v, then we’ll replace it with (l(v), v) for the next step. We’ll call these two edge operations label
propagation and symmetrization, respectively. Thus we replace (v, u) edges with (l(v), v) and
(u, l(v)) edges.
Notice that there are four combinations for edge direction between label propagation and
symmetrization. In our method the direction with respect to l(v) is counter-oriented. These l(v)
are analogous to leaders in the leader-contraction method. If l(v) were mutually-oriented the
algorithm would disconnect the graph or not converge because eventually the same edges will be
returned each step. The other counter-oriented choice would also fail because it is necessary for
a vertex to receive new labels from previous minimum labels. In our method an edge between v
and an l(v) will rotate in the next step, and then be replaced as v receives a new minimum label.
This rotation maintains a stable edge count because the same edge between v and l(v) cannot
be created repeatedly and yet rotating from (v, l(v)) to (l(v), v) allows v to receive a new label
from l(v). We invite the reader to try the different combinations on a chain and then refer to
Figure 1 for an example of how our method works.
This is a powerful new technique for graph connectivity algorithms because it is deterministic
and doesn’t require pointer-jumping. We’ll describe in more detail how our method leads to par-
allel connected component algorithms that are competitive with the fastest PRAM algorithms.
But our primary goal is to apply it in computational models where pointer operations, random
access to global data, and memory are restricted. This includes the Stream model which in recent
years has gained attention for processing large graphs with limited memory [15, 10, 32]. The
MapReduce model has also been popular and shown to enable Petabyte-scale graph traversal [7]
without pointer operations. But until this paper there have not been either Stream or MapRe-
duce algorithms for graph connectivity that are deterministic and complete in O(logD) steps.
Recently a O(logD log logm/n n) round algorithm was given in the MPC model [2], which is a
generalization of MapReduce, and that MapReduce algorithms can be simulated in MPC with
the same runtime. But this MPC algorithm uses the leader-contraction method and is therefore
randomized and only achieves O(logD) steps using more space than the input graph. In contrast,
we give a deterministic algorithm in the more restrictive MapReduce model that takes O(logD)
steps using linear space. Moreover, our algorithm is far simpler to implement.
2 Our contribution
We introduce a simple framework for deterministic graph connectivity in log-diameter steps using
label propagation that is easily translated to other computational models. It produces the same
result as the well-known PRAM algorithms, that is a forest of stars each rooted at a component
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Model Steps Cost Class Author
CRCW O(log n) O((m + n) logn) deterministic Shiloach, Vishkin [43]
Stream-Sort O(log n) O(log n) randomized Aggarwal et al. [1]
MapReduce O(log2 n) O(m log2 n) deterministic Kiveras et al. [29]
CRCW O(logD) O((m + n) logD) deterministic This paper
Stream-Sort O(logD) O(log n) deterministic This paper
MapReduce O(logD) O((m + n) logD) deterministic This paper
Table 1: Comparison to state-of-the-art. Cost is work, memory, or communication for PRAM,
Stream-Sort, and MapReduce, respectively.
label. Our framework creates a new graph each step without increasing the number of edges.
This avoids explicit edge deletion and load-balancing operations.
We present new algorithms in PRAM, Stream, and MapReduce. All our algorithms complete
in O(logD) steps without pointer operations. We give the first label propagation algorithms that
are competitive with the fastest PRAM algorithms, achieving O(logD) time and O((m+n) logD)
work with O(m + n) processors. Our main contribution is in Stream and MapReduce models.
We give an efficient Stream-Sort algorithm that takes O(logD) passes and O(log n) memory, and
a MapReduce algorithm taking O(logD) rounds and O((m + n) logD) communication overall.
These are the firstO(logD)-step graph connectivity algorithms in Stream andMapReduce models
that are also deterministic and simple to implement. Refer to Table 1 for a summary of these
results and comparison to the current state-of-the-art.
We begin with some background information in Section 3 on the computational models we
explored for our algorithms. This is followed by a survey of related work in Section 4. Then
in Sections 5 and 6 we introduce the framework behind our labeling technique with our PRAM
algorithm described in Section 7. In Section 8 the framework is extended for Stream-Sort and
MapReduce models, which introduces the subject of label duplication in Section 9 where we
identify how pathological duplication of labels arises and how to address it. Finally we describe
our Stream-Sort and MapReduce algorithms in the remaining Sections 10 and 11.
3 Computational models
The computational models for our algorithms are PRAM, Stream, and MapReduce. These
models define the constraints under which an algorithm operates. We refer the reader to [8, 34,
31, 30] for surveys on these models of computation.
In a PRAM [17] each processor can access any global memory location in unit time. Processors
can read from global memory, perform a computation, and write a result to global memory in a
single clock cycle. All processors execute these instructions at the same time. Simultaneous read
or write to a single memory location is managed by extensions to the model. In the Exclusive
Read Exclusive Write (EREW) PRAM concurrent read and write is restricted to distinct memory
locations. The Concurrent Read Exclusive Write (CREW) PRAM restricts writing to a single
memory location by one processor at a time. Finally the Concurrent Read Concurrent Write
(CRCW) PRAM permits any location in global memory to be simultaneously read or written
by any number of processors. Write conflicts are still possible in the CRCW PRAM if different
values are being concurrently written by multiple processors to the same memory location. Such
write conflicts can be resolved by different protocols. A Combining Write Resolution uses an
associative operator to combine all values in a single instruction. A Combining CRCW employs
this to store a reduction of the values, such as the minimum, in constant time [41].
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The Stream model [33, 23] focuses on the trade-off between working memory space s and
number of passes p over the input stream, allowing the computational time to be unbounded.
It was motivated by massive datasets where the input data is presented as a sequential stream
of elements to be processed in order and the available memory for computation is much less
than the total input. In W-Stream [39] an algorithm can write to the stream for subsequent
passes and in Stream-Sort [1] the input or intermediate output stream can also be sorted. In
both W-Stream and Stream-Sort the output streams become the input stream in the next pass.
In Stream-Sort the streaming and sorting passes alternate so a Stream-Sort algorithm reads an
input stream, computing on the items in the stream, while writing to an intermediate output
stream that gets reordered for free by a subsequent sorting pass. An algorithm in Stream-Sort
is efficient if it takes polylog n passes and memory.
The MapReduce model [27, 20, 36] appeared some years after the programming paradigm
was popularized by Google [14]. The MapReduce computational model employs two functions
map and reduce, executed in sequence. The input is a set of 〈key, value〉 pairs that are “mapped”
by instances of the map function into a multiset of 〈key, value〉 pairs. Each map instance reads
and writes a single pair at a time and does not maintain state between successive pairs. The
map output pairs are “reduced” and also output as a multiset of 〈key, value〉 pairs by instances
of the reduce function where a single reduce instance gets all values associated with a key. A
round of computation is a single sequence of map and reduce executions where there can be many
instances of map and reduce functions. An iterative algorithm is then a sequence of such rounds.
In each round the reduce instances cannot complete until all map instances have completed, so
computation is both stateless and synchronous. Each map or reduce function can complete in
polynomial time for input n. Each map or reduce instance is limited to O(n1−ǫ) memory for a
constant ǫ > 0, and an algorithm is allowed O(n2−2ǫ) total memory. An algorithm can execute
any number of instances of map and reduce functions within the memory limit. The number of
machines/processors is bounded to O(n1−ǫ), but each machine can run more than one instance
of a map or reduce function.
4 Related work
The famous 1982 algorithm by Shiloach and Vishkin [43] takes O(log n) time using O(m + n)
processors on a CRCW PRAM, performing O((m+n) log n) work overall. The Shiloach-Vishkin
algorithm maintains a forest of trees that are merged and shortened in each iteration. It is
difficult to translate to other computational models because of the pointer operations. Our
CRCW algorithm achieves the same bounds for D = O(n) without pointer operations. It is
more advantageous when D ≤ O(log n) and does not require reading over all edges twice in each
iteration step as done in Shiloach-Vishkin, which is a significant savings in practice for very large
graphs.
The best known deterministic Stream algorithm for connected components is given by Deme-
trescu, et al. [16], taking O((n log n)/s) passes and s working memory size in W-Stream. Their
algorithm permits flexible tradeoff between space and passes but can only achieve O(log n) passes
using s = O(n) memory. Moreover it requires four steps per pass and a pre-existing, determinis-
tic connected component algorithm, which it applies to a subset of the edges in memory at each
pass. For s ≤ O(log n) the algorithm in [16] would run in Ω(n) steps. This can be improved
using sorting in the Stream-Sort model. A randomized s-t -connectivity algorithm by Aggarwal,
et al. [1] takes O(log n) passes and memory in Stream-Sort. Their algorithm can be modified
to compute connected components with the same bounds [34], but requires sorting in three of
four steps in each pass. In contrast we’ll present the first efficient, deterministic Stream-Sort con-
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nected components algorithm taking O(logD) passes and O(log n) memory. Moreover it requires
only a single sorting step per pass, always completes in O(logD) passes, and is straightforward
to implement.
A randomized MapReduce algorithm by Rastogi et al. [37] was the first logarithmic-round
MapReduce algorithm for connected components that appeared in the literature1. But their
algorithm communicates an entire connected component from one task to another at each step
and it must store all connected components in the memory of a single machine, both of which will
be problematic for very large graphs. They addressed this latter issue with their Hash-to-Min
algorithm [37] but are unable to prove its performance, showing only that it empirically takes
2 logD rounds and O(m+ n) communication per round. It was later shown in [2] that in fact it
takes Ω(logn) rounds. It also uses a single task to send an entire component to another, which
for a giant component will effectively serialize the communication. In 2014 Kiveris et al. [29]
introduce their Two-Phase algorithm, which takes O(log2 n) rounds to converge using O(m)
communications per round leading to O(m log2 n) overall communication cost. Unlike the Hash-
to-Min algorithm it avoids sending the giant component to a single reduce task and has provable
complexity bounds. The authors in [29] improve the Two-Phase time to O(log n log logn) rounds
by replacing the inner loop with a lookup into a Distributed Hash Table (DHT), but this is really
beyond the realm of the MapReduce framework. Until this paper, the Two-Phase algorithm
represented the state-of-the-art connected components algorithm in MapReduce.
We introduce a new MapReduce algorithm that has better runtime than Two-Phase while
being deterministic and simple to implement. Like Two-Phase our algorithm does not load com-
ponents into memory or send an entire component through a single communication channel. We
go further in memory conservation by maintaining O(1)-space working memory. Our MapReduce
algorithm completes in O(logD) rounds using O((m + n) logD) overall communication thereby
improving the state-of-the-art by a factor of O(log n) in both convergence and communication in
the worst case. To the best of our knowledge this is the fastest and most efficient deterministic
MapReduce algorithm for connected components.
Although we do not study theMPC model in this paper, we want to highlight the recent work
by Andoni, et al. [2] who give a randomized O(logD log logm/n n) step algorithm in MPC for
connected components. Their algorithm uses the leader-contraction method but they accomplish
faster than O(log n) convergence by selecting a smaller fraction of leader vertices while maintain-
ing high probability that non-leader vertices are adjacent. To achieve this the authors add edges
so the graph has uniformly large degree but to avoid Ω(n3) communication cost they carefully
manage how edges are added. Their algorithm is very complicated and only achieves O(logD)
steps by using more space than the input graph. Since the MPC model is more powerful than
MapReduce, and can therefore simulate a MapReduce algorithm without slowdown, it implies
that our MapReduce algorithm in the MPC model is more efficient. Our MapReduce algorithm
achieves O(logD) steps with linear space while being very simple.
5 Framework
Our framework employs two edge creation operations, label propagation and symmetrization. The
label propagation operation adds an edge between the minimum label of a vertex and each of its
neighbors. The symmetrization operation keeps only the minimum label edge created by label
propagation in the previous step. The label propagation operation will contract paths while
the symmetrization ultimately retains edges in the final rooted star even if the corresponding
1We had developed a deterministic, logarithmic-round MapReduce algorithm internally in 2013, later presented
in [6].
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vertex isn’t involved in the label propagation step for many iterations. Previous edges are either
replaced or ignored by these operations each step.
In G an undirected edge is comprised of a conjugate pair, thus there are 2m edges in total
and G is symmetric. As stated in the introduction, we are careful to create just one twin of a
conjugate pair. Our edge operations replace (v, u) edges with (l(v), v) and (u, l(v)) edges each
step without the counter-oriented twins. Thus at each step the graph may be directed, but a
single (v, u) edge indicates that a path exists between v and u regardless of the direction of the
edge. A consequence of our method is that direction of the edge (v, l(v)) rotates before being
replaced. This will maintain the connectivity of the graph and keep the edge count from growing.
Let’s say a (v, u) edge was created by label propagation and there was no prior (u, v) twin.
Also u = l(v) and u gets a new minimum. Now symmetrization will rotate this edge to the
counter-oriented twin, (u, v), thus preserving the connectivity between u and v. Since (v, u) is
not created then (u, v) cannot be redundantly created again. Moreover v, u will no longer be
connected by an edge because the (u, v) edge is replaced with (v, l(u)). Not only does this keep
the edge count from progressively increasing, it ensures that edges that were removed will not
reappear. If u is a local minimum, or ultimately the representative label for the component, then
the conjugate twins (u, v), (v, u) are retained each step.
There is another important result to this edge rotation. An l(v) at step k can give its latest
minimum label to v at step k+2. This implies logarithmic convergence because every two steps
v will get a new label that is a constant factor closer to the representative label. For example,
l(v) at step k is two steps from v. At step k + 1 this l(v) receives a new minimum that is two
steps away from it. The new minimum for l(v) is then passed to v at step k+2, hence v receives
a label that is a distance of at least four from it. Simultaneously, any new l(v) that v receives will
also get a minimum that was a distance of at least four from it and can pass its new minimum to
v. When v gets the representative label the edge to it will be maintained for each step forward
because the conjugate pair will be completed by label propagation and symmetrization. We’ll
give a formal analysis of the convergence in the next section.
6 Principle algorithm
We begin with Algorithm 1 to establish the core algorithmic principles from which we then derive
our other algorithms. We don’t specify any model now so we can focus on the basic procedures.
We will use Nk(v) to denote the neighborhood of a vertex v at step k and N
+
k (v) = {v} ∪Nk(v)
as the inclusive neighborhood. Then let l(v) = min(N+k (v)) be the current minimum label for
v. We use this l(v) notation without a step subscript for simplicity. In our algorithm listings we
use arrays Lk in its place, e.g. Lk[v] holds l(v) for v at step k. Only two such arrays are needed
in each step. Before the algorithm starts L1 is initialized with the l(v). For all algorithms we
use Ek to denote the edges that will be processed at step k, but Ek is a multiset because it may
contain duplicates.
In Algorithm 1, label propagation and symmetrization are performed by the first and second
for all loops, respectively. At each step the label propagation operation replaces (v, u) edges with
(u, l(v)) if u is not the minimum label of v. The symmetrization operation creates an (l(v), v)
edge for v whose minimum label is not v. This is repeated until labels converge. After each step
the previous edges are discarded so the algorithm does not continuously augment a previous set.
The final result is a forest of stars with each star representing a connected component and is
rooted at the minimum label for that component. The algorithm is illustrated in Figure 1 on a
simple path graph converging to a star in three steps, where undirected edges denote a pair of
oppositely oriented edges.
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Algorithm 1
Lk ⊲ arrays for l(v) at each step k
Initialize L1 with all starting l(v)
1: for k = 1, 2, . . . until labels converge do
2: set Lk+1 := Lk
3: for all (v, u) ∈ Ek do
4: if Lk[v] 6= u then
5: add (u, Lk[v]) to Ek+1 and set Lk+1[u] := min(Lk+1[u], Lk[v])
6: for all v ∈ V do
7: if Lk[v] 6= v then
8: add (Lk[v], v) to Ek+1
Lemma 1. All connected components in G are correctly identified by Algorithm 1.
Proof. At any step a (v, u) edge will become (u, v) by symmetrization if u = l(v). Otherwise it
is replaced with (u, l(v)) by label propagation and (l(v), v) is created by symmetrization.
For any (v, u), (u, v) edges starting in G, a path is retained between v and u after the first
step as follows.
If u = l(v) and u = l(u) then (u, v), (v, u) edges are created.
If u = l(v) and u 6= l(u) then (u, v), (v, l(u)), (l(u), u) are created.
If u 6= l(v) and u = l(u), then (u, l(v)), (l(v), v), (v, u) are created.
If u 6= l(v) and u 6= l(u) then (u, l(v)), (l(v), v), (v, l(u)), (l(u), u) are created.
Then by induction, for any (v, u) edge created in some step a path will exist between v and
u in all subsequent steps. Thus all vertices in a component remain connected. Now let u be
the minimum label of a component. Then any new (v, u) edge gained by label propagation will
be retained and symmetrized. Therefore each component will transform to a star rooted at the
representative minimum label.
Lemma 2. For every value of k, |Ek| ≤ 2m+ n in Algorithm 1.
Proof. After each step the current edges are replaced with new edges as follows.
If l(v) 6= u then (v, u) is replaced with (u, l(v)) by label propagation.
If l(v) = u then (v, u) is replaced with (u, v) by symmetrization.
Observe there is no increase in edge count.
But if l(v) 6= v and l(v) 6= u then (l(v), v) is added by symmetrization.
Hence if v did not have an explicit edge to its minimum label then symmetrization adds
one more edge than the number of its current neighbors. There are at most n such vertices so
the maximum edge count is 2m+ n in this step. But in this same step label propagation from
l(v) adds the (v, l(v)) edge so in the next step an extra edge cannot be created from such a v.
Therefore at any step k, |Ek| ≤ 2m+ n edges.
Lemma 3. Algorithm 1 converges in O(logD) steps.
Proof. Label propagation induces at least one length-2 path contraction in any arbitrary permu-
tation of a 4-path because a 4-path is not a star. After label propagation the maximum distance
from a vertex to the minimum label is two, forming a 3-path. It takes at most two steps for an
arbitrary 3-path to converge to a star rooted at the minimum label as follows. Label propagation
creates an edge between the two leaf nodes, one of which must be the minimum label. Note that
a cycle has been formed. In the next step the cycle is broken because two of the nodes now share
the minimum label as a neighbor and hence the 3-path is now rooted at the minimum label. The
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4-path is now a star and one final step verifies no change in labels. Therefore it takes at most
four steps to converge a 4-path to a star rooted at the minimum label.
Observe that a path can be constructed by concatenating a 4-path with another 4-path. Each
4-path in this new 8-path will simultaneously reach a minimum label by four steps and at most
two extra steps are then required to merge the two intermediate star graphs. Doubling again will
require six steps as before and then another two steps to merge the pair of forming star graphs.
By induction, k successive doubling from a 4-path results in a path of size r = 4 ·2k and requires
2k additional steps for merging the intermediate star graphs. Therefore any path of size r > 4
must converge in as many steps as it takes for an arbitrary path of size 2⌊log r⌋+1 constructed
from k = ⌊log r⌋ − 1 successive doubling from a 4-path. Thus convergence for any r-path takes
at most 4 + 2k = 4 + 2(⌊log r⌋ − 1) ≤ 2 + 2 log r = O(log r) steps.
Now since any arbitrary path in G is contracted to a star in a logarithmic number of steps,
then the diameter of G also decreases logarithmically. If G were already a star rooted at some v
that is not the minimum label, it would only take two steps to exchange that v with the minimum
label because in the first step label propagation gives the minimum label to all other vertices
and the next step finalizes the star. Therefore it takes O(logD) steps to converge.
We’ve established the basic concepts of our framework in Algorithm 1. We’ll show how to
extend and apply it in Stream-Sort and MapReduce models, but first we’ll describe it on a PRAM
since it is directly applicable and it may be of interest for small D.
7 PRAM algorithm
Our Algorithm 1 can run on a PRAM as described but to more clearly demonstrate the edge
operations we make it edge-centric in our next algorithms. We will use the following semantics
for our parallel algorithms. All statements are executed sequentially from top to bottom but all
operations contained within a for all construct are performed concurrently. All other statements
outside this construct are sequential. Hence there is an implicit barrier between for all constructs.
Recall that in a synchronous PRAM all processors perform instructions simultaneously and each
instruction takes unit time.
We begin now with Algorithm 2 which runs on a Combining CRCW PRAM to ensure the
correct minimum label is written in O(1) time [41]. Algorithm 2 is nearly identical to Algorithm 1
except the label propagation and symmetrization stages are combined into a single pass over the
edges. In Algorithm 1 the symmetrization stage is a separate pass over the vertices and so a
single processor can be assigned to each vertex, thus only a single (Lk[v], v) can be written.
To ensure this same result in Algorithm 2, where one processor is assigned to each edge, the
algorithm uses a simple array W of size O(n) so that each processor working on its (v, u) edge
would write its processor ID to W indexed at v. Any write conflict is resolved using Combining
Write Resolution so the processor that wins will execute the symmetrization operation.
Lemma 4. Algorithm 2 on a PRAM does not require load-balancing at any step.
Proof. Recall from Lemma 2 that the number of edges is |Ek| ≤ 2m+n for all k. Initially assign
each of 2m+ n processors to a memory cell in the PRAM, then load the 2m edges of G into the
same memory cells leaving n cells empty. Every (v, u) edge is replaced but an additional edge
can be created by symmetrization when v does not have an explicit edge to its minimum label.
For such a v the extra edge is written to the location indexed at 2m+v. Thus at every step each
processor updates its cell with a new edge, and if a processor’s memory cell is empty or if the
contents are stale, i.e. not updated in the last step, then that processor performs no operation.
The initialization and reading from memory cells takes constant time.
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Algorithm 2
Lk ⊲ arrays for l(v) at each step k
W ⊲ array of size n
p ⊲ processor id
Initialize L1 with all starting l(v)
1: for k = 1, 2, . . . until labels converge do
2: set Lk+1 := Lk
3: for all (v, u) ∈ Ek do
4: if Lk[v] 6= u then
5: add (u, Lk[v]) to Ek+1 and set Lk+1[u] := min(Lk+1[u], Lk[v])
6: set W [v] := min(W [v], p) ⊲ parallel reduction to minimum processor ID
7: if p =W [v] then
8: add (Lk[v], v) to Ek+1
Theorem 1. All connected components in G can be found by Algorithm 2 on a CRCW PRAM
in O(logD) time and O((m+ n) logD) work using O(m + n) processors.
Proof. Evaluating minimum labels requires indexing into the Lk array which takes O(1) work.
The update to Lk+1 is concurrent under Combining Write Resolution and takes O(1) work. All
comparisons and edge creation operations take O(1) work. Therefore each step takes O(1) work
per edge and by Lemma 4 the work does not require load-balancing. Since there are O(m + n)
edges each step according to Lemma 2, and according to Lemma 3 it takes O(logD) steps to
converge, there is O((m+n) logD) total work. Then given O(m+n) processors it takes O(logD)
time in total.
On small-world graphs the diameter can be D ≤ O(log n) [5] so Algorithm 2 would take
O(log logn) time and O((m+n) log log n) work, which is more efficient than the Shiloach-Vishkin
algorithm. Algorithm 2 also has the advantages of not reading all edges twice in each iteration
step and it does not use pointer operations that in practice can incur higher latency.
Note that a EREW algorithm follows directly from Algorithm 2 because it is well-known that
a CRCW algorithm can be simulated in a EREW with logarithmic factor slowdown [28]. The
only read/write conflict in Algorithm 2 is in the minimum label update. Thus for a p-processor
EREW, reading Lk[v] takes O(log p) time by broadcasting the value in binary tree order to each
processor attempting to read it. It isn’t difficult to see that a minimum value can be found in
O(log p) time using a binary tree layout to reduce comparisons by half each step 2.
Theorem 2. All connected components in G can be found by Algorithm 2 on a EREW PRAM
in O(log n logD) time and O((m + n) logn logD) work using O(m+ n) processors.
The fastest NC EREW algorithm takes O(log3/2 n) time using O(m+n) processors [26]. On
a EREW our Algorithm 2 is only O(log1/2 n) factor less efficient in the worst case, but it is much
simpler to implement. This result also holds on a CREW PRAM. We will now show how to
extend our framework to Stream and MapReduce computational models.
2Given an array M having n values and p = ⌈n/2⌉ processors, then at each step M [i]← min(M [2i− 1],M [2i])
for 1 ≤ i ≤ p, where p is halved after each step.
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8 Extending to other models
The Stream and MapReduce models restrict globally-shared state so the minimum label for
each vertex must be carried with the graph at each step. In MapReduce the map and reduce
functions are sequential so a giant component that is processed by one task will serialize the
entire algorithm. We address these limitations by slightly altering the label propagation and
symmetrization operations.
Label propagation will now only proceed from vertices where v 6= l(v) to mitigate sequential
processing of a giant component, thus skipping over intermediate representative labels. The
symmetrization operation will add both edges, (l(v), v), (v, l(v)), so that v is always paired with
its minimum label due to the absence of random access to global state. Recall in Algorithm 1
that a vertex may not have an explicit edge with its minimum label and must get l(v) from the
global Lk array, but in Stream and MapReduce we use the symmetrization operation to carry
the minimum label with each vertex at every step. We also remark that symmetrization must be
this way when ignoring v where v 6= l(v) because the vertices that would have created the edge
(v, l(v)) are now ignored.
These minor changes do not invalidate the correctness or convergence established by Algo-
rithm 1 because all the same edges are created but with some added duplicates. The primary
difference is that both (v, l(v)), (l(v), v) edges are created in the same step rather than strided
across two sequential steps. So if the new label propagation operation ignores any v where
v = l(v), the (l(v), u) edges that would have been created by Algorithm 1 will get created during
symmetrization for each u neighbor of such a v. Thus the new symmetrization operation creates
the (v, l(v)) edges that are not created by the new label propagation operation. The disadvantage
to not splitting the (v, l(v)), (l(v), v) across two steps is it incurs label duplication that can lead
to a progressive increase in edges if left unchecked.
9 Label duplication
The new label propagation and symmetrization for Stream and MapReduce can lead to O(log n)
factor inefficiency as a result of increased edge count from label duplication. Generally this
increase can be due to duplicate labels returned by different neighbors, or labels that had already
been received in previous steps. The duplicates can increase the graph size progressively on
some graphs such as sequentially labeled path or tree graphs. This leads to the following crucial
observations (see Appendix for proofs).
Observation 1. At each step k of Algorithm 1 on a path graph sequentially labeled from 1..n,
the label difference follows a Fibonacci recurrence, specifically ∆k(v, lk(v)) = v − lk(v) = Fk,
where Fk = Fk−1 + Fk−2. Therefore the minimum label of every vertex follows lk+1(v) = lk(v) +
lk−1(v)− v until lk+1 = 1.
Observation 2. Adding both counter-oriented edges during symmetrization in Algorithm 1, on
a path graph that is sequentially labeled from 1..n, will pair a v with each of its new l(v) for three
steps.
Once an l(v) is replaced with an updated minimum for v, it is no longer needed and only adds
to the edge count. Each vertex in a chain is a minimum label to vertices up the chain, then each
vertex will in turn be back-propagated down the chain. Since this follows a Fibonacci sequence
the duplication of labels is grows rapidly. For example we can see from Observation 1 that vertex
2 in a chain will pair with vertices 3, 4, 5, 7, 10, 15, 23, . . ., and each of these vertices in the sequence
will return vertex 2 back to the neighbor from which it received vertex 2. Subsequently, every
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Algorithm 3
initialize E1 with sorted E and set lastv :=∞
⊲ Use one bit for marking edges, e.g. OLD = 0, NEW = 1
1: for k = 1, 2, . . . until labels converge do
2: for (v, u) ∈ Ek do
3: if v 6= lastv then
4: set l(v) := min(v, u) and lastv := v
5: if l(v) 6= v then
6: add
(
(v, l(v)), NEW
)
and
(
(l(v), v), NEW
)
to E′k+1
7: else if l(v) 6= v then
8: add
(
(u, l(v)), NEW
)
and
(
(v, u), OLD
)
to E′k+1
9: sort E′k+1 ⊲ NEW and OLD edges get sorted together for each (v, u)
10: if
(
(v, u), NEW
)
∈ E′k+1 but
(
(v, u), OLD
)
/∈ E′k+1 then
11: add (v, u) to Ek+1
vertex in the chain is retained by the neighbors with greater vertex ID following the Fibonacci
sequence. Therefore as seen in Observation 2, each new l(v) is retained by v for three steps
thereby progressively increasing the edge count. Relabeling the graph can avoid the pathological
duplication but a robust algorithm is more desirable, especially in graphs that are not totally
sequential but may contain a very long chain. On a PRAM this can be addressed by not creating
an (v, u) edge if u = l(v) in any of the last three steps, but this offers no general improvement over
Algorithm 2. For Stream and MapReduce models, we will leverage sorting to remove duplicates.
Suppose now that from v a (u, l(v)) edge is added to Ek+1 only if that edge is not currently
in Ek. This is essentially testing that if lk(v) /∈ Nk(u) then it can be added to Nk+1(u). Such a
membership test can be handled by using a hash table or an adjacency matrix but leads to either
average worst-case runtime or O(n2) space. Instead we leverage sorting to not only identify
the next minimum label for each vertex but also remove labels that would otherwise fail the
membership test.
Let E′k+1 be the intermediate edges that are created during the k
th step and from which a
subset are retained for the k + 1 step. Sorting edges in Ek and E
′
k+1 will identify those edges
that are duplicated across both steps and therefore should be removed. But an edge that is
duplicated in only E′k+1 must be retained for proper label propagation. To avoid inadvertently
removing such an edge, all duplicates in the E′k+1 are first removed before merging and sorting
with edges from the k step. Then any remaining duplicate edges are those from both Ek and
E′k+1 and should be removed. Hence all remaining edges with multiplicity greater than one must
be removed. The edges from Ek are only needed to determine the membership test and so these
are also removed before the next step. We apply this in our next algorithms.
10 Stream-Sort algorithm
We turn our attention to the Stream-Sort model, which permits a sorting pass on intermediate
output streams. We derive Algorithm 3 from Algorithm 1 but extend it as described in Section 8.
Duplicates are removed by sorting in the manner described at the end of Section 9. It requires two
stages per iteration step. The first stage performs label propagation and symmetrization and also
recreates the existing edges. The second stage eliminates duplicates. A one-stage algorithm [6]
was described in 2016, which is simpler to implement, but does not address label duplication.
Recall that in each step our framework does not return the current edges but creates new
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edges by the symmetrization and label propagation operations. But in the Stream-Sort model
we must return the current edges temporarily in the intermediate sorting stage in order to
ignore duplicate edges. Hence we mark these edges to distinguish old from new. Here a NEW
edge resulted from either symmetrization or label propagation. An OLD edge is an existing
edge that is returned for the sorting pass. In the first stage Algorithm 3 reads sorted edges,
hence l(v) = min(v, u) from the first edge of v. If l(v) 6= v then the symmetrization operation
adds
(
(v, l(v)), NEW
)
,
(
(l(v), v), NEW
)
edges to an intermediate stream E′k+1. Then for each
subsequent edge of v a
(
(u, l(v)), NEW
)
edge is added to E′k+1 by label propagation. An identity
operation also adds
(
(v, u), OLD
)
. The intermediate stream E′k+1 is sorted by a sorting pass and
input to the second stage. In the second stage the edges are sorted so all NEW and OLD versions
for (v, u) are grouped together. Then any edge that results solely from either symmetrization
or label propagation is added to a new final stream Ek+1, which will be the input stream in the
next pass. Both intra- and inter-step duplicates have been removed. The algorithm repeats this
procedure until no new minimum can be adopted.
Theorem 3. All connected components in G can be found by Algorithm 3 in Stream-Sort taking
O(logD) passes and O(log n) memory.
Proof. The input stream Ek is scanned in one pass and the intermediate output stream E
′
k+1
is subsequently sorted in a single sorting pass. There are then a constant number of sorting
passes each step, which are essentially free. Only duplicate edges are removed so the total edge
count per step is O(m + n) following from Lemma 2. Moreover sorting at each step requires
only O(log n) bits of memory to compare l(v) with another vertex. Thus the sorting pass needs
O(log n) memory. By Lemma 3 it takes O(logD) steps for convergence so there are a total of
O(logD) passes. Overall it takes O(logD) passes and O(log n) memory.
This is the first efficient, deterministic connected components algorithm in Stream-Sort.
11 MapReduce algorithm
Our new MapReduce algorithm described in Algorithm 4 is very similar to Algorithm 3, following
the same principle of removing duplicates introduced in Section 9. It takes two rounds per
iteration step, the first to perform label propagation and symmetrization and the second to
remove duplicates. A single-round algorithm[6] with less efficient communication is also available
to the interested reader.
The values for each key are sorted hence intra-step duplicates are adjacent and easily removed,
permitting the algorithm to maintain O(1) working memory. Since the values are sorted then
l(v) is simply the lesser between the key and first value. We omit the specifics on sorting and
getting l(v) for brevity. The first round performs label propagation and symmetrization for
every v where v 6= l(v), but each newly created edge is marked NEW to indicate that it came
from either of these two operations. All current edges are also returned but marked OLD to
indicate an identity operation. The second round accumulates the marked edges and every edge
without anOLD counterpart is returned with no markings. Thus the first reduce function returns
〈u, (l(v), NEW )〉 and 〈v, (u,OLD)〉 for each neighbor u. In the next round the key-value pairs
are accumulated so it is possible to get the input 〈v, {(u,NEW ), (w,OLD), (w,NEW ), . . .}〉 and
hence w would be ignored. The two rounds are repeated until labels converge. Since duplicates
are removed the total communication cost is O(m + n) per round.
Theorem 4. All connected components in G can be found by Algorithm 4 in O(logD) rounds
using O((m + n) logD) communication overall.
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Algorithm 4
⊲ Use one bit for marking edges, e.g. OLD = 0, NEW = 1
1: procedure Reduce-1(key = v, values = Nk(v)) ⊲ sorted values
2: set l(v) := min(N+k (v))
3: if l(v) 6= v then
4: emit 〈v, (l(v), NEW )〉 and 〈l(v), (v,NEW )〉
5: for u ∈ values : l(v) 6= u do
6: emit 〈u, (l(v), NEW )〉 and 〈v, (u,OLD)〉
7: procedure Reduce-2(key = v, values = {(u, i) : i ∈ {OLD,NEW}}) ⊲ sorted values
8: if
(
(v, u), NEW
)
∈ values but
(
(v, u), OLD
)
/∈ values then
9: emit 〈v, u〉
10: for k = 1, 2, . . . until labels converge do
11: MAP 7→ Identity
12: Reduce-1
13: MAP 7→ Identity
14: Reduce-2
Proof. The number of iteration steps is given by Lemma 3. There are two rounds per each
iteration step leading to 2 logD = O(logD) total number of rounds. The communication cost is
proportional to the number of edges written after all rounds. Both inter- and intra-step duplicates
are removed in each iteration step so the total number of edges after the second round of each
step is O(m + n) according to Lemma 2. Thus for O(logD) rounds the overall communication
is O((m+ n) logD) as claimed.
This is O(log n) factor better in runtime and communication than [29], making it the fastest
deterministic MapReduce algorithm for connected components. Since MapReduce can be sim-
ulated by the more powerful MPC model, this is also faster than the best-known connectivity
algorithm in the MPC model [2].
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A Proof of Observation 1
Proof. Let ∆(x, y) = x − y where x > y. At each step label propagation pairs a neighbor u
with l(v), also each l(v) will get v due to symmetrization. Hence in the previous step there was
a (w, u) edge where u = l(w), so the edge (u,w) is created for the next step. The difference
∆(w, l(u)) can be determined as follows. Using w = ∆(w, u) + u in ∆(w, l(u)) gives
∆(w, l(u)) = w − l(u) = ∆(w, u) + u− l(u)
Now let (u,w) be (v, u) in this step so,
∆(u, l(v)) = ∆(v, l(v)) + ∆(w, u)
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The ∆(w, u) is just ∆(v, l(v)) from the previous step. Then by induction over k steps the
difference is
∆k(u, l(v)) = ∆k(v, l(v)) + ∆k−1(v, l(v))
Setting k = k − 1 and ∆k(v, l(v)) = ∆k−1(u, l(v)) gives,
∆k(v, l(v)) = ∆k−1(v, l(v)) + ∆k−2(v, l(v))
This is clearly a Fibonacci recurrence, therefore ∆k(v, l(v)) = Fk. Then expanding ∆k+1(v, l(v))
and solving for lk+1 yields the result as claimed.
B Proof of Observation 2
Proof. Recall from Observation 1 that the label difference v − l(v) follows a Fibonacci sequence
Fk = Fk−1 + Fk−2, hence lk+1(v) = lk(v) + lk−1(v) − v. Since symmetrization retains each l(v)
for the next step then v gets the fixed label l(v) = v−Fk for three steps because of the recurrence
of Fk. Thus any new l(v) that v receives will return to v a total of three steps unless l(v) is the
minimum label for the component of v.
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