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Abstrak 
 
Model varying-coefficient pada data longitudinal akan dikaji dalam proposal ini. 
Hubungan antara variabel respon dan prediktor diasumsikan linier pada waktu tertentu, tapi 
koefisien-koefisiennya berubah terhadap waktu. Estimator spline berdasarkan Weighted least 
square (WLS) digunakan untuk mengestimasi kurva regresi dari Model Varying Coefficient. 
Generalized Cross-Validation (GCV) digunakan untuk memilih titik knot optimal. Aplikasi 
pada proposal ini diterapkan pada data ACTG yaitu hubungan antara HIV RNA dan sel CD4 
pada orang yang terinfeksi HIV dengan menggunakan bantuan software Matlab 7. 
Kata Kunci : data longitudinal, Weighted least square, regresi nonparametrik, model 
varying-coefficient, matlab 7. 
 
1. Pendahuluan 
Data longitudinal adalah data yang diperoleh dari pengukuran berulang (repeated 
measures) pada beberapa individu (unit cross-sectional) dalam waktu berturut-turut 
(unit waktu), dengan asumsi bahwa pengamatan dalam objek yang sama adalah 
dependen namun pengamatan antara objek yang satu dan yang lain independen. 
Penelitian menggunakan data longitudinal biasanya lebih kompleks dan 
membutuhkan biaya lebih besar daripada penelitian cross-sectional, namun lebih 
andal dalam mencari jawaban tentang dinamika perubahan yang terjadi dalam objek 
tertentu. Analisis data longitudinal dapat dilakukan dengan pendekatan parametrik, 
nonparametrik maupun semiparametrik. Namun karena objek yang diamati secara 
berulang dalam kurun waktu yang berbeda, menyebabkana kurva model hubungan 
antar variabelnya tidak jelas, sehingga  pendekatan yang dapat digunakan untuk 
melihat pengaruh waktu terhadap respon adalah regresi nonparametrik.  
Adapun beberapa pendekatan yang dapat dilakukan dalam mengestimasi kurva 
regresi dalam regresi nonparametrik antara lain kernel (Hardle, 1990), Spline 
(wahba, 1990), K-Nearest Neigbor (Hardle, 1990), Deret Fourier (Eubank, 1988) dan 
Histogram (Green dan silverman, 1994). Pendekatan estimator Spline ada bermacam-
macam antara lain Spline original, Spline type M, Spline relaxed, dan Spline 
terbobot.  
Berdasarkan uraian di atas, maka penulis tertarik untuk mengkaji pendekatan 
spline dengan meminimumkan Weighted Least square (WLS) untuk mengestimasi 
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kurva regresi dari model varying coefficient yang ditawarkan oleh Hoover, Rice, Wu 
dan Yang (1998) dimana variabel prediktornya bergantung pada waktu, yaitu data 
Aids Clinical Trials Group (ACTG), dengan sel CD4 merupakan prediktor dan HIV-
RNA merupakan variabel respon yang akan dituangkan dalam bentuk tugas akhir 
dengan judul “ESTIMASI KURVA REGRESI PADA DATA LONGITUDINAL 
DENGAN WEIGHTED LEAST SQUARE “. 
 
2. Tinjauan Pustaka 
2.1 Data Longitudinal 
Data longitudinal adalah data yang diperoleh dari pengukuran berulang 
(repeated measures) pada beberapa individu (unit cross-sectional) dalam 
waktu berturut-turut (unit waktu), dengan asumsi bahwa pengamatan dalam 
objek yang sama adalah dependen namun pengamatan antara objek yang satu 
dan yang lain independen. Penelitian menggunakan data longitudinal 
biasanya lebih kompleks dan membutuhkan biaya lebih besar daripada 
penelitian cross-sectional, namun lebih andal dalam mencari jawaban tentang 
dinamika perubahan yang terjadi dalam objek tertentu. Pengamatan dalam 
studi data longitudinal, pada umumnya dilakukan terhadap n objek yang 
saling independen. Misalkan tij menyatakan pengamatan pada waktu ke-j dari 
objek ke-i dan yij menyatakan variabel respon pada waktu tij dan xij 
merupakan prediktor yang diamati pada objek ke-i, maka data longitudinal 
diberikan oleh  {(tij, yij, xij) ; 1< i < n, 1 < j < ni}, dimana ni menyatakan 
banyaknya pengukuran berulang dari individu ke-i. 
2.2 Spline dalam Regresi Nonparametrik 
Data dalam pendekatan regresi nonparametrik, mencari sendiri bentuk 
pendugaannya, tanpa dipengaruhi oleh faktor subjektifitas peneliti. Spline 
merupakan potongan polinomial (piecewise polynomial) orde k yang 
memiliki sifat tersegmen kontinu. Sifat inilah yang memberikan fleksibilitas 
lebih dari polinomial biasa, sehingga memungkinkan untuk menyesuaikan 
diri secara efektif terhadap karakteristik lokal dari fungsi atau data. Titik 
perpaduan bersama dari potongan-potongan polinomial yang memperlihatkan 
terjadinya perubahan pola prilaku dari fungsi spline pada interval-interval 
yang berbeda disebut titik knot. 
Suatu fungsi spline dengan titik-titk knot              didefenisikan 
sebagai sembarang fungsi f yang dirumuskan dalam bentuk: 
  (   )   ∑      
   ∑     (      ) 
  
   
 
    , i = 1,2,...,n ;  j =1,2,...,ni                
dengan 
(      ) 
 
  {
(      )
 
         
                         
                                                 
             adalah parameter dan             adalah titik knot.                                    
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Salah satu cara untuk mengestimasi kurva regresi nonparametrik dengan 
pendekatan spline adalah dengan memilih titik knot optimal. Peran titik knots 
dan parameter penghalus λ dalam model spline adalah serupa tetapi 
kemampuan pengestimasian estimator spline dengan memilih parameter 
penghalus optimal, tidak terlihat secara visual.  
 
2.3 Model Varying-Coefficient  
 Model Varying Coefficient secara umum dapat dituliskan dalam bentuk : 
      (   )     (   )  (   )       ,   j = 1,2, …,ni  ; i = 1,2, ….,n                
Estimasi model Varying Coefficient terboboti dengan menggunakan 
pendekatan spline polynomial truncated diperoleh dengan meminimumkan 
WLS : 
∑∑  [      (   )     (   )  (   )]
 
  
   
 
   
 
 
   = Pembobot. 
    = Variabel respon pada pengukuran ke-j dari subjek ke-i. 
  (   ) = Fungsi koefisien yang belum diketahui. 
  (   ) = Fungsi koefisien yang belum diketahui. 
    = Prediktor pada pengukuran ke-j dari objek ke-i 
(   ) = Waktu pengukuran ke-j dari objek ke-i. 
 
  Hubungan antara variabel respon dan variabel prediktor dalam Model 
Varying-Coefficient pada data longitudinal ini diasumsikan linear pada waktu 
tertentu akan tetapi koefisien regresinya berubah berdasarkan waktu. 
 
2.4 Human Immunodeficiency Virus (HIV) 
 Acquired Immune Deficiency Syndrome (AIDS) merupakan kumpulan 
gejala penyakit yang disebabkan oleh Human Immunodeficiency Virus (HIV). 
Penderita infeksi HIV dinyatakan sebagai penderita AIDS ketika 
menunjukkan gejala atau penyakit tertentu yang merupakan akibat dari 
penurunan daya tahan tubuh yang disebabkan oleh virus HIV atau tes darah 
yang menunjukkan jumlah CD4 < 200/mm
3
. 
 
2.5 Cluster of Differentiation 4 (CD4) 
 
Sel CD4 adalah sebuah marker atau penanda yang berada di permukaan 
sel-sel darah putih manusia, terutama sel-sel limfosit. CD4 pada seseorang 
dengan sistem kekebalan tubuh yang menurun menjadi sangat penting, karena 
Universitas Hasanuddin 
4 
Prodi Statistika, Jurusan Matematika, Univesitas Hasanuddin, 
email: lucecandledian@yahoo.com 
berkurangnya sel ini menunjukkan berkurangnya sel darah putih yang 
seharusnya berperan dalam memerangi infeksi yang masuk ke dalam tubuh 
manusia. Pada orang dengan sistem kekebalan tubuh normal, nilai CD4 
berkisar antara 1400-1500. Sedangkan pada orang dengan sistem kekebalan 
tubuh yang terganggu (seperti pada orang terinfeksi virus HIV) nilai CD4 
semakin lama semakin menurun.  
 
3 Data 
Data yang digunakan dalam tugas akhir ini adalah data sekunder berupa data 
AIDS Clinical Trials Group (ACTG) yang diambil dari penelitian Liang, Wu 
dan Carol (2003). Dipilih 10 pasien penderita HIV yang saling independen 
dengan catatan bahwa setiap penderita belum pernah mendapatkan obat antiviral 
dengan sel CD4, yaitu 100-300/μL. Variabel yang digunakan dalam penelitian 
ini adalah : 
1) Variabel respon      , yaitu virus HIV-RNA diamati mulai hari ke-0 
sampai hari ke-175 pada penderita HIV sebanyak 10 orang. 
2) Prediktor      , yaitu kadar CD4 yang  diamati mulai hari ke-0 sampai hari 
ke-175 pada penderita HIV sebanyak 10 orang. 
Langkah-langkah  yang dilakukan berkaitan dengan tujuan penelitian adalah 
sebagai berikut : 
a. Model varying coefficient yang digunakan : 
       (   )             (   )      ,            ,            , 
dengan  (   ) adalah fungsi koefisien yang merupakan suatu fungsi tertentu 
yang belum diketahui,     adalah hari pengamatan ke-j dari orang ke-i yang 
menderita HIV, dan     adalah error pada waktu    . 
b. Mengkaji taksiran fungsi koefisien pada model varying coefficient pada data 
longitudinal menggunakan pendekatan spline yaitu meminimumkan WLS 
dengan langkah-langkah sebagai berikut : 
1. Diberikan model varying coefficient : 
                            (   )             (   )      ,             ,             , 
2. Menyatakan   (   ) sebagai fungsi spline basis truncated power yaitu : 
  (   )                      
         (      ) 
 
  
        (      ) 
 
 
3. Menyatakan   (   ) sebagai fungsi spline basis truncated power yaitu : 
  (   )                      
         (      ) 
 
  
        (      ) 
 
 
4. Mendapatkan estimator  ̂ dengan meminimumkan WLS : 
∑ ∑   [      (   )     (   )  (   )]
   
   
 
    
c. Penerapan model varying coefficient pada data longitudinal pada data ACTG 
dengan langkah- langkah sebagai berikut : 
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1. Diberikan model varying coefficient : 
       (   )             (   )      ,             ,           , 
2. Plot data (       ) pada waktu t = 0 hingga t = 175 
3. Plot data (       ),          ,               ,    
4. Menentukan nilai estimator menggunakan pendekatan spline dengan 
langkah-langkah sebagai berikut : 
a) Menentukan estimator spline 
b) Menghitung nilai GCV dari tiap titik knot. 
c) Memilih titik knot optimal, yakni yang mempunyai nilai GCV 
terkecil dari setiap pasien. 
d) Melakukan estimasi secara simultan dengan menggunakan titik knot 
optimal yang didapatkan dari setiap pasien. 
e) Menghitung nilai koefisien determinasi dan MSE dari model spline 
optimal. 
f) Memodelkan secara parsial dengan menggunakan hasil estimasi 
yang diperoleh secara simultan. 
 
4 Hasil dan Pembahasan 
4.1 Taksiran Fungsi Koefisien Menggunakan Pendekatan Spline 
Pada data longitudinal, model varying coefficient dapat ditulis dalam bentuk : 
       (   )      (   )   (   )      ,             ,                (4.1) 
dengan     merupakan variabel respon pada pengukuran ke-j dari obyek ke-i, 
   (   ) dan   (   ) merupakan fungsi yang tidak diketahui,     dinamakan 
prediktor pada pengukuran ke-j dari obyek ke-i,     melambangkan waktu 
pengukuran ke-j dari obyek ke-i,     menyatakan error pada waktu    ,    adalah 
banyaknya pengukuran dari obyek ke-i dan fungsi f adalah fungsi koefisien 
regresi yang tidak diketahui. Hubungan antara variabel respon dan variabel 
prediktor diasumsikan linear pada waktu tertentu tetapi koefisien regresinya 
berubah berdasarkan waktu. 
Suatu fungsi spline dengan titik-titik knot              didefenisikan sebagai 
fungsi sembarang fungsi f yang dirumuskan dalam bentuk : 
  (   )   ∑      
   ∑     (      ) 
  
   
 
    
      =   +     +     
  +…+     
 
+    (      ) 
 
+…+    (      ) 
 
         
(4.2) 
dengan 
(      ) 
 
  {
(      )
 
         
                         
  
             adalah parameter dan             adalah titik knot. 
diperoleh persamaan sebagai berikut : 
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    = Ф0(   )
 
   +         Ф1(   )
 
   +    ,            ,              
 = [Ф (   )
 
                Ф (   )
 
 ] [
  
  
] +     
Untuk memperoleh bentuk estimator dari   pada (4.7) dapat dilakukan 
dengan cara meminimumkan Weight Least Square (WLS) : 
      =                    
             =      -         +                                              
Sehingga diperoleh : 
 ̂=           Y                                                                                  (4.9) 
dimana 
 ̂ = [ ̂     ̂ ]
  
dengan  
 ̂   = [ ̂      ̂            ̂      ]
 
,  
  ̂ = [ ̂      ̂            ̂      ]
 
 
Sehingga estimasi  ̂   dari (4.1) dapat ditulis menjadi : 
 ̂   =  ̂0 (   ) +    (   ) ̂1 (   )               ,              
 = Ф0(   )
 
 ̂  +    (   )Ф (   )
 
 ̂  
 
4.2 Model Varying Coefficient pada Data ACTG 
 
Dengan menggunakan model varying coefficient, akan dimodelkan hubungan 
antara HIV-RNA dan sel CD4.Selanjutnya, untuk mengestimasi model (4.1), 
maka dilakukan pendekatan spline dengan menggunakan Weighted Least Square 
(WLS). Proses selanjutnya dengan memplot data antara HIV-RNA dan sel CD4 
untuk memperlihatkan kecenderungan data ACTG dalam mengikuti model 
varying coefficient.  
 
4.2.1 Model Parsial 
Model spline yang optimal ditentukan dengan pemilihan titik knot 
optimal melalui nilai GCV terkecil. Prosedur analisis model varying 
coefficient dilakukan melalui pemilihan titik knot optimal dimulai dari 1 
sampai 2 titik knot pada orde 1 dan 2 untuk semua pasien (Lampiran 2). 
Selanjutnya model parsial yang optimal dari masing-masing pasien diuraikan 
berikut ini : 
a. Pasien 1 
  
Nilai GCV optimum pasien 1 untuk p = 2, d = 1 
Letak Titik Knot 
GCV               
knot1 knot2 knot1 knot2 
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Dari tabel di atas dapat disimpulkan bahwa untuk data pada pasien 1 dengan 
derajat polinomial masing-masing p = 2 untuk    dengan titik knot 10 dan 
dan d = 1 untuk    dengan titik knot 5 mempunyai nilai GCV minimum yaitu 
1.8637 x 10
-8
. Plot kurva spline polinomial truncated diperlihatkan pada 
Gambar 4.4 berikut : 
 
 
 
 
 
 
 
 
       Plot antara     dan     p =  2, d = 1 pasien-1 
Berdasarkan Gambar diatas dan nilai GCV minimum yang bersesuain dengan 
titik knot optimal, sehingga dapat dikatakan bahwa lokasi terjadinya 
perubahan pola data terjadi pada hari ke- 5 dan 8.  
Dari titik knot optimal tersebut maka dapat diperoleh model parsial dari 
pasien 1 sebagai berikut : 
Tabel 4.3 hasil estimasi         untuk pasien 1 
Titik Knot Derajat 
Polinomia
l 
Hasil estimasi parameter 
k1 k2  00  01  02 
 03 
8 - 2 1.3533 -0.3166 0.019872 -0.019875
 
 
8 - 5 - 1.8637 x 10
-8 
13 - 5 10 2.8617 x 10
-5 
10 2 8 - 9.9252 x 10
-3 
2 10 9 5 1.2999 x 10
-2 
0 20 40 60 80 100 120 140 160 180
1.5
2
2.5
3
3.5
4
plot spline fit
waktu
H
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A
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Dari Tabel 4.3 di atas, diperoleh model estimasi koefisien untuk   (   ) 
yaitu:  ̂       = 1.3533          + 0.019872   
           (     ) 
 
   
Tabel 4.4 hasil estimasi         untuk pasien 1 
Titik 
Knot 
Derajat 
Polinomi
al 
Hasil estimasi parameter 
k1 k2  10   11   12   
5 - 1 -4.3408
 
8.889x10
-1
 8.9163x10
-1
 
 
Dari Tabel di atas, diperoleh model estimasi koefisien untuk         yaitu: 
 ̂       = -4.3408  8.889x10
-1    + 8.9163x10
-1(     )  
Berdasarkan hasil estimasi pada Tabel 4.3 dan 4.4, maka diperoleh model 
regresi yaitu hubungan antara HIV RNA  dan  sel CD4  untuk pasien 1 
sebagai berikut : 
 ̂   = 1.3533          + 0.019872   
           (     ) 
 
 + 
                  (   ){4.3408  8.889x10
-1    + 8.9163x10
-1(     ) } 
4.2.2 Model Simultan 
Setelah diperoleh model parsial optimal dari masing-masing pasien, 
selanjutnya titik-titik knot yang digunakan dalam menentukan model parsial 
akan digunakan untuk mendapatkan hasil estimasi secara simultan untuk 
keseluruhan pasien. Setelah didapatkan hasil estimasi secara simultan, maka 
diperoleh nilai MSE adalah 8.2x10
-2
 , nilai GCV simultan adalah dan R
2
 sebesar 
91% dengan model varying coefficient sebagai berikut : 
 ̂                               
     
  
             (      ) 
 
                   
        (      )                      
             (       )            
  (       )  
    (   ) {           
                   
            (     ) }  
    (   ) {           
                            
     
  
            (      ) 
 
            (      ) 
 
}    
    (    ) {          
                    
            (       ) }  
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Dari model tersebut di atas, maka dapat diinterpretasikan bahwa 
penerapan model varying coefficient dengan menggunakan spline polynomial 
truncated pada data ACTG memberikan hasil estimasi fungsi koefisien yang 
bervariasi pada setiap pengamatan.  
5. Penutup 
5.1. Kesimpulan 
Berdasarkan pada pembahasan sebelumnya dapat diambil kesimpulan bahwa : 
1. Estimasi kurva regresi pada model varying coefficient dengan menggunakan 
pendekatan splinedengan memininimumkan WLS, diperoleh estimator untuk 
  (   ),   (   ) dan ̂  sebagai berikut: 
 ̂ (   )     (   )
 
 ̂ ,                                      ,              
 ̂ (   )     (   )
 
 ̂ ,             ,              
 ̂    ̂ (   )       ̂ (   ),                               ,              
atau ̂   dapat ditulis menjadi : 
 ̂     (   )
 
 ̂       (   )
 
 ̂  
 
2. Data ACTG pada 10 pasien yang menggambarkan hubungan antara HIV-
RNA dengan kadar CD4 memiliki koefisien regresi yang bervariasi dengan 
nilai koefisien determinasi yang lemah pada setiap waktu pengukuran, 
sehingga dapat dimodelkan dengan spline varying coefficient. 
3. Hubungan antara HIV-RNA dengan kadar CD4 dengan spline varying 
coefficient menunjukkan pengaruh kadar CD4 terhadap HIV-RNA sangat 
kuat, yang ditunjukkan oleh koefisien determinasi sebesar 91% 
5.2. Saran 
Untuk penelitian lebih lanjut, disarankan untuk menambah jumlah pasien 
ataupun menggunakan data terbaru. Selain itu, pengembangan metode spline 
yang laindapat digunakan dalam menganalisis data ACTG, misalnya dengan 
P-Spline. 
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