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In this paper we deal with the convergence of the sequence τ̂n (x)=
(x1 + · · · + xn)/τn for a given sequence τ = (τn)n. Then we
consider the (C, λ, μ) summability that generalizes the (C, 1) sum-
mability and characterize the equivalence between the convergence
of xn/τn and the convergence of the sequenceμ
′
n = 1/λn
∑n
m=1 μ̂m
(x); and the equivalence between the convergence of τ̂n (x) and the
convergence of μ′n.
© 2012 Published by Elsevier Inc.
1. Introduction
In this paper we study an extension of the well known summability (C, 1). This problem is formu-
lated as follows. Consider a series
∞∑
m=1
xm (1.1)
and put sn = ∑nm=1 xm. The series (1.1) is said to be summable (C, 1) if the sequence
σn = 1
n
n∑
m=1
sm
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converges to a limit. Hardy [2] introduced the sequence yn = ∑∞m=n xm/m and proved that if the series
(1.1) is summable (C, 1), then the series
∑∞
n=1 yn is convergent.
Recently Móricz and Rhoades [8], gave generalizations of some results of Hardy using the sum-
mability N. Recall that a weighted mean matrix N is an infinite lower triangular matrix with entries[
N
]
nm = pm/Pn where pn > 0 for all n and Pn =
∑n
m=1 pm. We easily see that N = C1 for
p = e = (1, . . . , 1, . . .) and the summability N is a natural generalization of (C, 1) summability.
In [8] the authors showed that under some conditions a series (1.1) is summable N to a number L ∈ C
if and only if the series
∑
n
∑∞
m=n (pn/Pm) xm tends to the same limit L. In de Malafosse and Rakocˇevic´
[7] there is another generalization of some results on the (C, 1) summability defined by Hardy.
Let U+ be the set of sequences x such that xn > 0 for all n. We will say that the series (1.1) is
summable (C, λ, μ) for λ, μ ∈ U+ if
1
λn
n∑
m=1
sm
μm
→ χ (n → ∞) for some χ ∈ C. (1.2)
For λn = n and μn = 1 for all n, (C, λ, μ) summability reduces to (C, 1) summability. In this paper
we will give some conditions on λ and μ for the series in (1.1) to be summable (C, λ, μ), so we will
get special conditions of regularity.
Now we need to recall well known results on sequence spaces.
2. Definitions and preliminaries
In the following we will consider a matrix A = (anm)n,m1 of complex numbers. A sequence
x = (xn)n1 of complex numbers is said to be summable to a limit l, if the series An (x) = ∑∞m=1 anmxm
tends to a limit as n → ∞. We then have Ax = (∑∞m=1 anmxm)n1. Let s be the set of all complex
sequences. We will write l∞, c0 and c for the sets of all bounded, null and convergent sequences,
respectively. By cswe denote the set of all convergent series. For any given subset F of s, we call the set
FA = {x ∈ s : Ax ∈ F}
the domain of A. For E, F ⊂ s, we write (E, F) for the set of all matrix transformations that map E to F .
For given τ ∈ s we consider the diagonal matrix Dτ = (τnδnm)n,m1, (where δnn = 1 for all n, and
δnm = 0 otherwise). Putting U+ for the set of sequences x such that xn > 0 for all n, we then consider
the Banach spaces
sτ = Dτ l∞ = (l∞)D1/τ and s(c)τ = Dτ c = cD1/τ for τ ∈ U+,
see [3–6]. Note that
sτ = {x ∈ s : xn = τnO (1) (n → ∞)}
and
s(c)τ = {x ∈ s : xn/τn → l (n → ∞) for some scalar l} .
It can easily be seen that for τ , ν ∈ U+ and E, F ⊂ swe have A ∈ (Dτ E,DνF) if and only if D1/νADτ ∈
(E, F), particularly we will use the fact that A ∈
(
s(c)τ , s
(c)
ν
)
if and only if D1/νADτ ∈ (c, c).
We use the matrix transformation C (λ) for λn = 0 for all n, see [4], recall that C (λ) is a triangle
with [C (λ)]nm = 1/λn for m  n, n = 1, 2, . . ., and [C (λ)]nm = 0 otherwise. For λ = e =
(1, 1, . . . , 1, . . .) we will write C (λ) = . Since −1 = 	 with 	nn = 1, 	n,n−1 = −1 for all
n  1, with 	1,0 = 0 and 	nm = 0 otherwise. The matrix C (λ) being a triangle we easily deduce
[C (λ)]−1 = (D1/λ)−1 = 	Dλ.
So putting 	(λ) = 	Dλ we have [C (λ)]−1 = 	(λ), see [5]. It is usually written C (λ) = C1 for
λ = (n)n1 and C1 is called the Cesàro operator.
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3. Relation between the convergence of τ̂ (x) and of x/μ
For τ ∈ U+ we write
τ̂n (x) = x1 + · · · + xn
τn
for all n and all x = (xn)n1 ,
and put τ̂ (x) = (τ̂n (x))n1. In this section we are interested in the equivalence xn/μn → l if and
only if τ̂n (x) → l (n → ∞). For this we need to recall the characterization of (c, c).
Lemma 3.1. A = (anm)n,m1 ∈ (c, c) if and only if
(i) supn1
∑∞
m=1 |anm| < ∞,
(ii) limn→∞
∑∞
m=1 anm = l for some l ∈ C
(iii) limn→∞ anm = lm for some lm ∈ C and for all m  1.
A matrix transformation A = (anm)n,m1 ∈ (c, c) is said to be regular if xn → l implies An (x) =∑∞
m=1 anmxm is convergent for all n and converges to the same limit, see for instance [9]. We write
xn → l implies An (x) → l (n → ∞) for some complex number l. Recall that A is regular if and only if
supn1
∑∞
m=1 |anm| < ∞, limn→∞
∑∞
m=1 anm = 1 and limn→∞ anm = 0 for all m  1. We will use
these results in the following.
3.1. First results
Consider the following conditions where τ , μ ∈ U+.
τn − τn−1
μn
→ l (n → ∞) for some l ∈ C, (3.1)
sup
n
(
τn + τn−1
μn
)
< ∞, (3.2)
1
τn
n∑
m=1
μm → L (n → ∞) for some L ∈ C; (3.3)
Now let us state the following result.
Proposition 3.2. (i) (a) The condition
τ̂ (x) ∈ c implies x/μ ∈ c for all x
is equivalent to (3.1) and (3.2);
(b) the condition
τ̂n (x) → χ ⇒ xn/μn → χ (n → ∞) for all x and for some χ ∈ C
is equivalent to (3.1) with l = 1 and (3.2).
(c) the condition
x/μ ∈ c implies τ̂ (x) ∈ c for all x
is equivalent to (3.3) and 1/τ ∈ c;
(d) for any given x ∈ s, the condition
xn/μn → χ ′ ⇒ τ̂n (x) → χ ′ (n → ∞) for some χ ′ ∈ C
is equivalent to (3.3) with L = 1 and 1/τ ∈ c0.
(ii) (a) The condition τ̂ (x) ∈ c if and only if x/μ ∈ c for all x is equivalent to (3.1)–(3.3) and 1/τ ∈ c;
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(b) for any given x ∈ s, the condition
τ̂n (x) → χ ⇐⇒ xn/μn → χ (n → ∞)
is equivalent to 1/τ ∈ c0, condition (3.2) holds and (3.1), (3.3) hold with l = L = 1.
Proof
(i) (a) For every x the condition τ̂ (x) ∈ c implies x/μ ∈ c means that C (τ ) x ∈ c implies x ∈ s(c)τ .
Putting y = C (τ ) x ∈ c, we then have x = 	(τ) y ∈ s(c)μ for all y ∈ c. So the condition τ̂ (x) ∈ c
implies x/μ ∈ c is equivalent to 	(τ) ∈
(
c, s(c)μ
)
, that is D1/μ	 (τ) ∈ (c, c).
(i) (b) is a direct consequence of (i) (a).
(i) (c) The condition x/μ ∈ c implies τ̂ (x) ∈ c means that C (τ ) ∈
(
s(c)μ , c
)
that is C (τ )Dμ ∈
(c, c). Putting C (τ )Dμ = (cnm)n,m1 we have cnm = μm/τn form  n and cnm = 0 otherwise.
We conclude using the characterization of (c, c).
(i) (d) is a direct consequence of (i) (c) and of the regularity of C (τ )Dμ.
(ii) (a). It is enough to show that the condition x/μ ∈ c implies τ̂ (x) ∈ c if and only if (3.3) holds and
1/τ ∈ c. The condition x/μ ∈ c implies τ̂ (x) ∈ c is equivalent to x ∈ s(c)μ implies C (τ ) x ∈ c.
Thus C (τ )Dμ ∈ (c, c) and as we have seen in (i) (c), this means that (3.3) holds and 1/τ ∈ c.
(ii) (b) is a direct consequence of the preceding and the proof is left to the reader. 
3.2. Case when τ = μ
As a consequence of Proposition 3.2, when τ = μ we get the following properties.
Proposition 3.3. Let τ ∈ U+.
(i) The following statements are equivalent:
(a) τn−1/τn → 0 (n → ∞),
(b) xn/τn → χ if and only if τ̂n (x) → χ (n → ∞) for all x ∈ s and for some χ ∈ C.
(ii) The following statements are equivalent:
(a) τn−1/τn → l < 1 (n → ∞),
(b) τ̂ (x) ∈ c if and only if x/τ ∈ c for all x ∈ s,
Proof
(i) First by [4, Proposition 2.1, p. 1786] τn−1/τn → 0 if and only if
τ̂n (τ ) = τ1 + · · · + τn
τn
→ 1 (n → ∞) .
So by Proposition 3.2(ii) (b), for every x the condition xn/τn → χ if and only if τ̂n (x) → χ
(n → ∞) is equivalent to 1/τ ∈ c0, and (3.1)–(3.3) trivially hold with l = L = 1. So we have
shown (i).
(ii) Here by [6, Theorem 2.2 p. 88] we have τn−1/τn → l < 1 (n → ∞) implies
τ̂n (τ ) = τ1 + · · · + τn
τn
→ L (n → ∞) , (3.4)
for some L ∈ C. Then it is enough to apply Proposition 3.2(ii) (a). This concludes the proof. 
We remark the following:
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Remark 3.4. It is well known that for any given x ∈ s, xn → χ implies (x1 + · · ·+ xn)/n → χ
(n → ∞), but (x1 + · · ·+ xn)/n → χ does not imply x ∈ c. It is a well-known standard result [1,
Theorem I.1] that the summability (C, 1) of a sequence x implies xn/n → 0 (n → ∞). Nevertheless by
Proposition3.2(i) (a)wesee that if (x1 + · · · + xn) /n → χ then xn/n → 0 (n → ∞). Indeedy = C1x
if and only if x = C−11 y = (nyn − (n − 1) yn−1)n1 with y0 = 0. So xn/n = yn−(1 − 1/n) yn−1 → 0
(n → ∞).
To state the next resultweneed to define the set 
̂ of all sequences x ∈ U+ such that limn→∞ xn−1/
xn < 1. Recall the following lemma
Lemma 3.5. Let μ ∈ U+. Then μ ∈ 
̂ if and only if 	 is bijective from s(c)μ to itself.
Proof. This result is a direct consequence of [4, Theorem 2.6, p. 1789, 6, Proposition 2.2, p. 88]. 
We have the following result.
Proposition 3.6. Let τ ∈ U+ and μ ∈ 
̂. The statements (i) and (ii) are equivalent, where
(i) x ∈ s(c)τ if and only if ((x1 + · · · + xn) /μn)n1 ∈ c for all x,
(ii) τn/μn → χ = 0 (n → ∞) for some χ ∈ C.
Proof. From Lemma 3.5 we haveμ ∈ 
̂ if and only if	 is bijective from s(c)μ to itself and it is the same
for = 	−1, so x ∈ s(c)μ if and only ifx ∈ s(c)μ that is ((x1 + · · · + xn) /μn)n1 ∈ c. Thus (i) means
that x ∈ s(c)τ if and only if x ∈ s(c)μ , that is s(c)τ = s(c)μ . We conclude by [6, Theorem 3.5, pp. 92–93] that
(ii) holds. 
3.3. Applications to special cases
In this part we are interested in the study of the cases when τn is of the form n
α , or un for all n, with
α  0 and u > 0.
We deduce from the preceding some properties concerning the sequence (x1 + · · · +xn)/n. More
precisely we can state the following corollary.
Corollary 3.7. Let μ ∈ U+. Then
(i) the conditions (a) and (b) are equivalent, where
(a) (x1 + · · · + xn) /n → χ ′ implies xn/μn → χ (n → ∞) for all x and for some χ , χ ′ ∈ C;
(b) there is C > 0 such that μn  Cn for all n.
(ii) The condition (x1 + · · · + xn) /n → χ ′ is not equivalent to xn/μn → χ (n → ∞).
Proof
(i) It is enough to apply Proposition 3.2(i) (a). Indeed (a) holds if and only if (3.1) and (3.2) hold. This
means that [n − (n − 1)] /μn = 1/μn tends toa limit, that is1/μ ∈ c andsupn (2n − 1) /μn <∞. So there is C > 0 such that μn  Cn for all n. This concludes the proof of (i).
(ii) If (ii) were false then (i) (b) and condition (3.3) in Proposition 2(c) should be satisfied. Now we
have
C
1 + 2 + · · · + n
n
 μ1 + μ2 + · · · + μn
n
for all n
and (1 + 2 + · · · + n) /n → ∞ (n → ∞). This leads to a contradiction and (ii) is satisfied. 
4094 B. de Malafosse, V. Rakocˇevic´ / Linear Algebra and its Applications 436 (2012) 4089–4100
Remark 3.8. Note that Proposition 3.2(ii) (b) is false when we put τn = nβand μn = nα for all n
and for α, β  0, that is, the condition xn/nβ → χ is not equivalent to (x1 + · · · + xn) /nα → χ
(n → ∞) for all x and for some χ ∈ C. Indeed (3.3) implies
τ ′n =
1β + 2β + · · · + nβ
nα
= O (1) (n → ∞)
and since
∫ k
k−1 xβdx  kβ for k = 1, 2, . . ., then
1
nα
n∑
k=1
∫ k
k−1
xβdx = 1
nα
∫ n
0
xβdx = 1
(β + 1) nα−β−1  τ
′
n  K for all n.
So β + 1  α. On the other hand supn
(
(nα + (n − 1)α) /nβ
)
< ∞ implies β − α  0, so we are
led to a contradiction and xn/n
β → χ is not equivalent to (x1 + · · · + xn) /nα → χ (n → ∞) for
χ ∈ C.
When μn = rn and τn = un we get the following.
Proposition 3.9. Let r, u > 0. The following statements are equivalent.
(i) xn/r
n → χ if and only if (x1 + · · · + xn) /un → χ ′ (n → ∞) for all x and for some χ , χ ′ ∈ C,
(ii) r = u > 1.
Proof. First we show (i) implies (ii). By Proposition 3.2, condition i) holds if and only if (3.1)–(3.3) hold
and 1/τ ∈ c, that is
un − un−1
rn
→ χ (n → ∞) for some χ ∈ C, (3.5)
sup
n
(
un + un−1
rn
)
< ∞, (3.6)
1
un
n∑
k=1
rk → χ ′ (n → ∞) for some χ ′ ∈ C, (3.7)
(
u−n
)
n1 ∈ c. (3.8)
Conditions (3.6) and (3.8) imply together 1  u  r. Then (3.5) is satisfied since ((u/r)n (1 − 1/u))n1
∈ c. By (3.7) we have u > 1. Indeed for u = 1 the convergence of the sequence
(∑n
k=1 rk
)
n1 implies
r < 1 which contradicts the condition 1  u  r. Finally (3.7) implies
rn+1 − r
un (r − 1) ∼
(
r
u
)n r
r − 1 (n → ∞)
is convergent and r/u  1. We conclude u = r > 1. Conversely assume u = r > 1. Then (3.5)–(3.8)
hold. This concludes the proof. 
4. The summability (C, λ,μ)
In this section we study an extension of the well known summability (C, 1). Here we say that a
series (1.1) is summable (C, λ, μ) for λ, μ ∈ U+ if
1
λn
n∑
m=1
μ̂m (x) = 1
λn
n∑
m=1
sm
μm
→ χ for some χ ∈ C. (4.1)
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Undersomeconditionsonλandμwewillgiveanecessaryandsufficientconditions for theseries (1.1) to
besummable(C, λ, μ). In thiswaywedealwiththeset s(c)τ andsummability(C, λ, μ)andstudyamong
otherthingstheequivalencebetweentheconditionx ∈ s(c)τ and(4.1);andbetweentheconvergenceof
1
τn
sn
and condition (4.1).
4.1. The set s(c)τ and summability (C, λ, μ)
For λ, μ, τ ∈ U+ consider the following conditions
lim
n→∞
1
λn
n∑
m=1
⎛⎝ n∑
i=m
1
μi
⎞⎠ τm = l for some l ∈ C, (4.2)
lim
n→∞
1
λn
⎛⎝ n∑
i=m
1
μi
⎞⎠ = lm for some lm ∈ C,m = 1, 2, . . . (4.3)
1
τn
[λn−2μn−1 − λn−1 (μn + μn−1) + λnμn] → l′ (n → ∞) for some l′ ∈ C, (4.4)
sup
n
1
τn
[λn−2μn−1 + λn−1 (μn + μn−1) + λnμn] < ∞. (4.5)
We then have the following result.
Proposition 4.1. Let X ∈ s.
(i) Conditions (4.2) and (4.3) are equivalent to the statement
(a) xn/τn tends to a limit implies the series
∑
n xn is summable (C, λ, μ).
(ii) Conditions (4.4) and (4.5) are equivalent to the statement
(b) The series
∑
n xn is summable (C, λ, μ) implies xn/τn tends to a finite limit.
Proof. (i) Statement (a) means that x ∈ s(c)τ implies C (λ) (C (μ) x) ∈ c for all x, that is
C (λ) C (μ)Dτ ∈ (c, c) . (4.6)
Now an immediate calculation gives
[C (λ) (C (μ) x)]n =
1
λn
n∑
m=1
1
μm
⎛⎝ m∑
k=1
xk
⎞⎠ = 1
λn
n∑
k=1
⎛⎝ n∑
m=k
1
μm
⎞⎠ xk,
so
[C (λ) C (μ)]nm =
⎧⎪⎨⎪⎩
1
λn
n∑
i=m
1
μi
form  n,
0 otherwise.
Condition (4.6) means that C (λ) C (μ) ∈
(
s(c)τ , c
)
. Then C (λ) C (μ)Dτ ∈ (c, c) with
[C (λ) C (μ)Dτ ]nm =
⎧⎪⎪⎨⎪⎪⎩
1
λn
(
n∑
i=m
1
μi
)
τm form  n,
0 otherwise.
We conclude by Lemma 3.1 that (4.6) holds if and only if (4.2) and (4.3) hold.
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(ii) Statement (b) means that y = C (λ) (C (μ) x) ∈ c implies x ∈ s(c)τ for all x. So
(C (λ) C (μ))−1 = 	(μ)	 (λ) ∈
(
c, s(c)τ
)
.
We easily get
(	 (μ) (	 (λ) x))n = μn (λnxn − λn−1xn−1) − μn−1 (λn−1xn−1 − λn−2xn−2)
= μnλnxn − λn−1 (μn + μn−1) xn−1 + μn−1λn−2xn−2 for all n.
So
D1/τ	 (μ)	 (λ) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
λ1μ1
τ1
−λ1(μ2+μ1)
τ2
λ2μ2
τ2
0
λ1μ2
τ3
−λ2(μ3+μ2)
τ3
λ3μ3
τ3
0 . . .
λn−2μn−1
τn
−λn−1(μn+μn−1)
τn
λnμn
τn
0 . . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We conclude applying Lemma 3.1 to the matrix D1/τ	 (μ)	 (λ). 
Example 4.2. It can easily be seen that if xn tends to a limit then
∑∞
n=1 xn is summable (C, λ, e)with
λn = n2 for all n.
This statement can be written in the following way:
if xn → χ then
(
1/n2
)∑n
k=1 (n − k + 1) xk → χ ′ (n → ∞) for some χ , χ ′ ∈ C.
Now note that if the series (1.1) is summable (C, 1) then xn/n tends to a limit. Indeed note that for
λn = τn = n and μ = e conditions (4.4) and (4.5) hold.
We are led to deal with the convergence of τ̂ (x) and the summability (C, λ, μ) .
4.2. Relation between the convergence of τ̂ (x) and the summability (C, λ, μ)
In the following we are interested in the equivalence
τ̂n (x) = 1
τn
sn → χ if and only if 1
λn
n∑
m=1
sm
μm
→ χ ′ (n → ∞) for all x (4.7)
From Proposition 4.1 we deduce the following corollary.
Corollary 4.3. For τ ∈ 
̂ condition (4.7) is equivalent to (4.2)–(4.5).
Proof. We have τ̂n (x) ∈ c if and only if C (τ ) x ∈ c that is x ∈ 	(τ) c = 	s(c)τ . By Lemma 3.5, the
operator	 is bijective from s(c)τ to itself and	s
(c)
τ = s(c)τ . Thus using Proposition 4.1 we easily see that
(4.7) is equivalent to (4.2)–(4.5). 
To state the next result we need to recall the following conditions where λ, μ, τ ∈ U+
lim
n→∞
1
λn
n∑
m=1
τm
μm
= L for some L ∈ C, (4.8)
1
λ
∈ c, (4.9)
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λnμn
τn
− λn−1μn
τn
→ l (n → ∞) , (4.10)
sup
n
{
μn
τn
(λn + λn−1)
}
< ∞. (4.11)
We then have
Theorem 4.4
(i) Condition (4.7) is equivalent to (4.8)–(4.11).
(ii) If λ ∈ 
̂, then (4.7) holds if and only if λnμn/τn → l = 0 for some l.
Proof. (i) First note that (4.7) holds if and only if
C (τ ) x ∈ c ⇔ C (λ) (C (μ) x) ∈ c for all x. (4.12)
We will show that the condition
C (τ ) x ∈ c ⇒ C (λ) (C (μ) x) ∈ c for all x (4.13)
is equivalent to (4.8) and (4.9), and that the condition
C (λ) (C (μ) x) ∈ c ⇒ C (τ ) x ∈ c for all x (4.14)
is equivalent to (4.10) and (4.11).
We show that (4.13) is equivalent to (4.8) and (4.9). For this put y = C (τ ) x, since C (τ ) is a triangle
and C (τ )−1 = 	(τ), then
C (λ) (C (μ) x) = C (λ) (C (μ)	 (τ) y) .
Therefore (4.13) holds if and only if C (λ) (C (μ)	 (τ) y) ∈ c for all y ∈ c. This means that
C (λ) C (μ)	 (τ) ∈ (c, c) ,
and since
C (μ)	 (τ) = D1/μ	Dτ = D1/μIDτ = Dτ/μ
we must have C (λ)Dτ/μ ∈ (c, c). Now we have [C (λ)Dτ/μ]nm = τm/μmλn for m  n and[
C (λ)Dτ/μ
]
nm
= 0otherwise. SoC (λ)Dτ/μ ∈ (c, c) if and only if limn→∞ (1/λn)∑nm=1 τm/μm = L
for some L ∈ C and τm/λnμm → lm (n → ∞) for some lm ∈ C form  1, that is (4.8) and (4.9).
Then show (4.14) is equivalent to (4.10) and (4.11). Putting y = C (λ) (C (μ) x), we see that (4.14)
is equivalent to y ∈ c implies C (τ ) (C (λ) C (μ))−1 y ∈ c for all y. Now
C (τ ) (C (λ) C (μ))−1 = C (τ )	 (μ)	 (λ) = D1/τ	Dμ	 (λ)
= D1/τ IDμ	 (λ) = Dμ/τ	 (λ) ;
and
Dμ/τ	 (λ) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
λ1μ1
τ1
. . . 0
. . −λn−1μn
τn
λnμn
τn
0 . . . .
.
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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Thus (4.14) means that Dμ/τ	 (λ) ∈ (c, c), that is (4.10) and (4.11).
(ii) As we have just seen, condition (4.12) holds if and only if
y ∈ c ⇔ C (λ) C (μ)	 (τ) y = C (λ)Dτ/μy ∈ c. (4.15)
The condition C (λ)Dτ/μy ∈ cmeans that y ∈ Dμ/τ	 (λ) c; and since λ ∈ 
̂, then	(λ) c = s(c)λ . We
conclude that (4.15) is equivalent to s
(c)
λμ/τ = c, that is λnμn/τn → l = 0 for some l. 
Remark 4.5. By Theorem 4.4 (ii) we easily deduce that for λ ∈ 
̂, conditions (4.8)–(4.11) hold if and
only if λnμn/τn → l = 0 for some l ∈ C.
We are led to state the following corollary where we use the set Ĉ1 of all sequences x ∈ U+ such
that
sup
n
(
sn
xn
)
< ∞,
see [4].
Corollary 4.6. Condition (4.7) implies there are K1, K2 > 0 such that⎧⎪⎨⎪⎩
λ ∈ Ĉ1,
K1
τn
μn
 λn  K2
τn
μn
for all n.
(4.16)
Proof. From the proof of Theorem 4.4, condition (4.7) implies (4.11) and
sup
n
(
1
λn
n∑
m=1
τm
μm
)
< ∞. (4.17)
So there are K ′1, K ′2 > 0 such that
0 < K ′1 
1
λn
τn
μn
 K ′2 for all n
and then
K ′1
μn
τn
 1
λn
 K ′2
μn
τn
for all n. (4.18)
So condition (4.17) implies there is K > 0 such that
K ′1
μn
τn
n∑
m=1
τm
μm
 1
λn
n∑
m=1
τm
μm
 K for all n,
and τ/μ ∈ Ĉ1. On the other hand by [5, Proposition 1(iii), p. 244], condition (4.18) implies s1/λ =
sμ/τ , that is sλ = sτ/μ. We conclude using [5, Proposition 4, p. 251] that since τ/μ ∈ Ĉ1 then
λ ∈ Ĉ1. 
We immediately deduce the following remark.
Remark 4.7. If τ = μ then (4.7) cannot hold, since K1  λn  K2 for all n and by [4, Proposition 2.1,
p. 1786], the condition λ ∈ Ĉ1 implies λn → ∞ (n → ∞).
We can illustrate Theorem 4.4 with the next example.
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Example 4.8. Let r, u reals with 0 < u < r. Then for τn = rn,μn = un and λn = (r/u)n for all n, then
(4.8), (4.10) and (4.11) hold and
1
rn
sn → χ ⇔
(
u
r
)n n∑
m=1
sm
um
→ χ ′ (n → ∞) for all x.
Particularly if r = 2, u = 1 and μ = e, then (4.8), (4.10) and (4.11) hold and using the identity∑n
m=1 sm =
∑n
m=1 (n − m + 1) xm we get
1
2n
sn → χ ⇔ 1
2n
n∑
m=1
(n − m + 1) xm → χ ′ (n → ∞) for all x.
Reasoning as in Theorem 4.4 it can easily be shown that
Proposition 4.9. The condition
sup
n
(
1
λn
n∑
m=1
τm
μm
)
< ∞
holds if and only if
sup
n
( |sn|
τn
)
< ∞ ⇒ sup
n
(
1
λn
∣∣∣∣∣
n∑
m=1
sm
μm
∣∣∣∣∣
)
< ∞ for all x ∈ s.
We now search for a characterization of the equivalence τ̂n (x) tends to a limit if and only if the
sequence
1
λn
n∑
m=1
μ̂m (x)
converges to the same limit for all x. For this consider the following conditions
λn → ∞ (n → ∞) , (4.19)
1
λn
n∑
m=1
τm
μm
→ 1 (n → ∞) , (4.20)
λnμn
τn
− λn−1μn
τn
→ 1 (n → ∞) . (4.21)
We can state the next proposition.
Proposition 4.10. Let τ , λ, μ ∈ U+. The condition
1
τn
sn → χ ⇔ 1
λn
n∑
m=1
sm
μm
→ χ (n → ∞)
for all x and for some χ , is equivalent to (4.11) and (4.19)–(4.21).
Proof. From the proof of Theorem 4.4(i) the condition
1
τn
sn → χ implies 1
λn
n∑
m=1
sm
μm
→ χ (n → ∞) for all x, (4.22)
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is equivalent to C (λ)Dτ/μ is regular. Since
lim
n→∞
1
λn
τm
μm
= 0 for allm,
is equivalent to (4.19), the matrix C (λ)Dτ/μ is regular if and only if (4.19) and (4.20) hold. So we have
shown that (4.22) holds if and only if (4.19) and (4.20) hold. Now let us characterize the condition
1
λn
n∑
m=1
sm
μm
→ χ implies 1
τn
sn → χ (n → ∞) for all x. (4.23)
Again from the proof of Theorem 4.4 i) condition (4.23) means that Dμ/τ	 (λ) is regular, that is (4.11)
and (4.21) hold. This concludes the proof. 
As a direct consequence of the preceding we have
Example 4.11. As we have seen in Example 4.8 let r, u reals with r = 2u. Applying Proposition 4.10
with τn = rn, μn = un and λn = 2n+1 for all n, we easily see that (4.11) and (4.19)–(4.21) hold and
1
rn
sn → χ if and only if 1
2n+1
n∑
m=1
2m
sm
rm
→ χ (n → ∞) for all x.
Particularly we have
1
2n
sn → χ if and only if 1
2n+1
n∑
m=1
sm → χ (n → ∞) for all x.
Note that we also have
1
2n
sn → χ if and only if 1
2n+1
∑n
m=1 (n − m + 1) xm → χ (n → ∞) for all x.
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