This study proposes a spatial extension of time series autoregressive conditional heteroskedasticity (ARCH) models to those for areal data. We call the spatially extended ARCH models as spatial ARCH (S-ARCH) models. S-ARCH models specify conditional variances given surrounding observations, which constitutes a good contrast with time series ARCH models that specify conditional variances given past observations. We estimate the parameters of S-ARCH models by a two-step procedure of least squares and the quasi maximum likelihood estimation, which are validated to be consistent and asymptotically normal. We demonstrate the empirical properties by simulation studies and real data analysis of land price data in Tokyo areas.
Introduction
This paper aims to extend autoregressive conditional heteroskedasticity (ARCH) models for time series by Engle (1982) and Bollerslev (1986) to those for areal data, which we call spatial ARCH (S-ARCH) models. Areal data is a kind of spatial data that is composed of discrete observations on areal units. See Fig. 1 for an example of areal data of land prices in Tokyo areas, which are yearly returns in 2014 on areal units of wards, cities and towns. A S-ARCH model is the one that would describe a conditional variance at an areal unit given data at all other areal units, which we shall call spatial volatility, while a time series ARCH model gives a model to express a conditional variance given past observations, which we call time series volatility. Spatial and time series volatility will be distinguished strictly in this paper. Robinson (2009) has done a spatial extension of stochastic volatility (SV) models for time series (Taylor (2008) ). This paper can be regarded as an alternative trial of spatial extensions of time series volatility models in terms of ARCH models.
It is often observed that spatial volatility is not a constant but depends on data at surrounding areal units similarly like time series volatility in financial time series. It is well known that financial time series, even after whitened such as by autoregressive (AR) models, often exhibit substantial dependency in the sense that squared series is serially correlated, which has been accounted for by time series ARCH models (see Tsay (2005) ). Hence serial correlations of squared residuals are checked to detect heteroskedasticity of time series volatility. Let us demonstrate heteroskedasticity of spatial volatility for areal data in the same way as in financial time series case. Land price data in Tokyo areas observed yearly by the Japanese Ministry of Land, Infrastructure, Transport, and Tourism is employed for the demonstration. Fitting spatial autoregressive (SAR) models (see such as Ord (1975) , Kelejian (1999) , Lee (2004) and LeSage and Pace (2009) ) to yearly log returns of land price data from 2009 till 2011 to remove linear dependency, we obtain the residuals from the original areal data for each year. Table 1 shows Moran's I's of the squared residuals as well as those of the residuals, where Moran's I is an index of spatial correlation that can be regarded as a spatial analogue of lag 1 autocorrelation in time series (Moran (1948 , 1950 ), Anselin (1988 ). We find that substantial dependency for the squared residuals still remains, while linear dependency of the residuals is almost null, which suggests heteroskedasticity of spatial volatility exists and that S-ARCH models may work to account for it.
The interesting features of S-ARCH models are summarized as follows. First, the existence condition of S-ARCH models is easily established. Usually it is difficult to check the condition, since S-ARCH models are not Markovian but Markov random fields and so the techniques for Markov models including ARCH models cannot be applied. Secondly, estimators for the parameters in S-ARCH models are well validated to be consistent and asymptotic normally distributed. The paper proceeds as follows. Section 2 introduces S-ARCH model. Section 3 shows the estimation procedures and their asymptotic properties. Section 4 examines empirical properties of S-ARCH models by applying them to simulated and land price data in Tokyo area. Section 5 discusses some concluding remarks.
Spatial autoregressive conditional heteroskedasticity model
Suppose we have areal data y i = y(A i ) for areas A i , i = 1, . . . , n. Let us introduce a spatial autoregressive conditional heteroskedasticity (S-ARCH) model for areal data y i . The S-ARCH model is defined by
where ε i s are independent and identically distributed random variables with mean 0 and variance1, and σ i satisfies the following relation:
where w ij ≥ 0 is a spatial weight that quantifies a closeness from A i to A j with w ii = 0, and constitutes a spatial weight matrix W = (w ij ). One popular choice of the weights w ij is the one that takes 1 when A i and A j share the common border and 0 otherwise. W may not necessarily be dependent on physical distance among areas but on any other abstract closeness such as similarity of financial conditions and so on (Beck et al. (2006) ). ρ is the parameter that describes the strength of spatial dependence of volatility on surrounding observations. S-ARCH models are different from time series ARCH models in the following two points. Firstly, spatial volatility at one areal unit is described by observations at all other units, which is different from time series volatility descriptions in ARCH models following time flows from past to future. Figure 2 is a simple example of dependence structures of spatial data demonstrating that spatial volatility at one unit in S-ARCH models can be influenced from observations at all other units. Although time series and spatial volatilities are defined in the different ways, we have found in this paper that they share the similar properties such as significant correlations of squared or absolute processes and the so called volatility clustering which means one large values tend to induce large surrounding and future values in spatial and time series cases, respectively.
Next, the log transformation of σ i is used to ensure the existence of areal data y i . If we defined the spatial volatility similarly with time series ARCH models by it would be very difficult to guarantee existence of areal data y i unlike that for time series ARCH models that can be proved by Markov process theories (Fan and Yao (2003) ). The log transformation of σ 2 i makes it much easier to prove the existence in the following way. Substituting log σ 2 i in the log squared equation of (2.1) with (2.2), we have log y
which is a spatial autoregressive (SAR) model whose existence conditions have been well established. When the matrix I − ρW is non-singular, y i is guaranteed to exist as
where log y 2 = (log y 2 1 , . . . , log y 2 n ) , 1 = (1, . . . , 1) and log 2 = (log ε 2 1 , . . . , log ε 2 n ) . When W is row normalized, which means the sum of each row of the matrix is normalized to be 1, I − ρW is non-singular if |ρ| < 1. When W is not row normalized, the inverse exists if ρ ∈ (
) where λ (1) < · · · < λ (n) are the ordered eigenvalues of W (Banerjee et al. (2014) , Arbia (2014) ).
Estimation
We consider the estimation of the two parameters α, ρ in (2.2) and the asymptotic properties of the estimators. The two parameters will be estimated separately by a two step procedure in order to avoid the bias caused by joint estimation by least squares. We shall show that both the estimators for ρ and α are consistent, while only the estimator for ρ can be proved to be asymptotically normal.
Parameter estimation by the two step procedure
The parameters α, ρ in (2.2) will be estimated separately in the two step procedure. Since the error term log ε 2 i in the model (2.3) is not a zero-mean process, joint estimation of α and ρ by the usual least squares (LS) would not work. Specifically the LS estimator for α would be biased because of the nonzero mean error terms. In the first stage we estimate only the parameter ρ by the LS method, while in the second stage we estimate α by the quasi maximum likelihood method by regarding ε i in the error term as a standard normal variable.
Let us begin from the LS estimation of ρ in the first stage. We slightly modify the original form in (2.3) as log y
Define three symbols for simplicity by
Then we have
Let us estimate ρ in (3.1) by the least squares, which will be obtained by regarding v i s as independent Gaussian variables with mean 0. Denoting the variance of v i as σ 2 , we have the quasi log-likelihood function of θ = (φ, ρ, σ 2 ) by
where I n − ρW is the Jacobian term.
Concentrating out φ, σ 2 bŷ
we have the concentrated log-likelihood given by Figure 3 . The probability density function of log ε 2 i when ε i follows a standard normal distribution.
Maximizing this with respect to ρ, we have the estimatorρ n . Next in the second stage, let us consider the estimation of α. Regarding ε i s in the error term in (2.3) as independent standard Gaussian variables, we estimate it by maximizing the quasi log-likelihood. If i follows a standard normal distribution, a probability density function of logε 2 i is easily obtained via change of variables formula as Figure 3 shows the probability density function (pdf) of log 2 i . Then the quasi log-likelihood function of (2.3) based on the density (3.4) is given by
Differentiating it with respect to α, we have the quasi maximum likelihood estimator given by
Substituting ρ with our proposed estimatorρ n in the first stage, we proposê
as an estimator for α.
It is possible to estimate ρ and α jointly by maximizing the quasi likelihood in (3.5). The quasi MLEs for them are, however, not validated to be consistent. That is the reason why we propose the two step procedure for the estimation that will be established to be consistent forρ n andα n and asymptotically normal for ρ n in the next section.
Asymptotic results
This section considers the consistency ofρ n maximizing (3.3) andα n in (3.7), and later derives asymptotic normality ofρ n . Consistency and asymptotic normality ofρ n are proved by the results of Lee (2004) . The consistency ofα n is easily proved independently ofρ n , while we have not succeeded in deriving the asymptotic normality.
We will make use of the following set of assumptions. Let ρ 0 and α 0 be the true values of ρ and α, respectively. Assumption 5. The lim n→∞ (G n 1 n β 0 ) 1 n /n and lim n→∞ (G n 1 n β 0 ) · (G n 1 n β 0 )/n esist and are nonsingular, where G n = W n (I n − ρ 0 W n ) −1 and 1 n is a vector whose elements are all 1.
First, we consider consistency and asymptotic normality ofρ n . The covariance matrix of (1/n)∂ log L n (θ 0 )/∂θ is
where the average Hessian matrix is
and
, is a symmetric matrix with µ j = E(v j i ), j = 3, 4, being the third, and fourth moments of v i , where G in is the ith row of G n , G n,ij is the (i,j)th entry of G n . Theorem 1. Under Assumptions 1-5,ρ n converges to ρ 0 in probability and
Proof. We show Assumptions of S-ARCH models satisfy the 8 Assumptions of Lee (2004) . Assumption 1 of S-ARCH models coincides with Assumption 1 of Lee (2004) . Assumption 2 of S-ARCH models suffices Assumptions 2 and 3 of Lee (2004) . The first half of Assumption 3 of S-ARCH models is the same as Assumption 4 of Lee (2004) . Assumptions 2 and 3 of S-ARCH models suffice the assumption 5 of Lee (2004) . The equation (3.1) has an only intercept term as explanatory variables. Therefor, Assumption 6 of Lee (2004) holds. Assumption 4 of S-ARCH models correspond with Assumption 7 of Lee (2004) . Assumption 5 of S-ARCH models coincides with Assumption 8 of Lee (2004) . Thus,ρ n is a consistent and asymptotically normal.
Secondly, we consider consistency ofα n . Theorem 2. Under Assumptions 1-5,α n converges to α 0 in probability.
Proof. The consistency ofα n will follow from the convergence in probability to zero of (exp(α n ) − exp(α 0 )).
From (3.7), we have
Let log 2 i be ζ i for simplicity. Thus,
By the law of large numbers (Brockwell and Davis (2013) ),
Empirical analysis
We shall examine the empirical properties of S-ARCH models by applying to simulated and land price data in Tokyo areas. In the simulations we examine finite sample performances of the estimators, while in the real data analysis we check S-ARCH effects in land prices by testing if ρ is positive or zero and evaluate the spatial volatilities identified by S-ARCH models and show them graphically.
Simulation studies
Let us consider the finite sample properties of the estimatorsρ n andα n by simulated data. The disturbance term in the S-ARCH model is designed as several cases of non-Gaussian as well as Gaussian distributions to see the effects of discrepancy from Gaussianity.
We consider the S-ARCH model in (2.1) and (2.2) with the following four cases of iid error term ε i that follows
• normal distribution (norm),
• Student-t distribution with 3 degrees of freedom (t(3)),
• chi-squared distribution with 1 degrees of freedom(chi(1)),
• log-normal distribution(log-norm). Notice that all the error distributions were normalized to be mean 0 and variance 1. The spatial volatility was designed by (2.2) with α = 0.3 and ρ = 0.2, where W = (w ij ), the spatial weight matrix, was the row normalized first-order contiguity relation for 347 areal units in Tokyo areas whose map is in Fig. 1 , which will be employed again in the following section of land price data analysis. We have conducted estimation of ρ and α by the two step procedure for 1000 sets of data simulated with each of the four cases of error terms to check the empirical performances of the estimators.
The empirical means and square root of mean squared errors (RMSE) for the two estimators are reported in Table 2 . We find that the estimator for ρ has almost the same means and RMSEs for each of the four error distributions, while the one for α has empirical means and RMSEs dependent on the error distributions. As the error distribution is more discrepant from Gaussianity, the empirical estimation performance for α is less efficient. It follows that we have to be careful for a negative bias in the estimation of α when the error term is discrepant from Gaussianity that can cause the identified spatial volatility to be somewhat smaller than the actual ones. 
Land price data analysis
We apply S-ARCH models in (2.1) to land price data in Tokyo area. We shall examine whether the two properties that are typical in financial time series are detected in land price data. One is S-ARCH effect, which we mean dependencies of spatial volatility on surrounding observations, and the other is volatility clustering.
Land price data were collected by the Japanese Ministry of Land, Infrastructure, Transport, and Tourism, which publishes land prices (yen/m 2 ) on many points scattered all over Japan regularly every year. (http://nlftp.mlit.go.jp/ ksj/). Two kinds of land price data are available in the website as prefectural land price research and public land price. Here we chose prefectural land price research published in July every year as data sources, and collected land prices on several thousand points scattered over Tokyo area (Tokyo, Kanagawa, Saitama, Chiba, Tochigi, Ibaraki, Gunma) In prior to S-ARCH model fitting to y it , we apply year by year the following spatial autoregressive (SAR) model,
to remove spatial correlations. Here, W = (w ij ), the spatial weight matrix, is given by the row normalized first-order contiguity relation that takes 1 only when sharing common boarders for 347 areal units in Fig. 1 . Table 3 shows the estimated values ofβ,κ andτ 2 in the SAR model in each year. We find the substantial correlations caused byκ ranging around 0.8-0.9, which means strong similarities of land price returns among neighboring areal units.
To the residualû
which are obtained after fitting the SAR models, we applied the S-ARCH model in (2.3) year by year, where the same spatial weight matrix as that in the SAR model was employed. Table 4 shows the estimated values of ρ and α in each year, where the standard errors ofρ n , which are derived in Theorem 2 by replacing the population moments with the corresponding sample ones, are also shown in parenthesis. We find first from Table 4 that spatial volatilities react to economic booms or recessions in the opposite way with time series volatilities, in recalling that typical financial time series volatilities burst in an economic shock while relatively stable in a boom.
Conclusion
We have proposed a spatial autoregressive conditional heteroskedasticity (S-ARCH) model to evaluate spatial volatility. Describing logged volatility with linear combinations of logged observations in S-ARCH models, we have established the conditions that guarantee the existence of S-ARCH models. Re-expressing S-ARCH models in the form of spatial autoregressive (SAR) models for logged observations, we propose the two step procedure to estimate the parameters ρ and α in S-ARCH models. Both the two estimators are validated to be consistent asymptotically, while the estimator for ρ is shown to be asymptotically normal as well as consistent. Finite sample performances of the procedure are reasonably good from our simulation studies. In the land price data analysis, we detect S-ARCH effects by testing if ρ is positive and find volatility clustering that reacts to economic shock oppositely with that in financial time series.
We complete the paper by describing possible extensions for future research. In the empirical analysis of land prices, we used the first-order contiguity relations as the spatial weight matrix. As (Beck et al. (2006) ) shows, spatial distances that differ from geographic distances can be more interesting to improve our volatility analysis using S-ARCH models. We evaluated spatial volatility for fixed t only year by year. Spatio-temporal extensions of S-ARCH models would make it possible to analyze volatility jointly in space and time and to provide a more detailed analysis of volatility structures.
