This letter presents an autofocus (AF) method to position a high-magnification microscope lens that automatically captures hundreds of images from a single moving slide. These images are taken by a mobile clinic unit in a rural location, and are later automatically processed and revised by a remote specialist. This process requires high focus precision to enable image processing techniques to achieve proper results. Low focusing times are also required for the system to be operative. We propose a novel method that combines two focus measures with an adapted searching scheme to cope with both constraints.
Correct focus is an essential quality feature for images acquired as part of an artificial vision system [1] , as well as a critical step in the automatic capturing of microscopic images [2] . The context of this work is to develop a system that automatically captures hundreds of images from a provided slide sample in a rural location, selects images representing a sufficient number of cell nuclei, and sends them to a remote urban site for diagnosis. In this study, we target the automatic sequential capturing of hundreds of Pap smear images from a moving single microscope slide to obtain data for a particularly active field [3] . When operating microscopes with lenses with over 40× magnification, the relative position between the lens and the smear should be set precisely to ensure that the object being observed or analyzed would be sharply perceived, thus requiring an autofocus (AF) method [4] . If such operation has to be performed automatically hundreds of times in large magnifications, then the efficiency and precision of the AF method are critical.
An AF method involves two operations: 1) a measure of the focus level on an image that is evaluated as a function of the lens position, thus generating a focus function (FF); 2) a searching algorithm that moves the lenses that are attempting to find the maximum FF [5] (Fig. 1 ). AF systems have been widely discussed in Ref. [1, 2, [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . Reports have dealt either with evaluating focus measures [1, 2, 6, 7, [10] [11] [12] [13] [14] [15] 18, 19] or determining optimal AF algorithms [4,5,8,9,16,17,20−22] . Some of these reports have focused on microscopic images [1, 2, 6, 7, 10, 11, 18, 19] . These studies have all considered lenses moving along the z axis, but none has discussed lens scanning in the xy axis to capture images sequentially.
One of the most analyzed problems in AF methods is the presence of local maxima or minima in the FF, typically as a result of noise. In the microscopic image domain, two specific problems can be identified. The first issue is a search algorithm that moves the lens back to a position declared as the maximum focus to capture the best focused image. This process typically leads to focus imprecision because of the effect of vibration in highmagnification midrange setups. The second problem is search algorithms that require starting at a predefined out-of-focus position. These algorithms are inefficient if hundreds of images have to be captured sequentially from the same slide. We propose a novel AF method to address these problems. The method uses a combination of measures to reduce noise. In addition, we propose a search mechanism to avoid moving lenses back and repositioning them for each captured image. Together, these features are crucial for a targeted application that automatically captures hundreds of images from a moving single slide. The proposed method then applies image processing techniques (which are highly sensitive to focus) to select and send these images for later analysis by a remote specialist.
In this letter, we present a comparison of 18 AF methods applied to microscopic images. We select two representative focus measures as well as the combination of these measures. The first measure is based on the image normalized variance (NV), whereas the second is a novel measure based on a discrete cosine transform (DCT). The top five search-based AF algorithms, namely, global search (GS), rule-based search (RBS), hill-climbing search (HCS), binary search (BS), and Fibonacci search (FS), are also considered along a proposed method. We combine these three focus measures and six algorithms, and compare them in an experiment.
The reported focus measures or functions include image differentiation, deep peaks and valleys, image contrast (statistical approaches) based on the histogram, and correlation measurements [1, 6, 7] . According to the domain, focus measures can also be divided into spatial and frequency measures. The former include Laplacian, Sobel, and statistical approaches that can determine sharpness with respect to the edge information or gradient magnitude of the image. The latter, such as a fast Fourier transform, a DCT, or a discrete wavelet transform, can determine sharpness by evaluating the high-frequency components of images [8] . In the present work, we propose to analyze the behavior of the two best reported measures in the spatial and frequency domains: the NV and a DCT-based measure. Both measures lead to FFs with desirable properties such as: 1) their maximum value corresponds to the best focusing position, 2) they present almost no local maxima and noise, and 3) they are robust to the texture of the target object [9] . We also propose a combination of both measures.
NV: This basic statistical function evaluates image luminance variance relative to its mean value. In Ref.
[10], 11 FFs were evaluated on an electron microscope grid in terms of peak width and maximum value, and NV achieved the best results. In Ref. [6] , 13 functions were compared to evaluate sharpness or contrast; selfcorrelation and NV were found to be the optimal focus measures for fluorescence microscopy applications.
In addition, 16 focus measures on 8000 bright-field images from 10 blood smear and Pap smear samples (which is close to our application domain) were compared in Ref. [1] . The conclusion that image variance exhibits the best overall performance was provided by this study. Moreover, it suggests that NV is the optimal focus measure for all non-fluorescence microscopy applications. In the same direction, a comprehensive comparison of 18 focus measures was reported in Ref. [11] , and NV provided the best overall performance. In Ref. [12] , variance presented good discrimination power and a high range of possible values, thus making it an interesting magnitude to determine focus.
DCT-based measure: With regard to DCT application in AF systems, a mechanism that can evaluate the best setting for the lens and the diaphragm by using a DCT proposed in Ref. [13] . DCT-based curves for focused and blurred images were compared in Ref. [14] . An AF method for mobile phones based on the intermediate frequency of a DCT was presented in Ref. [15] . Other recent studies [16] concluded that the relation between digital camera focus and a DCT were inseparable.
After evaluating several approaches for using DCT coefficients to assess focus quality, we propose the following novel measure in this letter. For each non-overlapping 8×8 image block, we firstly evaluate the sum of the absolute values of half of the AC coefficients and the lower frequency coefficients in zigzag order (left-up part [23] ) that are sensible to edges but not to noise. Then, we apply a 3×3 median filter to the 8×8 reduced image of cumulated AC values to reduce the noise effect further. Finally, we obtain the normalized standard deviation of the filtered cumulated AC coefficients.
Combined measure (NV-DCT): We assume that the two focus measures are complementary or independent to a certain degree to be able to combine them into a single approach (NV-DCT). We evaluate the modulus or amplitude of the two-dimensional vector formed by NV-DCT.
In the following paragraphs, we discuss the top five search-based AF algorithms and the proposed searching algorithm (Fig. 1) . Search-based algorithms can be divided basically into overall search algorithms (GS, RBS, and HCS) and numeric string algorithms (BS and FS). These algorithms all assume to a certain degree that although the optimal focus measure in passive AF-based search depends on the camera characteristics and the image object being focused or ranged [17] , a maximum of the FF generally occurs at the focused lens position [18] . GS: This approach is the most intuitive search-based algorithm. The GS algorithm firstly moves the lens to a predetermined limit position that produces a blurred image. The lens is then moved from the z axis to the other end by a stepper motor while the FF is computed for each step or position. Finally, the lens returns to the position where the FF corresponds to the optimum focus (i.e., its maximum). The main advantage of this algorithm is that no possibility of falsely obtaining a local maximum exists because all focus positions are examined [19] . However, the search time is too long. More importantly, the typical approach of mapping FF values with lens position and moving the lens to the position of the function maximum also lead to imprecision. The stored position may no longer correspond to the best focused image because of the vibration effect in high-magnification midrange setups.
RBS: This algorithm mainly consists of defining rules based on a priori observations on FF shape to modify the search positions of a GS algorithm, such that positions are closer to the maximum approaches [20] . This method accelerates a search at the expense of possibly missing the FF maximum if the rules are wrong. When FF values are mapped to a lens position, this approach can also be affected by vibration.
HCS: Developed for fast searching, HCS [9] is also known as the mountain climbing servo [21] , modified fast climbing search [22] , and peak search [16] . Similar to GS, this algorithm firstly moves the lens to a predetermined limit position. Then, it starts searching for and evaluating the FF, assuming that this function is a crescent. As soon as the function decreases, the algorithm stops searching and returns to the position of the maximum. The drawback, as expected, is that the function shape may not be a crescent because of noise.
BS: In this algorithm, which has been used in Ref. [19] , the lens is firstly moved to a predetermined limit position. Then, the stepper motor is iteratively moved back and forth to obtain the maximum position, firstly with large motions, and then, with successively smaller ones ( Fig. 1 ), according to a binary series (half larger in every iteration). Although BS is optimal in terms of the number of times that the FF has to be evaluated, the mechanical motion is extensive, thus making this method time consuming [19] . FS: This algorithm is similar to BS except that the series that controls the lens motion amount is a Fibonacci series instead of a binary series [7] . We assume a behavior that is similar to BS because the resources required to compute the FF do not depend on the position of the lens.
The proposed algorithm (PA): This algorithm can be regarded as an adaptation of the GS algorithm for the considered domain, with the following differences.
• Instead of resetting the lens to a predetermined outof-focus position, each slide focusing operation starts at the lens end position where the previous focusing operation has finished (Fig. 1) , either in the upper (case I) or lower (case II) position, which is particularly adequate for the sequential capturing of hundreds of images.
• Instead of mapping FF values to the lens position, the PA stores the image that corresponds to the greater FF value. Hence, moving the lens back to any stored position is not necessary to avoid the effect of vibration, which our results show as not negligible.
Our experiment involves testing the 18 AF methods and performing 5 consecutive focusing operations using all the methods for 10 different microscope slides (5 normal and 5 abnormal Pap smear samples). Hence, we obtain 900 focused images and 50 operations for each method.
The results for each focusing operation and method include: 1) the final focused image, which is generally different for each method; 2) the evolution of the z position of the lens and the FF value as the stepper motor moves the lens. All the collected results can be analyzed in http://eiiplab.org/QSFTds/.
The aforementioned evolution for a specific focusing test is illustrated in Fig. 2 . Eighteen consecutive focusing operations are shown, i.e., one for each method. The first row uses the NV measure, the second row uses the DCT-based measure, and the third row uses the combined measure. For each step of the stepper motor, Fig.  2(b) shows the z position of the lens, whereas Fig. 2(a) shows the value of the FF. Prior to each focusing operation, the lens is in a fixed position (z = 1000): the PA automatically moves the lens to the upper position (case I) and scans the z axis every 150 steps. The other five algorithms require a different number of steps to reach a final focused image (approximately z = 1000). Table 1 lists the quantitative results for the 900 focusing operations. To assess the final quality of the focused image, we evaluate its standard deviation (normalized for each focusing test with respect to the maximum obtained by the best method). The highest standard deviation provides the best image quality. We also include the mean value (STD µ ), deviation (STD σ ), the average number of steps (NS), the length of the path traveled by the lens (∆z) for each method, and the FF value (normalized for each method with respect to the maximum value of its own FF) for the final acquired focused image. The data indicate that the PA obtains the most accurate and stable results ( Table 1 ). The proposed DCT measure passes the NV measure and complements it to obtain images with maximum contrast. HCS is the fastest algorithm but also the least accurate. BS is faster than the PA, but less accurate and requires a faster motion of the lens. The PA involves constant motion. Moving the lens back to the z position that maximizes the FF (NS=1) does not guarantee that the best focused image (observe that GS should obtain NS=1, but it does not) will be obtained because of the aforementioned vibration.
In conclusion, we describe an AF method adapted to capture sequences of focused images automatically from high-magnification microscopes. The method combines two focus measures with a searching algorithm that stores the best focused image as it scans the z axis with constant velocity. Hence, the proposed method preserves mechanical devices and avoids the vibration effect on high-magnification midrange setups.
