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a b s t r a c t
It is shown that an integral representation for the extension of a general Hurwitz–Lerch
zeta function recently obtained by Garg et al. (2008) [5] is a special case of the closed
form integral expression for the Mathieu (a,λ)-series given by Pogány (2005) [1]. As
an immediate consequence of the derived results, new integral expressions and related
bilateral bounding inequalities are investigated.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The so-called Mathieu (a,λ)-series
Ms(a,λ; r) =
∞−
n=0
an
(λn + r)s r, s > 0, (1.1)
was introduced by Pogány [1], giving an exhaustive answer to an open problemposed by Qi [2], deriving closed form integral
representations and bilateral bounding inequalities forMs(a,λ; r), and generalizing at the same time some earlier results
of Cerone and Lenard [3], Qi [2], Srivastava and Tomovski [4] and others. The series Eq. (1.1) is assumed to be convergent; the
sequences a := (an)n∈N0 ,λ := (λn)n∈N0 are positive. Following the convention that (λn) is monotone increasing divergent,
we have
λ : 0 ≤ λ0 < λ1 < · · · < λn −−−→
n→∞ ∞. (1.2)
Recently Garg et al. introduced [5, Eq. (1.7)], [6] the extended general Hurwitz–Lerch zeta function
Φα,β;γ (z, s, r) =
∞−
n=0
(α)n(β)n
(γ )nn!
zn
(n+ r)s , (1.3)
where γ , r ∉ Z−0 = {0,−1,−2, . . .}, s ∈ C,ℜ{s} > 0 when |z| < 1 andℜ{γ + s− α − β} > 0 when |z| = 1.
The first main object of this short note is to show that the integral expression [5, Eq. (2.1)] for the extended general
Hurwitz–Lerch zeta function Φα,β;γ (z, s, r) is a corollary of the integral representation formula [1, Eq. (9)] for the Mathieu
(a,λ)-series. Further, sharp bilateral bounding inequalities are obtained forΦα,β;γ (z, s, r).
In what follows, we mention that [u], {u} = u− [u] stand for the integer and the fractional parts of u.
∗ Corresponding author.
E-mail addresses: poganj@pfri.hr (T. Pogány), ram.saxena@yahoo.com (R.K. Saxena).
0893-9659/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2011.03.040
1474 D. Jankov et al. / Applied Mathematics Letters 24 (2011) 1473–1476
2. Integral representations
The second author reported [1, Theorem 1] the integral representation formula
Ms(a,λ; r) = a0r s + s
∫ ∞
λ1
∫ [λ−1(x)]
0
a(u)+ a′(u){u}
(r + x)s+1 dxdu, (2.1)
where a ∈ C1[0,∞) and a|N0 ≡ a, λ−1 stands for the inverse of λ and the series Eq. (1.1) converges. Recalling the meaning
of the Pochhammer symbol (τ )n = Γ (τ + n)/Γ (τ ), (τ )0 = 1, comparingMs Eq. (1.1) andΦα,β;γ Eq. (1.3) we obtain
a(x) = Γ (γ )
Γ (α)Γ (β)
Γ (α + x)Γ (β + x) zx
Γ (γ + x)Γ (x+ 1) , λ(x) = I(x) ≡ x, x ∈ R+, (2.2)
where I denotes the identity mapping. With this setting, relation Eq. (2.1) becomes
Ms(a(x), I(x); r) ≡ Φα,β;γ (z, s, r) = 1r s + s
∫ ∞
1
∫ [x]
0
a(u)+ a′(u){u}
(r + x)s+1 dxdu, (2.3)
where the inner u-integral is actually the Laplace integral expression for the associated Dirichlet series [7]
Da(x) =
∞−
n=0
ane−λnx ≡
∞−
n=0
(α)n(β)n
(γ )n

ze−x
n
n! = 2F1

α, β
γ
; ze−x

.
Here, as usual, 2F1 denotes the familiar Gaussian hypergeometric function. Now, it immediately follows that
Φα,β;γ (z, s, r) = 1
Γ (s)
∫ ∞
0
xs−1e−rx2F1

α, β
γ
; ze−x

dx , (2.4)
which is the same as the integral formula [5, Eq. (2.1)] given by Garg et al. when parameter s > 0.
If we substitute the relation Eq. (2.2) in the integrand of Eq. (2.3) we get a new double-integral expression formula for
the extended general Hurwitz–Lerch zeta function.
Theorem 1. Suppose that α, β ∈ R, γ ∈ R \ Z−0 , r > 0,ℜ{s} > 0 and z ∈ (0, 1]. Then we have
Φα,β;γ (z, s, r) = 1r s +
Γ (γ ) s
Γ (α)Γ (β)
∫ ∞
1
∫ [x]
0
Γ (α + u)Γ (β + u) zu
Γ (γ + u)Γ (u+ 1)
dxdu
(r + x)s+1
+
∫ ∞
1
∫ [x]
0
{u} d
du
Γ (α + u)Γ (β + u) zu
Γ (γ + u)Γ (u+ 1)
dxdu
(r + x)s+1

. (2.5)
3. Bounding inequalities forΦ(z, s, r)
In the remaining part of this note ourmain apparatuswill be the integral representation Eq. (2.5). To employ the condition
0 ≤ {u} < 1 in evaluating the second right-hand-side integral in Eq. (2.5), we should know the monotonicity intervals of
b(x) := Γ (α + x)Γ (β + x) z
x
Γ (γ + x)Γ (x+ 1) x ∈ [1,∞).
Writing ψ = (lnΓ )′ for the psi or digamma function, the logarithmic derivative of the gamma function, such that it can be
expressed [8, Eq. 6.3.16] as
ψ(z) =
∞−
k=1
1
k
− 1
k+ z − 1

− C z ∈ C \ Z−0 ,
where C denotes the celebrated Euler–Mascheroni constant, we obtain
b′(x) = b(x)ψ(α + x)+ ψ(β + x)+ ln z − ψ(γ + x)− ψ(x+ 1)
= b(x)
∞−
k=1
 1
k+ x +
1
k+ γ + x− 1
− 1
k+ α + x− 1 −
1
k+ β + x− 1

+ b(x) ln z. (3.1)
Under the assumptions that α, β, γ > 0 it is not difficult to show that b′(x) < 0 for all α, β, γ > 0, z ∈ (0, 1]when
∆ := (αβ − γ )2 − (α + β − γ − 1)α(β − 1)γ + (α − γ )β < 0. (3.2)
Thus, we arrive at the following bilateral bounding inequality result.
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Theorem 2. Let α, β, γ be positive and assume that
∆ < 0 and α + β − γ < min1,ℜ{s}. (3.3)
Then for allℜ{s}, r > 0, z ∈ (0, 1] we have
L < Φα,β;γ (s, z, r) ≤ R , (3.4)
where
R := r−s + Γ (γ )s
Γ (α)Γ (β)
∫ ∞
1
∫ [x]
0
Γ (α + u)Γ (β + u) zu
Γ (γ + u)Γ (u+ 1)
dxdu
(r + x)s+1 (3.5)
L := R+ Γ (γ )s
Γ (α)Γ (β)
∫ ∞
1
Γ (α + [x])Γ (β + [x]) z[x]
Γ (γ + [x])Γ ([x] + 1)
dx
(r + x)s+1 − r
−s. (3.6)
In Eq. (3.4) both bounds are sharp in the sense that 0 ≤ {u} < 1.
Proof. Let us consider the integral Eq. (2.5). First, summing up the four fractions inside the sum in Eq. (3.1) we get in the
numerator the quadratic polynomial in X := k+ x− 1:
P2(X) := (α + β − γ − 1)X2 + 2(αβ − γ )X + α(β − 1)γ + (α − γ )β.
Since ln z ≤ 0 for z ∈ (0, 1] and α+ β − γ − 1 < 0, finally from the discriminant∆ < 0 we easily conclude that b′(x) < 0,
because b(x) > 0 for all x > 0, having positive α, β and γ . Recalling the convergence condition α + β − γ < ℜ{s} of
the Hurwitz–Lerch zeta function Φα,β;γ (s, z, r) we arrive at constraint Eq. (3.3) that enables a suitable estimation of the
integrand in Eq. (2.5).
On the other hand, by the application of the elementary inequality 0 ≤ {u} < 1 to the monotone decreasing b(u) we
deduce that b′(u) < {u} b′(u) ≤ 0 and integrating this estimate in 0, [x], we arrive at
b
[x])− b(0) < ∫ [x]
0
{u}b′(u)du ≤ 0.
Integrating the left-hand-side estimate on the range (0,∞)with respect to the measure (r + x)−s−1dx, one gets∫ ∞
1
Γ (α + [x])Γ (β + [x]) z[x]
Γ (γ + [x])Γ ([x] + 1)
dx
(r + x)s+1 −
Γ (α)Γ (β)
sΓ (γ )r s
<
∫ ∞
1
∫ [x]
0
{u}b′(u)
(r + x)s+1 dxdu ≤ 0.
Now, employing this double estimate in Eq. (2.5), straightforward algebra results in the assertion of Theorem 2. 
Now, we will need some estimates for the ψ function. Elezović et al. reported [9, Corollary 3] the double inequality
ln

x+ 1/2− 1
x
< ψ(x) < ln

x+ e−C− 1
x
x > 0 , (3.7)
such that we transform readily to
ln(x+ 1/2) < ψ(x+ 1) < ln(x+ e−C), x > 0; (3.8)
in [10, Theorem 1], it was shown that 1/2 and exp{−C} in Eq. (3.7) are the best possible constants; see also [11].
Theorem 3. Suppose that ℜ{s}, r > 0 and assume that (α, β, γ , z) ∈ R3+ × (0, 1] and
α + 1/2β + 1/2 > γ + 1− C2− C. (3.9)
Then we have
R ≤ Φα,β;γ (s, z, r) < L . (3.10)
Here R and L are given with Eqs. (3.5) and (3.6).
Proof. Suppose that α, β, γ ∈ R+, z ∈ (0, 1]. Consider
b′(x) = b(x)ψ(α + x)+ ψ(β + x)+ ln z − ψ(γ + x)− ψ(x+ 1).
Since b(x) > 0, the expression
Ψ (x) = ψ(α + x)+ ψ(β + x)+ ln z − ψ(γ + x)− ψ(x+ 1)
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controls the sign of b′(x). Making use of Eq. (3.8) we conclude that
Ψ (x) > ln

(2α + 2x− 1)(2β + 2x− 1)z
4(γ + x− 1+ e−C)(x+ e−C)

. (3.11)
If the right-hand-side expression in Eq. (3.11) is positive, then by obvious transformations we get
(2α + 2x− 1)(2β + 2x− 1)z > 4(γ + x− 1+ e−C)(x+ e−C)
≥ 4(γ + 1− C)(2− C) ,
that is
α + 1/2β + 1/2 > γ + 1− C2− C. (3.12)
Consequently, Eq. (3.12) suffices for b′(x) > 0, x ≥ 1. That means that
0 ≤
∫ [x]
0
{u}b′(u)du < b[x])− b(0).
Now, following the same lines as the proof of Theorem 2, we arrive again at the asserted result Eq. (3.10). 
Finally, setting z = 1, we get another bounding inequality.
Theorem 4. Let α, β, γ be positive, suppose that ℜ{s} > 1 and assume that
∆ < 0 and 1 < α + β − γ < ℜ{s}. (3.13)
Then for all r > 0 we have
R ≤ Φα,β;γ (s, 1, r) < L , (3.14)
where R and L are given with Eqs. (3.5) and (3.6).
Proof. Let us consider the integral Eq. (2.5). For z = 1, Eq. (3.1) reduces to
b′(x) = b(x)ψ(α + x)+ ψ(β + x)− ψ(γ + x)− ψ(x+ 1).
As in the proof of Theorem 2, summing up the four fractions inside the sum in Eq. (3.1) we get in the numerator the same
quadratic polynomial P2(X). Since 1 < α + β − γ < ℜ{s} and∆ < 0 and b(x) > 0, we can conclude that b′(x) > 0.
The remaining part of the proof is the same as in Theorem 3, so we can easily get inequality Eq. (3.14). 
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