Abstract-Wireless sensor networks (WSN) are widely developed to monitor different phenomena in a variety of areas including nature, medical centers, home automation, industrial and military applications. Such development in many different fields, raises important security issues related to the reliability of the WSNs. Due to the resource constrained nature of the WSNs, these networks are the target of many different types of attacks and prone to failure. In this paper, we consider the collision attack. An attempt has been made to measure the impact of the collision attack on the performance of WSNs under variety scenarios performed by the attackers. The main contribution of this paper is to present that although the attack does not consume much energy of the attacker, it can highly disrupt the normal operation of the target sensor networks. The implementation of the proposed attack model has been done by using NS2 network simulator.
I. INTRODUCTION
WSN are subject to several constraints in terms of battery (limited lifetime), embedded processor (slow computation), and memory (limited storage). Due to these limitations, the existing security mechanisms are poorly fitted for WSNs to provide security level in an energyefficient manner. This in turn has led the way to expose their security using different attacks conducted by intruders. In this paper, we study the collision attack. Based on rules implied in the medium access control (MAC) protocol, a collision occurs when two distinct transmissions happen simultaneously on the same media.
When the packets collide, a change occurs in their data portion, causing a checksum mismatch at the receiving end. The packet is then discarded as an invalid packet and the source sensor node is responsible for the retransmission [5] . The attackers exploit the MAC protocol to launch collision attack. They deliberately induce collisions to the target media even by sending a short packet [14] . Adversaries may only need to induce a collision in one octet of a transmission to disrupt the entire packet. A corrupted acknowledgment control message could induce costly exponential back-off and retransmissions.
The collision attack can affect the normal performance of WSNs in different ways. The attack can increase energy consumption level of the sensor nodes while trying to detect collision and provide reliable data transmissions. Moreover, the attack can cause loosing many packets, which in turn degrade the network throughput due to retransmissions of the lost packets.
In this work, we implement the collision attacks with different aspects to measure their severity and the amount of damages induced to WSNs. The rest of the paper is organized as follows. Section 2 reviews the related researches. In Section 3 we propose an attack model to conduct the collision attacks over WSNs under different scenarios. We present and analyze the experimental results in Section 4. We conclude this paper in Section 5.
II. RELATED WORK
The threats against WSNs can be implemented in different layers of the OSI protocol stack. The common types of these attacks, classified based on the OSI layers, are presented in Table1. The attackers broadcast a high-energy signal to jam the frequencies of the radio used for communication by the users in the target network [2, 3, 16] .
Radio interference
The attacker produces large amounts of interference periodically or persistently [3] . Tampering or Destruction
The attacker extracts sensitive information by physical access to a node [3, 5] .
Data link Collision
Collide data by concurrent transmission over the channel in the target network [5, 6, 14, 17] .
Exhaustion
The attacker disrupts the MAC protocol by continuously requesting or transmitting over the channel and exhausts the power supply [5] . Unfairness Repeated exhaustion or collision [8, 9] . Interrogation Repeatedly sending requests to send/clear to send (RTS/CTS) messages [3] .
Sybil
A single malicious node will appear as a set of nodes and send incorrect information to a node. The incorrect information can be a variety of things including position of nodes, signal strengths, making up nodes that do not exist [8, 9] .
Network Sinkhole
The attack makes a compromised node look especially attractive to surrounding nodes with respect to the routing algorithm. For example a compromised node advertises zero cost route through itself which is attractive for algorithms like distance vector which is a "low cost route first "protocol [19, 20] .
Flooding: Hello flood Ping flood
Hello flood: Hello packets are required to announce nodes to their neighbors. By receiving Hello packets, a node assumes that it is in the range of the sender. Attacker broadcasts a Hello packet with very high power, so that a large number of nodes even far away in the network choose it as the parent. All data now need to be routed multi-hop to this parent, which increases delay [8, 9, 15] . Ping flood: attacker sends a huge number of ICMP echo request (ping) packets as fast as possible without waiting for replies to overwhelm the destination resources [9] .
Node capture A particular sensor might be captured, and information stored on it is used by an adversary to penetrate the network [3, 9] . Selective forwarding or Black hole or Neglect and Greed Sensor nodes are supposed to forward all data faithfully. A malicious node can advertise itself having a valid fresh shortest and stable path to the destination node. Once the node attracts the traffic toward itself, it can start attacks in different ways: If it drops all the packets through them, then it is called a Black Hole Attack. If it selectively forwards the packets, then it is called selective forwarding [3] .
Sybil
This attack is especially confusing to geographic routing protocols as the adversary appears to be in multiple locations at once [11, 12] .
Wormhole
Two colluding nodes that are far apart are connected by a tunnel giving an illusion that they are neighbors when they are actually in different parts of the network. Each of these nodes receive route requests and topology control messages from the network and send those to the other colluding node via tunnel which will then replay it into the network from there. By using this additional tunnel, these nodes are able to advertise that they have the shortest path through them. This can also confuse routing mechanisms that rely on knowing distances between nodes [9, 13, 18] .
Spoofed, Altered, or Replayed routing information
The attack targets the routing information while it is being exchanged between nodes in order to disrupt traffic in the network. These disruptions include the creation of routing loops, attracting or repelling network traffic from select nodes, extending and shortening source routes, generating fake error messages, partitioning the network, and increasing end-to-end latency [5] .
Acknowledgment spoofing
Routing algorithms sometimes require Acknowledgments to be used. An attacking node can spoof the Acknowledgments of packets destined for neighboring nodes in order to provide false information to those neighboring nodes [10] .
Misdirection
A malicious node that is part of a route, send the packets in wrong direction through which the destination is unreachable [9] .
Internet Smurf
The attacker makes a forgery ICMP packet with broadcast destination address and then put the victim IP address as the source address. When devices on the network receive this packet, they all respond to this by sending a reply to the source IP address. If the number of machines on the network that receive and respond to these packets is very large, the victim's computer will be flooding with traffic [3] .
Homing
In most sensor networks, some nodes provide critical services such as being leader of a local group or cluster heads. These nodes attract an adversary's Interest. Attacker uses traffic pattern analysis to identify these critical nodes for jamming or destroying them [3] .
Transport
Flooding: SYN flood
Protocols that must maintain state at either end are vulnerable to memory exhaustion through flooding. In the classic TCP SYN flood, an adversary sends many connection establishment requests to the victim. Each request causes the victim to allocate resources that maintain state for that connection. It produces severe resource constraints for legitimate nodes [7, 8] .
De-synchronization
Adversary repeatedly forges messages to one or both end points. These messages carry sequence numbers or control flags that cause the nodes to request retransmission of missed frames. This can waste energy and degrade or prevent the exchange of useful data [3, 8] .
From the above table, the collision attack in data link layer is the focus of this paper. As the table shows, few literatures focus on describing the collision attacks however none of them have implemented these attacks to measure the impacts on the performance of WSNs. We design a simulation scheme using NS2 and implement the collision attacks using different scenarios to measure the performance of the WSN network infected by these attacks.
III. PROPOSED SIMULATION SCHEME
In this section, we describe the implementation details of the simulation scenarios and the performance metrics to evaluate these scenarios.
A. WSN network model
We use NS2 to design our sensor network topology The AODV is used as the routing protocol through the simulations to route data from the source (node0) to the destination (node25) via the leader node24. The AODV protocol calculates the best path based on the number of hops and the distance between the source and the destination. The final path chosen by the AODV in the WSN simulation environment is presented in Fig. 2 . The other network parameters used in the simulation are presented in Table 2 . 
B. Simulation system description
Using the WSN network model described above, we conduct our simulation scenarios in two distinct phases as follows.
B.1 Phase1; WSN simulation with no collision attack
The first phase represents the implementation of the WSN under normal operations without the presence of the attacker. The variable parameters for this phase are presented in Table 3 . Table 3 . Network Parameters Used in Phase1
B.2 Phase2; WSN simulation under collision attack
In contrast, in the second phase, the attacker will start the collision attack with different characteristics against the WSN. The goal is to measure the severity of the damage the attacks impose to the sensor network. To start any attack, the attackers initially need to make some decisions. These decisions are particularly important to conduct the attacks as destructive as they intend to.
Most commercial servers and websites have intrusion detection systems (IDS) protecting them. These systems look for malicious activities to alert about the attacks. So transmitting huge number of packets in a short time can be detected by these systems. On the other hand, these IDS systems usually have a threshold setting. The default threshold value is usually1000 packets per second [21] . Therefore, to avoid being detected, the attacker needs to choose a proper attack rate or packet size so that while it is low enough to be under the IDSs threshold, it is high enough to be as destructive as possible. Therefore, this phase is conducted to answer three following questions: Question1: It is well known that since WSNs are usually battery powered, they are resource constrained. On the other hand, it is clear that transmitting larger packets demands higher energy. Based on these facts, what size of the attack packets does impose more damage to WSN while consuming less energy of the attacker? To answer this question in our simulation, the attacker launches the collision attack with three distinct packet sizes ranging from smaller sizes as 50B, 100B to bigger as 500B.
Question2: In wireless technology the distance, location, and placement of the wireless devices have direct effect on their performance. Based on this fact, our goal is to investigate how close/far the attacker can set up his devices to compel more damage to the target WSN? To answer this question in our simulation, the placement of the attacker is in motion between three different positions providing three distinct scenarios. These positions include: near the source (node 6), near the destination (node 18), and in the middle of the main selected route (node 13). Being in each place, the attacker will transmit packets with different characteristics to provide collision. of the transmission time. Nodes can transmit whenever they have data to be sent. Therefore, the attacker is not able to figure out when to send his malicious packets to collide with the legal packets. In this case, the attacker needs to choose a proper interval time between the attack packets. So, the question is, how does the variations of the intervals between the attack packets can vary the impact of the collision attack? To answer this question in our simulation, three different intervals as 0.05s, 0.02s, and 0.01s are related to the attack packets. These intervals provide three different attack load rates equivalent to 20, 50, and 100 packets per second. These variable parameters applied by the attacker to conduct the collision attacks are summarized in Table 4 . Designing scenarios to study a protocol, essentially involves making choices regarding to which details and parameters to implement or use. The aim of this study is to measure the amount of damage that the collision attack induces to the WSN on its best performance to offer a realistic simulation. On the other hand, as it is observed, there will be 6 and 36 distinct states based on the Phase1 and Phase2 respectively. Combination of the two phases will provide huge number of network states. Therefore, for practically reasons, we need to decide on a methodology so that while preserving the accuracy of the simulation model, it reaches practical number of states.
Thus, the implementation results of the first phase are utilized to determine the most stable network behavior which is used as the WSN environment to be targeted by the attacker in the second phase. In other words, we implement the Phase1 and then by analyzing the obtained results we select the parameters based on the most stable results. These parameters are utilized to implement the Phase2.
C. Performance metrics
In order to measure the impact of the collision attack, we investigate three metrics which are the packet lost rate, throughput, and delay which are described as follows.
End-to-End delay (D): is considered as the time taken by a packet to travel from the sender node (T s ) until it is successfully received at the receiver node (T r ) by considering the propagation delay (T p ):
D=T r -T s + T p , where T p =distance between the source and destination / speed of light. 
IV. EXPERIMENTAL RESULTS
We design four distinct experiments to answer the research questions discussed in the previous section. In this section, the results of the four experiments are presented.
A. Experiment 1: WSN under normal operation with no attack
In this experiment we intend to quantify the performance of the WSN under normal conditions when there is no attacking activity on the network. The results in terms of the performance metrics are presented as follows.
A.1 End-to-End delay
The comparison of end-to-end delay under different packet intervals and sizes in the absence of the attacker is presented in Fig. 3 . The packet intervals of 0.2s, 0.1s, and 0.05s provide network load rates equivalent to 5, 10, and 20 packets per second respectively. Comparing the above results shows a direct relation between delay, packet size, and load rate. As the load rate or packet size increases, the delay increases too. Based on the results, the least delay is when the packet interval is 0.2s with each packet 500 bytes.
Also, the highest delay in the WSN is observed when the interval between the packets is 0.05s with each packet being 1000 bytes. The gaps observed in this graph are related to the delay of the packets that lost due to overloading the capacity of the buffer and also because the queue time exceeds the time limit.
Hence, concluded from the graphs, the best WSN performance, in term of less delay, is provided by exchanging 500 bytes packets every 0.2s.
A.2 Throughput
Throughput of the WSN under different load rates and traffic sizes when there is no ongoing collision attack is presented in Fig. 4 . The results prove that the WSN acquires higher throughput under a higher traffic load (lower packet interval). Comparing the three load rates shows that regardless of the size of the packets, 0.05s interval between the packets provides better WSN performance in term of higher throughput. Therefore, the best throughput is achieved by exchanging 1000 bytes packets every 0.05s.
A.3 Packet lost rate
The comparison of the packet lost rate for different network loads for normal operation of the WSN is presented in Fig. 5 . As we can see, with 0.2s and 0.1s packet intervals, all the transmitted packets are efficiently delivered to the destination in the WSN. Thus, this 100% packet reception provides zero lost packets. When the packet interval decreases to 0.05s, with 500B packets, the WSN can still achieve zero percent lost rate. However, with the same load rate when the packet size is bigger (1000B), the WSN starts dropping the packets. The results show 93.46% received packet rate during the simulation which resulting in 6.54% packet lost rate. Hence, better performance in term of less packets lost is achieved for the WSN when the packets interval is either 0.2s or 0.1s.
A.4 Selecting the most stable behavior
Now that we measure our performance metrics for normal operation of the WSN, we need to make a decision about the parameters used for the scenarios in the second phase. In order to make this decision, the results of the first phase have been summarized in Table  5 . As the above table shows, the best performance of the WSN is provided by the parameters values in the first row (highlighted gray). Therefore, we implement the Phase2 of the simulation to start the collision attacks when 500B legal packets with 0.2s interval are transmitted by the legal users through the target WSN.
B. Experiment 2: Attacker positions at node6 (near the sender)
This experiment considers node6 as a compromised node which is taken over by the attacker to conduct the collision attack. The goal is to evaluate how destructive the collision attack can be if the attacker places in a position near the source sensor. The attacker position and the area it covers, are presented in Fig. 6 . 
B.1 End-to-End delay
The comparison of the end-to-end delay for different attack rates when the node6 is compromised by the attacker is presented in Fig. 7 . In the above figure, we have mapped the number of packets delivered to the destination node with the delay of these packets. The attacker is node6 where the source sensor (node0) is in its coverage area. Thus, the attack packets collide with the packets that head toward the destination, resulting in the prevention of the source sensor from transmission. As it can be seen from the graph, the attack load rate has a direct impact on increasing the delay. The smaller packet intervals, 0.02s and 0.01s, induce the highest delay during the packet delivery to the destination. In these cases, as the attacker increases the size of the attack packets, the amount of delay increases particularly when the size reaches to 500B. By using these results to answer the first question of this research, we can imply that decreasing the intervals between the attack packets can efficiently extend the impact of the attack. The larger attack packets can degrade the WSN operation more than the smaller attack packets.
B.2 Throughput
The comparison of throughput for different attack rates when the node6 is compromised by the attacker is presented in Fig. 8 . When the attack packet interval is 0.05s, the network can handle the smaller attack packets (50B and 100B) and throughput does not decrease. However, throughput decreases as the size of attack packets increases. The lowest performance of the WSN in term of less throughput is when the attacker transmits 500B packets at higher packet intervals, either 0.01s or 0.02. In these cases, the WSN performance degrades to about 11Kbps which is half of the normal throughput with no attacks.
B.3 Packet lost rate
The comparison of the packet lost rate for different attack rates when the node6 is compromised by the attacker and the amount of damage caused by the attack are presented in Fig. 9 and Fig. 10 respectively. From the graphs obtained, we can conclude that for 0.02s and 0.01s attack packets intervals (50 and 100 attack packets per second respectively), the network suffers from the highest losing rate of the packets. Regardless of the attack packets size, the averages of the lost packets in these cases are similar. From these results it is concluded that to save energy and also to avoid detection, the attacker can choose a larger attack rate with smaller attack packets size or choose a smaller attack rate with larger attack packets size. This will be absolutely helpful for the attacker with limited energy resources to conduct the attack with the least energy consumption while providing massive damages.
C. Experiment 3: Attacker positions at node13 (in the main route)
This experiment shows how the WSN functions when the attacker compromises the node13 and runs the collision attack from a place in the main route between the source and the destination sensor nodes. The position and coverage area by the attacker node is demonstrated in Fig. 11 . 
C.1 End-to-End delay
The comparison of delay for different attack rates when the node13 is compromised by the attacker is presented in Fig. 12 . According to the above results, as the attack rate increases the delay increases as well. There is a small difference between the delays of the smaller attack packets, 50B and 100B. As we can see, under the different attack load rates, they have a similar amount of delay. However, with 100B attack packets the graph shows gaps when there is 0.01s interval between the attack packets. The gaps exist because when the timeout of the packets expire, the packets will be lost and NS2 will not show them in the results. Like before, the highest delay belong to the 500B attack packets.
Comparing these results with the outcomes from when the attacker compromised the node6, shows that being in the route makes the attack more harmful. The amount of delay imposed to the WSN by the attacker at the node13 is much higher than being at the node6 regardless of the interval or size of the attack packets. The reason is that when the attacker is in the main route, which is used by the routing protocol (in our simulation it is AODV) to establish and maintain the connection between the sensor nodes, the malicious packets interfere with the control routing packets. In this case the attack packets collide with the routing packets resulting in the retransmission of a huge number of routing tables and control packets, hence wasting the limited system resources.
C.2 Throughput
The throughput comparison for different attack rates when the node13 is compromised is presented in Fig. 13 . According to the above results, the highest throughput for the WSN is achieved when the attacker increases the intervals between the malicious packets. In this case, with 0.05s packet interval, if the attacker transmits the smaller attack packets, either 50B or 100B, the throughput does not reduce. However, increasing the size of the attack packets will highly degrade the throughput. The WSN is slowing down to the point where it can no longer handle any data transmission. The reason is related to spending excessive time on buffering and processing of the useless fake packets. On the other hand, reducing the interval to 0.01s with 500B attack packets will practically shut down the network and bring it down to 0% throughput.
Comparing these results with the throughput outcomes when the attacker compromised the node6, confirms that being in the route makes the attack more devastating. The reason, as mentioned above, is related to the attack packets that collide with the routing packets, hence preventing from establishing or maintaining the connection between the sensor nodes to exchange data.
C.3 Packet lost rate
The comparison of the packet lost rate and the amount of damage when the node13 is compromised by the attacker are presented in Fig. 14 and Fig. 15 respectively. From the above graphs we find that the number of lost packets during the attack is a function of the size of attack packets and their intervals. When the attacker launches the collision attack with a smaller interval (0.01s) and larger packets (500B), the attack is completely capable of shutting the WSN down, resulting in an unavailable WSN which is not accessible by the sensor nodes. A 96% packet lost rate when the 500B attack packets are transmitted with a 0.01s interval, proves the significance of the attack which completely blocks the sender node from any further activity in the WSN. Also comparing the 96% packet lost rate when the node13 is compromised with 37% packet lost rate when the node6 is compromised, confirms our previous results that if the attackers set their devices at a place in the middle of the main route between the source and destination, the attack will be a huge success rather than placing the devices near the source with the same reason as we mentioned above.
D. Experiment 4: Attacker positions at node18 (near the destination)
This experiment is conducted to quantify the WSN performance under collision attack starting by the attacker at position node18 which is near the destination sensor node. The position and coverage area by the attacker node is demonstrated in Fig. 16 
D.1 End-to-End delay
The comparison of delay for different attack rates when the node18 is compromised by the attacker is presented in Fig. 17 . As expected, from the above graphs it is concluded that the higher the attack rate, the more delay imposed to the WSN. However, by comparing the above results with our previous outcomes we found an exception. We observed that for the 0.05s and 0.02s attack intervals, the above results confirm all the previous outcomes that being the attacker in the route imposes the highest damage to the WSN than the other places. We expected that for all the attack rates this would be correct. However, the results show that when the interval between the attack packets is 0.01s, being near to the destination is more effective than being in the route. In this interval regardless of the size of the attack packets, the delay increases to a very higher level than when the node13 was compromised.
On the other hand, comparing the above results with the results when the attacker is near the source, indicates more performance degradation in the WSN. The reason is that when the attacker is in the coverage area of the destination, the malicious packets block it from the reception of the data so that other nodes are incapable of sending data to the destination. In contrast, being in the coverage area of the source will enable the destination node to receive data from the other nodes that are in its coverage area resulting in a better performance.
D.2 Throughput
The comparison of throughput when the node18 is compromised by the attacker is presented in Fig. 18 . The above throughput graph also confirms the previous results so that by either increasing the size of the attack packets or decreasing their intervals, the throughput degrades more. For the 500B attack packets with 0.01s interval, the attacker can achieve absolute success by falling the throughput down to zero. In this case, the collision attack completely overwhelms the network and blocks the sensor nodes from any transmission. Like before, the throughput in case of 0.01s interval is less than when the compromised node is in the main route. In cases that the attackers select the larger intervals, either 0.05s or 0.02s, between the attack packets, they need to move to a position in the middle of the main route to increase the impact of the collision attack. The comparison of the packet lost rate and the amount of damage caused by the attack when the node18 is compromised by the attacker are presented in Fig. 19 and Fig. 20 respectively. As the above results show, like before the collision attack is able to highly damage the performance of the WSN and imposes 100% packet lost. By either increasing the attack packets size or decreasing the attack packets interval, different rates of success can be achieved for the attacker.
D.3 Packet lost rate
In order to conclude this work, we use all the results and findings in our experiments to answer the three research questions as follows.
Answer to the Question1: The answer to the first question of this research is that comparing the WSN degradation levels in terms of our metrics shows that the 500B attack packets are able to completely disable the network and prevent any authorized sensor node to exchange data in the WSN. Therefore, based on the results, it is concluded that the larger attack packets are more destructive than the smaller. However, transmission of the larger packets comes at the price of consuming more resources of the attacker while putting him in danger of being detected and identified by the IDS systems.
Answer to the Question2: The answer to the second question of this research is that from the simulation results it is concluded that the location of the attacker has a critical role to increase the efficiency of the attacks. When the attacker is in the middle of the path that connects sensor nodes to each other, the collision attack causes the highest damage to the network. After that being near to the destination and then near to the source, have the most and the least effects respectively.
Answer to the Question3: Answer to the third question of this research was explained through the analysis of the graphs. As the interval between the attack packets decreases, the success rate of the attacker goes higher due to collision of the legal packets with the malicious packets. However, as we already discussed, the IDS systems have a detection threshold. Hence, it is important for the attacker to choose a proper interval to remain anonymous through the entire attack time.
V. CONCLUSION
This study was conducted to implement the collision attack in wireless sensor networks and evaluate the impacts of this attack on the performance of the WSNs in terms of our metrics. Through simulation of several scenarios, the performance of the WSN was measured with and without the collision attack by applying different parameters. Comparing the performance of the WSN when there is no attack with its performance under the collision attack proves that this attack is a devastating threat to wireless networks and is capable of disabling the network connectivity. The simulation results indicate that increasing the size of the attack packets and attack rate can highly degraded the performance of the WSN. We observed a severe reduction of throughput even down to 0% as the attack rate increases. The highest attack rate can effectively increase the packet lost rate dramatically up to 100%. Placing the attacker in the middle of the main route, which is generally established by the routing algorithm to connect the sensor nodes, can impose the highest damage to the WSN. The malicious attack packets destroy the routing packets which results in preventing the sensor nodes from any further data transmission.
