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A B S T R A C T
Homogeneous lean combustion is a great opportunity to reduce Inter-
nal Combustion Engine (ICE) emissions (both greenhouse gases and
pollutants) if combined with responsible use. Unfortunately, burning
lean mixtures and meeting the demands of ICEs is complicated by low
reactions rates, extinction, instabilities and mild heat release. There is
therefore a need for breakthrough technologies thwarting the adverse
effects of lean combustion to leverage lean-burn strategies in ICEs.
The Pre-Chamber Ignition (PCI) concept has demonstrated its capabili-
ties to induce very high burning rates enabling ultra-lean premixed
mixtures to be burnt efficiently. This is achieved through the creation
of multiple highly turbulent jets of hot burnt gases issuing into the
main chamber of the engine. However, the optimization of the size
of the pre-chamber orifices is something very complex that is not yet
clearly understood. Small holes must be used in order to generate
enough turbulence in the main chamber, but these small holes can
also inhibit the ignition of the main chamber because of too high jet
cooling and/or speed.
Therein lies the challenge of this research work: how to design the
holes connecting pre- and main chambers to maximize burning rates
without exceeding the ignition limit? To answer this question, multi-
ple numerical tools were used: kinetically detailed Direct Numerical
Simulation (DNS), Large Eddy Simulation (LES) and zero-dimensional
modelling. DNS was used to build precise knowledge on jet ignition.
Especially, it helped to understand how the jet injection speed and
temperature govern ignition and revealed specific incipient flame
structures. It also allowed to build models to predict the outcome of
an ignition sequence. LES was used to study the whole PCI concept
in a real engine. It allowed to analyse the flow entering and leaving
the pre-chamber, to measure the cooling and quenching effects in
the connecting ducts, and to analyse the ignition and combustion
processes for both normal and abnormal combustion cases. Finally, a
zero-dimensional model has been developed based on a multi-zone
approach. It integrates key submodels to account for thermal effects
in the ducts and to predict the outcome of the jet ignition attempts in
the main chamber. Therefore, it provides a crucial tool to answer the
research question by evaluating the result of multiple PCI designs in
terms of main chamber ignition at a low computational cost.
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R É S U M É
La combustion d’un mélange pauvre et homogène est une opportunité
de réduire les émissions des moteurs à combustion interne (à la fois en
termes de gaz à effet de serre et de polluants) si elle est accompagnée
d’une utilisation responsable. Mais brûler un mélange pauvre tout en
assurant le fonctionnement normal d’un moteur est complexe car il en
résulte des faibles taux de réactions et des phénomènes d’extinction
ou d’instabilités. Des solutions doivent alors être développées afin
de contrecarrer les effets néfastes de la combustion pauvre et en
tirer profit. Le concept d’allumage par préchambre, qui génère de
multiples jets turbulents composés de gaz brûlés à haute température
afin d’allumer la chambre principale, a démontré qu’il était capable
d’induire une combustion rapide permettant de brûler efficacement
des prémélanges pauvres. Cependant, l’optimisation de la taille des
orifices liants la préchambre à la chambre principale est délicate. De
petits trous doivent être utilisés afin de générer suffisamment de
turbulence dans la chambre principale, mais ils peuvent également
empêcher l’allumage en raison d’un refroidissement trop important
et/ou d’une vitesse de jet trop élevée.
D’où l’enjeu de ce travail : comment concevoir les trous de connexion
de sorte à maximiser la vitesse de combustion sans dépasser la li-
mite d’allumage ? Pour répondre à cette question, plusieurs outils
numériques ont été utilisés, allant de simulations tridimensionnelles
d’écoulements réactifs de type simulation directe (DNS) et simulation
des grandes échelles (LES) à de plus simples modèles réduits. La DNS
a été utilisée afin d’acquérir des connaissances précises sur l’allumage
par jet chaud. Elle a permis de comprendre l’influence de la vitesse
d’injection et de la température de jet sur l’allumage et a révélé des
structures de flamme spécifiques. Elle a également permis de bâtir
des modèles pour prédire la réussite ou l’échec d’un allumage par
jet chaud. La LES a été utilisée pour étudier dans son ensemble le
concept d’allumage par préchambre dans un moteur. Elle a permis
de caractériser l’écoulement au travers des conduits de connexion, de
mesurer les effets de refroidissement et d’extinction dans ces conduits
et d’analyser les mécanismes d’allumage et de combustion qui ont lieu
pour des cas de combustion normale et anormale. Enfin, un modèle
moteur zérodimensionnel a été développé, intégrant des sous-modèles
essentiels afin de tenir compte des effets thermiques dans les conduits
et de prédire l’allumage de la chambre principale. Il fournit un outil
efficace afin de répondre aux besoins de dimensionnement en permet-
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Part I
I N T R O D U C T I O N
In this first part, a brief introduction to homogeneous lean
combustion is given, with its advantages and challenges to
face. An overview of the main technologies used to extend
the lean limit is then given, with more details on the pre-
chamber ignition concept which is studied throughout this
work. Finally, the main research questions associated with
the design of pre-chamber ignition in internal combustion




H O M O G E N E O U S L E A N C O M B U S T I O N I N I N T E R N A L
C O M B U S T I O N E N G I N E S
Transport almost entirely relies on Internal Combustion Engines (ICEs)
burning petroleum-derived fuel. While the global demand for trans-
port energy is large and is increasing, changing transport policy and
improving ICE is of major importance because of the climate and pollu-
tion impact on earth. One way to improve ICEs is to use homogeneous
lean combustion. Engines operating under these conditions can have
very low pollutant emissions and very high efficiency [1]. Details
regarding these advantages and challenges appear in this chapter.
1.1 advantages of burning homogeneous lean mixtures
over stoichiometric ones
1.1.1 Advantages in Terms of Efficiency
Ideal thermal efficiency of ICEs, assuming an instantaneous isochoric





where vcr is the volumetric compression ratio and γ is the ratio of
specific heats of the inducted charge. Therefore, to maximize the ther-
mal efficiency, the compression ratio and the specific heat ratio of the
working fluid should be maximized and lean combustion goes in this
direction. First, γ of air is greater than γ of air/fuel mixture for typical
hydrocarbon fuels: the value of γ will be higher for lean mixtures
than for stoichiometric ones, leading to higher thermal efficiencies.
Second, a higher compression ratio is attainable with leaner mixtures
before auto-ignition occurs due to longer auto-ignition times than
stoichiometric mixtures.
In practice, other advantages of lean combustion appear. Lean com-
bustion results in cooler burnt gases temperature than stoichiometric
combustion which reduces heat losses to the cylinder walls and there-
fore increases engine efficiency. It also reduces pumping losses during
the air intake throttling required to maintain specific air-fuel ratio
(work is required to pump the mixture past a partially closed throttle).
Lean combustion requires more air and therefore less throttling which
increases part-load efficiency.
3
4 homogeneous lean combustion
1.1.2 Advantages in Terms of Pollutant Emissions
In addition to the increase in efficiency, homogeneous lean combustion
is a good candidate to decrease pollutant emissions. Thermal nitrogen
oxide formation is reduced because flame temperatures are typically
low under lean combustion conditions. In addition, when leaning
is accomplished, complete combustion generally results because of
the air excess (i.e. an oxidizing environment), reducing hydrocarbon
and carbon monoxide emissions. Burning a homogeneous lean mix-
ture also limits pollutant formation by preventing combustion of rich
pockets as could be the case with a heterogeneous mixture. Therefore,
homogeneous lean operation, within reason, can be an excellent strat-
egy for reducing emissions and meeting emission standards without
the need for exhaust gas aftertreatment systems.
1.2 challenges of burning homogeneous lean mixtures
Burning homogeneous lean mixtures and meeting the demands of
practical combustion systems is complicated by low reaction rates,
extinction, instabilities and mild heat release associated to very lean
mixtures. A major issue of lean combustion is that the flame consump-
tion speed may be much lower than the stoichiometric one for high
dilution rates while the combustion duration affects emissions and
thermal efficiency. In an ideal engine, all the energy from combustion
would be instantly released at TDC. However, in a real engine, com-
bustion of the fresh mixture takes time. The efficiency is then reduced
compared to the ideal cycle [2]. Since burning rates are highest close
to stoichiometry, using a lean mixture results in increased combustion
duration. This then reduces the thermal efficiency, thereby tending to
counteract the advantages of lean combustion in terms of efficiency. In
addition, operating an ICE with a lean mixture can cause misfires and
partial-burns that both deteriorate engine efficiency and increase un-
burnt hydrocarbon emissions and combustion instabilities that prevent
proper operation [3, 4].
Therefore, to successfully implement a lean-burn strategy to min-
imize exhaust emissions and maximize thermal efficiency, devices
should be employed to enable the fastest possible combustion rate to
be achieved under all operating conditions. In practice, this means
providing a reliable ignition and increasing the burning rate using
artifices.
2
O V E RV I E W O F T E C H N O L O G I E S T O L E V E R A G E
H O M O G E N E O U S L E A N C O M B U S T I O N
To address the challenges raised in Section 1.2, it is necessary to
develop new technologies since typical Spark Ignition (SI) in the main
chamber fails [3, 4]. Any technique which may provide stronger initial
flame kernel and/or increase the burning rate should be beneficial.
While stronger initial flame kernel can be reached using high energy
ignition systems, an increase in the burning rate is more difficult to
achieve. Nevertheless, turbulence increases the burning rate through
flame wrinkling and so anything that enhances turbulence levels
during the combustion event tends to be helpful. Other concepts
use compression ignition to burn the premixed charge as a whole,
eliminating the issues associated with low consumption speeds of the
propagating flame fronts.
2.1 partially stratified charge
In the Partially Stratified Charge (PSC) concept, a very small quantity The amount of
additional fuel is




of fuel is injected adjacent to the spark plug electrodes of a SI engine
(Fig. 2.1) just before ignition, providing rapid and reliable ignition, and
the formation of a strong initial flame kernel. Reynolds and Evans [5]
have shown that PSC significantly reduced ignition delay, as measured
from the spark to 5% heat release (Fig. 2.2). In addition, PSC reduces the
combustion duration (here evaluated using 5 to 95% heat release) and
extend the lean limit. However, the improvement in the burning rate
compared to non-PSC is not sufficient to maintain efficiency (Fig. 2.2).
It is an excellent example of the technology requirements: it must not
only provide rapid and reliable ignition, but also significantly increase













Figure 2.1: Sketch of the PSC concept, from Ref. [5].
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PSC Inj. Rate: 14 g/h
(1.1% of fuel at λ=1.6)
(0.6% of fuel at λ=1.6)
Figure 2.2: Left: combustion duration (spark to 5% and 5 to 95% heat release)
versus air-fuel equivalence ratio for PSC with 14 g/h injection and non-PSC
case (perfectly homogeneous mixture). Right: Brake Specific Fuel Consump-
tion (BSFC) versus air-fuel equivalence ratio for different PSC injection flow
rates. From Ref. [5].
2.2 high energy ignition systems
A complete review on high energy ignition systems applied to ICEs can
be found in Ref. [6]. These systems include long duration sparks [7, 8],
spark restrikes [9, 10], multiple spark plugs [11], corona spark plugs
[12], plasma jet igniters [13], rail plugs [14], lasers [15] and microwave
concepts [16]. All these systems aim at pushing the lean ignition
limit. However, as for the PSC concept, slow flame travel still limit the
lean operation because of low burning rates (e.g., [8]), implying that
some method of increasing the flame speed is required to fully utilize
the benefits of increased ignition energy. Furthermore, these ignition
systems are expensive and require large electrical energy (e.g., [13])
which limits their wide marketing and commercial implementation,
especially for automotive applications. Some sparked devices also
suffer from erosion of the electrode metals because of the high energy
electrical discharge, limiting their operational lifetime (e.g., [17]).
2.3 homogeneous charge compression ignition
One way to overcome slow flame consumption issues of lean com-
bustion is to not use flame fronts to consume the lean charge but to
have the charge volumetrically ignite throughout the cylinder: this is
the Homogeneous Charge Compression Ignition (HCCI) concept [18].
Instead of using an ignition source, HCCI engines use high compres-
sion ratios to ignite the air/fuel mixture. In addition to very rapid
combustion, HCCI engines typically run at higher compression ratios
than SI engines, thus offering higher thermal efficiencies. However,
HCCI engines have a limited load range that cannot support high load
2.4 spark controlled compression ignition 7
demands required by automotive applications. Almost instantaneous
volume combustion at high load can yield unacceptable pressure rise
rates and/or unacceptable peak cylinder pressure, causing excessive
noise and potentially damaging the engine. Besides, ignition depends
on the thermochemical path of the mixture being compressed and
therefore on the temperature and pressure history of the gas mixture.
This makes controlling the start of combustion a very difficult task
while stable and efficient engine operation requires that the combus-
tion timing be tightly controlled to the proper set point. This is the
main obstacle to the wide use of this technology in ICEs.
2.4 spark controlled compression ignition
Spark Controlled Compression Ignition (SCCI) brings a solution of the
combustion timing control issues of HCCI [19]. It uses spark to produce
a flame kernel that consumes a portion of the charge and increases the
temperature of the remaining charge by heat transfer and compression
effects, causing it to auto-ignite earlier than it would have otherwise
(Fig. 2.3). This provides temporal control over the combustion process,
solving the lack of control of HCCI. However, volumetric auto-ignition
at high-load can still yield unacceptable pressure rise rates and/or
unacceptable peak cylinder pressure. Production feasible engines then
need to employ a combination of combustion strategies, such as stoi-
chiometric SI combustion at high loads and leaner SCCI combustion at









Figure 2.3: Sketch of the SCCI concept, from Mazda.
2.5 pre-chamber ignition
Pre-Chamber Ignition (PCI) consists in using a small semi-confined Some authors also
use TJI for Turbulent
Jet Ignition to refer
to this technology.
volume (the pre-chamber) to create multiple hot turbulent jets and
provide multiple ignition sites for the homogeneous lean mixture in
the main chamber [20]. In addition to the multiple high energy ignition
8 technologies to leverage homogeneous lean combustion
sources, the turbulent jets increase the turbulence levels in the main
chamber, increasing the combustion speed and pushing back the air
dilution limit of proper engine operation. Furthermore, the fast com-
bustion induced by these systems not only directly increases engine
efficiency but also allows to increase the knock limited compression
ratio which further increases the engine efficiency.
In practice, air/fuel mixture flows from the main chamber to the
pre-chamber during the compression stroke and is ignited inside the
pre-chamber with a spark plug (Fig. 2.4). During the pre-chamber
combustion, initially unburned mixture flows into the main chamber,
but later the pre-chamber flame and/or jets with hot combustion
products issue into the main chamber and ignite its lean mixture.
The jets induce turbulence inside the main chamber and generate
multiple distributed ignition sites. This process is often dubbed as
Turbulent Jet Ignition (TJI) and results in an overall increase of the
burning rate. The pre-chamber can be filled only by the homogeneous
premixed mixture available in the main chamber, or also be filled
using an auxiliary fuel injection inside the pre-chamber. This allows
to decouple the equivalence ratio in the pre-chamber from the one in
the main chamber and so to burn richer mixtures in the pre-chamber

















Figure 2.4: Sketch of the PCI concept, from Ref. [21].
Attard et al. [21, 22] have demonstrated the capability of the PCI
concept to drastically increase the air dilution limit above λ = 2.0while
maintaining very high levels of engine efficiency thanks to the rapid
main chamber combustion induced by the multiple hot turbulent
jets. More precisely, the lean limit have been pushed back by 44%
2.5 pre-chamber ignition 9
compared to the same engine platform with SI (not allowing operation
beyond a coefficient of variation of gross Indicated Mean Effective
Pressure (IMEP) of 5). Ignition delays (measured by the difference
between spark ignition and 10% mass fraction of burnt gases) have
been reduced by up to 51%. Combustion duration (measured by
the difference between 10 and 90% mass fraction of burnt gases)
have been reduced by up to 44%. This rapid combustion allows high
levels of air dilution while limiting losses from ideal engine cycle
to real engine cycle. This results in an increase in indicated thermal
efficiency by up to 19%. It confirms the capability of PCI to achieve
very high efficiency levels. In addition, near zero engine out nitrogen
oxide emissions have been observed. Baeta et al. [23] confirmed the
system advantages, linked to a NOx, CO2 and CO emissions reduction.
However, they found an increase in unburnt hydrocarbons linked to
excessive wall-wetting in the pre-chamber as they used liquid injection































































































































Figure 2.5: Combustion stability, thermal efficiency, ignition delay and com-
bustion duration for both SI and PCI engines in the same contemporary Port
Fuel Injection (PFI) engine platform at 1500 Revolutions Per Minute (RPM),
4.7 bar net IMEP. From Ref. [22].

3
H O W T O D E S I G N P R E - C H A M B E R I G N I T I O N
S Y S T E M S F O R AU T O M O T I V E A P P L I C AT I O N
Lean-burn PCI engines have demonstrated the capability to signifi-
cantly extend the lean operation limit while maintaining reasonable
burning rates, therefore improving the engine efficiency and decreas-
ing pollutant emissions. However, the performance of a PCI engine
is largely dependent on the pre-chamber design, which has to be
optimised for the particular main chamber and the foreseen operating
conditions. To date, the PCI concept has not yet been widely applied
in the automotive industry. The design is then based on empirical
approaches rather than on theory or established rules, which motivate
the present work.
As shown experimentally by Sadanandan et al. [24] in a divided
chamber academic configuration, the size of the pre-chamber orifices
is critical as it determines the injection speed and temperature of the
jets. They emphasizes the role of the mixing rate and the jet temper-
ature in the main chamber ignition process. One might think that
smaller holes are always beneficial since they generate more vigorous
jets causing faster combustion. Actually, when the size of the holes
decreases, pressure drop increases which does indeed generate higher
injection speeds, but this can inhibit ignition beyond a certain speed
due to excessive mixing rate in a finite rate chemistry environment.
In addition, reducing the size of the holes increases the cooling of
the gases as they pass through, resulting in lower temperature of the
jets. Since chemical reactions are highly dependent on temperature,
maximizing the burning rate of the main chamber by decreasing the
size of the holes must be done with special care in order to avoid
misfires.
The design of the connecting ducts is then an optimization problem.
Too big, the main chamber ignition is ensured but little turbulence is
generated and combustion is not fast enough to result in acceptable
engine performances. Too small, the main chamber ignition fails due
to excessive mixing rates and/or too low temperature of the injected
gases. This is illustrated in Fig. 3.1 where an a priori combustion
diagram is proposed based on physical arguments. The burning rate
ṙb is proportional to the flame surface Af and the flame consumption
speed Sc such that
ṙb ∝ AfSc. (3.1)
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Since Af and Sc are inversely proportional to the size of the holes d
and the air-fuel equivalence ratio λ, respectively, it is possible to write
ṙb ∝ (dλ)−1 . (3.2)
An increase in λ at iso-d (horizontal lines in Fig. 3.1) results in a
longer combustion duration. On the contrary, a decrease in d at iso-λ
(vertical lines in Fig. 3.1) results in a shorter combustion duration (see
additional graph on the upper right of Fig. 3.1). Therefore, maintaining
a given combustion duration while increasing the air dilution means
decreasing the size of the holes accordingly (iso-comb. duration lines
in Fig. 3.1) until reaching the ignition limit, which increases with λ as
chemistry weakens.
Of course, the pre-chamber orifices are not deformable. Once the
engine has been designed, it is then only possible to move horizontally
in Fig. 3.1. If the holes have not been properly sized, the combustion
duration limit or the ignition limit will be reached too quickly, thus
not allowing significant dilution levels to be achieved. If the limit
in combustion duration is established by the engine designer, this
is not the case with the ignition limit which depends on multiple
complex aerothermochemical phenomena and is not known a priori.
Therein lies the major challenge of this research work: understand
what dictates the ignition limit and succeed in predicting it with
simple tools to allow the optimization of PCI systems which require to




































Figure 3.1: A priori PCI combustion diagram. mc: main chamber.
4
W O R K P L A N
Multiple numerical tools and strategies are combined in the present
work to address the research question detailed in Ch. 3. Direct Nu-
merical Simulation (DNS) is used to precisely study the ignition mech-
anisms and the physical phenomena involved during the ignition of
a lean premixed mixture by a jet of hot burnt gases in an academic
configuration. Particular attention is paid to the influence of the jet
injection speed and temperature on ignition. Actual behaviour in real
engines may differ from idealized cases such the DNS configuration
employed. Large Eddy Simulation (LES) is therefore used to build
knowledge on PCI in a real ICE. This includes the study of normal
engine operation, abnormal engine operation (misfires) and dual fuel
operation (H2 addition). DNS and LES are of great help in understand-
ing the physical phenomena involved in the use of PCI. However,
the computational cost of these tools prevents them from being used
as a systematic approach to evaluate multiple designs. Thus, an en-
gine model is developed using multi-zone approach combined with
submodels to account for what burnt gases undergo when passing
through the connecting ducts and, in particular, to predict the ignition
or not of the main chamber by the generated jets of hot burnt gases.
This zero-dimensional engine model then makes it possible to carry
out parametric studies of engine design at a low computational cost.
All these works are interconnected and feed each other (Fig. 4.1).
The DNS data of jet ignition sequences (Ch. 8) are used to build models
to predict the outcome of an ignition sequence (Section 14.6) where
one of them is integrated into the engine model described in Ch. 14.
The LESs of Part iv are used to calibrate and evaluate the validity






































































Figure 4.1: Structure of the PhD work.
Part II
N U M E R I C A L S I M U L AT I O N O F R E A C T I V E
F L O W S
Motion of viscous fluid substances can be mathematically
described by a set of partial differential equations—the
Navier-Stokes equations—which expresses conservation of
momentum, mass and energy. These equations are used
to compute multi-dimensional reacting flows but require
some additional terms to account for multi-species multi-
reaction gas. This part concentrates on the presentation
of these equations and their resolution. First, the balance
equations are introduced along with some simplifications
made on transport and chemistry description. Then, the
large eddy simulation concept is described. The balance
equations in this framework are detailed as well as the
models used for the unclosed quantities that arise. Finally,
information regarding the numerical methods used to solve
the governing equations are given with some specificities




G O V E R N I N G E Q UAT I O N S F O R R E A C T I V E F L O W S
In this work, the Navier-Stokes equations with some additional terms
to account for multi-species multi-reactions gas are used to describe
multi-dimensional reactive flows. The derivation of these equations
from mass, species, momentum and energy balances may be found in
many books (e.g., [25, 26]). From a mathematical point of view, these
equations are non-linear partial differential equations and, except in
simple canonical cases, cannot be solved analytically. This chapter
presents these equations as well as the physical models used in the
multi-species Navier-Stokes solver AVBP employed in this work.
5.1 balance equations
Combustion involves multiple species reacting through multiple chem-
ical reactions. The variables required for the description of a compress-
ible reactive flow are
U = (mx,my,mz, E, ρk)
t , (5.1)
where m = (mx,my,mz)
t is the momentum vector, E is the product
of the total non-chemical energy E by the density ρ which is the sum
of the partial densities ρk (for k = 1 to N) of the N species present in
the mixture. The total non-chemical energy E is the sum of sensible
energy es and kinetic energy ec.









where ui is the ith component of the velocity vector, Yk is the mass
fraction of the kth species and the sensible energy of the kth species





where T0 = 0 K is the reference temperature used and Cv,k is the mass
heat capacities at constant volume of the kth species.
To simplify the computation of the sensible energy from tempera-
ture, the internal energy of each species is tabulated from data bases
every 100 K, in a range going from 0 to 5000 K. On each 100 K range,
the heat capacity of any species is supposed constant. The energy
at a given temperature is then obtained by linear interpolation. This
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interpolation also provides a fast method to recover temperature from
sensible energy data.
Assuming a mixture of ideal gases, the equation of state relating
temperature T , pressure P and density ρ is
P = ρrT , (5.4)














where R = 8.3143 J/K/mol is the universal ideal gas constant, Wk is
the molecular weight of the kth species and W is the mean molecular









The computation of three-dimensional reactive flows requires solv-
ing for the N+ 4 variables of Eq. 5.1. There is therefore a need for
N+ 4 governing equations. These equations arise from species, mo-
mentum and energy balances. They are now described using Einstein
summation notation1.
species The species mass balance equations read













+ ω̇k for k = 1,N , (5.7)
where ω̇k is the species chemical source term of the kth species and
Ji,k is the ith component of the diffusive flux of the kth species defined
as
Ji,k = ρYkVk,i, (5.8)
where Vk,i is the ith component of the diffusion velocity vector Vk of
the kth species that need to respect
N∑
k=1
YkVk,i = 0 (5.9)
to ensure total mass conservation. The computation of the diffusion
velocity is discussed in Section 5.2.
1 Repeated indices are implicitly summed over.
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for j = 1, 3 , (5.10)
where δij is the Kronecker symbol2 and τij is the viscous tensor
















where µ is the dynamic viscosity (linked to the kinematic viscosity
ν = µ/ρ).
energy Multiple forms of energy equation can be written [27].
Here, the total non-chemical energy (Eq. 5.2) is used to represent















+ ω̇T + Q̇, (5.12)








where λ is the heat conduction coefficient of the mixture, ω̇T is the





where ∆h0f,k is the standard formation enthalpy of the k
th species
and Q̇ is an external heat source term (due for example to an electric
spark).
5.2 diffusion velocities
The exact computation of the diffusion velocities is very complex
and expensive. The diffusion velocities are then computed using
Hirschfelder and Curtiss approximation [28] which is the best first-
order approximation to the exact formulation [29, 30]. Under this




+Vc for k = 1,N , (5.15)
where Dk is the diffusion coefficient of the kth species into the rest of
the mixture andVc is a correction velocity to ensure mass conservation.
2 δij = 1 if i = j, 0 otherwise.
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Using Eq. 5.15 in Eqs 5.7 and summing all species equations, the mass
conservation equation must be recovered so that the proper expression









for j = 1, 3 . (5.16)
5.3 transport properties
Simple transport models are used. The dynamic viscosity µ of the
mixture is supposed independent of the species composition and only







where the exponent b depends on the mixture and typically lies
between 0.6 and 1.0. The species diffusion coefficients are evaluated





where the Schmidt numbers are dimensionless numbers that compare
viscous and species diffusion rates. Similarly, the thermal conductivity





where the Prandtl number compares the viscous and thermal diffusion
rates.
5.4 chemical kinetics
5.4.1 General Formulation of the Chemical Reactions







ν ′′kjMk for j = 1,M , (5.20)
where Mk is a symbol for the kth species, ν ′kj and ν
′′
kj are the molar
stoichiometric coefficients of the kth species in the jth reaction. The
species source terms ω̇k are the sum of the mass reaction rates ω̇k,j
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where νkj = ν ′′kj − ν
′





ω̇k = 0. (5.22)
















where Kfj and Krj are the forward and reverse rates of the jth reaction,
respectively. The forward reaction rates are usually modelled using
the empirical Arrhenius law






for j = 1,M , (5.24)
where Afj and Eaj are the pre-exponential constant and the activation
energy of the jth reaction, respectively. At a molecular level, the Arrhe-
nius law here describes the probability that an atom exchange occurs





for j = 1,M , (5.25)

















where P0 = 1 bar, ∆H0j and ∆S
0
j are the enthalpy and entropy changes
occurring when passing from reactants to products in the jth reaction,
respectively.
5.4.2 Analytically Reduced Chemistry
Computing reactive flows requires chemical schemes that contain data
on all the species and reactions relevant to the combustion process.
Using detailed mechanisms that contain a large number of species and
reactions in three-dimensional reactive flows is not a viable option
because of the associated excessive computational cost. Analytically
Reduced Chemistry (ARC) mechanisms widely discussed in Ref. [31]
are therefore used in this work, resulting from a complex reduction
process from a detailed mechanism to obtain an appropriate descrip-
tion of the combustion processes retaining few species. Typically,
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retaining 10 to 30 species enable such mechanisms to be used for
three-dimensional reactive flows, keeping the computational cost at
an affordable level [32–35].
The ARC mechanisms used throughout this work are specially con-
structed using the yarc tool [36]. A set of canonical zero- or one-
dimensional configurations is used to steer the reduction process
towards an accurate ARC mechanism. The configurations include one-
dimensional premixed laminar flames and zero-dimensional auto-
igniting homogeneous reactors. Starting from a detailed mechanism,
the reduction process follows two steps. First, a skeletal reduction
is performed. Unimportant species and reactions are removed from
the detailed mechanism using the Directed Relation Graph with Er-
ror Propagation (DRGEP) method [37]. Then, Quasi Steady State Ap-
proximation (QSSA) is performed. Lu and Law [38] gave an accurate
definition of a Quasi Steady State (QSS) species that are identified
using the Level Of Importance (LOI) criterion [39, 40]: “A QSS species
typically features a fast destruction time scale, such that its small or mod-
erate creation rate is quickly balanced by the self-depleting destruction rate,
causing it to remain in low concentration after a transient period. The net
production rate of the QSS species is therefore negligible compared with both
the creation and the destruction rates, resulting in an algebraic equation for
its concentration.” QSSA does not only reduce stiffness from the chemi-
cal mechanism but also replaces part of the differential equations for
species concentrations by algebraic equations, whose cost of computa-
tion is much lower.
The fundamental aspect of ARC is that expressions for all reactions
rates are readily obtained and rely directly upon the detailed chemistry
model. It is expected that, by keeping the core physics of the problem,
the operating range naturally broadens outside of specified targets that
steer the reduction process. Species evolutions should naturally yield
realistic levels, and the general behaviour of the kinetic system should
be trustworthy and realistic. Furthermore, these mechanisms naturally
contain intermediate species involved in the process of ignition by hot
burnt gases [41–44] studied in this work.
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L A R G E E D D Y S I M U L AT I O N C O N C E P T
The direct numerical resolution of the set of balance equations de-
scribed in Section 5.1 is still today limited to simple academic con-
figurations, despite the increase in computational resources. Indeed,
turbulent flows in real systems span a wide range of length scales in-
cluding very small ones that require unreachable spatial and temporal
discretization in complex geometries. The ratio between the integral
length scale lt and the dissipative Kolmogorov length scale lη can be




where Re is a characteristic flow Reynolds number. For standard au-
tomotive ICEs, taking the mean piston speed as characteristic speed,
the engine bore as characteristic length and the air viscosity at at-
mospheric condition, Reynold number can be estimated at around This is a rough
estimate in order to
give an order of
magnitude.
4.6 · 104 at 3000 RPM. The ratio lt/lη giving the discretization required
in each direction to compute all the turbulent scales of the flow, the






leading to numerical grid containing around 31 billions points, which
is out of reach with current computational resources. Methods have
therefore been developed in order to be able to compute such configu-
rations by modelling part of the problem.
Reynolds Averaged Navier-Stokes (RANS) methodology consists in
solving for the mean values of all quantities. Solving these equations
provides averaged quantities corresponding to averages over time for
stationary mean flows or averages over different realizations (or cycles)
for periodic flows like those found in piston engines (i.e. phase aver-
aging). For a stabilized flame, the temperature predicted with RANS
at a given point is a constant corresponding to the mean temperature
at this point (Fig. 6.1). The balance equations for Reynolds or Favre
(i.e. mass-weighted) averaged quantities are obtained by averaging
the instantaneous balance equations, exhibiting unclosed terms for
which models should be used. These models represent the effect of
the entire turbulence spectrum (Fig. 6.1). Because the largest scales of
the turbulent motion strongly depend on the simulated configuration,
the RANS closure models often lack universality. They should be used
with care when exploring new designs.
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Between modelling the effect of the whole turbulence spectrum
(RANS) and computing all turbulent scales (DNS), LES consists in com-
puting the turbulent large scales whereas modelling the effects of the
smaller ones (Fig. 6.1). This approach is expected to be much more
precise than RANS as the turbulent large scales that drive the flow
are solved while there is a need for modelling only the effect of the
turbulent small scales that have an isotropic and self-similar universal
nature and whose role is mainly to dissipate kinetic energy [45, 46].
Unlike RANS that provides time averaged quantities, LES variables
are filtered in space and therefore intrinsically capture unsteady flow
features. LES would capture the low-frequency variations of temper-
ature in Fig. 6.2. It has experienced a fast development over the last
twenty years and appears to be an excellent candidate to investigate
unsteady phenomena in complex configurations where DNS is not
computationally feasible, as for the ICE computations of this work
(Part iv).
Figure 6.1: Turbulence en-
ergy spectrum plotted as a
function of wave number.
DNS, RANS and LES are sum-
marized in terms of spatial
frequency range. kc is the
cut-off wave number used in
















Figure 6.2: Time evolutions of local temperature computed with DNS, RANS
or LES in a turbulent flame brush (from Ref. [27]).
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6.1 governing equations
In the physical domain Ω, scale splitting is obtained by filtering the




U(y, t)G∆(x−y) d3y. (6.3)
Filtering the balance equations using the above definition introduces
many unclosed correlations between the fluctuations of any quantity
and density that act as source terms [27] and are uneasy to handle. To
avoid this difficulty, mass-weighted filtering ·̃ (called Favre filtering)





Filtering the instantaneous balance equations of Section 5.1 leads to
the following equations:










−Ji,k − ρ(ũiYk − ũiỸk)
]
+ ω̇k for k = 1,N ; (6.5)













τij − ρ(ũiuj − ũiũj)
]
for j = 1, 3 ; (6.6)


















+ ω̇T + Q̇sp. (6.7)
In this set of equations, unresolved quantities arise and must be mod-
elled: Reynods stresses (ũiuj − ũiũj), species fluxes (ũiYk − ũiỸk),
energy fluxes (ũiE− ũiẼ) and source terms ω̇k. Besides, to obtain
these equations, commutation between filtering and derivative was
assumed. This is true for a filter that does not depend on space or
time. The size of the filter being generally taken equal to the local cell
size, multiplied by a constant, the commutation assumption is valid
for uniform and stationary meshes. Moving meshes, like those used
for ICE computations, lead to temporal commutation errors. However,
Moureau et al. [47] found that theses errors can be neglected in ICE
computations.
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filtered viscous fluxes









is approximated neglecting high order correlations between the






















µ ' µ(T̃). (6.11)













is approximated neglecting high order correlations between the
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6.2 unresolved fluxes modelling
Unclosed fluxes appearing in the filtered balance equations (Sec-
tion 6.1) are called subgrid-scale fluxes. For the system to be solved,
closures need to be supplied. Details on the forms and models used
in this work are given here:
- the Reynolds stress tensor τtij = −ρ(ũiuj − ũiũj) is expressed as
a diffusion contribution by introducing a subgrid-scale viscosity
µt following the turbulence viscosity assumption proposed by
Boussinesq ([48–50]). Such an approach assumes that the effect of
the subgrid-scale field on the resolved field is purely dissipative.
This assumption is essentially valid within the cascade theory
introduced by Kolmogorov [45]. The Reynolds stress tensor is
described using the viscous tensor τij expression retained for









The question is now to evaluate the turbulent viscosity µt. A lot
of turbulent viscosity models to estimate µt are available in the
literature such as the Smagorinsky model [51] that is efficient
in homogeneous isotropic turbulent flows but is known to be
too dissipative and transitioning flows are not suited for its
use [52]. Moreover, this formulation is known for not vanishing
in near-wall regions and therefore cannot be used when walls
are treated as no-slip walls. In order to obtain correct scaling
laws in near-wall regions for wall bounded flows, the WALE
model was proposed by Ducros et al. [53]. However, this model
suffers from incorrect subgrid-scale viscosity for solid rotation
and axisymmetric expansion. To overcome this issue, Nicoud
et al. [54] proposed the SIGMA model based on the singular
values σ1 > σ2 > σ3 of the resolved velocity gradient tensor.
The turbulent viscosity reads
µt = ρ(Cσ∆x)
2σ3(σ1 − σ2)(σ2 − σ3)
σ21
, (6.20)
where Cσ = 1.35 is a model constant and ∆x is the characteristic
filter width based on the mesh cell size. In addition, this model
behaves correctly in the near-wall regions where the turbulent
viscosity properly vanishes. It is therefore used throughout this
work as the computed reactive flows feature large rotational
structures, jet flames and wall interactions.
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- the subgrid-scale species fluxes Jti,k = ρ(ũiYk − ũiỸk) are de-
scribed using a gradient assumption with a turbulent correction




























where Sctk is the turbulent Schmidt number of the k
th species,
equal for all species Sctk = Sc
t = 0.6.
- the subgrid-scale energy fluxes qti = ρ(ũiE − ũiẼ) are repre-
sented as a diffusive contribution with an associated turbulent
heat conduction coefficient λt linked to the turbulent viscosity














The filtered chemical source terms ω̇k need to be modelled as a
function of the resolved fields. Premixed flame thickness at ICE rel-
evant operating conditions is about 10 to 100µm which is generally
smaller than the LES mesh size. This arises a major problem as the
most important contribution to the reaction rates probably occurs at
the subgrid-scale level suggesting that LES could be impossible for
reactive flows [55]. To overcome this issue, several approaches have
been proposed for premixed flames, e.g., simulation of an artificially
thickened flame [56–58], solving for a balance equation describing the
rate of change of the flame surface density [59, 60], use of a flame
front tracking technique (G-equation) [61, 62] and filtering with a
Gaussian filter larger than the mesh size [63]. Reviews proposed by
Veynante and Vervisch [64], Pitsch [65] or the textbook of Poinsot and
Veynante [27] give an overview of the combustion models that have
6.3 combustion modelling 29
been developed so far. In this work, the so-called thickened flame
model is used to resolve the reactive zone of the flames computing
the reaction rates issuing from ARC mechanisms directly on the grid.





requiring ad-hoc submodels such as ignition, flame/wall interactions,
heat losses, quenching, etc.
The main idea of the Thickened Flame for Large Eddy Simulation
(TFLES) model which originates from the work of Butler and O’Rourke
[56] is to artificially thicken the flame in order to be able to resolve the
chemical reactions within the LES grid. Following simple theories of
laminar premixed flame [26, 66] assuming a global one-step chemistry,










where Dth is the thermal diffusivity and A the pre-exponential con-
stant of the global reaction. These scaling laws show that applying the
transformation D 7→ FD and ω̇ 7→ 1/F ω̇ to diffusivity and source
terms in the LES equations, the flame thickness δL is multiplied by F
while the flame speed is maintained. F is then an adjustable parameter
to obtain the desired grid points within the thickened flame front.
A limitation of the thickened flame model arises for turbulent flames:
the wrinkling of the flame induced by turbulence increases the flame
surface leading to greater consumption of the fresh mixture. When the
ratio between the turbulent length scale and the flame thickness lt/δL
is decreased, the flame becomes less sensitive to turbulence motions
(Fig. 6.3). Thus, the flame surface deficit induced by the artificial
thickening operation should be accounted for. This was investigated
using DNS by Angelberger et al. [67], Colin et al. [68] and Charlette et al.
[69] among others. They proposed an efficiency function E to properly
account for the unresolved wrinkling effects such that D 7→ FED and
ω̇ 7→ E/F ω̇, which increases the flame speed by E without impacting
the flame thickness. E is simply the ratio between the wrinkling of the










where the wrinkling factor Ξ, which is function of the flame thickness,
is estimated assuming that there is no creation or destruction of
flame surface at the subgrid-scale level (an equilibrium is reached).
Numerous formulations have been proposed in the literature for Ξ
and interested readers are referred to Ref. [70]. In this work, the power
law model for the wrinkling factor of Charlette et al. [69] is used.
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Figure 6.3: DNS of flame turbulence interactions. Reaction rate and vorticity
fields are superimposed. a: reference flame; b: flame artificially thickened
by a factor F = 5. Because of the change in the length scale ratio lt/δL,
turbulence/combustion interaction is changed and the thickened flame is
less wrinkled by turbulence motions. From Ref. [27].
Applying TFLES factors to the LES equations throughout the whole
computational domain increases diffusion in non-reacting fresh gases
and burnt gases, damping the fluctuations and altering the non-
reacting flow. To avoid this issue, a dynamic thickening procedure is
used to modify diffusivity and source terms only within the flame
fronts. Dynamic Thickened Flame for Large Eddy Simulation (DTFLES)
requires a flame sensor S to delineate the flame regions. The local
thickening factor then reads





is a local estimation of the thickening factor required to obtain the
desired number of grid points Nc within the flame front and where
∆x is the local cell size.
In this work, the flame sensor S is based on the local value of HRR
ω̇T . As discussed by Misdariis [71], the flame sensor can be triggered
during auto-ignition and inhibit the auto-ignition process by applying
a thickening factor F which increases diffusivity and decreases species
source terms. Thus, the flame sensor should only be triggered when
a propagating flame is established. For that, following the work of
Misdariis [71], a sensor with a threshold value based on the progress




















where Ki are positive constants, Ω0 is the maximum HRR found in
a corresponding premixed laminar flame, cthr the progress variable
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where eq superscript stands for equilibrium value. Ṡ is not triggered
when c < cthr which allows not to alter the auto-ignition process
before completion and transition to a propagating flame. The values
of the constants used in the ICE LESs are reported in Tab 6.1. Input





k and Ω0 are tabulated before the LES computations and
locally estimated as a function of pressure, fresh gases temperature and
equivalence ratio. Such an estimation is mandatory because pressure,
temperature and equivalence ratio are changing over space and time,
especially in ICEs.
KS1 KS2 KS3 c
thr
5.0 5.0 250.0 0.8
Table 6.1: Values of the constants used for
the flame sensor in the ICE computations
(Eq. 6.31).
Once Ṡ is computed throughout the whole computation domain,
this scalar is filtered to give the flame sensor S. Filtering is employed
for two reasons:
1. it widens the sensor Ṡ in order to apply thickening in the pre-heat
zone of a propagating flame where the HRR is not big enough
to trigger Ṡ while there are still chemical reactions such as fuel
decomposition that must be resolved;
2. the thresholding of Ṡ causes the sensor to be cut in part of the
flame front of propagating flames and the filtering makes it
possible to encompass the flame front again (Fig. 6.4).




















Figure 6.4: Illustration of the thresholded and filtered flame sensor from
Ref. [71].
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N U M E R I C A L M E T H O D S
Governing equations of DNS (Ch. 5) or LES (Ch. 6) are non-linear partial
differential equations that cannot be solved analytically. Numerical
methods are then employed to solve these equations in discretized
space called grid or mesh. The solver used throughout this work is
an explicit cell-vertex massively-parallel code solving the governing
equations on unstructured grids of any element type called AVBP1 [72,
73]. To solve the convective part of the transport equations (relative to
inviscid fluxes), a fully explicit two-step Taylor-Galerkin finite element
numerical scheme is used [74] which offers third order accuracy in
space and time on irregular grids. Diffusion fluxes are treated with
a standard second order centred scheme. Source terms are evaluated
at cells and then distributed to nodes. Multi-stage time marching is
performed with a global time step ensuring linear stability based on
Courant–Friedrichs–Lewy and Fourier numbers. The global time step
is also limited by the time scale of the chemical source terms. Over
the last decade, AVBP has been optimized to have a good scalability on
thousands of processors on various machine architectures.
7.1 moving mesh
In ICEs, moving walls (piston crown and valves) cause a deformation
of the physical domain Ω and therefore of the body-fitted mesh.
Moving mesh is handled using Arbitrary Lagrangian Eulerian (ALE)
methods [75] where each node n of the mesh has its own displacement
speed Ẋn(t). The boundaries of the domain ∂Ω(t) match perfectly
the boundary nodes of the mesh. This approach allows to properly
describe the boundary conditions using methods developed for fixed
meshes. The displacement and the deformation of the integration
volumes must be taken into account by the numerical schemes. This
is done by introducing a time dependency of the volumes and test
functions during the derivation of the Taylor-Galerkin scheme [76].
7.2 on the fly parallel remeshing
Time variation of the size and aspect ratio of the cells have two conse-
quences:
- the convergence order of the numerical schemes degenerates




- the compression of the cells (decrease in cell size) during the
piston upward phase reduces the time step for explicit solver as
AVBP.
Therefore, different meshes need to be used during the engine cycle
to keep satisfying cell aspect ratios and sizes.
Mesh management was usually handled by interpolation techniques
on meshes generated before the computation (e.g., [78–83]). Thanks to
parallel remeshing capacities recently implemented in AVBP, on the fly
parallel remeshing and interpolation are used throughout this work
to handle mesh management in ICE computations. Remeshing relies
on the Mmg library [84] while load balancing and interpolation rely
on the YALES22 library. Remeshing is triggered based on the maximum
cell distortion in the domain. When it reaches a given threshold, the
flow computation is stopped. The computational resources are then
used to remesh the domain conserving the characteristic cell sizes
of the original mesh and to remap the solution onto the new clean
mesh (Fig. 7.1). The flow computation is then resumed after having







Figure 7.1: Sketch of the moving mesh during the piston upward phase of an




D E TA I L E D I N V E S T I G AT I O N O F H O T B U R N T
G A S E S J E T I G N I T I O N M E C H A N I S M S U S I N G
D I R E C T N U M E R I C A L S I M U L AT I O N
Direct numerical simulation is here used to study the phys-
ical phenomena involved in the ignition of a premixed
atmosphere by a jet of hot burnt gases and in particular
the effect of the jet injection speed and temperature on the
potential flame initiation and development. These simula-
tions are also used later in Section 14.6 to build zero- and
one-dimensional models to predict the outcome of a jet
ignition sequence (success or failure).

8
H O T B U R N T G A S E S I N J E C T I O N I N S I D E A
Q U I E S C E N T AT M O S P H E R E
8.1 research needs
In PCI systems, knowing the critical size for flame quenching in a
duct [27] is not enough to establish the duct size limit that separates
main chamber ignition success from ignition failure. It is not necessary
that an healthy flame escapes through a hole for ignition of an outer
flammable mixture to be realized: the flame can quench in the hole
and still push a jet of hot gases which are able to ignite the fresh
mixture depending on the temperature, composition and dynamics of
the hot jet even if it has stopped reacting [24, 43, 85–87]. Therefore, the
true ignition limits are set by the aerothermochemical processes taking
place in the outer atmosphere in which hot burnt gases penetrate.
Designing a PCI system then requires a precise understanding of
these aerothermochemical processes. In particular, the influence of the
injection speed and temperature on ignition must be well known to
properly design the injection holes since their sizes impact pressure
drop and heat losses.
Several studies have been carried out on pre-chamber/main cham-
ber systems to investigate the effect of several parameters (ignition
location, hole size, fuel type, equivalence ratio, etc.) on the ignition of
a fresh mixture. Pioneering the field, Yamaguchi et al. [43] experimen-
tally studied the effect of hole size, charge stratification and volume
ratio of a divided chamber bomb filled with propane-air mixtures.
They showed that the ignition pattern was greatly influenced by the
hole size and the volume ratio and classified it into four categories,
depending on the amount of flame kernel at the nozzle exit: chemical
chain ignition, composite ignition, flame kernel ignition and flame
front ignition. More recently, Sadanandan et al. [24] performed experi-
mental investigations using hydrogen-air mixtures to gain information
about the spatial and temporal evolution of the ignition process. A
combination of mixing reactor model/spectroscopic simulations was
used to link the observed OH Laser-Induced Fluorescence (LIF) signals
with certain states (extinction, ignition, and combustion). The influ-
ence of the hot jet temperature and speed of mixing between the burnt
and fresh gases on the ignition process was highlighted: quenching of
the flame inside the duct was observed by the absence of significant
amount of OH radicals at the nozzle exit. Biswas et al. [87] used an
experimental setup to study the effects of pressure, temperature, equiv-
alence ratio along with geometric factors on the ignition mechanisms
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of hydrogen-air mixtures. They observed ignition even if the flame
was quenched passing through the connecting duct. A global Damköh-
ler number was proposed to evaluate the ignition probability. It was
constructed using a chemical time scale based on the fresh premixed
mixture thermochemical properties and a flow time scale based on the
velocity fluctuations properties at the nozzle exit. Results showed that
this number contains essential features as it successfully delineated
the ignition modes and ignition limits. However, the potential heat
losses to the wall of the connecting duct which lower the ignition
capacity of the hot jet are a missing key parameter. Mastorakos et al.
[88] studied the pre-chamber combustion, jet injection and subsequent
premixed flame initiation for ethylene and methane-air mixtures using
an experimental test rig and LES. They described several jet ignition
phases, including the “outer flame ignition” phase that is of interest
for the present work. During this phase, the main ignition sites were
spotted at the tip of the transient jet. High velocities and stretch rates
inhibit ignition at the sides of the jet. OH* and CH* emissions suggest
quenching of the flame inside the duct, with subsequent reignition.
Following this work, Allison et al. [42] used a similar setup to further
investigate fundamental turbulent jet dynamics, with a particular em-
phasis placed on the effect of fuel type, mixture composition, orifice
size, and ignition location. Qin et al. [41] investigated full ignition and
flame propagation processes in a methane-air mixture using DNS and
detailed chemical kinetics. The effects of the jet on the main chamber
have been categorized as chemical, thermal and potential enrichment
effect due to mixture stratification. For their configuration which uses
a rich mixture in the pre-chamber, the jet hot species OH, CH2O,
and HO2 were found to play an important role in the ignition and
propagation of the main chamber flame. In a similar way, limiting
the DNSs to two dimensions, Benekos et al. [44] performed a paramet-
ric study to investigate the combustion phenomenology and the jet
ignition process under different initial temperatures, main chamber
compositions and wall boundary conditions. Several findings are rele-
vant for the present work: the pre-chamber/main chamber interaction
begins as soon as combustion develops in the pre-chamber, which
generates a transient unburnt jet in the main chamber, which in turn
generates strong turbulence in the region close to the outlet of the
connecting duct. This first non-reactive jet has an important effect on
the subsequent interaction with the hot burnt gases jet later exiting the
pre-chamber. Furthermore, they showed that the hot burnt gases jet
exits the pre-chamber at a temperature that can be significantly lower
than the adiabatic flame temperature of the corresponding mixture
due to wall heat losses. In the main chamber, the local flame structure
differed strongly from that of a one-dimensional premixed laminar
flame.
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A large part of the ignition processes does not depend on the
details of the pre-chamber design and many authors using simulations
decided to study only the jet of hot burnt gases into a premixed
charge. Ghorbani et al. [89] numerically investigated hot jet ignition
of a hydrogen-air coflow using a Probability Density Function (PDF)
method to elucidate the mechanisms leading to ignition and explain
the processes governing the ignition delay time and location. It was
shown that mixing and chemical kinetics have a strong influence on the
ignition process and that a realistic model for ignition has to account
for these processes. Validi et al. [90] carried out a DNS of a statistically
steady jet of hot gases interacting with a coflow of a hydrogen-air
mixture. It was found that turbulence wrinkles and alters the local
flame structure which differs significantly from standard turbulent
premixed flames.
Sidey et al. [91] proposed an original approach, similar to the
Representative Interactive Flamelet (RIF) method of Peters et al. [92–
94], to study the ignition of a methane-air mixture by fully or par-
tially burnt products: they used one-dimensional transient flamelets
assuming that ignition occurs in thin layers between hot products
and fresh mixture. It was shown that high scalar dissipation rates
are able to freeze chemistry which is not fast enough to keep with
mixing. When the degree of reaction completion in the hot products
stream is decreased, ignition is harder to achieve. Application of the
partially burnt hot stream flamelets to pre-chamber jet ignition cases is
nevertheless disputable as the pre-chamber acts as a fully burnt gases,
potentially cooled, reservoir.
Despite these contributions, the effects of the jet injection speed and
temperature on ignition have been rarely discussed independently:
most recent parametric studies investigated the effect of variables
influencing multiple jet ignition key parameters at the same time.
For example in pre-chamber/main chamber systems, decreasing the
diameter of the connecting duct increases heat losses from the flowing
mixture to the walls but also increases the jet injection speed because
of higher overpressures in the pre-chamber. Decoupling and studying
independently the effects of the jet injection speed and temperature is
difficult to achieve by using experiments. Another approach is to use
DNS to directly control these key parameters. Therefore, the present
work uses a three-dimensional, kinetically detailed, DNS parametric
study to:
- gain knowledge on the physics of ignition by a jet of hot burnt
gases;
- investigate the effects of the jet injection speed and temperature
on flame initiation and development;
- build and test models to predict the outcome of an ignition
sequence (Section 14.6).
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8.2 configuration
The configuration is a generic case where a ducted jet of hot burnt
gases enters a quiescent atmosphere filled with a premixed charge
(Fig. 8.1). For the present study, the injected hot burnt gases have the
same equivalence ratio as the atmosphere. This corresponds to an ICE
where the pre-chamber generating burnt gases is previously filled
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Figure 8.1: Left: hot burnt gases jet injection from an upstream chamber into
a downstream chamber through a duct. Right: corresponding DNS configu-
ration. ξ is the mixture fraction of gases that stem from the hot burnt gases
jet.
Most existing jet ignition investigations in similar configurations
[89, 95–97] have used at least one of the two simplifications that follow,
which are relaxed here i) the injected jet composition corresponds to
hot burnt gases at the initial time and ii) the injected gases are non-
cooled: their temperature is the adiabatic flame temperature. Relaxing
these simplifications is important for two reasons:
- even if injecting burnt gases right from the start of the DNSs is
convenient for computation purposes, it does not correspond to
reality and it affects results: combustion in an upstream partially
enclosed volume first pushes out fresh gases before that burnt
gases reach the inlet of the duct and are pushed out in turn,
entrained by the prior flow (Fig. 8.2). The structure of the jet
head is then different from that of a sudden starting jet because of
the entrainment effects and the turbulence potentially generated
by the fresh gases injection near the nozzle exit [44]. The DNSs
must therefore take into account the entire injection sequence so
that the jet develops as it would in real applications.
- burnt gases lose temperature to the walls when they flow through
the injection hole. The temperature of the jet burnt gases Tinj
is therefore smaller than the adiabatic flame temperature Tad.
It will be shown that the difference between Tinj and Tad,
Tdrop = Tad − Tinj is one of the key parameters controlling
the result of an ignition sequence. In piston engines using a pre-
chamber for ignition, Tdrop can reach 200 K (Section 10.3.2.2).
8.2 configuration 41
Benekos et al. [44] found even larger Tdrop, up to 585 K in their









2) Burnt gases injection:
1) Fresh gases injection: Figure 8.2: Typical in-
jection sequence for ig-
nition of fresh gases
by a jet of hot burnt
gases: 1) fresh gases
are pushed through the
duct until 2) burnt
gases reach the orifice
at a time t = ttr.
8.2.1 Numerical Setup
Balance equations described in Ch. 5 are solved by the explicit cell-
vertex massively-parallel code AVBP using numerical methods briefly
described in Ch. 7. The DNSs are performed using 7200 Message
Passing Interface (MPI) tasks on the Irene12 BULL Sequana X1000 super-
computer equipped with 1656 Intel Skylake 8168 bi-processors nodes
(24 cores per proc.) at 2, 7 GHz.
8.2.2 Chemistry Description
Propane is used as fuel, air as oxidizer. Because of the importance of
chemistry in the process of ignition by hot products [41–43], using an
accurate description of chemistry containing intermediate species is
mandatory. Mechanisms derived from ARC (Section 5.4.2) meet this
need [34, 35]. Therefore, description of the chemical kinetics relies on
an ARC mechanism specially constructed for this work using the YARC
tool [36]. A set of canonical zero- and one-dimensional configurations
is used to steer the reduction process towards an accurate ARC mech-
anism. Here, the configurations include one-dimensional premixed
laminar flames and zero-dimensional auto-igniting homogeneous re-
actors at the thermodynamic conditions of this work. Starting from
the detailed San Diego mechanism [98–100], a skeletal reduction is
performed first: unimportant species and reactions are removed from
the detailed mechanism using the DRGEP method [37]. The resulting
skeletal mechanism is comprised of 35 species and 161 reactions. Then,
1 http://www-hpc.cea.fr/en/complexe/tgcc-JoliotCurie.htm
2 This work was granted access to the high performance computing resources of the
TGCC under the PRACE grant agreement no. 2019204881.
42 hot burnt gases injection inside an atmosphere
14 species are identified as being QSS species by the LOI criterion [40].
The resulting ARC mechanism3 retains 21 transported species and 14
QSS species.
For the conditions of this work (pressure Pa = 1 atm, unburnt
temperature Tu = 298 K and equivalence ratio Φu = 0.8), the relative
error on the laminar flame speed is equal to 3.4 %. The temporal
evolution of the consumption speed of unsteady strained flamelets
is predicted with less than 10 % relative error (Fig. 8.3). The relative
errors on the auto-ignition times stay below 10 % (Fig. 8.4). To further
evaluate the accuracy of the ARC mechanism applied to ignition by
hot burnt gases, the behaviour of homogeneous mixtures of fresh and
burnt gases are studied. Ignition times and the times to go from 10 to
90 % temperature increment (Fig. 8.5) are fairly well reproduced.
Figure 8.3: Temporal evo-
lution of the consumption
speed Sc for strained flames
at 1 atm, unburnt temper-
ature Tu and equivalence
ratio Φu. Original, skeletal
and ARC mechanisms.
Figure 8.4: Auto-ignition
times τAI of homogeneous
unburnt mixtures at 1 atm
and equivalence ratio Φu.
Original, skeletal and ARC
mechanisms. Associated er-





Figure 8.5: Ignition times τI (left) and times to go from 10 to 90 % temperature
increment (right) for mixtures of unburnt and burnt gases at 1 atm, unburnt
temperature Tu and equivalence ratio Φu. Burnt gases are product of fresh
gases equilibrium. Original, skeletal and ARC mechanisms. Associated errors
relative to the original mechanism.
8.2.3 Computational Domain and Resolution
The computational domain consists of a constant pressure atmosphere
in which a 4 mm diameter cylindrical jet injects the burnt gases
(Fig. 8.1). Walls are used on all boundaries and the domain is large
enough so that pressure remains almost constant during the simula-
tions (the maximum rise in mean pressure is 0.2 Pa). The unstructured
tetrahedral meshes comprise a zone of interest with a characteristic
cell size of 80 µm and, thanks to the unstructured capacities of the
code, much larger cell sizes are used elsewhere. To optimize the com-
putational cost, the zone of interest is adjusted to the jet penetration
length of the simulated cases. Depending on the jet injection speed
and the simulation end time, different grid configurations M1 to M5
are used (Fig. 8.11) whose number of cells ncells is summarized in
Table 8.1.
M1a M1b M2a M2b M2c M3 M4 M5
ncells · 10−6 217 272 358 435 786 449 696 769
Table 8.1: Number of cells in the different grid configurations.
For the conditions of this work (pressure Pa = 1 atm, unburnt
temperature Tu = 298 K and equivalence ratio Φu = 0.8), the thermal
flame thickness of the propane-air premixed laminar flame is 420
µm. To check that the flame is correctly resolved using 80 µm cell
sizes, a one-dimensional premixed laminar flame was computed with
this resolution and compared with Cantera [101] results (Fig. 8.6).
Temperature, species and HRR profiles are consistent with the Cantera
flame.
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Figure 8.6: One-dimensional
premixed laminar flame
computed using AVBP and
Cantera at 1 atm, unburnt
temperature Tu and equiva-
lence ratio Φu. Vertical thin
lines indicate the AVBP grid
points. Axial distance is rela-











Furthermore, a grid independence study on the full three-dimensional
DNSs was used to verify that the 80 µm grid was sufficient to capture
the aerothermochemical processes during ignition.A grid refinement
step from a cell size of 80 µm to 50 µm was carried out to check
grid independency for the case Uinj = 100 m/s, Tdrop = 0 K. It was
achieved by refining the zone of interest only, leading to 786 million
cells (grid M2c in Table 8.1). The maximum HRR in the domain, tracker
of the evolution of local reactive regions, is almost unaffected by the
grid refinement (Fig. 8.7). More globally, the averaged HRR in the
domain shows a similar trend during ignition and is then slightly
impacted by the cell size. This demonstrates that the ignition period is
relatively unaffected by the grid refinement starting with a cell size of
80 µm.
Figure 8.7: Instantaneous and
moving average maximum
HRR alongside volume mean
HRR in the domain for Uinj =
100 m/s, Tdrop = 0.0 K and
two different grid cell sizes.
8.2.4 Initial Conditions
The atmosphere is initially at rest, filled with a perfectly premixed
propane-air lean mixture at an equivalence ratio Φu = 0.8, a tempera-
ture Tu = 298 K and a pressure Pa = 1 atm. The lean equivalence ratio
corresponds to the target application: ICEs equipped with pre-chamber.
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Atmospheric conditions were selected to make the three-dimensional
DNS parametric study computationally feasible. Although this does
not cover the entire operating range of ICEs, main ignition mechanisms
are not expected to differ from those at ICE relevant conditions.
8.2.5 Boundary Conditions
The walls of the computational domain are maintained at the initial
temperature Tu. A Navier-Stokes characteristic boundary condition
[27, 102, 103] is used to handle the inlet injection and limit acoustic
reflections. No arbitrary turbulence is injected into the jet so that
potential turbulent structures develop naturally in the atmosphere.
To mimic the ignition sequence produced by the jet issuing from a
pre-chamber (Fig. 8.2), the DNS boundary condition at the jet inlet
uses two phases in time:
1) first, fresh gases are injected from the start of injection time tsi
to the transition time ttr;
2) then, burnt gases are injected until the end of injection time tei.
The injection timing is chosen so as to correspond to a typical injection
due to combustion in a small partially enclosed volume (Ch. 10).
Velocity and temperature profiles at the jet injection section are quasi
flat profiles to correspond to a short injection tube from a pre-chamber
where boundary layers do not have time to develop. The injected
burnt gases are equilibrium combustion products from a cold mixture
initially at Φu, Tu and Pa which is burnt and then cooled by a fixed
temperature drop Tdrop before entering the DNS domain. The chemical
composition of the injected burnt and potentially cooled gases is
also changed to correspond to equilibrium values at temperature
Tinj = Tad − Tdrop.
Mathematically, this results in several functions to describe the
spatial and temporal evolution of the primitive variables at the inlet:
- the radial profile of the inlet axial velocity reads
U(r, t) = fU(t)Û(r), (8.1)
where r is the duct radial distance from its axis, t is the simula-









where Uinj is the target injection speed, d is the duct diameter,
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where KU is a parameter which controls the transition width;
- the temperature profile reads
T(r, t) = fb(t)Tb(r) + (1− fb(t))Tu, (8.4)
where Tb(r) is the spatial burnt gases temperature profile










where Tinj is the target hot burnt gases temperature
Tinj = Tad − Tdrop, (8.6)













where Ktr is a parameter which controls the transition width;
- the species mass fraction profile reads
Yk(r, t) = fb(t)Yk,eq(r) + (1− fb(t))Yk,u, (8.8)
where the k subscript refers to the kth species, u subscript refers
to the fresh gases and Yk,eq(r) are the species mass fraction at
equilibrium at the temperature Tb(r).
Figure 8.8 shows the spatial and temporal profiles resulting from the
parameters chosen for this work (Tab. 8.2). KU is chosen such that the
temporal velocity transition width defined as
eptfU =
max(fU) − min(fU)∣∣∣max(dfUdt )∣∣∣ , (8.9)
is equal to 40 µs which allows relatively smooth transition from zero
velocity to jet injection. Ktr is adjusted to produce a spatial burnt gases
transition width defined as
epxfb =
max(fb) − min(fb)∣∣∣max(dfbdx )∣∣∣ , (8.10)
equal to the laminar flame thermal thickness δ0L.
tsi [ms] ttr [ms] tei [ms] KU [-] Ktr [-] N [-]
0.05 0.35 1.05 2 · 10-5 δ0L/(2Uinj) 20










Figure 8.8: Left: spatial inlet profile for axial velocity and temperature. Right:
temporal inlet functions for injection speed (fU) and burnt gases (fb, steers
both temperature and mass fractions).
A change in the injection transition time ttr from 0.35 ms to 0.65
ms was carried out to ensure that it has little impact on the results
(Fig. 8.2). This change is done on the case Uinj = 100 m/s, Tdrop = 0
K. The maximum HRR in the domain remains unaffected by the fresh
gases injection duration (Fig. 8.9). The averaged HRR in the domain
shows similar trend during ignition and then slightly deviates due to
the chaotic nature of the turbulent flow. Several end of injection times
tei have been used (0.85, 1.05 and 1.25 ms) to ensure that the injection
of burnt gases is long enough so that the jet reaches a quasi-steady
state where the ignition outcome no longer depends on the duration
of the burnt gases injection using tei = 1.05 ms in the parametric
study. Figure 8.10 shows the chemical activity in the domain for the
case Uinj = 100 m/s, Tdrop = 0 K. The fact that the mean HRR
increases with tei shows that a longer burnt gases injection brings
more ignition sites and therefore more reactive flame surface in the
domain. However, the main outcome of the jet ignition sequence is not
affected by the change in burnt gas injection duration. The maximum
HRRs follow a similar trend and the atmosphere is ignited regardless of
the end of injection time. Same conclusion is drawn for failed ignition
case (Fig. 8.10) where ignition failure occurs regardless of the end
of injection time: a very large number of ignition attempts has taken
place so that if the ignition has not succeeded, it will never succeed.
The jet is therefore assumed to have reached a quasi-steady state for
tei = 1.05 ms.
48 hot burnt gases injection inside an atmosphere
Figure 8.9: Instantaneous and
moving average maximum
HRR alongside volume mean
HRR in the domain for Uinj =
100 m/s, Tdrop = 0.0 K and
two different transition times
ttr from fresh gases to hot
burnt gases injection.
Uinj = 100 m/s Uinj = 250 m/s 
Figure 8.10: Instantaneous maximum HRR alongside volume mean HRR in
the domain for Uinj = 100 and Uinj = 250 m/s, Tdrop = 0.0 K and three
different end of injection times tei.
8.3 results
8.3.1 Ignition Domain
Ignition sequences have been simulated for multiple combinations of
inlet injection speed Uinj and temperature drop Tdrop. Corresponding





where ν is the kinematic viscosity of the injected gases and the x sub-
script refers to the nature of the injected gases (burnt, b or unburnt,
u), are displayed in Fig. 8.11 along with ignition results. Ignition se-
quences are classified as successful if the initiated flame kernels are
sufficiently strong to induce self-sustained flames after that burnt
gases injection stops and as failed otherwise. When the flow becomes
turbulent, several realizations of an ignition sequence may differ. How-
ever, the conditions encountered along the jet interface exhibit all
possible states for every simulation even when the realizations differ
slightly. The main outcome (ignition or no ignition) then does not
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change: ignition may not occur at the same point but if it must oc-
cur for this regime, it will. This was checked by repeating the same
simulation including various perturbations in spatial discretization
(Section 8.2.3) or in injection timing (Section 8.2.5): the overall result
was unaffected.
Ignition is governed by the competition between the rate of heat
production due to chemical reactions of the fresh mixture diffusing
into the hot jet and the rate of heat losses due to thermal diffusion.
When the jet velocity increases, the diffusion process responsible for
the transport of reactants toward the hot burnt gases becomes stronger.
However, thermal diffusion also increases. It actually increases faster
than molecular diffusion does, for fuels having a Lewis number greater
than unity as for propane. Hence, chemistry may not be able to com-
pensate for heat losses any more (black crosses in Fig. 8.11). More
intuitively, a too large temperature drop Tdrop for the injected hot
burnt gases weakens chemistry and leads to ignition failure. The Tdrop
maximum value for ignition success decreases with increasing speed
until ignition is no longer possible (here, Uinj above 200 m/s).






















Figure 8.11: DNS results: ignition map of the studied cases in a Uinj − Tdrop
diagram. The mesh configuration used for each case is specified above the
markers. Jet Reynolds numbers are given on the right.
DNS allows to analyse the local flame structure during the ignition
sequence: Fig. 8.12 displays the maximum HRR reached in the whole
domain versus time for multiple cases. This local maximum HRR
overshoots the maximum HRR found in a one-dimensional premixed
laminar flame max(HRR)1DL, showing that some additional mixing
may take place before combustion actually starts and/or that the flow
alters the internal flame structure from its canonical laminar form.
Local HRR close to or higher than max(HRR)1DL do not necessary
imply that global ignition will eventually be reached (see cases [Uinj =
200 m/s, Tdrop = 100 K], [Uinj = 250 m/s, Tdrop = 0 K] and [Uinj =
300 m/s, Tdrop = 0 K]). Even if small local ignition spots are formed,
the reactive flow structure may be disorganized by high turbulence
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intensity and not be able to give rise to self-supported propagating
flames because of too many heat losses to the surrounding: these zones
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300 K
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200 K
Figure 8.12: Instantaneous and moving average maximum HRR in the domain
for various values of inlet injection speed Uinj and temperature drop Tdrop.
8.3.2 Analysis of Ignition Sequences
low injection speed For low injection speeds, no high-intensity
turbulence structure is found (Fig. 8.13) and the flame elements are
“flamelet-like”. The burnt gases jet develops in a mushroom shape
and detaches from the hole lips when injection stops. For Tdrop = 0,
100, 200 and 300 K, the rolled-up toroidal structure at the jet head
is a favourable place for flame kernel development, driven by large
scale engulfment of fresh gases into the toroidal vortex core resulting
in large scale mixing of fresh gases and hot burnt gases. At this low
speed, it is necessary to increase the injected burnt gas cooling to
Tdrop = 400 K to obtain a failed ignition sequence. The failure is not
due to local flame kernels which ignite but are too small to grow: it is
due to the fact that chemical reactions are not excited by the cooled jet
and ignition does not occur anywhere in the flow.
moderate injection speed For higher injection speeds, turbu-
lent structures show up and strongly disrupt the jet structure and the
flame development (Fig. 8.14) where no flamelet structure seems to
appear. Moderate injection speed encompasses here Uinj = 100 to 200
m/s. Only Uinj = 150.0 m/s results are shown but cases Uinj = 100.0
and 200 m/s qualitatively show similar results. The initial jet head
has similarities with the low injection speed cases. Quickly, the higher
generated turbulence creates a disordered jet with intense mixing
by small scale structures and the large scale vortex at the jet head
is broken up. Ignition occurs within the inner volume of the intense
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* rolled-up toroidal structure
Figure 8.13: Planar cut in the jet axis coloured by the HRR with three isolines
of temperature. Uinj = 50.0 m/s.
(also observed in Section 10). For Tdrop = 200 K, chemistry is not
fast enough to compensate for heat losses due to intense mixing and
ignition fails. A parallel can be drawn with the findings of Shy et
al. [104–106] that revealed turbulent-distributed flame kernels dur-
ing the ignition process of a premixed charge by a spark discharge
under intense turbulence regime. In this distributed ignition mode,
significantly higher ignition energies must be provided to ensure the
development of turbulent flame kernels because of increased heat
losses due to kernels disruption and turbulence.
high injection speed For Uinj > 200 m/s, ignition never hap-
pens due to high levels of heat losses exerted by the intense turbulence
(Fig. 8.15). Only small reactive kernels appear and they are quickly
extinguished by the flow so that global ignition of the atmosphere is
never reached.
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Figure 8.14: Planar cut in the jet axis coloured by the HRR with three isolines
of temperature. Uinj = 150.0 m/s.
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Figure 8.15: Planar cut in the jet axis coloured by the HRR with three isolines
of temperature. Uinj = 250.0 m/s.
8.3.3 Chemical Explosive Mode Analysis
Chemical Explosive Mode Analysis (CEMA) is a useful diagnostic tool
developed by Lu et al. [107] to identify flame and ignition structure in
DNS of complex flows [108–114]. It is based on the eigenanalysis of the
Jacobian of the local chemical source terms in the governing equations






= Jω(ω+ s), (8.12)
where y is the vector of the local thermochemical dependent variables
including temperature and species mass fractions, ω is the vector of
the chemical source terms, s is the vector of the diffusion source terms






A Chemical Explosive Mode (CEM) exists if Jω has an unstable eigen-
value characterized by a positive real part λe, related to the chemical
Jacobian Jω by
λe = be · Jω ·ae, (8.14)
where ae and be are right and left eigenvectors associated with λe,
respectively. A CEM indicates the propensity of a local mixture to
ignite in an lossless environment where sω. If multiple CEMs are
present, λe refers to the largest eigenvalue by recognizing that ignition
is controlled by the fastest CEM.
Xu et al. [110] introduced a local combustion mode indicator α by
projecting Eq. 8.12 in the direction of the fastest CEM
Dφω
Dt




where the projected chemical (φω) and diffusion (φs) source terms
are defined as
φω ≡ be ·ω, (8.16)
φs ≡ be · s, (8.17)
and defining the local combustion mode indicator
α = φs/φω. (8.18)
This ratio compares the relative alignment of the contribution of the
diffusion and chemical source terms with the fastest CEM and can be
interpreted as follows:
- if α > 1, diffusion dominates chemistry in the direction of the
fastest CEM and promotes the ignition of the mixture;
- if α < −1, diffusion dominates chemistry in the opposite direc-
tion of the fastest CEM and inhibits the ignition of the mixture;
- if |α| 6 1 chemistry dominates diffusion in the direction of the
fastest CEM and promotes the ignition of the mixture.
CEMA requires the computation of the Jacobian of the local chemi-
cal source terms Jω (Eq. 8.13). While the open-source software pyJac
[115] offers optimized analytical generation of Jacobian matrices for
classical chemical mechanisms [116], it is not directly applicable to
ARC mechanisms where only transported species are included in the
governing equation of the reacting flow (Eq. 8.12). To bypass this
obstacle, first order finite differences are used in this work to approxi-
mate the Jacobian matrix of the local ARC mechanism chemical source
terms. Eigenvalues and eigenvectors are computed using LAPACK
54 hot burnt gases injection inside an atmosphere
[117]. To validate the method, CEMA is applied to a one-dimensional
premixed laminar flame using both pyJac and finite differences for the
skeletal mechanism and only finite differences for the ARC mechanism
(Fig. 8.16). The different approaches give very similar results, allow-
ing finite differences to be used in this work. The freely propagating
premixed flame is characterized by the lack of CEM in the unburnt
mixture. λe shows up in the preheat zone of the flame driven by back
diffusion of energy and radicals as shown by the projected diffusion
source terms φs which dominates the projected chemical source terms
φω. λe continues to grow in the reaction zone where φω  φs before
disappearing, separating pre- and post-ignition zones [107].
Figure 8.16: Application of CEMA to a one-
dimensional premixed laminar flame at 1
atm, unburnt temperature Tu and equiv-
alence ratio Φu. Multiple configurations
are shown: skeletal mechanism and ana-
lytical generation of the Jacobian matrix
(Skeletal, pyJac), skeletal mechanism and
finite difference approximation of the Ja-
cobian matrix (Skeletal, finite diff.), ARC
mechanism and finite difference approxi-
mation of the Jacobian matrix (ARC, finite
diff.). Axial distance is relative to the in-












































In premixed flames, the local combustion mode indicator α discrim-
inates between the preheat zone where α > 1 and the reaction zone
where |α| 6 1 (Fig. 8.17). Fig. 8.18 shows the local combustion mode in-
dicator α for explosive mixture (i.e. λe > 0) for low, moderate and high
injection speed cases without any Tdrop. For low injection speed, the
reaction zone is thin and not much distorted by the flow. The internal
structure of the flames is very similar to a one-dimensional premixed
laminar flame as shown by the one-dimensional plot through the inter-
face between the fresh gases and the burnt gases. On the other hand, α
demonstrates the broadening of the reaction zone for higher injection
speeds already depicted in Fig 8.14. |α| 6 1 zones become thickened
and/or distributed. For Uinj = 50 m/s, projected diffusion source
terms mostly act in favour of the fastest CEM as in the preheat zone
of a premixed laminar flame where heat and combustion products
diffuse back into the unburnt mixture leading to self-supported flames.
For higher speeds, α < −1 zones appear where diffusion acts against
the fastest CEM. In these zones, ignition is inhibited by the flow. For
Uinj = 250 m/s (ignition failure), |α| 6 1 zones are quickly broken up
and α < −1 zones dominates. More generally, as expected for ignition
by hot burnt gases, diffusion plays an important role in the ignition






Figure 8.17: Example of CEMA ap-
plied to a one-dimensional pre-
mixed laminar flame at 1 atm, un-
burnt temperature Tu and equiva-
lence ratio Φu. Stared variables are
normalized by their maximum abso-
lute value, Θ is the reduced temper-
ature profile such that Θ(T = Tu) =
0 and Θ(T = Tad) = 1.
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Figure 8.18: Planar cut along the jet axis coloured by the local combustion mode indicator α
with three isolines of temperature and one isoline of HRR. Upper right plot reveals a CEMA
flame structure similar to a one-dimensional premixed laminar flame using a line cut through
the three-dimensional flame. Stared variables are normalized by their maximum absolute
value, Θ is the reduced temperature. Tdrop = 0 K.
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8.4 conclusion
Multiple DNSs of hot burnt gases jet ignition sequence have been per-
formed, varying the jet injection speed and temperature. Simulations
prove that jet injection speed and temperature (usually less than the
adiabatic flame temperature because of cooling effects through the
injection hole) directly govern ignition. Increasing the heat energy
supply by increasing the jet injection speed does not necessary favour
ignition: higher turbulence generation due to higher jet injection speed
may prevent ignition to be reached. This is a very important informa-
tion for ICEs designers, seeking to increase turbulence to speed up the
main charge consumption through flame wrinkling. This work has
highlighted a jet injection speed limit beyond which ignition would
no longer be possible. This jet injection speed limit decreases when
the temperature drop that the burnt gases undergo through the duct
increases. This highlights the importance of taking into account heat
losses in the small gaps from which jets issue, too often overlooked in
jet ignition studies.
The flame structure was found to be strongly impacted by the
jet injection speed. Under low-intensity and large-scale turbulence
conditions, turbulence wrinkles the flames but is not able to penetrate
their preheat and reaction zones. For high-intensity and small-scale
turbulence, the entire structure of the reaction zone is substantially
distorted by the penetration of small eddies. Thus, the reaction zone
is broadened and/or distributed. This broadened/distributed reaction
zone regime—also observed in real engine applications (Ch. 10)—is
depicted through visual analysis of the HRR field and supported by
the CEMA diagnostic tool.
Part IV
S T U D Y O F A P R E - C H A M B E R I G N I T I O N S Y S T E M
I N A R E A L E N G I N E U S I N G L A R G E E D D Y
S I M U L AT I O N
Large eddy simulation is a useful tool to study the be-
haviour of pre-chamber ignition in real engines at internal
combustion engine relevant operating conditions where
direct numerical simulation is not feasible. It allows to
analyse the flow entering and leaving the pre-chamber, to
measure the cooling and quenching effects introduced by
the hot gas passages through the ducts connecting pre-
and main chambers and to analyse the combustion in the
pre-chamber and the potential ignition and combustion
sequences in the main chamber. This part shows the study




E N G I N E S E T U P
This chapter describes the engine equipped with a pre-chamber (1 cm3
volume) that is used for the LES studies presented throughout this part.
It also presents some modelling aspects of the engine LESs as well as
the engine mesh characteristics.
9.1 engine features
Figure 9.1 shows a sketch of the simulated engine12. Table 9.1 lists the
geometric quantities. vcr is the volumetric compression ratio, Vpc and
Vmc are the volume of the pre- and main chamber, respectively, and
di is the ith duct diameter (the 4 ducts do not have the same diameter).
The temperature of the engine walls is assumed to be at a constant
value of 420 K (specified by the engine manufacturer). A premixed












Figure 9.1: Sketch of the engine used for the LES computations.
Bore [m] Stroke [m] vcr [−] VTDCmc /Vpc [−] d1,3 [m] d2,4 [m]
76 10−3 90 10−3 15.72 26.73 1.2 10−3 0.9 10−3
Table 9.1: Engine geometric properties.
1 The pre-chamber design has been released by the partners of the Efficient Additivated
Gasoline Lean Engine (EAGLE) project funded by the European Union’s Horizon
2020 research and innovation programme under grant agreement no. 724084.
2 The engine baseline belongs to the Renault Group.
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9.2 large eddy simulation framework
LES governing equations described in Ch. 6 are solved by the explicit
cell-vertex massively-parallel code AVBP using numerical methods
briefly described in Ch. 7. A Navier-Stokes characteristic boundary
condition [27, 102, 103] is used to handle the additional fuel injection
inside the pre-chamber. The wall boundary layer behaviour is mod-
elled with a classical linear or logarithmic law of the wall depending
on the value of the dimensionless wall distance y+. Pre-chamber spark
ignition is modelled thanks to the energy deposition model [118]
which distributes energy inside a sphere of radius 1.5 mm.
9.3 mesh characteristics
Different meshes are used to compute the engine phases. All meshes
are body fitted and match perfectly the engine geometry. The number
of elements and the resolution of each of these meshes vary strongly
during the simulation according to the piston position and the physics
considered. Figure 9.2 shows a detailed view of the computational
domain as well as the characteristic cell sizes used. Six mesh zones Z1
to Z6 are considered whose resolution changes according to three grid







Z1 Z2 Z3 Z4 Z5 Z6
AERO 60 40 25 50 400 400
COMB pc 35 35 25 50 100 350
COMB mc 80 60 25 40 65 130
Mesh characteristic cell sizes [µm]
Figure 9.2: Overview of the computational domain using a plane cut normal
to the x axis, intersecting duct 1 and 3 by their axis. Different mesh zones Z1
to Z6 are defined with different characteristic cell sizes.
• The AERO grid setup is used before pre-chamber spark ignition.
During this phase, a good resolution of the flow and turbulence
inside the pre-chamber is required (mesh zones Z1 and Z2). A
fine resolution of the main chamber is not needed and only the
biggest eddies are resolved in the mesh zones Z5 and Z6.
• The COMBpc grid setup is used from pre-chamber spark ignition
to pre-chamber hot gases ejection. The pre-chamber zones Z1
and Z2 are refined to reduce the impact of the models on the
flame development. The resolution in the main chamber zones
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Z4 to Z6 are also increased to allow an accurate description of
the turbulent jets coming from the pre-chamber.
• The COMBmc grid setup is used during the ignition and the
combustion of the main chamber. The mesh resolution is reduced
in the pre-chamber and increased in the main chamber, especially
in the zones Z4 and Z5 where the mechanism of jet ignition is
expected to happen.
The mesh zone Z3 has a constant fine resolution to allow a precise
description of the flow in the ducts throughout the simulation: 48 and
36 points are used to discretize the diameter of the ducts no. 1 and 3
(1.2 mm) and the ducts no. 2 and 4 (0.9 mm), respectively. During the
simulations, the dimensionless wall-distance y+ reaches a maximum
value of around 150 wall units in the ducts. This ensures that the
law-of-the-wall remains in its domain of validity as needed for a
correct evaluation of pressure losses between pre- and main chambers.
The meshes contain from 50 to 300 million cells depending on the
piston position and the grid setup. An example of the evolution of the
number of grid cells during a computation is given in Section 10.2.3
(Fig. 10.2). Automatic parallel remeshing techniques are used to ensure
a limited cell distortion (Section 7.2).
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10.1 research needs
Academic studies are essential to build knowledge on Pre-Chamber
Ignition (PCI) but the question of extrapolation to full systems then
arises: how does PCI behave in a real engine? While Ch. 8 specifically
studies hot burnt gases jet ignition in an academic configuration, this
chapter studies the global behaviour of an ICE equipped with a PCI
system detailed in Section 9.1. In a real ICE configuration:
- the geometry is changing with time due to the piston motion
so that the spark Ignition Timing (IT) has a crucial effect on
pre-chamber ignition and flame propagation;
- the aerodynamic flow created during the compression phase
affects combustion in both chambers;
- the piston motion directly impacts the pressure difference be-
tween the two chambers;
and only the study of a full engine can address these issues correctly.
Most of the investigations on PCI systems applied to real engines
was carried out using experimental approaches (e.g., [21–23, 119–
132]), often using a laboratory single cylinder engine. Although some
experimental setups give optical access to the combustion chamber,
visualization is generally limited to the flame position only (e.g., [119–
123]) and optical engines cannot be operated under high loads. Exper-
imental engine tests generally only assess engine performances and
emissions. They are then very useful to evaluate practical engine oper-
ation using new designs or technologies such as PCI. However, they are
not adequate to gain precise knowledge on the aerothermochemical
processes taking place inside the combustion chambers.
Numerical simulation then provides a crucial tool to understand the
physical phenomena occurring inside the engines. RANS approaches
cannot be used here because they are too imprecise and do not capture
unsteady phenomena. DNS is too expensive to be performed in a real
engine. Then, only LES can be used to study the PCI behaviour in a real
engine. LES is essential as a tool to understand and design complex
systems. Therefore, kinetically detailed LES is used now to study the
overall behaviour of the system, with particular attention to:
- the pre-chamber filling and mixture preparation;
- the pre-chamber combustion;
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- the jets properties;
- the main chamber ignition and combustion mode.
10.2 configuration
LES is used to simulate the compression and combustion phases of a
single engine cycle at a single operating point. The initial solution for
the LES at Intake Valve Closing (IVC) is extracted from a prior RANS
simulation1. In practice, the primitive variables of the RANS solution
are interpolated on the LES grid and converted into conservative vari-
ables. This allows to start the LES computation just after the engine
scavenging from a phase-averaged flow and mixture composition. The
turbulent structures in the pre-chamber are very quickly generated by
the jets of fresh mixture from the main chamber during the compres-
sion phase and by the additional fuel injection. In the main chamber,
they are generated by the jets which emerge from the pre-chamber
when combustion takes place in it. LES setup and mesh features can
be found in Section 9.2 and 9.3, respectively.
10.2.1 Operating Point
The engine operating point corresponds to a typical motorway engine
operation at 3000 revolutions per minute where consumption must
be optimized. Propane is used as fuel for both intake lean premixed
mixture and pre-chamber additional fuelling. Gaseous fuel injection
inside the pre-chamber starts immediately after IVC = −108.0 Crank
Angle Degree (CAD) at the beginning of the compression phase and
stops at End Of Injection (EOI) = −70.0 CAD so as to have a mean
stoichiometric mixture inside the pre-chamber when igniting the pre-
chamber at IT = −10.0 CAD. The mean pressure and temperature
inside the engine at IVC are equal to 2.6 bar and 373K, respectively.
The air-fuel equivalence ratio λ of the intake premixed mixture is equal
to 1.5 (fuel-air equivalence ratio Φ ' 0.667). This operating point is
labelled #λ1.5 IT -10 throughout this manuscript.
10.2.2 Chemistry Description
As for the DNSs of Ch. 8, chemistry must rely on an accurate descrip-
tion and contain intermediate species because of the importance of
chemistry in the process of ignition by hot products [41–43]. ARC mech-
anisms (Section 5.4.2) are therefore still used for pre-chamber engine
LES. The ARC mechanism is specially constructed using the YARC tool
[36]. Reduction process of the propane chemistry starts from the San
1 This RANS simulation was realized by the Renault Group using the CONVERGE com-
mercial software.
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Diego mechanism [98–100]. Since the work of Prince et al. [98], low
temperature chemistry is taken into account, enabling this mechanism
to be used widely. Furthermore, it has been validated against avail-
able experimental data (e.g., auto-ignition times in rapid compression
machines, shock tubes and static rectors, extinction of diffusion flames
and of partially premixed flames in counterflow flame experiments,
burning velocities of laminar flames and species concentrations in
isothermal flow reactors) [98, 99], allowing to take it as a reference
since reasonable agreement has been obtained. For the reduction pro-
cess, laminar one-dimensional flames and zero-dimensional reactors
are chosen as canonical cases in order to produce accuracy-preserving
targets (laminar flame speed S0L, auto-ignition time τAI as well as the
evolution of CO, CO2, OH species and HRR). The range of targeted
operating conditions follows an isentropic compression from initial
mean pressure and temperature inside the engine at IVC. Fuel-air
equivalence ratio Φ goes from 0.5 to 2.0. The final ARC mechanism2
contains 32 species (11 of them in quasi-steady state) and 153 reactions.
Figure 10.1 presents the evolution of the laminar flame speed and the
auto-ignition time over the range of operating conditions for both the
San Diego and the ARC mechanism. The ARC mechanism is in good
agreement with the reference mechanism. Furthermore, the plateau of
auto-ignition time evolution is well reproduced, which demonstrates
that both low and high temperature chemistries have been preserved
during the reduction process.
Figure 10.1: Laminar flame
speed S0L and auto-ignition
time τAI function of pressure,
fresh gases temperature and
fuel-air equivalence ratio Φ for
both the San Diego ( ) and
the ARC ( ) mechanisms. Fresh
gases follow an isentropic com-
pression from mean pressure
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10.2.3 High Performance Computing
Throughout this part, the LESs are performed using 3600 to 7200 MPI
tasks on the Irene34 BULL Sequana X1000 supercomputer equipped
with 1656 Intel Skylake 8168 bi-processors nodes (24 cores per proc.)
at 2, 7 GHz.
For the present LES (#λ1.5 IT -10) the evolution of the number of
cells in the meshes as a function of the simulation phase and piston
position is given in Fig. 10.2. In order to optimize the computational
cost, the AERO (Section 9.3) computation is done using only 5 species:
C3H8, O2, N2, CO2 and H2O, without solving chemical reactions. This
is allowed by the condition of pressure and temperature which ex-
clude auto-ignition events during this simulation phase: the chemical
composition is thus frozen. Thanks to this strategy combined with
a relative low number of cells, the AERO computation accounts for
only 6% of the total computational cost despite its comparatively long
physical duration. The combustion phases COMBpc and COMBmc are
the major contributors to the total computational cost of 1.3 million
core computing hours for this LES.






where ncores is the number of cores used, telapsed the time elapsed
during the computation, nit the number of iterations, ncell the num-
ber of cells and neq the number of transport equations solved. This
index measures the efficiency of the computation and should not
change with increasing ncell and neq. The maximum variation fromThese data were
collected during
early access to the
supercomputer.
the average value is of the order of 10% during each of the three sim-
ulation phases. The low deviation of redeff during these simulation
phases shows the good behaviour of the numerical solver, as ncell
changes over time. The increase of redeff between AERO and COMB
computations is due to the computation of the chemical reactions and
the combustion model.
3 http://www-hpc.cea.fr/en/complexe/tgcc-JoliotCurie.htm
4 This work was granted access to the high performance computing resources of the










Figure 10.2: Number of
mesh cells and reduced
efficiency during the LES
(#λ1.5 IT -10).
10.3 results
10.3.1 Pre-Chamber Filling Phase
This section describes the LES results from IVC (-108 CAD) to pre-
chamber spark IT (-10 CAD). During this phase, the piston moves up
and the pre-chamber is progressively filled by fresh gases coming from
the main chamber at an air-fuel equivalence ratio λ = 1.5. In addition,
from the Start Of Injection (SOI) (-108 CAD) to the EOI (-70 CAD), the
additional fuelling system (Fig. 9.1) adds pure fuel to achieve a near
stoichiometric mixture inside the pre-chamber at IT.
Figure 10.3 shows the evolution of mixture characteristics inside the
pre-chamber during this filling phase. The mean air-fuel equivalence
ratio of the pre-chamber λpc (based on the mass of oxidizer and fuel
trapped inside the pre-chamber) significantly decreases during pure
fuel injection, then increases because of dilution by fresh gases coming
from the main chamber to reach λpc ' 1 at IT (-10 CAD). Even if
the target of a stoichiometric pre-chamber is reached on average, the
standard deviation of λ predicted by the LES inside the pre-chamber
shows high values which means high segregation of the mixture.
Figure 10.4 illustrates this segregation: the rich mixture is located at the
top of the pre-chamber, pushed and confined by the flow of fresh gases
coming from the main chamber with limited mixing. At −10.5 CAD,
just before spark IT, λ goes from 1.5 in the flow coming from the main
chamber to 0.4 in the interstices between the ground electrode and
the main chamber, where mixing is poor. Rich pockets may not burn,
lead to slow combustion and produce pollutant emissions. To better
quantify the mixture composition at the location of spark ignition,
the air-fuel equivalence ratio inside a sphere of radius 2 mm located
at ignition center λi is plotted over time in Fig. 10.3. λi reaches an
air-fuel equivalence ratio around 0.75 before ignition, which means
that spark ignition takes place in a rich but flammable mixture.
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Figure 10.3 also shows the evolution of the mass fraction of resid-
uals gases trapped inside the pre-chamber YpcR that were not fully
scavenged during the exhaust and intake phases. At IVC (-108 CAD),
residuals inside the pre-chamber are already diluted (YpcR ' 0.4) which
shows that the intake phase plays a role in the pre-chamber filling.
During the compression phase, YpcR significantly decreases to reach
Y
pc
R ' 0.025 just before spark IT (-10 CAD): the mass of residuals is
negligible in comparison with the mass of fresh gases. Figure 10.5
shows the field of residuals mass fraction YR inside the pre-chamber
at −10.5 CAD, just before spark IT. Regions of high YR can inhibit
combustion and are located in the interstices around the spark plug,
where the mixture is also very rich because of the poor mixing.
The analysis of the field of equivalence ratio and residuals inside
the pre-chamber leads to a common conclusion: for the present design,
mixing could be significantly improved to produce a more homoge-
neous charge inside the pre-chamber and dilute residuals. This may
be achieved by reducing interstices and creating a special flow pattern.
Figure 10.3: Air-fuel equivalence
ratio inside the pre-chamber λpc
and inside a sphere of radius 2
mm located at the spark ignition
center λi alongside the standard
deviation of the air-fuel equiva-
lence ratio σλpc and the residuals
mass fraction YpcR inside the pre-








Figure 10.4: Plane cut normal to the x axis (left), y axis (right) intersecting
the ducts by their axis at −10.5 CAD coloured by the air-fuel equivalence ratio





Figure 10.5: Plane cut normal to the x axis (left), y axis (right) intersecting
the ducts by their axis at −10.5 CAD coloured by the residuals mass fraction
YR (#λ1.5 IT -10).
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10.3.2 Combustion Phase
This section describes the LES results obtained for the combustion
phase from the pre-chamber spark ignition (-10 CAD) to the full con-
sumption of the charge.
10.3.2.1 Global Behaviour
Figure 10.6 shows the pressure evolution inside the pre- and main
chambers, as well as the pressure ratio between the two chambers,
the global Burnt Fraction (BF) and the CAx which represent the crank
angle at which x% of the amount of fuel available have been burnt (i.e.
BF = x%). Local BFs and CAx inside pre- and main chambers are shown
in Fig. 10.7. BFs are calculated using the progress variable c (Eq. 6.32).
After chemical run away time and kernel growth, 10% of the available
charge inside the pre-chamber has been burnt at −1.7 CAD. Because
of combustion inside a semi-confined small volume, the pressure in
the pre-chamber increases quickly: first, the flame consumption speed
increases with isentropic compression of fresh gases; second, fresh
gases are pushed out of the pre-chamber through the ducts. These
two phenomena produce a fast increase of BFpc until approximatively
CA50pc. Later, the pre-chamber combustion suffers from near-wall
combustion and heat losses inside the small volume as well as local
rich mixture combustion due to mixture segregation which slows
down the BFpc growth. The pressure ratio between the chambers
reaches a maximum value of 1.61 which produces vigorous turbulent
jets. 11 CAD after spark IT, the first hot gases cross the ducts and enter
the main chamber: Hot Gases Ejection (HGE) happens around 1 CAD.
Turbulent jets of hot products successfully ignite the main chamber
and 10% and 90% of the available charge inside the main chamber is
burnt at 7.7 and 25.3 CAD, respectively. This demonstrates that lean
mixtures can be burnt within a short time using such PCI system, as
expected for this device.
Figure 10.6: Pressure in-
side pre- and main cham-
bers, pre- over main cham-
ber pressure ratio and global





Figure 10.7: Local Burnt
Fraction inside pre- (BFpc)
and main (BFmc) chambers
(#λ1.5 IT -10).
10.3.2.2 Jets Properties
Figures 10.8 and 10.9 show ducts characteristic quantities integrated
through a surface (illustrated in Fig. 10.8) normal to the ducts, located
at the outlet (main chamber side). Figure 10.8 displays aerodynam-
ics properties while Fig. 10.9 focuses on mixture composition. Any






where S is the surface of integration. The total enthalpy flow in Fig.





where ρ is the density, ht is the total enthalpy per unit mass, u is the
flow velocity, nS is the normal to the surface S. The Reynolds numbers
Re of the ducts are calculated using duct diameter as length scale,
surface mean value of density ρ, normal speed Un and temperature
T for viscosity calculation. Jet Reynolds numbers reach values up
to 105 during fresh gases ejection and quickly fall during hot gases
ejection due to the increase in viscosity. However, all jets remain
turbulent. Although the pressure ratio between the chambers reaches
high values up to 1.6 (Fig. 10.6), it does not reach the theoretical critical
choked pressure ratio of 1.85 estimated with a constant heat capacity
ratio γ = 1.33 and no shock is observed: surface mean normal Mach
numbers reach values up to 0.75 while normal speeds go over 600m/s.
Turbulent Jet Ignition (TJI) starts when the first hot gases coming
from the pre-chamber penetrate the main chamber (this instant is
denoted HGE) and ends when the pressure ratio between the two
chambers becomes unity (mass flow becomes zero). TJI duration is
about 9 CAD (Fig. 10.8). The total enthalpy flow reaches values up
to 23 kW for the two bigger ducts and 12 kW for the smaller ones.
This is a huge flow of energy in comparison with a classical spark
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plug. For example, a classical spark plug with a nominal electrical
energy of 100mJ and an overall duration of 400µs produces an overall
theoretical transfer of energy to the mixture of 0.25 kW, without taking
into account conductive and radiative losses. Figure 10.9 reveals that
the composition of the hot gases produced by the pre-chamber to
ignite the main chamber varies considerably during the TJI process.
An intermediates mass fraction YI can be introduced to analyse the
mixture composition such that
YI = 1− (YC3H8 + YO2 + YCO2 + YH2O + YN2) . (10.4)
The composition of the hot gases jets during TJI can be divided in
three parts (Fig. 10.9), whose exact limits are dependent on the duct
considered:
1. Intermediate products of lean combustion (due to the pre-chamber
flame) are exhausted through the ducts between approximatively
1 and 4 CAD where 0.1 < 〈c〉 < 0.9. Even if there is a mean stoi-
chiometric mixture inside the pre-chamber, the first hot products
to be exhausted, are produced by combustion of the lean gases
initially present in the main chamber which flowed through the
ducts during the compression phase. It follows a simple rule:
the last gases to be entered in the pre-chamber are the first to be
ejected and they control the initiation of the combustion in the
main chamber.
2. Complete products of lean combustion are exhausted from ap-
proximatively 4 to 7 CAD. The mass fraction of intermediate
species is very small compared to the other phases.
3. Incomplete products of rich combustion previously trapped in
the upper part of the pre-chamber are then exhausted through
the ducts except for duct 4. These incomplete combustion prod-
ucts cause an increase in the intermediates mass fraction YI of
the exhausted gases.
When the main chamber pressure becomes higher than the pre-
chamber pressure at 10 CAD (Fig. 10.6), back-flow occurs: TJI ends
since no hot jets enter the main chamber any more. The lean main
chamber mixture composed of flame kernels is convected back into the
pre-chamber which contains hot products of incomplete combustion.
The mixing of the lean main chamber mixture which includes O2
in excess with the hot incomplete rich combustion products creates
vigorous reactions able to reverse the flow for a short while. However,
the combustion in the main chamber is still going on and leads to flow
reversal (around 14 CAD) until combustion weakens and mechanical
expansion through piston movement makes pressure in the main
chamber always lower than in the pre-chamber.
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Integration surfaces
Figure 10.8: Evolution of total enthalpy flow, surface mean normal speed, surface mean
temperature, Reynolds number, surface mean normal Mach number and mass flow through
the outlet of the ducts. Sketch of the integration surfaces used to compute the quantities





Figure 10.9: Surface mean species mass fraction, progress variable and fuel air equivalence
ratio of the mixture flowing through the ducts (#λ1.5 IT -10).
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Figure 10.10 shows differences of surface mean temperature ∆T
between two integration surfaces located at the inlet and at the outlet
of each duct during TJI. ∆T measures the cooling of the pre-chamber
gases during their flow through the cooled wall ducts. ∆T presents fluc-
tuation at the beginning of TJI process because of the heterogeneities
of the crossing mixture composed of both pockets of burn gases and
fresh gases that flow intermittently through the ducts. Later, from 4 to
8 CAD, the temperature drop through the ducts seems to be stabilized
around 140K for the bigger ducts and 175K for the smaller ones. ∆T
goes down as the mass flow tends to zero (∆T ∝ ṁ−1) before back




Figure 10.10: Evolution of temperature difference between inlet and outlet of
the ducts next to mass flow through the ducts (left). Sketch of the integration
surfaces used to compute ∆T (right). #λ1.5 IT -10.
10.3.2.3 Main Chamber Ignition
Before Hot Gases Ejection (HGE), the fresh gases turbulent jets pro-
duced by the pre-chamber act as a turbulence source for the main
chamber. Then, burnt gases reach the exhaust of the ducts and hot
products turbulent jets act as both an ignition and a turbulence source.
Once the main chamber has been ignited, jets sustain combustion until
pressure equilibrium between the two chambers. Figure 10.11 shows
the flame topology through a plane cut coloured by the HRR ω̇T for
three depicted sequences of the TJI process:
• Ignition by Hot Gases ejection (IHG): pre-chamber products enter
the main chamber. Close to the nozzle of the ducts, HRR is scarce
due to a combination of local stretch and temperature drop
through wall heat losses and expansion between pre- and main
chambers. Because of the high turbulence intensity, mixing is
fast, hot products are quickly diluted into the surrounding lean
fresh mixture and the overall reaction rate is mainly limited by
chemistry. Inner intense mixing regions are chemically active
downstream of the jets. No flamelet structure is observed.
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• Combustion Sustained by Hot Gases ejection (CSHG): flames be-
gin to organize as fronts while jets still sustain combustion by
providing more hot products and turbulence sources until the
pressure difference between the two chambers becomes negligi-
ble. Isolines of temperature become parallel suggesting that a
flamelet regime is developing in most of the chamber.
• Combustion Unsustained by Hot Gases ejection (CUHG): wrin-
kled flames sweep across the remaining space, consuming the
fresh main chamber gases without significant effect of the weak-
ened hot product jets. Flamelets are observed almost everywhere.
This ignition sequence corresponds well to the combustion patterns
II experimentally established by Yamaguchi et al. [43] where a com-
posite ignition due to a combined effect of chemical chain branching
reactions and flame kernels happens followed by wrinkled flames. The
broadened/distributed reaction zone combustion mode depicted in
the moderate to high injection speed DNSs of Ch. 8 is also found here
during the first instants of the engine TJI.
Figure 10.12 shows a qualitative estimation of the combustion
regime which takes place inside the main chamber during combustion
using the diagram proposed by Peters [133]. lt is the integral length
scale approximated close to TDC using an empirical relation suggested
by Lumley [134]
lt = hc/6, (10.5)
where hc is the clearance height. u ′t is the fluctuation speed at length
scale lt estimated assuming a Kolmogorov cascade






where û ′ is the fluctuation speed at the filter scale ∆̂ extracted from
the LES using an operator derived by Colin et al. [58]. Each marker
corresponds to a space-averaged value along the flame front (c =
0.3±0.05) inside the main chamber. This low value of progress variable
is used to minimize the bias due to increased viscosity and density
across the flame. As observed in Fig. 10.11, combustion seems to
begin in a thickened-wrinkled flame regime and tends to go towards
wrinkled flamelets as u ′t decreases with time due to the diffusion of
the turbulent kinetic energy previously generated by the jets.






















Figure 10.11: Plane cut normal to the x axis, intersecting the duct no. 3 by its
axis and coloured by the HRR ω̇T with three isolines of temperature for the
three depicted sequences of the TJI process (#λ1.5 IT -10).
Figure 10.12: Qualitative
estimation of the combus-
tion regime during the
main chamber combus-
tion using the diagram
proposed by Peters [133].
Length and velocity ra-
tios are conditional mean
values for c = 0.3± 0.05
inside the main chamber.
#λ1.5 IT -10.
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10.4 comparison with spark ignition
Simulation of an equivalent SI engine is used to assess the benefits of
PCI. The SI engine (Fig. 10.13) features the same geometric properties
(Table 9.1) and is run under the same operating conditions as the PCI
engine. The equivalence ratio of the premixed mixture is adjusted to
take into account the additional fuel injected into the pre-chamber of
the PCI engine. The entire mesh is comprised of 130 µm cells to match
the resolution of the Z6 main chamber zone of the PCI engine mesh
(Fig. 9.2).
As expected, the LES results illustrate the major advantage of PCI that
very quickly creates large flame surface in the main chamber when
the jets come out (Fig. 10.14). This allows the main chamber charge to
be consumed very quickly, with a maximum burning rate more than
3 times higher than that of the equivalent SI engine (Fig. 10.14). The
spark initiated flame kernel in the SI engine develops very slowly in
the combustion chamber while the jets of burnt gases cause very rapid
consumption in the main chamber of the PCI engine (Fig. 10.15).
Spark plug
Figure 10.13: Sketch of the equivalent SI engine.
Figure 10.14: Flame surface inside the main chamber Amcf and global Burnt
Fraction BF for both spark ignition (SI) and pre-chamber ignition (PCI) engines
under the same operating conditions (#λ1.5 IT -10).
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SI PCI
Figure 10.15: Plane cut normal to the x axis intersecting the ducts no. 1 and 3 by their axis and
coloured by the normalized HRR with three isolines of temperature for both spark ignition (SI)
and pre-chamber ignition (PCI) engines under the same operating conditions (#λ1.5 IT -10).
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10.5 conclusion
In this chapter, the behaviour of a PCI system used to ignite the
main chamber of an engine has been studied using LES with complex
chemistry and detailed geometry in a real engine. The LES allows to
analyse the flow entering and leaving the pre-chamber, to measure
the cooling and quenching effects introduced by the passage of hot
gases through the ducts connecting pre- and main chambers and to
analyse the ignition and combustion sequences. For the case studied
here, small amount of flame kernels are exhausted from the pre-
chamber. Hot products penetrate the main chamber, disperse and mix
with the fresh reactants and lead to ignition. The combustion in the
main chamber starts in a distributed reaction mode before reaching a
flamelet propagation mode.
In addition, results have been compared with an equivalent SI engine
running under the same operating conditions. The main chamber
combustion duration is found to be significantly reduced by the early
creation of a large flame surface by the pre-chamber jets using PCI.

11
I G N I T I O N FA I L U R E , λ 2 . 0
11.1 research needs
Pre-chamber ignition technology only pushes the lean operation limit
further: that limit still exists. Above a certain air dilution rate, ignition
of the main chamber may fail and this must be avoided for normal ICE
operation. This is a crucial issue for the engine efficiency. Typically, an
engine running at λ = 1.5 may not be sufficiently efficient to justify the
additional production cost of pre-chamber technology but an engine
running at λ = 2.0 certainly will. In this chapter, an ultra-lean (λ = 2.0)
main chamber misfire observed during engine tests1 is studied using
LES to understand what are the causes of the ignition failure and give
design indications that could push this limit further.
11.2 configuration
11.2.1 Operating Point
The operating point is the same as #λ1.5 IT -10 (Section 10.2.1) except
that the air-fuel equivalence ratio λ of the intake premixed mixture is
2.0 (fuel-air equivalence ratio Φ = 0.5). It is then labelled #λ2.0 IT -10.
The additional fuel injection is extended up to −51.2 CAD so as to
maintain a mean stoichiometric mixture inside the pre-chamber at IT2.
11.2.2 Chemistry Description
Since the ARC mechanism described in Section 10.2.2 predicts auto-
ignition times which are a little too high compared to the reference
San Diego mechanism for λ = 2.0 mixtures, a new ARC mechanism has
been specially derived. The chemical mechanism reduction follows a
similar process to that described in Section 10.2.2. Starting from the San
Diego mechanism, the final ARC mechanism3 contains 37 species (14
of them in quasi-steady state) and 128 reactions. The evolution of the
laminar flame speed and the auto-ignition time (Fig. 11.1) predicted
by the ARC mechanism over the range of operating conditions are in
1 Engine tests carried out as part of the Efficient Additivated Gasoline Lean Engine (EA-
GLE) project funded by the European Union’s Horizon 2020 research and innovation
programme under grant agreement no. 724084.
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good agreement with the reference San Diego mechanism, even for
ultra lean mixtures.
Figure 11.1: Laminar flame speed S0L and auto-ignition time τAI function
of pressure P, fresh gases temperature Tu for laminar flames or initial fresh
gases temperature Ti for igniting reactors and fuel-air equivalence ratio Φ for
the reference (REF), the skeletal (SKEL) and the ARC mechanisms (ARC). Fresh
gases follow an isentropic compression from mean pressure and temperature
inside the engine at IVC.
11.3 results
11.3.1 Pre-Chamber Filling
Due to a larger quantity of pure fuel injected into the pre-chamber as
well as a leaner premixed mixture, the stratification of the mixture in
the pre-chamber is greater than it was for the λ = 1.5 case #λ1.5 IT -10
(Fig. 11.2). However, the equivalence ratio close to the spark ignition




side a sphere of radius
2 mm located at the
spark ignition center λi
and standard deviation
of the air-fuel equiva-
lence ratio inside the
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The combustion inside the pre-chamber is noticeably less vigorous
than it was for the λ = 1.5 case #λ1.5 IT -10 (Fig. 11.3) although the
mean pre-chamber equivalence ratio λpc is the same for both cases.
This is due to the significant mixture stratification: the flame sweeps
across the pre-chamber and quickly encounters ultra-lean mixtures,
lowering its consumption speed. The equivalence ratio of the intake
premixed mixture pushed into the cylinder during scavenging then
influences the combustion inside the pre-chamber even if the latter is
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The start of the Hot Gases Ejections (HGEs) is not simultaneous for
the four ducts (Fig. 11.4): the development of the flame inside the
pre-chamber is not axisymmetric which means that the hot burnt
gases reach the ducts at different times. This phenomenon is more
pronounced for the λ = 2.0 case #λ2.0 IT -10 because of the greater
mixture stratification inside the pre-chamber (Fig. 11.2). When HGEs
start, the temperature of the jets is lower than it was for the λ = 1.5
case #λ1.5 IT -10 (Fig. 11.4). This is explained by the fact that the first
combustion products to be exhausted are those resulting from the
combustion of the lean premixed main chamber mixture that flowed
through the ducts during the compression phase and are located at
the bottom of the pre-chamber as described in Section 10.3.2.2. The
ultra-lean premixed mixture of the λ = 2.0 case then produces burnt
gases at a lower temperature which disadvantages the ignition of the
main chamber by the hot jets. The injection speeds are significantly
lower than they were for the λ = 1.5 case (Fig. 11.4) because of the
84 ignition failure , λ 2 .0
lower pressure difference between pre- and main chambers (Fig. 11.3).
According to the findings of Ch. 8, this is not an issue for jet ignition
which, on the contrary, becomes more critical when the injection speed
increases and not when it decreases.
TJI ends here
for 
Figure 11.4: Surface mean temperature < T > and normal speed < Un > at
the outlet of the ducts for both #λ1.5 IT -10 and #λ2.0 IT -10.
11.3.2.3 Main Chamber Ignition
Pressure traces suggest a discharge of the pre-chamber into the main
chamber without ignition and combustion of the main chamber charge.
In the plane cutting the largest ducts (no. 1 and 3, Fig. 9.1), hot burnt
gases jets create well dispersed reactive regions but fail to give rise to
healthy propagating flame fronts that consume the charge as in the
λ = 1.5 case (Fig. 11.5). For the smallest ducts (no. 2 and 4), hot and
reactive regions are scarce and quickly dissipated in the fresh mixture
(Fig. 11.6): the ignition failure is more obvious.
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λ = 2.0 λ = 1.5
Figure 11.5: Plane cut normal to the x axis intersecting the ducts no. 1 and 3 by their axis and
coloured by the normalized HRR with three isolines of temperature for both #λ2.0 IT -10 and
#λ1.5 IT -10.
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λ = 2.0 λ = 1.5
Figure 11.6: Plane cut normal to the y axis intersecting the ducts no. 2 and 4 by their axis and




This work has shown LES results for a compression and combustion
phase of a pre-chamber engine for which the premixed mixture in-
side the main chamber is too lean (λ = 2.0) to ensure normal engine
operation. Although the pre-chamber is fuelled to be at stoichiome-
try at IT regardless of the equivalence ratio of the intake premixed
mixture that fills the cylinder, the combustion in the pre-chamber is
found to be impacted by the equivalence ratio of the intake premixed
mixture because of mixture heterogeneity which occurs during the
compression/pre-chamber filling phase. This results, for the λ = 2.0
case, in less vigorous jets, delayed in the engine cycle and cooler in
comparison with the λ = 1.5 case of Ch. 10. The fact that the jets are
cooler and delayed in the engine cycle may explain the main chamber
ignition failure. Cooler jets and gas expansion in the main chamber
make ignition more difficult. This suggests improving the mixture ho-
mogeneity in the pre-chamber in order to burn faster and to produce
hotter jets to push the lean operation limit further. Another solution
may be to use additional fuel in the pre-chamber that burns faster and
produces hotter jets, such as hydrogen (Ch. 12).

12
H Y D R O G E N A D D I T I O N , λ 2 . 0
12.1 research needs
Chapter 11 has shown that ultra lean λ = 2.0 main chamber premixed
charge fails to burn properly even when using PCI technology. This
is a problem since these dilution levels must be reached in order to
justify the development of this technology in ICEs. Therefore, solutions
must be sought. In this chapter, an additional fuelling of hydrogen
in the pre-chamber is used to increase the pre-chamber combustion




The operating point is the same as #λ2.0 IT -10 (Section 11.2.1) except
that hydrogen is used for additional pre-chamber fuelling. It is then
labelled #λ2.0H2 IT -10. Due to the low hydrogen molecular weight,
the injection diameter of the additional fuelling system (Fig. 9.1) is in-
creased from 0.5 to 3 mm in order to allow sufficient pre-chamber fuel
mass injection from IVC to −54.0 CAD to achieve a mean stoichiometric
mixture inside the pre-chamber at IT1.
12.2.2 Chemistry Description
The ARC mechanism reported in Sec. 11.2.2 is used to properly describe
the C3H8/H2-air chemistry. Figure 12.1 shows the laminar flame speed
and the auto-ignition time for multiple hydrogen fuel addition to a
λ = 2.0 C3H8-air mixture. This fuel addition is characterized by a





Results from the ARC mechanism are in good agreement with the ref-
erence San Diego mechanism, showing that the H2 chemistry reaction
paths have been preserved during the reduction process.
1 Injection is timed using the 0D engine model described in Ch. 14.
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Figure 12.1: Laminar flame speed S0L and auto-ignition time τAI function
of pressure P, fresh gases temperature Tu for laminar flames or initial fresh
gases temperature Ti for igniting reactors and hydrogen fuel mass ratio
ξH2 for the reference (REF), the skeletal (SKEL) and the ARC mechanisms
(ARC). Fresh gases follow an isentropic compression from mean pressure and
temperature inside the engine at IVC. λC3H8 = 2.0, λ changes with ξH2 .
12.3 results
12.3.1 Pre-Chamber Filling
The mixture is still strongly stratified while a mean stoichiometric
mixture is achieved at IT (Fig. 12.2). The higher hydrogen molecular
diffusivity does not improve mixing in the pre-chamber where hetero-
geneities persist and pockets of rich gases are still trapped at the top
of the pre-chamber (Fig. 12.3). The hydrogen fuel mass ratio inside the
pre-chamber at IT is equal to 0.285.
Figure 12.2: Air-fuel equiv-
alence ratio inside the pre-
chamber λpc and inside a
sphere of radius 2 mm lo-
cated at the spark ignition
center λi alongside the stan-
dard deviation of the air-
fuel equivalence ratio in-
side the pre-chamber σλpc
(#λ2.0H2 IT -10).

















Figure 12.3: Plane cut normal to the x axis intersecting the ducts no. 1 and 3
by their axis at −10.5 CAD coloured by the air-fuel equivalence ratio λ with
an isoline of stoichiometric equivalence ratio for both hydrogen (H2 inj.,
#λ2.0H2 IT -10) and propane (C3H8 inj., #λ2.0 IT -10) additional fuelling.
12.3.2 Combustion Phase
12.3.2.1 Global Behaviour
Pre-chamber combustion is significantly boosted by the hydrogen ad-
ditional fuelling leading to faster combustion and higher overpressure
in the pre-chamber (Fig. 12.4). The pressure in the main chamber
initially seems to indicate a proper combustion initiation but then
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12.3.2.2 Jets Properties
Faster pre-chamber combustion leads to earlier Hot Gases Ejections
(HGEs) (Fig. 12.5). Hydrogen addition causes hotter jets due to thermo-
chemical effects (i.e. higher adiabatic combustion temperature). The
jets injection speed is significantly higher as a result of the higher
pre-chamber overpressure (Fig. 12.5). The heat released in the main
chamber quickly re-establishes a pressure balance between the pre-
and main chambers (Fig. 12.4) which makes the injection shorter in
time.
Figure 12.5: Surface mean temperature < T > and normal speed < Un >
at the outlet of the ducts for both hydrogen (H2 inj., #λ2.0H2 IT -10) and
propane (C3H8 inj., #λ2.0 IT -10) additional fuelling.
12.3.2.3 Main Chamber Ignition
The hotter jets succeed in initiating flame fronts in the main chamber
(Figs 12.6 and 12.7). While the pure propane case shows large well
dispersed weakly reactive zones which do not transition to healthy
flame fronts, the case with hydrogen additional fuelling quickly gives
rise to established flame fronts in the main chamber as discussed in
Section 10.3.2.3. This indicates (as expected from Fig. 12.4) that the
hydrogen additional fuelling makes possible the ignition of the ultra
lean λ = 2.0 premixed mixture of the main chamber. However, once
these flame fronts are established, the ultra lean flame consumption
rate is such that the main chamber charge is very slowly consumed.
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H2 injection C3H8 injection
Figure 12.6: Plane cut normal to the x axis intersecting the ducts no. 1 and 3 by their axis and
coloured by the normalized HRR with three isolines of temperature for both hydrogen (H2 inj.,
#λ2.0H2 IT -10) and propane (C3H8 inj., #λ2.0 IT -10) additional fuelling.
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H2 injection C3H8 injection
Figure 12.7: Plane cut normal to the y axis intersecting the ducts no. 2 and 4 by their axis and
coloured by the normalized HRR with three isolines of temperature for both hydrogen (H2 inj.,
#λ2.0H2 IT -10) and propane (C3H8 inj., #λ2.0 IT -10) additional fuelling.
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12.4 conclusion
Pre-chamber hydrogen additional fuelling has been used in an attempt
to enable combustion of an ultra lean premixed λ = 2.0 propane-air
mixture. Results show that it makes main chamber ignition and flame
fronts initiation possible. However, the consumption speed of the ultra
lean flames is still too low to consume the main chamber charge fast
enough, causing engine efficiency issues and possible partial burn
cycles. To overcome this, it is necessary to increase the flame surface
in the main chamber. This may be done, for example, by increasing
the jets speed (by decreasing the diameter of the connecting ducts)




L AT E I G N I T I O N , λ 1 . 5
13.1 research needs
In this chapter, LES is used to investigate another issue linked to pre-
chamber engines: late ignition. Shortening the catalyst light-off time
is critical in order to reduce pollutant emissions during cold engine
starts. For that, engine manufacturers use delayed ignitions to burn
late in the engine cycle and increase the temperature of the exhaust
gases. However, experimental results1 indicate an inability to delay
ignition with pre-chamber systems, without clear explanation. This
chapter presents an LES study of late ignition on a pre-chamber engine
to understand the causes of ignition failures observed experimentally.
13.2 configuration
13.2.1 Operating Point
The operating point is the same as #λ1.5 IT -10 (Section 10.2.1) except
that the IT is shifted from −10 to +20 CAD to simulate a late ignition
case. It is then labelled #λ1.5 IT+20.
13.2.2 Chemistry Description
The chemistry used is the same as that used for the LES of Ch. 10
described in section Section 10.2.2.
13.3 results
13.3.1 Pre-Chamber Filling
Now that ignition takes place after TDC, the flow in the pre-chamber
changes drastically: the pre-chamber mixture is sucked out during the
piston downward phase after having been supplied by the additional
fuel injection and by the main chamber premixed mixture during
the piston upward phase. The mean pre-chamber equivalence ratio
becomes lean due to a longer filling by the main chamber lean mixture
but almost gets down to stoichiometry due to the mixture sucked out
during the piston downward phase (Fig. 13.1). The mixture has more
1 Engine tests carried out as part of the Efficient Additivated Gasoline Lean Engine (EA-
GLE) project funded by the European Union’s Horizon 2020 research and innovation
programme under grant agreement no. 724084.
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time to mix: it results in a lower equivalence ratio standard deviation
and a near spark plug mixture closer to stoichiometry. The suction of
the pre-chamber mixture during the piston downward phase makes
the additional fuel not to be stuck at the top of the pre-chamber and
makes it spread throughout the pre-chamber (Fig. 13.2). All these
phenomena lead to a more homogeneous mixture in the pre-chamber
(σλpc = 0.19 for #λ1.5 IT+20 at IT versus σλpc = 0.35 for #λ1.5 IT -10 at
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Figure 13.2: Plane cut normal to the x axis (left), y axis (right) intersecting
the ducts by their axis at +19.5 CAD coloured by the air-fuel equivalence ratio
λ with an isoline of stoichiometric equivalence ratio (#λ1.5 IT+20).
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13.3.2 Combustion Phase
The ignition failure—observed experimentally—is captured by the
LES: a little overpressure is observed in the pre-chamber while the
main chamber remains unaffected (Fig. 13.3). Combustion inside the
pre-chamber stops before the entire charge is burned and no chemical
activity appears inside the main chamber (Fig. 13.4). The flame kernel
initiated by the spark plug in the pre-chamber is sucked by the estab-
lished flow from pre- to main chamber due to the piston downward
movement (Fig. 13.5). This kernel is then trapped at the bottom of
the pre-chamber while being cooled and discharged into the main
chamber without having time to consume the pre-chamber charge. It
is subsequently quenched by the cold walls, prematurely ending the
combustion in the engine.


















Figure 13.3: Pressure inside pre-
and main chambers (#λ1.5 IT+20).
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Figure 13.4: Burnt Fraction and mean
HRR inside pre- and main chambers
(#λ1.5 IT+20).
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Figure 13.5: Plane cut normal to the x axis (left), y axis (right) intersecting the
ducts by their axis and coloured by the normalized HRR with three isolines
of temperature (#λ1.5 IT+20).
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13.4 conclusion
LES has been used to investigate misfires that occur when engines
equipped with pre-chambers are operated under late IT conditions.
When ignition occurs before TDC, the developing flame is held inside
the pre-chamber under the effect of the inflow due to the main chamber
compression during the piston upward phase. On the contrary, results
show that a late ignition after TDC causes the aspiration of the initiated
flame kernel by the outflow due to the main chamber expansion
during the piston downward phase. This flame kernel is maintained
at the bottom of the pre-chamber, cooled by the walls before being
sucked into the main chamber in the form of cold burnt gases without
giving rise to ignition.

Part V
Z E R O - D I M E N S I O N A L P R E - C H A M B E R
I G N I T I O N E N G I N E M O D E L T O A S S I S T
T E C H N O L O G Y D E S I G N
DNS and LES are useful tools to gain knowledge on pre-
chamber ignition technology. However, they cannot be
used as industrial design tools to assess the performances
of numerous engine geometries and operating points be-
cause of their relatively high computational cost. A zero-
dimensional pre-chamber ignition engine model is then
developed to assess the influence of geometric or operating
point changes on engine operation at a low computational
cost. It incorporates a jet ignition submodel based on the
DNS results of Part iii to track misfires. The engine model
is validated a posteriori on the LES results of Part iv. This
part describes its construction and application.

14
P R E - C H A M B E R E N G I N E M O D E L L I N G
This chapter presents a zero-dimensional model derived completely
during this PhD. This tool uses a multi-zone approach, similar to the
usual performance models used in industry. Its objective is to obtain
the speed, temperature and composition of the jets entering the main
chamber after having get through multiple ducts whose influence is
modelled. At this point, a model for Turbulent Jet Ignition (TJI) based
on the DNSs of Ch. 8 is used to predict whether main chamber ignition
occurs. This engine model is dubbed PEMIP for Pre-chamber Engine
Model with Ignition Prediction.
14.1 research needs
Efficient design processes that use optimization algorithms to get the
best combination of parameters to maximize a given quality function
require engine models using minimal computational resources since
they may be called hundreds of thousands of times during the opti-
mization process. Engine designers may also simply want to quickly
study the effects of a design change.
Reduced models have been used for a very long time in all types
of engines, including PCI engines (e.g., [135–140]). However, as yet
no model developed for PCI engines includes submodels to take into
account the thermal effects in the ducts connecting pre- and main
chambers, nor to predict the result of the main chamber jet ignition
attempts. They assume an automatic ignition of the main chamber
and some of them even impose a combustion law like the well-known
Wiebe law [141]. As a consequence, they totally miss an important
part of the problem and cannot be used near the ignition limit.
This is why PEMIP, a zero-dimensional PCI engine model that in-
cludes both duct thermal effects and jet ignition prediction, is now
derived.
14.2 modelling approach
The global model is decomposed into four open systems that can
exchange mass with each other and heat with the outside. These
systems are called zones and are namely: the pre-chamber fresh gases
zone (pcf), the pre-chamber burnt gases zone (pcb), the main chamber
fresh gases zone (mcf) and the main chamber burnt gases zone (mcb)
(Fig. 14.1). Inside these gaseous zones, the temperature, the pressure
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and the mixture are supposed to be homogeneous. The pressure P is
uniform inside the pre-chamber (pc)
Ppc = Ppcf = Ppcb (14.1)
and inside the main chamber (mc)























Figure 14.1: Sketch of PEMIP zones and submodels.
14.3 evolution of the thermodynamic state of the zones
The state variables required for the description of each zone are
- P, the pressure of the zone;
- mk for k = 1 to N, the mass of the N species present in the
mixture;
- a state variable describing the energy of the system, here the
temperature T ;
- V , the volume of the zone.
There is therefore a need for N+ 3 equations per zone that steer the
evolution of these state variables. These equations are then described
in this section. They arise from ideal gas law, species mass balance,










for k = 1,N . (14.4)
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14.3.1 Ideal Gas Law
The N species gaseous mixture that fills the four zones is supposed to
be ideal such that the equation of state reads PV = mRT/W or in its
derived form For clarity, the
specific zone suffixes
(pcf, pcb, mcf and
mcb) are omitted
when the equation is




























where R, t, W and Wk are the universal ideal gas constant, the time,
the mean molecular weight and the molecular weight of the kth species,
respectively.
14.3.2 Species Mass Balance
The zones can have multiple inlets and outlets. Gases exit the zones at
the outlets with the current state of the zones. The rate of change in










where Yk,i is the mass fraction of the kth species of the mixture entering
the zone through the ith inlet, ṁi and ṁo are the mass flow entering
the zone through the ith inlet and leaving the zone via the oth outlet,
respectively. Summing Eq. 14.6 over all species, the expression of the











The temperature T is used to describe the energy of the system. Writing
the first law of thermodynamics for an open system, the balance













where Q̇w is the rate of heat transfer through the walls, hi the enthalpy
per unit mass of the mixture entering the zone through the ith inlet,
and h the enthalpy per unit mass. For an ideal gas, the total internal
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where u is the total internal energy per unit mass, Cv the heat capacity
at constant volume per unit mass, and uk the total internal energy per
unit mass of the kth species. Substituting the corresponding derivatives
























































where s, c, b, Ω and Ω̇ are the engine stroke, connecting rod length,
bore, crank angle and angular rotation speed, respectively.
14.4 wall heat losses
The rate of heat transfer through the walls of both chambers is com-
puted as
Q̇w = Awhw(Tw − T), (14.15)
where Aw is the wall surface area, hw the wall heat transfer coefficient,
and Tw the wall temperature supposed to be spatially uniform and
constant during the whole engine cycle. The heat transfer coefficient
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where κ is the gas thermal conductivity, Chw a constant which depends
on the engine geometry, ρ the gas density, µ the gas dynamic viscosity,
L a characteristic length that equals the pre-chamber diameter dpc for
the pre-chamber zones and the engine bore b for the main chamber





The wall surface of each zone is estimated using pre- (Apcw ) or main
chamber wall surface (Amcw ) weighted by the zone filling volume
fraction, which compares the volume of the specific zone to the volume











































where Apw and Ahw are the surface area of the piston and the head of
the engine, respectively.
14.5 submodel for the connecting ducts
Due to a pressure difference between the divided chambers, a mass
flow from one of the two chambers (called the upstream chamber,
up) to the other (called the downstream chamber, ds) occurs. Gases The flow can go both
ways: from pc to mc
but also vice versa.
first expand at the duct inlet (in) from Pup to Pin before flowing into
the constant cross section duct, exchanging heat through the walls
(Fig. 14.2). The heat exchange can cause the temperature at the duct
outlet (out) Tout to be significantly different from the temperature at
the duct inlet (in) T in (Section 10.3.2.2 and Ref. [44]). This must be
taken into account because the temperature of the burnt gases jets is
one of the key parameters controlling the ignition of the main chamber
(Section 8.3.1).
110 pre-chamber engine modelling
Figure 14.2: Sketch of a flow
through a duct following an
expansion from an upstream





The inflow properties are estimated assuming an isentropic expansion
at a constant heat capacity ratio γ equal to the heat capacity ratio of the
upstream chamber γup. The critical pressure ratio between upstream









Therefore, the pressure ratio between the upstream chamber and the








The temperature at the inlet of a duct is estimated as
T in = TupPinr
1−γup
γup (14.25)


















where Ad,j is the cross section of the jth duct and Cdj the discharge












where dd,j and ld,j are the diameter and length of the jth duct, re-
spectively. The mixture composition is assumed not to change during
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14.5.2 Outflow Properties
From the inlet to the outlet of the ducts, the gases exchange heat
through the walls, which varies their temperature and potentially their
chemical composition. The quick hot gases discharge does not last
long enough to significantly change the temperature of the walls Tw
which is supposed to be constant over the whole engine cycle.
14.5.2.1 Equations Describing the Evolution of the Flowing Mixture
Inside the ducts, the pressure is assumed to be homogeneous such
that




The residence time tres of a fluid element that goes through the jth





so that a Lagrangian approach is the most convenient one to determine
the flow state in the ducts. From t = 0 at the inlet to t = tres,j at the
outlet of the jth duct, the evolution of the bulk thermochemical vari-
ables of the flowing mixture can be described by Ordinary Differential
Equations (ODEs) taking into account potential chemical reactions:















where Cp is the heat capacity at constant pressure per unit mass,
h the heat transfer coefficient, dd the duct diameter, ω̇k and hk
are the chemical source term and the enthalpy per unit mass of
the kth species, respectively;







14.5.2.2 Changes in Burnt Gases Composition
The evolution of the composition of the gases within the ducts may
impact the subsequent potential ignition of the main chamber and
must be considered: the gases flowing in the ducts may reach outlet
temperature chemical equilibrium, may be frozen at initial composi-
tion, or may be in-between, depending on the ratio of chemical and
flow times.
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To assess the evolution of the composition of the burnt gases that
flow through a duct, Eqs 14.30 and 14.31 are integrated from t = 0 to
t = tres,j thanks to a SciPy [144] wrapped ODE solver. Thermodynamic
and kinetic parameters needed in each equation are computed using
Cantera [101]. Data from LES of the real engine ignition sequence of
Ch. 10 are used to assess whether the composition has time to change.
It was chosen to extract the data in one of the smallest ducts (duct no.
2) at the time when the residence time is the shortest during the burnt
gases injection period. In this way, if the mixture reaches equilibrium in
this situation (high temperature losses and short residence time) then
it would be possible to assume that the mixture reaches equilibrium
in all cases. Initial thermodynamic properties are extracted from the
LES, initial mixture composition is set to equilibrium. The convective
heat transfer coefficient h is adjusted so that the final temperature
T(t = tres,2) equals the outlet temperature of the LES. Figure 14.3
shows that under these conditions which are typical of a real engine,
the residence time is too short for the mixture to reach equilibriumThe same chemical
mechanism was used
in both LES and
Cantera.
but long enough for the mixture to have time to react so that the
composition changes. It is then impossible to assume equilibrium, nor
frozen chemistry during the flow of burnt gases. The evolution of
chemistry must be resolved if a precise description of the composition
at the outlet of the duct is required.
Figure 14.3: Temperature
and species mass frac-
tion evolution of burnt
gases loosing heat in a
given time alongside cor-
responding equilibrium
composition. Heat losses
and end time are set to
match LES data of Ch. 10
at the shortest residence
time for the duct no. 2.
Equilibrium
ODEs integration
14.5.2.3 Strategy to Estimate the Outflow Mixture Properties
A slight variation in the burnt gases composition may have an effect
on the ignition of the main chamber but has a negligible contribution
to the thermodynamic properties of the zones. Thus, to reduce com-
putational cost, an analytic expression for the temperature neglecting
chemical reactions is used when the mixture does not react or when a
slight variation in the burnt gases composition does not matter, i.e.:
- during fresh gases flow;
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- during burnt gases flow, once the main chamber has been ig-
nited.
Assuming that the mixture does not react and that thermodynamic
properties do not change from the inlet to the outlet of the jth duct,
the outlet temperature can be analytically estimated as [145]










Eq. 14.32 is used during the whole engine cycle except during the burnt
gases jet ignition period, where Eqs 14.30 and 14.31 are integrated
so as to know the exact composition of the jets of burnt gases. In all
cases, the convective heat transfer coefficient is evaluated at the inlet
of the ducts and equals hinj , estimated using Sieder and Tate [146]






account the effect of a non-developed temperature profile following a






















14.6 submodel for jet ignition
Now that the temperature, speed and composition of the gases exiting
the holes are known, a model is needed to predict whether these gases
ignite the main chamber. This ignition by the jets of hot burnt gases
must be modelled in order to take into account potential misfires due
to too high injection speeds or too low temperatures (Section 8.3.1).
Here, the DNSs of Ch. 8 are used to build and validate models for that.
Modelling the scenario of Fig. 8.1 requires assumptions on the
mechanisms controlling ignition. These mechanisms may change when
jet properties vary: for low injection speeds, chemistry evolves in a
shorter time scale than mixing, making flamelet approaches probably
adequate; on the other hand, for larger injection speeds, mixing and
chemical time scales may become comparable which suggests that
models not relying on any flame structure assumption may be more
appropriate. Therefore, two models are tested here (Fig. 14.4):
- The first one (called Unsteady Flamelet for Ignition Prediction
(UFIP), Section 14.6.1) is a variation of the classical RIF proposed
by N. Peters [92–94] and assumes that the ignition process takes
place (or not) in a thin, flamelet-like front.
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- The second one (called Convected Open Reactor (COR), Sec-
tion 14.6.2) adopts a Lagrangian vision to relax the flamelet
assumption: it views the ignition process as the evolution of
an open well-stirred reactor convected into the chamber, where

































Figure 14.4: The two models developed from DNS to describe ignition by a jet
of hot burnt gases.
In each of these models, the jets are assumed to act as an infi-
nite source of ignition sites having the same aerothermochemical
properties. As a consequence, a single ignition site can be used as a
representation of the multiple ignition attempts. The DNSs of Ch. 8
have reached a quasi-steady state (Section 8.2.5) so that they generated
an infinity of ignition sites and are within the scope of the models.
They will be then used as a reference to evaluate the models in the
next sections. Although they were realized at atmospheric conditions
(fresh gases temperature Tu = 298K, pressure P = 1 atm), the main
ignition mechanisms are not expected to differ from those at ICE rel-
evant conditions. The fresh gases of the DNSs are lean and premixed
(equivalence ratio Φu = 0.8): they are therefore within the scope of
PCI engines burning homogeneous lean mixtures.
14.6.1 Unsteady Flamelet for Ignition Prediction (UFIP) Model
As established by Peters [92], if chemistry is fast compared to trans-
port processes, combustion takes place within asymptotically thin
layers embedded in the flow. Applying this concept to jet ignition, the




convected by the flow [91] (Fig. 14.4). Along this interface, the motion
of any fluid line segment may be decomposed into translation, rotation
and strain (given by the relative change in length of the line segment).
In the reference frame of the fluid line segment, the only effect of
motion that will be apparent is that of strain [148]. Translation and
rotation may change the mixture that the flame front encounters, but
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only strain will alter the internal flame structure. These line segments
embedded between the cold unburnt and the hot burnt gases are
called flamelets (even before they start igniting), their inner structure
is one-dimensional and time-dependent. They lose heat only to the
unburnt gases side and can receive heat and chemically active radicals
from the burnt gases side. The concept of the UFIP model follows this
idea: one representative unsteady strained flamelet is supposed to cap-
ture what is happening at the boundary of the jet in terms of ignition.
In this work, the open-source software Ember [149] is used to compute
this unsteady flamelet with high efficiency [150], assuming an infinite
reservoir of burnt gases on the product side of the counterflow flame.
A flame in this configuration can never be completely extinguished
because there will always be a region of contact between reactants
and products where some heat release takes place: a threshold of Heat
Release Rate (HRR) is needed to distinguish between flamelets able to
globally ignite the fresh mixture or not. This threshold is arbitrarily
set to half of the max(HRR) found in a one-dimensional premixed
laminar flame at the same fresh gases conditions. As the temperature
drop increases at the burnt gases side of the flamelets, chemistry is
weakened and the time to reach this threshold increases (Fig. 14.5).
For a fuel with Lewis number higher than unity, heat diffuses more
quickly than mass, reducing the temperature in the reaction zone
when strain increases and therefore the HRR decreases monotonically
with the strain rate a [151].

































a = 10 s-1 a = 100 s-1 a = 500 s-1
a = 1500 s-1a = 1000 s-1a = 750 s-1
for Tdrop>400 K for Tdrop>200 K for Tdrop>100 K
Representative of Uinj = 50 m/s 





















Figure 14.5: Temporal evolution of the maximum HRR in one-dimensional
strained unsteady flamelets for multiple strain rates a and temperature
drops Tdrop at 1 atm, Tu = 298K and Φu = 0.8. Dashed lines do not cross
the 0.5max(HRR)1DL horizontal line. It is assumed that the corresponding
flamelets are too weak to lead to global ignition in jet ignition cases.
Hot burnt gases jet ignition exhibits different structural charac-
teristics with increasing turbulence intensity starting from wrinkled
flames to a more disorganized combustion pattern where small eddies
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broke/broaden the reaction zone (Section 8.3.3). Results from UFIP
can only be compared to DNSs lying in the flamelet regime where the
reaction zones are not distributed/broadened and the burnt gases are
not highly fragmented in space. This limit the range of application of
the UFIP model to the Uinj = 50 m/s DNS cases only.
The UFIP model requires a relation between the stretch to impose
to the representative flamelet—which reduces to the strain in its zero-
curvature planar configuration—and the aerodynamic features of the
jet. In a three-dimensional flow field, at each point of an isosurface of
progress variable c, the flame stretch is defined as
κ = −nn : ∇u+∇ ·u+ Sd(∇ ·n), (14.34)












where c is the progress variable computed using Eq. 6.32. Data from
the DNSs can be post processed to evaluate the level of stretch that the
interface between burnt and fresh gases undergoes. However, there
are several obstacles: first, the flamelets at the interface of the jet
are subject to a wide range of local stretches (Fig. 14.6). Second, the
strain rate of the interface changes in time as it is randomly disturbed
by the flow. Constructing a single strain rate to apply to a flamelet
supposed to represent what is happening at the whole interface of the
jet becomes difficult: locally, a thin layer may undergo low strain rates
and lead to ignition even if globally, the average strain rate is high.
Moreover, a flame may survive at higher unsteady strain rates than it
would at steady strain rates [152]. These difficulties prevent from using
the unsteady and heterogeneous flow field of the DNSs to establish a
relation between the UFIP strain to be applied and the jet characteristics.
Here, to bypass this problem, a simpler approach is used: an equivalent
strain rate ae is defined as the steady strain applied to UFIP flamelets
which would be equivalent to what happens to the unsteady thin
layers featuring large strain variation. ae is supposed to scale as the
inverse of a jet flow time scale defined as the ratio between the duct





where KUFIP is a scaling constant. The UFIP model is in good agreement
with the DNSs for KUFIP = 0.06 which results in ae = 750 s−1 for
Uinj = 50 m/s, close to the most probable stretch values encountered
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in the DNSs for this injection speed (Fig. 14.6). For this strain rate,
UFIP predicts an ignition failure for Tdrop > 300 K using the arbitrary
threshold 0.5max(HRR)1DL to distinguish between ignition success
and failure (Fig. 14.5).
Tdrop= 0 K Tdrop= 100 K Tdrop= 200 K
Figure 14.6: Kernel density approximation and histogram of the stretch
computed using 0.1 < c < 0.9 isosurfaces in the DNSs of Ch. 8. Annotated
stretches are most probable values. Uinj = 50 m/s.
14.6.2 Convected Open Reactor (COR) Model
The UFIP model is limited to flamelet-like thin reaction fronts, which
restricts its range of application to low injection speeds. As an alterna-
tive, a more general modelling approach (the COR model) is explored
now (Fig. 14.4). It consists in following an open reactor—small enough
to be homogeneous—full of burnt gases, convected into the chamber:
these hot burnt gases then mix at a certain rate with the cold fresh
gases within this open reactor and chemistry inside the reactor can be
tracked using an ODE solver with complex chemistry. In this approach,
the mixture fraction between the hot jet and the cold gases ξ in the
open reactor changes according to a mixing rate: it starts at ξ = 1 in
the injected burnt gases jet and goes to ξ = 0 as the reactor is con-
vected inside the chamber and mixes with the fresh gases. The details
of the convection movement are unimportant once the evolution of ξ
is specified.
The balance equations are those describing the evolution of an open
system at constant pressure. The mass balance equation reads
dm
dt
= ṁin − ṁout, (14.38)
where m is the reactor mass, ṁin is the mass flow entering the reactor
(i.e. that comes from the flammable atmosphere) while ṁout is the
mass flow of gases leaving the reactor with the current state of the
















ω̇k for k = 1,N , (14.40)
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where Yink is the mass fraction of the k
th species entering the reactor,
and r the specific gas constant r = R/W.























where Cp is the specific heat capacity at constant pressure, and hink
the enthalpy per unit mass of the kth species entering the reactor.
The evolution of the mixture fraction ξ is described by a passive









since ξin = 0 (the fresh gases entering the reactor have a zero mix-
ture fraction). Thus, using chain’s rule, the system evolution can be










































This model was used to aid the interpretation of experimental results
for burnt gases jet ignition [24], namely the OH LIF signals. A similar
concept was also used to examine the evolution of a hot air kernel
ejected into a stratified coflow [153]. Here, the aim is to predict ignition.
Balance equations 14.43 and 14.44 are integrated thanks to a SciPy
[144] wrapped ODE solver. Thermodynamic and kinetic parameters
needed in each equation are computed using Cantera [101].
The weak part of the COR model is that all mixing aspects are
hidden in the mixing rate θ (Eq. 14.39) which becomes the most
critical parameter of the model. The mixing rate θ should be equal to
zero in the fresh and in the burnt gases (i.e. θ(ξ = 1) = θ(ξ = 0) = 0)
and should be non-zero in the mixing zones. Since mixing occurs






represents the rate at which the fluctuation of ξ are destroyed, it is
assumed here that the mixing rate θ is linked to the rate at which
mixing occurs in the jet and therefore to χξ so that a linear relation
between the mixing rate θ and the scalar dissipation rate of ξ is used
to close the model. To finalize the model for θ, the distribution of χξ
as a function of ξ in the DNSs (Fig. 14.7) can be used. χξ = f(ξ) seems
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to follow a parabolic curve such that θ may be modelled using the
function
θ = θ04ξ(1− ξ), (14.45)
where θ0 is the maximum mixing rate supposed to scale as the inverse





where KCOR is a scaling constant.






Figure 14.7: Scatter plot of the scalar dissipation rate of the jet mixture
fraction χξ versus the corresponding value of jet mixture fraction ξ in the
DNSs of Ch. 8 alongside the θ modelling function (Eq. 14.45) with KCOR = 0.3
(—). Tdrop = 0 K, t = 0.4 ms.
Figure 14.8 shows an example of COR model results for Tdrop = 100
K using various values for the maximum mixing rate θ0. As expected,
for large θ0, chemistry is not fast enough to balance the cooling effect
of the entrainment of fresh gases. Temperature quickly falls to the
fresh gases temperature: it is an ignition failure. For smaller θ0, the
rate of combustion heating exceeds the rate of entrainment cooling
and temperature rises to the burnt gases temperature: it is an ignition
success. The COR model captures the essence of the phenomena at
play here: ignition is controlled by the balance between the rate of
combustion heating due to the combustion of the entrained fresh fuel




Tdrop = 100 K equilibrium
mixing
Figure 14.8: Evolution of the tempera-
ture inside multiple COR model open
reactors for different maximum mix-
ing rates θ0 at 1 atm, Tu = 298K and
Φu = 0.8. The trajectories start at ξ = 1
(in the hot burnt gases jet) and go to
ξ = 0 as the system fills with fresh gases.
The mixing line corresponds to an in-
finitely fast mixing case while the equi-
librium line corresponds to an infinitely
fast chemistry case.
From this, it is possible to compute θcrit0 , the critical mixing rate
which separates ignition success from ignition failure. Using KCOR =
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0.3 in Eq. 14.46 the ignition limit established by the COR model is in
fairly good agreement with all DNS results (Fig. 14.9). This suggests
that, despite its simplicity, the COR model (which accounts for complex
chemistry effects) captures ignition limits reasonably.
Figure 14.9: Ignition map of the
studied cases (results of the DNSs of
Ch. 8) together with the UFIP model
ignition limit for KUFIP = 0.06 and
the COR model ignition limit for
KCOR = 0.3. UFIP limit
COR limit
14.6.3 Conclusion
Two jet ignition models have been derived and calibrated using data
from the DNSs of Ch. 8. Major drawbacks of the UFIP model are i) the
need of a representative steady strain rate and ii) the flamelet regime
assumption. The COR model adopts an opposite modeling strategy
by assuming perfect mixing and no flamelet structure as the UFIP
model does. The ignition limits given by the COR model are in good
agreement with the DNSs of Ch. 8 showing that it is a good candidate
to predict the ignition of a flammable atmosphere by jets of hot burnt
gases for which flamelet approaches (such as UFIP) are not adequate as
many regimes encountered during these ignition sequences, especially
at large injection speeds, do not fall in the flamelet regime.
Therefore, the COR model will be used in PEMIP to predict the
ignition of the main chamber by the jets of hot burnt gases. For the
application of this ignition model to the complete pre-chamber engine
model PEMIP, the jets of hot burnt gases will be considered as a
succession of quasi-steady states, each generating an infinite number
of ignition attempts. Figure 14.10 shows guidelines for using the COR














Figure 14.10: Flowchart showing the practical use of the COR model.
14.7 turbulence
Turbulence kinetic energy in the pre- and main chambers is mod-
elled using a simple phenomenological approach [138]. Turbulence is
supposed to be only due to the inflowing duct jets such that in each The inflowing kinetic















where K is the turbulence kinetic energy per unit mass, Uoutj is the j
th
duct outlet velocity in the event that the ducted flow transfers into the
chamber (pc or mc) and ε is the rate of dissipation of the turbulence













where nd is the number of ducts.
14.8 flame surface
Combustion inside pre- and main chambers is modelled by a flame
surface Af that sweeps across the chambers consuming the fresh gases.
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A simple closed balance equation for the flame surface density Σ may
be derived from heuristic arguments following Marble et al. [59] and











where CA+,tf and CA
−
f
are two model constants and ε/K represents the
flame stretch generated by the turbulence. The first term in the Right
Hand Side (RHS) expresses the flame surface production due to the
stretch rate acting on the flame surface, the second term expresses the
flame annihilation, assumed to be proportional to the mean reaction
and inversely proportional to the available reactants per unit of flame
area. S0L is the only chemical parameter appearing in the balance
equation. It is computed and tabulated using Cantera [101] before
being read according to the thermochemical conditions of the fresh
gases.
Integrating Eq. 14.50 over the pre-chamber volume, a balance equa-





















which describes the flame surface evolution after having been initiated
at spark IT as a sphere of radius 1.5mm.
In the main chamber, when burnt gases injection occurs and ignition
has been realized, the production of flame surface by the jet injection of
burnt gases should be taken into account by an additional production







j (Fig. 14.11). The main chamber
























Figure 14.11: Sketch of
flame surface production
by a cylindrical jet of
burnt gases.
14.9 mass transfer
The zones can exchange mass with each other by different means: by
combustion (fresh gases zone to burnt gases zone) and by transfer
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through the ducts. During combustion, the rate of mass transfer from




where ρf is the density of the fresh gases that the flame is consuming.
Before that hot burnt gases issue into the main chamber, the mixture
flowing from the main chamber to the pre-chamber is made up of
fresh gases. When combustion occurs in the pre-chamber, fresh gases
are first pushed out before that burnt gases reach the inlet of the
ducts and are pushed out in turn. This transition from fresh gases
to burnt gases ejection is controlled by BFpcthr, the pre-chamber Burnt
Fraction (BF) threshold from which burnt gases are ejected through the
ducts. After that burnt gases ejection starts, if a backflow from main
to pre-chamber occurs due to the combustion in the main chamber, it
is assumed that this flow is made up of burnt gases only.
14.10 resolution of the set of ordinary differential
equations
The set of ODEs comprises 2× (3+ 2× (2+N)) = 14+ 4×N equations
whereN is the number of species (Table 14.1). There are also 14+ 4×N
unknown variables (Table 14.2) so that the problem is closed. The
model description has eight constants, namely:
- Cpchw and C
mc
hw





, the flame surface production by flame stretch











, the flame surface destruction constants (Eqs 14.51
and 14.52);
- BFpcthr, the pre-chamber Burnt Fraction threshold from which
burnt gases are ejected from the pre-chamber.




(ψ(t)) = f (ψ(t)) , (14.54)
where A is the matrix that contains the coefficients in front of the
derivatives of the ODEs and ψ is the vector of unknown variables. By
inverting the matrix A, all the time derivatives can be expressed as a
function of the instantaneous variables
d
dt
(ψ(t)) = A−1f (ψ(t)) . (14.55)
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Euler’s method is then used to approximate the solution over time,
using linear approximation over a short time step dt
ψ(t+ dt) = ψ(t) +A−1ψ(t)dt. (14.56)
mc,pc
volume Eqs 14.12/14.13
turbulence kinetic energy Eq. 14.47
flame surface Eqs 14.51/14.52
f, b
ideal gas law Eq. 14.5
species mass balance Eq. 14.6
energy balance Eq. 14.11
Table 14.1: List of the 14+ 4×N ODEs.
mc,pc
P, Af, K
f, b V , mk, T
Table 14.2: List of the 14+ 4×N variables.
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A P P L I C AT I O N T O P R E - C H A M B E R I G N I T I O N
E N G I N E
The engine model PEMIP described in Ch. 14 is now applied to the PCI
engine introduced in Ch. 9 and used for the LESs of Part iv. First, the
model constants are calibrated using the LES of Ch. 10, then the results
are compared to the LESs of Chs 11-13 and to an additional LES of an
early ignition case (not shown within Part iv).
15.1 calibration of the model constants
The operating point labelled #λ1.5 IT -10 and the LES data of Ch. 10
are used to calibrate the model constants detailed in Section 14.10.
Unfired non reactive compression and expansion strokes are first
used to calibrate wall heat transfer constants before calibrating the
combustion model using fired strokes. Final model constants are
shown in Table 15.1. More details on the calibration methodology are



















0.445 0.2 0.45 1.2 10.0 2.0 3.6 0.73
Table 15.1: Model constants calibrated to match the LES data of Ch. 10.
15.1.1 Non Reactive Case
The only unset model constants for non reactive (unfired) cases are
the two wall heat transfer constants CmcKw and C
pc
Kw
, since the six other
constants relate to the combustion model. These constants are cali-
brated to match the pre- and main chamber mean temperature of an
unfired LES at an intake premixed mixture air-fuel equivalence ratio
λin = 1.5 (Fig. 15.1). Other zone state variables are in good agreement,
the pre-chamber equivalence ratio differs during the piston down-
ward phase because of mixture stratification (Section 10.3.1) that is not
solved by PEMIP: the mixture that escapes first is located at the bottom
of the pre-chamber, this is the lean mixture that came from the main
chamber. Making it escape thus increases the fuel-air equivalence ratio.
Duct quantities are in good agreement.
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Figure 15.1: Temperature, pressure and fuel-air equivalence ratio inside pre-
and main chambers (upper row) and duct mass flow, outlet speed and outlet
temperature (bottom row) for both unfired PEMIP and LES (λin = 1.5).
15.1.2 Reactive Case
BFpcthr is directly set using the LES data, computing the Burnt Fraction
(BF) inside the pre-chamber at the moment when the mean progress
variable at the outlet of the ducts exceeds 0.5 (2.35 CAD, BFpc= 0.73).
The remaining constants of the flame surface models are calibrated to
match the fired LES data (Fig. 15.2). First, pre-chamber flame surface
constants are tuned in order to match the flame surface of the LES. For
the main chamber, the flame surface computed from the LES cannot
be targeted as part of the combustion takes place in a well dispersed
combustion regime where no flame front clearly consumes the charge
(Section 10.3.2.3). Both pressure and combustion duration are targeted
instead. The jet ignition model predicts an instantaneous ignition for
all ducted jets. Duct quantities can only be compared before that main
chamber combustion induces a backflow into the pre-chamber. From
this point, the backflow is supposed to be made up of burnt gases in
PEMIP while the composition changes depending on the position of
the flame in the actual engine (Section 10.3.2.2). Before this backflow,
duct quantities are in good agreement. Outlet temperature is slightly
over estimated because of the pre-chamber mixture homogeneity
assumption that does not hold in the actual engine: lean burnt mixture
is first pushed out of the pre-chamber (Section 10.3.1) that produces
cooler jets than stoichiometric burnt gases. In addition, the drop in
temperature through the ducts is a little overestimated during the first
moments of Turbulent Jet Ignition (TJI) (Fig. 15.3).
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Figure 15.2: Pressure, flame surface and burnt fraction inside pre- and main
chambers (upper row) and duct mass flow, outlet speed and outlet tempera-
ture (bottom row) for both fired PEMIP and LES (#λ1.5 IT -10). The CAD of the
pre-chamber (pcign) and main chamber ignition (mcign) and the TJI period

















Figure 15.3: Drop of temperature
through the ducts for both fired
PEMIP and LES (#λ1.5 IT -10). The
TJI period predicted by PEMIP is
superimposed.
15.2 validation using large eddy simulation data
Now that PEMIP has been calibrated using the operating point #λ1.5 IT -10
(Ch. 10), it is used for other operating points and compared with the
LES data available (Chs 11-13 and an additional LES of an early ignition
case) to check its capabilities, in particular its ability to predict the
ignition failure observed in Ch. 11.
15.2.1 Ultra-Lean λ = 2.0 Case
Running PEMIP with an ultra-lean λ = 2.0 intake premixed mix-
ture, the jet ignition model do not predict any ignition during the
TJI period, which is consistent with the LES (#λ2.0 IT -10). Pressure
traces—evidence of the HRR in the chambers—slightly differ (Fig. 15.4).
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In the pre-chamber, the overpressure observed with PEMIP is cer-
tainly due to the mixture homogeneity assumption: in PEMIP, the
mixture is burnt close to stoichiometry whereas in the actual engine it
has been shown that pre-chamber combustion starts in a rich mixture
trapped at the top of the pre-chamber (Section 11.3.1). Rich mixture
combustion leads to lower burning rates and burnt temperatures and
therefore a lower overpressure in the partially enclosed pre-chamber.
In the main chamber, although the burnt gases jets do not give rise
to healthy flame fronts (Section 11.3.2.3), there is still some reactive
regions during the TJI period that consumes some of the main chamber
charge without giving rise to self-sustained flames. These complex
phenomena are not taken into account in PEMIP which only gives a
yes or no answer to the main chamber ignition. PEMIP main chamber
BF then remains very low, only supplied by the burnt gases coming
from the pre-chamber.
Figure 15.4: Pressure and burnt fraction inside pre- and main chambers for
both PEMIP and LES (#λ2.0 IT -10). The CAD of the pre-chamber ignition (pcign)
and the TJI period predicted by PEMIP are superimposed.
15.2.2 Ultra-Lean λ = 2.0 Case With Hydrogen Addition
The case with hydrogen pre-chamber fuelling #λ2.0H2 IT -10 of Ch. 12
is now used in order to evaluate the capability of PEMIP to reproduce
the key quantities giving rise to the ignition of the main chamber. In
PEMIP, the propane pre-chamber injection is replaced by a hydrogen
injection and the premixed laminar flame speeds are tabulated as a
function of an additional variable: the hydrogen fuel mass ratio ξH2





Running PEMIP in this configuration, main chamber ignition occurs
during the TJI period as for the LES (Fig. 15.5). Unlike #λ1.5 IT -10
(Fig. 15.2) where main chamber ignition occurs at the same time for
all the jets, here the jets issuing from the largest holes (d1,3) ignite the
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main chamber before the jets issuing from the smallest holes (d2,4).
This is consistent with what can be observed on LES results where at
5 CAD the ignition of the main chamber by the jets of d1,3 occurred
(Fig. 12.6) while it is necessary to wait until around 10 CAD to observe
main chamber ignition from d2,4 jets (Fig. 12.7). This is due to a
combined effect of temperature and mixing rate: when duct diameter
decreases, temperature loss and jet mixing rate increase (Fig. 15.6),
which disadvantages jet ignition. Furthermore, the ignition followed
by the slow main chamber charge consumption observed using LES is
correctly retrieved by PEMIP.
The pre-chamber charge is consumed slightly faster in the LES. This
is again due to the mixture homogeneity assumption of PEMIP which
models a homogeneous stoichiometric combustion in the pre-chamber
without taking into account the equivalence ratio stratification. Here,
the rich C3H8/H2-air mixture actually trapped at the top of the pre-
chamber in the LES burns faster than a stoichiometric C3H8/H2-air
mixture initially made up of the same C3H8-air mixture. This is il-
lustrated in Fig. 15.7 where pure hydrogen has been added to an
initial C3H8-air mixture at λC3H8 = 2.0 for the condition of pressure
and temperature of the pre-chamber at IT. At a fuel-air equivalence
ratio equal to that inside a sphere of radius 2 mm located at the spark
ignition center in the LES at IT Φi,ITLES = 1.58, the flame consumes the
charge faster than at stoichiometry as it is assumed in PEMIP.
Figure 15.5: Pressure and burnt fraction inside pre- and main chambers for
both PEMIP and LES (#λ2.0H2 IT -10). The CAD of the pre-chamber (pcign) and
main chamber ignition (mcign) and the TJI period predicted by PEMIP are
superimposed. Jet ignitions from duct no. x are annotated dx.
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Figure 15.6: Jet maximum mixing rate θ0 (Eq. 14.46) and duct outlet temper-
ature for both PEMIP and LES (#λ2.0H2 IT -10). The CAD of the main chamber
ignition (mcign) and the TJI period predicted by PEMIP are superimposed. Jet
ignitions from duct no. x are annotated dx.
Figure 15.7: Premixed laminar
flame speed S0L, adiabatic burnt
gases temperature Tad and global
fuel-air equivalence ratio Φ of
C3H8-air mixture at λC3H8 = 2.0
with hydrogen addition. Φi,ITLES is
the fuel-air equivalence ratio in-
side a sphere of radius 2 mm lo-
cated at the spark ignition center
in the LES at IT.
i, IT
LES
15.2.3 λ = 1.5 Late Ignition Case
The abnormal pre-chamber combustion observed in the late igni-
tion case #λ1.5 IT+20 of Ch. 13 cannot be retrieved by PEMIP: only a
multi-dimensional simulation of the reactive flow can capture the phe-
nomena leading to the flame kernel suction and extinction observed.
This is a limitation of zero-dimensional modelling. However, PEMIP
predicts a main chamber ignition failure like the LES. The flame suction
and extinction phenomena are not depicted but late pre-chamber igni-
tion results in slower combustion due to a combined effect of slower
flame consumption speed and lower turbulence due to the stopping
of the jets of fresh gases from the main chamber that occurred during
the piston upward phase. This causes a very slight overpressure and
therefore late weak jets of hot burnt gases which do not ignite the
main chamber charge.
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Figure 15.8: Pressure and burnt fraction inside pre- and main chambers for
both PEMIP and LES (#λ1.5 IT+20). The CAD of the pre-chamber ignition (pcign)
and the TJI period predicted by PEMIP are superimposed.
15.2.4 λ = 1.5 Early Ignition Case
Since the late ignition case #λ1.5 IT+20 of Ch. 13 results in an abnormal
combustion that cannot be retrieved by PEMIP, another IT is used
here to evaluate the behaviour of PEMIP following a change in IT.
An IT of −30 CAD (#λ1.5 IT -30) is used in both PEMIP and another
LES specially computed to assess the capability of PEMIP to model
the effects of a change in IT. To keep a mean stoichiometric pre-
chamber, the injection of additional propane stops at −84 CAD. All
other parameters are the same as those of #λ1.5 IT -10 (Ch. 10). The
main chamber ignition occurs in both the LES and PEMIP (Fig. 15.9).
PEMIP predicts a pre-chamber combustion a little earlier but this do
not affect the main chamber ignition outcome. This can still be due to
the mixture homogeneity hypothesis: the mixture has less time to mix
when the pre-chamber is ignited earlier which may explain the later
combustion captured by the LES.
Figure 15.9: Pressure and burnt fraction inside pre- and main chambers for
both PEMIP and LES (#λ1.5 IT -30). The CAD of the pre-chamber (pcign) and
main chamber ignition (mcign) and the TJI period predicted by PEMIP are
superimposed.
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15.3 conclusion
The zero-dimensional multi-zone PCI engine model PEMIP described in
Ch. 14 has been calibrated using the LES of Ch. 10 as a reference then
compared to the LESs of Chs 11-13 and to an additional LES of an early
ignition case.
The ignition success for the λ = 1.5 case #λ1.5 IT -10 (Ch. 10) as
well as the failure observed for the ultra lean λ = 2.0 case #λ2.0 IT -10
(Ch. 11) are retrieved by PEMIP. Moreover, the addition of hydro-
gen to this ultra lean case—which gives rise to ignition in the LES
(#λ2.0H2 IT -10, Ch. 12)—also leverages ignition in PEMIP. This indi-
cates that PEMIP retrieves the key quantities that predict whether the
main chamber will ignite or not. This offers good prospects for finding
the main chamber lean limit of a pre-chamber engine for example, but
also to study the influence of other parameters on ignition. IT changes
were also evaluated: results are in good agreement with some limita-
tions regarding late pre-chamber ignition which involves abnormal
combustion phenomena in the pre-chamber that PEMIP cannot capture
due to its intrinsic zero-dimensionality.
The COR jet ignition model embedded in PEMIP has shown its ability
to predict whether main chamber ignition occurs. It is a good example
of a simple useful model based on DNS results. The DNSs have provided
qualitative information on the physical mechanisms controlling the
ignition but also quantitative data to adjust the model (Section 14.6).
Without these data, the COR jet ignition model and therefore PEMIP
would not have been possible to construct.
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P R E - C H A M B E R E N G I N E PA R A M E T R I C S T U D I E S
In this chapter, some examples of parametric studies using PEMIP are
given in order to illustrate the capabilities of the PCI engine model to
explore new operating conditions and/or new designs.
16.1 variation of the intake premixed mixture equiva-
lence ratio
Starting from the operating point #λ1.5 IT -10 (Ch. 10), equivalence
ratio of the intake premixed mixture that fills the engine λin is var-
ied from 1.5 to 2.0. Because this lean mixture fills the pre-chamber
during the compression phase (Section 10.3.1), the additional fuel
injection duration is adjusted to keep the same equivalence ratio in
the pre-chamber at IT. Since the zero-dimensional engine model does
not have the capacity to take into account the mixture stratification in
the combustion chambers, the combustion in the pre-chamber is then
identical whatever the equivalence ratio of the intake premixed mix-
ture (Fig. 16.1). Only the combustion in the main chamber is impacted
by this change in intake premixed mixture equivalence ratio.
Figure 16.1: Pressure in-
side pre- and main cham-
bers for multiple equiva-
lence ratios of intake pre-
mixed mixture λin. Main
chamber jet ignition oc-
currences are indicated by
gold coloured circles.
As expected, the increase in λin causes longer combustion durations
and lower pressures in the main chamber due to a combined effect of
lower consumption speeds and lower heat release. Between λin = 1.86
and λin = 1.87, a drastic change in the main chamber combustion
process is observed suggesting main chamber ignition failures for
λin > 1.87. This change corresponds to the moment when the ignition
by the d1,3 jets becomes delayed (Fig. 16.2). Ignition by the d2,4 jets
becomes delayed earlier, for λin > 1.6, but this does not significantly
impact the combustion in the main chamber as it is when both d1,3 and
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d2,4 jet ignitions are delayed (λin > 1.87). Main chamber combustion
durations (given by CA10-90mc, the crank angle difference between
BFmc= 0.1 and BFmc= 0.9) indeed increase sharply for λin > 1.87, while
they increase almost linearly in the range 1.5 6 λin 6 1.86 (Fig. 16.3).
For λin > 1.87, the longer combustion duration combined with a later
ignition results in very late end of combustion that deteriorates the
engine efficiency. It is then reasonable to exclude intake premixed
mixture with λin > 1.87 from engine operation for this type of pre-
chamber setup.
Figure 16.2: Crank angle differ-
ence between main chamber jet
ignition mcign and Hot Gases
Ejection HGE for multiple equiv-
alence ratios of intake premixed
mixture λin. This quantity mea-




Figure 16.3: Crank angle at which BFmc= 0.1 (CA10mc) and BFmc= 0.9 (CA90mc),
and crank angle difference between BFmc= 0.1 and BFmc= 0.9 for multiple
equivalence ratios of intake premixed mixture λin.
16.2 variation of the diameter of the ducts
Still starting from the operating point of Ch. 10 (#λ1.5 IT -10), the
diameter of the ducts is varied from 0.5 to 1.25 mm. Here, to simplify
the study, the four ducts have the same diameter dd. The change in
duct diameters implies a change in permeability which influences the
filling of the pre-chamber by the lean premixed mixture of the main
chamber. The additional fuel injection duration is then adjusted to
keep the same equivalence ratio in the pre-chamber at IT. However,
the amount of fuel in the pre-chamber is not the same. The change in
permeability causes a variation in the mass of fresh mixture available
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in the pre-chamber. Thus, the quantity of fuel in the pre-chamber
at stoichiometry is not the same depending on the diameter of the
ducts. This affects the amount of heat released during pre-chamber
combustion.
Whatever the diameter of the ducts, no ignition delay is observed:
the main chamber is either ignited as soon as the jets of hot burnt
gases emerge, or never ignited. The combustion duration in the main
chamber first decreases with the increase in the diameter of the ducts
for the smallest diameters (dd 6 0.6 mm), before combustion no
longer takes place for the 0.65 6 dd 6 0.7 mm diameters, then takes
place again for dd > 0.75 mm (Fig. 16.4). For dd > 0.75 mm, the
evolution of the main chamber combustion duration which increases
with the increase in the diameter of the ducts is what was expected:
an increase in the diameter of the ducts results in less vigorous jets,
less intense turbulence, and therefore slower combustion. The failed
ignition cases (0.65 6 dd 6 0.7 mm) prove that there is a limit in
decreasing the diameter to enhance turbulent motions in the main
chamber: if the diameter of the ducts is too small, the mixing is too
rapid and/or the duct wall heat losses are too high to allow ignition
by the jets of hot burnt gases. But the behaviour for dd 6 0.6 mm was




Figure 16.4: Crank angle at which BFmc= 0.1 (CA10mc) and BFmc= 0.9 (CA90mc),
and crank angle difference between BFmc= 0.1 and BFmc= 0.9 for multiple
duct diameters.
small diameters (dd 6 0 .65 mm) For these small diameters,
the combustion in the pre-chamber is limited by the reduced filling of
fresh gases during the compression phase due to large pressure losses
(Fig. 16.5). The low permeability is such that very little fresh charge
is in the pre-chamber at IT (Fig. 16.6). The fresh charge decreases so
much that the decrease in the diameter of the ducts causes a decrease
in the overpressure in the pre-chamber during the combustion of its
charge (Fig. 16.5), and not an increase as one might think because of
combustion in a more confined volume due to the reduction in the
cross section of the ducts. The reduction in diameters then causes less
vigorous jets which causes slower combustion in the main chamber.
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For dd = 0.65 mm (failed main chamber ignition), the pre-chamber
is sufficiently filled with fresh gases to generate jets too vigorous to
ignite the main chamber.
Figure 16.5: Pressure in-
side pre- and main cham-
bers for multiple duct di-
ameters dd 6 0.65 mm.
Main chamber jet igni-
tion occurrences are in-
dicated by gold coloured
symbols.
Figure 16.6: Mass of fresh gases
inside the pre-chamber at IT for
multiple duct diameters.
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large diameters (dd > 0 .7 mm) For these “large” diameters,
the pre-chamber appears to be sufficiently permeable so as not to cause
strong filling issues. From dd = 0.75 mm, ducts are large enough to
ensure main chamber ignition. The increase in the diameter of the
ducts has two effects on main chamber combustion: it creates less
vigorous jets and delays Hot Gases Ejections (HGEs) and therefore the
main chamber ignition and combustion (Figs 16.4 and 16.7). These
combined effects act in favour of mild main chamber combustion as
shown in Fig. 16.8. From this, an optimal range of duct diameters to
induce rapid main chamber combustion (optimizing engine efficiency)
would be 0.75 6 dd 6 0.85 mm, close to the misfire limit.
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Figure 16.7: Pressure in-
side pre- and main cham-
bers for multiple duct di-
ameters dd > 0.7 mm.
Main chamber jet igni-
tion occurrences are in-
dicated by gold coloured
symbols.
failed ignitions
Figure 16.8: Maximum BF gradient
inside main chamber during com-
bustion for multiple duct diame-
ters.
16.3 pre-chamber ignition combustion diagram
Now that the influence of the intake premixed mixture equivalence
ratio λin and the diameter of the ducts dd was studied independently,
a two-dimensional parametric study of these parameters is proposed
to delineate the a priori PCI combustion diagram sketched in Section 3
(Fig. 3.1). Because of pre-chamber filling issues for dd 6 0.65 mm
(Section 16.2), the size of the ducts is limited to diameters larger than
0.65 mm. To simplify the study, the four ducts have the same diameter
dd which ranges 0.7 6 dd 6 1.3 mm. The intake premixed mixture
equivalence ratio sweeps the range 1.3 6 λin 6 1.9. Combustion
durations are given in Fig. 16.9 using a dd-λin diagram similar to
Fig. 3.1. Arbitrarily, main chamber combustion durations longer than
20 CAD are considered to be too long to result in efficient engine
operation. The trends in ignition and combustion duration limits
confirm those previously thought a priori in Section 3. This combustion
duration map gives the engine designer a clear view of where the
engine could be operated based on the hole design. It also highlight
a hole size d∗ for which maximum air dilution in the main chamber
can be achieved based on the choice of a maximum main chamber
combustion duration of 20 CAD.
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Figure 16.9: Crank angle
difference between BFmc=
0.1 and BFmc= 0.9 in a
dd-λin diagram with lim-
its of ignition and combus-
tion duration (CA10-90mc6
20 CAD). The face colour of
the markers corresponds to










From the operating point #λ1.5 IT -10 of Ch. 10, variations of the equiv-
alence ratio of the intake premixed mixture λin and the diameter of
the ducts dd have been performed to illustrate possible applications of
the zero-dimensional multi-zone PCI engine model PEMIP. The equiva-
lence ratio variation delineated a lean limit from which main chamber
combustion would no longer be possible, a crucial information for
engine calibration once an engine design is set. The duct diameter
variation highlighted a diameter range for which main chamber com-
bustion is the fastest and the most efficient for a given air dilution,
another very useful information for engine design.
Varying both λin and dd, a PCI combustion diagram similar to
the one a priori sketched in Section 3 is obtained, with ignition and
combustion duration limits as design boundaries. This confirms the
PCI design theory a priori developed in Section 3 and answers the
central research question referring to the PCI hole design.
More generally, PEMIP provides an assessment of the engine per-
formances of a given configuration at a low computational cost. This
opens promising perspectives for design of experiment applications.
Thousands of designs/operating points can be evaluated in parallel
very easily since the individual realizations do not need to exchange
information between them.
After that, once a PCI engine has been optimally designed targeting
a few operating points, PEMIP can be used to check that the engine
design can be used under all the operating conditions encountered
during the use of the ICE. PEMIP can also be used for engine calibration
to track misfires, build abnormal combustion maps for engine control
boundaries and establish optimal operating maps for proper engine
control.
Part VI
C O N C L U S I O N

17
G E N E R A L C O N C L U S I O N
This PhD thesis synthesizes a research work which focused on the
numerical study of Pre-Chamber Ignition (PCI) technology in ICEs.
PCI has the potential to leverage homogeneous lean combustion by
generating multiple highly turbulent jets of hot burnt gases issuing
into the main chamber of the engine and inducing fast burning of
the main fuel-air lean mixture [20–22]. However, experiments also
reveal that the design of the pre-chamber is critical: Sadanandan et al.
[24] have shown that, in a divided chamber academic configuration,
the size of the pre-chamber orifices determines the injection speed
and temperature of the jets. During Turbulent Jet Ignition (TJI), two
mechanisms compete:
1. mixing is necessary to create zones where the fresh gases of the
main chamber and the hot gases of the jet are mixed so that
chemical reactions are accelerated;
2. this mixing also decreases temperature so that chemical reactions
are slowed down.
One might think that smaller holes are always beneficial since they
generate more vigorous jets causing faster combustion. Actually, when
the size of the holes decreases, the pressure drop increases which can
indeed generate higher injection speeds, but can also inhibit ignition
beyond a certain speed due to excessive mixing rate in a finite rate
chemistry environment. In addition, reducing the size of the holes
increases the cooling of the gases as they pass through, resulting in
lower jet temperature and chemical reaction rates.
There is therefore a real optimization problem which was at the
center of this research work: how to optimize the size of the holes to
maximize the combustion speed without ever causing ignition failure
which would be terrible for engine operation?
17.1 research approach
Multiple numerical tools and strategies were combined to provide
answers to the optimization problem while also providing insights
about PCI in general.
- DNS (Part iii) was used to precisely study the TJI mechanisms of a
lean premixed mixture in an academic configuration depending
on the jet injection speed and temperature.
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- LES (Part iv) was used to study the behaviour of the PCI concept
applied to a real ICE, for both normal and abnormal engine
operation.
- A zero-dimensional model dubbed PEMIP for Pre-chamber En-
gine Model with Ignition Prediction (Part v) has been derived
to assess the influence of geometric or operating point changes
on engine operation at a low computational cost. It incorporates
key submodels to account for duct thermal effects and to predict
the TJI outcome (success or failure).
Each of these research tools has its advantages and limitations. They
are interconnected and feed each other.
17.2 contributions
DNS made it possible to understand the influence of the burnt gases
jet injection speed and temperature on the ignition of a lean premixed
mixture and on the structure of the incipient flames (Ch. 8). Results
highlighted the importance of taking into account heat losses in the
small gaps from which jets issue to correctly predict the potential
subsequent ignition. They also highlighted the importance of mix-
ing, which can cause the ignition to fail if it is too fast compared to
chemistry. Except for low injection speeds, the flame structure was
substantially distorted by the turbulence producing broadened and/or
distributed reaction zones also observed in real engine LESs. Chemical
Explosive Mode Analysis (CEMA) [107] was used to study the relative
contribution of diffusion and chemical source terms to the Chemical
Explosive Mode (CEM). CEMA clarified the disturbed flame structure
for moderate to high injection speeds and highlighted the role of
diffusion in the ignition inhibition for the highest injection speeds.
LES allowed to study the PCI technology behaviour during the pre-
chamber filling phase and the combustion phase for both normal and
abnormal combustion cases1. During the pre-chamber filling phase,
high levels of mixture stratification were revealed which impacts the
composition of the jets of burnt gases later exiting the pre-chamber
during TJI. Lean mixture at the equivalence ratio of the main cham-
ber is first ejected before that rich mixture trapped at the top of the
pre-chamber is in turn. The burnt gases ejected from the pre-chamber
are cooled by up to 200 K when passing through the connecting
ducts, which is not negligible and may prevent ignition according
to the DNS results. For the succeeded ignition cases (Chs 10 and 12),
the combustion in the main chamber started in a distributed reac-
tion mode—similar to the DNS results for moderate to high injection
speeds—before reaching a flamelet propagation mode. A case where
1 Results of the ignition sequences (success or failure) are in agreement with engine
tests carried out within the Renault Group.
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the premixed mixture inside the main chamber is too lean (λ = 2.0)
to ensure normal engine operation was also studied (Ch. 11). The
mixture stratification in the pre-chamber caused the jets to be too cold
to be able to initiate combustion in the main chamber. This suggests
that improving mixing in the pre-chamber is mandatory to extend
the lean operating limit. Hydrogen injection in the pre-chamber was
used as a way to extend the lean operating limit (Ch. 12). This made
it possible to initiate reactive flame fronts in the main chamber with
much hotter jets, but the main charge consumption was still too slow
to be acceptable. Finally, a post-TDC ignition was studied (Ch. 13).
This gives rise to an abnormal combustion where the flame kernel
is sucked towards the main chamber by the pressure difference gen-
erated by the piston expansion, and quenched. More generally, LES
brought knowledge about the behaviour of the PCI technology and
what causes its limits.
Models to predict the ignition of a premixed charge by a jet of hot
burnt gases have been built based on DNS information (Section 14.6).
The Convected Open Reactor (COR) model (Section 14.6.2), which
views the ignition process as the evolution of an open well-stirred
reactor mixing with the fresh gases at a certain rate, captures ignition
limits reasonably. This proves that leading physical phenomena have
been isolated and correctly integrated into the COR model which
accounts for complex chemistry effects.
The COR model has been coupled to a model to take into account
the thermal effects in the ducts connecting pre- and main chambers
(Section 14.5) and integrated into a multi-zone zero-dimensional en-
gine model called PEMIP (Ch. 14). To date, PEMIP is the only PCI engine
zero-dimensional model to consider both duct thermal effects and
jet ignition prediction. After calibration and validation, PEMIP makes
it possible to carry out parametric studies of engine design at a low
computational cost. Varying the size of the holes, PEMIP allows to
identify the hole size limit below which main chamber ignition fails
and highlights a range for which main chamber combustion is the
fastest (Section 16.2). By doing so, PEMIP answers the central research
question referring to the PCI hole design.
17.3 limitations
Some simplifications have been made to allow this research work to
be carried out, which may limits its findings.
First, a gaseous fuel has been used so that liquid phase issues were
excluded from this work. Using a liquid fuel in the pre-chamber can
cause wall-wetting, forming fuel puddles, which impacts the air/fuel
ratio and increases unburnt hydrocarbon emissions [23].
The DNSs of Ch. 8 (used to bring fundamental knowledge on burnt
gases jet ignition and build models) were realized at atmospheric
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conditions for reasons of computational cost. The competition between
mixing and chemistry was found to govern the ignition process and
this has, a priori, no reason not to be the case under engine-like
conditions. However, this has not been formally demonstrated because
of excessive computational cost. If computational resources ever allow
DNS at engine relevant conditions, it might be worth checking this out.
Engine LES (Chs 10-13) was used for a single ignition sequence per
operating point studied. Cyclic variability was excluded from this
study. As a first approach, for a phenomenological study, this is not a
issue. For engine design this is because even if “it ignites”, if too much
cyclic variability sets in then the engine will not operate properly.
During the LES sequences, the mean value of the ratio between the
effective viscosity and the dynamic viscosity (µ+ µt)/µ ranges from 3
to 15. According to Celik et al. [155], these values indicate fairly well
resolved LESs. In addition, the LES results of the ignition sequences and
the physical phenomena observed are in agreement with experiments.
This allowed us to perform this work with some confidence in the
results of the LESs. However, it is worth mentioning that the influence
of a grid refinement on the LES results was not studied due to excessive
computational cost: LES sequences were computed using heavy meshes
(up to 300million cells) to limit the impact of the LES models, especially
inside the connecting ducts and in the TJI zones (Section 9.3). Even
if the results are convincing, it would be interesting to carry out a
computation with a finer mesh in order to ensure trustworthy results
if future computational resources allow it.
During the TJI period, the DTFLES combustion model is activated
only in the zones that have transitioned to flame fronts (Section 6.3).
Before that, the source terms of the multi-species chemistry are solved
on the grid without the action of any combustion model : unresolved
turbulence-chemistry interactions are neglected during this transition
phase, which could slightly bias part of the ignition process. This
could be the subject of an interesting study, which has been put aside
for now: the strategy was to use a fine mesh in the jet injection zones
to balance the loss of accuracy caused by not modelling this transition
phase.
The objective of PEMIP (Ch. 14) was to demonstrate the need to
integrate a model for jet ignition outcome coupled to a model for
thermal effects inside the connecting ducts. As such, PEMIP is a suc-
cess. However, the integrated turbulence and combustion models are
very simple and may not be accurate enough to perform quantitative
analyses of engine performances.
Besides, PEMIP does not take into account mixture stratification
inside the zones of the divided chambers. Although the jet ignition
outcome (success or failure) was in agreement with the LES results,
this may impact the PEMIP results for PCI systems where high levels of
mixture stratification are found—as it is for the pre-chamber design
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used throughout this work. The uncertainty on the PEMIP results due
to the homogeneity assumption was not studied because the pre-
chambers will have to be built in the future so as not to produce these
high levels of stratification, which are a problem for system efficiency
and pollutant emissions.
17.4 recommendations for further research
From this work, many research directions can be drawn to go further.
Cyclic variability would deserve to be studied for prospective engine
design: What characterizes these potential instabilities in PCI engines?
Are they similar to the instabilities observed in SI engines? Are they
as much problematic? These are still unanswered questions.
Another interesting point which has not been explored is the influ-
ence of radical species in the process of ignition by burnt gases. The
pre-chamber being systematically filled with a stoichiometric mixture,
the burnt gases do not contain as many radical species as in the case of
a very rich mixture as is the case in the APIR pre-chamber concept [156,
157] for example. Ignition was therefore reasonably assumed to be
mainly influenced by temperature even though reactive intermediates
can still play a role (and are taken into account in the chemical kinetics
used throughout this work, Section 5.4.2). The quantification of the
role of reactive species in ignition would be an interesting topic for
fundamental understanding of the ignition process.
Again referring to chemistry, Chemical Explosive Mode Analysis
(CEMA) [107] was used to study the turbulence-chemistry interaction
and the role of diffusion in the ignition outcome of burnt gases jet
ignition DNSs (Section 8.3.3) using ARC kinetics. The norm of the
largest eigenvalue and the norm of the projected source terms in a
one-dimensional premixed laminar flame (Fig. 8.16) using the ARC
mechanism and the corresponding skeletal mechanism were checked
for consistency. This was sufficient for this work as the direction of
the Chemical Explosive Modes (CEMs) was not studied in detail. If a
more in-depth study of chemistry would come to be carried out (to
study the effect of intermediate species on ignition for example), it
would become necessary to study the difference in the direction of
the CEMs between the ARC mechanism and the corresponding skeletal
mechanism.
The zero-dimensional engine model PEMIP derived during this work
showed good agreement with the few operating points studied. How-
ever, comparing PEMIP to engine tests—on intake premixed mixture
equivalence ratio sweeps for example—could enable to verify that the
jet ignition limit is correctly retrieved.
If significant discrepancies in terms of combustion are noticed be-
tween PEMIP and engine tests, the simple combustion and turbulence
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models that have been integrated into PEMIP must be replaced by more
complex models.
Besides, the full potential of PEMIP has not been exploited in this
work. The objective of these computationally inexpensive zero-dimensional
models is to be able to be coupled with optimization algorithms which
require evaluating thousands of combinations of parameters very
quickly. A very interesting research work would be to develop an
optimization algorithm (with a quality function based on the combus-
tion duration for example) with distribution of the computations over
several thousand computation cores using a supercomputer. Once an
optimal design is established by this method, it would be interesting
to confirm the optimization by LES and/or engine tests, and to under-
stand why the optimisation algorithm steered the pre-chamber design
in this direction.
Such optimization method could be applied to the optimization
of the size of the holes for the case of ultra lean combustion with
the addition of hydrogen inside the pre-chamber (Ch. 12). This case
requires smaller ducts to increase the main chamber burning rate:
the addition of hydrogen requires a change in the design of the pre-
chamber to be fully exploited. There are therefore many questions
around the specificity of the design of a hydrogen fuelled pre-chamber
which deserve to be studied to possibly achieve extreme air dilution
rates using this strategy. In addition to conventional PCI applications,
the tools and knowledge built during this PhD thesis fully apply to
future hydrogen PCI engines and can therefore contribute to their
development.
To be a man is to feel, when setting one’s stone,
that one is contributing to the building of the world.
— Antoine de Saint-Exupéry
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