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Abstract
We are concern with the Cauchy problem of the compressible Oldroyd-B model without
damping mechanism in Rn with n ≥ 2. By exploiting the intrinsic structure of the equa-
tions and introducing several new quantities between density, velocity and stress tensor to
overcome the lack of dissipation in density and stress tensor, we prove the global solutions
to this system with initial data restricted in the critical Lp Besov spaces, which implies large
highly oscillating velocity fields are allowed. As a byproduct, we obtain the optimal time
decay rates of the solutions by using the pure energy argument. Our result still be valid for
the compressible viscoelastic system without ”div-curl” structure assumption, and thus can
be regarded as an improvement of [21], [33], [35].
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1. Introduction and the main results
In the last several decades, non-Newtonian fluids which do not satisfy a linear relation-
ship between the stress tensor and the deformation tensor have been widely applied in en-
gineering and industry. One particular subclass of non-Newtonian fluids is the Oldroyd-B
fluid, which has been found to approximate the response to many dilute polymeric liquids.
Fluids of this type has a memory and can describe the motion of some viscoelastic flows, for
example, the system coupling fluids and polymers. Formulations about viscoelastic flows
of Oldroyd-B type are first introduced by Oldroyd [31] and are extensively discussed in [3].
Email address: zhaixp@szu.edu.cn (Xiaoping Zhai)
In this paper, we mainly consider the wellposedness of the compressible Oldroyd-B model
which has the following form [31], [38]:

∂tρ+ div (ρu) = 0,
ρ(∂tu+ (u · ∇)u)− ν(∆u+∇div u) +∇P = µ1div τ,
∂tτ+ (u · ∇)τ + g(τ,∇u) + βτ = µ2D(u), x ∈ Rn, t > 0,
(1.1)
where ρ, u, τ are the density, velocity and symmetric tensor of constrains, respectively. The
smooth function P = P(ρ) is the pressure.
g(τ,∇u) def= τΩ(u)−Ω(u)τ − b (D(u)τ + τD(u)) , b is a parameter in [−1, 1],
D(u) is the symmetric part of ∇u, and Ω(u) is the skew-symmetric part of∇u, namely
D(u) =
1
2
(∇u+ (∇u)T), Ω(u) = 1
2
(∇u− (∇u)T), (1.2)
The parameters ν, µ1, µ2, β are such that ν > 0, µ1 > 0, µ2 > 0, β ≥ 0. For more explanations
on the modeling, see [4], [28], [31], [37] and references therein.
The theory of Oldroyd-B fluids attracts continuous attentions of mathematicians. Most
of the results on Oldroyd-B fluids in the literature are about the incompressible model,
i.e., ρ = Constant in (1.1). For the incompressible Oldroyd-B model, the local-in-time well-
posedness, as well as the global-in-time well-posedness with small data, in various spaces is
known due to the contribution of Chemin and Masmoudi [5], Elgindi and Liu [12], Elgindi
and Rousset [13], Guillope´ and Saut [17], [18], Lin [26], Renardy [36], Zi et al. [45]. We
also mention that Lions and Masmoudi [27] obtained the global-in-time existence of weak
solutions, under the corotational derivative setting. However, it’s still open for the global-
in-time existence of weak solutions in the general situation.
Compared with the incompressible case, there has few known results concerning com-
pressible Oldroyd-B models. Lei [23] and Gullope´ et al. [16] investigated the incompressible
limit problem of the compressible Oldroyd-B model in a torus and bounded domain R3, re-
spectively. Fang and Zi [14] further studied the incompressible limit problem in Rn, n ≥ 2,
with ill prepared initial data in the Besov spaces. Recently, Zi [44] obtained the global small
solutions of (1.1) in the critical L2 Besov spaces. Barrettet al. [2] and Lu and Zhang in [29]
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studied the existence of global in- time weak solutions in R2 and R3 for the compressible
Oldroyd-B model, respectively. For the compressible Oldroyd type model based on the
deformation tensor, see the results [21], [22], [32], [33], [35] and references therein.
In the present paper, we main concern with the global wellposedness of (1.1) without
damping mechanism (β = 0 in (1.1)) in Rn(n ≥ 2). To make the whole paper seems to
be net, we shall set all the parameters appeared in (1.1) equal to 1 for convenience, i.e., we
consider the following system:

∂tρ+ div (ρu) = 0,
ρ(∂tu+ (u · ∇)u)− (∆u+∇div u) +∇P = div τ,
∂tτ + (u · ∇)τ + g(τ,∇u) = D(u), x ∈ Rn, t > 0,
(ρ, u, τ)|t=0 = (ρ0, u0, τ0).
(1.3)
The system (1.3) is supplemented with the following initial conditions:
ρ|t=0 = ρ0(x), u|t=0 = u0(x), τ|t=0 = τ0(x), x ∈ Rn,
and with far field behaviors
ρ→ ρ¯, u→ 0, τ → 0 as |x| → ∞.
Setting P′(1) = 1 and
a = ρ− ρ¯ def= ρ− 1, ϕ = P(1+ a)− P(1), (1.4)
then we can rewrite (1.3) into the following new system:

∂tϕ+ u · ∇ϕ+ div u = −k(a)div u ,
∂tτ+ u · ∇τ+ g(τ,∇u)− D(u) = 0,
∂tu+ u · ∇u− ∆u−∇div u+∇ϕ− div τ = I(a)(∇ϕ − div τ− ∆u−∇div u),
(1.5)
with
k(a)
def
= (1+ a)P′(1+ a)− 1, I(a) def= a
1+ a
.
Before presenting the theorems of the paper, let us first recall some known results for
the Oldroyd-B fluids without damping mechanism on the stress tensor. We should point
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out that the most of the global solutions constructed for the incompressible or compressible
Oldroyd-B model depend heavily on the damping term τ in the third equation of (1.1). The
damping term can help us get L1 or L2 integration about time, this point is very important
for us to deal with the linear term div τ in the momentum equation when construct global
small solutions. For the incompressible Oldroyd-B model without damping mechanism
on the stress tensor, Zhu in [42] obtained the global small solutions in R3, by constructing
two special time-weighted energies. This result was further generalized for a more general
dimension by Chen and Hao [6] and Zhai [40], in the critical L2 Besov spaces and critical
Lp Besov spaces, respectively. Recently, Zhu [43] and Pan et al. [33] obtained the global
small solutions to compressible viscoelastic flows without structure assumption, in R3 with
Sobolev initial data and in Rn with Besov initial data, respectively.
To the author’s knowledge, it’s still an open problem to construct the global solutions
with a class of large highly oscillating initial velocity, for the compressible Oldroyd-B model
without damping mechanism, even for the damping case. The main barrier lies in that we
cannot get the damping effect of the density and the stress tensor in the high frequencies
part in the Lp type Besov spaces, which is different from the compressible Navier-Stokes
equations treated in [7], [8], [10], [20]. The aim of the present paper is to break this bar-
rier and solve this open problem by exploiting the intrinsic structure of the equations and
introducing several new quantities between density, velocity and stress tensor.
Let S(Rn) be the space of rapidly decreasing functions over Rn and S ′(Rn) its dual
space. For any z ∈ S ′(Rn), the lower and higher frequency parts are expressed as
zℓ
def
= ∑
j≤j0
∆˙jz and z
h def= ∑
j>j0
∆˙jz
for some fixed integer j0 ≥ 1 (the value of which follows from the proof of the main theo-
rems). The corresponding truncated semi-norms are defined as follows:
‖z‖ℓ
B˙sp,1
def
= ‖zℓ‖B˙sp,1 and ‖z‖
h
B˙sp,1
def
= ‖zh‖B˙sp,1 .
Denote
Λ
def
=
√−∆, and P = I −Q := I −∇∆−1div .
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Now, we can state the first theorem of the paper:
Theorem 1.1. Let n ≥ 2 and
2 ≤ p ≤ min(4, 2n/(n− 2)) and, additionally, p 6= 4 if n = 2.
For any (aℓ0, u
ℓ
0, τ
ℓ
0 ) ∈ B˙
n
2−1
2,1 (R
n), uh0 ∈ B˙
n
p−1
p,1 (R
n), (ah0 , τ
h
0 ) ∈ B˙
n
p
p,1(R
n). If there exists a positive
constant c0 depending on n,ω, Re,We such that,
‖(aℓ0, uℓ0, τℓ0 )‖
B˙
n
2−1
2,1
+ ‖uh0‖
B˙
n
p−1
p,1
+ ‖(ah0 , τh0 )‖
B˙
n
p
p,1
≤ c0, (1.6)
then the system (1.5) has a unique global solution (a, u, τ) so that for any T > 0
aℓ ∈ Cb([0, T); B˙
n
2−1
2,1 (R
n)), ah ∈ Cb([0, T); B˙
n
p
p,1(R
n)),
τℓ ∈ Cb([0, T); B˙
n
2−1
2,1 (R
n)), τh ∈ Cb([0, T); B˙
n
p
p,1(R
n)),
(Λ−1Pdiv τ)ℓ ∈ L1([0, T]; B˙
n
2+1
2,1 (R
n)), (Λ−1Pdiv τ)h ∈ L1([0, T]; B˙
n
p
p,1(R
n)),
uℓ ∈ Cb([0, T); B˙
n
2−1
2,1 ∩ L1([0, T]; B˙
n
2+1
2,1 (R
n)), uh ∈ Cb([0, T); B˙
n
p−1
p,1 ∩ L1([0, T]; B˙
n
p+1
p,1 (R
n)).
Moreover, there exists some constant C = C(p, n,ω, Re,We) such that
‖(a, u, τ)‖ℓ
L˜∞t (B˙
n
2−1
2,1 )
+ ‖u‖h
L˜∞t (B˙
n
p−1
p,1 )
+ ‖(a, τ)‖h
L˜∞t (B˙
n
p
p,1)
+ ‖u‖h
L1t (B˙
n
p+1
p,1 )
+ ‖(u, (Λ−1Pdiv τ))‖ℓ
L1t (B˙
n
2+1
2,1 )
+ ‖Λ−1Pdiv τ‖h
L1t (B˙
n
p
p,1)
≤ Cc0. (1.7)
Remark 1.2. Like the classical compressible Navier-Stokes equations, one may construct the unique
global solution for a class of large highly oscillating initial velocity. A typical example is
u0(x) = sin
(x1
ε
)
φ(x), φ(x) ∈ S(Rn), p > n
which satisfies for any ε > 0
‖uℓ0‖
B˙
n
2−1
2,1
+ ‖uh0‖
B˙
n
p−1
p,1
≤ Cε1− np ,
here C is a constant independent of ε. (see [[7], Proposition 2.9]).
Remark 1.3. By using a similar argument, one can get the global small solutions for the compressible
viscoelastic system without any ”div-curl” structure assumption. Thus, our theorem improves
considerably the recent results in [32], [33], [35].
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Remark 1.4. Let ρ be a constant, (1.1) reduces to the incompressible Oldroyd-B model without
damping mechanism, the above theorem generalizes the Theorem 1.2 in [6] and coincides with the
Theorem 1.2 in [40].
With the global solutions constructed above, next, a natural problem is what is the large
time asymptotic behavior of this solutions. The study of the large-time behavior of solutions
to the partial different equations is also an old subject. Here, we only set the compressible
Navier-Stokes equations as an example. Starting with the pioneering work by Matsumura
andNishida [30], in which the authors proved that if the initial data are a small perturbation
in H3(R3)× L1(R3) of (ρ¯, 0) then
‖∇k(ρ− ρ¯, u)(t)‖L2 ≤ C(1+ t)−
3
4− k2 for k = 0, 1.
Subsequently, Ponce [34] obtained more general Lp decay rates
‖∇k(ρ− ρ¯, u)(t)‖Lp ≤ C(1+ t)−
n
2 (1− 1p )− k2 , 2 ≤ p ≤ ∞ 0 ≤ k ≤ 2 n = 2, 3.
One can also refer to [11] for the decay rate of the compressible Navier-Stokes equations by
small perturbation in Besov spaces. Recently, Xin and Xu [39] obtained the decay rate of the
compressible Navier-Stokes equations without the smallness of low frequencies of initial
data. However, there is almost no result for the decay rate of the compressible Oldroyd-B
model even with the damping mechanism. Motivated by [11], [19], [39], we give the time-
decay estimates of the global solutions constructed in Theorem 1.1. Due to some technical
reasons, here we only consider the pressure P(ρ) is a linear function of ρ in (1.5). For the
general pressure, there may need some more complicated argument in Besov spaces which
is not what we pursue in this paper. Now, we can state the second theorem of the paper:
Theorem 1.5. Let (a, u, τ) be the global small solutions addressed by Theorem 1.1 with p = 2. If
in addition (a, u0, τ0) ∈ B˙σ2,1(Rn) with −n2 < σ < n2 − 1. For any 2 ≤ q ≤ ∞ and nq − n2 + σ <
α ≤ nq − 1, there holds
∥∥Λα(u,Λ−1v)∥∥
Lq
≤ C(1+ t)− n4−
(α−σ)q−n
2q ,
with v
def
= ∇a− div τ.
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Structure of the proof of Theorem 1.1 and Theorem 1.5: Let us now briefly describe the
main difficulties that arise when we try to construct the global solutions and give the basic
ideas used in solving them.
We start explaining the main ingredients of the proof of Theorem 1.1. To make the
thought here more clear, we only analysis the linearized equations of (1.3) with ρ = 1+ a:

∂ta+ div u = 0,
∂tτ − D(u) = 0,
∂tu− (∆u+∇div u) +∇a− div τ = 0.
(1.8)
Neglect the effect of the stress tensor τ, the above system (1.8) goes back to the linearized
compressible Navier-Stokes equations. From [7], [8], [10], [20], we have known that the
density and velocity have the smoothing effect in the low frequencies, in the L2 type Besov
spaces. Moreover, in the high frequencies part, the velocity field has the smoothing effect
and the density has the damping effect in the Lp type Besov spaces.
Let a be a constant, (1.8) is the same as the linearized incompressible Oldroyd-B model.
From [6], [40], one can get the smoothing effect of (Pu,Λ−1Pdiv τ) in the low frequencies,
the smoothing effect of Pu and the damping effect of Λ−1Pdiv τ in the high frequencies.
Let us go back to the couple system (a, u, τ) in (1.8), one can follow the method for
compressible Navier-Stokes equations to get the smoothing effect (a,Qu,Λ−1Qdiv τ) in
the low frequencies. However, we cannot get the damping effect of a and τ in the high
frequencies part. Indeed, to find the damping effect of a,Λ−1Pdiv τ, we rewrite the third
equation of (1.8) into the following form:
∂tQu− 2∆(Qu− ∆−1∇a+ ∆−1Qdiv τ) = 0.
Just like the compressible Navier-Stoke equations, we shall introduce ”effective” velocity
field
Γ = Qu− ∆−1∇a+ ∆−1Qdiv τ,
from which
divQu = div Γ + a− ∆−1div (Qdiv τ), ΛQu = ΛΓ + Λ−1∇a−Λ−1(Qdiv τ).
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Substitute the above equality into the first two equations in (1.8), one can get

∂ta+ a = −div Γ−Λ−1div (Λ−1Qdiv τ),
∂tΛ
−1(Qdiv τ) + Λ−1(Qdiv τ) = −ΛΓ−Λ−1∇a.
(1.9)
Due to the smoothing effect of Γ, the terms div Γ,ΛΓ can be controlled easily. Yet, the rest
terms Λ−1div (Λ−1Qdiv τ) and Λ−1∇a cannot be controlled mutually, since they have the
same regularity in the high frequencies part. The difficult comes from that there have three
variables in (1.8), which is different from the two variables in compressible Navier-Stokes
equations. That is to say, the damping effect of a and τ in (1.9) is not self-governed. Thus,
we cannot expect the damping effect of a, τ in the high frequencies part, which brings the
seriously difficulty to bound the nonlinear term 11+a∇P(1 + a) in the momentum equa-
tions. We need some trick to overcome this difficulty. In fact, from the above analysis of
a, τ in high frequencies part, we find that a new combination of Λ−1(∇a − div τ) has the
damping effect, although the single a or τ don’t have. Based on this observation, we will
set Λ−1(∇a− div τ) as a new variable to close our energy estimates, see more details in the
following Section 3.
From the proof of the global solutions in Theorem 1.1, we have known that only the
velocity field and the couple of ∇a − div τ have the smoothing effect, hence, we only ex-
pect to get the time decay of (u,∇a − div τ). The decay rate will be obtained by solving
a Lyapunov-type inequality which depends on the interpolation inequality in the low fre-
quencies and high frequencies, see Section 4 for more details.
The rest of the paper unfolds as follows. In the second section, we shall collect some ba-
sic facts on Littlewood-Paley analysis and various product laws in Besov spaces. In Section
3, we will use four subsections to prove the main Theorem 1.1. Finally in the last Section,
we present the proof of Theorem 1.5.
Notations : Let A, B be two operators, we denote [A, B] = AB − BA, the commutator
between A and B. For a . b, we mean that there is a uniform constant C, which may be
different on different lines, such that a ≤ Cb. Given a Banach space X, we shall denote
‖(a, b)‖X = ‖a‖X + ‖b‖X .
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2. Preliminaries
For readers’ convenience, in this section, we list some basic knowledge on Littlewood-
Paley theory.
Definition 2.1. Let us consider a smooth function φ on R, the support of which is included in [ 34 ,
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3 ]
such that
∀τ > 0 , ∑
j∈Z
φ(2−jτ) = 1, and χ(τ) def= 1− ∑
j≥0
φ(2−jτ) ∈ D([0, 4/3]).
Then one can define
∆˙ju = F−1(φ(2−j|ξ|)û), and S˙ju = F−1(χ(2−j|ξ|)û).
Let us remark that, for any homogeneous function A of order 0 smooth outside 0, we have
∀p ∈ [1,∞], ‖∆˙j(A(D) f )‖Lp ≤ C‖∆˙j f‖Lp .
Let p, r be in [1,+∞] and s in R, u ∈ S ′(Rn). We define the Besov norm by
‖u‖B˙sp,r
def
=
∥∥(2js‖∆˙ju‖Lp) j∥∥ℓr(Z).
We then define the spaces B˙sp,r
def
=
{
u ∈ S ′h(Rn),
∣∣‖u‖B˙sp,r < ∞}, where u ∈ S ′h(Rn) means that
u ∈ S ′(Rn) and limj→−∞ ‖S˙ju‖L∞ = 0 (see Definition 1.26 of [1]).
Lemma 2.2. Let B be a ball and C a ring of Rn. A constant C exists so that for any positive real
number λ, any non-negative integer k, any smooth homogeneous function σ of degree m, and any
couple of real numbers (p, q) with 1 ≤ p ≤ q ≤ ∞, there hold
Supp uˆ ⊂ λB ⇒ sup
|α|=k
‖∂αu‖Lq ≤ Ck+1λk+n(
1
p− 1q )‖u‖Lp ,
Supp uˆ ⊂ λC ⇒ C−k−1λk‖u‖Lp ≤ sup
|α|=k
‖∂αu‖Lp ≤ Ck+1λk‖u‖Lp ,
Supp uˆ ⊂ λC ⇒ ‖σ(D)u‖Lq ≤ Cσ,mλm+n(
1
p− 1q )‖u‖Lp .
Let us now state some classical properties for the Besov spaces.
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Lemma 2.3. • Let 1 ≤ p ≤ ∞ and s1, s2 ∈ R with s1 > s2, for any u ∈ B˙s1p,1 ∩ B˙s2p,1(Rn),
there holds
‖uℓ‖
B˙
s1
p,1
≤ C‖uℓ‖
B˙
s2
p,1
, ‖uh‖
B˙
s2
p,1
≤ C‖uh‖
B˙
s1
p,1
.
• If s1 6= s2 and θ ∈ (0, 1),
[
B˙s1p,1, B˙
s2
p,1
]
θ
= B˙
θs1+(1−θ)s2
p,1 .
• For any smooth homogeneous of degree m ∈ Z function A on Rn\{0}, the operator A(D)
maps B˙sp,1 in B˙
s−m
p,1 .
In this paper, we frequently use the so-called ”time-space” Besov spaces or Chemin-
Lerner space first introduced by Chemin and Lerner [1].
Definition 2.4. Let s ∈ R and 0 < T ≤ +∞. We define
‖u‖L˜qT(B˙sp,1)
def
= ∑
j∈Z
2js
(∫ T
0
‖∆˙ju(t)‖qLpdt
) 1
q
for q, p ∈ [1,∞) and with the standard modification for p, q = ∞.
By Minkowski’s inequality, we have the following inclusions between the Chemin-Lerner
space L˜λT(B˙
s
p,1) and the Bochner space L
λ
T(B˙
s
p,1):
‖u‖L˜λT(B˙sp,1) ≤ ‖u‖LλT(B˙sp,1) if λ ≤ r, ‖u‖L˜λT(B˙sp,1) ≥ ‖u‖LλT(B˙sp,1), if λ ≥ r.
To study product laws between distributions, we need para-differential decomposition
of Bony in the homogeneous context:
uv = T˙uv+ T˙vu+ R˙(u, v), (2.1)
where
T˙uv , ∑
j∈Z
S˙j−1u∆˙jv, R˙(u, v) , ∑
j∈Z
∆˙ju
˜˙∆ jv, ˜˙∆jv , ∑
|j−j′|≤1
∆˙j′v.
The paraproduct T˙ and the remainder R˙ operators satisfy the following continuous
properties.
Lemma 2.5 ([1]). For all s ∈ R, σ ≥ 0, and 1 ≤ p, p1, p2 ≤ ∞, the paraproduct T˙ is a bilinear,
continuous operator from B˙−σp1,1 × B˙sp2,1 to B˙
s−σ
p,1 with
1
p =
1
p1
+ 1p2 . The remainder R˙ is bilinear
continuous from B˙s1p1,1× B˙
s2
p2,1
to B˙s1+s2p,1 with s1 + s2 > 0, and
1
p =
1
p1
+ 1p2 .
10
In view of (2.1), Lemmas 2.2, 2.5, one easily deduces the following product laws:
Lemma 2.6. (see [11, Proposition A.1]) Let 1 ≤ p, q ≤ ∞, s1 ≤ nq , s2 ≤ nmin{ 1p , 1q} and
s1 + s2 > nmax{0, 1p + 1q − 1}. For ∀(u, v) ∈ B˙s1q,1(Rn)× B˙s2p,1(Rn), we have
‖uv‖
B˙
s1+s2− nq
p,1
. ‖u‖
B˙
s1
q,1
‖v‖
B˙
s2
p,1
.
Lemma 2.7. Let n ≥ 2 and 2 ≤ p ≤ min(4, 2n/(n− 2)) and, additionally,p 6= 4 if n = 2.
u ∈ B˙
n
p
p,1(R
n), vℓ ∈ B˙
n
2−1
2,1 (R
n) and vh ∈ B˙
n
p−1
p,1 (R
n), then we have
‖(uv)ℓ‖
B˙
n
2−1
2,1
. (‖vℓ‖
B˙
n
2−1
2,1
+ ‖vh‖
B˙
n
p−1
p,1
)‖u‖
B˙
n
p
p,1
. (2.2)
Proof. Thanks to Bony’s decomposition, one can write
S˙j0+1(uv) = S˙j0+1
(
T˙vu+ R˙(v, u)
)
+ T˙uS˙j0+1v+ [S˙j0+1, Tu]v.
By Lemma 2.5 and the embedding relation B˙
n
p
p,1(R
n) →֒ L∞(Rn), we obtain
‖T˙uS˙j0+1v‖
B˙
n
2−1
2,1
. ‖u‖L∞‖vℓ‖
B˙
n
2−1
2,1
.‖vℓ‖
B˙
n
2−1
2,1
‖u‖
B˙
n
p
p,1
.
Denote 1p∗ =
1
2 − 1p , one can infer that p ≤ p∗, hence
‖S˙j0+1
(
Tvu+ R˙(v, u)
)‖
B˙
n
2−1
2,1
. ‖v‖
B˙
n
p∗ −1
p∗ ,1
‖u‖
B˙
n
p
p,1
.‖v‖
B˙
n
p−1
p,1
‖u‖
B˙
n
p
p,1
.
By Lemma 6.1 in [10], we can further get
‖[S˙j0+1, T˙u]v‖
B˙
n
2−1
2,1
. ‖∇u‖
B˙
n
p∗ −1
p∗ ,1
‖v‖
B˙
n
p−1
p,1
.‖v‖
B˙
n
p−1
p,1
‖u‖
B˙
n
p
p,1
.
Thus, combining above estimates and using the fact
‖v‖
B˙
n
p−1
p,1
≤ C(‖vℓ‖
B˙
n
2−1
2,1
+ ‖vh‖
B˙
n
p−1
p,1
),
we can arrive at the desired estimate (2.2).
Lemma 2.8. Let 2 ≤ p ≤ 2n, for any uℓ ∈ B˙
n
2−1
2,1 (R
n), vℓ ∈ B˙
n
2
2,1(R
n), uh ∈ B˙
n
p
p,1(R
n), vh ∈
B˙
n
p−1
p,1 (R
n), there holds
‖(uv)ℓ‖
B˙
n
2−1
2,1
. ‖uℓ‖
B˙
n
2−1
2,1
‖vℓ‖
B˙
n
2
2,1
+ ‖uh‖
B˙
n
p
p,1
‖vh‖
B˙
n
p−1
p,1
. (2.3)
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Proof. We use again decomposition (2.1)
uv = T˙uv+ T˙vu+ R˙(u, v).
By the Ho¨lder inequality and Bernstein’s Lemma 2.2
‖(T˙uv)ℓ‖
B˙
n
2−1
2,1
. ∑
j≤j0
2j(
n
2−1) ∑
|j−k|≤4
‖∆j
(
S˙k−1u∆˙kv
)‖L2
. ∑
j≤j0
2j(
n
2−1) ∑
|j−k|≤4
( ∑
k′≤k−2
‖∆˙k′u‖L∞)‖∆˙kv‖L2
. ∑
j≤j0
2j(
n
2−1) ∑
|j−k|≤4
‖uℓ‖
B˙
n
2−1
2,1
2k‖∆˙kv‖L2
. ‖uℓ‖
B˙
n
2−1
2,1
‖vℓ‖
B˙
n
2
2,1
. (2.4)
Similarly,
‖(T˙vu)ℓ‖
B˙
n
2−1
2,1
. ‖uℓ‖
B˙
n
2−1
2,1
‖vℓ‖
B˙
n
2
2,1
. (2.5)
For the remainder term,
‖(R˙(u, v))ℓ‖
B˙
n
2−1
2,1
. ∑
j≤j0
2j(
n
2−1)2(
2
p− 12 )nj‖∆˙jR˙(u, v)‖Lp/2
. ∑
j≤j0
2
( 2np −1)j( ∑
j−3≤k≤j
‖∆˙ku‖Lp‖ ˜˙∆kv‖Lp + ∑
k>j
‖∆˙ku‖Lp‖ ˜˙∆kv‖Lp
)
. ‖uℓ‖
B˙
n
2−1
2,1
‖vℓ‖
B˙
n
2
2,1
+ ‖uh‖
B˙
n
p
p,1
‖vh‖
B˙
n
p−1
p,1
. (2.6)
Hence, (2.3) is followed by (2.4), (2.5) and (2.6) directly.
The following classical commutator’s estimate is often used:
Lemma 2.9. (see [1, Lemma 2.100]) Let n ≥ 2, 1 ≤ p, q ≤ ∞, v ∈ B˙sq,1(Rn) and ∇u ∈ B˙
n
p
p,1(R
n).
Assume that
−nmin
{
1
p
, 1− 1
q
}
< s ≤ 1+ nmin
{
1
p
,
1
q
}
Then there holds the commutator estimate
‖[∆˙j, u · ∇]v‖Lq . dj2−js‖∇u‖
B˙
n
p
p,1
‖v‖B˙sq,1 .
The following estimates are implied from [41, Lemma 2.16].
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Lemma 2.10. Let 2 ≤ p ≤ min{4, 2n/(n − 2)} for n > 2 and 2 ≤ p < 4 for n = 2. Assume
A(D) a zero-order Fourier multiplier. For vℓ ∈ B˙
n
2−1
2,1 (R
n), vh ∈ B˙
n
p−1
p,1 (R
n) and ∇u ∈ B˙
n
p
p,1(R
n),
we have
∑
j≤j0
2(
n
2−1)j
∥∥[∆˙jA(D), u · ∇]u∥∥L2 ≤ C(∥∥∇uℓ∥∥B˙ n22,1 +
∥∥∇uh∥∥
B˙
n
p
p,1
)(
∥∥vℓ∥∥
B˙
n
2−1
2,1
+
∥∥vh∥∥
B˙
n
p−1
p,1
),
∑
j≤j0
2(
n
2−1)j
∥∥[∆˙jA(D), u · ∇]u∥∥L2 ≤ C∥∥∇u∥∥B˙ npp,1(
∥∥vℓ∥∥
B˙
n
2−1
2,1
+
∥∥vh∥∥
B˙
n
p−1
p,1
), if div u = 0,
for a constant dependent on j0.
Remark 2.11. This lemma has been proved in [41] in the case of n = 3. Following a similar pro-
cesses, we can generalized it to more general dimensional n ≥ 2 under the condition of the above
lemma. Here, we omit the details for convenience.
System (1.5) also involves compositions of functions (through I(a) and k(a) that are
bounded thanks to the following classical result:
Proposition 2.12. ([1]) Let F : R → R be smooth with F(0) = 0. For all 1 ≤ p, r ≤ ∞ and s > 0,
it holds that F(u) ∈ B˙sp,r ∩ L∞ for u ∈ B˙sp,r ∩ L∞, and
‖F(u)‖ B˙sp,r ≤ C ‖u‖B˙sp,r
with C depending only on ‖u‖L∞ , F′ (and higher derivatives), s, p and n.
In the case s > −min
(
n
p ,
n
p′
)
then u ∈ B˙sp,r ∩ B˙
n
p
p,1 implies that F(u) ∈ B˙sp,r ∩ B˙
n
p
p,1, and
‖F(u)‖ B˙sp,r ≤ C(1+ ‖u‖B˙ npp,1
)‖u‖B˙sp,r .
3.The proof of Theorem 1.1
In this section, the global solutions with small initial data to the Cauchy problem (1.5)
will be proved, we usually employ the standard continuity argument, namely, we obtain
the local solutions first and then extend it to a global-in-time solutions by establishing the
a priori estimates of the solutions. But the local solutions can be obtained by some usual
method, so we omit the process of the local solutions in this paper, just focus on the a priori
estimates of the solutions.
13
We divide the proof into four subsections to get the a priori estimates. In the first sub-
section, we get the L∞ estimates of (ϕ, u, τ) in the low frequencies. Then, we obtain the
smoothing effect of u and the hidden dissipation of ∇ϕ − div τ def= v in the low frequen-
cies by introducing two new quantities in the second subsection. In the third subsection,
we follow the approach in [20] and introduce so-called ”effective” velocity field to find the
smoothing effect of u and the damping effect of v in the high frequencies. We complete the
proof of Theorem 1.1 by a standard continuity arguments in the last subsections.
Note that ϕ = P(1+ a)− P(1), P′(1) = 1, then there exists a small ǫ0, if ‖a‖L∞([0,T];Rn) ≤
ǫ0, one can express a by a smooth function of ϕ, for convenience, we set a = ψ(ϕ). Through-
out we make the assumption that
sup
t∈R+, x∈Rn
|a(t, x)| ≤ 1
2
(3.1)
which will enable us to use freely the composition estimate stated in Proposition 2.12. Note
that as B˙
n
p
p,1(R
n) →֒ L∞(Rn), condition (3.1) will be ensured by the fact that the constructed
solution has small norm in (1.7).
3.1. The L∞ estimates of (ϕ, u, τ) in the low frequencies
Apply the operator ∆˙j to (1.5). By using the standard energy argument, we arrive at the
following three equalities:
1
2
d
dt
‖∆˙jϕ‖2L2 +
∫
∆˙jdiv u · ∆˙jϕ dx
= −
∫
u · ∇ · ∆˙jϕ · ∆˙jϕ dx−
∫
[∆˙j, u · ∇]ϕ · ∆˙jϕ dx−
∫
∆˙j(k(a)div u) · ∆˙jϕ dx, (3.2)
1
2
d
dt
‖∆˙jτ‖2L2 −
∫
∆˙jD(u) · ∆˙jτ dx
= −
∫
u · ∇ · ∆˙jτ · ∆˙jτ dx−
∫
[∆˙j, u · ∇]τ · ∆˙jτ dx−
∫
∆˙j(g(τ,∇u)) · ∆˙jτ dx, (3.3)
and
1
2
d
dt
‖∆˙ju‖2L2 +
∫
|∆˙j∇u|2 dx+
∫
|∆˙jdiv u|2 dx+
∫
∆˙j∇ϕ · ∆˙ju dx−
∫
∆˙jdiv τ · ∆˙ju dx
= −
∫
u · ∇ · ∆˙ju · ∆˙ju dx−
∫
[∆˙j, u · ∇]u · ∆˙ju dx
+
∫
∆˙j(I(a)(v − ∆u−∇div u)) · ∆˙ju dx. (3.4)
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Combining with (3.2)–(3.4), integrating from 0 to t, then multiplying the resultant equations
by 2(
n
2−1)j, we get by summing up for any j ≤ j0 that
‖(ϕ, u, τ)ℓ‖
L˜∞t (B˙
n
2−1
2,1 )
.‖(ϕ0, u0, τ0)ℓ‖
B˙
n
2−1
2,1
+
∫ t
0
‖∇u‖L∞‖(ϕ, u, τ)ℓ‖
B˙
n
2−1
2,1
ds
+
∫ t
0
‖(k(a)div u)ℓ‖
B˙
n
2−1
2,1
ds+
∫ t
0
‖(I(a)v)ℓ‖
B˙
n
2−1
2,1
ds
+
∫ t
0
‖(g(τ,∇u))ℓ‖
B˙
n
2−1
2,1
ds+
∫ t
0
‖(I(a)(∆u +∇div u))ℓ‖
B˙
n
2−1
2,1
ds
+
∫ t
0
∑
j≤j0
2(
n
2−1)j(‖[∆˙j, u · ∇](ϕ, u, τ)‖L2) ds (3.5)
in which we have used the following cancellations:∫
∆˙jdiv u · ∆˙jϕ dx+
∫
∆˙j∇ϕ · ∆˙ju dx = 0,
∫
∆˙jD(u) · ∆˙jτ dx+
∫
∆˙jdiv τ · ∆˙ju dx = 0.
By virtue of embedding relation B˙
n
p
p,1(R
n) →֒ L∞(Rn), the second term on the right hand
side of (3.5) can be bounded by
‖∇u‖L∞‖(ϕ, u, τ)ℓ‖
B˙
n
2−1
2,1
.‖∇u‖
B˙
n
p
p,1
‖(ϕ, u, τ)ℓ‖
B˙
n
2−1
2,1
.(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
)‖(ϕ, u, τ)ℓ‖
B˙
n
2−1
2,1
. (3.6)
Thanks to Lemma 2.8, one can infer that
‖(k(a)div u)ℓ‖
B˙
n
2−1
2,1
.‖(k(a))ℓ‖
B˙
n
2−1
2,1
‖(div u)ℓ‖
B˙
n
2
2,1
+ ‖(k(a))h‖
B˙
n
p
p,1
‖(div u)h‖
B˙
n
p−1
p,1
.‖(k(a))ℓ‖
B˙
n
2−1
2,1
‖uℓ‖
B˙
n
2+1
2,1
+ ‖(k(a))h‖
B˙
n
p
p,1
‖uh‖
B˙
n
p+1
p,1
. (3.7)
For bounding k(a), we first write
k(a) = k′(0) a+ ak˜(a) with k˜(0) = 0.
Then , by Lemma 2.7, Proposition 2.12 and (3.1), we can get
‖(k(a))h‖
B˙
n
p
p,1
.(1+ ‖a‖L∞)2‖a‖
B˙
n
p
p,1
. ‖aℓ‖
B˙
n
2−1
2,1
+ ‖ah‖
B˙
n
p
p,1
,
‖(k(a))ℓ‖
B˙
n
2−1
2,1
.k′(0)‖aℓ‖
B˙
n
2−1
2,1
+ ‖(ak˜(a))ℓ‖
B˙
n
2−1
2,1
.k′(0)‖aℓ‖
B˙
n
2−1
2,1
+ (‖aℓ‖
B˙
n
2−1
2,1
+ ‖ah‖
B˙
n
p−1
p,1
)‖k˜(a)‖
B˙
n
p
p,1
.k′(0)‖aℓ‖
B˙
n
2−1
2,1
+ (‖aℓ‖
B˙
n
2−1
2,1
+ ‖ah‖
B˙
n
p−1
p,1
)(1+ ‖a‖L∞)2‖a‖
B˙
n
p
p,1
.(‖aℓ‖
B˙
n
2−1
2,1
+ 1)‖aℓ‖
B˙
n
2−1
2,1
+ ‖ah‖2
B˙
n
p
p,1
. (3.8)
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The above estimate (3.8) still be valid if we substitute k(a) for I(a).
From (3.8), the previous estimation (3.7) can be further bounded by
‖(k(a)div u)ℓ‖
B˙
n
2−1
2,1
.(‖ϕℓ‖
B˙
n
2−1
2,1
+ 1)‖ϕℓ‖
B˙
n
2−1
2,1
‖uℓ‖
B˙
n
2+1
2,1
+ (‖ϕh‖
B˙
n
p
p,1
+ 1)‖ϕh‖
B˙
n
p
p,1
‖uh‖
B˙
n
p+1
p,1
. (3.9)
Repeating the same argument as above gives
‖(I(a)v)ℓ‖
B˙
n
2−1
2,1
.‖(I(a))ℓ‖
B˙
n
2−1
2,1
‖vℓ‖
B˙
n
2
2,1
+ ‖(I(a))h‖
B˙
n
p
p,1
‖vh‖
B˙
n
p−1
p,1
.(‖ϕℓ‖
B˙
n
2−1
2,1
+ 1)‖ϕℓ‖
B˙
n
2−1
2,1
‖vℓ‖
B˙
n
2
2,1
+ (‖ϕh‖
B˙
n
p
p,1
+ 1)‖ϕh‖
B˙
n
p
p,1
‖vh‖
B˙
n
p−1
p,1
. (3.10)
With the aid of Lemmas 2.7, 2.8, one has
‖(g(τ,∇u))ℓ‖
B˙
n
2−1
2,1
.‖τℓ‖
B˙
n
2−1
2,1
‖∇uℓ‖
B˙
n
2
2,1
+ ‖τh‖
B˙
n
p
p,1
‖∇uh‖
B˙
n
p−1
p,1
.(‖τℓ‖
B˙
n
2−1
2,1
+ ‖τh‖
B˙
n
p
p,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
),
‖(I(a)(∆u +∇div u))ℓ‖
B˙
n
2−1
2,1
.‖I(a)‖
B˙
n
p
p,1
(‖∆uℓ‖
B˙
n
2−1
2,1
+ ‖∆uh‖
B˙
n
p−1
p,1
)
.(‖ϕℓ‖
B˙
n
2−1
2,1
+ ‖ϕh‖
B˙
n
p
p,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
). (3.11)
Finally the commutator term may be handled according to Lemma 2.10, which ensures that
∑
j≤j0
2(
n
2−1)j‖[∆˙j, u · ∇](ϕ, u, τ)‖L2
. (
∥∥(ϕ, u, τ)ℓ∥∥
B˙
n
2−1
2,1
+
∥∥(ϕ, u, τ)h∥∥
B˙
n
p−1
p,1
)(
∥∥∇uℓ∥∥
B˙
n
2
2,1
+
∥∥∇uh∥∥
B˙
n
p
p,1
)
. (
∥∥(ϕ, u, τ)ℓ∥∥
B˙
n
2−1
2,1
+
∥∥uh∥∥
B˙
n
p−1
p,1
+
∥∥(ϕ, τ)h∥∥
B˙
n
p
p,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
). (3.12)
Inserting (3.6), (3.9)–(3.12) into (3.5) gives
‖(ϕ, u, τ)ℓ‖
L˜∞t (B˙
n
2−1
2,1 )
. ‖(ϕ0, u0, τ0)ℓ‖
B˙
n
2−1
2,1
+
∫ t
0
(‖ϕℓ‖
B˙
n
2−1
2,1
+ 1)‖ϕℓ‖
B˙
n
2−1
2,1
(‖uℓ‖
B˙
n
2+1
2,1
+ ‖vℓ‖
B˙
n
2
2,1
) ds
+
∫ t
0
(‖ϕh‖
B˙
n
p
p,1
+ 1)‖ϕh‖
B˙
n
p
p,1
(‖uh‖
B˙
n
p+1
p,1
+ ‖vh‖
B˙
n
p−1
p,1
) ds
+
∫ t
0
(
∥∥(ϕ, u, τ)ℓ∥∥
B˙
n
2−1
2,1
+
∥∥uh∥∥
B˙
n
p−1
p,1
+
∥∥(ϕ, τ)h∥∥
B˙
n
p
p,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
) ds. (3.13)
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3.2. The smoothing effect of (u,∇ϕ− div τ) in the low frequencies
In this subsection, we shall derive the smoothing effect of (u,∇ϕ − div τ) in the low
frequencies, to do so, we introduce a new quantity v
def
= ∇ϕ − div τ, then one can deduce
from (1.5) that (u, v) satisfies the following equations:

∂tv+ u · ∇v+ ∆u+∇div u = f1,
∂tu+ u · ∇u− (∆u+∇div u) + v = f2,
(3.14)
with
f1
def
= ∇uT∇τ−∇uT∇ϕ−∇(k(a)div u) + div g(τ,∇u), f2 def= I(a)(v − ∆u−∇div u).
With the aid of operators P andQ, we further separate the system (3.14) from compress-
ible part and incompressible part:
(Compressible)


∂tQv+ 2∆Qu = Q f1 −Q(u · ∇v),
∂tQu− 2∆Qu+Qv = Q f2 −Q(u · ∇u),
(3.15)
and
(Incompressible)


∂tPv+ u · ∇Pv+ ∆Pu = P f1 − [P , u · ∇]v,
∂tPu+ u · ∇Pu− ∆Pu +Pv = P f2 − [P , u · ∇]u.
(3.16)
It’s obvious that the above two systems (3.15) and (3.16) have the same linear structure.
Thus, we only pick out the one, for example (3.16), to present the details of finding the
hidden dissipation of v. Let
Λ
def
=
√−∆, w def= Pu+ Pv,
we deduce from (3.16) that

∂tΛ
−1Pv−ΛPu = f3,
∂tw+ u · ∇w+ Pv = f4,
∂tPu+ u · ∇Pu− ∆Pu+Pv = f5,
(3.17)
with
f3
def
=Λ−1P f1 −Λ−1P(u · ∇v),
f4
def
=P f1 + P f2 − [P , u · ∇]v− [P , u · ∇]u, f5 def= P f2 − [P , u · ∇]u.
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Apply the operator ∆˙j to (3.17), then testing the first equation by ∆˙jΛ
−1Pv, the second
equation by ∆˙jPw and the third equation by ∆˙jPu, using integrating by parts and a stan-
dard commutator’s argument, respectively, we can get the following three inequalities:
1
2
d
dt
‖∆˙jΛ−1Pv‖2L2 −
∫
∆˙jPv · ∆˙jPu dx .
∫
|∆˙j f3 · ∆˙jΛ−1Pv| dx, (3.18)
1
2
d
dt
‖∆˙jw‖2L2 + ‖∆˙jPv‖2L2 +
∫
∆˙jPv · ∆˙jPu dx
.
∫
|divQu||∆˙jw|2 dx+
∫
|[∆˙j, u · ∇]w · ∆˙jw| dx+
∫
|∆˙j f4 · ∆˙jw| dx, (3.19)
1
2
d
dt
‖∆˙jPu‖2L2 + ‖∆˙j∇Pu‖2L2 +
∫
∆˙jPv · ∆˙jPu dx
.
∫
|divQu||∆˙jPu|2 dx+
∫
|[∆˙j, u · ∇]Pu · ∆˙jPu| dx+
∫
|∆˙j f5 · ∆˙jPu| dx. (3.20)
Let η ∈ (0, 1) be a small enough constant which be determined later, summing up (3.19)× η,
(3.20)× (1− η) and (3.18) leads to
1
2
d
dt
(‖∆˙jΛ−1Pv‖2L2 + η‖∆˙jw‖2L2 + (1− η)‖∆˙jPu‖2L2) + (1− η)‖∆˙j∇Pu‖2L2 + η‖∆˙jPv‖2L2
.
∫
|divQu|(|∆˙jw|2, |∆˙jPu|2) dx+
∫
|[∆˙j, u · ∇](w,Pu) · (∆˙jw, ∆˙jPu)| dx
+
∫
|∆˙j f4 · ∆˙jw| dx+
∫
|∆˙j f5 · ∆˙jPu| dx +
∫
|∆˙j f3 · ∆˙jΛ−1Pv| dx. (3.21)
When j ≤ j0 with the large integer j0, it holds that
‖∆˙jw‖L2 . ‖∆˙jPu‖L2 + ‖∆˙jPv‖L2 . ‖∆˙jPu‖L2 + 2j0‖∆˙jΛ−1Pv‖L2 .
Thus, we can find an η > 0 small enough such that
‖∆˙jΛ−1Pv‖2L2 + η‖∆˙jw‖2L2 + (1− η)‖∆˙jPu‖2L2 ≥ 1C (‖∆˙jPu‖2L2 + ‖∆˙jΛ−1Pv‖2L2).
Integrating (3.21) over [0, t], multiplying the resultant inequality by 2(
n
2−1)j and summing
up about j for j ≤ j0, we get that
‖(Pu,Λ−1Pv)ℓ‖
L˜∞t (B˙
n
2−1
2,1 )
+
∫ t
0
‖(Pu,Λ−1Pv)ℓ‖
B˙
n
2+1
2,1
ds
. ‖(Pu0,Λ−1Pv0)ℓ‖
B˙
n
2−1
2,1
+
∫ t
0
∑
j≤j0
2(
n
2−1)j(‖[∆˙j, u · ∇](Pu,Pv)‖L2 ) ds
+
∫ t
0
‖∇u‖L∞‖(Pu,Pv)ℓ‖
B˙
n
2−1
2,1
ds+
∫ t
0
‖( f4, f5, f3)ℓ‖
B˙
n
2−1
2,1
ds (3.22)
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from which and ‖([P , u · ∇]v)ℓ‖
B˙
n
2−1
2,1
. ‖(Λ−1(u · ∇v))ℓ‖
B˙
n
2−1
2,1
, we have
‖(Pu,Λ−1Pv)ℓ‖
L˜∞t (B˙
n
2−1
2,1 )
+
∫ t
0
‖(Pu,Λ−1Pv)ℓ‖
B˙
n
2+1
2,1
ds
. ‖(Pu0 ,Λ−1Pv0)ℓ‖
B˙
n
2−1
2,1
+
∫ t
0
∑
j≤j0
2(
n
2−1)j(‖[∆˙j, u · ∇](Pu,Pv)‖L2 ) ds
+
∫ t
0
‖∇u‖L∞‖(Pu,Pv)ℓ‖
B˙
n
2−1
2,1
ds+
∫ t
0
‖(I(a)(∆u +∇div u))ℓ‖
B˙
n
2−1
2,1
ds
+
∫ t
0
‖(I(a)v)ℓ‖
B˙
n
2−1
2,1
ds+
∫ t
0
‖(k(a)div u)ℓ‖
B˙
n
2−1
2,1
ds+
∫ t
0
‖(div g(τ,∇u))ℓ‖
B˙
n
2−1
2,1
ds
+
∫ t
0
‖([P , u · ∇]u)ℓ‖
B˙
n
2−1
2,1
ds+
∫ t
0
‖(Λ−1(u · ∇v))ℓ‖
B˙
n
2−1
2,1
ds
+
∫ t
0
‖(Λ−1(∇uT∇ϕ))ℓ‖
B˙
n
2−1
2,1
ds+
∫ t
0
‖(Λ−1(∇uT∇τ))ℓ‖
B˙
n
2−1
2,1
ds. (3.23)
The nonlinear terms appeared on the right hand side of the above inequality (3.23) are
the same as (3.5) up to the last four terms. Hence, we only estimate the last four terms in
(3.23).
Firstly, due to ∆˙j([P , u · ∇]u) = [∆˙jP , u · ∇]u − [∆˙j, u · ∇]Pu, we can get from Lemma
2.10 that
‖([P , u · ∇]u)ℓ‖
B˙
n
2−1
2,1
. (
∥∥uℓ∥∥
B˙
n
2−1
2,1
+
∥∥uh∥∥
B˙
n
p−1
p,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
). (3.24)
Secondly, we express u∇v using Bony’s decomposition:
u∇v = T˙u∇v+ T˙∇vu+ R˙(u,∇v). (3.25)
Thanks to Bernstein’s inequality and the Ho¨lder inequality, we have
‖(Λ−1(T˙u∇v))ℓ‖
B˙
n
2−1
2,1
. ∑
j≤j0
2j(
n
2−2) ∑
|j−k|≤4
‖∆j
(
S˙k−1u∆˙k∇v
)‖L2
. ∑
j≤j0
2j(
n
2−2) ∑
|j−k|≤4
( ∑
k′≤k−2
‖∆˙k′u‖L∞)‖∆˙k∇v‖L2
. ∑
j≤j0
2j(
n
2−2) ∑
|j−k|≤4
‖uℓ‖
B˙
n
2−1
2,1
2k‖∆˙k∇v‖L2
. ‖uℓ‖
B˙
n
2−1
2,1
‖vℓ‖
B˙
n
2
2,1
. (3.26)
The above estimate still holds for the second term in (3.25):
‖(Λ−1(T˙∇vu))ℓ‖
B˙
n
2−1
2,1
. ‖uℓ‖
B˙
n
2−1
2,1
‖vℓ‖
B˙
n
2
2,1
. (3.27)
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Finally, we control the rest term by
‖(Λ−1R˙(u,∇v))ℓ‖
B˙
n
2−1
2,1
. ∑
j≤j0
2j(
n
2−2) ∑
j−3≤k≤j
‖∆˙ku‖L∞‖ ˜˙∆k∇v‖L2
+ ∑
j≤j0
2
( 2np −1)j ∑
k>j
(‖∆˙kΛ−1u‖Lp‖ ˜˙∆k∇v‖Lp + ‖∆˙ku‖Lp‖ ˜˙∆kv‖Lp)
. ‖uℓ‖
B˙
n
2−1
2,1
‖vℓ‖
B˙
n
2
2,1
+ ‖Λ−1uh‖
B˙
n
p+1
p,1
‖∇vh‖
B˙
n
p−2
p,1
+ ‖uh‖
B˙
n
p
p,1
‖vh‖
B˙
n
p−1
p,1
. ‖uℓ‖
B˙
n
2−1
2,1
‖vℓ‖
B˙
n
2
2,1
+ ‖uh‖
B˙
n
p
p,1
‖vh‖
B˙
n
p−1
p,1
. ‖uℓ‖
B˙
n
2−1
2,1
‖vℓ‖
B˙
n
2
2,1
+ ‖uh‖
1
2
B˙
n
p−1
p,1
‖uh‖
1
2
B˙
n
p+1
p,1
‖vh‖
1
2
B˙
n
p−1
p,1
‖vh‖
1
2
B˙
n
p−1
p,1
. ‖uℓ‖
B˙
n
2−1
2,1
‖vℓ‖
B˙
n
2
2,1
+ ‖uh‖
B˙
n
p−1
p,1
‖vh‖
B˙
n
p−1
p,1
+ ‖vh‖
B˙
n
p−1
p,1
‖uh‖
B˙
n
p+1
p,1
. (3.28)
The inequalities (3.26), (3.27) and (3.28) yield
‖(Λ−1(u · ∇v))ℓ‖
B˙
n
2−1
2,1
.‖uℓ‖
B˙
n
2−1
2,1
‖vℓ‖
B˙
n
2
2,1
+ ‖uh‖
B˙
n
p−1
p,1
‖vh‖
B˙
n
p−1
p,1
+ ‖vh‖
B˙
n
p−1
p,1
‖uh‖
B˙
n
p+1
p,1
. (3.29)
To estimate ∇uT∇ϕ, we first write
∇uT∇ϕ = T˙∇u∇ϕ+ T˙∇ϕ∇u+ R˙(∇u,∇ϕ). (3.30)
Now, the same procedure as (3.26) gives
‖(Λ−1(T˙∇u∇ϕ))ℓ‖
B˙
n
2−1
2,1
. ∑
j≤j0
2j(
n
2−2) ∑
|j−k|≤4
‖∆j
(
S˙k−1∇u∆˙k∇ϕ
)‖L2
. ∑
j≤j0
2j(
n
2−2) ∑
|j−k|≤4
( ∑
k′≤k−2
‖∆˙k′∇u‖L∞)‖∆˙k∇ϕ‖L2
. ∑
j≤j0
2j(
n
2−2) ∑
|j−k|≤4
‖(∇u)ℓ‖
B˙
n
2
2,1
‖∆˙k∇ϕ‖L2
. ‖(∇ϕ)ℓ‖
B˙
n
2−2
2,1
‖(∇u)ℓ‖
B˙
n
2
2,1
. ‖ϕℓ‖
B˙
n
2−1
2,1
‖uℓ‖
B˙
n
2+1
2,1
.
Similarly,
‖(Λ−1(T˙∇ϕ∇u))ℓ‖
B˙
n
2−1
2,1
. ‖uℓ‖
B˙
n
2+1
2,1
‖ϕℓ‖
B˙
n
2−1
2,1
,
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and
‖(Λ−1R˙(∇u,∇ϕ))ℓ‖
B˙
n
2−1
2,1
. ∑
j≤j0
2j(
n
2−2) ∑
j−3≤k≤j
‖∆˙k∇u‖L∞‖ ˜˙∆k∇ϕ‖L2
+ ∑
j≤j0
2
( 2np −1)j ∑
k>j
(‖∆˙ku‖Lp‖ ˜˙∆k∇ϕ‖Lp + ‖∆˙kp‖Lp‖ ˜˙∆k∇u‖Lp)
. ‖ϕℓ‖
B˙
n
2−1
2,1
‖uℓ‖
B˙
n
2+1
2,1
+ ‖ϕh‖
B˙
n
p
p,1
‖uh‖
B˙
n
p+1
p,1
. (3.31)
Summing up the above three estimates, we have
‖Λ−1(∇uT∇ϕ)ℓ‖
B˙
n
2−1
2,1
.(‖ϕℓ‖
B˙
n
2−1
2,1
+ ‖ϕh‖
B˙
n
p
p,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
). (3.32)
Similarly,
‖Λ−1(∇uT∇τ)ℓ‖
B˙
n
2−1
2,1
.(‖τℓ‖
B˙
n
2−1
2,1
+ ‖τh‖
B˙
n
p
p,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
). (3.33)
Inserting (3.6)–(3.12), (3.24), (3.29), (3.32), (3.33) into (3.23) and combining with (3.13)
give
‖(ϕ, u, τ)ℓ‖
L˜∞t (B˙
n
2−1
2,1 )
+
∫ t
0
‖(Pu,Λ−1Pv)ℓ‖
B˙
n
2+1
2,1
ds
. ‖(ϕ0, u0, τ0)ℓ‖
B˙
n
2−1
2,1
+
∫ t
0
(‖ϕℓ‖
B˙
n
2−1
2,1
+ 1)‖ϕℓ‖
B˙
n
2−1
2,1
(‖uℓ‖
B˙
n
2+1
2,1
+ ‖vℓ‖
B˙
n
2
2,1
) ds
+
∫ t
0
(‖ϕh‖
B˙
n
p
p,1
+ 1)‖ϕh‖
B˙
n
p
p,1
(‖uh‖
B˙
n
p+1
p,1
+ ‖vh‖
B˙
n
p−1
p,1
) ds
+
∫ t
0
(
∥∥(ϕ, u, τ)ℓ∥∥
B˙
n
2−1
2,1
+
∥∥uh∥∥
B˙
n
p−1
p,1
+
∥∥(ϕ, τ)h∥∥
B˙
n
p
p,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
) ds. (3.34)
As the linear structure of the compressible part (3.15) is the same as (3.16), thus, the above
inequality is still valid if we instead of ‖(Pu,Λ−1Pv)ℓ‖
B˙
n
2+1
2,1
by ‖(Qu,Λ−1Qv)ℓ‖
B˙
n
2+1
2,1
.
Thus, we can finally obtain
‖(ϕ, u, τ)ℓ‖
L˜∞t (B˙
n
2−1
2,1 )
+
∫ t
0
‖(u,Λ−1v)ℓ‖
B˙
n
2+1
2,1
ds
. ‖(ϕ0, u0, τ0)ℓ‖
B˙
n
2−1
2,1
+
∫ t
0
(‖ϕℓ‖
B˙
n
2−1
2,1
+ 1)‖ϕℓ‖
B˙
n
2−1
2,1
(‖uℓ‖
B˙
n
2+1
2,1
+ ‖vℓ‖
B˙
n
2
2,1
) ds
+
∫ t
0
(‖ϕh‖
B˙
n
p
p,1
+ 1)‖ϕh‖
B˙
n
p
p,1
(‖uh‖
B˙
n
p+1
p,1
+ ‖vh‖
B˙
n
p−1
p,1
) ds
+
∫ t
0
(
∥∥(ϕ, u, τ)ℓ∥∥
B˙
n
2−1
2,1
+
∥∥uh∥∥
B˙
n
p−1
p,1
+
∥∥(ϕ, τ)h∥∥
B˙
n
p
p,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
) ds. (3.35)
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3.3. The estimates of (ϕ, u, τ) in the high frequencies
In this section, we shall get the smoothing effect of u and the damping effect of v in the
high frequencies, by introducing the so-called ”effective” velocity field in [20].
As we have done in the Section 3, we find the smoothing effect of v and the damping
effect of v in the compressible part and the incompressible part, respectively. Different from
the previous section, here we set the compressible part for example to get the smoothing
effect of u and the damping effect of v in the high frequencies.
Define
Γ1
def
= Qu− 1
2
∆−1Qv, Γ2 def= Pu− ∆−1Pv,
one can deduce from (3.15) that
∂tΓ1 − 2∆Γ1 =Qu+Q f2 −Q(u · ∇u)− ∆−1(Q f1 −Q(u · ∇v))
=Γ1 +
1
2
∆−1Qv+Q f2 −Q(u · ∇u)− ∆−1(Q f1 −Q(u · ∇v)). (3.36)
We get by a standard energy argument that
‖Γh1‖
L˜∞t (B˙
n
p−1
p,1 )
+ ‖Γh1‖
L1t (B˙
n
p+1
p,1 )
. ‖(Γ1)h0‖
B˙
n
p−1
p,1
+
∫ t
0
(‖Γh1‖
B˙
n
p−1
p,1
+
1
2
‖(Qv)h‖
B˙
n
p−3
p,1
) ds+
∫ t
0
‖(Q f2,∆−1Q f1)h‖
B˙
n
p−1
p,1
ds
+
∫ t
0
(‖(Q(u · ∇u))h‖
B˙
n
p−1
p,1
+ ‖(∆−1Q(u · ∇v))h‖
B˙
n
p−1
p,1
) ds. (3.37)
Plugging Qu = Γ1 + 12∆−1Qv into the first equation in (3.15) gives
∂tQv+ u · ∇Qv+Qv = −2∆Γ1 +Q f1 − [Q, u · ∇]v. (3.38)
Applying the operator ∆˙j on (3.38) andmultiplying by |∆˙jQv|p−2∆˙jQv to the resultant equa-
tion, we get by summing up for the high frequencies ∆˙jQv only that
‖(Qv)h‖
L˜∞t (B˙
n
p−1
p,1 )
+ ‖(Qv)h‖
L1t (B˙
n
p−1
p,1 )
. ‖(Qv)h0‖
B˙
n
p−1
p,1
+
∫ t
0
(‖Γh1‖
B˙
n
p+1
p,1
+ ‖(Q f1)h‖
B˙
n
p−1
p,1
+ ‖([Q, u · ∇]v)h‖
B˙
n
p−1
p,1
) ds
+
∫ t
0
‖div u‖L∞‖(Qv)h‖
B˙
n
p−1
p,1
ds+
∫ t
0
∑
j≥j0
2
( np−1)j‖[∆˙j, u · ∇]Qv‖Lp ds. (3.39)
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Owing to the high frequency cut-off at |ξ| ∼ 2j0 , hence,
‖Γ1‖h
L1(B˙
n
p−1
p,1 )
. 2−2j0‖Γ1‖h
L1(B˙
n
p+1
p,1 )
and ‖Qv‖h
L1(B˙
n
p−3
p,1 )
. 2−2j0‖Qv‖h
L1(B˙
n
p−1
p,1 )
.
Multiplying by a suitable large constant on both hand side of (3.37) and then plugging
(3.39), we get
‖Γh1‖
L˜∞t (B˙
n
p−1
p,1 )
+ ‖(Qv)h‖
L˜∞t (B˙
n
p−1
p,1 )
+ ‖Γh1‖
L1t (B˙
n
p+1
p,1 )
+ ‖(Qv)h‖
L1t (B˙
n
p−1
p,1 )
. ‖(Γ1)h0‖
B˙
n
p−1
p,1
+ ‖(Qv)h0‖
B˙
n
p−1
p,1
+
∫ t
0
(‖(Q f1,Q f2)h‖
B˙
n
p−1
p,1
+ ‖div u‖L∞‖(Qv)h‖
B˙
n
p−1
p,1
) ds
+
∫ t
0
‖([Q, u · ∇]v)h‖
B˙
n
p−1
p,1
ds+
∫ t
0
∑
j≥j0
2
( np−1)j‖[∆˙j, u · ∇]Qv‖Lp ds
+
∫ t
0
(‖(Q(u · ∇u))h‖
B˙
n
p−1
p,1
+ ‖(∆−1Q(u · ∇v)h‖
B˙
n
p−1
p,1
) ds. (3.40)
By Lemma 2.6, we have
‖(Q f1)h‖
B˙
n
p−1
p,1
.‖∇uT∇ϕ‖
B˙
n
p−1
p,1
+ ‖∇uT∇τ‖
B˙
n
p−1
p,1
+ ‖∇(k(a)div u)‖
B˙
n
p−1
p,1
+ ‖div g(τ,∇u)‖
B˙
n
p−1
p,1
.(‖∇ϕ‖
B˙
n
p−1
p,1
+ ‖k(a)‖
B˙
n
p
p,1
+ ‖∇τ‖
B˙
n
p−1
p,1
+ ‖τ‖
B˙
n
p
p,1
)‖∇u‖
B˙
n
p
p,1
.(‖(ϕ, τ)ℓ‖
B˙
n
2−1
2,1
+ ‖(ϕ, τ)h‖
B˙
n
p
p,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
). (3.41)
To estimate the first term inQ f2, we decompose it into low frequencies and high frequencies
I(a)v = I(a)vℓ + I(a)vh . (3.42)
By Lemma 2.6, we have
‖I(a)vℓ‖h
B˙
n
p−1
p,1
.‖I(a)vℓ‖
B˙
n
p−1
p,1
. ‖I(a)‖
B˙
n
p−1
p,1
‖vℓ‖
B˙
n
p
p,1
. ‖a− aI(a)‖
B˙
n
p−1
p,1
‖vℓ‖
B˙
n
p
p,1
.‖a‖
B˙
n
p−1
p,1
(1+ ‖I(a)‖
B˙
n
p
p,1
)‖vℓ‖
B˙
n
2
2,1
. ‖a‖
B˙
n
p−1
p,1
(1+ ‖a‖
B˙
n
p
p,1
)‖vℓ‖
B˙
n
2
2,1
.(‖aℓ‖
B˙
n
2−1
2,1
+ 1)‖aℓ‖
B˙
n
2−1
2,1
‖vℓ‖
B˙
n
2
2,1
+ (‖ah‖
B˙
n
p
p,1
+ 1)‖ah‖
B˙
n
p
p,1
‖vℓ‖
B˙
n
2
2,1
.(‖ϕℓ‖
B˙
n
2−1
2,1
+ 1)‖ϕℓ‖
B˙
n
2−1
2,1
‖vℓ‖
B˙
n
2
2,1
+ (‖ϕh‖
B˙
n
p
p,1
+ 1)‖ϕh‖
B˙
n
p
p,1
‖vℓ‖
B˙
n
2
2,1
. (3.43)
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Similarly,
‖I(a)vh‖h
B˙
n
p−1
p,1
.‖I(a)‖
B˙
n
p
p,1
‖vh‖
B˙
n
p−1
p,1
. (‖ϕℓ‖
B˙
n
2−1
2,1
+ ‖ϕh‖
B˙
n
p
p,1
)‖vh‖
B˙
n
p−1
p,1
. (3.44)
The combination of (3.43) and (3.44) gives
‖I(a)v‖h
B˙
n
p−1
p,1
.(‖ϕℓ‖
B˙
n
2−1
2,1
+ ‖ϕh‖
B˙
n
p
p,1
)‖vh‖
B˙
n
p−1
p,1
+
(
(‖ϕℓ‖
B˙
n
2−1
2,1
+ 1)‖ϕℓ‖
B˙
n
2−1
2,1
+ (‖ϕh‖
B˙
n
p
p,1
+ 1)‖ϕh‖
B˙
n
p
p,1
)
‖vℓ‖
B˙
n
2
2,1
. (3.45)
Similarly, from Lemma 2.6, we have
‖I(a)(∆u +∇div u)‖h
B˙
n
p−1
p,1
.‖I(a)‖
B˙
n
p
p,1
‖∆u+∇div u‖
B˙
n
p−1
p,1
.(‖ϕℓ‖
B˙
n
2−1
2,1
+ ‖ϕh‖
B˙
n
p
p,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
). (3.46)
Combining (3.45) with (3.46) gives
‖(Q f2)h‖
B˙
n
p−1
p,1
.(‖ϕℓ‖
B˙
n
2−1
2,1
+ ‖ϕh‖
B˙
n
p
p,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
+ ‖vh‖
B˙
n
p−1
p,1
)
+
(
(‖ϕℓ‖
B˙
n
2−1
2,1
+ 1)‖ϕℓ‖
B˙
n
2−1
2,1
+ (‖ϕh‖
B˙
n
p
p,1
+ 1)‖ϕh‖
B˙
n
p
p,1
)
‖vℓ‖
B˙
n
2
2,1
. (3.47)
By embedding relation B˙
n
p
p,1(R
n) →֒ L∞(Rn) and ‖vh‖
B˙
n
p−1
p,1
. ‖(ϕ, τ)h‖
B˙
n
p−1
p,1
, we can get
‖div u‖L∞‖(Qv)h‖
B˙
n
p−1
p,1
.‖vh‖
B˙
n
p−1
p,1
‖∇u‖
B˙
n
p
p,1
.‖vh‖
B˙
n
p−1
p,1
(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
)
.‖(ϕ, τ)h‖
B˙
n
p−1
p,1
(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
). (3.48)
Similarly,
‖(Q(u · ∇u))h‖
B˙
n
p−1
p,1
.(‖uℓ‖
B˙
n
2−1
2,1
+ ‖uh‖
B˙
n
p−1
p,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
). (3.49)
From ∆˙j([Q, u · ∇]v) = [∆˙jQ, u · ∇]v− [∆˙j, u · ∇]Qv and Lemma 2.9, we have
∑
j≥j0
2
( np−1)j‖[∆˙j, u · ∇]Qv‖Lp + ‖([Q, u · ∇]v)h‖
B˙
n
p−1
p,1
. ‖v‖
B˙
n
p−1
p,1
‖∇u‖
B˙
n
p
p,1
. (‖vℓ‖
B˙
n
2−2
2,1
+ ‖vh‖
B˙
n
p−1
p,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
)
. (‖(ϕ, τ)ℓ‖
B˙
n
2−1
2,1
+ ‖(ϕ, τ)h‖
B˙
n
p
p,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
). (3.50)
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Using u · ∇v = div (u⊗ v)− vdiv u and the embedding relation in the high frequencies,
we can get
‖((∆−1Q(u · ∇v))h‖
B˙
n
p−1
p,1
. ‖uv‖
B˙
n
p−1
p,1
+ ‖vdiv u‖
B˙
n
p−1
p,1
. ‖u‖
B˙
n
p
p,1
‖v‖
B˙
n
p−1
p,1
+ ‖v‖
B˙
n
p−1
p,1
‖div u‖
B˙
n
p
p,1
. ‖u‖2
B˙
n
p
p,1
+ ‖v‖2
B˙
n
p−1
p,1
+ ‖v‖
B˙
n
p−1
p,1
‖u‖
B˙
n
p+1
p,1
. ‖uℓ‖
B˙
n
2−1
2,1
‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p−1
p,1
‖uh‖
B˙
n
p+1
p,1
+ ‖vℓ‖
B˙
n
2−2
2,1
‖vℓ‖
B˙
n
2
2,1
+ ‖vh‖
B˙
n
p−1
p,1
‖vh‖
B˙
n
p−1
p,1
+ (‖vℓ‖
B˙
n
2−2
2,1
+ ‖vh‖
B˙
n
p−1
p,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
). (3.51)
Inserting (3.41), (3.47)–(3.51) into (3.40) gives
‖Γh1‖
L˜∞t (B˙
n
p−1
p,1 )
+ ‖(Qv)h‖
L˜∞t (B˙
n
p−1
p,1 )
+ ‖Γh1‖
L1t (B˙
n
p+1
p,1 )
+ ‖(Qv)h‖
L1t (B˙
n
p−1
p,1 )
. ‖(Γ1)h0‖
B˙
n
p−1
p,1
+ ‖(ϕ, τ)h0‖
B˙
n
p
p,1
+
∫ t
0
(‖(ϕ, τ)ℓ‖
B˙
n
2−1
2,1
+ ‖(ϕ, τ)h‖
B˙
n
p
p,1
)‖vh‖
B˙
n
p−1
p,1
ds
+
∫ t
0
(
(‖ϕℓ‖
B˙
n
2−1
2,1
+ 1)‖ϕℓ‖
B˙
n
2−1
2,1
+ (‖ϕh‖
B˙
n
p
p,1
+ 1)‖ϕh‖
B˙
n
p
p,1
)
‖vℓ‖
B˙
n
2
2,1
ds
+
∫ t
0
(‖(ϕ, u, τ)ℓ‖
B˙
n
2−1
2,1
+ ‖uh‖
B˙
n
p−1
p,1
+ ‖(ϕ, τ)h‖
B˙
n
p
p,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
) ds. (3.52)
The above estimate is still valid for Γ2 and Pv:
‖Γh2‖
L˜∞t (B˙
n
p−1
p,1 )
+ ‖(Pv)h‖
L˜∞t (B˙
n
p−1
p,1 )
+ ‖Γh2‖
L1t (B˙
n
p+1
p,1 )
+ ‖(Pv)h‖
L1t (B˙
n
p−1
p,1 )
. ‖(Γ2)h0‖
B˙
n
p−1
p,1
+ ‖(ϕ0, τ0)h‖
B˙
n
p
p,1
+
∫ t
0
(‖(ϕ, τ)ℓ‖
B˙
n
2−1
2,1
+ ‖(ϕ, τ)h‖
B˙
n
p
p,1
)‖vh‖
B˙
n
p−1
p,1
ds
+
∫ t
0
(
(‖ϕℓ‖
B˙
n
2−1
2,1
+ 1)‖ϕℓ‖
B˙
n
2−1
2,1
+ (‖ϕh‖
B˙
n
p
p,1
+ 1)‖ϕh‖
B˙
n
p
p,1
)
‖vℓ‖
B˙
n
2
2,1
ds
+
∫ t
0
(‖(ϕ, u, τ)ℓ‖
B˙
n
2−1
2,1
+ ‖uh‖
B˙
n
p−1
p,1
+ ‖(ϕ, τ)h‖
B˙
n
p
p,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
) ds. (3.53)
A simple computation implies
‖uh‖
L˜∞t (B˙
n
p−1
p,1 )
.‖(Γ1)h + ∆−1(Pv)h + (Γ2)h + ∆−1(Qv)h‖
L˜∞t (B˙
n
p−1
p,1 )
.‖(Γ1, Γ2)h‖
L˜∞t (B˙
n
p−1
p,1 )
+ ‖vh‖
L˜∞t (B˙
n
p−1
p,1 )
, (3.54)
‖uh‖
L1t (B˙
n
p+1
p,1 )
.‖(Γ1, Γ2)h‖
L1t (B˙
n
p−1
p,1 )
+ ‖vh‖
L1t (B˙
n
p−1
p,1 )
. (3.55)
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Combining (3.52) with (3.53) and using (3.54), (3.55) imply that
‖uh‖
L˜∞t (B˙
n
p−1
p,1 )
+ ‖vh‖
L˜∞t (B˙
n
p−1
p,1 )
+ ‖uh‖
L1t (B˙
n
p+1
p,1 )
+ ‖vh‖
L1t (B˙
n
p−1
p,1 )
. ‖uh0‖
B˙
n
p−1
p,1
+ ‖(ϕ0, τ0)h‖
B˙
n
p
p,1
+
∫ t
0
(‖(ϕ, τ)ℓ‖
B˙
n
2−1
2,1
+ ‖(ϕ, τ)h‖
B˙
n
p
p,1
)‖vh‖
B˙
n
p−1
p,1
ds
+
∫ t
0
(
(‖ϕℓ‖
B˙
n
2−1
2,1
+ 1)‖ϕℓ‖
B˙
n
2−1
2,1
+ (‖ϕh‖
B˙
n
p
p,1
+ 1)‖ϕh‖
B˙
n
p
p,1
)
‖vℓ‖
B˙
n
2
2,1
ds
+
∫ t
0
(‖(ϕ, u, τ)ℓ‖
B˙
n
2−1
2,1
+ ‖uh‖
B˙
n
p−1
p,1
+ ‖(ϕ, τ)h‖
B˙
n
p
p,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
) ds. (3.56)
With the estimate of ‖uh‖
L1t (B˙
n
p+1
p,1 )
in hand, we can find the ‖(ϕ, τ)h‖
L˜∞t (B˙
n
p
p,1)
by exploiting the
original equations. Indeed, from the first equation in (1.5), one infer that
‖ϕh‖
L˜∞t (B˙
n
p
p,1)
.‖ϕh0‖
B˙
n
p
p,1
+
∫ t
0
(‖div uh‖
B˙
n
p
p,1
+ ‖(k(a)div u)h‖
B˙
n
p
p,1
) ds
+
∫ t
0
‖div u‖L∞‖ϕh‖
B˙
n
p
p,1
ds+
∫ t
0
∑
j≥j0
2
n
p j‖[∆˙j, u · ∇]ϕ‖Lp ds
.‖ϕh0‖
B˙
n
p
p,1
+
∫ t
0
‖uh‖
B˙
n
p+1
p,1
ds
+
∫ t
0
(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
)(‖ϕℓ‖
B˙
n
2−1
2,1
+ ‖ϕh‖
B˙
n
p
p,1
) ds. (3.57)
Similarly,
‖τh‖
L˜∞t (B˙
n
p
p,1)
.‖τh0 ‖
B˙
n
p
p,1
+
∫ t
0
‖uh‖
B˙
n
p+1
p,1
ds
+
∫ t
0
(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
)(‖τℓ‖
B˙
n
2−1
2,1
+ ‖τh‖
B˙
n
p
p,1
) ds. (3.58)
Multiplying by a suitable large constant on both hand side of (3.40) and then plugging (3.57)
and (3.58), we get
‖(uh , vh)‖
L˜∞t (B˙
n
p−1
p,1 )
+ ‖(ϕh, τh)‖
L˜∞t (B˙
n
p
p,1)
+ ‖uh‖
L1t (B˙
n
p+1
p,1 )
+ ‖vh‖
L1t (B˙
n
p−1
p,1 )
. ‖uh0‖
B˙
n
p−1
p,1
+ ‖(ϕh0 , τh0 )‖
B˙
n
p
p,1
+
∫ t
0
(‖(ϕ, τ)ℓ‖
B˙
n
2−1
2,1
+ ‖(ϕ, τ)h‖
B˙
n
p
p,1
)‖vh‖
B˙
n
p−1
p,1
ds
+
∫ t
0
(
(‖ϕℓ‖
B˙
n
2−1
2,1
+ 1)‖ϕℓ‖
B˙
n
2−1
2,1
+ (‖ϕh‖
B˙
n
p
p,1
+ 1)‖ϕh‖
B˙
n
p
p,1
)
‖vℓ‖
B˙
n
2
2,1
ds
+
∫ t
0
(‖(ϕ, u, τ)ℓ‖
B˙
n
2−1
2,1
+ ‖uh‖
B˙
n
p−1
p,1
+ ‖(ϕ, τ)h‖
B˙
n
p
p,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
) ds. (3.59)
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Summing up (3.35) and (3.59) results in the following complete estimate
‖(ϕ, u, τ)ℓ‖
L˜∞t (B˙
n
2−1
2,1 )
+ ‖uh‖
L˜∞t (B˙
n
p−1
p,1 )
+ ‖(ϕh, τh)‖
L˜∞t (B˙
n
p
p,1)
+ ‖(u,Λ−1v)ℓ‖
L1t (B˙
n
2+1
2,1 )
+ ‖uh‖
L1t (B˙
n
p+1
p,1 )
+ ‖vh‖
L1t (B˙
n
p−1
p,1 )
. ‖(ϕ0, u0, τ0)ℓ‖
B˙
n
2−1
2,1
+ ‖uh0‖
B˙
n
p−1
p,1
+ ‖(ϕh0 , τh0 )‖
B˙
n
p
p,1
+
∫ t
0
(‖(ϕ, τ)ℓ‖
B˙
n
2−1
2,1
+ ‖(ϕ, τ)h‖
B˙
n
p
p,1
)‖vh‖
B˙
n
p−1
p,1
ds
+
∫ t
0
(‖ϕℓ‖
B˙
n
2−1
2,1
+ 1)‖ϕℓ‖
B˙
n
2−1
2,1
(‖uℓ‖
B˙
n
2+1
2,1
+ ‖vℓ‖
B˙
n
2
2,1
) ds
+
∫ t
0
(‖ϕh‖
B˙
n
p
p,1
+ 1)‖ϕh‖
B˙
n
p
p,1
(‖uh‖
B˙
n
p+1
p,1
+ ‖vh‖
B˙
n
p−1
p,1
+ ‖vℓ‖
B˙
n
2
2,1
) ds
+
∫ t
0
(
∥∥(ϕ, u, τ)ℓ∥∥
B˙
n
2−1
2,1
+
∥∥uh∥∥
B˙
n
p−1
p,1
+
∥∥(ϕ, τ)h∥∥
B˙
n
p
p,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
p+1
p,1
) ds. (3.60)
3.4. Complete the proof of Theorem 1.1 by the continuity arguments
Now, we can complete the proof of Theorem 1.1 by the continuity arguments. As we
have stated in the beginning of this section, we omit the main details to prove the local
wellposedness of (1.5). The interested reads can refer to [6], [14], [35] for similar arguments.
Thus, we can deduce that there exists a positive time T so that the system (1.5) has a unique-
ness local solution (a, u, τ) on [0, T∗), where T∗ is the maximal existence time of (a, u, τ).
Then, the proof of Theorem 1.1 is reduced to show that T∗ = ∞ under the assumption of
(1.6). Denote
X(t)
def
=‖(ϕ, u, τ)ℓ‖
L˜∞t (B˙
n
2−1
2,1 )
+ ‖uh‖
L˜∞t (B˙
n
p−1
p,1 )
+ ‖(ϕh, τh)‖
L˜∞t (B˙
n
p
p,1)
+ ‖(u,Λ−1v)ℓ‖
L1t (B˙
n
2+1
2,1 )
+ ‖uh‖
L1t (B˙
n
p+1
p,1 )
+ ‖vh‖
L1t (B˙
n
p−1
p,1 )
.
From estimate (3.60) and the Gronwall inequality, we have
X(t) ≤ CeCX(t)‖(ϕ0, u0, τ0)ℓ‖
B˙
n
2−1
2,1
+ ‖uh0‖
B˙
n
p−1
p,1
+ ‖(ϕh0 , τh0 )‖
B˙
n
p
p,1
. (3.61)
Now let ε be a positive constant, which will be determined later on. For any T♭ ∈ [0, T∗),
we define
T∗∗ def= sup
{
t ∈ [0, T♭) : X(t) ≤ ε
}
.
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From (3.61), we have for any t ∈ [0, T∗∗) there holds
X(t) ≤ C1eC1ε‖(ϕ0, u0, τ0)ℓ‖
B˙
n
2−1
2,1
+ ‖uh0‖
B˙
n
p−1
p,1
+ ‖(ϕh0 , τh0 )‖
B˙
n
p
p,1
. (3.62)
Choosing ε < 14C1 fixed and then letting
‖(ϕ0, u0, τ0)ℓ‖
B˙
n
2−1
2,1
+ ‖uh0‖
B˙
n
p−1
p,1
+ ‖(ϕh0 , τh0 )‖
B˙
n
p
p,1
<
1
8C1
,
we can get from (3.62) that
X(t) ≤ ε
2
, ∀t ∈ [0, T∗∗],
this contradicts with the definition of T∗∗, thus we conclude that T∗∗ = T∗.
Moreover, from the above argument, we have
‖aℓ‖
B˙
n
2−1
2,1
. ‖(ψ(ϕ))ℓ‖
B˙
n
2−1
2,1
. ‖ϕℓ‖
B˙
n
2−1
2,1
, ‖ah‖
B˙
n
p
p,1
. ‖(ψ(ϕ))h‖
B˙
n
p
p,1
. ‖ϕh‖
B˙
n
p
p,1
.
As v = ∇ϕ − div τ, we can get Pv = −Pdiv τ, thus, we can get only the smoothing
effect of incompressible part of div τ, for any T > 0
(Λ−1Pdiv τ)ℓ ∈ L1([0, T]; B˙
n
2+1
2,1 (R
n)), (Λ−1Pdiv τ)h ∈ L1([0, T]; B˙
n
p
p,1(R
n)),
Consequently, we complete the proof of Theorem 1.1 by standard continuation argument.
4.The proof of Theorem 1.5
In this section, we shall follow the method used in [19] and [39] to get the decay rate of
the solutions constructed in the previous section. From the proof of Theorem 1.1, we can
get the following inequality (see the derivation of (3.60) for more details):
d
dt
(‖(u,Λ−1v)ℓ‖
B˙
n
2−1
2,1
+ ‖uh‖
B˙
n
2−1
2,1
+ ‖(Λ−1v)h‖
B˙
n
2
2,1
)
+ C(‖(u,Λ−1v)ℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
2+1
2,1
+ ‖(Λ−1v)h‖
B˙
n
2
2,1
)
≤ C(‖(u,Λ−1v)ℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
2+1
2,1
+ ‖(Λ−1v)h‖
B˙
n
2
2,1
)
× (∥∥(ϕ, u, τ)ℓ∥∥
B˙
n
2−1
2,1
+
∥∥ϕℓ∥∥2
B˙
n
2−1
2,1
+
∥∥uh∥∥
B˙
n
2−1
2,1
+
∥∥(ϕ, τ)h∥∥
B˙
n
2
2,1
+
∥∥ϕh∥∥2
B˙
n
2
2,1
). (4.1)
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Noticing that (1.7) in Theorem 1.1, it is easy to see that
‖(ϕ, u, τ)ℓ‖
L˜∞t (B˙
n
2−1
2,1 )
+ ‖uh‖
L˜∞t (B˙
n
2−1
2,1 )
+ ‖(ϕh, τh)‖
L˜∞t (B˙
n
2
2,1)
≤ Cc0 ≪ 1, for all t ≥ 0,
thus, absorbing all the terms on the right hand side of (4.1) to left gives
d
dt
(‖(u,Λ−1v)ℓ‖
B˙
n
2−1
2,1
+ ‖uh‖
B˙
n
2−1
2,1
+ ‖(Λ−1v)h‖
B˙
n
2
2,1
)
+ c¯(‖(u,Λ−1v)ℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
2+1
2,1
+ ‖(Λ−1v)h‖
B˙
n
2
2,1
) ≤ 0. (4.2)
In order to derive the decay estimate of the solutions given in Theorem 1.1, we need to
get a Lyapunov-type differential inequality from (4.2). This inequality can be obtained from
interpolation inequality which heavily relies on the viability of the bound
‖(u,Λ−1v)‖ℓ
B˙σ2,1
≤ C, −n2 < σ < n2 − 1. (4.3)
From the definition of v = ∇ϕ− div τ, we only need to control the bound of ‖(ϕ, u, τ)‖ℓ
B˙σ2,1
.
Due to some technical reasons and as we have assumed before the Theorem 1.5, we only
consider the pressure function P(ρ) is a linear function of ρ in (1.5) which implies ϕ = c˜a for
some fixed positive constant c˜. Hence, in the following argument, we only need to control
the bound of
‖(a, u, τ)‖ℓ
B˙σ2,1
≤ C, −n2 < σ < n2 − 1.
From (1.5), we can get by a similar derivation of (3.5) that
‖(a, u, τ)ℓ‖L˜∞t (B˙σ2,1) .‖(a0, u0, τ0)
ℓ‖
B˙
n
2−1
2,1
+
∫ t
0
‖∇u‖L∞‖(a, u, τ)ℓ‖B˙σ2,1 ds
+
∫ t
0
‖(adiv u)ℓ‖B˙σ2,1 ds+
∫ t
0
‖(g(τ,∇u))ℓ‖B˙σ2,1 ds
+
∫ t
0
‖(I(a)v)ℓ‖B˙σ2,1 ds+
∫ t
0
‖(I(a)(∆u +∇div u))ℓ‖B˙σ2,1 ds
+
∫ t
0
∑
j≤j0
2σj
(‖[∆˙j, u · ∇](a, u, τ)‖L2) ds. (4.4)
By virtue of embedding relation B˙
n
2
2,1(R
n) →֒ L∞(Rn), we have
‖∇u‖L∞‖(a, u, τ)ℓ‖B˙σ2,1 .‖∇u‖B˙ n22,1
‖(a, u, τ)ℓ‖B˙σ2,1
.(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
2+1
2,1
)‖(a, u, τ)ℓ‖B˙σ2,1 . (4.5)
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In the further argument, we shall use repeatedly the following product law:
‖(bch)ℓ‖B˙σ2,1 . ‖b‖B˙ n2−12,1
‖ch‖
B˙
n
2−1
2,1
, for any −n2 < σ < n2 − 1. (4.6)
Indeed, by Bony’s decomposition:
bch = T˙chb+ R˙(c
h, b) + T˙bc
h.
The first term can be bounded from Lemma 2.5 that
‖T˙chb‖ℓB˙σ2,1 .‖T˙chb‖
ℓ
B˙
− n2
2,1
. ‖ch‖B˙1−n∞,∞‖b‖B˙ n2−12,1
.‖ch‖
B˙
1− n2
2,1
‖b‖
B˙
n
2−1
2,1
. ‖ch‖
B˙
n
2−1
2,1
‖b‖
B˙
n
2−1
2,1
(4.7)
where we have used the high frequency property of ch and the fact 1− n2 ≤ n2 − 1 in the last
inequality. Similarly,
‖T˙bch‖ℓB˙σ2,1 .‖T˙bc
h‖ℓ
B˙
− n2
2,1
. ‖b‖B˙−1∞,∞‖c
h‖
B˙
1− n2
2,1
.‖b‖
B˙
n
2−1
2,1
‖ch‖
B˙
1− n2
2,1
. ‖b‖
B˙
n
2−1
2,1
‖ch‖
B˙
n
2−1
2,1
. (4.8)
By using the low frequency property and the condition −n2 < σ < n2 − 1, the rest term can
be estimated from Lemma 2.5 that
‖R˙(ch, b)‖ℓ
B˙σ2,1
.‖R˙(ch, b)‖
B˙
− n2
2,∞
. ‖R˙(ch, b)‖B˙01,∞
.‖ch‖
B˙
1− n2
2,1
‖b‖
B˙
n
2−1
2,1
. ‖ch‖
B˙
n
2−1
2,1
‖b‖
B˙
n
2−1
2,1
(4.9)
which together with (4.7), (4.8) gives the desired estimate (4.6).
Thanks to Lemma 2.6, one can infer that
‖(adiv u)ℓ‖B˙σ2,1 .‖a‖B˙σ2,1‖div u‖B˙ n22,1
.(‖aℓ‖B˙σ2,1 + ‖a
h‖B˙σ2,1)‖u‖B˙ n2+12,1
.(‖aℓ‖B˙σ2,1 + ‖a
h‖
B˙
n
2
2,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
2+1
2,1
). (4.10)
Here and in after, we shall use repeatedly the following fact:
‖ah‖B˙σ2,1 . ‖a
h‖
B˙
n
2
2,1
, −n2 < σ < n2 − 1. (4.11)
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We get by a similar derivation of (4.10) that
‖(g(τ,∇u))ℓ‖B˙σ2,1 .(‖τ
ℓ‖B˙σ2,1 + ‖τ
h‖
B˙
n
2
2,1
)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
2+1
2,1
). (4.12)
Regarding the nonlinear term ‖(I(a)v)ℓ‖B˙σ2,1 , the calculation is a little bit careful. We first get
from Lemma 2.6 and (4.6) that
‖(I(a)v)ℓ‖B˙σ2,1 .‖I(a)v
ℓ‖B˙σ2,1 + ‖I(a)v
h‖B˙σ2,1
.‖I(a)‖B˙σ2,1‖v
ℓ‖
B˙
n
2
2,1
+ ‖I(a)‖
B˙
n
2−1
2,1
‖vh‖
B˙
n
2−1
2,1
. (4.13)
Recall that I(a) = a1+a = a− aI(a), hence,
‖I(a)‖B˙σ2,1 .‖a− aI(a)‖B˙σ2,1 . (1+ ‖I(a)‖B˙ n22,1
)‖a‖B˙σ2,1
.(1+ ‖a‖
B˙
n
2
2,1
)(‖aℓ‖B˙σ2,1 + ‖a
h‖
B˙
n
2
2,1
)
.(1+ ‖aℓ‖
B˙
n
2−1
2,1
+ ‖ah‖
B˙
n
2
2,1
)‖aℓ‖B˙σ2,1 + (1+ ‖a
ℓ‖
B˙
n
2−1
2,1
+ ‖ah‖
B˙
n
2
2,1
)‖ah‖
B˙
n
2
2,1
, (4.14)
similarly,
‖I(a)‖
B˙
n
2−1
2,1
.‖a− aI(a)‖
B˙
n
2−1
2,1
. ‖a‖
B˙
n
2−1
2,1
+ ‖a‖
B˙
n
2−1
2,1
‖I(a)‖
B˙
n
2
2,1
.‖a‖
B˙
n
2−1
2,1
+ ‖a‖
B˙
n
2−1
2,1
‖a‖
B˙
n
2
2,1
.(‖aℓ‖
B˙
n
2−1
2,1
+ ‖ah‖
B˙
n
2
2,1
)(1+ ‖aℓ‖
B˙
n
2−1
2,1
+ ‖ah‖
B˙
n
2
2,1
). (4.15)
Taking (4.14) and (4.15) into (4.13) gives
‖(I(a)v)ℓ‖B˙σ2,1 .(1+ ‖a
ℓ‖
B˙
n
2−1
2,1
+ ‖ah‖
B˙
n
2
2,1
)‖vℓ‖
B˙
n
2
2,1
‖aℓ‖B˙σ2,1
+ (1+ ‖aℓ‖
B˙
n
2−1
2,1
+ ‖ah‖
B˙
n
2
2,1
)‖ah‖
B˙
n
2
2,1
‖vℓ‖
B˙
n
2
2,1
+ (‖aℓ‖
B˙
n
2−1
2,1
+ ‖ah‖
B˙
n
2
2,1
)(1+ ‖aℓ‖
B˙
n
2−1
2,1
+ ‖ah‖
B˙
n
2
2,1
)‖vh‖
B˙
n
2−1
2,1
. (4.16)
The term ‖(I(a)(∆u +∇div u))ℓ‖B˙σ2,1 can be dealt with the same processes:
‖(I(a)(∆u +∇div u))ℓ‖B˙σ2,1
. (‖aℓ‖
B˙
n
2−1
2,1
+ ‖ah‖
B˙
n
2
2,1
+ 1)‖uℓ‖
B˙
n
2+1
2,1
‖aℓ‖B˙σ2,1
+ (1+ ‖aℓ‖
B˙
n
2−1
2,1
+ ‖ah‖
B˙
n
2
2,1
)‖ah‖
B˙
n
2
2,1
‖uℓ‖
B˙
n
2+1
2,1
+ (‖aℓ‖
B˙
n
2−1
2,1
+ ‖ah‖
B˙
n
2
2,1
)(1+ ‖aℓ‖
B˙
n
2−1
2,1
+ ‖ah‖
B˙
n
2
2,1
)‖uh‖
B˙
n
2+1
2,1
. (4.17)
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With the aid of Lemma 2.10, one has
∑
j≤j0
2σj‖[∆˙j, u · ∇](a, u, τ)‖L2 .
∥∥∇u∥∥
B˙
n
2
2,1
∥∥(a, u, τ)∥∥
B˙σ2,1
.(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
2+1
2,1
)(
∥∥uh∥∥
B˙
n
2−1
2,1
+
∥∥(a, τ)h∥∥
B˙
n
2
2,1
)
+ (‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
2+1
2,1
)
∥∥(a, u, τ)ℓ∥∥
B˙σ2,1
. (4.18)
Inserting (4.5), (4.10), (4.12), (4.16)–(4.18) into (4.4) gives
‖(a, u, τ)ℓ‖L˜∞t (B˙σ2,1) . ‖(a0, u0, τ0)
ℓ‖
B˙
n
2−1
2,1
+
∫ t
0
G2(s)ds +
∫ t
0
G1(s)‖(a, u, τ)ℓ‖B˙σ2,1ds (4.19)
in which
G1(t) =(‖aℓ‖
B˙
n
2−1
2,1
+ ‖ah‖
B˙
n
2
2,1
+ 1)(‖uℓ‖
B˙
n
2+1
2,1
+ ‖uh‖
B˙
n
2+1
2,1
+ ‖vℓ‖
B˙
n
2
2,1
),
G2(t) =(‖aℓ‖
B˙
n
2−1
2,1
+ ‖ah‖
B˙
n
2
2,1
+ 1)‖(a, τ)h‖
B˙
n
2
2,1
(‖uℓ‖
B˙
n
2+1
2,1
+ ‖vℓ‖
B˙
n
2
2,1
)
+ (‖aℓ‖
B˙
n
2−1
2,1
+ ‖(a, τ)h‖
B˙
n
2
2,1
)(‖aℓ‖
B˙
n
2−1
2,1
+ ‖ah‖
B˙
n
2
2,1
+ 1)(‖uh‖
B˙
n
2+1
2,1
+ ‖vh‖
B˙
n
2−1
2,1
).
As (a, u, τ) is the global solution constructed in Theorem 1.1, thus, we can get from (1.7)
that
∫ t
0
G1(s)ds+
∫ t
0
G2(s)ds ≤ C (4.20)
from which and the Gronwall inequality applied to (4.19), we have
‖(a, u, τ)ℓ‖B˙σ2,1 ≤ C, −
n
2
< σ <
n
2
− 1, (4.21)
with C is a constant depending on n and a0, u0, τ0.
Moreover, from v = ∇a− div τ, we can get
‖(Λ−1v)ℓ‖B˙σ2,1 ≤ C‖(a, τ)
ℓ‖B˙σ2,1 ≤ C, −
n
2
< σ <
n
2
− 1. (4.22)
Now, for any −n2 < σ < n2 − 1, it follows from interpolation inequality in Lemma 2.3 that
‖(u,Λ−1v)‖ℓ
B˙
n
2−1
2,1
≤C(‖(u,Λ−1v)‖ℓ
B˙σ2,1
)θ1(‖(u,Λ−1v)‖ℓ
B˙
n
2+1
2,1
)1−θ1
≤C(‖(u,Λ−1v)‖ℓ
B˙
n
2+1
2,1
)1−θ1 , θ1 = 4n− 2σ+ 2 ∈ (0, 1),
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this implies that
‖(u,Λ−1v)‖ℓ
B˙
n
2+1
2,1
≥ C(‖(u,Λ−1v)‖ℓ
B˙
n
2−1
2,1
) 1
1−θ1 . (4.23)
Due to the embedding relations in the high frequencies part, one can deduce from (1.7) that
‖u‖h
B˙
n
2+1
2,1
≥ C(‖u‖h
B˙
n
2−1
2,1
) 1
1−θ1 , ‖Λ−1v‖h
B˙
n
2
2,1
≥ C(‖Λ−1v‖h
B˙
n
2
2,1
) 1
1−θ1 . (4.24)
Thus, substituting (4.23) and (4.24) into (4.2) yields
d
dt
(‖(u,Λ−1v)‖ℓ
B˙
n
2−1
2,1
+ ‖u‖h
B˙
n
2−1
2,1
+ ‖Λ−1v‖h
B˙
n
2
2,1
)
+ c¯
(‖(u,Λ−1v)‖ℓ
B˙
n
2−1
2,1
+ ‖u‖h
B˙
n
2−1
2,1
+ ‖Λ−1v‖h
B˙
n
2
2,1
) n−2σ+2
n−2σ−2 ≤ 0.
Solving this differential inequality directly, we obtain
‖(u,Λ−1v)‖ℓ
B˙
n
2−1
2,1
+ ‖u‖h
B˙
n
2−1
2,1
+ ‖Λ−1v‖h
B˙
n
2
2,1
≤C(X−
4
n−2σ−2
0 +
4c¯
n− 2σ− 2 t)
− n−2σ−24
≤C(1+ t)− n−2σ−24 .
Moreover, we further get
‖(u,Λ−1v)‖
B˙
n
2−1
2,1
≤ C(‖(u,Λ−1v)‖ℓ
B˙
n
2−1
2,1
+ ‖u‖h
B˙
n
2−1
2,1
+ ‖Λ−1v‖h
B˙
n
2
2,1
) ≤ C(1+ t)− n−2σ−24 . (4.25)
For any σ < γ < n2 − 1, on the one hand, one can get from the embedding relations in the
high frequencies that
‖(u,Λ−1v)h‖B˙γ2,1 ≤ C(‖u‖
h
B˙
n
2−1
2,1
+ ‖Λ−1v‖h
B˙
n
2
2,1
) ≤ C(1+ t)− n−2σ−24 , (4.26)
On the other hand, by the interpolation inequality we have
‖(u,Λ−1v)‖ℓ
B˙
γ
2,1
≤C(‖(u,Λ−1v)‖ℓ
B˙σ2,1
)θ2(‖(u,Λ−1v)‖ℓ
B˙
n
2−1
2,1
)1−θ2 , θ2 = n2 − 1− γn
2 − 1− σ
∈ (0, 1),
which combines (4.21), (4.22) with (4.25) gives
‖(u,Λ−1v)‖ℓ
B˙
γ
2,1
≤ C(1+ t)−
( n2−σ−1)θ2
2 = C(1+ t)−
γ−σ
2 . (4.27)
The combination of (4.26) and (4.27) gives
‖(u,Λ−1v)‖B˙γ2,1 ≤C(‖(u,Λ
−1v)‖ℓ
B˙
γ
2,1
+ ‖(u,Λ−1v)‖h
B˙
γ
2,1
)
≤C(1+ t)− γ−σ2 .
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Thanks to the embedding relation B˙02,1(R
n) →֒ L2(Rn), one infer that
‖Λγ(u,Λ−1v)‖L2 ≤C(1+ t)−
γ−σ
2 .
For any 2 ≤ q ≤ ∞ and nq − n2 + σ < α ≤ nq − 1, by the Gagliardo-Nirenberg type interpola-
tion inequality, which can be found in the Chap. 2 of [1], taking
kθ3 +m(1− θ3) = α+ n
(1
2
− 1
q
)
, m =
n
2
− 1,
we get
‖Λα(u,Λ−1v)‖Lq ≤C‖Λm(u,Λ−1v)‖1−θ3L2 ‖Λk(u,Λ−1v)‖
θ3
L2
≤C
{
(1+ t)−
m−σ
2
}1−θ3{
(1+ t)−
k−σ
2
}θ3
=C(1+ t)
− n2 ( 12− 1q )− α−σ2 .
Consequently, we have completed the proof of our theorem. 
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