where a,, a > 0, j = 1, . . . , N, in terms of Riemann and Hurwitz zeta functions. n,, .,n,v=O
Introduction
Zeta function regularisation of functional determinants is becoming a very important tool in mathematical physics. Let us just mention its uses in quantum field theory in a curved spacetime, in the mathematical calculations involved in string theory, in the computation of anomalies and of eff ective potentials in the quark confinement problem, and in the evaluation of the partition function for quantum mechanical systems. The number of papers which deal with the zeta function method is increasing rapidly. Here we shall restrict ourselves to the last of the applications just mentioned. Also, the systems to which the methods studied in this paper can be applied will be only the special ones where all the eigenvalues of the Hamiltonian are known exactly.
As described by Actor [ 11, the partition function for a quantum mechanical system with discrete energy levels E, > 0: These are the more immediate cases. However, during the last few years the study of quantum field theories on partially compactified spacetime manifolds has become important in various domains of quantum physics, such as in the study of dimensional reduction and spontaneous compactification, in the study of quantum field theory in the presence of boundaries (the celebrated Casimir effect) and, in general, in the study of quantum field theory on curved spacetime (manifolds with curvature and non-trivial topology), a step towards quantum gravity.
There are many interesting calculations of effective potentials which can be done exactly and in a very elegant way by using the zeta function method. The usual compactifications studied are the toroidal (spacetime [w" x T N ) and the spherical (spacetime R" x S N ) , an important reason for it being that of mathematical simplicity. Noting, however, precludes the possibility of having to consider other campactification manifolds, as string theories seem to indicate. In the case of toroidal compactification one has to deal with expressions of the form (1.4) but quadratic in the n,. For instance, the zeta function for the vacuum scalar loop on R" x T N is of the form [ l ] This zeta function is very difficult to evaluate. In the particular case a, = . . . = a N , c = 0, and b, = . , . = bN = 0 or 4, it is an Epstein zeta function which, in some cases, can be expressed in terms of Riemann zeta functions. More general cases (in particular, when the a, are not equal or when c is non-zero) have not been treated because of the great difficulty in evaluating the zeta function.
In the cases of manifolds with non-toroidal compactification the expression of the zeta function is even more involved [ 11. So, in the case of spherical compactification, which has also been extensively considered, one has to deal with polynomials in the n, (with different values for the a, if the N-sphere turns into an ellipsoid).
As remarked by Actor [l, 21, a basic issue in the zeta function regularisation programme is the evaluation of the above-mentioned types of zeta functions involving multiple summation indices-and depending on several parameters-in terms of the most simple zeta functions available. These are the Riemann zeta function: X ((s)= c n-' n = l and the Hurwitz (or generalised Riemann) zeta function:
In [ 1,2] the binomial expansion has been repeatedly used in order to perform such evaluations. In particular, the following expressions have been obtained: (1.9) m , n = l Actually, this last expression (1.9) had been previously derived in [3] by employing a quite different procedure, which makes use of an integral representation of the generalised Riemann (or Hurwitz) zeta function.
Making repeated use of the binomial expansion and also employing the EulerMaclaurin formula, the preceding results (1.8) and (1.9) can be easily extended to the evaluation of multiple-sum zeta functions of the form
However, the expressions that one obtains in this way are rather lengthy. In P 2 we shall provide alternative formulae for these multiple-sum zeta functions.
Although expression (1.10) is indeed the general form zeta function characteristic of multiple harmonic oscillators, it turns out, however (as has been discussed before), that physical problems formulated in partially compactified spacetimes involve series of the kind . .+aNn:+a)-"fni).
(1.12) n l . . , . , n w = O These series may be viewed as types of generalisations of the Epstein zeta function. As remarked by Actor [I] , the only use one can make of the binomial theorem in this case is to express (1.11) and (1.12) in terms of series of the form 2 n y ( n a + mp)-s.
(1.13) But here neither of the two terms is guaranteed larger than the other and the binomial theorem cannot be used anymore in order to separately evaluate the sums in (1.13) in terms of Riemann zeta functions. This will be resolved in 0 3. (1.9) (see [3] ).
Second procedure
Though very simple and convenient for the treatment of the zeta function (1.4) , an important shortcoming of the preceding procedure is its lack of flexibility, namely it cannot be generalised in a natural way in order to treat the cases given by (1.10)-(1.12) .
Let us begin by deriving a second expression for the zeta function (1.4) and by extending it then to the case of (1.10). The zeta functions (1.11) and (1.12) will be dealt with by this second method in the next section.
Turning back to (2.3), we shall now interchange the summations over the nj and k, being the last of the series expansions of the exponentials in (2.3) . On doing this, additional terms appear, as has already been proved in the literature (see, for instance, [4]). It is not difficult to provide a direct derivation of the additional terms which appear in our case (2.3). Either by this direct calculation or as a special case of the lemma of the next section, we have that if where 1 S j , < . . . < j p S N -1, and where X C N -, , p means sum over all such selection of p numbers. In all, there are 2N-' terms, and each of them is a multiseries involving the well known Riemann and Hurwitz zeta functions. The proof that the series one obtains from (2.3) (before analytic continuation) by this second procedure is absolutely convergent is very similar to the one developed before ((2.8) and (2.9) ). By estimating the remainder of the series (which, for a product of exponentials, is also of exponential type) and by integrating it in t one shows, as before, that for Re($) > 2 N the series is absolutely convergent. However, the convergence of the series of analytic continuations is not that immediate in this case. Practical applications of formula (2.15) (in particular to the direct calculation of Casimir energy densities by direct summation over the zero modes) have shown that it is, in fact, convergent in some cases while in others it is only asymptotic. In these latter cases, taking a finite number of terms ( f 10) we have obtained a very good numerical accuracy (=lo-' in relative magnitude) and a remarkable stability of the asymptotic series This second procedure is immediately generalisable to the expression (1.10) with f ( n i ) a polynomial in the ni (these are actually the cases which come out in practice Notice, moreover, that the other, more simple, equation (2.9) obtained by the first procedure cannot be generalised to this case where f ( ni) # 1. Concerning the convergence of the series (2.17) before and after analytic continuation, the same considerations as above apply here.
Zeta functions with arbitrary exponents
Let us first recall the toroidal zeta functions, which were studied by Epstein [6, 7] . In the notation of Actor The strategy will be, once more, to make use of the Mellin transform in the zeta function [3] . We get in the present case and (iii) in general, for any value of a 2 2, A,( t ) is a small contribution as compared with the main term in f,(t), (3.7) (for instance, A2(1) < fioc$ It makes use of complex integration and follows the same steps as in [4] .
Consider the function (3.10)
The series Sa( 1 ) above is to be interpreted as the analytic continuation of Sa( 2, s) to s = -1. Now, notice that S, ( t , s) converges for Re(s) > 0 large enough. We can write For a <2, it can be seen that this integral vanishes as the radius of the contour tends case, the result is very similar):
"(si a,, . . . 9 U N ; ( Y 1 , . . . , (YN) (3.24) where, as customary, the 'hat' over a variable indicates its absence.
