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Abstract
In this paper the authors continue an investigation of nonstandard parabolic problems. This in-
vestigation was motivated by one of the suggested methods for stabilizing ill posed problems for
evolution equations. Two different methods are employed—methods which in a sense complement
one another.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Over the years many different techniques have been introduced for studying problems
such as those of “solving” ill posed problems for equations of evolution. Some of these
involve the altering of the governing equations in such a way as to make such problems
well posed. Others involve constraining solutions to lie in some constraint set. Still others
involve changing the initial and/or boundary conditions again in such a way as to make the
problems well posed. It is this latter method which provides the motivation for our study.
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equation. We ask for a solution u(x, t) of
∂u
∂t
− ∆u = 0 in Ω × (0, T ), (1.1)
u = 0 on ∂Ω × [0, T ], (1.2)
u(x,T ) = g(x) in Ω, (1.3)
where Ω is a bounded domain in RN , g(x) is prescribed, and ∆ is the Laplace operator.
The solution is sought for t ∈ (0, T ], but as we know this problem is ill posed.
The idea introduced by Showalter [8] for stabilizing this problem was to replace the
condition (1.3) by
u(x,T ) + αu(x,0) = g(x) in Ω, (1.4)
where α is a constant. Clearly for very small α we may expect the solution, if it exists, to be
some type of approximation to the “solution” of the ill posed problem (1.1)–(1.3). Certain
aspects of problem (1.1), (1.2), (1.4) have been investigated by Clark and Oppenheimer [5]
and by Ames and Payne [1,2]. More recently more general studies of operator equations of
the forms
du
dt
+ Au = f and d
2u
dt2
+ Au = f
under conditions of the type (1.4) (and in the second case with a similar condition relating
du/dt at t = 0 and t = T ) have been studied with the idea of determining the range of
values of α for which it was possible to bound the norm of u(t) in terms of data. We men-
tion the work of Ames et al. [3,4], of Payne and Schaefer [7], and of Knops and Payne [6].
For instance, it was shown in [3] for problem (1.1), (1.2), (1.4), such a bound could be
found for all values of α except those lying in the range [−e−λT ,0], where λ is the first
eigenvalue of −∆u. In this paper we replace condition (1.4) by a condition which will be
shown to be similar to (1.4) but with a different right-hand side. This condition will allow
us to bound ‖u(t)‖ for values of α lying in the previously excluded range.
Specifically, if, for some constant γ , we replace (1.4) by
γ
T∫
0
e−γ (T−η)u(x, η) dη = g(x) (1.5)
then by taking the Laplacian of both sides, using (1.1), and integrating by parts we see that
(1.5) implies that
u(x,T ) − e−γ T u(x,0) = γ−1∆g + g. (1.6)
Now as γ tends to infinity the quantity γ exp[−γ (T − η)] tends to the Dirac delta function
with singularity at η = T , so that for large γ (1.1), (1.2), (1.5) may be considered as an
approximation to the ill posed problem (1.1)–(1.3).
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operator equations of the form
du
dt
+ Au = f, γ
T∫
0
e−γ (T−η)u(η) dη = g (1.7)
which we will discuss in Section 2, we will be thinking primarily of problems in which
A is a differential operator with appropriate boundary conditions. We shall assume in fact
that A is a linear, symmetric, time independent, positive definite densely defined operator
on some Hilbert space and that γ is a nonzero constant.
In Section 3 we apply our results to the heat equation, and in Section 4 we extend them to
handle the equation of Stokes flow of a viscous fluid. Finally in Section 5 we further extend
our results in investigating a nonstandard problem for temperature dependent Stokes flow.
2. Bounds for ‖u(t)‖
Let u(t) be a solution of (1.7), i.e.
du
dt
+ Au = f (t), t ∈ (0, T ), (2.1)
γ
T∫
0
e−γ (T−η)u(η) dη = g, (2.2)
where we assume for the time being that γ is a positive constant. It will be seen that γ can
also be negative. Of course if (2.1), (2.2) is to be regarded as an approximation of an ill
posed problem, then γ will be positive and large. The case in which (2.2) is replaced by
(1.4) has been well studied in [3].
We now list certain inequalities which were derived in [3] for solutions of (2.1)
∥∥u(t)∥∥ ∥∥u(0)∥∥e−λt +
t∫
0
‖f ‖e−λ(t−η) dη, t ∈ [0, T ], (2.3)
and
∥∥u(t)∥∥2  (u(0), u(2t))+
2t∫
0
∥∥u(η)∥∥∥∥f (2t − η)∥∥dη, t ∈ [0, T
2
]
. (2.4)
Here λ is the constant in
(Au,u) λ‖u‖2 (2.5)
which is a consequence of the positive definite assumption on the operator A.
We will also make use of a different version of another inequality derived in [4]. Now
d ∥∥u(t)∥∥2 = −2(u,Au) + 2(u,f )−2λ∥∥u(t)∥∥2 + 2(u,f ), (2.6)
dt
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∥∥u(t)∥∥2  ∥∥u(t1)∥∥2e−2λ(t−t1) + 2
t∫
t1
e−2λ(t−η)(u,f ) dη. (2.7)
We start with (2.7) with t = T and t1 = t/2, i.e.
∥∥u(T )∥∥2  ∥∥∥∥u
(
t
2
)∥∥∥∥
2
e−λ(2T−t) + 2
T∫
t/2
e−2λ(T−η)(u,f ) dη, (2.8)
or
eλ(2T−t)
∥∥u(T )∥∥2  ∥∥∥∥u
(
t
2
)∥∥∥∥
2
+ 2
T∫
t/2
eλ(2η−t)(u, f ) dη. (2.9)
Replacing t by t/2 in (2.4) and using it to bound the first term on the right of (2.9) we have
eλ(2T−t)
∥∥u(T )∥∥2  (u(0), u(t))+
t∫
0
∥∥u(η)∥∥∥∥f (t − η)∥∥dη
+ 2
T∫
t/2
eλ(2η−t)‖u‖‖f ‖dη. (2.10)
We simplify the inequality by using
eλ(2η−t) < e2λT
and extending the limits of integration to arrive at
eλ(2T−t)
∥∥u(T )∥∥2  (u(0), u(t))+
t∫
0
∥∥u(η)∥∥∥∥f (t − η)∥∥dη
+ 2e2λT
T∫
0
‖u‖‖f ‖dη. (2.11)
If we wish sharper results we may proceed without the indicated simplification at the ex-
pense of some rather messy expressions.
Next we multiply both sides of (2.11) by e−γ (T−t) and integrate from 0 to T using (2.2)
to obtain after some obvious simplification
Q
∥∥u(T )∥∥2  (u(0), γ−1g)+
T∫
0
e−γ (T −η) dη
T∫
0
∥∥u(σ )∥∥∥∥f (T − σ)∥∥dσ
+ 2e2λT
T∫
e−γ (T−η) dη
T∫
‖u‖‖f ‖dη, (2.12)0 0
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Q =
T∫
0
eλ(2T−η)e−γ (T−η) dη. (2.13)
At this point we need the operator form of (1.6). Since
T∫
0
e−γ (T −η)Au(η)dη = γ−1Ag,
by use of (2.1) and integration it follows that (2.2) implies
u(T ) − e−γ T u(0) = −γ−1Ag + g +
T∫
0
e−γ (T−η)f (η) dη
=: h +
T∫
0
e−γ (T−η)f (η) dη. (2.14)
Thus (2.12) becomes after using (2.3)
Q
∥∥∥∥∥e−γ T u(0) + h +
T∫
0
e−γ (T−η)f (η) dη
∥∥∥∥∥
2

(
u(0), γ−1g
)+ J + K, (2.15)
where
J := γ−1(1 − e−γ T )
T∫
0
{∥∥u(0)∥∥e−λη +
η∫
0
∥∥f (σ )∥∥e−λ(η−σ) dσ
}∥∥f (T − η)∥∥dη,
K := 2γ−1e2λT (1 − e−γ T )
T∫
0
{∥∥u(0)∥∥e−λη +
η∫
0
e−γ (η−σ)
∥∥f (σ )∥∥dσ
}∥∥f (η)∥∥dη.
Now
∣∣∣∣∣
(
u(0),
T∫
0
e−γ (T−η)f (η) dη
)∣∣∣∣∣=
∣∣∣∣∣
T∫
0
e−γ (T −η)
(
u(0), f (η)
)
dη
∣∣∣∣∣

∥∥u(0)∥∥
T∫
0
e−γ (T −η)
∥∥f (η)∥∥dη.
Thus dropping a negative term we have
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∥∥u(0)∥∥ ∥∥u(0)∥∥
{
‖γ−1g − 2Qe−γ T h‖ + 2Qe−γ T
T∫
0
e−γ (T−η)
∥∥f (η)∥∥dη
+ γ−1
T∫
0
e−λη
∥∥f (T − η)∥∥dη + 2γ−1e2λT
T∫
0
e−λη
∥∥f (η)∥∥dη
}
+ γ−1
T∫
0
η∫
0
∥∥f (σ )∥∥∥∥f (T − η)∥∥e−λ(η−σ) dσ dη
+ 2γ−1e2λT
T∫
0
η∫
0
∥∥f (η)∥∥∥∥f (σ )∥∥e−λ(η−σ) dσ dη. (2.16)
In other words∥∥u(0)∥∥2 D1(T )∥∥u(0)∥∥+ D2(T ), (2.17)
where
D1(T ) = e
2γ T
Q
{
‖γ−1g − 2Qe−γ T h‖ + 2Qe−γ T
T∫
0
e−γ (T−η)
∥∥f (η)∥∥dη
+ γ−1
T∫
0
e−λη
∥∥f (T − η)∥∥dη + 2γ−1e2λT
T∫
0
e−λη
∥∥f (η)∥∥dη
}
(2.18)
and
D2(T ) = e
2γ T
Qγ
{ T∫
0
η∫
0
∥∥f (σ )∥∥∥∥f (T − η)∥∥e−λ(η−σ) dσ dη
+ 2e2λT
T∫
0
η∫
0
∥∥f (η)∥∥∥∥f (σ )∥∥e−λ(η−σ) dσ dη
}
. (2.19)
Solving (2.17) we find
∥∥u(0)∥∥ 1
2
{
D1(T ) +
[
D21(T ) + 4D2(T )
]1/2}
. (2.20)
Inequality (2.3) then leads to the bound
∥∥u(t)∥∥ 1
2
{
D1(T ) +
[
D21(T ) + 4D2(T )
]1/2}
e−λt +
t∫
0
‖f ‖e−λ(t−η) dη (2.21)
valid for t ∈ [0, T ].
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In this section we consider the problem
∂u
∂t
− ∆u = 0 in Ω × (0, T ), (3.1)
u = 0 on ∂Ω × [0, T ], (3.2)
γ
T∫
0
e−γ (T−η)u(x, η) dη = g(x) in Ω. (3.3)
Since in this case f ≡ 0, we have from (2.15)
Qe−2γ T
∥∥u(0)∥∥2  ∥∥u(0)∥∥‖γ−1g − 2Qh‖ − Q‖h‖2. (3.4)
Thus ∥∥u(0)∥∥2 Q−1e2γ T ‖γ−1 − 2Qh‖, (3.5)
and using (2.3)∥∥u(t)∥∥Q−1‖γ−1g − 2Qh‖e2γ T −λt (3.6)
valid for all nonzero finite γ , in particular for γ large. Here λ is the smallest eigenvalue of
∆φ + λˆφ = 0 in Ω,
φ = 0 on ∂Ω. (3.7)
Now in [3] we used instead of (2.2) the relation
u(x,T ) + αu(x,0) = g (3.8)
and as mentioned before showed that ‖u(t)‖ could be bounded in terms of data except for
α in the excluded interval [−e−λT ,0]. If we now interpret −e−γ T as an α, i.e.
−e−γ T = α (3.9)
in (3.8), we observe that for positive γ and T > 0, α will be negative, and in fact if
λ γ < ∞, (3.10)
provided we use h rather than g on the right of (3.8), it follows that it is now possible to
bound ‖u(t)‖ in terms of data for
−e−λT  α < 0. (3.11)
Combining this result and that of [3] it is therefore possible for α = 0 to bound ‖u(t)‖ in
terms of data, using (3.8) as in [3] for α outside the interval [−e−λT ,0) and (3.3) for α in
the interval.
We note that we could in fact use (3.3) for negative values of γ . We remark, however,
that in the case γ = 0 we would have to write the condition as
T∫
u(x,η) dη = g(x). (3.12)0
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was not possible when
α = −e−λmT , (3.13)
where λm is an eigenvalue of (3.7). Since condition (3.3) implies (3.8) it might seem that
the same should be true for the solution of (3.1)–(3.3) if γ is an eigenvalue λm of (3.7).
However, this is not the case since if we write a formal solution of this problem as
u(x, t) =
∞∑
n=1
anφn(x)e
−λnt , (3.14)
where (φn,λn) are the nth eigenfunction and eigenvalue of (3.7), respectively, then if
γ = λm we have
an
e−λnT − e−λmT
λm − λn =
gn
λm
, n = m, (3.15)
ame
−λmT = gm
λmT
, (3.16)
where gm is the Fourier coefficient of g. Thus a formal series solution exists for γ satisfy-
ing (3.10).
4. Stokes flow
In this section we consider the problem in R3,
∂u
∂t
− ∆u + ∇p = 0 in Ω × (0, T ), (4.1)
∇ · u = 0 in Ω × (0, T ), (4.2)
u = 0 on ∂Ω × [0, T ], (4.3)
and either
u(x, T ) + αu(x,0) = g(x), (4.4)
or
γ
T∫
0
e−γ (T−η)u(x, η) dη = g(x), (4.5)
where u is the fluid velocity. The pressure term p is unknown a priori, and by rescaling we
have taken the coefficient of kinematic viscosity to be unity. Again for α small or γ large
we may consider these problems to be stabilizations of the ill posed problems in which u
is prescribed at time T . Because of the special form of the system (4.1)–(4.3) we cannot
use the results of [4] and of Section 2 directly, but setting
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∫
Ω
u · vdx,
∥∥u(t)∥∥2 := ∫
Ω
u · udx, (4.6)
we have
d‖u‖2
dt
= 2(u,∆u) + 2(u,∇p). (4.7)
An integration by parts using (4.2) and (4.3) shows that the last term on the right of (4.7)
vanishes. It follows then that for t1 < t ,∥∥u(t)∥∥2  ∥∥u(t1)∥∥2e−2λ˜(t−t1), (4.8)
where now λ˜ is the lowest eigenvalue of
∆u + σu = 0 in Ω,
∇ · u = 0 in Ω,
u = 0 on ∂Ω. (4.9)
Clearly λ˜ > λ, where λ is the smallest eigenvalue of (3.7) so for convenience we shall
continue with λ˜ replaced by λ.
Again following the arguments of [3] and making use of (4.2) and (4.3) to eliminate
pressure terms we conclude that∥∥∥∥u
(
t
2
)∥∥∥∥
2
= (u(0),u(t)). (4.10)
Consider first the problem (4.1)–(4.4). It follows from (4.8) and (4.10) that
∥∥u(T )∥∥2  ∥∥∥∥u
(
T
2
)∥∥∥∥
2
e−λT = (u(0),u(T ))e−λT . (4.11)
Now using (4.4) we have∥∥g − αu(0)∥∥2  (u(0),g − αu(0))e−λT , (4.12)
or
(α2 + αe−λT )∥∥u(0)∥∥2  (2α + e−λT )(g,u(0))− ‖g‖2
 |2α + e−λT |‖g‖∥∥u(0)∥∥, (4.13)
which gives
∥∥u(0)∥∥ |2α + e−λT |‖g‖
α(α + e−λT ) , (4.14)
provided
α2 + αe−λT > 0. (4.15)
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would follow if we had retained the ‖g‖2 term in (4.13) and solved the quadratic inequality.
As in [3] we again observe that it is possible to bound ‖u(0)‖ provided either
α > 0 or α < −e−λT . (4.16)
For the problem (4.1)–(4.3), (4.5), instead of (4.11) we write
e2λ(T−t/2)
∥∥u(T )∥∥2  ∥∥∥∥u
(
t
2
)∥∥∥∥
2
= (u(0),u(t)). (4.17)
Next multiply both sides of (4.17) by e−γ (T −t) and integrate from 0 to T to obtain
Q
∥∥u(T )∥∥2  (u(0), γ−1g), (4.18)
where Q is given by (2.13). To express u(T ) in terms of u(0) we now note that upon
differentiating (4.5) we have
∆g = γ
T∫
0
e−γ (T −η)
(
∂u
∂η
+ ∇p
)
dη
= γ [u(T ) − e−γ T u(0)]− γ g + γ
T∫
0
e−γ (T−η)∇p dη, (4.19)
or
u(T ) − e−γ T u(0) = γ−1∆g + g −
T∫
0
e−γ (T −η)∇p dη. (4.20)
Since the velocity is divergence free it follows that g is also divergence free. Thus by use
of the divergence theorem we conclude that
∫
Ω
{[
e−γ T u(0) + γ−1∆g + g]
T∫
0
e−γ (T−η)∇p dη
}
dx = 0. (4.21)
If we now solve for u(T ) in (4.20), form ‖u(T )‖2, and make use of (4.21), then after
dropping a positive term on the right we obtain the following bound:∥∥u(T )∥∥2  ∥∥e−γ T u(0) + h∥∥2, (4.22)
where
h := γ−1∆g + g.
The insertion if (4.22) into (4.18) then leads to
e−2γ T
∥∥u(0)∥∥2  ∥∥u(0)∥∥‖Q−1γ−1g − 2e−γ T h‖ − ‖h‖2, (4.23)
264 K.A. Ames et al. / J. Math. Anal. Appl. 311 (2005) 254–267where Q is given by (2.13). Again if for simplicity we drop the last term on the right of
(4.23) we have∥∥u(0)∥∥ e2γ T ‖Q−1γ−1g − 2e−γ T h‖. (4.24)
Finally (4.8) leads to the bound∥∥u(t)∥∥ e(2γ T −λt)‖Q−1γ−1g − 2e−γ T h‖ (4.25)
valid for t ∈ [0, T ].
This result is valid for all finite nonzero values of γ and by redefining g in (4.5) it could
also be made to hold for γ = 0.
5. Temperature dependent stokes flow
Let (u, θ) be a classical solution of
∂u
∂t
− ∆u + ∇p − cθ = 0 in Ω × (0, T ), (5.1)
∇ · u = 0 in Ω × (0, T ), (5.2)
∂θ
∂t
+ u · ∇θ − ∆θ = 0 in Ω × (0, T ), (5.3)
with
u = 0, θ = 0 on ∂Ω × [0, T ], (5.4)
θ(x,0) = θ0, (5.5)
and either
u(x, T ) + αu(x,0) = g(x), (5.6)
or
γ
T∫
0
e−γ (T−η)u(x, η) dη = g(x). (5.7)
Again we have
∇ · g = 0 in Ω. (5.8)
In (5.1) u, p, and θ are the fluid velocity, pressure, and temperature, respectively, and the
vector c is constant. As α → 0 (or γ → ∞) conditions (5.6) (or (5.7)) will clearly lead to
an ill posed problem, so that again either (5.1)–(5.6) or (5.1)–(5.5), (5.7) may be regarded
as stabilizations of the ill posed problem in which u is prescribed at time T . We begin by
computing that
d‖θ‖2 = −2‖∇θ‖2 −2λ‖θ‖2, (5.9)
dt
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where λ is given by (3.7). Similarly, we compute
d‖u‖2
dt
−2λ‖u‖2 + 2(u, cθ), (5.11)
and (2.7) holds for t > t1, with f = cθ , i.e.
∥∥u(t)∥∥2  ∥∥u(t1)∥∥2e−2λ(t−t1) + 2
t∫
t1
e−2λ(t−η)(u, cθ) dη. (5.12)
We have also as the analog of (2.3)
∥∥u(t)∥∥ ∥∥u(0)∥∥e−λt + cˆ
t∫
0
‖θ‖e−λ(t−η) dη, (5.13)
where
cˆ = ‖c‖. (5.14)
Similarly it is easily concluded using [3] that
∥∥u(t)∥∥2  (u(0),u(2t))+ cˆ
2t∫
0
∥∥u(η)∥∥∥∥θ(2t − η)∥∥dη. (5.15)
We consider first problem (5.1)–(5.6). Choosing t = T and t1 = T/2 in (5.12) we have
after inserting (5.15) with t replaced by t/2,
∥∥u(T )∥∥2 
{(
u(0),u(T )
)+ cˆ
t∫
0
∥∥u(η)∥∥∥∥θ(T − η)∥∥dη
}
e−λT
+ 2
T∫
T/2
e−2λ(T −η)(u, cθ) dη. (5.16)
Replacing u(T ) by (5.6) we have after simplification
∥∥g − αu(0)∥∥2  (u(0),g − αu(0))e−λT + cˆe−λT
T∫
0
∥∥u(η)∥∥∥∥θ(T − η)∥∥dη
+ 2cˆe−λT
T∫
0
‖u‖‖θ‖dη. (5.17)
We have used the fact that on [T/2, T ],
e−2λ(T−η)  e−λT
266 K.A. Ames et al. / J. Math. Anal. Appl. 311 (2005) 254–267and have extended the time interval in the last term on the right of (5.17). This leads to
(α2 + αe−λT )∥∥u(0)∥∥2
 |e−λT + 2α|‖g‖∥∥u(0)∥∥
+ cˆe−λT
T∫
0
[∥∥u(0)∥∥e−λη + cˆ
η∫
0
‖θ0‖e−λσ s−λ(η−σ) dσ
]
‖θ0‖e−λ(T−η) dη
+ 2cˆe−λT
T∫
0
‖θ0‖e−λη
[∥∥u(0)∥∥e−λη + cˆ
η∫
0
‖θ0‖e−λσ e−λ(η−σ) dσ
]
dη. (5.18)
Finally we are led to
(α2 + αe−λT )∥∥u(0)∥∥2  {|e−λT + 2α| + cˆe−λT ‖θ0‖(T e−λT + λ−1)}∥∥u(0)∥∥
+ cˆ2‖θ0‖2e−λT
(
e−λT T
2
2
+ 1
2λ2
)
. (5.19)
Solving the quadratic inequality yields a bound for ‖u(0)‖ provided either
α > 0 or α < −e−λT . (5.20)
Inequality (5.13) then yields a bound for ‖u(t)‖ for t ∈ [0, T ] provided α satisfies (5.20).
We turn now to problem (5.1)–(5.5) under condition (5.7). As we have seen in the pre-
vious section the terms involving the pressure either vanish or can be dropped so that we
can read off a bound for ‖u(0)‖ directly from (2.18)–(2.20), where now∥∥f(t)∥∥= cˆ‖θ‖ cˆ‖θ0‖e−λt . (5.21)
Thus now
D1(T ) = e
2γ T
Q
[
‖γ−1g − 2Qe−γ T h‖
+ cˆ
(
2Qe−γ T e
−λT − e−γ T
γ − λ + γ
−1T e−λT + e
2λT − 1
λr
)
‖θ0‖
]
(5.22)
and
D2(T ) = e
2γ T
Qr
cˆ2‖θ0‖2
{
e−λT T
2
2
+ 1
2λ2
(e2λT − 2λT − 1)
}
. (5.23)
Then from (2.21) the following bound is obtained:
∥∥u(t)∥∥< 1
2
{
D1(T ) +
[
D21(T ) + 4D2(T )
]1/2}
e−λt + ‖θ0‖te−λt , (5.24)
where t ∈ [0, T ].
K.A. Ames et al. / J. Math. Anal. Appl. 311 (2005) 254–267 2676. Conclusion
Two different classes of nonstandard parabolic problems have been considered, each
depending on a constant parameter (α or γ ). In each case a range of parameter values is
determined for which the underlying problems are well posed, and norm bounds for their
solutions in terms of data are derived.
Acknowledgment
The work of J.C. Song was supported by the research fund of Hanyang University (HY-2004-I).
References
[1] K.A. Ames, L.E. Payne, Asymptotic behavior for two regularizations of the Cauchy problem for the backward
heat equation, Math. Models Methods Appl. Sci. 8 (1998) 187–202.
[2] K.A. Ames, L.E. Payne, Continuous dependence on modeling for some well-posed perturbations for the
backward heat equation, J. Inequal. Appl. 3 (1999) 51–64.
[3] K.A. Ames, L.E. Payne, P.W. Schaefer, Energy and pointwise bounds in some nonstandard parabolic prob-
lems, Proc. Roy. Soc. Edinburgh Sect. A 134 (2004) 1–9.
[4] K.A. Ames, L.E. Payne, P.W. Schaefer, On a nonstandard problem for heat conduction in a cylinder, Appl.
Anal. 83 (2004) 125–133.
[5] G. Clark, C. Oppenheimer, Quasireversibility methods for non-well-posed problems, Electron. J. Differential
Equations 8 (2004) 1–9.
[6] R.J. Knops, L.E. Payne, Alternative spatial growth and decay for constrained motion in an elastic cylinder,
J. Math. Mech. Solids, in press.
[7] L.E. Payne, P.W. Schaefer, Energy bounds for some nonstandard problems in partial differential equations,
J. Math. Anal. Appl. 273 (2001) 75–92.
[8] R.E. Showalter, Cauchy problem for hyper-parabolic partial differential equations, in: Trends in the Theory
and Practice of Non-Linear Analysis, 1985, pp. 789–815.
