The aim of this study was to develop a digital histopathology system for identifying odontogenic keratocysts in hematoxylin-and eosin-stained tissue specimens of jaw cysts. Approximately 5000 microscopy images with 400× magnification were obtained from 199 odontogenic keratocysts, 208 dentigerous cysts, and 55 radicular cysts. A proportion of these images were used to make training patches, which were annotated as belonging to one of the following three classes: keratocysts, non-keratocysts, and stroma. The patches for the cysts contained the complete lining epithelium, with the cyst cavity being present on the upper side. The convolutional neural network (CNN) VGG16 was finetuned to this dataset. The trained CNN could recognize the basal cell palisading pattern, which is the definitive criterion for diagnosing keratocysts. Some of the remaining images were scanned and analyzed by the trained CNN, whose output was then used to train another CNN for binary classification (keratocyst or not). The area under the receiver operating characteristics curve for the entire algorithm was 0.997 for the test dataset. Thus, the proposed patch classification strategy is usable for automated keratocyst diagnosis. However, further optimization must be performed to make it suitable for practical use.
Introduction
Many attempts have been made over the years to use automated machine vision systems for the analysis of medical images [1, 2] . Although the development of machine vision systems in the field of histopathology has generally lagged, research efforts to develop practical systems in this field are now accelerating [3, 4] . An automated system is expected to reduce the workload of pathologists and make up for the shortage in experts in the field [1] . Pathologists analyze abnormal histological findings in tissue specimens taken from patients and interpret their findings to deduce the etiology. These findings are then integrated to provide conclusive remarks in the form of a pathological diagnosis. The process calls for both expert knowledge and practical experience. However, if one only focuses on the source and the end product, making a pathological diagnosis can be regarded as an image classification task that incorporates additional information such as the site of the tissue, the patient's clinical history, and the macroscopic appearance of the tissue.
In machine learning, classification is done based on the optimized boundary for discrimination in a high-dimensional feature space [5] . For this purpose, discriminant features are extracted from images and assessed statistically. The features used conventionally in the automated analysis of histopathological images include generalized textural ones such as the contrast or entropy, as well as more specialized cytological features such as the number, size, and distribution of the cell nuclei or cell borders [1] . These approaches are suitable for solving a few specific problems. However, there exists a gap between the research being done and its applicability in real-world pathological investigations. Until the early 2010s, extracting useful features was a laborious task and had to be peformed manually by human researchers. However, deep learning using convolutional neural networks (CNNs) has rapidly become the method of choice in image analysis. In this case, computers are trained using example data, and one can autonomously optimize the parameters. With respect to the machine learning analysis of histologic images, there exist three major challenges: (1) the detection and evaluation of cellular structures such as nuclei, (2) the detection, evaluation, and segmentation of tissue structures such as glands and tumor nests, and (3) the classification of the entire slide image. There have been several studies on analyzing images related to major diseases such as breast cancer [6, 7, 8] , prostate cancer [9, 10] , and colon cancer [11, 12] , which affect a large number of people around the world. In contrast, rare diseases have seldom been the focus of this approach, mainly owing to the difficulty in collecting large sets of related images. Still, the diagnosis of rare diseases is a promising area of application for machine vision systems, as such systems should be able to assist pathologists in evaluating unfamiliar diseases.
Odontogenic keratocysts (referred to as keratocysts hereafter) are relatively rare cysts that form in the jaw bone, accounting for approximately 10% of all jaw cysts [13] . Keratocysts are a distinct entity with a unique histologic appearance. The lining epithelium is a squamous epithelium composed of approximately 5-8 layers of cells, whose surface is parakeratinized. The basal cells are cuboidal or columnar with elliptical nuclei and are aligned regularly, generating a so-called palisading pattern [14] . In other types of jaw cysts, the lining epithelium does not exhibit the distinct histologic characteristics seen in the case of keratocysts. Thus, jaw cysts other than keratocysts (referred to as non-keratocysts hereafter) are defined by their location and their association with a dental treatment or inflammation instead of based on histological characteristics. These include radicular cysts and dentigerous cysts, which account for approximately 50% and 20%, respectively, of all jaw cysts [13, 14] . Non-keratocysts are treated by enucleation. However, different treatment strategies are used in the case of keratocysts, because they show more aggressive growth, exhibiting high recurrence rates if treated simply by enucleation [15, 16] . Therefore, the precise classification of keratocysts and non-keratocysts is crucial with respect to the pathological investigations of jaw cysts. Since there are no definitive histologic features for non-keratocysts, the challenge is to be able to distinguish keratocysts from the other types of jaw cysts.
Although jaw cysts are observed relatively frequently in medical departments that deal with oral lesions, they are less frequently encountered by general pathologists. Furthermore, the histologic appearance of keratocysts varies across cases, and there are no quantitative criteria to evaluate the related features. This variety and ambiguity results in considerable subjectivity in decision making, often leading to confusion and difficulties with respect to reproducibility, particularly in the case of inexperienced observers.
Several researchers have performed digital image analysis using microscopy images of keratocysts with 400× magnification. It has been reported there exist quantitative differences in the morphometric parameters of keratocysts and radicular cysts [17, 18, 19] . Since the algorithms employed in these studies were optimized and tested using a relatively small number of samples (approximately 20 cases of keratocysts), it remains unclear whether these algorithms can be used for real-world pathological analysis. Further, the algorithms used were conventional feature engineering algorithms, and a deeplearning-based approach that uses a larger dataset may improve the precision of the classification process and hence increase the suitability of this approach for real-world applications.
To reduce the subjectivity of the classification process and aid pathologists, we attempted to develop a histopathologic image analysis system for keratocyst detection. Since keratocyst specimens are submitted to the laboratory with prior labeling as to whether they were taken from a jaw cyst, the aim of this work was set to develop an algorithm that can determine whether a microscopy image of a jaw cyst specimen is that of a keratocyst or not. The ultimate goal is to be able to analyze and classify the entire slide image. However, in this study, we only analyzed high-magnification (400×) microscopy images.
Methods

Specimens
Tissue specimens corresponding to 199 cases of odontogenic keratocysts, 208 cases of dentigerous cysts, and 55 cases of radicular cysts were collected from the archives of the Dental Hospital of Tokyo Medical and Dental University. The tissues were fixed in 10% buffered formalin and embedded in paraffin as per the routine laboratory protocol. Next, 4-mm-thick sections were cut and stained with hematoxylin and eosin (H&E). This work was approved by the Ethics Committee of Tokyo Medical and Dental University (Registry Number D2018-061).
Computational framework
All the computational analyses were performed on a GPU (GeForce 1080Ti, Nvidia, Santa Clara, CA, USA)-equipped personal computer (Intel®Core™i7-8700 3.2 GHz, 64 GB RAM, Windows 10). The neural networks were built using Keras [20] .
Image datasets
The histological images were obtained using an optical microscope (BX43, Olympus, Tokyo, Japan) at 400× magnification, a digital camera (DP70, Olympus), and the imaging software CellSense (Olympus). The automatic exposure mode was used for exposure compensation. The maximum number of images taken from one specimen was limited to 30 in order to prevent overrepresentation. In the case of keratocysts (referred to as K hereafter), the areas that contained the lining epithelium with characteristic histologic features were located, and 2412 photographs were taken such that the images did not overlap. A total of 2293 photographs of dentigerous cysts were collected as the primary type of non-keratocysts (referred to as N hereafter). For the images of the stroma (referred to as S hereafter), 210 photographs were collected from 30 jaw cyst specimens at the areas that lacked the lining epithelium and were composed solely of stromal tissues that were fibrous or inflammatory granulation tissues. A total of 50 photographs of radicular cysts were collected for the test dataset (referred to as R hereafter)( Figure 1A ).
The photographs were saved as 1224×960 pixel (px) image files in the jpeg format. These images are referred to as "large images" hereafter. During preprocessing, all large images were normalized using the Match Color function of Photoshop CS4 (Adobe, San Jose, CA, USA).
Next, 1704 large images of K corresponding to 102 cases and 1635 large images of N corresponding to 105 cases were used to make the training patches (256×256 px) ; this procedure is discussed later ( Figure 1B ).
These image patches are referred to as "small images" hereafter. Next, 160 large images of 19 jaw-cyst-derived specimens that did not contain the lining epithelium were used to generate 5000 small images of S. An area of 362×362 px was randomly cropped from large images and rotated at a random angle. Then, the central 256×256 px area was removed. In addition, 658 large images of K from 72 cases and 608 large images of N from 78 cases were used for training the second CNN ( Figure 1A ). In addition, 100 small images each of K and N were collected from this dataset using the first method ( Figure 1B ) described in the Results section to test the first CNN. A total of 50 large images of K from 25 cases, 50 large images of N from 25 cases, 50 large images from 11 jaw-cyst-exhibiting specimens that did not contain the lining epithelium (i.e., S), and 50 large images of R from 25 cases were used to test the entire model. Small images of K and N were obtained by manually cropping large images. The patch locations were such that they contained the definitive histologic features necessary and sufficient for classification.
In specimens in which the lining epithelium was too thick to fit within an area of 256×256 px, the patch size was increased to 320×320 px, and the cropped images were resized to 256×256 px. These downsized images were less than 2% of the total number of small images. Samples with thicker lining epithelia whose layers were larger than the 320×320 px patch were omitted. Several small images were from individual large images; however, care was taken to avoid overlapping.
Training of models VGG16 [21] or Resnet34 [22] was implemented for the first CNN. For VGG16, parameters obtained using ImageNet [23] were used as the initial values, and the parameters for the bottom 10 layers were determined during training. Small images were fed into the first CNN after they had been converted into 224×224 px images to fit the Resnet34 architecture as well as to reduce the computation load. The hyperparameters were determined empirically. Large images were resized to 1071×840 px before being scanned and analyzed by the first CNN. The 224×224 px patch of a 1071×840 px large image corresponded to the 256×256 px patch on a 1224×960 px large image. A simple CNN with three convolutional layers was employed as the second CNN. Training was performed thrice, and the highest accuracy and lowest loss in validation data were recorded during each training step, and the mean values were considered.
Results
First, we prepared a training image dataset of keratocysts (K) and non-keratocysts (N). We assumed that the most difficult step in this task would be discriminating between K and the dentigerous cysts with thick lining epithelia. The Figure 1 . Workflow employed. A) Three independent sets of cases were used to train first and second CNNs and to test entire model. "Large img" denotes 1224×960 px images obtained at magnification of 400×. "Small img" denotes 256×256 px image patches. Arrows represent input or processing. Big arrows represent analysis. K: keratocysts, N: non-keratocysts, S: stromal tissues, and R: radicular cysts. B) Methods for generating patches. In first method, 256×256 px patches were manually located on lining epithelium and cropped. In all patches, cyst cavity is located on upper side. In second method, ground truth images were prepared manually. 362×362 px patches were randomly cropped and rotated at random angle. Then, central 256×256 px portion was cropped. Corresponding ground truth images was referred to and patches in which keratocyst elements made up less than 70% of image were discarded.
latter are sometimes similar to radicular cysts in appearance, once inflammation has subsided, and histologically hard to distinguish from dentigerous cysts (Figure 2 ). Therefore, we collected images of N that included those of dentigerous cysts. From large images (1224×960 px), patches of small images (256×256 px) were cropped using two different methods.
In the first method, small images were manually cropped and collected. The patch size was determined empirically such that the entire lining epithelium fit within a patch of this size in the case of most samples. The lining epithelium has a cavity side and a stromal side. To preserve this orientation in the image data, the training images were cropped after adjusting the rotation so that the cyst cavity appeared on the upper side of the patch ( Figure 1B) . Dataset K was created to be representative of the typical histology (Figure 2A ) in the same proportion as is the case for the entire population. For N, the common histologic appearance was a thin lining epithelium consisting of 2-3 cell layers ( Figure 2B ). The majority of the samples in N with this histological feature could be distinguished from those in K with ease; the bigger challenge was to distinguish the samples in N with a thick lining epithelium ( Figure 2C ). For efficient training, the latter samples in N were collected in case they contained the thick epithelium. Images showing a common N-like histology were also included in the dataset but in a proportion smaller than that for the entire population. Therefore, the collected small images of N were not a subset of a statistical sample reflecting the entire population but were biased towards the cases that were difficult to discriminate from those in K. The training dataset consisted of 5407 and 5114 small images corresponding to K and N, respectively ( Figure 1A ). In the second method, we manually annotated the main body of the samples in K, that is, the lining epithelium, and formed ground truth images ( Figure  1B) . Then, 362×362 px patches were obtained by cropping large images at random locations. The cropped images were then rotated by a random angle, and the central 256×256 px portion was cropped. Patches wherein more than half of the total area was blank (i.e., no tissue present) were discarded. For the images of K, the teacher data images were referred to, and only the images where the K-related elements made up more than 70% of the total area were considered ( Figure 1B) . A total of 10000 small images each of K and N were collected using the second method.
We adopted the VGG16 and Resnet34 CNN architectures. Both VGG16 and Resnet34 were fine tuned. The small image dataset was fed into both networks after the images had being resized to 224×224 px, so that they matched the Resnet architecture.
The small image dataset was divided into training and validation datasets in a 20:1 ratio, and both CNNs were trained to achieve an accuracy of more than 98% for the validation dataset. The trained CNNs were evaluated using a small image test dataset that consisted of 100 K and 100 N samples. The area under the receiver operating characteristic (ROC) curve (AUC) value was 0.998 for VGG16 and 0.996 for Resnet34 (Table 1) , when the CNNs were trained using the dataset prepared manually using the first method ( Figure 1B) . Table 1 . AUC values of first CNN tested using dataset consisting of 100 keratocysts and 100 non-keratocysts. For "VGG16 init", kernel initialization was performed using trainable filters before retuning. K/N denotes binary classification between keratocysts and non-keratocysts. K/N/S denotes three-category classification and includes the stroma. K/(N+S) denotes binary classification between keratocysts and non-keratocysts, including the stroma. K/N method 2 means model was trained using patch dataset prepared using second method (see Figure 1B) .
Thus, both models were found to be promising classifiers for K and N ( Figures 3A and 3B ). The models trained using the dataset prepared by the second method ( Figure 1B ) exhibited much lower AUC values (Table 1) , which did not improve significantly after hyperparameter tuning. Hence, we decided to use the first CNN trained using the manually prepared dataset for the rest of the study. To gain insights into the image features based on which the model discriminates between K and N, we checked the outputs of the VGG16 convolutional filters. Of the 512 filters that constituted the last convolutional layer, 60-70% showed outputs that were zero in response to K and N ( Figure 4A ). Although the list of the activated filters is shared by K and N, some filters were significantly more activated by K ( Figure  4B ), implying that these filters are important for recognizing K. To further examine the filter functions, input images that maximized the output of the convolutional filters were generated using the gradient ascent method [24] . The filters that were activated by the K and N images generated only a few types of patterns using the gradient ascent method. The most common pattern was an "aligned capsule"-like pattern ( Figure 4C ). Filter activation maps superimposed onto the input image [25] revealed that the locations for filter activation were the areas that included the basal layer of K ( Figure  4D ). Another type of filter responded to spinous cells with prominent nucleoli (Figure 4C ). The facts that most filters were not used and that similar ones were redundant may be attributed to the suboptimal kernel initialization of the trainable layers because the values obtained through training using ImageNet [23] data were used as the initial values [20] . When these filters were initialized using a uniform or Gaussian distribution, most of them returned interpretable images with various patterns when the gradient ascent method was employed ( Figure 5) . However, the accuracy of classification was lower as compared to that for VGG16 without kernel initialization (Table 1 ). Figure 5 . Filter patterns of last convolutional layer, generated using gradient ascent method. VGG16 was retuned using small images of keratocysts and non-keratocysts. Numbers denote filter numbers. A) Kernel parameters obtained using ImageNet were employed as initial values of the CNN. B) Trainable parameters were initialized using Gaussian distribution before refitting.
Using a small image-sized window, large images were scanned, and feature maps representing the probability of K in each grid were produced ( Figure 6 ). The scan strides were determined such that approximately one-third of the adjacent windows overlapped, yielding 20×16 grids of the cropped patches. The patches were rotated by 0 to 360°d egrees in steps of 15°, and the margins were filled with white. Further, all the rotated patches were analyzed using the trained first CNN in order to calculate the probability (Figure 6A) . A sample probability map with three dimensions (angle×height×width) is shown as a heatmap in Figure 6B . The probability in each grid was maximal when the rotation angle matched the orientation of the training images where the baso-apical axis was vertical and the cystic space was located on the upper side. In addition, the probability was relatively high for a 180°inversed rotation and very low for all other angles; this was indicative of the orientation dependency of the model. The sensitivity of K detection was satisfactory. However, the first CNN, which was trained using only K and N images, often returned a high probability for K in response to stromal tissue, particularly in the case of those accompanied by inflammation ( Figure 6C ). To eliminate this noise, we prepared a small image dataset consisting only of images of stromal tissue (see Figure 2D ) and trained the CNN again, with the aim of categorizing small images into 3 classes: K, N, and S. The AUC value for binary classification into K or N, with S being classified as N, using the trained model was sufficiently high (Table 1) , and the noise in the feature map for large images was reduced by using the model trained for three-category (K, N, or S) classification as compared to that for the model trained for binary K or N classification ( Figure  6C ). When small images of N and S were combined to train the model for classifying the samples into two classes, K or (N and S), the AUC for the small image classification of K and N was similar to that for the model trained for K, N, and S (Table 1) . However, the feature map of large images contained more noise. Because the AUC values for small image classification using VGG16 and Resnet34 were similar, we chose to use the VGG16 model trained for three-category (K, N, or S) classification as the first CNN for the rest of the study. To reduce the computational load, a step size of 30°was used for the rotation angles. Figure shows scales for large images, small image-sized scan window, and scan strides, which are depicted by cross-cut lines. B) Feature map of A) was generated using trained first CNN (VGG16) and is displayed as heatmap of probability for keratocysts. Each tile corresponds to different rotation angle of patches. C) Heatmap of maximum probability at each spatial tile, providing rough picture of keratocyst architecture. VGG KN was trained using dataset with binary (keratocysts (K) and non-keratocyst (N)) classification. VGG KNS was trained using dataset with three-category (K, N, and stroma (S)) classification. D) ROC curve and AUC of model (VGG KNS + 2nd CNN) obtained using dataset composed of 50 large images each of K, N, S, and radicular cysts (R).
A total of 658 large images of K and 608 large images of N were used to train the second CNN. These were scanned and analyzed using the first CNN in order to generate feature maps with four dimensions (12×16×20×3, (angle×height× width×class)), which were then fed into the second CNN for training with the aim of classifying the entire large image dataset into K or N. A simple network with three convolutional layers was used for the second CNN.
Finally, the entire model (the trained first and second CNNs) was evaluated using the test dataset, which consisted of 50 large images each of K, N, S, and R (Figure 7) . While images of R were not included in the training data, we expected that the areas with inflammation would be classified as S and that the areas without inflammation would be classified as N, given the histological similarity between them. In both cases, it was expected that the images would be classified as belonging to the non-keratocyst category. The test dataset was prepared using the cases that had not been included in the training dataset. During the identification of K in 200 large images, the AUC was 0.997 ( Figure 6D ). For a threshold of 0.5, the accuracy, recall (sensitivity), precision, and specificity were 0.980, 0.980, 0.942, and 0.980, respectively.
Discussion
The small image-sized patch can be considered the smallest unit based on which the keratocyst-specific histology can be defined. If it were to be divided into smaller patches, the resulting patches would no longer retain the attributes characteristic of keratocysts. Thus, this patch classification strategy of using two CNNs, as was done in this study, is a reasonable one for identifying keratocysts. The process involved overcoming the three challenges described in the Introduction section. The first CNN investigated the cellular features and their arrangement, while the second CNN investigated the cyst architecture and assigned a class to the entire image. The trained model could successfully recognize keratocysts in most instances. However, several challenges remain with respect to the clinical applicability of the proposed method. False negatives arose mainly owing to the omission of training data corresponding to cases with a very thick lining epithelium. This was a compromise made to simplify the classification task, and most false negatives can be avoided simply by increasing the patch size to encompass the thickest lining epithelium. In 99% of the cases used, the lining epithelium was less than 600 px thick, with the thickest part being approximately 800 px in thickness. Increasing the size of the images in the dataset would mean a tradeoff with the number of images. Further, a bigger window would contain more stromal areas and may decrease the training efficiency. The use of both small and large windows together (for example, 256×256 and 600×600 px windows) could be one workaround to avoid this tradeoff. False positives were reported in the case of distorted lining epithelia owing to the artifacts arising during tissue processing. Since we probably avoided these "dirty" parts during patch collection by instinct, adding these "bad" images to the training dataset may improve the specificity.
A completely automated system that can examine images of the entire slide taken using a virtual slide system needs to be developed. For this, large images would have to be analyzed. For example, a preliminary survey showed that 10 randomly chosen biopsy specimens of keratocysts had tissue areas corresponding to an average of 248 (range of 182-411) large images. The algorithms used in this study could analyze one large image in approximately 20 s on a single-GPU computer. Thus, the total computation time for a single specimen would be approximately 1-2 h, if the tissue areas were to be extracted during preprocessing and divided into large imagesized patches for stepwise analysis. This process would take significantly longer than what pathologists take to analyze a single specimen (a few minutes or less). However, this should not be an obstacle to the practical implementation of the proposed system, since pathological investigations do not require processing times of the order of seconds or minutes. Further, the computation time could be decreased by optimizing the algorithm and using parallel processing. The lining epithelium is usually present only in a limited area. For example, in the abovementioned specimens, the lining epithelia were included only in approximately 10-20% of large images. Theoretically, only one area with a definitive keratocyst feature is sufficient for diagnosis. However, the presence of only a few positives in the small image patches will lead to a high number of false positives unless the specificity of the first CNN is improved further. Hence, having one or more positives in the large image tiles would be a practical solution. The accuracy of the "whole slide" image analysis process could probably be improved by adding a third CNN that evaluates the feature map composed of the outputs from the second CNN. However, the number of data samples cannot exceed the number of specimens used for training the third CNN; this limits the size of the dataset. "Whole slide" image analysis requires the optimization and refinement of the model as well as the collection of more data as the next step.
The process of decision making using neural networks is commonly regarded as one involving a black box. Even if the correct answer is obtained, a judgment based on features not related to the pathophysiology would not be acceptable to clinicians because of the lack of accountability. The activation pattern of the intermediate layer suggested that the first CNN was responding to cellular features similar to those that pathologists pay close attention to when examining keratocysts. The "capsule pattern" filters seemed to respond to the aligned elliptical nuclei of the basal cells, which are a definitive feature of keratocysts, suggesting that the CNN spontaneously learned of this fundamental diagnostic criterion. However, the promising results obtained can be attributed to the favorable nature of keratocysts, which have a stereotypic appearance. In case of other diseases that usually exhibit different histologies, the extraction of the features essential for classification would be a more demanding task.
Finally, filters that responded strongly to the spinous cells with prominent nucleoli were also generated. The outputs of these filters were significantly higher in the case of keratocysts. In a biological context, this seemingly reflects the high protein synthesis activity in the spinous layer of keratocysts, given the high degree of keratinization. Although this fact may be selfevident, it is not mentioned in textbooks and is an example of a neural network discovering a histological feature that was overlooked by human observers.
Recognizing keratocysts in small images was mainly dependent on a few types of filters in the last convolutional layer. This simplified optimization resulted in a high overall accuracy but led to failure in distinguishing samples with poor histological characteristics. The palisading pattern is almost absent in some keratocysts, whereas non-keratocysts may exhibit a pseudo-palisading pattern. Pathologists can also discern other features such as the degree of keratinization and cell attachment. Although these are not crucial for the classification decision, pathologists use them as supporting evidence. However, most of these features seem to have been ignored by the CNNs. Ideally, an automated diagnosis system should be trained to pay attention to the same histologic features as pathologists because they may contain information relevant to the pathogenesis of the lesions. A straightforward solution for ensuring that the neural network learns these specific histological characteristics would be to annotate the images with the particular features as subclasses. Most of these attributes are based on subtle differences in the texture or architecture and are not easy to label. Additional studies are needed to determine whether CNNs can handle these ambiguous histological features.
In practice, additional information apart from that obtained by H&E staining is available for pathological diagnosis. Histopathology was initially based on H&E staining. However, there are other methods now available that are more suitable for machine vision. For example, the palisading patterns can be recognized using a simple nuclear staining technique such as DAPI staining. This can also reduce the size of the dataset because the DAPI-stained images consist of one-dimensional density datapoints. In addition, the cyst architecture can be visualized by immunostaining using an anti-keratin antibody instead of based on epithelial segmentation. In the case of keratocysts and non-keratocysts classification, immunostaining using the anti-BCL2 antibody would be useful, since it specifically labels the basal cells of keratocysts [26] . With the use of several alternative diagnostic markers, automated pathological diagnosis may become more feasible based on the use of the appropriate immunostaining method instead of H&E staining, if one can take care of the higher costs involved. That said, it remains a challenge to develop an image analysis system that can mimic the performance of human experts in analyzing H&E-stained tissue specimens.
