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第 1章 序論 
 
 
 
1.1 研究背景 
ヒトは視覚をはじめとする感覚器官から得た外部環境の情報を基にして，作
業内容や環境変動に応じて身体各部位の姿勢や四肢先端の発揮力といった運動
特性を適切に調節している(1,2)．例えば，自動車運転時においても前方視界とメ
ータ類から視覚情報を得ることによって身体動作を適切に制御し，ステアリン
グやペダルの他，様々な機能を有するスイッチなどを操作している．このように，
運転時におけるヒトの視覚情報と身体動作は深く関係しており，双方を考慮し
て運転操作系を設計することによって，より快適な自動車操縦空間を実現する
ことができるといえる．  
自動車の各種メータやスイッチ類，エアコン，オーディオなどが納められてい
る部分のことをインストルメントパネル(Fig. 1.1)と呼び，近年では技術の進歩に
よってインストルメントパネルに様々な機能が追加されている．それに伴い，操
作を要するスイッチの数も増加しているため，ニュートラルな運転姿勢からで
は全てのスイッチを視認することができず，場合によっては身体を傾けてスイ
ッチを視認する必要がある(Fig. 1.2)．このようなスイッチはわき見運転防止のた
め，運転中に操作することのないよう走行には直接関係のない機能が割り当て
られているが，増加するスイッチの影響で配置設計が困難になっているのもま
た現状である． 
現代の一般的なインストルメントパネルは，自動車産業界で蓄積された熟練
技能に基づいて実現されているが，限られた空間サイズとデザイン性やコスト
の兼ね合いもあり，定量化したヒトの実特性に基づいた設計アプローチはされ
ていない(3)．その原因としてどのようなヒトの実特性を考慮して評価・設計すべ
きか，そしてそれらを実用レベルで活用することの有用性が十分示されていな
いことが挙げられる．現に，自動車本体の設計は CAD や CAE などを用いて，
様々な力学的特性に基づいて行われているが，車内スイッチの配置や使いやす
さなどの評価になると，モックアップなどの試作品を作成して主観的な確認に
よって行われることが大半である(4)．このような設計サイクルでは試作品を作る
工程や被験者を集めての実験が必要となり，設計プロセスの効率化やコストと
いう観点から見ると望ましいとは言えない．そのため，試作品の作成や実験など
を行わずにコンピュータ上で評価ができる設計支援システムが求められている．
コンピュータ上で身体運動を再現するモデルをデジタルヒューマンと呼ぶが，
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このデジタルヒューマン技術を用いることによって，設計の初期段階において
ヒトの視覚特性，運動特性に基づいた机上評価を行い，適切なフィードバックを
することで設計期間の短縮や開発コストの低減を期待できる． 
デジタルヒューマン技術を用いた自動車に関する研究はいくつか行われてい
るが(5,6)，ヒトの視覚特性と関連付けて自動車操縦空間を評価する研究は行われ
ていない． 
一方，ヒトの視覚特性に関する研究は多く行われており，様々な種類の眼球運
動を個別にモデル化した研究や(7,8,9)，運転時における眼球と頭部の協調運動に着
目した研究もある(10,11)．しかしながら，これらの研究は実際に眼球運動と頭部運
動を計測して運転者の運転特性を明らかにしたものであり，インストルメント
パネルの設計に応用されるものではない．自動車インテリアの評価として田中
ら(3)は，視覚特性と運動特性に基づいた 3 つの評価指標を定義し，運転時の計測
を行うことで自動車インテリア・パッケージを定量的に解析評価する手法を提
案しているが，評価指標に計測値を用いるために実験を行うことが絶対条件で
あり，設計期間を短縮することはできない． 
 
 
Fig. 1.1. 自動車のインストルメントパネル(12) 
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Fig. 1.2. ハンドルの裏に配置しているスイッチ 
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1.2 研究目的 
 本研究では自動車設計支援システムとして，生体力学・生理学的特性に基づい
たインストルメントパネルの各種メータ，スイッチ配置の視認性評価システム
を構築することを目的とする．方法論としては，身体運動を生成するモデルと視
認率を算出するモデルを構築し，連成して動かすことによって，設計者が視認目
標点を入力したら見えやすさの指標を表す値を出力する．これにより，実際に
3DCAD で設計した段階で設計者が視認性評価を行いたい座標をシステムに入
力するだけで，身体負荷を考慮した視認性評価，つまり見えやすさの指標を得る
ことができる．これにより，より快適な自動車操縦空間を実現するとともに，モ
ックアップを試作する段階を減らすことができ，設計コストを低減と設計期間
の短縮を期待することができる． 
しかし，本システムはあくまでも自動車設計支援システムであり，システムか
ら出力される値が設計指針の全てになるというわけではない．スイッチの見え
やすさやデザイン性，コストなど自動車操縦空間を設計する上での様々な要素
の中で，その中のひとつである見えやすさという部分において参考材料として
提供するということである．  
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第 2章 システムの概要 
 
 
 
2.1 システム構築の基本方針 
 本研究の目的を達成するにあたり，以下の要素が必要となる． 
 身体負荷が最小かつ視認率が最大となる身体運動の生成 
 与えた視認目標点が見えているかの判断 
 視認目標点がどれくらい見やすいかを示す指標の算出 
 設計者が簡便にシミュレーション条件を変更することができる 
 
本システムは視認目標点を与えられたときに，その見えやすさを示す指標を
算出することが最大の目的となるが，ここでいう見えやすさとは，身体の負荷と
眼球の負荷が少なく，視認目標点が注視できることを示している． 
以上の要素を満たすために本研究では，身体運動を生成するモデルと視認率
を算出するモデルをそれぞれ構築し，両モデルを連成して動かすことによって，
視認性を考慮した身体運動の生成および与えられた視認目標点がどれくらい見
やすいかを示す指標を算出することとした． 
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2.2 システムの構成 
 本システムは身体運動を生成する眼球・筋骨格モデルと，その身体運動を体表
面形状モデルに反映して視野を生成する視野判断モデルから構成されている．
眼球・筋骨格モデルは筋骨格モデルと眼球運動モデルから構成されており，眼球
運動モデルはさらに 3 つの眼球運動から構成されている．筋骨格モデルは本研
究室が保有している自作の歩行シミュレーションモデルを車両乗員用に改良し
た．同様に眼球運動モデルも本研究質が保有しているモデルを本研究に合わせ
て改良したものを用いた．視野判断モデルには，仮想的な自動車操縦空間の中に
体表面形状モデルが存在している．これらを連成して動かすことによって視認
性と身体負荷を考慮した身体運動を生成している．眼球・筋骨格モデルと視野判
断モデルはそれぞれ独立して動いているが，その間でデータのやり取りをする
ことによって連成して動く．データのやり取りは共有のデータ受け渡し用フォ
ルダにそれぞれテキストファイルで出力している．眼球・筋骨格モデルは生成し
た身体運動の姿勢情報を視野判断モデルに渡し，視野判断モデルは与えられた
姿勢情報から視認率を算出して眼球・筋骨格モデルに渡す．それぞれのモデルの
連成図を Fig. 2.1 に示す． 
 システムユーザはシミュレーション条件としては視認目標点，運転者の体格，
インストルメントパネルの CAD データ，ハンドル把持位置，ヒップポイントを
指定することができる．その条件に対して，指定した視認目標点はどのくらい見
えやすいかを示す指標と，その視認目標点を見るための身体運動アニメーショ
ンが結果として出力される．このシミュレーション条件はカンマ区切りファイ
ルで作成されており，システムユーザはこのファイルのみを編集すればよい． 
 
 
Fig. 2.1. 眼球・筋骨格モデルと視野判断モデルの連成図 
 
 7 
 
第 3章 眼球・筋骨格モデル 
 
 
 
 眼球・筋骨格モデルは身体運動を生成する筋骨格モデルと眼球運動を生成す
る眼球運動モデルから構成されている．この 2 つのモデルを統合することによ
り，眼球運動負荷と身体負荷を考慮した身体運動を生成することが可能となる．    
筋骨格モデルは C 言語を用いて作成した自作のプログラムである．本研究で
は Hase らが開発した歩行シミュレーションモデル(13)を視認性評価システムに
合わせて拡張したものを用いている．今回は動力学的計算と準静的計算の 2 種
類を構築した． 
 眼球運動モデルも筋骨格モデルと同様に C 言語を用いて作成した．本研究室
はすでに先行研究の車両乗員モデルで用いられていた眼球運動モデルを保有し
ている．このモデルは文献を参考に 3つの眼球運動モデルから構成されており，
それぞれを統合している．本研究ではこのモデルを視認性評価システムに合わ
せて改良したものを用いている． 
 筋骨格モデルと眼球運動モデルの統合は，前述した車両乗員モデルでの統合
方法を用いている．また，各眼球運動モデルは筋骨格モデルと統合するために，
周波数領域から時間領域へ変換されている．この変換プロセスに関しては巻末
の付録に記載する． 
 以下，それぞれのプロセスを説明する． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 8 
 
3.1 筋骨格モデル（動力学的計算方法） 
 動力学的計算方法では，2 つのポテンシャル場を考え，その勾配が少なくなる
方向に探索計算することによって各関節モーメントを算出していく．具体的に
は，現時点の姿勢に摂動を与え，評価関数に基づいて最適な次の時刻の姿勢を決
定する方法である．評価関数に関しては後述する．これにより，初期姿勢から視
認目標点を視認するまでの姿勢を時々刻々と生成することが可能となる． 
 
 
 
 
 
 
 
 
 
 
 
3.1.1 運動代表点の定義 
筋骨格モデルでは様々な身体運動を生体力学的に妥当で，かつ簡便で計算コス
トが低いものである必要がある．そのため，身体各部位の任意の位置に運動代表
点を定め，その運動軌道を定義できるようする．例えば，リーチング運動などの
場合は手先の 1 点が運動代表点となる．体幹を直立化させる場合は頭頂部や頸
部に運動代表点を定義する．これらの代表点は生成したい身体運動の種類に応
じて適宜定める．この運動代表点の 3 次元位置は空間座標系によって記述する
ことで生成する身体運動を定義することとした．すなわち，身体運動は運動代表
点の初期位置から目標（終端）位置への移動として定義される．この座標位置は，
他の運動代表点を基準とした相対的な座標値としても定義できる． 
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3.1.2 運動代表点の軌道生成 
 与えられた運動代表点の初期位置から目標(終端)位置までを滑らかに結ぶ運
動軌道を生成できるようにした．ここでは初期位置の座標値ならびに仮想速度
ベクトルと目標位置の座標値と仮想速度ベクトルとをパラメータとする
Ferguson 曲線によって軌道曲線を定義した．この仮想速度ベクトルは軌道の向
きと曲線の曲率を定めるものであり，運動代表点の速度を直接的に定義するも
のではない， 
 運動軌道曲線を上記の方法によりあらかじめ規定すれば，運動代表点の運動
は軌道曲線上に沿った 1 自由度運動とみなすことができる．この 1 自由度の運
動は時間的に滑らかな運動であると仮定し，躍度最小モデル(14)により変化させ
ることとした．躍度最小モデルによれば，その位置座標 xは以下のような単純な
多項式により一意に決定することができる． 
 
   4 5 30 0(15 6 10 )( )fx x x x             （3.1.2-1） 
 
ここで は運動区間時間 T で基準化された正規化時間，
0x は始点， fx は終点
位置である．このように簡便な式で滑らかな運動を実現できるが，単純な躍度最
小モデルでは速度のピークは運動の中間時点で固定され，加速と減速のプロフ
ァイルが対称となる運動しか生成できず，多様な運動パターンの実現ができな
い．そのため正規化時間 を実時間 t に対して，次の式のように非線形パラメー
タ を用いて変換することで加減速のプロファイルを変更可能とした． 
 
( / )t T               (3.1.2-2) 
 
ここで，T は運動区間時間である．この運動区間時間 T も運動を定義するパ
ラメータの一つとして予め決定しておく必要がある．この運動区間は多様な動
作を実現できるよう，複数個定義できるようにし，それらのシミュレーションを
時間的に連続して実行できるようにもした． 
 この運動軌道の定義の方法は軌道軌跡と時間軸変化とを独立して設定するも
のであり，Flash ら(14)による基本的な躍度最小モデルとは異なる考えである．
これは主にできるだけ少ないパラメータ，あるいは計算コストで多様な運動を
実現したいというシミュレータとしての利便性に主眼を置いてモデル構築した
ものであり，この考えに完全に一意する生体運動制御モデルは必ずしも存在し
ない．また，躍動最小モデルにおいても，力学的外乱などにより，運動軌道が変
化した場合，逐次的に軌道を計画するモデルも提案されている(15)．本モデルに
おいても車両運動などの力学的外乱によって目標として計画された運動姿勢か
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ら大きくずれてしまう場合などでは，目標軌道を運動の事前に計画する考え自
体にも生体モデルとしての妥当性の観点から検討の余地はあると考えている． 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.1.3 逆モデルベースによる運動指令生成 
身体運動において，理想的な軌道が与えられた場合，この運動を実現するため
には身体ダイナミクスの逆モデルに相当するモジュールによって，運動指令を
求める計算理論が提案されている(16)．本モデルにおいても，身体ダイナミクス
の逆モデルを考慮することで運動指令（関節駆動モーメント）を求めるようにす
る．脳の計算理論モデルの研究では身体のダイナミクスのモデル自体をどのよ
うに獲得するか，という点についても議論される場合があるが(17)，ここでは簡
単のため身体のダイナミクスを計算し得るモジュールはすでに脳内に存在して
いると考え，身体力学モデルの逆動力学計算ルーチンを利用する．すなわち，関
節角度などの身体の運動（関節）変位を qとすると身体力学系の逆モデルは次式
のように与えられる． 
( , , ) n Mq h q q f            (3.1.3-1) 
ここで，Mは慣性行列， ()h はコリオリ力，遠心力，外力の影響を表わすベク
トル， f は身体に作用する外力， nは筋による関節駆動モーメントである．  
計画された軌道を実現し得る関節駆動モーメントを求めるため，前述の軌道計
画により求められた軌道と現時点での身体の姿勢との差異に応じた仮想的な力
を考え，これを内部逆モデルに作用する外力の一種とする．これをここでは意志
力と呼ぶことにする．すなわち，意志力 intentionf は以下のように求める． 
 1 2( ) ( )intention intention current desired current desiredk k   f A p p p p      (3.1.3-2) 
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ここで， currentp は現時点での運動代表点の位置座標， desiredp は軌道計画により求
められた運動代表点の位置座標，
intentionA は重み行列（対角行列）で，複数の運動
代表点の重要度や運動の向きの重要度に応じて定める． 1 2,k k は位置情報と速度
情報の重みを定める係数である．この意志力を他の身体に作用する反力と同等
の外力と扱い，次式のように逆モデルに与えれば，軌道計画の軌道を実現し得る
関節駆動モーメント ( )intentionn f が得られると期待できる． 
( ) ( , , , )intention intention n f Mq h q q f f         (3.1.3-3) 
しかし，意志力やそれの基となる目標軌道は必ずしも厳密に実現すべき運動を
規定したものではない．例えば，複数の運動代表点を規定した場合，相互の動き
にある程度の矛盾があってもそれを許容するようにすれば，身体運動の定義が
容易になる．そもそも，意志力は実際には身体に作用していない仮想的な力であ
るため，力学的なつり合いを通常は満たさなくなる．また，筋負担の最小化のよ
うな生体力学的な負担に基づく運動生成を実現していない問題もある．さらに
は，逆モデルを単純に計算すると，関節自由度のみならず，身体と空間座標系と
の間の自由度に対する駆動力・モーメントが算出されてしまう．一方，生体・身
体の運動規範を何らかのポテンシャルとして定め，最小化するダイナミクスを
考慮することで生体の自然な動きを自律的に獲得するモデルが提案されている
(18)．そのため，本モデルにおいても以下のような身体運動の規範となり得るポ
テンシャルを考え，これを最小化する仕組みを導入する．すなわち，次式のよう
に意志力に相当する状態変数 uを運動規範ポテンシャル inverseU の状態変数とし，
意志力と一致し，かつ逆モデルによる関節駆動モーメントの総和を減少させる
ような状態変数 uを得られるダイナミクスを考える． 
3 4
( )inverse
intention
Ud
k k
dt

   

uu
u f
u
        (3.1.3-4) 
1( ) ( ) ( )
T
inverseU u n u A n u
          (3.1.3-5) 
( ) ( , , , ) n u Mq h q q f u           (3.1.3-6) 
ここで ( )n u は意志力相当の状態変数 uを逆モデルに作用させた場合に得られ
る関節駆動モーメントである． 3 4,k k は係数， 1A も重み係数行列であり，これは空
間座標系と身体モデルとの間の自由度に対応する関節駆動モーメント・駆動力
に対応する重みを相対的に大きくするようにした．また，式(3.1.3-4)におけるポ
テンシャルの勾配 inverseU uの計算は解析的に求めるのが困難であるため，実際
の計算では摂動を与えた差分式によって求める． 
 以上は身体運動のみで，眼球との連成を考えていないモデルであるが，眼球
運動との連成を考えた場合，この運動ポテンシャル inverseU に眼球モデルから得ら
れる眼球運動負荷𝐿𝑒𝑦𝑒を加え，これを新たに運動規範ポテンシャル inverseU とす
る． 
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  ?̇?𝑖𝑛𝑣𝑒𝑟𝑠𝑒(𝑢) = 𝑈𝑖𝑛𝑣𝑒𝑟𝑠𝑒(𝑢) + 𝐿𝑒𝑦𝑒        (3.1.3-5)’ 
 
この眼球運動負荷𝐿𝑒𝑦𝑒は後述の眼球モデルより得られる．これにより，身体
負荷と眼球運動負荷の両方を低減する運動の生成が期待できる． 
多関節マニピュレータのようなロボット制御ではタスク空間座標と関節（コ
ンフィグレーション）空間座標との変換にヤコビ行列やその擬似逆行列を用い
る方法が一般的に行われているが，このような方法論は生体の制御モデルとし
て数学的抽象度が高い印象がある．これに対して，本モデルでは身体力学系の
逆モデルと意志力を仮定すれば，タスク空間における運動軌道から直接的に関
節駆動力を求められ，また高度・抽象的な数学的処理を必要としない．また，
意志力の求め方やその係数の決定法にやや曖昧さがあるものの，そのため逆に
全身モデルのような多自由度で大規模モデルの運動生成が容易になる利便性も
ある． 
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3.1.4 順モデルベースによる運動指令調整 
前述の逆モデルベースの運動指令生成モジュールにより，軌道計画に従い，か
つ筋負担の小さい運動の生成が期待できる．しかしながら，身体モデルは多自由
度で複雑である．また，逆モデルベースの計算と力学的に矛盾をきたす可能性の
ある意志力の考えを用いているため，軌道計画と生体力学的に妥当な運動の両
立はこれだけでは困難であると考えられる．そのため，運動制御のモデルとして
身体ダイナミクスの順モデルを考慮し，順モデルベースの運動制御のメカニズ
ムもさらに追加する．順モデルを用いれば，時間軸をある程度進ませた予見的な
運動制御も可能となり，生体の巧みな動きの再現も期待できる． 
ここでは関節駆動モーメントに相当する状態変数 vを仮定し，これによる運動
規範ポテンシャル ( )forwardU v を定義し，これを減少させる以下のダイナミクスを定
義する． 
5 6
( )
( )
forwardUd
k k
dt

   

vv
v n u
v
         (3.1.4-1) 
ここで ( )n u は逆モデルにより求められた関節駆動モーメント， 5 6,k k は係数である．
運動規範ポテンシャル forwardU は順モデルにより以下のようにして求める．まず，
関節駆動モーメント相当の状態変数 vが与えられるとし，現時点（時刻 t）での
加速度 ( )tq を順モデルにより推定する． 
1( ) { ( , , , )}t  q M v h q q f u           (3.1.4-2) 
この加速度 ( )tq より時刻 t t  の身体の運動変位，速度を次式のような簡単な時間
積分より推定する． 
( ) ( ) ( )t t t t t   q q q            (3.1.4-3) 
( ) ( ) ( )t t t t t   q q q            (3.1.4-4) 
これより時刻 t t  における運動代表点の位置，速度 predictedp ， predictedp を推定する． 
1( ( ), ( ))predicted t t t t    p f q q                   (3.1.4-5) 
2 ( ( ))predicted t t  p f q                      (3.1.4-6) 
ここで 1 2(), ()f f は身体構造の順運動学モデルにより関節変位・速度から運動代表
点位置・速度を求める関数である．運動規範ポテンシャル forwardU は順モデルより
得られる予測運動代表点位置 predictedp と軌道計画での軌道位置 desiredp との差異によ
って定義する． 
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2 3( ) ( ) ( ) ( )
T T
forward predicted desired predicted desired predicted desired predicted desiredU      p p A p p p p A p p    
(3.1.4-7) 
ここで 2 3,A A は重み係数行列である． 
式(3.1.3-5)と同様に式(3.1.4-7)は眼球運動との連成を考えていない．そのため，
これに後述する視野判断モデルから出力される視認率 R を付加し，身体運動と
眼球運動との連成を実現した運動規範ポテンシャル
forwardU を定義する． 
 
1
forward forwardU U R
                       (3.1.4-8)’ 
 
R は目標物が見えるとこの値が大きくなる．運動規範ポテンシャルは最小化
を図るため，逆数をとる． 
式(3.1.3-4)や式(3.1.4-1)のような神経制御系のダイナミクスを考慮したのは目
標運動軌道の達成と筋負担などの最小化のように相反する運動目的を自律的に
達成するためである．筋負担の最小化はすなわち最適化問題であり，その解法の
ためには一般的には繰り返しの探索計算が必要となる．これを本式のようにポ
テンシャルとして表した目的関数を減少する方向に制御変数を時間変化させる
ことで，運動の生成と運動目的の両立を繰り返し計算することなく自律的に達
成できると期待される．一方，式(3.1.3-4)，式(3.1.4-1)は制御系としては 1次遅れ
特性を持ち，時間的な遅れが生じる．順モデルはこの時間遅れを補償するところ
もあるが，逆モデルだけでは実現困難な目標運動軌道の達成と筋負担などの最
小化のような相反する運動目的の両立を自律的に達成する機能を順モデルには
期待している．すわなち，逆モデルでは解消できない力学的な矛盾を本順モデル
によって解消することで，この相反する運動目的の両立が容易化できると期待
される． 
最終的に身体力学系へ作用させる関節駆動モーメント realn は，計算の収束性の
補償と関節インピーダンスの考慮のため，前述の式(3.1.4-1)の順モデルの状態変
数 vに減衰項を加えたものとする． 
7real k n v q                         (3.1.4-9) 
ここで 7k は係数である．この減衰項は身体モデルとしては神経制御機構に基づ
くものであり，関節軟部組織による構造的な減衰特性は次に筋骨格モデルの仕
様で別途定義する．以上の，運動制御モデルにより求められた関節駆動モーメン
トを筋骨格モデルに与えることによって身体運動を生成する． 
 15 
 
3.1.5 筋骨格モデルの仕様 
筋骨格モデルは，身体をセグメント分割した剛体リンクモデルで構成されて
いる(Fig. 3.1-1)．体幹部は，頭部，頸部，胸部，腰上部，腰下部，骨盤部の６節，
下肢は，大腿部，下腿部，足部の 3 節，上肢は，肩部，上腕部，前腕部，手指部
の 4 節でそれぞれ分割し，全身で計 20 リンクを有する．  
関節自由度は，頭部-頸部，頸部-腰部，胸部-腰上部，腰下部-骨盤部間では前
後屈，側屈，回旋の 3 自由度，骨盤-大腿部，肩部-上腕部，前腕-手指部間では，
屈伸，内外転，回旋の 3 自由度，胸部-肩部間は内外転，上下方向回旋の 2 自由
度，下腿-足部間では屈伸，回旋の 2 自由度，その他関節では 1 自由度を有し，
全身で 43 関節自由度の構成となっている．全ての関節角度をゼロとしたときの
初期姿勢は，Fig. 3.2 のように両手両足が 180 度曲がった状態としている．ま
た，眼球・筋骨格モデルのグローバル座標は Z-Up，X-Forward 系で表されてお
り，各リンクの座標系は全て，リンクの始点を原点としたグローバル座標系で表
されている． 
 各身体節はそれぞれ慣性特性，関節受動抵抗といった身体の各節の動力学特
性が考慮され，さらに姿勢保持などの運動制御モデルを有している．身体各節の
質量や慣性モーメントなどの身体パラメータの値は文献(19)などを参照して一般
的な成人男性を想定したものとした．また，各関節には関節受動抵抗と呼ばれる
トルクが作用している．これは脱力時における関節の抵抗トルクである．抵抗ト
ルクは関節まわりの靭帯，健，関節包などの軟部組織により運動方向に対して反
対方向に生じるトルクである．関節受動抵抗は一般的に可動域限界付近で急激
に抵抗力が増大する特性を有している．従って，この特性を表現するために，関
節受動抵抗Tは次式の指数関数を用いて表現できる(20)． 
2 3 5 6{ k ( k )} { k (k )}
1 4( )T k e k e
                    (3.1.5-1) 
ここでは関節角度である．また， 1 6~k k は各関節にそれぞれ定められた係数で
あり， 3 6,k k は抵抗トルクが急激に増大する可動域限界の位置を表す係数， 2 5,k k
は可動域限界付近での抵抗トルク増大の程度を表す係数である． 
この身体モデルに運動制御モデルにより求められた関節駆動モーメント
を与え，順動力学計算を行うことで，身体運動を生成する． 
realn
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(a) 正面図         (b) 側面図       (c) リンクの分割 
Fig. 3.1-1. 筋骨格モデルの正面図と側面図とリンクの分割を表す図 
 
 
Fig. 3.1-2. 筋骨格モデルの初期姿勢とグローバル座標 
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3.1.6 接触力の定義 
 身体とシートとは基本的に面接触を行う．身体の皮膚組織は非線形な粘弾性
特性を有し，さらに，シートの方にもクッションが配置され，粘弾性特性を有し
ている．これらの特性を精密にモデル化するためには有限要素法などの計算方
法が必要とされるが，計算コストが大きく，また多数の物理特性値が必要となる．
そのため，より簡便に接触力を表現するため，面接触，分布接触を仮定せず，そ
れぞれの身体節の複数の接触点に接触力が作用すると仮定した．ここではまず
シート座面や床面などの形状を複数の平面で表し，これを接触平面として定義
した．身体節に定義された接触点が接触平面よりも沈み込む場合，粘弾性要素を
仮定し，接触点変位と接触点速度に応じた反力を返すようにした．また，摩擦を
仮定し，接触面接線方向分力が摩擦力を超える場合，すべりが生じるようにした．
具体的には接触面座標系を接諸侯面上に原点，接線方向に ,x y軸，法線方向に z
軸(空間方向が正)のように定義し，これに対して以下の式によって接触力を定め
た． 
 
0( )s s sF k s s c s               (3.1.6-1) 
0max { ( ) step( ,0,0, , )}
e
z z zF k z z z d c               (3.1.6-2) 
 
ここで， sF は接線方向( xまたは y )の仮の分力， sk は接線方向の弾性係数， sc
は粘性係数， sは接線座標( xまたは y )， 0s は弾性要素の基準点であり，最初に
接触面に接触点が接触した位置座標を
0s として保持する． zF は法線方向分力，
0max ( )x は xが負の場合はゼロを返し，正の場合はそのままの値を返す関数，
,z zk c は法線方向の粘弾性係数， e は非線形係数， z は法線座標，
0 0 1 1s t e p ( , , , , )x x y x yは不連続性を避けるために 3 次曲線で近似されたステップ関
数，すなわち，変数 xが
0x x の場合 0y を返し， 1x x の場合 1y  を返し， 0 1x x x 
では
0y から 1y の間を 3 次曲線で補完し，それに応じた値を返す．これは粘性係
数を接触点の侵入量によって変化させるための工夫である．すなわち，式(2.3.3-
2)において 0z  のとき粘性係数はゼロとなり，規定侵入量 d より z d  では粘
性係数が zc となる． 
 接線方向に生じる摩擦力として Quinn の方法(21)や，Karnopp の方法(22)など
が代表的なものとして挙げられる．しかし簡易的に身体挙動を再現するために
本モデルでは複雑な摩擦モデルは考慮せず，摩擦力に応じて接線方向弾性要素
の基準位置 0s を更新することで摩擦を表現した．すなわち式(3.1.6-1)で求めた仮
の接線分力が
s zF F の場合は動摩擦となり，接線方向分力 sF は以下の式で定
める． 
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sgn( )s s zF F F                (3.1.6-3) 
0 { }/x x ss F c s k s                  (3.1.6-4) 
 
ここで，は摩擦係数，sgn( )x は xが負の場合は-1 を，正の場合は 1 を返す関数
である．また，
s zF F の場合は静止状態となり， 
s sF F                      (3.1.6-5) 
のように，先の粘弾性要素によって定められた仮の接線方向分力 sF がそのまま
接線方向分力 sF になる． 
 
 
 
 
 
 
 
 
 
3.2 筋骨格モデル（準静的計算方法） 
 準静的計算方法では，遺伝的アルゴリズムを用いて身体の姿勢を生成してい
る．動力学的計算方法では時々刻々と身体の姿勢を生成していたが，準静的計算
方法では，最終的に視認目標点を視認するための姿勢のみが結果として算出さ
れる．また，剛体リンクモデルの構成，各身体パラメータ，接触力の定義などは
動力学的計算方法と同様だが，身体運動の生成プロセスが異なる． 
運動生成を２通りのプロセスで実現する．ひとつは時々刻々の静的な姿勢を生
成する方法である．これはポテンシャル場と摂動によって実現する．もう一つは
１秒程度の短時間の運動生成を繰り返し，視認性の確保とそれに伴う運動姿勢
を実現する方法である．これは遺伝的アルゴリズムによって実現する． 
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3.2.1 ポテンシャル場による静的姿勢生成 
ここでは離散時間における１時点の各関節の動きを実現する関節モーメント
を以下の手順で定める． 
現時点での関節角度𝑞に対して微小の摂動∆𝑞を与え，これを 
 
?̇? = 𝑞 + ∆𝑞                         (3.2.1-1) 
 
とする．この摂動関節角度 qˆを用いて，筋骨格系の逆動力学計算により，その姿
勢運動を実現する関節モーメント nˆを算出する． 
 
ˆ ˆ ˆ( , , ( )) n Mq h q q f q                      (3.2.1-2) 
 
逆動力学計算では速度 q，加速度 qも必要となるが，準静的な運動であると仮
定し，速度，加速度変動の影響は小さいとして，これらは現時点での速度，加速
度をそのまま利用する．筋骨格モデルに作用する外力 f はシートなどの身体外
部との接触位置に粘弾性要素を仮定し，その部位での変位と速度から求まるが，
この変位は先の摂動関節角度 qˆに基づいて計算しなおす． 
次に，動的モデルにおける意志力に相当する意志力に応じた値を摂動関節角度
に基づいて求める． 
 
 1 2ˆ ˆ( ( ) ) ( )intention intention current desired current desiredk k   f A p q p p p        (3.2.1-3) 
 
上記のように運動代表点位置を摂動関節角度に基づいて ˆ( )currentp q のように求
め，それと desiredp とを比較する．意志力相当の仮想力は仮想トルク ˆintentionn について
も与えられる． 
 
 3 4ˆ ˆ( ) ( )intention intention desired desiredk k   n A q q q q           (3.2.1-4) 
 
運動負荷が小さく，かつ運動代表点に示される所定の姿勢を保持するように以
下のポテンシャル tU を求める． 
 
5 6
ˆ ˆˆ ˆ ˆ ˆT T T
t intention intention intention intentionU k k  n n f f n n           (3.2.1-5) 
 
摂動∆𝑞を用いて，ポテンシャル場の勾配 dvを求める． 
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  𝑑𝑣 = −𝑘7
𝜕𝑈𝑟(𝑞)
𝜕𝑞
≈
𝑈𝑟(?̂?)−𝑈𝑟(𝑞)
∆𝑞
               (3.2.1-6) 
 
実際の駆動関節モーメント
realn を逆モデルにより求めた関節モーメントとポテ
ンシャル勾配より求める． 
 
8 9 10
ˆ
real k k d k  n n v q                    (3.2.1-7) 
 
関節モーメントには関節の受動抵抗についても別途考慮する． 
 
 
 
 
 
 
 
3.2.2 遺伝的アルゴリズムによる視認性を確保した姿勢生成 
 
上記の方法では準静的な運動を仮定しているため長時間の運動生成には適さ
ない．そのため，上記の方法による関節モーメントによって短時間，具体的には
１秒間の運動を生成する．これによって，１秒経過後の姿勢が生成されるため，
この姿勢における運動負荷，視認性，眼球運動負荷，ならびに姿勢保持の４つの
評価指標の重み付き線形和によって視認性と運動との評価を行う．なお，この評
価関数に関しては，後の眼球運動モデルの章で詳細な説明をする． 
 
𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒𝐼𝑛𝑑𝑒𝑥 = 10000 + 𝐾1𝑅 − 𝐾2𝐿𝑒𝑦𝑒 − 𝐾3𝐿𝑏𝑜𝑑𝑦 − 𝐾4𝑃𝑜𝑠   (3.2.2-1) 
 
この短時間運動生成は運動代表点 desiredp の位置を変化させることによって姿勢
を変えることができる．そのため，この運動代表点を未知数とし，上記の
PerformanceIndex を評価関数とし，これを最大化するように最適化計算より運
動代表点位置を修正していく．この最適化計算方法として遺伝的アルゴリズム
を用いる．運動生成シミュレーションにおいては時刻ゼロにおける初期姿勢が
必要となるが，これは遺伝的アルゴリズムにおいて，親世代の終端姿勢を子世代
の初期姿勢にするように逐次変更できるようにした．こうすることにより，１秒
程度の短時間の運動生成でもこれを繰り返すことによって姿勢を変化させるこ
とができる． 
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3.2.3 パラメータ調整 
 身体運動を生成する上で重み係数などのパラメータをいくつか調整する必要
がある．これは様々な値を試して試行錯誤的に決定したものであり，必ずしも最
良の値であるとは限らない．調整したパラメータは以下の 7 つである． 
 視認率の重み係数 
 眼球負荷の重み係数 
 身体負荷の重み係数 
 姿勢の規範を表す値の重み係数 
 意志力の重み係数 
 意志モーメントの重み係数 
 突然変異係数 
 特に，上の 4 つの係数は評価関数に直接かかわってくるため，この値を変え
るだけでもシミュレーション結果が大きく変わる．今回は，視認目標点を確実に
見させたいため，視認率の重みを大きめに設定した． 
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3.3 眼球運動モデル 
 上述したように，眼球運動モデルは 3つの眼球運動によって構成されている．
先行研究の車両乗員モデルは，自動車が実際に走行しているときを想定して眼
球運動モデルが作られていたため，動く視標に対して目標視線を生成し，それを
追従するような働きをしていた．一方，本研究においては視認目標点の位置は固
定であるため，ほぼ静的なシミュレーション環境となっている．よって，先行研
究で作られた眼球運動モデルは本システムにおいて冗長であるといえるが，本
研究の目的である生理学的特性に基づいた視認性評価という観点や，走行時の
視認性評価などの今後の拡張性を考えた結果，先行研究の眼球運動モデルを用
いるのが良いと考えた． 
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3.3.1 前庭動眼反射（VOR：Vestibulo-Ocular Reflex）とは 
前庭動眼反射とは，頭の動きを補償するように作用する姿勢保持のための反
である(23)．すなわち，頭部を回転すると回転方向と逆方向へ眼球がスムーズに
動く．頭が運動する場合，眼球が頭部と同一運動をするとすれば，視線を空間内
で一定に保つことが出来ず，物体を注視しようとしても網膜上を対象物が動く
ので物体は揺れて見えてしまう．しかし，実際にはこの反射運動によって頭部の
運動方向と逆方向に眼球が動くので，網膜上でのブレを抑えることができる． 
前庭動眼反射はその名の通り，前庭器官によって得られる情報を元に頭部運
動を認識およびそれに対応した反射運動を誘発させる．前庭器官は，頭部に加え
られる重力や並進加速度および回転速度を感知し，その感覚情報は体の平衡や
姿勢の調整に用いられる．前庭器官は頭部の回転速度を感受する半規管と，重力
の方向や並進加速度を感受する耳石器から構成されている． 
 半規管は，互いに直交する 3 つの半規管から成り総称して三半規管とも呼ば
れる．その位置により，それぞれ外側または水平半規管，前または上半規管，後
または，下半規管と呼ばれ，3 次元的な回転運動を感受することができる．半規
管の内側はリンパ液で満たされており，頭部が回転すると，規管も回転するが，
内部のリンパ液は慣性により取り残され，相対的に半規管内の内部をリンパ液
が流れる．このリンパ液の流れによって有毛細胞が刺激されることで，前庭神経
から脳に刺激が送られ，頭部の回転が知覚できる． 
 耳石器には卵形嚢と球形嚢があり，それぞれに平衡斑がある．平衡斑は有毛細
胞が並んでいる感覚上皮があり，この表面にゼラチン様物質からなる耳石膜が
あり，感覚毛を包んでいる．この膜の表面には炭酸カルシウムからなる結晶状の
耳石が分布している．耳石は内リンパ液より比重が重いので，直線加速度が加わ
ると耳石は取り残され，耳石膜が動き，これが有毛細胞の感覚毛を屈曲させるこ
とにより直線加速度感覚が得られる．  
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3.3.2 前庭動眼反射のモデリング 
前庭動眼反射をモデリングするに当たり，Merfeld(24)と Haslwanter(25)(26)らのモ
デルが動作をよく説明できていると考えこれらのモデルを採用した． 
この前庭動眼反射モデルは大きく分けて，Ⅰ：Movement in space, Ⅱ：
Transduction by otoliths and canals, Ⅲ： Internal processing, Ⅳ：Eye 
movement generation の 4 つのフェーズで構成されている．以下に各フェーズ
の詳細を示す． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3.3.2-1. 前庭動眼反射モデルブロック線図 
 
Ⅰ：Movement in space 
 
Fig.3.3.2-2. Movement in space 
 
Ⅰ      Ⅱ               Ⅲ                       Ⅳ 
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 ここでは，頭部への物理刺激つまり前庭系に対しての入力フェーズである．頭
部の運動は並進加速度 aと角速度で表され，それぞれ 3 次元のベクトルであ
り，これら 2 つが前庭動眼反射モデルへの入力となる． 
[ , , ]x y za a a a                        (3.3.2-1) 
[ , , ]x y z                          (3.3.2-2) 
 
ここで ( )g  は現在時点での頭部の傾斜によって生じた重力加速度ベクトル gを
角速度ベクトルを用いて更新するものであり，以下の微分方程式で表される． 
dg
g
dt
                          (3.3.2-3) 
半規管への入力は直接であり，耳石器官が知覚する物理量は並進加速度によ
って生じた慣性力ベクトルと重力加速度の合ベクトル f で，以下のように算出
される．  
f a g                          (3.3.2-4) 
 
Ⅱ：Transduction by otoliths and canals 
 
 
Fig.3.3.2-3 Transduction by otoliths and canals 
 
 このフェーズは耳石器官と半規管の伝達特性を表しており，それぞれ𝑆𝑜𝑡𝑜, 𝑆𝑠𝑐𝑐
のブロックである． 
ここで，耳石器官は水平面に対して約 30°上向きに傾いており，後ろ及び下方
向に重力によって引っ張られていると考えられており，この特性を考慮し，一定
の力が加えられる．従って耳石器官の伝達関数𝑆𝑜𝑡𝑜は以下の単位行列と z軸方向
への一定の力を加えた， 
1 0 0
0 1 0
0 0 1  
otoS
constant force
 
 
 
  
            (3.3.2-5) 
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となる． 
半規管の伝達関数𝑆𝑠𝑐𝑐は 3×3 の対角行列で，その要素はすべて 
( )
1 1
d a
scc
d a
s s
S s
s s
 
 

 
              (3.3.2-6) 
 
で与えられる．ここで𝜏𝑑 , 𝜏𝑎はそれぞれ時定数である． 
これら耳石，半規管の伝達特性が考慮され，慣性力方向加速度と重力加速度の合
ベクトル f  と角速度ベクトルはそれぞれ，中枢神経系へ伝達される感覚情報
𝛼𝑜𝑡𝑜, 𝛼𝑠𝑐𝑐となる． 
 
Ⅲ：Internal processing 
 ここでは，中枢神経系が感覚器官(耳石と半規管)から伝達された感覚情報を知
覚情報へ処理するフェーズであり，身体と感覚器官の内部モデルが含まれてい
ると仮定している． 
これら内部モデルの感覚情報の推定値と実際の感覚情報との誤差をフィードバ
ックすることで認識している情報と実際の情報の差を小さくする構造になって
いる． 
 
感覚器官の内部モデル(耳石と半規管)の伝達関数はそれぞれ ˆ ˆ,oto sccS S でともに
3×3 の対角行列でその要素は以下に示す． 
ˆ 1otoS                        (3.3.2-7) 
ˆ
1
d
scc
d
s
S
s




                    (3.3.2-8) 
内部モデルによって推定された慣性力方向加速度と重力加速度の合ベクトル fˆ
は ˆotoS を経て耳石の感覚情報の推定値 ˆoto ，内部モデルによって推定された角速
度ベクトルˆは ˆsccS を経て半規管の感覚情報の推定値 ˆscc となる． 
半規管の内部モデルのループ部分の dumpは眼球の減衰特性を表現しており以
下の非線形関数 ( )dump  で示される． 
2( )( ) (1 ) bdump a e a                   (3.3.2-9) 
ここで， ,a bは係数，引数はベクトルではなく，ベクトルのノルムを用いる． 
これらのループを経て，並進加速度と角速度の推定値 ˆˆ,a をそれぞれ算出する． 
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Fig.3.3.2-4. Internal processing 耳石と半規管の内部モデルのフィードバッ
クループ 
 
ブロック，は外積を表しており，耳石の感覚情報𝛼𝑜𝑡𝑜と内部モデルによる推
定値?̇?𝑜𝑡𝑜のそれぞれの正規化ベクトルとを外積をとることによって回転情報に
変換され，方向の違い，すなわち耳石の感覚情報と耳石の内部モデルの感覚情報
の推定値の誤差信号を表現しており，身体の内部モデルへフィードバックされ，
さらに半規管の内部モデルループへ伝達され，耳石と半規管の相互作用を表現
している．これら耳石と半規管の相互作用により，自身の並進加速度と重力加速
度とが区別して知覚でき，前庭系の情報から自身の姿勢を認識することができ
る．例えば，床に仰向けになった際に重力加速度により耳石は後方に引っ張られ
る，つまり頭部後方向に加速度が加わるが，それを自身の並進加速度と知覚しな
い． 
 
 ˆˆ( )g  は身体の内部モデルを表現しており，重力加速度ベクトルの推定値 gˆ を
算出する．なお式は式(3.3.2-3)と同じである． 
 
 
Fig.3.3.2-5. Internal processing 耳石の誤差信号と身体内部モデル 
Ⅳ：Eye movement generation 
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 このフェーズでは知覚された並進加速度と角速度 ˆ ˆ, を用いて，前庭動眼反
射の眼球への運動指令𝜔𝑉𝑂𝑅を算出する．VOR の運動指令𝜔𝑉𝑂𝑅は回転成分の要素
である回転 VOR と並進成分の要素である並進 VOR で構成されており，両者を
加算することで算出される． 
知覚された角速度ベクトルˆ ?̇?はゲインによって反転され，回転 VOR の運動指
令𝜔𝑅−𝑉𝑂𝑅となる．知覚された並進加速度 aˆベクトルは Leaky Integrator で並進
速度ベクトルに積分され，目標視線方向を用いて角速度ベクトルに変換された
のち，   High Pass Filterを経て並進 VOR の運動指令𝜔𝑇−𝑉𝑂𝑅となる． 
並進速度による角速度?̇?𝑣は目標視線の位置ベクトル d を用いて以下のように算
出できる． 
2
ˆ
ˆ
v
d v
d


                      (3.3.2-10) 
  High Pass Filterの伝達関数は，以下に示す． 
1
h
h
s
s

 
                      (3.3.2-11) 
 
Fig.3.3.2-6. Eye movement generation 
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3.3.3 追跡眼球運動とは 
ヒトやサルのように網膜に中心窩の発達した動物は，動いている小さい視標
をその中心窩でとらえ，その網膜像が動かないように眼を滑らかに動かして見
続けることができる(27)．追跡眼球運動とはそのゆっくりと移動する視標を追従
しているときにおこっている滑らかな眼球運動である．運動を起こす刺激は動
いている対象物の速度で，対象物と眼球運動速度を一致させることにより，対象
物を網膜上に保持する随意性の運動である．速い動きには追従することができ
ず，50deg/s ほどまでしか滑らかに追従できないが，指標の軌跡が予測できるよ
うな場合は，約 90deg/s まで追うことができる． 
追跡眼球運動への運動刺激は対象物の速度であるが，追跡眼球運動は視覚か
らのフィードバック情報を利用し，眼球を制御しているとされている．すなわち，
中心窩で指標をとらえ，動く物体が中心窩からずれる(retinal slip)と，そのズレ
をなくすべく眼球を追従させることによってスムーズな運動が引き起こされる．
よって，追跡眼球運動は，指標の速度と眼球速度の差を速度誤差情報とし，誤差
修正を繰り返し行いながら運動調整を行うフィードバック機構である． 
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3.3.4 追跡眼球運動のモデリング 
追跡眼球運動をモデリングするに当たり，Robinson ら(28)のモデルを採用し，
導入した． 
このモデルは目標速度を入力とし，それを追従する眼球速度を出力する．3 つ
のフィードバックループで構成されており，追跡眼球運動の遅延特性を考慮し，
各所に時間遅れ定数を介している．なお，追跡眼球運動モデルについても 3.3.2
で示した前庭動眼反射モデルと同様に信号は 3 次元のベクトルで扱い，各要素
はそれぞれ同じ処理がなされる．Fig. 3.4.2-1 に Robinson らによる追跡眼球運
動モデルのブロック線図を示す． 
 
Fig. 3.3.4-1. 追跡眼球運動ブロック線図 
 
CNS(Central Nervous System)付近 
 ここでは，実際の追跡眼球運動による眼球角速度 Eと追跡眼球運動による眼
球角速度の遠心性コピー，すなわち追跡眼球運動指令である 'E がそれぞれフィ
ードバックされてくる．拡大したブロック線図を Fig. 3.4.2-2 に示す．ターゲ
ットの角速度T とEの誤差信号eとフィードバックされてきた追跡眼球運動指
令 'E によって，中枢神経系への目標角速度のコピー，つまり，ターゲットの角
速度の知覚情報 'T が再形成される．数字で示すブロックはそれぞれその数字
(msec)の時間遅れを表現している係数であり， 𝜏1, 𝑃2もそれぞれ時間遅れを表現
している係数である． 
Plant は眼筋と眼窩組織，CP(Central Processing)は中枢神経系の伝達特性を
それぞれ表現しており，以下の伝達関数でそれぞれ表される． 
2
1
1e s 
                       (3.3.4-1) 
1
1cs 
                       (3.3.4-2) 
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こここで
2e は Plant の時定数， c は CP の時定数である． 
これらの処理を経て，ターゲットの角速度の知覚情報 'T は目標眼球角速度 DE
となる． 
 
Fig. 3.3.4-2. 追跡眼球運動ブロック線図 CNS 付近 
PMC(Premotor circuity) 
 ここでは運動前野回路を表現している．目標眼球角速度 DE が入力され，現時
刻での眼球角速度の運動指令 'E を出力する．眼球角速度の運動指令 'E はフィー
ドバックされ，目標眼球角速度 DE との比較が行われ，誤差信号 me を形成し，眼
球角速度の運動指令を目標値へ近づける働きを担う．ここで
me は目標眼球角速
度の変化に比例する，すなわち，目標眼球角加速度にも比例することを意味する．
従って，
me は AS(Acceleration Saturation)を経て目標眼球角加速度となる．AS
は加速度飽和を処理する部分であり，以下の式で表される．ここで
0e は閾値であ
る． 
𝐸′̈ = 40 + 5?̇?𝑚           (?̇?𝑚 > ?̇?0) 
 
                 (3.3.4-3) 
AS によって算出された目標眼球角加速度 'E は時間遅れ定数 2 を経て，
NI(Neural Integrator)で積分されることで眼球角速度の運動指令 'E となる．NI
は以下に示す．ただし 
Aは係数である． 
A
s
                          (3.3.4-4) 
 
?̈?′ =  5 +
40
?̇?0
 ?̇?𝑚       (?̇?𝑚 < ?̇?0) 
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Fig. 3.3.4-3. 追跡眼球運動ブロック線図 PMC 
眼球角速度出力部分付近 
 PMC で算出された眼球角速度の運動指令 'E は時間遅れ定数 1P，及び
VS(Velocity Saturation)を経て 'VSE となる．しかし，VS は 90 deg/s 以上でな
いと影響はなく，実際追跡眼球運動においては 90 deg/s を超える眼球角速度は
考え難い．従って，VS の処理は行っていない．遅れを伴った眼球角速度の運
動指令 'VSE は遠心性コピーとして CNS にフィードバックされると同時に，
Plant を経て眼球角速度Eとなる．Plant の伝達関数は式(3.4.2-1)にゲインKを
掛けたものである． 
 
Fig. 3.3.4-4. 追跡眼球運動ブロック線図 眼球角速度出力部分付近 
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3.3.5 サッカードとは 
サッカードとは，視線をある位置から別の位置へ急速に移動させる眼球運動
である(2)．サッカードは，一旦眼球運動が起こるとそのサッカードが終わるまで
随意的に停止することができないという特徴がある．運動の速度は眼球の回転
角度に依存しており，随意的に調節できず，持続時間は振幅に比例して増加する．
また，最大速度も運動の振幅に比例して増出して 700deg/s ほどにまで達するが，
10～20°の振幅では 350～500deg/s ほどである(29,30)． 
サッカードは網膜上での指標の位置情報がトリガとなって誘発される眼球運
動であるが，追跡眼球運動とは違い，その後は指標の存在が必要ではない．すな
わち，サッカードの制御機構は目標点と現在の眼位の誤差修正するようなフィ
ードバック機構ではなく，運動が開始される前にすでに中枢神経系内で眼球運
動のプログラムがつくられ，それに基づいて運動が行われる(Preprogrammed 
Movement)と考えられている． 
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3.3.6 サッカードのモデリング 
サッカードをモデリングするに当たり，Tweed(31)(32)によるサッカードモデルを
採用した．入力としては，眼球座標系で記述されたターゲットの位置，すなわち
視線誤差であり，この視線誤差を最小化するように，眼球及び頭部をサッカード
の運動則に従い駆動させることでサッカードを実現しているモデルである．な
お，このモデルの変数は主にクォータニオンで扱うことも特徴であり，4×4 の
クォータニオン行列で表される．Fig.3.5.2-1 にこのサッカードモデルのブロッ
ク線図を示す．次に各計算方法について以下から説明する． 
 
Fig.3.3.6-1. サッカードモデルブロック線図 
 
視線比較器 
 このサッカードモデルは𝑇𝑒眼球座標系で記述されたターゲットの位置，すなわ
ち視線誤差を入力とし，これを眼球座標系とターゲットの姿勢が一致するよう
に変化させる．その変化則は𝑇𝑒と眼球座標系で記述した空間に対する眼球の角速
度ベクトル𝜔𝑒𝑦𝑒との外積で，以下の微分方程式で表される．ここで，𝜔𝑒𝑦𝑒はブロ
ック線図にも示す通り，そのままの形で使用しない．従って，この変数を利用可
能な形に変換する． 
1
1 1
1
     ( )
     ( 2 )
     ( 2 )
e
e ese e esh eh
e eh hsh ehh eh
e eh hsh eh eh eh
e eh hsh eh eh
dT
T T q
dt
T q q
T q q q q
T q q q
 
 



 

   
  
  
  
             (3.3.6-1) 
ここで，クォータニオン ehq は頭部座標系における眼球姿勢であり， ehq はその時
間変化， 1ehq
 はその逆クォータニオン， hsh は頭部座標系における頭部の空間に
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対しての角速度ベクトルである．並置された
hsh ehq はベクトルとクォータニオン
のクォータニオン積であり，ベクトルはスカラー部要素を 0 としたクォータニ
オンとして扱う． 
Donders と頭部パルス生成器 Ph 
 ここではまず，Donders 部分で目標頭部姿勢 *hq が以下の式から求められる． 
es h ehq q q                 (3.3.6-2) 
1
s es e esT q T q
                 (3.3.6-3) 
* ( )h sq Donders T                 (3.3.6-4) 
 
式(3.5.2-2)は空間座標系における頭部姿勢
hq を用いて，頭部座標系における眼
球姿勢
ehq を空間座標系における眼球姿勢 esq に座標変換している．次に式
(3.5.2-3)で
esq を用いて眼球座標系におけるターゲット eT を空間座標系における
ターゲット
sT に座標変換している．この sT を用いて Donders を経て目標頭部姿
勢 *hq を算出する． 
Donders の役割はターゲットを見やすい頭部姿勢を定義することである．通
常，頭部は矢状面上より水平面上の方が回転しやすい傾向にあるとされており
(33)(34)，これらの要素を考慮した，ターゲット方向からターゲットを見やすい頭
部姿勢への変換則を Donders 則として，以下の 3 ステップで定義している． 
1/2( )sx T i                     (3.3.6-5) 
2 3 2 3T V Hy x x i x j x k                   (3.3.6-6) 
1/2( ) (1 )sDonders T y y y                 (3.3.6-7) 
 
ここで， , ,i j kはそれぞれ座標系の 3 つの軸方向に沿った単位ベクトルであり，
iは前方， jは左方向， kは上方向を指している． 2 3,x x はそれぞれベクトル xの
j軸に沿った要素， k軸に沿った要素であり，   は内積を表している． 
式(3.5.2-5)について， sT と iのクォータニオン積はクォータニオン平方根がと
られる．クォータニオン平方根とは，例えば pが qのクォータニオン平方根で
ある時，クォータニオン積 pp q が成り立つ．ここで， pの回転軸は qと等し
いが，回転の振幅が半分であるという特性がある．従ってクォータニオン xの
意味するところは，ターゲットに対して， i方向をとることによって最短回転
を表している． 
式(3.5.2-6)で係数 , ,T V H   でスケーリングし，算出された yを用いて，式
(3.5.2-7)で目標頭部姿勢が求まる． 
 
次に頭部パルス生成器について，頭部は頭部姿勢の時間変化，つまり速度指
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令 hq で制御され，以下の関数で算出される． 
* 1[ ( ), ]h h q h h hq P V q q q
                   (3.3.6-8) 
 
ここで， pV はクォータニオンのベクトル部をとる関数である．
* 1( )q h hV q q
 をvと
表しなおすと， hP は以下の式で定義される． 
( , ) 50 / (1 )h h hP v q vq v                  (3.3.6-9) 
 
パルス生成器は通常指数関数で定義されることが多いが(35)(36)，ここでは，簡単
化のため近似式を用いている．ここで， hq は頭部姿勢の時間変化であるが，ク
ォータニオン速度であり，角速度ベクトルではない．角速度ベクトルとクォー
タニオン速度の関係は 12hss h hq q
 である． 
 
Fig.3.3.6-2. Donders と頭部パルス生成器 Ph付近ブロック線図 
 
Listing 
 ここは，ターゲット sT から頭部座標系における目標眼球姿勢
*
ehq を算出する部
分であり，以下の式で表される． 
 
* * 1 * * 1 * 1/2( ) ( )eh h s h h s h pq Listing q T q q T q g
             (3.3.6-10) 
 
関数 Listing への引数 * 1 *h s hq T q
 は，頭部が目標頭部姿勢 *hq となった際のターゲ
ットの相対位置方向を表している．Listing ではまず， * 1 *h s hq T q
 と pg のクォー
タニオン積を行う． pg は頭部座標系における主要な視線方向を表しており，
pg は iとしている．その後クォータニオン平方根がとられ，頭部座標系におけ
る目標眼球姿勢 *ehq となる． 
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Fig.3.3.6-3. Listing 付近ブロック線図 
 
眼球飽和と眼球パルス生成器 
眼球には有効眼球運動範囲(EOMR)があり，サッカードにおいてもその影響
を考慮する必要がある．可動限界を超えるところにターゲットが位置している
場合，眼球を飽和状態とする，すなわち，目標眼球姿勢を EOMR 内にしなけ
ればならない．これらのプロセスは以下の 3 ステップで行われる． 
* * *
es h ehq q q                   (3.3.6-11) 
1 *
eh h esq q q
                    (3.3.6-12) 
*( , )seh eh ehq Sat q q
                   (3.3.6-13) 
 
まず式(3.5.2-11)で空間座標系における目標眼球姿勢 *esq を求める．
*
ehq は目標
頭部姿勢に対しての目標眼球姿勢であるので，その後，現時点での頭部姿勢 hq
を用いて，現時点での頭部座標系における目標眼球姿勢 ehq
 を算出する． 
Sat は過度に偏心した現時点での目標眼球姿勢 ehq
 を EOMR 内に投影する．す
なわち，有効目標眼球姿勢 sehq は EOMR の境界線上に位置することになる．そ
の模式図を Fig.3.5.2-4 に示しておく． 
Sat のプロセスは以下に示す通りである． 
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2 2 3 3
2
* * * * * *
2 2 3 3 2 2 3 3
2
2 *
2
( );    
If  ( ){
 ;    
 2 ;    2( );    
 ( 4 ) / 2 ;    [ ( )]
 
s
eh q eh eh eh eh eh
s s
eh eh eh eh eh eh eh eh
s s s
eh eh eh p eh
q V q q q q q
radius
q q q q q q q q
a b c radius
x b b ac a q q x q V q
radius


 
     

      

   
      
      

1
1 1
}
0.25 0.15
if ( ){
 ( )
 1
}
s
eh
s s
eh eh
s s s s
eh eh eh eh
maxTorsion
q maxTorsion
q signum q maxTorsion
q q q q
 


   
    (3.3.6-14) 
 
現時点での目標眼球姿勢 ehq
 の二乗水平垂直偏心 が EOMR の半径 radius (こ
こで， radius= sin(40 / 2) 0.12 )の二乗より大きいとき，係数が , ,a b cである二
次方程式を解くことで， ehq
 を EOMR の水平垂直面に投影する．投影された点
はここではまだ，ねじり方向の次元に対して EOMR 外にあるため，次にねじ
り要素の有効許容値を定めている． signumは引数が正であれば 1 を負であれば
-1 を，0 であれば 0 を返す関数である．最後の行の式は sehq をベクトルから単位
クォータニオンに変換しており，これが Sat の出力となる． 
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Fig.3.3.6-4. Sat 模式図 
 
 
 次に算出された有効目標眼球姿勢 sehq は眼球パルス生成器 Peで速度指令
s
ehq と
なる．Peは Phと同じように以下に示す通りである． 
 
1[ ( ), ]s seh e p eh eh ehq P V q q q
                 (3.3.6-15) 
( , ) 80 / (1 20 )e eh ehP v q vq v                (3.3.6-16) 
 
ただし，式(3.2.6-16)のvは 1seh ehq q
 である． 
 
 
Fig.3.3.6-5. Sat と Pe付近のブロック線図 
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VOR Shutoff 
 3.2.1 で説明した VOR は反射性の眼球運動であるので，サッカードによる眼
球運動へも影響が及ぶ．すなわち，サッカードが生じる際には，VOR もともに
発動しており，何らかの信号により VOR はシャットアウトされ，サッカードに
よる眼球運動が支配的になるという特性を持っている．ここでは，現時点での頭
部座標系における眼球の誤差信号により，VOR がシャットアウトされると仮定
している． 
なお，ここでいう VOR とは，サッカード中における VOR の干渉部分のみを考
慮したものであり，3.2.1 で説明した VOR モデルとは別物である． 
この VOR の干渉信号?̇?𝑉𝑂𝑅は以下の処理で示される． 
1
0 0
;     ( ) / ( ) ;
if    ,     1;     ,  (1 ) / (1 C);
;
( ) / 2
eh eh q p
T
VOR hsh eh
x q q u V x V x
x C m else m x
M muu I
q M q
  
    
 

      (3.3.6-17) 
Mは 3×3 行列，I は 3×3 の単位行列， Tuu は列ベクトルuとその転置の行列積
による 3×3 行列である． xは現時点での眼球飽和させていない頭部座標系にお
ける眼球運動誤差信号であり，Cは係数で cos( / 2)A と定義され，Aは VOR シャ
ットオフの閾値である．もし，誤差信号が Aを超える場合は，VOR は完全にシ
ャットオフされる．そして眼球運動誤差信号は Aから 0 に収束する．すなわち，
スカラー部 0x はCから１に収束する．その後 VOR は徐々に回復する．この処理
により，VOR の影響を受けたサッカードの眼球運動を表現している． 
 
 最終的にサッカードの頭部座標系における眼球速度指令 ehq は，有効眼球運動
範囲を考慮した眼球速度指令 sehq と VOR の干渉眼球速度指令 VORq の和により算
出される．  
s
eh eh VORq q q                       (3.3.6-18) 
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3.4 筋骨格モデルと眼球運動モデルの統合 
先ほど説明した 3 つの眼球運動はその指標や頭部運動などの条件によって適
切に選択，および補間し合いながら指標を正確にとらえるための最適な眼球運
動がなされる．すなわち，眼球運動モデルを構築する上でもこれら，各眼球運動
モデルを統合し，最終的な眼球運動を生成する．これらの眼球運動の入力と出力
をまとめると以下の図のようになる． 
 
Fig. 3.4.1. 各眼球運動モデルの入力と出力図 
 
VOR モデルへは頭部の加速度と角速度が入力され，前庭動眼反射による眼角
速度𝜔𝑉𝑂𝑅を出力，追跡眼運動モデルへは指標の速度，サッカードモデルへは指
標と目線の誤差が入力され，追跡眼球運動による眼球角速度𝜔𝑆𝑚𝑝𝑢，サッカード
による眼球角速度𝜔𝑆𝑎𝑐を出力する．これら，𝜔𝑉𝑂𝑅，𝜔𝑆𝑚𝑃𝑢，𝜔𝑆𝑎𝑐を統合し，最終
的な眼球角速度𝜔𝑒𝑦𝑒を出力させることになるが，これら各眼球モデルは単純な
加算関係ではない．先行研究でこの 3 つの眼球運動モデルの統合の仕方を検討
した結果，Fig. 3.4-2 のようなブロック線図となった．  
 また，先行研究では追跡眼球運動とサッカードから頭部角速度が出力され，筋
骨格モデルの意志モーメントを用いて頭部運動指令を生成していたが，各眼球
運動モデルの文献より，眼球運動モデルから頭部角速度が出力されることは不
適切であると考え，出力を削除した． 
 42 
 
 
Fig. 3.4-2. 眼球運動モデルと筋骨格モデルの統合図 
 
サッカードは眼球座標系における視標方向の単位ベクトル，つまり網膜上の
指標との誤差を入力としているため，時間の次元を持っていない．よって，この
ままではシミュレーション時間内においてサッカードが必要な時にサッカード
を発生させるといったことが実現できない．そこで，サッカードのブロックにた
どり着くまでの過程にサッカードが発動する条件を定義し，サッカードの発生
をコントロールすることとした．まず，サッカードの入力となる視線誤差を全く
ない状態としておき，サッカードモデルの計算を回す．そうすることで，サッカ
ードモデルの出力は常に 0 となり，最終的な眼球角速度に影響を及ぼさない．
次に，ある条件で ON となるスイッチを定義し，それが ON となった時点での
視線誤差の値がサッカードモデルに入力され，眼球角速度が出力されるように
した．スイッチが ON になる条件は 2 つあり，それぞれ 
 Sac_trg == ON  &&  Sac_flg == OFF 
である．Sac_trg はサッカードの入力トリガ，つまり頭部座標系における視標角
速度ベクトルのノルムがあるしきい値を超えたときにONになるトリガである．
対して，Sac_flg はサッカードによる眼球角速度指令が 1.0(deg/s)以上，つまり
サッカード発生中にONになるフラグである．フラグを設定した理由としては，
トリガのみだとサッカード発生中に入力トリガが ON になる条件になればサッ
カード運動が更新されてしまい，本来のサッカード運動と整合性が取れないた
めである．指標が離散的となる瞬間は 1 ステップであり，フラグはその次のス
テップで ON になるため，トリガは 1 ステップのみ ON になる仕組みである． 
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 次に追跡眼球運動について検討する．図を見ると追跡眼球運動ブロックにた
どり着く前に，VOR 出力の減算，SMA，ローパスフィルタと 3 つの処理が施さ
れている．それぞれの意味について説明する． 
 
・SMA（単純移動平均） 
 追跡眼球運動は滑らかな動きを追従する運動であるため，パルス入力のよう
なものには対応できない．追跡眼球運動で対応できないような入力はサッカー
ドがはたらくが，サッカードがはたらいているときに追跡眼球運動への入力，も
しくは追跡眼球運動からの出力を 0 にしてしまうと，サッカードが終わった後
も不安定な挙動を示してしまう．よって，サッカード発生中の入力を 0 にする
のではなく，滑らかに補間する方法として単純移動平均を用いた．これにより，
追跡眼球運動にとっては，パルス的な入力がなかったことと同義になるため，離
散的な入力に対してはサッカードが，滑らかな入力に対しては追跡眼球運動が
担うという役割分担が行える． 
 
・VOR 出力の減算 
 頭部の運動に対する眼球運動の補間は前庭動眼反射によって行われるが，こ
れにより追跡眼球運動の入力となる頭部座標系における視標の角速度は頭部の
運動の影響を受ける．例えば頭部が外乱を受けて高周波で振動している場合，そ
の振動が視標の角速度に影響し，本来追従できない高周波帯の入力信号となり，
必要以上の眼球角速度を出力してしまう．よって，頭部が高周波で振動している
際に，追跡眼球運動モデルへの高周波入力を遮断する必要がある．そこで，追跡
眼球運動と前庭動眼反射の間に，前庭動眼反射の眼球速度信号の遠心性コピー
を伝達する経路が存在しており，追跡眼球運動はその前庭動眼反射の眼球速度
信号を用いて，視標速度入力の高周波成分を除去していると仮定した．前庭動眼
反射の出力は頭部の揺れをキャンセルするような眼球角速度であるため，単純
に視標速度入力から前庭動眼反射の出力を減算すれば高周波成分の除去を行う
ことができる． 
 
・ローパスフィルタ 
 先ほど，前庭動眼反射の出力を減算することによって，本来追跡眼球運動で追
跡すべき視標角速度の低周波成分が明確に確認できるようになったため，この
信号に対してローパスフィルタをかけることによって，追跡眼球運動モデルへ
の高周波成分を除去した入力信号を作成することができた． 
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・サッカードによる位置誤差の修正 
 以上のような処理を行うことによって，頭部が振動した状態やサッカードが
はたらいた状態でも各眼球運動モデルが補完しあって視標を追従することがで
きていたが，フィルタ処理などの影響で位相ずれやオーバーシュートが起きて
しまうという問題があった．よって，指標と視線の位置がずれてしまった場合に
おいて視線を修正するような機構を作る必要がある．追跡眼球運動は速度誤差
に基づいて制御を行うので，位置誤差に対しては反応できない．よって，位置誤
差を入力とするサッカードを用いて位置誤差の修正を行った．方法としては，先
ほど定義したトリガとは別のトリガを定義し，眼球座標系における視標の位置
ベクトルの長さが 0.1m より大きくなった場合，ON になるようにしている． 
 
 
・統合したときの眼球運動モデルの挙動 
 統合した眼球運動モデルに視認目標点を与え，各眼球運動モデルがどのよう
に動いているかを検討した．今回は，シミュレーションのほとんどを準静的計算
方法で行ったため，このときの眼球運動の挙動を確認することとした．Fig. 3.4-
3 に準静的環境下で視認目標点を与えたときの各眼球運動の角速度を示す． 
Fig. 3.4-3. 視認目標点を与えたときの各眼球運動の角速度 
 
 グラフを見てわかるとおり，準静的環境下では位置誤差を入力とするサッカ
ードが支配的となっていることが分かった． 
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3.5 身体運動生成における評価関数 
 眼球・筋骨格モデルは身体負荷最小かつ，視認率最大となるような身体運動を
生成する．よって，それを実現するための評価関数を定義する必要がある．今回
は評価関数 PerformanceIndex を式(3.2.2-1)で定義したが，今一度以下に示す． 
 
𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒𝐼𝑛𝑑𝑒𝑥 = 10000 + 𝐾1𝑅 − 𝐾2𝐿𝑒𝑦𝑒 − 𝐾3𝐿𝑏𝑜𝑑𝑦 − 𝐾4𝑃𝑜𝑠    (3.5-1) 
 
 ここで，R は後述する視野判断モデルから出力される視認率，𝐿𝑒𝑦𝑒は眼球運動
負荷，𝐿𝑏𝑜𝑑𝑦は身体負荷，Pos は身体の姿勢の規範である．身体の姿勢の規範と
は，ヒトがシートに座った状態を維持しつつ，視認目標点を見るための身体運動
を行う為のパラメータである．単純に身体負荷最小を考えてしまうと，座った状
態から寝た状態へ姿勢が変化してしまうことを懸念し，このようなパラメータ
を定義した．また，𝐾1~𝐾4は重み係数である．この評価関数が最小となるように
身体運動を生成していく． 
眼球運動負荷は，眼球の角速度，回転角に応じた負担の評価式を定義し，算出
している．ヒトの視界は綺麗な正円ではなく，やや横長の楕円である．このこと
から，ヒトの眼球は垂直方向よりも水平方向の方が可動範囲は広いため，動かし
やすい．ヒトは 1 つの視点から別の視点へ移動する際に垂直，水平方向に約±
20°に可動することが可能である(37)．また，日常的に使用されるサッカード運
動の回転角は 15°以下であることがほとんどであるため，眼球の変位方向によ
る負担の違いの表現をする必要はないと考えた(27)．そこで，眼球の変位角度が
15°を超えたあたりで眼球の負担が大きくなるように重み係数を試行錯誤的に
決定し，評価式を次式のように考案した． 
 
𝐿𝑒𝑦𝑒 = 𝑘5‖𝜔𝑒𝑦𝑒‖ + exp (𝑘6‖𝜃𝑒𝑦𝑒‖ − 𝑘7)      (3.5-1) 
 
ここで，𝜔𝑒𝑦𝑒は眼球角速度，𝜃𝑒𝑦𝑒は眼球角度であり，𝐾5~𝐾7は重み係数である． 
3.2.5 でも述べたように，サッカード運動において，振幅が決まると持続時間
と速度はほぼ決まることがわかっている．そのデータに基づいて眼球角度と眼
球角速度を定めて眼球の負担を求めると Fig. 3.5-1 のようになる．図からわかる
ように 15°を超えたあたりでは 0°近辺に比べて傾きが大きくなっている． 
 この評価式は，ある時点での眼球角速度の大きさと y 軸回り，z 軸回りのオイ
ラー角を代入して負担の値を求め，次の時点での値との差によってポテンシャ
ルの勾配を形成し，それが 0 に近づく姿勢を探索する．そうすることで，身体と
眼球の両方を考慮した最適な姿勢を作り出すことができる． 
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 眼球には本来 3 自由度あるが，回旋方向の変位は垂直水平方向のそれと比べ
て小さいため，今回は考慮しなかった． 
 
 
Fig. 3.5-1. 眼球角速度と眼球角度によって決定する眼球運動負荷ポテンシャ
ル 
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第 4章 視野判断モデル 
 
 
 
4.1 仮想自動車操縦空間 
 視野判断モデルは眼球・筋骨格モデルで生成された姿勢から，視認目標点がど
の程度見えているかを幾何学的に算出するためのモデルである．視野判断モデ
ルはオープンソースの 3 次元コンピュータグラフィックソフトウェアである
Blender によって構築した．Blender は 3D グラフィックモデルの作成，レンダ
リングのほかアニメーション，コンポジット機能も備えている．特徴として，骨
格を自在に作成できるため，筋骨格モデルのリンクを再現でき，それに加えてレ
ンダリング機能を用いて視認性判断をビジュアルに行うことができる．また，
Python によるプログラム操作が可能であるため，拡張性に優れていると考え本
ソフトウェアを採用した．    
3DCG 空間にはインストルメントパネル，シート，体表面形状モデル，カメ
ラ，グラデーション球が存在している(Fig. 4.1)．体表面形状モデルは，前述の眼
球・筋骨格モデルで生成された姿勢を反映するためのモデルであり，眼球・筋骨
格モデルから出力された姿勢のテキストデータを読み込み，各リンクに反映し
て姿勢を作る．姿勢表現については，回転行列とオイラー角，クォータニオンが
あるが，Blender において扱える表現はオイラー角とクォータニオンの 2 つで
ある．オイラー角による姿勢表現はオイラー角の回転の順番の問題や，ジンバル
ロックが起こる可能性があることから，Blender 内でのすべてのオブジェクト
の姿勢はクォータニオンで表すこととした．カメラはヒトの眼を表しており，す
なわちカメラ画像がヒトの視界となる．体表面形状モデルの姿勢をキーフレー
ムに挿入することによって，最終的に身体運動アニメーションを作成すること
ができ，視覚的に身体挙動を観察することができる． 
 以上をまとめると，視野判断モデルは眼球・筋骨格モデルで生成された姿勢情
報を体表面形状モデル，眼球を表すカメラに反映し，そのときにどれくらい視認
目標点が見えているかを示すスカラー値を出力するモデルである． 
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Fig. 4.1. 仮想自動車操縦空間 
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4.2 体表面形状モデル 
 身体運動を反映する体表面形状モデルは，市販のグラフィックモデリングソ
フト Poser で作成した(Fig. 4.2）． 
 
Fig. 4.2. Poser で作成した体表面形状モデル 
  
両足が 180 度回転している状態だが，これは筋骨格モデルの初期姿勢を表し
ている．このモデルを Blender に対応したオブジェクトファイルで書き出し，
Blender にインポートした． 
Blender では Fig. 4.3 に示すように，Bone と呼ばれるオブジェクトの骨格を
定義することができるモジュールがあり，この Bone とオブジェクトを結び付
け，Bone にモーションを与えることで，オブジェクトを任意の姿勢に自在に動
かすことが可能となる． 
 
 
Fig. 4.3. オブジェクトに Bone を定義して任意の姿勢に動かすまでの流れ 
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Bone によって作成した筋骨格モデルの初期姿勢を表すリンクモデルを Fig. 
4.4(a)に示す．Fig. 4.4(b) は Bone と Poser で作成した体表面形状モデルを重ね
合わせたものである．まだこの状態では Bone を動かしても体表面形状は動かな
いままである．Bone とオブジェクトの運動を結び付けるには，各セグメントに
ウェイトペイントと呼ばれる作業を行う必要がある(Fig. 4.5(a))．ウェイトの値
は 0~1 の範囲で定義され，Fig. 4.5(b)に示すように赤色が 1，青色が 0 で表現さ
れている．ウェイトの値が 1 に近づくほど，オブジェクトは Bone に強く追従
し，0 に近づくほどオブジェクトと Bone の結びつきは弱くなる． 
 
        
(a) Bone のみ             (b) 体表面形状と Bone 
Fig. 4.4. Bone で作成した筋骨格モデルの初期姿勢のリンクとそれを体表面形
状モデルに重ね合わせた状態 
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(a) ウェイトペイント          (b) ウェイトの強さと色の関係 
Fig. 4.5. ウェイトペイントの様子 
 
これにより，各セグメントのクォータニオンを与えることによって体表面形
状モデルを任意の姿勢にすることが可能となった．しかしながら，Bone はセグ
メントごとに座標系を持っているため，筋骨格モデルの座標系から各セグメン
ト座標系に変換する必要がある．筋骨格モデルの各リンクの座標系は Z-Up，X-
Forward 系であるのに対し，Bone のセグメント座標は 3 種類あり，右肩が-Z-
Up，X-Forward 系，左肩が Z-Up，X-Forward 系，それ以外が Y-Up，X-Forward
系で表されている(Fig. 4.6)．左肩のセグメント座標系と筋骨格モデルの座標系
は同じであったため，右肩とそれ以外のセグメントに合わせて座標変換を行っ
た． 
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(a) 筋骨格モデル           (b) Bone 
Fig. 4.6. 筋骨格モデルと Bone のセグメント座標 
 
 筋骨格モデルから得られる姿勢情報は筋骨格モデルのグローバル座標系から
見たリンクの座標系の回転行列 R𝑀
𝑂 で表される．これを体表面形状モデルの各セ
グメント座標に変換する式は以下のように表される． 
 
𝑅 = 𝑅𝐵
𝑀 𝑇
𝐵𝑠
𝐵 𝑅𝑀
𝑂 𝑅𝐵
𝑀                        (4.2-1) 
 
 このとき， 𝑅𝐵
𝑀 は以下の行列で表される． 
𝑅 = (
1 0 0
0 −1 0
0 0 −1
)𝐵
𝑀                       (4.2-2) 
 ただし，右肩のリンク座標系に関しては定義が異なるため，回転行列は以下の
ようになる． 
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𝑅 = (
1 0 0
0 0 −1
0 1 0
)𝐵
𝑀                        (4.2-3) 
 
次に眼球を表すカメラの姿勢情報だが，これは視野判断モデルのグローバル
座標系で表されているため，座標変換を行う必要がある．カメラの姿勢情報は角
度と位置であり，角度情報は式(4.2-1)と同様にして座標変換を行えばよい．この
ときの回転行列は以下のようになる． 
𝑅 = (
0 1 0
−1 0 0
0 0 1
)𝐵
𝑀               (4.2-4) 
また，カメラの位置情報の座標変換は次式で表される． 
𝐸𝐵 = 𝑅 × 𝐸𝑀𝐵
𝑀                (4.2-5) 
  
 次に，視野判断モデルの姿勢はクォータニオンで表現されるため，回転行列か
らクォータニオンに変換する必要がある．変換式を以下に示す． 
11 12 13
21 22 23
31 32 33
2 32 23
0 1
0
13 31 21 12
2 3
0 0
      
1
,   
4 4
,   
4 4
r r r
r r r
r r r
r rtrR
q q
q
r r r r
q q
q q
 
 
 
  

 
 
 
R
          (4.2-6) 
以上の座標変換によって，眼球・筋骨格モデルで生成された姿勢情報が視野判
断モデルの体表面形状モデルおよびカメラに与えられ，視野判断モデル内で筋
骨格モデルと同じ身体運動を実現することを可能とした．  
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4.3 視認率の算出 
視野判断モデルは眼球・筋骨格モデルで生成された姿勢を体表面形状モデル
に反映し，視認目標点がどれくらい見えているかをスカラー値で返すシステム
である．この値は，眼球・筋骨格モデルが時々刻々と姿勢を生成していく中で，
次にどちらの方向に身体を動かせばよいのかを示す道しるべとしての役割があ
る．また，定義する視認目標点によってはハンドルや運転者の腕などによって初
期姿勢の状態では視認することができないこともあり得る．このような状況下
でも，視認目標点を見るためにはどちら側に身体を動かせばよいのかを示す道
しるべとなる必要がある．よって，本システムでは Fig. 4.7 のようなグラデーシ
ョン球を仮想自動車操縦空間に設置し，ピクセル解析を行うことによって視認
率を算出した． 
 このグラデーション球は最初に定義した視認目標点に設置された直径 40cm
の赤い球であり，球の中心に近づくにつれて色が濃くなり，球の外側に近づくに
つれて色が薄くなっている．特に球の中心は，視認目標点が見えたかを判断する
ために赤色が急激に濃くなっている．このグラデーション球は他のオブジェク
トを貫通するため，例えば視認目標点がハンドルの裏側に定義されたとしても，
グラデーション球の一部分は必ず眼球を表すカメラから視認することができる．
このカメラ画像の全ピクセル情報を抽出する．ピクセル情報とは RGBA（ディ
スプレイ画面で色を表現するために用いられる，赤（R），緑（G），青（B）の 3
色に，透過度アルファ（A）と呼ばれる透過度の情報を加えたもの）のことであ
る．本システムでは赤色の強さである R の値（以下，R 値）を用いて視認目標
点がどのくらい見えているかを算出する．RGBAはそれぞれ 0～1.0の数であり，
[R，G，B，A]と表す．視認目標点に設置したグラデーション球は中心が R=1.0，
一番外側が R=0.01 となっているため，グラデーション球の RGBA は， 
 [0～1.0，0，0，1.0] 
の範囲で表されるということである．また，実際にシミュレーションを行う際は
Fig. 4.8 のようにグラデーション球以外のソリッドは全て光源を反射しない黒
色であり，カメラ画像からはグラデーション球のみが見える状態となっている．
よって，カメラ画像の全ピクセルの R 値の最大値をとることによって視認目標
点がどの程度まで見えているかを判断することができる．前述したように筋骨
格モデルは身体をあらゆる方向に仮想的に動かしたときに身体負荷が最小かつ
視認率が最大となる方向を選択して実際に身体を動かすため，この R 値の最大
値は視野判断モデルから眼球・筋骨格モデルに受け渡すデータとなり，ファイル
に出力される． 
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Fig. 4.7. 仮想自動車操縦空間上に設置したグラデーション球 
 
 
Fig. 4.8. 実際にシミュレーションを行う際の仮想自動車操縦空間 
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4.4 アニメーションの作成 
 生成された身体運動を観察するためにアニメーションの作成を行った．眼球・
筋骨格モデルを構築している C 言語上でもアニメーションを作成することはで
きるが，視野判断モデルは Fig. 4.9 のような運転者視点や後方視点といった様々
な方向から身体運動を見ることができ，仮想自動車操縦空間にはインストルメ
ントパネルとシートが設置されているため，こちらの方がアニメーションとし
ての完成度が高いと考えた． 
 次に作成したオブジェクトをアニメートする手順について説明する．一般的
に何かがアニメートされるとき，それは時間に応じて変化させるということで
あり，オブジェクトをアニメートするということは，ある時間の範囲にわたって
位置や姿勢情報を変化させるということである．Blender における時間の単位
はフレームと呼ばれるもので，1 フレームの時間的長さはフレームレート(1 秒
間に処理されるフレーム数)によって決まる．アニメーションは複数のフレーム
にわたる少しずつの変化によってつくられるものなので，1 フレーム毎に体表面
形状モデルの各リンクの姿勢情報を定義すれば 1 フレーム毎にポーズを変化さ
せることができ，アニメートすることができる． 
 動力学的計算方法の筋骨格モデルを用いている場合，視野判断モデルには眼
球・筋骨格モデルで生成された姿勢情報が時々刻々と出力されてくるが，前述し
たように動力学的計算方法のモデルは身体内部モデルで仮想的に身体を動かし，
身体負荷最小かつ視認率が最大となるような姿勢を探索しているため，姿勢情
報には摂動データと挙動データの二種類がある．よって，摂動のデータが出力さ
れた場合の処理は，姿勢情報を体表面形状モデルに反映して視認率を算出する
のみである．一方，挙動データが出力された場合はそれに加えて，現在の各リン
クの姿勢，カメラの姿勢と座標を現在のフレームに挿入し，フレームを 1 つ進
める処理を行う．このように挙動データの姿勢を次々とフレームに挿入するこ
とによって，最終的にアニメーションを作成することができる．以上の流れを
Fig. 4.10 に示す． 
 一方，準静的計算方法の筋骨格モデルを用いている場合は，姿勢が時々刻々と
は送られてこないため，初期姿勢と最終的な姿勢のみを用いてアニメーション
を作成する．この 2 つの姿勢の補間はソフトが自動で行われる． 
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(a) 後方視点 
 
(b) 運転者視点 
 
Fig. 4.9. アニメーションで用いるカメラ 
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Fig. 4.10. アニメーション作成のフローチャート 
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第 5章 妥当性検証実験 
 
 
 
5.1 実験目的 
 シミュレーション系の研究では，実際のものと比較したときにどこまで現象
を再現することができているかで妥当性が判断される．今回は身体運動を生成
するシミュレーションを用いて，自動車運転操作系の視認性評価を行うため，生
成される身体運動が実際のヒトの身体運動とどの程度整合しているかを検証す
ることは非常に重要である．そこで，本研究で構築した視認性評価システムで生
成される身体運動の妥当性を，自動車モックアップを用い，被験者に協力しても
らい実験を行った．また，官能評価も行い，評価関数との比較も行った． 
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5.2 仕様器具 
 自動車運転操縦空間を再現している自動車モックアップに被験者を座らせ，
指定した点を見るように指示したときの身体運動の計測を行った．以下に仕様
器具を示す． 
 
・モーションキャプチャカメラ（CRESCENT 社製，Bonita）24 台（Fig. 5.1） 
・アイマークレコーダ（ナックイメージテクノロジー社製，EMR-9）（Fig. 5.2） 
・ビデオカメラ 
・自動車モックアップ（スズキ社製） 
 
身体運動の計測にはモーションキャプチャカメラを用い，マーカ位置は Fig. 
5.3 に示す Plug-in-Gait に加えて骨盤上部に 2 つ，瞳孔の位置を計測するため
に Fig. 5.4 のように片眼に対して 3 つずつ取り付けた(Fig. 5.5)． 
 アイマークレコーダは，ヒトの瞳孔を撮影するカメラ 2 つとヒトの視界を表
すカメラを搭載したキャップ型のデバイスであり，頭部座標系に依存したカメ
ラ画像の中で瞳孔がどこを視認しているかを示す．アイマークレコーダは指示
した視認目標点を被験者が視認しているかを確認するために用いた．よって，ア
イマークレコーダから得られた情報は実験結果の解析等には用いられていない． 
 ビデオカメラは被験者の動作映像を記録するために用いている． 
 自動車モックアップはハンドル，ブレーキ，アクセル，シートなどを有した一
体型の実験装置であり，各パーツは実験に合わせて任意の位置に動かすことが
可能である． 
 また，本実験で用いる座標系は全て視野判断モデルの座標系に統一してある． 
 
Fig. 5.1. モーションキャプチャカメラ 
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Fig. 5.2. アイマークレコーダ 
 
 
Fig. 5.3. 実験で用いた Plug-in-Gait のマーカ貼り付け位置(38) 
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Fig. 5.4. 瞳孔の位置を計測するために貼りつけたマーカの位置 
 
 
Fig. 5.5. 被験者にマーカを貼りつけたときの正面写真 
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5.3 実験方法 
 今回は 7 名の健常成人男性を被験者とし，身体運動の計測を行った．最初に，
被験者の身体寸法（身長，体重，膝幅，踵幅，肘幅，手首幅，掌厚みなど）を計
測する．それと同時に被験者を一度シートに座らせ，運転しやすいシートの位置
に調整させ，そのときのシートスライド幅とシートバック角度を計測する．その
後，モーションキャプチャシステム用のスーツを着用し，前述したマーカ位置に
マーカを貼り付け，アイマークレコーダを装着する． 
 今回指定した視認目標点は以下に示す実在の部品位置 4 か所と仮想の位置 4
か所の合計 8 か所である． 
 
・実在の部品位置 
 カーナビ画面中央 
 サイドミラー（右） 
 サイドミラー（左） 
 ヒーコンスイッチ 
 ・仮想の位置 
 タブレット１ 
 タブレット２ 
 タブレット３ 
 タブレット４ 
 
仮想の位置 4 か所は Fig. 5.6 に示すようなタブレットを用いて表現し，１～４
はそれぞれ以下のように定義した． 
 
 １：死角がなく，眼球の動きのみでも視認が可能な位置 
 ２：ステアリングが死角となっているが，身体を動かさず，頭部のみを限界ま
で動かした場合には目標物全体がかろうじて視認可能となる位置 
 ３：上半身の僅かな姿勢変化で視認可能となる位置 
 ４：上半身を大きく動かさなければ視認可能とならない位置 
 
よって，まず被験者には楽な姿勢をさせた後に頭部のみを傾けさせ，タブレッ
ト２がかろうじて視認可能な位置になるようにタブレットの位置を調整する必
要がある．これは被験者によって異なるため，被験者ごとに調整する必要がある．
また，被験者には 8 か所の視認目標点を順番に視認させるのだが，順序効果を
考慮して被験者ごとに決定した乱数によって視認する順番を決定した． 
 次に身体運動の計測だが，被験者には正面を目視した状態でハンドルを握り，
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自然な姿勢にさせる．このときの姿勢を初期姿勢とし，この状態から指示した視
認目標点を視認させる．視認したら数秒静止し，実験者の合図で再び初期姿勢に
戻す．これを 1 サイクルとし，1 つの視認目標点に対して 3 サイクル行う．3 サ
イクル行った後は以下のような官能評価を行った． 
 ・視認行動を許容できるか（運転時，停車時） 
 ・目標物の見やすさを 6 段階で評価（運転時，停車時） 
官能評価が終了したら次の視認目標点に移り，これを全視認目標点分繰り返し
たら実験を終了する． 
 
 
Fig. 5.6. 仮想の視認目標点位置に用いたタブレットのイラスト 
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5.4 評価方法 
 
 妥当性検証実験との比較は，定性的評価と定量的評価の 2つの観点を提案し，
評価することとした．また，動力学的計算方法か準静的計算方法のどちらの筋骨
格モデルを用いているかによっても評価方法が異なる． 
 
 
 
 
 
 
 
 
 
 
 
5.4.1 定性的評価 
 モーションキャプチャシステムで計測したマーカ座標から視野判断モデルの
仮想自動車操縦空間上に小さい球を設置し，アニメーションを作成する．このア
ニメーションとシミュレーションで生成した身体運動のアニメーションを重ね
て動かすことによって，実際のヒトの身体運動とどの程度整合しているかを定
性的に観察することができる．よって，この評価方法は動力学的計算方法の筋骨
格モデルを用いた場合のみ，行うことができる．準静的計算の筋骨格モデルの場
合も初期姿勢と最終的な姿勢からアニメーションを作成することはできるが，
その間の身体運動は滑らかに補間しているため，実際の身体運動とは言えない
ためである． 
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5.4.2 定量的評価 
 眼球・筋骨格モデル上で，身体運動を計測する際に設置したマーカ座標を算出
し，モーションキャプチャシステムで計測したマーカ座標と比較する．比較する
マーカは全てではなく，各セグメントに貼りついたマーカを 1 つずつ抽出する
こととした．また，今回の身体運動は体幹，上肢，頭部が重要となるため，関係
性の少ない両脚のマーカは考慮しないこととした．以下に比較するマーカを示
す． 
 RFHD（頭部の右側前面） 
 CLAV（鎖骨） 
 STRN（胸郭） 
 LSHO（左肩） 
 LELB（左肘） 
 LWRA（左手首親指側） 
 LFIN（左人差し指の根もと） 
 RSHO（右肩） 
 RELB（右肘） 
 RWRA（右手首親指側） 
 RFIN（右人差し指の根もと） 
眼球・筋骨格モデル上でのマーカ位置の算出は，マーカを貼り付けた被験者の
写真から，被験者の身長を用いて長さの比で測る方法を用いた．具体的な定義の
方法としては，あるマーカが各セグメントの原点からどの位置にあるかを測り，
モデル上に算出している．こうすることによって，各セグメントが任意の姿勢に
変化したとしても，セグメントの原点からの位置関係は変わらないため，マーカ
位置がずれることはない． 
次に，評価関数で算出した値が見えやすさの指標になっているかを確認する
ために官能評価との比較を行う．方法としては，評価関数と官能評価の値をそれ
ぞれ最も視認性が高いときを 1.0 として正規化を行い比較する． 
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第 6章 結果 
 
6.1 シミュレーション結果 
 構築したシステムを用いてシミュレーションを行った．今回は体格が AM50
に近い 3 名の被験者のデータを用いて，視認目標点などの設定を行った． 
 
6.1.1 眼球・筋骨格モデルと視野判断モデルの連成結果 
 まず，動力学的計算方法を用いた眼球・筋骨格モデルで生成された姿勢を視野
判断モデルの体表面形状モデルに正確に反映されているかの確認を行った．そ
の結果を Fig. 6.1.1-1 に示す． 
図からわかるように，生成された姿勢は正確に体表面形状モデルに反映され
ていた．また，ヒトの眼を表すカメラも位置，角度ともに正確に反映されている
ことが確認できた．視認率の算出については，反映した姿勢の状態でレンダリン
グを行い，視認率をファイルに出力していることが確認できた． 
 
(a) 眼球・筋骨格モデルで生成された姿勢 
 
(b) 姿勢を反映したときの側面図    (c) 姿勢を反映したときの正面図 
Fig.6.1.1-1. 生成された姿勢を視野判断モデルに反映させたときの比較画像 
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6.1.2 動力学的計算方法 
 次に，動力学的計算方法の筋骨格モデルを用いてシミュレーションを行った
結果を Fig.6.1.2-1 に示す．この結果は，視認目標点をサイドミラー（左）の位
置に設定して初期姿勢から最終的な姿勢までの途中経過をキャプチャしたもの
であるが，首が後方に大きく傾いている結果となった．最終的に首はほぼ 180 度
回転するのだが，その中でも眼球は視認目標点を視認していることが分かった． 
 
 
(a) 後方視点 
 
(b) 運転者視点 
Fig.6.1.2-1. 動力学的計算方法の筋骨格モデルを用いたシミュレーション結果 
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6.1.3 準静的計算方法 
次に，準静的計算方法の筋骨格モデルを用いて，8 つの視認目標点ごとにシミ
ュレーションを行った．まず，初期姿勢の結果を Fig.6.1.3-1 に示す．なお，初
期姿勢は実験時と同様に楽な姿勢で正面を見たときの姿勢である．また，図中の
黄色い線はヒトの視線を表している． 
 
(a) 前方視点 
 
(b) 運転者視点 
Fig. 6.1.3-1. 初期姿勢のシミュレーション結果 
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次に，各視認目標点を入力してシミュレーションを行った．それぞれの視認目
標点を見たときにおける前方視点と運転者視点の結果を Fig. 6.1.3-2~6.1.3-9 に
示す． 
 
(a) 前方視点 
 
(b) 運転者視点 
Fig. 6.1.3.2. カーナビ画面中央 
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(a) 前方視点 
 
(b) 運転者視点 
Fig. 6.1.3.3. サイドミラー（右） 
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(a) 前方視点 
 
(b) 運転者視点 
Fig. 6.1.3.4. サイドミラー（左） 
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(a) 前方視点 
 
(b) 運転者視点 
Fig. 6.1.3.5. ヒーコンスイッチ 
 
 74 
 
 
(a) 前方視点 
 
(b) 運転者視点 
Fig. 6.1.3.6. タブレット１ 
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(a) 前方視点 
 
(b) 運転者視点 
Fig. 6.1.3.7. タブレット 2 
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(a) 前方視点 
 
(b) 運転者視点 
Fig. 6.1.3.8. タブレット３ 
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(a) 前方視点 
 
(b) 運転者視点 
Fig. 6.1.3.9. タブレット４ 
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6.2 妥当性検証実験との比較結果 
 
6.2.1 官能試験結果 
 Fig. 6.2.1-1 に官能試験の結果を示す．前述したように官能試験は視認目標点
の見やすさを 6 段階で回答するものであり，数字が大きくなるほど見やすいと
いう評価になる．また，今回は走行中を想定して回答した結果の平均値を用いた． 
 
Fig. 6.2.1-1 各視認目標点における官能試験結果 
 
 次に，官能試験と評価関数を比較した結果を Fig. 6.2.1-2 に示す． 
 
Fig. 6.2.1-2 各視認目標点における官能試験と評価関数の値の比較 
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6.2.2 定性的評価 
 仮想自動車操縦空間にモーションキャプチャで計測したマーカ座標を反映し
たものを Fig.6.2.2-1 に示す．マーカ座標は赤い球で示した．図中右下にもマー
カが存在しているが，これは視野判断モデルの原点の位置であり，背中に貼りつ
けたマーカなどシートに妨げられてモーションキャプチャで計測できず，ファ
イルに何も出力されていない時に一時的に原点に移動させている． 
 図は身体運動をしている中の一部分をキャプチャしたものだが，実際は計測
を開始してから終了するまでのアニメーションがあり，シミュレーションで生
成した身体運動と重ね合わせて再生することができる． 
 
 
Fig. 6.2.2-1. 自動車操縦空間上に反映させたマーカ座標 
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6.2.3 定量的評価 
 次に，実測のマーカ座標とシミュレーション上のマーカ座標の比較を行った．
それぞれの座標値より，原点からの距離を算出し，次式のように誤差率を求めた． 
誤差率 = |
実測値−シミュレーション値
実測値
| × 100        (6.1) 
 各視認目標点における原点からの距離の誤差率をまとめたものを Table 6.1，
6.2 に示す．  
 
Table 6.1. 各視認目標点における原点からの距離の誤差率（RFHD~LELB） 
視認目標点 被験者 
誤差率[%] 
RFHD CLAV STRN LSHO LELB 
ヒーコンスイッ
チ 
1 2.63 6.95 4.43 4.05 2.38 
2 2.88 7.01 6.43 5.47 3.57 
3 4.98 8.10 5.83 6.27 3.27 
サイドミラー
（左） 
1 5.75 7.57 4.91 4.70 2.84 
2 6.89 7.57 6.71 5.90 4.02 
3 7.69 8.77 6.34 6.74 3.54 
サイドミラー
（右） 
1 4.23 7.38 4.71 4.52 2.89 
2 5.54 7.53 6.79 5.41 3.34 
3 7.06 8.46 5.98 6.21 3.28 
ナビセンタ 
1 5.92 7.76 4.98 4.90 2.96 
2 5.34 7.12 6.57 5.44 3.35 
3 7.90 8.69 6.07 6.73 3.61 
タブレット 1 
1 4.47 7.24 4.62 4.24 2.48 
2 5.62 7.60 6.68 5.80 4.05 
3 5.92 8.55 5.96 6.30 3.22 
タブレット 2 
1 4.26 6.93 4.44 4.07 2.68 
2 5.51 7.26 6.52 5.50 3.93 
3 6.98 8.75 6.24 6.64 4.00 
タブレット 3 
1 1.13 6.12 3.94 2.90 1.26 
2 5.44 7.78 7.14 5.55 3.18 
3 5.33 7.90 5.81 5.96 2.85 
タブレット 4 
1 5.47 4.66 3.26 1.25 0.12 
2 0.33 6.51 6.26 4.33 1.88 
3 1.14 7.11 5.18 5.64 2.70 
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 Table 6.2. 各視認目標点における原点からの距離の誤差率（LWRA~RFIN） 
視認目標点 被験者 
誤差率[%] 
LWRA LFIN RSHO RELB RWRA RFIN 
ヒーコンスイッ
チ 
1 1.30 0.25 4.28 1.71 0.57 1.15 
2 2.39 0.89 5.69 2.54 2.48 1.05 
3 2.46 1.13 5.80 0.62 1.26 0.79 
サイドミラー
（左） 
1 1.54 0.68 5.02 1.66 1.13 0.85 
2 2.76 1.19 5.88 1.77 3.07 0.97 
3 2.69 1.20 6.78 0.78 1.63 0.73 
サイドミラー
（右） 
1 1.24 0.27 4.83 1.65 0.51 1.01 
2 2.29 0.63 6.40 2.33 1.98 1.11 
3 1.99 0.79 6.21 0.55 0.82 0.77 
ナビセンタ 
1 1.32 0.97 5.20 1.62 1.14 0.73 
2 2.08 0.82 5.96 2.02 1.77 1.49 
3 2.28 1.15 6.60 0.86 1.17 0.69 
タブレット 1 
1 1.19 0.60 4.65 1.68 0.54 0.99 
2 2.23 0.60 6.05 2.25 2.40 1.02 
3 2.26 0.98 6.40 0.67 1.01 0.66 
タブレット 2 
1 1.15 0.91 4.25 1.13 0.68 0.78 
2 2.04 0.74 5.54 1.14 2.38 1.00 
3 2.31 1.15 6.42 0.30 1.19 0.73 
タブレット 3 
1 1.36 0.18 3.73 2.18 0.86 0.97 
2 2.08 0.70 6.49 2.25 2.43 1.13 
3 2.40 0.97 5.79 1.06 1.35 0.73 
タブレット 4 
1 1.31 0.31 2.57 2.70 0.71 0.98 
2 2.14 0.65 5.30 1.80 2.15 1.17 
3 2.18 1.26 4.68 1.13 1.25 0.61 
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 次に，各視認目標点における原点からの距離の差分をまとめたものを Table 
6.3，6.4 に示す． 
 
Table 6.3. 各視認目標点における原点からの距離の差分（RFHD~LELB） 
視認目標点 被験者 
誤差[mm] 
RFHD CLAV STRN LSHO LEKB 
ヒーコンスイッ
チ 
1 56.0 140.5 83.3 85.1 43.0 
2 61.3 141.7 123.7 116.8 65.4 
3 108.4 165.7 111.4 134.9 59.7 
サイドミラー
（左） 
1 125.2 154.2 92.9 99.5 51.8 
2 151.9 154.1 129.3 126.4 74.1 
3 170.8 180.8 121.7 145.7 65.0 
サイドミラー
（右） 
1 93.1 149.9 89.0 95.6 52.7 
2 123.5 153.2 131.0 115.5 61.2 
3 160.0 174.0 114.4 133.7 60.1 
ナビセンタ 
1 130.2 158.2 94.3 103.9 54.1 
2 116.8 144.3 126.5 116.1 61.4 
3 177.6 179.1 116.3 145.5 66.3 
タブレット 1 
1 96.5 146.7 87.1 89.4 45.0 
2 122.8 154.7 128.8 124.1 74.8 
3 129.7 176.0 114.0 135.6 58.9 
タブレット 2 
1 90.7 139.9 83.6 85.2 48.4 
2 118.8 147.1 125.4 117.0 71.8 
3 153.0 180.0 119.6 143.0 73.2 
タブレット 3 
1 23.4 122.7 73.7 60.3 22.6 
2 118.1 158.8 138.3 118.4 58.1 
3 115.5 161.4 111.0 127.7 51.9 
タブレット 4 
1 109.4 92.0 60.7 25.6 2.1 
2 7.0 131.0 120.1 91.2 33.9 
3 24.4 144.0 98.3 120.6 49.0 
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Table 6.4. 各視認目標点における原点からの距離の差分（LWRA~RFIN） 
視認目標点 被験者 
誤差[mm] 
LWRA LFIN RSHO RELB RWRA RFIN 
ヒーコンスイッ
チ 
1 21.6 4.0 92.0 32.9 9.8 19.4 
2 39.2 14.4 123.9 49.3 41.9 17.8 
3 40.3 18.3 126.6 11.8 21.5 13.4 
サイドミラー
（左） 
1 25.5 11.0 108.6 31.9 19.4 14.4 
2 45.2 19.3 128.3 34.1 51.7 16.5 
3 44.0 19.4 149.4 14.9 27.9 12.4 
サイドミラー
（右） 
1 20.5 4.3 104.2 31.6 8.8 17.1 
2 37.6 10.2 140.5 45.1 33.6 18.7 
3 32.7 12.8 136.0 10.4 14.0 13.1 
ナビセンタ 
1 21.9 15.7 112.6 31.1 19.5 12.3 
2 34.2 13.1 130.1 39.0 30.0 25.1 
3 37.4 18.7 145.1 16.3 19.9 11.7 
タブレット 1 
1 19.7 9.7 100.2 32.4 9.2 16.8 
2 36.6 9.6 132.4 43.4 40.6 17.3 
3 37.1 15.9 140.4 12.8 17.3 11.2 
タブレット 2 
1 19.1 14.6 91.2 21.7 11.7 13.2 
2 33.5 11.9 120.6 22.0 40.2 16.9 
3 38.0 18.5 141.0 5.7 20.3 12.3 
タブレット 3 
1 22.6 2.8 79.6 42.2 14.7 16.4 
2 34.2 11.2 142.6 43.5 41.1 19.2 
3 39.4 15.6 126.2 20.2 23.1 12.3 
タブレット 4 
1 21.7 5.0 54.3 52.4 12.2 16.5 
2 35.1 10.4 115.1 34.6 36.3 19.8 
3 35.9 20.3 101.0 21.6 21.3 10.4 
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第 7章 考察 
 
 
 
7.1 動力学的計算方法について 
 図を見てわかるように，動力学的計算方法を用いてシミュレーションを行っ
た結果，首が折れ曲がった状態になった．原因として，今回の目的を果たすため
に必要な目的関数のパラメータが多くなってしまったことが挙げられる．しか
しながら，首が折れ曲がっている中で，眼球は視認目標点を注視していた．この
ことから，眼球運動モデルは正常に働いているのではないかと考えられる． 
 また，動力学的計算方法を用いた場合，計算時間が長くなってしまう問題もあ
った．これは，視野判断モデルとのデータのやり取りの多さによるものだといえ
る．身体内部モデルに摂動を与える度に視野判断モデルと連成して視認率を算
出しているため，微小な挙動をするまでにも数十回の連成が必要となる．また，
視認率を算出するためのレンダリングにも時間がかかるため，この 2 つが主な
原因だと考えられる． 
 本研究の目的を果たすためには必ずしも動力学的計算方法を用いる必要はな
いが，時々刻々と身体運動を生成してアニメーションを作成することは，ある視
認目標点を見る際にヒトがどのような身体運動をするのかが視覚的にわかるた
め，設計者側の観点から見ればこちらの方が方法論としては望ましいといえる． 
 よって，動力学的計算方法を用いたシミュレーションを実現するには，目的関
数や身体運動生成プロセスの簡略化や開発環境の統合などを行う必要があると
考えられる． 
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7.2 準静的計算方法について 
結果を見ると，ヒーコンスイッチ，タブレット 2，タブレット 3，タブレット
4 を除く視認目標点は注視することができていた．しかし，全体的に実際のヒト
と比べて身体の姿勢変化が小さかった．それぞれの視認目標点の結果を詳しく
見ていく． 
まずナビセンタは首を視認目標点側に回旋して視認している結果となった．
ナビセンタの位置は，官能評価から見ても比較的見やすい位置にあり，首の回旋
と眼球の動きで視認する結果は自然であるといえる． 
 ヒーコンスイッチは首を回旋して視認しようとしていたが，視認するに至ら
ない結果となった．また，実際のヒトは体幹を傾けて視認していたが，シミュレ
ーションでは体幹の姿勢変化はあまり見られなかった．これは，姿勢を探索する
にあたり，評価関数の視認率の値の増加よりも眼球負荷や身体負荷の値の増加
の方が大きくなったためであると考えられる． 
 サイドミラー(右)もナビセンタと同様に首を回旋させて視認を行っていた．官
能評価を見てもサイドミラー(右)はナビセンタと同等の見えやすさであり，自然
な姿勢であるといえる． 
 サイドミラー(左)は運転者から最も遠い位置にあるが，首を大きく回旋させて
視認を行っていた．しかし，ナビセンタやサイドミラー(右)に比べて評価関数の
値は小さくなっていた．これは，2 つに比べて眼球運動が大きくなっていたため
であるといえる．  
 タブレット 1 もナビセンタと同様に首を回旋させて視認を行い，評価関数の
値も大きい結果となった． 
 タブレット 2 は首の回旋に加えて若干ではあるが体幹を傾けて視認しようと
していたが，視認目標点にはわずかに届かない結果となった． 
 タブレット 3，4 はほぼ同じような結果となり，首は回旋していたが体幹の姿
勢変化はほとんど見られず視認目標点を視認できないという結果になった．こ
れは，ヒーコンスイッチと同様に評価関数の視認率の値の増加よりも眼球負荷
や身体負荷の値の増加の方が大きくなったためであると考えられる． 
 以上より，眼球と視認目標点との間に障害物がない場合は首の回旋と眼球運
動で視認することができていたが，障害物がある場合は視認するのに必要な体
幹の姿勢変化が起こらなかったため視認できないという結果になった．これは
身体運動を探索するにあたりローカルミニマムに陥っているからである．よっ
て，評価関数の視認率の重みや遺伝的アルゴリズムの突然変異係数などを調整
し，視認目標点を視認させることを第一に身体運動生成を行う必要があるとい
える． 
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7.3 妥当性検証実験について 
 定性的評価に関しては，動力学的計算方法での身体運動生成が上手くいかな
かったため，比較をする前に整合性がとれているかの判断がついてしまったが，
シミュレーションで作成したアニメーション上に実測のマーカ点を表示するこ
とによって，定性的に妥当性を評価できることがわかった． 
 次に，定量的評価に関してだが，結果の表を見ると実測に比べてシミュレーシ
ョンの身体運動が少なかったのにもかかわらず，誤差率は 5%を超えている部分
がいくつかあるものの全体的に小さい値となった．これは，そもそも視認目標点
を見るために行う身体運動が少ないことが要因として挙げられる．しかし，これ
はあくまでも原点からの距離で比較したものである．シミュレーション結果の
画像を見ると，実測に比べて身体の傾きが少ないことから，実際には視野判断モ
デルにおける X 座標の誤差が多くを占めていると考えられる．そこで，座標の
各軸の誤差率にどの程度の差があるのかを検証するために，各軸における誤差
率および実測値との差分を算出した．結果を Table 7.1，7.2 に示す．なお，11
マーカ分全ての結果をまとめるとデータ数が膨大になるため，頭部，鎖骨，右手
首，左手首の 4 つに絞った．この表を見ると，やはり X 軸における誤差率があ
きらかに高いことがわかる．しかし，誤差率は真値の絶対値の大きさに大きく影
響を受ける．そこで，実測値との差分も見ると，Z 軸における誤差率より大幅に
X 軸と Y 軸の差分が大きい結果となった．X 軸の差分が大きいのはシミュレー
ションの体幹の姿勢変化が少なかったためであると考えられる．現に，身体運動
の大きいヒーコンスイッチやタブレット 4 などの差分は，身体運動の小さいナ
ビセンタなどに比べて大きい値となっている．Y 軸の差分については，頭部や鎖
骨の値がほぼ同じことから系統誤差であることが推測できる．また，左手首と右
手首の Y 軸における差分が小さいことから，シミュレーションよりも実際のヒ
トの姿勢が後方に傾いていたと考えられる． 
よって，生成する身体運動をより実測値に近い値にするには，身体を現状より
も大きく動かすようにパラメータ調整をする必要があるといえる．具体的には，
視認率と姿勢の規範の重みを下げ，意志モーメントや意志力などの重みを上げ
ることでより大きく身体を動かすことを期待できる．しかしながら，本研究の目
的である身体負荷最小かつ視認率最大は，そもそもトレードオフの関係になっ
ているので，引き続きより良いパラメータの組み合わせを試行錯誤的に模索し
ていく必要がある．それに加えて，視認目標点を確実に見させるためには視認率
の重みが大きい必要があるので，その兼ね合いも考える必要がある．また，今回
はシミュレーション内でのマーカ座標を被験者の写真から算出する方法を用い
たため，必ずしも正確な位置にマーカ位置を定義しているとは言えない．よって，
より正確にマーカ位置を定義する方法を模索する必要がある． 
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Table 7.1. 各軸における誤差率 
  誤差率[%] 
視認目標点 
RFHD CLAV 
X Y Z X Y Z 
ヒーコンスイッチ 141.31 8.08 7.70 13.26 9.63 4.90 
サイドミラー（左） 10.07 10.70 2.67 2.08 9.94 3.97 
サイドミラー（右） 10.06 8.56 3.96 5.93 9.89 3.44 
ナビセンタ 14.20 8.63 2.01 9.09 9.50 3.53 
タブレット 1 6.42 9.28 3.88 2.86 10.02 4.16 
タブレット 2 31.55 9.63 3.67 0.46 9.70 5.21 
タブレット 3 53.42 9.73 3.17 7.19 10.13 2.87 
タブレット 4 199.57 4.32 9.35 21.82 9.13 4.48 
 誤差率[%] 
視認目標点 
LWRA RWRA 
X Y Z X Y Z 
ヒーコンスイッチ 14.18 1.40 5.87 2.15 1.90 6.81 
サイドミラー（左） 6.52 1.91 6.15 0.39 2.54 6.35 
サイドミラー（右） 18.55 0.93 7.23 3.31 1.14 7.82 
ナビセンタ 11.15 0.74 7.29 5.09 1.51 5.73 
タブレット 1 14.71 1.36 5.10 1.77 1.68 7.15 
タブレット 2 17.46 1.30 4.19 1.51 2.03 5.36 
タブレット 3 11.14 1.05 5.87 2.27 1.92 6.52 
タブレット 4 19.51 0.93 6.30 2.57 1.64 6.20 
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Table 7.2. 各軸における差分 
  誤差[mm] 
視認目標点 
RFHD CLAV 
X Y Z X Y Z 
ヒーコンスイッチ 213.9 150.3 79.1 35.6 178.7 37.2 
サイドミラー（左） 32.0 203.2 28.6 6.2 185.0 30.4 
サイドミラー（右） 38.6 164.0 42.7 17.1 184.2 26.5 
ナビセンタ 47.8 161.6 21.7 25.5 176.0 27.1 
タブレット 1 20.7 174.4 41.4 8.5 186.7 31.8 
タブレット 2 85.4 179.3 38.7 1.3 180.1 39.3 
タブレット 3 127.4 182.1 33.9 20.5 189.0 22.2 
タブレット 4 233.7 79.3 95.6 54.7 168.5 34.2 
 誤差[mm] 
視認目標点 
LWRA RWRA 
X Y Z X Y Z 
ヒーコンスイッチ 24.3 20.6 41.5 9.9 27.8 48.0 
サイドミラー（左） 11.5 28.0 43.4 1.8 37.1 44.9 
サイドミラー（右） 30.9 13.7 50.5 15.4 16.8 54.6 
ナビセンタ 19.7 11.0 50.8 24.1 22.1 40.8 
タブレット 1 25.2 20.0 36.4 8.1 24.7 50.3 
タブレット 2 29.2 19.1 30.1 6.9 29.6 38.3 
タブレット 3 19.5 15.6 41.5 10.5 28.1 46.1 
タブレット 4 32.2 13.7 44.4 11.8 24.0 43.9 
 
次に，官能試験と評価関数の比較についてだが，グラフを見るとヒーコンスイ
ッチ，タブレット 2~4 の評価関数の値が小さかった．これはいずれも視認目標
点を視認することができなかったものであり，評価関数の視認率の値が大幅に
小さくなったことが原因であるといえる．しかし，官能試験と比較してみると評
価関数の値と傾向がほぼ同じとなり，本システムで実験を行わずに視認性評価
を行える可能性を示唆することができた．しかし，現状では眼球と視認目標点の
間に障害物があると見えにくいという結果であるため，その中でも見えやすさ
の強弱を算出する必要がある．そのためには，体幹を動かして視認目標点を除き
こませるような身体運動を生成する必要がある．  
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第 8章 結言 
 
 
 
8.1 結論 
 本研究では，自動車インストルメントパネルの設計支援システムとして，眼球・
筋骨格モデルと視野判断モデルを連成した視認性評価システムを提案し，構築
した． 
 筋骨格モデルと眼球運動モデルから構成される，身体運動および眼球運動を
生成する眼球・筋骨格モデルを構築した．これにより，身体負荷最小かつ視認性
最大となるような身体運動の生成を目指した． 
 筋骨格モデルは先行研究の歩行シミュレーションモデルを視認性評価システ
ムに合わせて改良した．また，動力学的計算方法と準静的計算方法の 2 種類の
身体運動生成を行い，システムに組み込んだ． 
眼球運動モデルは，先行研究で構築されたモデルをベースに視認性評価シス
テムに組み込み，視認目標点を見るための眼球運動を生成した．追跡眼球運動と
サッカードから出力されていた頭部角速度は削除した．また，眼球負荷を眼球角
速度と眼球角度から算出する式を定義し，評価関数に組み込んだ． 
 視野判断モデルは 3DCG ソフトを用いて構築した．眼球・筋骨格モデルで生
成されたリンクおよび眼球の姿勢をそれぞれ，体表面形状モデルとカメラに反
映することによって身体の姿勢を再現した．体表面形状モデルはモデリングソ
フトによって作成した．反映した姿勢での視認率を算出するために，グラデーシ
ョン球を用いたピクセル解析を提案し，組み込んだ．眼球・筋骨格モデルとの連
成はデータファイルのやり取りによって行い，同時に 2 つのシステムを実行す
ることによって連成を行った．また，身体運動アニメーションを最終的に視野判
断モデルで作成できるようにした．そして，これらを プログラムで自動的に実
行できるようにした． 
 構築した視認性評価システムの妥当性を検証するために，自動車モックアッ
プを用いた実験を行った．具体的には，被験者を自動車モックアップに座らせ，
モーションキャプチャカメラを用いて指定した視認目標点を見させたときの身
体運動を計測した．妥当性評価については，定性的評価と定量的評価の 2 つを
提案した．定性的評価はシミュレーションと実測の身体運動を重ね合わせるこ
とにより，視覚的に整合性が取れているかの判断を行った．定量的評価は筋骨格
モデル上に計測したマーカ位置を被験者の写真を用いていくつか定義し，実際
のマーカ位置と比較した． 
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 結果として，眼球・筋骨格モデルと視野判断モデルは上手く連成することがで
きた． 
 動力学的計算方法を用いたシミュレーションでは目的関数のパラメータの多
さが原因となり，適切な身体運動を生成することはできなかった．また，シミュ
レーション時間の長さに問題があった．よって，目的関数や身体運動生成プロセ
スの簡略化に加えて，開発環境の統合が必要であることが分かった． 
 一方，準静的計算方法を用いたシミュレーションでは実験と同様に 8 つの視
認目標点を定義したときの姿勢を生成した．ナビセンタやサイドミラー(右)など
運転者から見えやすい位置にある視認目標点の場合は自然な身体運動を実現す
ることができた．一方，運転者の腕やハンドルなどの裏に隠れている視認目標点
は視認することができなかった．よって，より最適なパラメータの組み合わせを
試行錯誤的に模索していく必要があることが分かった． 
 妥当性検証実験との比較は，実測およびシミュレーション上のマーカ点を用
いて原点からの距離を算出して行った．全体的に身体運動の傾きが少ないこと
から，X 軸方向の誤差率および差分が大きい結果となったが，ナビセンタやサイ
ドミラー(右)などそもそも身体運動が少ないものに関しては，少ない誤差となっ
ていた．それに加えて系統誤差による Y 軸方向の誤差もみられた．また，今回
は筋骨格モデル内のマーカ位置を被験者の写真を用いて算出したため，その時
点で少なからずとも誤差があるといえる．よって，より正確なマーカ位置を定義
する方法を模索する必要があることが分かった． 
 また，評価関数と官能試験と比較した結果，似たような傾向が得られた．よっ
て，本システムを用いて実験を行わずにコンピュータ上で見えやすさの指標を
算出することができたといえる． 
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8.2 今後の展望 
 動力学的計算方法を用いた身体運動生成は上手くいかなかったが，一方で準
静的計算方法では視認するための姿勢を生成し，コンピュータ上で視認性評価
を行うことができた．しかし，準静的計算を用いたシミュレーションについては
調整するパラメータが多いため，現状では最良のパラメータの組み合わせを見
つけることはできていない．本研究の目的を果たすためであれば準静的計算で
十分であるので，今後試行錯誤的にパラメータを模索していく必要がある．特に
遺伝的アルゴリズムで姿勢を探索している際にローカルミニマムに陥っている
傾向がみられたため，突然変異係数を大きくするなどの工夫を施す必要がある．
また，今回は眼球・筋骨格モデルと視野判断モデルを異なる環境開発下で構築し
たが，両モデルの連成によるシミュレーション時間の長期化が問題となった．よ
って，身体運動生成と視認率の算出を同じ開発環境で行うことができればシミ
ュレーション時間を短縮できるといえる．具体的には， MATLAB の
SimMechanics を用いた方法や，Blender を制御する Python で身体運動生成を
行う方法などが考えられる．さらに将来的には，自動車走行時における視認性評
価などの拡張も考えることができる． 
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付録 
 
 
付録-1 眼球運動モデルの周波数領域から時間領域への変換 
 
・前庭動眼反射 
18 個の一階常微分方程式を含む数式モデルに変換されている．なお，変数は 3
次元のベクトルであるので，6 種類の微分方程式×3 となっている．以下に数式
を示しておく．なお各変数は第 3 章のブロック線図に示すとおりである． 
scc は媒介変数 2 21 22, ,scc scc scc   を用いて以下の微分方程式で解ける． 
21
21
22
22
/1
/1
scc d a
scc
a a d
scc a d
scc
d a d
d
dt
d
dt
  
 
  
  
 
  
  

  

 
 
ここで，これら 2 21 22, ,scc scc scc   の関係は以下のとおりである． 
2 21 22
2
             scc scc scc
scc scc
  
  
 
 
 
 
ˆ,oto oto  は伝達関数がそれぞれ定数の対角行列であるので信号の流れの関係か
ら以下のようになる． 
  f a g   
oto otoS f   
ˆ
1
a oto
oto
a
g K
K





 
 
ˆ,oto oto  の誤差信号 fe は正規化ベクトル同士の外積であるので， 
ˆ
   
ˆ
oto oto
f
oto oto
e
 
 
   
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dumpは式(3.3.2-9)に示すとおりである． 
2(b )
(1 ) f f
K e
dump a e a
 
    
ここで， ( )dump  はベクトルのノルムを変数とする関数なので，dumpはスカラ
ーである． 
 
ˆは信号の流れから，また ˆscc の媒介変数 2ˆscc を用いて以下のようになる． 
2
ˆ
ˆ
1
f f scc sccK e
K dump


 

 


 
なお， ˆscc と 2ˆscc の関係は後に示す． 
ˆ
d は単純に定数倍であるため， 
ˆ ˆ  d K dump    
 
ˆ
scc は媒介変数 2ˆscc を用いて以下の微分方程式で解ける．また， 2ˆ ˆ,scc scc  の関係
も以下に示す． 
2
2
ˆ 1 1
ˆ ˆ  scc scc d
d d
d
dt

 
 
    
2
ˆ ˆ ˆ
scc d scc     
gˆは式(3.3.2-3)に示す通り以下の微分方程式で解ける． 
ˆ ˆ
g f fK e    
ˆ
ˆˆ
g
dg
g
dt
   
 
aˆは以下の通りで，vˆは Leaky Integrator により aˆの積分であるため以下の微分
方程式で解け， ˆv は式(3.3.2-10)の通りである． 
ˆˆ ( )a oto otoa K     
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ˆ 1
ˆ ˆ
leaky
dv
a v
dt 
   
2
ˆ
ˆ
v
d v
d


  
T VOR  は媒介変数 2T VOR  を用いて以下の微分方程式で解ける．また，
2,T VOR T VOR   の関係も以下に示す. 
2
2
1 1
ˆT VOR
T VOR v
h h
d
dt

 
 

    
2
ˆ
T VOR v T VOR      
 
R VOR  はˆに単純にゲインをかけ，反転させたものなので， 
ˆ
R VOR outK     
となり，最終的に前庭動眼反射の出力 VOR はこれら T VOR  ， R VOR  の加算である． 
VOR T VOR R VOR      
 
なお，式変形の仕方，順番は PC で微分方程式を解く関係で上記に示すような形
とした．以上で前述の前庭動眼反射モデルを時間領域における数式モデルとし
て扱うことで本モデルにおいても適応可能な形式となった． 
 
・追跡眼球運動 
12 個の一階常微分方程式を含む数式モデルに変換されている．ただし，信号は
3 次元のベクトルであるので，4 種類の微分方程式×3 となっている．以下に数
式を示しておく．変数は前述のブロック線図に示す通りである． 
, 'DE E は後に示すがともに微分方程式の変数であるので，PC で微分方程式を
解く関係上，まずこれらを用いて PMC のフィードバックループの部分は初め
に解ける．すなわち， , 'DE E の誤差信号 me は， 
3 'm De E E   
であり，次に AS によって 'E が求まる．式は式(3.3.4-3)の通りで 
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0
0
0
' 40 5        ( )
40
' (5 )    ( )
m m
m m
E e e e
E e e e
e
  
  
 
NI による 'E の積分は以下の微分方程式で解け， 'E が求まる． 
2
'
'
dE
A E
dt
  
 
VS は処理しないためE'VS は単純に， 
1' 'VSE PE  
となり，眼球角速度 Eと 'VSE の CNS へのフィードバック部分E'p は以下の微分
方程式でそれぞれ解ける． 
2 2
30 1
'VS
e e
dE K
E E
dt  
   
2
2 2
' 80 1
'
p
VS p
e e
dE P
E E
dt  
   
ここで， ,T Eの誤差信号eと 'T は以下の式でそれぞれ求まる． 
e T E   
' 50 'pT e E   
'T が求まったので， DE は以下の微分方程式で解ける． 
1 'D D
c
dE T E
dt



  
 
以上で前述の追跡眼球運動モデルを時間領域における数式モデルとして扱うこ
とで本モデルにおいても適応可能な形式となった． 
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