AS SOFTWARE DEVELOPMENT is a human activity, identifying affective states in messages has become an important challenge in regard to extracting meaningful information. Sentiment analysis has been used for several practical purposes, such as identifying problematic application programming interface features, 1 assessing the polarity of app reviews, 2 clarifying the impact of sentiment expressions on issue resolution time, 3 and so on. Because of the poor accuracy of existing sentiment analysis tools trained with general sentiment expressions, 4 recent studies have tried to customize such tools with software engineering data sets. 5 However, it is reported that no tool is ready to accurately classify sentences as negative, neutral, or positive, even if tools are specifically customized for certain software engineering tasks. 5 One of the difficulties in sentiment classification is the limitation in a bag-of-words model or polarity shift because of function words and constructions in sentences. 6 Even if there are positive single words, the whole sentence can be negative because of negation, for example. To address this challenge, Lin et al. adopted Stanford CoreNLP, a recursive-neural-network-based approach that can take into account the composition of words, 7 and prepared a software-engineering-specific sentiment data set from a Stack Overflow dump. 5 Despite the authors' best efforts to finetune the labeling of the tree structure of sentences, they reported negative results (low accuracy). 5 In this article, we propose a machine-learning-based approach using n-gram features and an automated machine-learning tool for sentiment classification. Although n-gram phrases are considered to be informative and useful compared to single words, using all n-gram phrases is negative sentences on all data sets. // not a good idea because of the large volume of data and many useless features. 8 To address this problem, we utilize n-gram inverse document frequency (IDF), a theoretical extension of the IDF proposed by Shirakawa et al. 9 IDF measures how much information the word provides, but it cannot handle multiple words. N-gram IDF is capable of handling n-gram phrases. Therefore, we can extract useful ngram phrases.
Automated machine learning is an emerging research area designed to bring about the progressive automation of this field. Two important problems are known in machine learning: no single machine-learning technique gives the best result on all data sets, and hyperparameter optimization is needed. Automated machine learning addresses these problems by running multiple classifiers and trying different parameters to optimize the performance. In this study, we use auto-sklearn, which contains 15 classification algorithms [including random forest and kernel support vector machine (SVM)], 14 feature preprocessing solutions (such as principal component analysis and the Nystroem sampler), and four data preprocess solutions (e.g., one-hot encoding and rescaling). 10 Using n-gram IDF and auto-sklearn tools, Wattanakriengkrai et al. outperformed the state-of-the-art self-admitted technical debt identification. 11 Figure 1 shows an overview of our method with the following three components.
Method

Text Preprocessing
Messages in software documents sometimes contain special characters. We remove characters that are neither English characters nor numbers. Stop words are also removed by using the spaCy library. Text is tokenized by spaCy, which also finds parts of speech and tags of each token and checks whether the token appears in the stop-word list.
Feature Extraction Using N-Gram IDF
N-gram IDF is a theoretical extension of IDF for handling words and phrases of any length by bridging the gap between term weighting and multiword expression extraction. N-gram IDF can identify dominant n-grams among overlapping ones. 9 In this study, we use the N-Gram Weighting Scheme tool. 9 The result after applying this tool is a dictionary of n-gram phrases (n ≤ 10 as a default setting) with their frequencies. Ngram phrases that appear only once in the whole document (the frequency equals one) are removed because they are not useful for training.
Automated Machine Learning
To classify sentences into positive, neutral, and negative, we use autosklearn, an automated machine-learning tool. Automated machine-learning tries running multiple classifiers and applying different parameters to derive better performances. This tool comprises two steps: metalearning and automated ensemble construction. 10 We run auto-sklearn with 64 GB of memory, set a 90-min limitation for each round, and configure it to optimize for a weighted F1 value, an average F1 value for three classes weighted by the number of true instance of each class.
Evaluation
Data Sets and Settings
We employ a data set provided by Lin et al.'s work. 5 There are three types of documents in the data set: sentences in questions and answers on Stack Overflow, reviews of mobile applications, and comments on Jira issue trackers. Each data set has text and labels of positive, neutral, and negative. Because our method requires just labeled sentences (as positive, neutral, or negative), we can use data-set-specific data for training. For training and testing, we apply 10-fold cross-validation for each data set. That is, we split sentences in a data set into 10 
Sentiment Classification Tools
To assess the performance of our method, we compare our method with tools presented by Lin et al. 5 SentiStrength estimates the strength of positive and negative scores based on the sentiment word strength list prepared from Myspace comments. 12 The Natural Language Toolkit (NLTK) is able to do sentiment analysis based on the lexicon and rule-based Valence Aware Dictionary and Sentiment Reasoner, which are specifically tuned for sentiments expressed in social media. 13 Stanford CoreNLP adopts a deep-learning model to compute the sentiment based on how words compose the meaning of the sentence. 7 The model has been trained on movie reviews. SentiStrength-SE is a tool built on top of SentiStrength, and it has been trained on JIRA issue comments. 14 Stanford CoreNLP SO prepared Stack Overflow discussions to train a model of Stanford CoreNLP. 5 Result Table 1 shows the number of correct predictions as well as precision, recall, and F1 values with all the tools, including our method (n-gram auto-sklearn). These values were presented by Lin et al. 5 (F1 values are calculated by us.) Precision, recall, and F1 values are derived as the average from the 10 rounds of our 10-fold cross-validation because the same data can appear in different rounds with StratifiedShuffleSplit.
The number of correct predictions is higher with our method in all three data sets, and our method achieved the highest F1 values for all three positive statements, all three negative statements, and one neutral statement. Although the values are low for the neutral class for app reviews, this is because the number of neutral sentences is small in this data set.
In summary, our method using ngram IDF and automated machine learning (auto-sklearn) largely outperformed existing sentiment analysis tools. Because our method relies on n-gram phrases, it cannot properly classify text without known n-gram phrases. Although the negative sentence "They all fail with the following error" was correctly classified with SentiStrength, NLTK, and Stanford CoreNLP, our method classified it as neutral. Preparing more data is preferable to improve the performance.
Note that only our method trains within data sets for all three cases. Although within-data-set training can improve the performances of other tools, preparing training data for those sentiment analysis tools requires considerable manual effort. 5 Because our method can automatically learn data-set-specific text features, learning within data sets is practically feasible.
The following classifiers achieved the top three performances in autosklearn for each data set:
• If we have a new unlabeled data set, we can first try one of the common classifiers. By manually annotating labels, we can try auto-sklearn to find the best classifier for the data set.
Discussions
Threats to Validity
Competitive sentiment classification tools are trained with a specific data set only. Because our method is based on a general text classification approach, we could conduct within-data-set training. However, because of a considerable amount of manual effort for training sentiment classification tools, they had been trained only with specific data sets. Although we think this is an advantage of our method, the comparison is not with the same condition.
In this multiclass classification, some data sets are not balanced. The neutral class of statements comprises the majority for Stack Overflow, and there were no neutral data for Jira issues. Applying some balancing techniques may improve the overall performances.
In this article, we propose a machine-learning-based approach using n-gram features and an automated machine-learning tool for sentiment classification. Our study might not be generalized to other data sets. Our approach is applied to comments, reviews, and questions and answers. Other types of documents related to software engineering may derive different results.
Obtained N-Gram Phrases
Why did our method achieve high accuracy performance in sentiment classification? Table 2 shows selected n-gram phrases, which were useful for classifying positive, neutral, and negative statements, obtained in each data set. For the negative, we see bug, a software-engineering-specific negative word, and many negation expressions. We also see reasonable n-gram phrases for positive cases, such as useful, really like this app, awesome work, and so on. We think that because of these data-set-specific positive, neutral, and negative patterns, n-gram IDF worked well for resolving the limitation in a bag-of-words model and that our method resulted in a good performance.
I
n this article, we proposed a sentiment classification method using ngram IDF and automated machine learning. We apply this method to three data sets, including questions and answers from Stack Overflow, reviews of mobile applications, and comments on Jira issue trackers. Our good classification performance is not based only on advanced automated machine learning: N-gram IDF also worked well to capture data-set-specific, software-engineering-related positive, neutral, and negative expressions.
Because of the capability of extracting useful sentiment expressions with n-gram IDF, our method can be applicable to various software engineering data sets. 
