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1. The Bessel polynomial Yn(x) of degree n may be defined (Krall and 
Frink, [l]) by the recurrence relation 
(1) Yn(x) = (2n- l)xY&r) + Yq&-s(z), n= 2, 3, . . . 
with Ys(x) = 1, Yi(z) = x + 1. Several theorems on the zeros of Y&) are 
known. Grosswald [2] proved that all zeros are simple and that for n> 1 
all are inside the unit circle. For even n there are no real zeros and for 
n odd there is one negative zero. Dickinson [3] showed that the origin 
is the limit point of the zeros of Y,,(z) if n -+ 00, and furthermore that 
no Y&x) has a purely imaginary zero. More recently Barnes [4] showed 
that all zeros of Y%(z) have negative real parts. His proof depends on a 
lemma of Wall [5] and makes use of continued fractions. Another proof 
has been given by van Rossum by means of a Pade table [6]. In section 2 
we give a simpler proof by deriving a general theorem on the zeros of 
polynomials defined by recurrence relations of a certain type. An appli- 
cation to generalized Bessel polynomials follows in section 3. The re- 
lationship with the Routh-Hurwitz conditions is discussed in section 4. 
2. We define a set of polynomials P,(z) of degree n by the recurrence 
relation 
(2) Pn(x) = (a,x+ b,)P,-l(X) + c:Pn-z(x), 
(n= 2, 3, . . .), with PO(X) = 1, Pi(x) = aix+bi + cf ; here an, b,, c, are real 
constants satisfying aa > 0, b, > 0, cn > 0 (n= 1, 2, 3, . . .). The Bessel 
polynomials (1) are given by a, = 2n - 1, 6, = 0, c, = 1. It is easily seen 
that Pm (n=O, 1,2, . . . ) may be written as a symmetric determinant of 
order n+l: 
1 iC1 0 0 . . . . . . 0 
is alxf bl ic2 0 . . . . . . 0 
(3) P&)= O 
ic2 a2x+b2 icg ...... 0 
...................... 
0 0 ...... an-lx+ bapl ic,, 
0 0 ...... ic, ad + b, 
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Indeed, if we develop (3) according to the elements of the last row P&c) 
satisfies (2) for n= 2, 3, . . , ; for n = 0 and n = 1 it has the initial values. 
That P,(x) is a polynomial with real coefficients follows also from the 
fact that in (3) i changes into -i if the first, the third, the fifth . . . rows 
and columns are multiplied by - 1. Let u be a zero of Pm. If in (3) we 
substitute u the determinant is zero and its elements are therefore those 
of a matrix &&ll of a set of (n+ 1) linear equations with (n+ 1) unknowns, 
which has non-zero solutions. Let & = xk +i Yk (xk, Yk real) be such a 
solution ; then z:k &(Xk+i Yk) = 0, j= 0, 1, . . ., 12. Multiply the j-th 
equation by Xj- i Yj. Since 
and 
(X,-iY,)(X,+iY,)=Xf+ q 
(x,-iy~)(x~+l+iy~+l)+ (x,+l-iY,+,)(x,+iY~)= 2(X,X,+1+ Y,Y,+& 
we obtain after summation 
u 5 q(XF + q, + (Xi + YE) + i bj(X,z + Yi”) + 
1 1 
(4) 
+ 2i 5 c,(X,-1x,+ Yj-1 Yj) = 0. 
1 
As Zc# 0 and &# 0 equation (4) implies, in view of aj> 0, i&a 0, that u 
has a negative real part. In particular: all zeros of the Bessel polynomial 
y&r) have negative real parts. 
3. Krall and Frink [l] have also introduced generalized Bessel polynomials 
y&z, a, b), a and b being real constants. They satisfy the recurrence 
relation (2) with 
a = (2n+a-2)(2n+a-3), b = (a-2)(2n+a-3) 
n 
(5) 
(n/-a-2)b 1L (n+a-2)(2n+a-4)’ 
(n- 1)(2n+a-2) 
“= (n+a-2)(2n+a-4)’ 
n=2, 3, . . . . and y&r, a, b) = 1, y&r, a, b) = 1 +m/b. (For the simple Bessel 
polynomials we have a = b = 2). From our main theorem follows : all zeros 
of the generalized Bessel poZynornia1 yn(x, a, b) have a negative real part if 
a22, b>O. 
4. Conditions to be satisfied by the coefficients of an algebraic equation 
of degree n such that all roots have negative real parts are given by the 
classical Routh-Hurwitz inequalities. The theorem on the zeros of the 
polynomials defined by (2) could in principle have been proved in this 
way. Conversely it seems possible to derive the Routh-Hurwitz conditions 
from our theorem, but because this leads to complicated algebra we 
restrict ourselves to the well-known cases n = 3 and n = 4. In (2) we take 
bk=O, ck=l (k=l, 2, . ..). we obtain 
(6) 
i 
Pi=aix+l, Pz=aia2zz+a$r+ 1, 
p3 = ala2a3z3 + 62a3x2 + (al + a3)x + 1, 
P4 = ala2a3a4ti + a2a3a4x3 + {al (a2 + a4) + a3a4>z2 + (a2 + a4)% + 1. 
We know from our theorem that all zeros of these polynomials have 
negative real parts if ak>O. 
Let Q3 =A& + A222 + Aix + 1 be any cubic polynomial. A necessary 
condition for all zeros to have negative real parts is & > 0 (k = 1, 2, 3). 
Q3 is identical with P3 if 
A3 
c/q= -, as= 4 AlAz-As 
A2 AlA2-AS’ 
a3= 
A2 
; 
hence a sufficient condition for Qe having zeros with negative real parts 
reads AIAz- AS> 0, which is indeed the Routh-Hurwitz inequality for 
T&=3. 
The polynomial Q4 = A4x4 + A3x3 + A& + Alx + 1 (with A* > 0) is identi- 
cal with P4 if 
(8) A4 4 al= -, a2= -, u3= 0: 
A3 Dl A3(A1D1 -A;) ’ a4 = 
AIDI -A: 
D1 ’ 
with DI = AzA3-- AlAd. Hence Q has zeros with negative real parts if 
AlAzA3 - AfA4 - A2, > 0, which is the Routh-Hurwitz inequality for n = 4. 
Ch. de Bourbon&a& 2 
Delft 
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