Abstract. In two previous articles one of the authors gave formulas, with numerous examples, for summing a series either to'infinity (complete) or up to a certain number n of terms (partial) by considering the sum of the first j terms Sj, or some suitable modification Sj, closely related to Sj, as a polynomial in 1/j. Either «S«, or Sn was found by m-point Lagrangian extrapolation from S¡t , S¡t-i > • • • , Sjt-m+i to 1/j = 0 or 1/j = 1/n respectively. This present paper furnishes more accurate m-point formulas for sums (or sequences) S¡ which behave as even functions of 1/j. Tables of Lagrangian extrapolation coefficients in the variable 1/j are given for: complete summation, m = 2(1)7, ja = 10, exactly and 20D, m = 11, jo = 20, 30D; partial summation, m = 7,> = 10, n = 11(1)25(5)100, 200, 500, 1000, exactly. Applications are made to calculating ir or the semi-perimeters of many-sided regular polygons, Euler's constant,
(Catalan's constant), calculation of a definite integral as the limit of a suitably chosen sequence, determining later zeros of J,(x) from earlier zeros for suitable v, etc. A useful device in many cases involving sums of odd functions, is to replace Sj by a trapezoidal-type Sj which is seen, from the Euler-Maclaurin formula, to be formally a series in 1/j'. In almost every example, comparison with the earlier (l//)-extrapolation showed these present formulas, for 7 points, to improve results by anywhere from around.4 to 9 places. 1. Introduction. In two earlier papers, [1, 2] , one of the authors gave tables for both complete summation (all terms, to infinity) and partial summation (up to a certain number of terms) of certain kinds of slowly convergent series. In the case of partial summation, divergent series were also included, provided that a suitable auxiliary series could be found of the desired slowly convergent type and simply related to the original divergent series. The essential idea in both cases is to regard the sequence S¡, the sum of the first j terms of the series, as the values for x = 1 j of an interpolable function S(x) to which the slight extrapolation from specified Sj, to j = oo (x = 0) or toj = k (x = 1/k), k > j0 where Sj" is the last specified Sj, yields good accuracy. The approximating formula for S(x) was an m-point Lagrange polynomial of the (m -l)th degree in x which at x = 1/j assumes the prescribed value Sj, for the last m values of j ending at > = 5, 10, 15 or 20, from which we extrapolated to either j = oo (x = 0) orj = k > j0(x = 1/A-). Numerous examples which yielded surprisingly high accuracy for a variety of sequences Sj in both complete and incomplete cases, attested to the wide applicability of considering Sj a smooth function of 1/j, even when we were in complete ignorance as to the actual analytic expression for Sj = S(l/j) or of a theoretical justification for considering S(l/j) as an approximate polynomial in 1/j.
However, a still further improvement in m-point formulas for both complete and partial summation is applicable to a wide class of sequences where Sj = S(l/j) behaves like an even function of 1/j. Thus by taking x2 as argument instead of x, in an m-point Lagrangian extrapolation formula for x = 0 (complete summation) or a value close to 0 (partial summation) based upon those same final m values of Sj , we should get accuracy equivalent to (2m -l)th degree instead of (m -l)th degree. As will be seen from the illustrations below, the resulting improvement is often quite impressive.
There is no hard and fast classification of all the varied problems to which these newer formulas are applicable. The reason is that even if a problem does not seem offhand to involve a sequence of that even-function type, often with a very slight transformation, regrouping, or alteration, one sees that it really is amenable to this more accurate treatment.
Of course, every sequence to which these improved extrapolation formulas for arguments 1/j2 are particularly applicable can also be handled by the earlier formulas employing arguments 1/j, because any polynomial in x2 is also a polynomial in x, but with considerably less accuracy for the same number m of points and the same last j = jo. But the converse is not true-we cannot in general expect these newer summation formulas to work well when applied indiscriminately to sequences where the earlier method may give very high accuracy. One way of realizing this is to think of the non-constant part of a well-behaved function of x near x = 0 being approximated by Cx. Extrapolation employing x2 = yas the variable, near x = 0, is like extrapolation for y/y based upon a polynomial approximation in the variable y. But, as anybody who has attempted to interpolate in a table of square roots near zero has found out, y/y, although continuous at y = 0, possesses a singularity due to an infinite derivative.
2. Other Related Articles. The idea of the extrapolation to x = 0 for argument y = x2 has been employed for just the linear case in the well-known "h -extrapolation process", or "deferred approach to the limit", which has been extensively treated in the literature on the numerical solution of differential equations (first introduced by L. F. Richardson [3, 4] ). The argument x or A corresponds to two conveniently small values of a mesh-length, say hx and h2. Richardson's process has been generalized to higher powers beyond h2 by several writers, notably G. Blanch, [5] and H. C. Bolton and H. I. Scoins [0] . However, the only reference that was encountered by the writer which was concerned with problems where the approximation might be considered as a purely even function of A having more than a single term, has been M. G. Salvadori [7] . Besides some sets of 2-point coefficients for h2-and ^-extrapolation, Salvadori tabulates 3-point coefficients for (A2, A4)-and (A4, A6)-extrapolation, and 4-point coefficients for (A2, A4, A6)-and (A4, A6, A8)-extrapolation. The values of A are in the form l/»<, where n,-are sets of small integers ranging from 2 to 8. Salvadori gives applications to numerical differentiation and integration, as well as to some boundary value problems and characteristic value problems.
3. Formulas for Complete Summation. In choosing a j0 suitable for most complete summation purposes, we wish to obtain a substantial increase in accuracy over the use of the earlier formulas in [1], which has already been proved to be very accurate, without having coefficients that might be too cumbersome. It is also desirable to give exact values rather than decimal values, because in highiy accurate formulas the theoretical or truncation error might be considerably smaller than the computing error arising from the use of rounded decimal entries. But we must also take account of the fact that the fixed points 1/j2 in place of the older 1/j makes the exact fractional form of the extrapolation coefficients have around twice as many digits in both numerator and denominator, which adds considerably to the amount of time to do an example.
In the present paper it seems that a very convenient choice is jo = 10, for all cases ranging from the 2-point through the 7-point. In other words we give formulas for linear through sextic Lagrangian extrapolation formulas for functions of the variable y = x2 taken at x = 1/j, or arguments y = 1/j2 at y = 10, 9, • • • , 10 -m 4-1 for m = 2(1)7. This is equivalent to quadratic through twelfth degree accuracy for even functions in x = 1/j. The extrapolation formula to obtain the complete sum S from the partial sums SXo, Sg, ■ ■ ■ , Sio-m+i is the very simple
The coefficients 4Í™io-. are given in Table 1 in exact fractional form .BiSl'io-i/oiS0, so that ( 1 ) may be most conveniently employed as (2) S ~ ( 1/DÏÏ ) £ Btfxo-iSxo-i.
¿-o
In no case through m = 7, does öi™) have more than ten digits exclusive of final zeros, which is convenient in the division. The values of -áíóao-, are given also to 20 decimals in Table 2 .
Although the 7-point formulas for j0 = 10 are very accurate, as will be apparent from the examples below, we give also in Table 3 for possible use in some kind of isolated key calculation where extreme accuracy is sought, even at the expense of considerable computing labor, the coefficients in the 11-point formula, ending at <S2o, given exactly, to be employed in
Formula (3) is exact for any even polynomial in x = 1/j up to the 20th degree. To avoid too much non-essential numerical work, no illustrations were given of the use of Table 3 , since the resulting accuracy is so high by comparison with the results of using Table 1 or 2, that an excessively large number of significant digits is needed to reveal its full extent. But Table 3 should be kept in reserve for a summation problem requiring unusual precision.
The formula for A^,h-i 's obtained rather simply from the well-known definition of the m-point Lagrangian interpolation coefficients where we have fixed points l/j02, l/0'o -l)2, • • • , l/0'o -m + l)2 and set the variable y = x2 = 1/j2 equal to 0 to correspond to j = *>. 
where in JJ', k = i is omitted. 4 . Illustrations of Complete Summation. A. Example 1. Considering the circle as the limiting case of inscribed regular polygons of j sides, as j -» °o, the quantity -k is the limit of the semi-perimeter, j sin a, where a = lS0°/j = tt/j, as j -» » .* Xow the approximation Sj = j sin a = * Although this example affords a splendid illustration of the improvement of (1/j2)-extrapolation over (l/j')-extrapolation, it suffers from the aesthetic defect of having the value of T occurring implicitly in every S¡ in the various powers of a needed to compute sin a. In other words, there is definitely something "circular" in this example. S(l/j) is seen to be an even function of 1/j which equals 7r for 1/j = 0. Therefore we expect an m-point Lagrange polynomial approximation for variable 1/j2 to be considerably more accurate than a polynomial in 1/j. Following are the values of the semi-perimeters j sin a to 25D, which were obtained from a table of sin a to 30D originally published by Herrmann [8] . For j = 4(1)6, 9, 10, sin a was copied In the above values of S¡, as well as S¡ given in the other examples, the accuracy of the last few places, although highly probable, is still not absolutely guaranteed. However, in every example the values of <S;-are certainly correct up to the number of places needed to guarantee that the "computational error" in the final answer (which is due to the error in the Sj multiplied by the extrapolation coefficients Anj) is appreciably less than the deviation of the answer from the true value. This latter "truncating error" is thus made to stand out clearly, and it indicates the theoretical accuracy of the extrapolation formula, regardless of the number of places carried in the work. In practice we do not often know at the outset of an example just how many places are needed in the Sj to assure us that the computing error will be dominated by the truncating error. Sometimes when the theoretical accuracy turns out to be unexpectedly fine, the example must be done again, carrying more places, to prevent the computing error from obscuring the truncating error.
The results of the extrapolations employing (1) or (2), for m = 7, gave for 7r, (whose true value to 20D is 3.14159 26535 89793 23846), the answer 3.14159 26535 89793 179 .. . which is correct to within a unit in the 16th decimal. The extent of the improvement over the earlier (1/j)-extrapolation formulas is apparent from the result of 3.14159 280 . .. obtained by the corresponding 7-point (1/j)-extrapolation coefficients, which deviates from x by I5 units in the 7th decimal. In other words, the error in the use of this newer formula is only around 0.4-10-of that in the older one. The greater power of this newer method in this present example may be further illustrated even for m = 4, where (1//)-extrapolation yields 3.14159 2650 ..., or accuracy to around | of a unit in the 8th decimal, whereas the corresponding 4-point (1/j)-extrapolation formula gives no better than 3.1411 ... , which is off by k of a unit in the 3rd decimal. In fact, the answer even by 2-point (l//)-extrapolation, namely 3.1413 ... , is still better than the above
3.1411_
It is interesting to note that the use of (1//) -extrapolation on the semi-perimeters gives this great improvement only for the inscribed polygons, and it will not work well for the circumscribed polygons, upon which it was also tried. A reason that would lead us to expect poor extrapolation results, even though the corresponding semi-perimeter j tan a is still an even function of 1/j, is that the series for tan a converges poorly by comparison with sin a. Thus for a = 7r/4, occurring in Sj -Si, the remainder after the term involving the sixth power of 1/j , is con-siderably greater îor j tan a, so that the use of (1) or (2) (2), for seven points, directly to Sj = YJ<--\ (l/r) -log; yields the very inaccurate 0.593, the reason being that Sj does not behave like an even function of 1/j. The older (1/j) -extrapolation formulas, employing j0 = 10, gave 0.57721 41 ... and 0.57721 56695 ... by the 4-and 7-point formulas with respective errors of around 1 §-10~6 and § • 10-8. To improve upon these results we must modify our 5/ sequence into an even function of 1/j having the same limit 7. This is easily accomplished by replacing the last 1/r in the summation, namely 1/r = 1/j, by half its value, or l/2j. At first sight there is an apparent motivation in that the new finite summation is suggestive (at one end anyhow) of the more accurate trapezoidal rather than rectangular approximation to the integral / (1/r) dr. This trapezoidal motivation happens to lead to the correct choice in this present example, but in general it does not yield a sequence that is even in (1/j). The true motivation lies in the Euler-Maclaurin summation formula applied to log j. The general formula is expressible as Now (5) does not denote a complete equality, since the Euler-Maclaurin formula is an asymptotic expression that is given with a remainder term. Employing (5) heuristically for w = 1, a = 1 and/(a;) = 1/x, the right member of (5), exclusive of the (5/0 + fx + ■ ■ • + fj-x + hfj) and an undisclosed remainder term, is an even function of l/(j + 1), from which, replacing y by; -1, is an even function of 1/j, so that the same is true of the sequence s>'-(1+H + -"+rh + ¿)-lo<»" whose limit, as j -* <», is also equal to y* Since the older m-point (1/j)-extrapolation formula is linear in Sj (or S/) and * The reader is cautioned that the above heuristic demonstration is not to be understood as a proof that we have a convergent infinite series in (1/j2) from which we can "prove" that the "constant" term in 5/ is y by taking the limit as j -» °o. The fallacy there would be in that there is no "constant" term because the fa , /o', f'o", '•• terms in (5) yield for /(i) = 1/x a divergent sequence. Actually <S,' is defined only up to any fi::ed order derivative, say/,-£i and it then consists of terms in 1/j2, constant terms and an integral formula for the remainder. yields exactly zero for any polynomial in 1/j having no constant term, up to the (m -l)th degree, the above-mentioned 4-and 7-point results will not be changed by use of Sj' instead of Sj. But the improvement is very noticeable when <S/ is employed with (1//)-extrapolation.
Following are the terms in the modified sequence <S/ to 20D:
The use of the 7-point formula in (1) or (2), where jo -10, upon S/, gave an answer of 0.57721 5(5(549 014:{ . . . which is correct to a unit in the 13th decimal (i.e., 5 places more than (l/?')-extrapolation).
Use of just the 4-point formula in (1 ) or (2) gave an answer as good as 0.57721 56647 5 . . . which is correct to within lj units in the 10th decimal (i.e., 4 places more than (1/j)-extrapolation).
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= ^(-h+ï)+(-h+wh---+(-w^^(^2) + -----16r
The general term ur, r > 0, of T2 is equal to -r-r--r-,, which is an odd function 5. Formulas for Partial Summation. Given the first ten terms of a sequence Sj which behaves as an even function of 1/j, we might wish to find by ( 1//)-extrapolation S" , n > 10, instead of going to the limit as j -» ». The purpose of this section is to improve what was accomplished in [2] where just (1/j)-extrapolation was employed. The m-point formula for Sn which occurs usually as a sum of the form ^r_o u* > i* obtained by setting x = 1/n2 in the Lagrange interpolation coefficients whose fixed points are 1/jo2, l/0'o -l)2, ■•• , l/0'o -m 4-1) . In the present instance, in order to avoid too much tabulation, since now besides jo and m, n is also a variable, being no longer just », we consider a choice of jo and m which shall be suitable for most problems and which shall give a substantial increase in accuracy over the (1/^-extrapolation formulas previously given which were based upon > = 10 and m = 1 [2] . Thus it is natural to take jo = 10 and m = 7 for these present formulas also. The argument n = 11(1)25(5)100, 200, 500, 1000, and all coefficients are given exactly. This range of n is not quite so extensive as in the previous paper because the arguments 1/j in place of 1/j, j = 4, 5, • • • , 10, n, increase the labor in computing the exact forms, which also have considerably greater bulk in figures. To find S" = S(n), we employ the extrapolation formula in the following form:
Every set of coefficients Aj(n) is given in the exact fractional form of Cj(n)/D(n) where D(n) is the least common denominator for each n. Thus it may help the computer to have
In (6) and (7) the jo = 10 is understood as well as m = 7. When also n is understood, we may employ for (7) the somewhat more concise 10 (7') S"= (l/D)j:CjSj. j-*
In (7), or (7'), the D(n), or D, is given also in the form of factors having no more than 10 digits, exclusive of terminal 0's, to facilitate the divisions on a ten-bank desk calculator. The Cj(n) and D(n) are shown in Table 4 . tp g x ce -.
-P -P X »O iß M iC h C 00 . . which is correct to around a unit in the 8th decimal. But use of the present tables for (1/j )-extrapolation in (6) or (7), for n = 20, yields the highly accurate Sw = 3.12868 93008 04617 359 correct to about 2 units in the 17th decimal, showing a gain of around 9 places. B. Example 6. As an illustration of a different type of problem that does not correspond to one in complete summation, consider the case where from the first few known zeros of some higher mathematical function, we wish to obtain the value of some later zero, say the nth. As will be seen below, there are circumstances when it is preferable to choose as the sequence »S, , j ^ j0, from which to extrapolate, some suitable even function of 1/j which may not be a function of the^'th root, and yet from Sj, j > jo, the jth root, is readily obtainable.
Consider the problem of finding the later zeros of the spherical Bessel functions J2m+i(z) from either tabulated earlier zeros or some other suitable function of m. In the general asymptotic formula for z, "', the rath zero of Jr(z) cos a -Y,(z) sin a, has a formal expansion in even powers oi l/(n + m), which could serve as the basis of an extrapolation formula. However, after searching for ready-made tables of z2m+¡, none were found capable of testing the full potentialities of Table 4 . To avoid extra labor, we shall first illustrate this principle of (l/e2)-extrapolation with a smaller example limited to the available published 6D values of 29*2 as far as n = 6 [12] . The problem is to calculate 29*2' for n = 6, whose published value is 24.727566, from the four preceding values of 4/j = 11.704907, 29/2 = 15.039665, zï% = 18.301256 and zi% = 21.525418. In other words, since m = 2, the problem is to find Ss from Sx, S¡, S6 and 1S7 , from which z\% is found from (12). * Since we started with 6D values, it is not possible to estimate from this example the possibly higher theoretical accuracy in (l/i<2)-extrapolation, which is just the truncation error when the example is done with a sufficiently large number of places both initially and in the course of the work.
For a similar example employing Table 4 , and revealing the full accuracy of (6) or (7), we choose a modification of Sn+m , say S"+m , where (13) S"+m = (ra + m){z2Zli -(n + m)x], and where now z2m+\, instead of being the rath zero of J2m+i(x), is defined as a preassigned number of terms of the right member of (11) (for a = 0, v = 2m + $) which is the same for every ra. For the lowest values of ra, there will be considerable deviation between the true value of the root z2m+\ and the function úm+i which is (ra + m)ir + an exact odd polynomial in l/(ra + m), making Sn+m an exact even polynomial in l/(ra + m). But at the inconvenience of having to compute S"+m for the initial values of ra, we may employ (6) or (7) to extrapolate for Sn+m for some larger ra to get 22m+i which will agree with the true value of the root z2Z+i to very high accuracy. Taking Suppose that the problem is to calculate the 14th zero of Jw>(z) or 25/2'. Then m = 1, and we should want to find S\¡ using Table 4 upon S4 -Sxo, after which we obtain 2^2' from (13).** From (14) and then (13), 25/2' which is equal to z §2
to around 14D, is found to be 47. 
