Abstract. Text summarization is the task of condensing a document keeping the relevant information. This task integrated in wider information systems can help users to access key information without having to read everything, allowing for a higher efficiency. In this research work, we have developed and evaluated a singledocument extractive summarization approach, named SemPCA-Summarizer, which reduces the dimension of a document using Principal Component Analysis technique enriched with semantic information. A concept-sentence matrix is built from the textual input document, and then, PCA is used to identify and rank the relevant concepts, which are used for selecting the most important sentences through different heuristics, thus leading to various types of summaries. The results obtained show that the generated summaries are very competitive, both from a quantitative and a qualitative viewpoint, thus indicating that our proposed approach is appropriate for briefly providing key information, and thus helping to cope with a huge amount of information available in a quicker and efficient manner.
INTRODUCTION
In the current digital society, the increase of available data and the impossibility to cope with it in an efficient manner requires more and more the development of techniques capable of reducing and analyzing such data without losing the key and relevant ideas contained. One way of reducing the dimension of a document keeping, and at the same time having a relevant information is thinkable through automatic text summarization [1] , which can be applied to a wide range of domains to help digest and manage information in an easier and less-time consuming manner. In this research area, summaries are created with the purpose of identifying the gist of the original text, while discarding irrelevant information, so advanced techniques to perform data analysis and knowledge interpretation are required. As a result, only the key information is selected and extracted. The type of summarization generated under these premises is extractive, in the sense that a summary would be produced just by copying the relevant sentences from the original document, without rewriting them or making any change to the produced text. Although many different approaches have been developed since this research area emerged in the late fifties [2] , it is still a field under research, where issues that may seem successfully addressed to some extent, such as the correct identification of key information for building extractive text summarization approaches, need to be further studied and improved [3] . A correct identification of the key information would greatly benefit more advanced summarization processes, where the information is then compressed, fused or re-generated, as in the case of abstractive summarization. Furthermore, companies could take advantage of the integration of text summarization systems as management tools in their daily processes. This integration would allow to optimize information harvesting and digestion. For instance, an automatic process could decide whether to distribute or not some information that may be of interest, thus avoiding employees and CEOs having to read and manually filter tons of information.
Therefore, the aim of this research work is to describe and evaluate a novel approach for single-document extractive summarization using Principal Component Analysis (PCA) technique enhanced with semantic analysis (SemPCA-Summarizer). PCA is a statistical technique to compress data by reducing the number of dimensions, without much loss of information [4] . In the proposed approach, a conceptsentence matrix is built from the input document, and then, PCA is used to identify and rank the concepts, under the hypothesis that semantic analysis may have a positive impact on the summarization process, and thus, in the generated summaries, in contrast to the traditional process of taking only into consideration the individual words contained in the text for computing frequencies. This is where the semantic analysis plays a key role within our text summarization approach. Finally, to create the summary, we analyze four different heuristics to order the sentences based on the presence and importance of each concept, so that the ones leading to the best summaries can be determined and chosen. The results obtained show that our method produces good summaries, both from a quantitative and qualitative point of view, as well as it overperforms the results of other existing summarization approaches. Our main contributions to the state of the art are:
• Semantic analysis is performed to detect synonymous words within the text, that constitute our working elements, i.e., the concepts to be analyzed.
• A novel approach for computing and determining relevant concepts is proposed.
• Four different heuristics are analyzed to select and order the most relevant sentences, leading to the creation of different types of summaries within the same method, as well as determining the approach that generates the best summaries.
• The performance of the proposed approach against a set of state-of-the-art summarization systems is compared, obtaining very good results for SemPCAsummarizer.
The remainder of the paper is structured as follows. In Section 2, the information about previous research related to extractive text summarization with data mining techniques is described. In Section 3, we explain PCA technique and how we have used it for text summarization, i.e., our Semantic PCA-based extractive summarization approach, SemPCA-Summarizer. Section 4 explains the automatic and manual evaluation methodology carried out to test our suggested approach. The results obtained together with their discussion are provided in Section 5 and finally, the conclusions as well as several future research works are outlined in Section 6.
RELATED WORK
A wide range of techniques, including statistical [5] , graph-based [6, 34] , machine learning [7] , or linguistically motivated theories [8, 33] have been used by the research community to address extractive text summarization [3] . For this type of summaries, such techniques are mainly used for determining the key information in documents, and scoring sentences based on their relevance using different techniques and algorithms, such as spreading activation [9] , genetic algorithms [35] , word and phrase embeddings [10] , integer linear programming [11] , or even neural networks, which have gained a lot of interest in the recent years [12, 13] . Other summarization approaches integrate several techniques (statistical, linguistic, etc.) in order to analyze the benefits of combining them. This is the case of COMPENDIUM summarizer [36] , which employs textual entailment together with statistical and linguistic-based features for scoring sentences, and determines which ones are more relevant to take part in the summary. Also, the approach proposed in [37] analyzed different combinations of statistical and linguistic settings, such as anaphora resolution together with Word Sense Disambiguation (WSD) methods for extracting the most important sentences based on the number of concepts they contained, instead of terms.
When focusing on similar or related statistical techniques as the ones used in the current research work (i.e., the use of PCA for summarization), the first ap-proach using PCA for text summarization was presented in [14] . In this approach, PCA was employed for quantifying both word frequency and co-occurrence in the document to extract thematic words. The significant sentences of the text were selected using those thematic words under the hypothesis that those sentences would represent the main topic of a document. An improved approach derived from this research work was later developed in [15] , in which PCA was used to identify relevant terms and then, Singular Value Decomposition (SVD) was employed for extracting the significant sentences associated to such terms (the higher number of terms a sentence had, the more important it was considered) and build the final summary. The experiments performed over a set of Korean newspaper articles showed that the method that used PCA and SVD jointly achieved the best performance for F-measure (0.436), compared to the method in which only PCA was employed (0.416).
A different approach was developed in [16] , where single-and multi-document summaries were generated using a modified version of the vector space model, called Semantic Vector Space Model (SVSM) to model the set of documents including what the authors defined as action words. According to them, action words are verbs that are used to strengthen the way experiences are presented regardless expressing positive or negative experiences (e.g. break, destroy, arrive, etc.). In this approach, PCA was used to extract topic features. In the context of single-document summarization, it was evaluated in a controlled environment, using three individual articles belonging to several topics. It obtained an average accuracy of 61.85 % when the extracted sentences of the proposed summarization method were compared to the sentences that a human would have extracted. Despite the high accuracy obtained, the authors did not test their approach with a bigger corpus, so this approach could not be validated with a wider set of documents.
Moreover, at some period of time, there seemed to be an increasing trend towards the use of data mining techniques for text summarization, including SVD, Latent Semantic Analysis (LSA), or PCA. Indeed, all these techniques (SVD, LSA, PCA) are tightly related, differing in the way they process and decompose the termdocument matrix. In [17] , a comparison between different approaches using SVD for generating summaries was carried out. From this comparison, [18] got a F-measure of 0.60 with their feature-based approach created by single LSA-based sentence scores. Their system included a set of textual features belonging to prosodic and lexical features. LSA was also used for computing the score of the sentences. Their experiments were carried out using both human transcriptions and the output of an automatic speech recognizer.
Although PCA has been already employed for text summarization [14] , to the best of our knowledge, the influence of semantic analysis for computing relevant concepts with PCA has not been exploited so far. Traditionally, the PCA matrix is built from word co-occurrence, and consequently, the potentials of the knowledge obtained through a semantic analysis process are not integrated.
In the following section, our PCA-based approach for single-document extractive text summarization is described in detail. 2. transformation; and 3. summary generation.
In the interpretation stage, the text has to be understood. From a computational perspective, this is usually done using language processing tools, capable of analyzing the text at different language-levels (e.g., lexical, syntactic, or semantic). Next, in the transformation stage, the text is represented using the information obtained from the previously mentioned tools. The text could be represented in different ways using, for instance, a vector-space model, graphs, etc. Finally, once this representation is obtained, the last stage is devoted to apply some algorithm to determine the important information and generate the final summary based on it. We followed the same convention for defining the stages of our text summarization approach. Figure 1 shows an overview of the process for the proposed SemPCA-Summarizer approach. Firstly, the document needs to be interpreted to create the concept-sentence matrix, which will be analyzed using PCA. This is carried out by performing a linguistic analysis of the text, explained in Section 3.1. Next, the concept-sentence matrix reflects the co-occurrence of the concepts (instead of words) in each sentence. That is the way how we obtain a higher level of abstraction by considering concepts instead of just words, since a concept groups a set of synonymous words (for instance, hurricane, tornado, and cyclone). The process of creating such a matrix, applying PCA, and subsequently, extracting the concepts with the highest weights, determined by PCA, corresponds to the transformation stage, explained in Section 3.2. Lastly, in the summary generation phase, using these con-cepts as a sign of relevance, the most important sentences will be selected and ordered using different heuristics, so the final summary can be generated (Section 3.3).
Interpretation: Linguistic Analysis and Concept Identification
A basic linguistic text preprocessing is necessary to proceed with the creation of the concept-sentence matrix. Once the input text is split in sentences, using the OpenNLP 1 library for Java, each of them is tokenized to subsequently filter stopwords (i.e., those words lacking semantic meaning that are not useful for calculating the frequency of occurrence, such as "the"). Afterwards, semantic analysis is applied to each word in order to identify concepts. For this, the knowledge base WordNet [20] was chosen to perform the semantic analysis using its Java library JWNL 2 . WordNet is a lexico-semantic English resource that groups words into sets of synonyms called synsets, providing short and general definitions. It also provides information about the semantic relationships between the synsets. In our proposed approach, it is used to infer existing sets of synonyms in the documents, thus working with concepts instead of terms.
For identifying concepts, the process searches for the first synset of each word in the document. The first synset WordNet returns corresponds to the most frequent sense of that word, and therefore its most probable meaning. This approach has been proven to obtain very competitive results compared to more sophisticated word sense disambiguation techniques [21, 22, 23, 24] . If two words have the same first synset, we will consider them as synonyms. Therefore, they will be grouped under the same concept, and their occurrences will be added together. For example, detonation and explosion are different words but their WordNet's first synsets are the same (07323181 ), so we keep them as a single concept in the concept-sentence matrix.
At the end of this stage, the text is prepared to compute the concept-sentence matrix and apply PCA technique, as it is next explained.
Transformation: PCA for Key Information Detection
In this stage, the concept-sentence matrix is created, from which the PCA technique will be applied.
PCA is a statistical technique focused on the extraction of information to compress and interpret the data [4] . For large volumes of data, the aim of this algorithm is to find a set of patterns or trends to reduce the dimensionality in the input data set.
PCA creates projections of the input samples in a subspace of a smaller dimension by finding a linear combination of the original data. The linear combina-tion is constructed with respect to the importance in terms (in decreasing order) of the total variability of the sample population. The covariance matrix is computed to obtain the principal components (eigenvectors, e) and their corresponding weights (eigenvalues, λ). In this respect, the covariance matrix can be decomposed into a set of eigenvalue-eigenvector pairs (λ1, e1), (λ2, e2), . . . , (λp, ep), where λ1 ≥ λ2 ≥ . . . ≥ λp.
PCA returns a matrix in which the eigenvectors are the columns and the rows are the variables of the covariance matrix. The eigenvectors are composed by the contribution of each variable, which determines the importance of the variable in the eigenvector. Moreover, the eigenvectors are derived in decreasing order of importance determined by the eigenvalues.
In this manner, an eigenvector with high eigenvalue carries a great amount of information. Therefore, the first eigenvectors collect the major part of the information extracted from the covariance matrix.
In our approach, PCA is applied using the PCA transform 3 Java library to process the covariance matrix from the concept-sentence matrix. In our conceptsentence matrix, the concepts (nouns, verbs, adverbs, and adjectives) are considered as variables (columns), whereas the sentences are the observations of the matrix (rows). This is also a novelty with respect to [14] , where only nouns were used as variables.
Once PCA is applied to the covariance matrix, for each eigenvector, ordered by importance, the concept(s) with the highest value is/are extracted, as they are considered being more relevant than others. These concepts will be used for selecting the most important sentences, as shown next.
Summary Generation
From the previous stages, the matrix with the eigenvectors from PCA is obtained; however, an important stage in any extractive summarization process is to finally determine and select the specific sentences that will constitute the summary to be used by users or other Natural Language Processing (NLP) processes. Therefore, in this stage, the strategy for choosing the key sentences to form the final summary, based on the values obtained from PCA is defined.
Once we know the relevant keyword, it is frequent that the same keyword appears in more than one sentence of the documents, so we need to come up with a method to determine which sentences should be part of the final summary that contain such keyword. Therefore, four heuristics are defined for selecting and ordering the most relevant sentences from the document. The heuristics were chosen following the definition and purposes of different types of summaries (e.g., generic, informative, topic-focused, etc.) with the aim to allow the approach to be more flexible concerning the generation of various kind of summaries that could be appropriate depending on the users' information needs. Taking into account the concept with the highest value for each eigenvector from the PCA matrix, the approach selects and extracts:
H1: one sentence (searched in order of appearance in the original text) in which such concept appears. During this process, if a sentence had been already selected by a previous concept to take part in the summary, we would select and extract the next sentence in which the concept appears to avoid including redundant information.
H2: only the first sentence in which such concept appears. If a sentence had been already selected by a previous concept to take part in the summary, we would skip that sentence, and go ahead to the next concept. This heuristic is similar to H1, but since H2 focuses only on the first sentence, it does not allow to select and extract other sentences associated to each specific concept.
H3: all the sentences in which such concept appears.
H4: all the sentences in which at least two relevant concepts appear, giving priority to the concept with higher weight according to the PCA matrix. This heuristic is similar to the one proposed in [14] which selects the sentences based on the number of thematic words determined by PCA the sentence contain, trying to maximize the number of thematic words a sentence has. However, H4 differs from it in the fact that we prioritize the importance of the concepts in the sentence, rather than the number of concepts that a sentence may contain.
If we found different concepts with the same highest value for the same eigenvector, we would extract the corresponding sentences for all these concepts. In the same manner, if a concept was represented by several terms that are synonyms, we would extract the corresponding sentences for each of these synonyms. For instance, let us suppose that the concept id 07323181 was detected as an important concept by the approach. This concept corresponds to the terms detonation and explosion. In case both terms appear in the original document, the sentences in which those terms appear would be potentially selected to be part of the resulting summary.
Moreover, these strategies provide us with the relevance of the sentences in decreasing order, that are chosen for building the summary until the desired length is reached. In all cases, redundancy in the final summary is avoided by not allowing the inclusion of repeated sentences, if these have already been selected.
EVALUATION ENVIRONMENT
The conducted evaluation verifies the performance of the proposed automatic text summarization approach, i.e., determines the accuracy of the generated summaries and assesses their quality with respect to the information contained, and their readability.
In this section, the corpus and the evaluation methods designed to test our summaries are described. Both the quantitative and qualitative evaluation was performed. Quantitative evaluation conducts an automatic evaluation comparing the generated automatic summaries with respect to manual summaries, which are taken into account as model summaries. Qualitative evaluation completes the automatic evaluation, by means of a manual evaluation, which gathers and analyzes the users' opinion about the different generated summaries.
Corpus
Our approach was evaluated with news documents using the DUC 2002 corpus 4 . In particular, this corpus consists of 533 different English news articles, and it contains up to three human summaries for each document. These human summaries, that have a length of approximately 100 words, will be considered as model summaries for our quantitative evaluation.
Despite the fact that more recent datasets are available for testing novel summarization approaches, the reason for selecting this dataset is twofold. Firstly, it is a corpus suitable for developing and testing generic single-document summarization systems, since further DUC editions proposed specific summarization tasks (e.g. headline generation, update summarization), and in most of the cases the provided corpora focused on multi-document summarization. Secondly, this dataset is one of the most widespread corpus for single-document summarization, thus allowing to compare our proposed method with state-of-the-art approaches under the same conditions.
We therefore used the DUC 2002 news documents as input for SemPCA-Summarizer (one document at a time) and generated the corresponding summaries with each of the heuristics previously described. To provide a fair comparison with respect to the model summaries available, automatic summaries were produced taking into account a 100 word length limit.
Quantitative Evaluation
The quantitative evaluation was performed using ROUGE [25] . This tool allows the automatic evaluation of text summaries by comparing their content to a model one, created by a human. The idea under ROUGE is to measure the number of overlapping n-gram units between both types of summaries (e.g., unigrams, bigrams, or word sequences). Based on these, ROUGE implements different metrics, such as ROUGE-1, ROUGE-2, ROUGE-L, or ROUGE-SU4. Following [26] , we will take into account: unigram similarity (ROUGE-1); bigram similarity (ROUGE-2); longest common subsequence (ROUGE-L) and bigram similarity skipping unigrams (ROUGE-SU4).
In addition, for each of the aforementioned metrics, ROUGE returns the commonly used NLP measures: Precision, Recall and F-measure.
where #CorrectPhrasesExtracted is the number of correct sentences that the evaluated approach extracts, #TotalPhrasesExtracted the total number of sentences that the evaluated approach extracts and #CorrectPhrasesTest the total number of sentences included in the human summaries. Human summaries were manually generated by experts, so they are considered as gold-standard summaries.
Qualitative Evaluation
To verify if the generated summaries show an acceptable degree of coherence, they will be qualitatively evaluated through a manual evaluation. With this type of evaluation, our aim is to know the users' opinion about our summaries regarding different quality criteria and their readability. In order to define an appropriate manual evaluation environment, a revision of previous works also conducting this type of evaluation was carried out first. In [27] , seven questions were formulated regarding the following aspects: coherence, nonredundancy (2 questions), clarity, cohesion, grammaticality and readability. Each of them was evaluated giving a scoring from 1 to 5 (1 = very poor, and 5 = very good). This way of proceeding is known as the Likert rating scale [28] .
Similar to the previous one, other examples can be found ( [27, 29] ) which employ a Likert scale with seven questions to evaluate the summaries too, but slightly varying the aspects that are evaluated in a summary: five questions about linguistic features (grammaticality, non-redundancy, referential clarity, focus, structure and coherence), one question based on amount of information in the summary that contributes to meeting the information need expressed in the topic (content responsiveness), and another one about the overall response of the summary (i.e., overall responsiveness).
More recently, the criteria to qualitatively evaluate summaries by the National Institute of Standards and Technology [30] focused on content, readability/fluency and general responsiveness. In this case, summaries were truncated to 100 words, and each summary was assessed by four people. Again, each of these criteria was evaluated according the Likert scale. In [31] , the Likert-scale assessment was proposed using the following five criteria of quality: grammaticality, non-redundancy, clarity, accuracy (focus), and coherence.
For qualitative evaluation, the Likert-scale evaluation seems to be one of the most accepted methodologies, so we also opted for this type of scale for our evaluation. Regarding the types of questions for assessing the summaries, seven questions were defined, some of which were adapted from already existing ones [32]:
1. Reading only the first sentence of the summary, does it allow to have a clear idea of what the original document is about?
2. Do you think the summary reflects the relevant information from the original document?
3. Does the summary contains the information in a non-redundant way?
4. Do you think that the sentences in the summary are correctly ordered?
5. Do you think that the content of the summary can be well understood?
6. Would you say that the summary is easy to read?
7. In general, do you consider it a good summary?
These questions were grouped with respect to:
• Accuracy of the information (questions 1 and 2)
• Redundancy (question 3)
• Readability/understanding (questions 4, 5, and 6)
• Overall assessment (question 7)
The responses associated to each question were measured in the range of 1 to 5, under the following scale: 
RESULTS AND DISCUSSION
In this section, the performed experiments and the results are shown and discussed.
Quantitative Results
As mentioned in Section 4.2, ROUGE was used for the quantitative evaluation. ROUGE was computed for the summaries obtained from the heuristics proposed in Section 3.3. Since we used 533 input texts from DUC 2002 Corpus, we obtained 533 summaries for each heuristic (we have four heuristics), thus having a total of 2 132 summaries for evaluation, and 1 085 DUC 2002 model summaries 5 as reference. Figure 2 provides example summaries generated from document id WSJ880912-0064 of the DUC 2002 corpus, described in Section 4.1.
To check the appropriateness of performing semantic analysis, our approach was run using semantic analysis (i.e., concept-sentence matrix) and without it (i.e. using word-sentence matrix). The results can be seen in Table 1 and Table 2 . Table 1 . Results for the SemPCA-Summarizer summarization system Table 2 . Basic PCA-based extractive summarization approach without semantic analysis
The best overall F-measure values are emphasized in boldface. These correspond to H1 with semantic analysis (Table 1) . A t-test was conducted to account for statistical significance. We compared the use of semantic knowledge with respect to the basic method without using this type of knowledge for each F-measure result of H1,H2, H3, and H4, but no statistical significance was found. Nevertheless, analyzing and comparing the same heuristic with and without semantic analysis, we find that in two of them (H1 and H3), the semantic analysis contributes to slight improvement of the results, obtaining an average ROUGE improvement of 0.36 % and 0.86 %, respectively. The reason of this small improvement could be probably caused by either the absence of synonyms in texts due to the finer granularity of the resource used (i.e. WordNet). However, for H2 and H4, there was not any improvement at all when employing semantic knowledge, and what is more, the results with semantic analysis even suffer a dropped of 1 % and 0.57 %, respectively. This may be due to the fact that these two heuristics prioritize the amount of concepts in contrast to H1 and H3, that gave priority to the importance of the concepts in sentences. Therefore, this issue could negatively affect the results, since it would be difficult to find synonyms in the same sentences, and as a result, the sentences extracted would be less relevant.
Considering the nature of the four suggested heuristics, and when having a look at the summaries generated, we believe that each of the heuristic could be particularly suitable for generating a specific type of summary. In this manner, H1 Figure 2 . Example of automatic and human summaries generated from document WSJ880912-0064 of the DUC 2002 corpus would be appropriate for generic informative summaries, H2 for generic indicative summaries, H3 for topic-oriented informative summaries, and H4 for topic-oriented indicative summaries. In this case, we performed a one-way ANOVA statistical test with a Tukey HSD Post Hoc analysis for each of the heuristics in order to account for statistical differences between them in each of the methods analyzed (SemPCAsummarizer and Basic PCA-based summarizer). We found that, in both approaches, the results were statistically significant (at least with (p-value < 0.05) in all the pairwise comparison, except for H1-H2 and H3-H4. This is expected since H1-H2 focus on the production of generic summaries, while H3-H4 are aimed to produce topicoriented summaries, and the differences between them is the amount of detail about a concept that is provided in the summary, being both types appropriate. Moreover, since the human summaries we used for comparing our automatic summaries were built from a generic and informative point of view, this could explain why for this corpus, H1 leads to the best ROUGE results for all the metrics studied.
Furthermore, our best approach (PCA enhanced with semantic analysis and using H1 heuristic) was compared to other state-of-the-art summarization approaches under the same conditions (same corpus and same evaluation metrics). The comparison can be seen in Table 3 , in which ROUGE-1 recall value of our best approach (H1) is compared with:
• the lead baseline of DUC 2002, which takes approximately the first 100 words in the documents;
• the best DUC 2002 approach [33] , which was based on a supervised sentence extraction using a Hidden Markov Model and a Logistic Regression Model;
• wMVC summarizer [34] . This approach, called the Weighted Minimum Vertex Cover summarization approach, considered the text summarization task as an optimization problem. A graph-based algorithm was used, where vertices of the graph represented the sentences and graph edges represented the connections between sentences;
• MUSE [35] , an approach based on the linear optimization of several sentence ranking measures using a genetic algorithm;
• COMPENDIUM [36] , which employed textual entailment, statistical and linguistic-based features for scoring sentences, and determines which ones had to take part in the summary;
• TS + MFS-approach [37] ;
• TS + UKB-approach [37] ;
The last two approaches, [37] , used anaphora resolution and a Word Sense Disambiguation (WSD) method for enriching the document with semantic knowledge, and extracting the most important sentences based on the number of concepts they contained, instead of terms. The difference between them was the WSD method employed: MFS for the most frequent sense, and UKB for a PageRank-based WSD method [38] .
The reason for using ROUGE recall metric for the comparison, instead of precision or F-measure is that we did not reimplement the summarization methods. Instead, we relied on published results for all the compared approaches, so the only common metric across all the approaches was the recall metric for ROUGE-1. From the comparison shown in Table 3 , it can be seen that our PCA-based approach (H1) obtains the best results in terms of Rouge-1 recall metric over the DUC 2002 corpus. [34] 0.38800 MUSE [35] 0.45490 COMPENDIUM [36] 0.46008 TS + MFS approach [37] 0.42339 TS + UKB approach [37] 0.42556 Table 3 .
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Comparison with other approaches that used the DUC 2002 corpus
The quantitative results obtained show the appropriateness of the proposed approach for summarization, which is competitive with respect to the state of the art, having as the additional advantage that it is flexible enough to create different types of summaries (generic vs. topic-oriented; informative vs. indicative). This would definitely benefit the adaptation of the generated summary depending on the information needs and user profile. For instance, indicative summaries or headlines may be useful for CEOs to have a daily update of the most important facts without spending too much time reading more detailed information.
Qualitative Results
Given the importance of assessing the readability of a summary besides its content, a manual evaluation was conducted, as explained in Section 4.3. However, due to the difficulty and time-consuming task involving manual evaluation, we did not conduct this type of evaluation to all the generated summaries with our approach. This would have implied the manual evaluation of more than 2 000 summaries, meaning a good amount of human resources and effort that was unfortunately not available. Therefore, we finally opted for selecting a representative sample of summaries of each type for the manual evaluation.
To find out the representative number of summaries, a statistical formula called Representative sample (M) [39] was employed:
where N is the current population, K is confidence level, P is the assumed probability of success, Q is the probability of failure, i.e., 1-P, and E is the error rate. The values for each parameter were set according to the suggestions in [40] : K = 0.95; E = 0.05; P = 0.5; Q = 0.5.
Since we also wanted to compare our approach with the best DUC 2002 approach, previously mentioned in Section 5.1, and the model summaries, the population was calculated taking into account 3 198 summaries (533 best DUC 2002 approach summaries, 533 human summaries and 2 132 summaries generated with our approach). The other approaches compared (e.g., MUSE, COMPENDIUM, etc.) were not manually evaluated since their generated summaries were not available.
Using Equation 4 we obtained M = 87.79 ≈ 88 summaries. On account of this, it was decided to take a total sample of 90 abstracts to be manually evaluated. The total sample of 90 summaries was made up of 60 summaries of PCA text summarization types (15 summaries for each type), 15 summaries of the best DUC 2002 approach, and 15 model summaries created by humans in DUC 2002. All the summaries were truncated to approximately 100 words. The 90 abstracts were evaluated by 18 people (comprising PhD students and senior researchers with advanced knowledge in English), so each one had to evaluate 5 summaries. Summarization evaluation is a subjective task, so people evaluating a summary may have different opinions about its quality. In order to minimize the bias that may be obtained by allowing only one user to evaluate a summary, we enrich the qualitative evaluation, asking an additional external user to evaluate also the 90 summaries. In this manner, a summary would be evaluated by two people, and therefore the assessment would not only depend on one user. The final manual evaluation results were computed by averaging the scores assigned by the two assessors for each summary. In this manner, if the discrepancy between the two assessors was high, for instance, if one person assigned a good score, i.e. 5, and the other one a low score, i.e. 2, we would consider that the summary would not be either very bad or very good, and in this case the average would be a fair value for its final score.
In Table 4 , the results of the manual evaluation are shown. As it can be seen, the results prove that, in a general way, the summaries are acceptable, obtaining values closer to the positive range of the Likert scale. Table 4 . Qualitative evaluation results obtained through a manual inspection of the generated summaries As we expected, the human summaries exhibit the best results. This could be because abstractive summaries always seem to be better considered by humans than extractive ones. However, for several questions (e.g., Q3, Q6), the results do not greatly differ from the rest of the approaches (Best DUC 2002 approach, SemPCAsummarizer with H1, and SemPCA-summarizer with H2).
When focusing on the extractive summarization approaches, and firstly comparing only our heuristics among them, H1 is the one which obtains the best results, reaching the highest values in five out of the seven questions outlined. On the other hand, H3 and H4 show the lowest results, although the average obtained between all the questions is above a 3-rating score.
When inspecting the results for each type of question, the results of Q1 and Q2 show that the accuracy of the information in the summaries is coherent with the heuristics tested, being H1 the best heuristic. Here, it is important to mention that the first sentence of the Best DUC 2002 approach shows a clear idea of the information of the original text. This is logical, since this approach ensured that first sentence of the original document was always included in the automatic summary. However, when having a look at Q2, it seems that the rest of the summary contains less important information compared with the generated summaries using the other heuristics. Concerning the redundancy of the summaries (Q3), the results of all the evaluated approaches indicate that they are very good with respect to this issue.
Switching now to the readability/understanding questions, the results of Q4 reflect that the ordering of the sentences in the summary is better in the Best DUC 2002 approach than in any of our suggested heuristics. Again, this is expected, since the sentences in the Best DUC 2002 approach are shown in the same order as in the original document. In contrast, in the case of our heuristics, the sentences extracted are ordered with respect to the importance of the concepts and not necessarily by the order the sentences appear in the original texts. To improve this issue in our heuristics, we could have taken into account the position of the sentence in the text, and order the extracted sentences in the same order as in the original document. However, is seems that in the case of H1 this fact minimally affects the legibility of the summaries, since the results of Q5 and Q6 show good values. Compared to our heuristics, the summaries produced by the Best DUC 2002 approach does not exhibit a very high understanding score (Q5), which is lower than the score obtained for H1 and H3.
Finally, according to overall assessment results (Q7), some of our heuristics (H1 and H4) obtain equal or higher results than the Best DUC 2002 approach. This question (Q7) gives an idea about to what extent the generated summary would be appropriate. In this respect, we computed the number of summaries scored under each rating for this question for the two manual evaluations conducted. Figure 3 graphically depicts the results obtained comparing both manual evaluations.
As it can be seen, although the individual scoring may vary from different assessors, partly due to the subjectivity involved in the evaluation process and the fuzzy differences between the scores assigned (an assessor may have doubts between lower or upper boundaries, e.g., 1-2 or 4-5), we can see that better summaries are clearly distinguished from poor ones, as in the case of human summaries. In contrast, there are more discrepancies when it comes to automatic summaries, where there may be a greater variability in as far as users' opinions is concerned.
CONCLUSIONS AND FUTURE WORK
In this paper, a single-document extractive text summarization approach using Principal Component Analysis (PCA) technique enhanced with semantic information was proposed and analyzed. Our approach has been called SemPCA-Summarizer. Specifically, PCA was used as a detector and ranker of the relevant concepts within the text, to further extract the sentences associated to them according to different heuristics, so the final summary could be generated.
The results obtained have confirmed that SemPCA-Summarizer produces good summaries from the quantitative and qualitative point of view, and it is competitive with respect to the state of the art, so it can be very useful for detecting and providing key information. Having analyzed different heuristics for selecting sentences based on the relevant concepts identified, the best performing heuristic is H1, which selects one sentence (searching in order of appearance in the original text) per relevant concept. In particular, it obtained the best results for all the ROUGE metrics tested, when semantic knowledge was included in the base system. Concerning the qualitative evaluation, H1 also achieved very good results compared with the remaining heuristics. It is also worth noting that the performed experiments and the obtained results allow us to gain some insights concerning the potential that our approach may have for generating other types of summaries, e.g., generic vs. topic-oriented, or indicative vs. informative summaries.
Although there is still some room for improvement, this finding could be very encouraging since it may constitute the starting point for further research.
In the short-and medium-term, we plan to analyze whether the approach could be improved if fragments of sentences instead of complete sentences were taken into account as the linguistic units to process. This could help to raise the accuracy of the relevant information. Moreover, it would be very interesting to test the approach for other types of documents, integrating more advanced word sense disambiguation methods that would take into account the context of the whole document in which a word appears. For this, word embeddings could be used. In the long-term, it would be very useful for the research community to test the appropriateness of our approach for multilingual text summarization, so that the approach could deal with texts of different languages.
