In this paper, the backward Euler (BE) method is introduced and analyzed for linear neutral hybrid stochastic delay differential equations. The exponential mean square stability of the BE method is considered for linear neutral hybrid stochastic delay differential equations. It is proved that, under the one-sided Lipschitz condition and the linear growth condition, for some positive stepsizes which depend on the Markovian switching, the BE method is exponential mean square stable. A numerical example is provided to illustrate the theoretical results.
for nonlinear neutral stochastic delay differential equations in [12] , [13] .
To best of our knowledge, no results on the numerical methods for linear NSDDEs with Markovian switching have been presented in the literatures. Thus, it is necessary to develop appropriate numerical methods and to study the properties of these approximate schemes for NSDDEs with Markovian switching.
In this paper we consider the linear d -dimensional neutral stochastic delay differential equation with In Section 2, we will introduce some necessary notations and assumptions. In Section 3, the definition of exponential mean squares stability is defined, the BE method will be used to produce the numerical solutions and the main result will be shown and proved in this section. A numerical example is given in Section 4.
Notation and Preliminaries
Throughout this paper, unless otherwise specified, we use the following notations. If is a vector or matrix, its transpose is denoted by . Let | · | denote both the Euclidean norm in and the trace (or Frobenius) norm in (denoted by trace ). represents and denotes . Let be a complete probability space with a filtration satisfying the usual conditions, that is, it is right continuous and increasing while contains all P-null sets. Let be a d-dimensional Brownian motion defined on this probability space, and is a positive fixed delay.
Let , be a right-continuous Markov chain on the probability space taking values in a finite state space with generator given by where . Here is the transition rate from to if while .We assume that the Markov chain is independent of the Brownian motion . It is known that almost every sample path of is a right-continuous step function with a finite number of simple jumps in any finite subinterval of .
As for , the following lemma is satisfied.
Lemma 2.1 [6] . Given , then is a discrete Markov chain with the one-step transition probability matrix .
Since the are independent of , the paths of Markov chain can be generated independent of and, in fact, before computing .
For the purpose of stability, assume that .This shows that (1.1) admits a trivial solution. We assume that and satisfy the local Lipschitz condition: 
Math Stability Analysis of the BE Method
Applying the Backward Euler（BE）method to the linear neutral delay differential system with Markovian switching (1.1) leading to a numerical process of the following type:
where is a stepsize which satisfies for some positive integer and , ,
is an approximation to , if , we have , the increments ,
Gaussian random variables. Further, we assume that is -measurable at the mesh points .
and positive constant , such that , for with , any application of the method to problem (1.1) generates a numerical approximation , which satisfies
International Journal of Applied Physics and Mathematics

106
Volume 6, Number 3, July 2016 .
It is easy to see that , and for any , hence, there exists unique constant such that .
Thus (3.5) yields
In view of (3.6), for any bounded initial condition , is nonnegative -measurable random variable, thus the right-hand side of (3.7) converges to a finite random variable as , that is, Define , then , and we also define . 
Numerical Example
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We shall discuss an example to illustrate our theory. Let 
