Semantic Adversarial Network for Zero-Shot Sketch-Based Image Retrieval by Xu, Xinxun et al.
Semantic Adversarial Network for Zero-Shot Sketch-Based Image Retrieval
Xinxun Xu1 , Hao Wang1 , Leida Li2 , Cheng Deng1
1School of Electronic Engineering, Xidian University, Xi’an 710071, China
2China University of Mining and Technology
{xinxun.xu, haowang.xidian,chdeng.xd}@gmail.com, reader1104@hotmail.com
Abstract
Zero-shot sketch-based image retrieval (ZS-SBIR)
is a specific cross-modal retrieval task for retriev-
ing natural images with free-hand sketches under
zero-shot scenario. Previous works mostly focus
on modeling the correspondence between images
and sketches or synthesizing image features with
sketch features. However, both of them ignore the
large intra-class variance of sketches, thus resulting
in unsatisfactory retrieval performance. In this pa-
per, we propose a novel end-to-end semantic adver-
sarial approach for ZS-SBIR. Specifically, we de-
vise a semantic adversarial module to maximize the
consistency between learned semantic features and
category-level word vectors. Moreover, to preserve
the discriminability of synthesized features within
each training category, a triplet loss is employed for
the generative module. Additionally, the proposed
model is trained in an end-to-end strategy to exploit
better semantic features suitable for ZS-SBIR. Ex-
tensive experiments conducted on two large-scale
popular datasets demonstrate that our proposed ap-
proach remarkably outperforms state-of-the-art ap-
proaches by more than 12% on Sketchy dataset and
about 3% on TU-Berlin dataset in the retrieval.
1 Introduction
With the explosive growth of image contents on the Inter-
net, image retrieval has played a crucial role in many fields,
such as e-commerce, medical diagnosis and remote sensing.
Conventional image retrieval requires providing textual de-
scriptions, which are hard to be obtained in some cases. With
the rapid development of mobile devices, image retrieval with
free-hand sketches, illustrating targeted candidates visually
and concisely, has attracted widespread attention and formed
the term of Sketch-Based Image Retrieval (SBIR) among the
computer vision community. However, it is difficult to guar-
antee that all categories can be trained in realistic scenarios,
which brings about unsatisfactory performance when testing
on unseen categories. Hence, Zero-Shot Sketch-Based Im-
age Retrieval (ZS-SBIR) is introduced to tackle this practical
and challenging problem.
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Figure 1: Visualization both of the sketch features and learned
semantic features on Sketchy dataset. We sample 10 classes of
sketches from test categories and visualize the distribution of the
features. Each color represents a particular class.
There are two major problems involved in ZS-SBIR: (1)
sketches possess large intra-class variance, which signifi-
cantly increases the complexity of correspondence modeling
between natural images and free-hand sketches. For instance,
the sketches of a same cat drawn by different people can
be obviously distinct. (2) The zero-shot setting requires the
model being capable of transferring knowledge from the seen
categories to the unseen ones.
To cope with ZS-SBIR comprehensively, both relevant
SBIR and zero-shot learning approaches are discussed in
this paper. The SBIR approaches [Hu and Collomosse, 2013;
Saavedra et al., 2015; Yu et al., 2016; Sangkloy et al., 2016;
Chopra et al., 2005; Liu et al., 2017] utilize discrimina-
tive representation to model the correspondence between the
sketch and the image. However, the performance of these
approaches drops significantly under the zero-shot setting as
they are essentially designed with the discriminative setup,
which encourages class-specific learning.
The zero-shot approaches [Akata et al., 2016; Romera-
Paredes and Torr, 2015; Kodirov et al., 2017; Xian et al.,
2016] learn an intermediate semantic representation to trans-
fer the knowledge from the seen classes to the unseen ones.
However, the primary challenge faced in learning such a map-
ping is domain shift. Therefore, some researchers proposed to
adopt the generative model [Bucher et al., 2017] to tackle this
issue. These developments of SBIR and zero-shot learning
have facilitated the progress of ZS-SBIR [Kiran Yelamarthi
et al., 2018] to a great extent. Unfortunately, they still have a
fatal disadvantage for ignoring the large intra-class variance
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of sketches, which causes difficulty both in modeling the cor-
respondence and transferring visual knowledge of sketches
from the seen categories to the unseen ones. Considering that
the word vectors have category-level information, we expect
that they are beneficial to diminishing the intra-class variance
of sketch features
In this paper, we propose a novel end-to-end semantic ad-
versarial network to address the large intra-class variance of
sketches for ZS-SBIR. Specifically, we elaborate a seman-
tic adversarial module for sketches to learn semantic features
with small intra-class variance, which significantly boosts
the knowledge transferring of sketches from the seen cat-
egories to the unseen ones. As is shown in Figure 1, the
intra-class variance of semantic features is smaller than that
of sketches by visualizing the distributions of both sketch
features and the semantic features with t-SNE [Maaten and
Hinton, 2008]. Furthermore, to preserve the discriminabil-
ity of synthesized features within each training category, a
triplet loss is designed for our generative module during the
training stage. Besides, an end-to-end learning strategy sim-
plifies the training procedure and also creates the possibil-
ity of producing better performance. Extensive experiments
on two large-scale popular datasets demonstrate that our pro-
posed approach greatly outperforms state-of-the-art methods
by more than 10% on Sketchy dataset and about 3% on TU-
Berlin dataset.
The main contributions of this work are as follows:
• By taking advantage of category-level semantic informa-
tion at the training stage, our proposed approach can ob-
tain semantic features of sketches to effectively address
its large intra-class variance, which significantly boosts
the retrieval performance under zero-shot setting.
• By utilizing the triplet loss on the generative module,
our approach can preserve the discriminability of syn-
thesized image features within each category.
• The end-to-end learning strategy of our proposed ap-
proach not only simplifies the training procedure, but
also brings further improvement in performance.
2 Related Work
2.1 Sketch-Based Image Retrieval
The existing approaches of SBIR can be mainly divided into
two categories: the hand-crafted features based methods and
the deep learning based ones The first category includes the
gradient field HOG descriptor [Hu and Collomosse, 2013]
and the learned key shapes (LKS) [Saavedra et al., 2015].
With the development of deep learning, Convolutional Ne-
ural Networks (CNN) are widely utilized in computer vision
fields. [Yu et al., 2017] first attempted to use CNN for sketch
classification. [Chopra et al., 2005] introduced siamese ar-
chitecture and [Sangkloy et al., 2016] adopted triplet ranking
loss for coarse-grained SBIR. [Liu et al., 2017] proposed a
semi-heterogeneous deep architecture to learn binary codes
of sketches and images. For instance-level SBIR, [Yu et al.,
2016] utilized triplet network and evaluated the approach on
the shoe and chair datasets.
2.2 Zero-Shot Learning
Due to the expensive cost of data collection and annotation,
zero-shot learning has attracted widespread attention in many
fields, such as image tagging [Li et al., 2015], visual question
answering [Ramakrishnan et al., 2017] and action recogni-
tion [Qin et al., 2017]. Existing zero-shot approaches can be
divided into two categories: embedding based and genera-
tive based approaches. In the first category, ALE [Akata et
al., 2016] measured the bilinear compatibility between im-
age embedding space and label embedding space while ES-
ZSL [Romera-Paredes and Torr, 2015] and SAE [Kodirov et
al., 2017] explicitly regularized the projection between image
embedding space and label embedding space. Furthermore,
LATEM [Xian et al., 2016] utilized a non-linear component
to improve the correspondence modeling between two em-
bedding spaces. As for generative based approaches, [Bucher
et al., 2017] proposed a conditional Generative Moment
Matching Network (GMMN) to synthesize features of unseen
category.
2.3 Zero-Shot Sketch-Based Image Retrieval
To the best of our knowledge, there are only two prior
works [Kiran Yelamarthi et al., 2018; Shen et al., 2018] on
ZS-SBIR. [Shen et al., 2018] proposed a Zero-shot Sketch-
Image Hashing (ZSIH) model consisting of sketches and im-
ages binary encoders and a multi-modal learning network
to mitigate heterogeneity between modalities. [Kiran Yela-
marthi et al., 2018] attempted to synthesize image features of
corresponding sketches by utilizing Conditional Variational
Autoencoders (CVAE) and then conduct retrieval from ima-
ge aspect. However, both of them leave the large intra-class
variance of sketches out of the consideration.
3 Methodology
3.1 Problem Definition
Assuming Dtr = {(xskei , ximgi , xwvi , yi)}Nsi=1 denotes the
training set with Ns samples and Dte = {(xskei , yi)}Nui=1 is
the test set with Nu samples, where xskei , x
img
i , x
wv
i and yi
are sketch, natural image, word vector and label respectively.
Their corresponding label spaces are Ytrain = {1, 2, 3, ..., s}
and Ytest = {s+ 1, s+ 2, ..., s+ u}, which satisfy the zero-
shot setting Ytrain ∩ Ytest = ∅. The strategy of partition-
ing the category into Ytrain and Ytest is whether it appears
in 1000 classes of ImageNet [Deng et al., 2009]. Adopting
Gθ to model the probability distribution of the image features
conditioned on the sketch features (i.e, P (ximg|xske; θ)), the
Gθ is trained to generate image features using sketch-image
pairs from the training classes during the training stage. At
testing stage, given xske belonging to the unseen categories
Ytest, our proposed approach synthesizes corresponding nat-
ural image features to retrieve candidate images from the test
image retrieval gallery. The architecture of our proposed
model is illustrated in Figure 2, which consists of three com-
ponents: a semantic adversarial module, an image feature
module, a generative module.
Figure 2: The framework of our work, including three modules. The Semantic Adversarial Module is employed to learn the semantic features
by adversarial learning with word vectors and then take them into the generative module. The Image Feature Module is designed to extract
the fc2 features of the image to be input of the generative module. The generative module takes the combination of learned semantic features
and image features as input and synthesizes the natural image features to retrieval.
3.2 Semantic Adversarial Module
To address the large intra-class variance of sketches, we elab-
orate a semantic adversarial module to learn semantic features
with the aid of word vectors that models category-level rela-
tionships between different classes. As illustrated in Figure 2,
the module has three subnetworks: word embedding network,
semantic feature network and discriminative network. Given
a training sketch for instance, we first extract sketch features
from the conv5 layer of VGG16 [Simonyan and Zisserman,
2014] and obtain category-level word representation from the
word vectors model pre-trained on Wikipedia [Mikolov et al.,
2013]. Then the goal of this module is to learn semantic fea-
tures from sketch features in an adversarial fashion [Good-
fellow et al., 2014], which means that the semantic features
are expected to be as similar as the word vectors by ‘fooling’
a discriminator network DθD . Specifically, we formulate the
loss of this module as
Ladv =Ey(logDθD (W (y)))
+ Exske(log[1−DθD (SθS (xske))]),
(1)
where xske, y, W (·), S(·) and DθD (·) denote the sketch, la-
bel, word embedding function, semantic embedding function
and discriminator function respectively. Besides, the seman-
tic network SθS (·) and discriminator network DθD (·) are pa-
rameterized by θS and θD.
3.3 Image Feature Module
As illustrated in Figure 2, we adopt the VGG16 [Simonyan
and Zisserman, 2014] pre-trained on ImageNet [Deng et al.,
2009] as the image feature extractor and then extract features
of fc2 layer. Afterwards, the image features are concatenated
with the learned semantic features and subsequently fed into
the conditional encoder at the training stage.
3.4 Generative Module
Taking the input of conditional information and random
nozises, the generative module synthesizes corresponding im-
age features to retrieve natural images by searching the near-
est neighbors of them. Our generative module contains one
conditional encoder and two decoders. It maps a prior dis-
tribution on a hidden latent variable P (z) to the data dis-
tribution P (ximg, xsem). The P (z|ximg, xsem) is approxi-
mated by the variational distribution Q(z|ximg, xsem) which
is assumed to be Gaussian. Specifically, the variational dis-
tribution Q(z|ximg, xsem) is approximated via encoder net-
work E parameterized by θE . The conditional distribution
P (ximg|z, xsem) is modeled by image decoder network D′
parameterized by θD′ . Following the notation in [Kingma
and Welling, 2013], we can formulate the generative loss as
LKL(θE , θD′ ;ximg, xsem)
=KL(QθE (z|ximg, xsem)||PθD′ (z|xsem))
− E[logPθD′ (ximg|z, xsem)],
(2)
where
KL(q(z|x)||p(z|x)) =
∫
q(z) log
q(z|x)
p(z|x)dz. (3)
Specifically, ximg and xsem stand for natural image features
and semantic features respectively. Sampling from the stan-
dard deviation vector, we add the sample to the mean vector
so that we get the sampled latent vector. Then the image de-
coder takes the features which concatenate latent vector with
learned semantic features as input to synthesize correspond-
ing image features at the training stage. Assuming that x˜img
is the decoder output, the generation of decoder can be for-
mulated as
x˜img = D′θD′ (noise, x
sem). (4)
The image reconstruction loss can be formulated as
Lrecon img = ||x˜img − ximg||22. (5)
Moreover, we connect semantic decoder to reconstruct se-
mantic feature in order to encourage the synthesized image
Figure 3: Triplet constraint on mean vector
feature to retain category-level semantic information. As-
suming that x˜sem is the output of the semantic decoder, the
generation of semantic decoder can be formulated as
x˜sem = RθR(noise, x˜
img). (6)
The semantic reconstruction loss can be formulated as
Lrecon sem = ||x˜sem − xsem||22, (7)
where R is the semantic decoder with the parameter of θR.
It’s noticed that the noise in Eq. (4) and Eq. (6) is the sampled
latent vector during the training stage.
3.5 Triplet Constraint
To preserve the discriminability of the synthesized features
within each training category, inspired by [Karaletsos et al.,
2015], we introduce the triplet loss. Concretely, as shown
in Figure 3, a triplet consists of an anchor xai , a positive x
p
i
and a negative sample xni . The positive sample shares the
same identity with the anchor while the negative sample has
a different one. For optimization, a hinge loss is employed to
push the negative sample away from the anchor and pull the
positive one closer simultaneously. Given a triplet (xai , x
p
i ,
xni ), the objective function can be formulated as
Ltri=max(d(E(xpi ), E(xai ))−d(E(xai ), E(xni ))+δ, 0), (8)
where d(·, ·) can be `2 distance function, E(·) is latent em-
bedding to obtain µ, and δ is the margin to be ensured.
3.6 Objective and Optimization
The full objective of our proposed model is
L = Ladv + LKL + Lrecon img + Lrecon sem + Ltri. (9)
The whole model is optimized with Adam [Kingma and Ba,
2014] package in PyTorch and the detailed optimization is
demonstrated in Algorithm 1.
4 Experiments and Discussion
4.1 Datasets and Settings
To perform SBIR under the zero-shot setting, the experiments
of this work are taken on two large-scale sketch datasets, i.e.,
Sketchy [Sangkloy et al., 2016] and TU-Berlin [Eitz et al.,
2012]. Details of dataset statistics is in Table 1. To evalu-
ate the performance of the proposed, we follow sketch-based
image retrieval evaluation criterion in [Kiran Yelamarthi et
al., 2018; Liu et al., 2017], where sketch and image retrieval
Algorithm 1 Learning semantic adversarial nets for ZS-
SBIR.
Input: dataset Dtr = {(xskei , ximgi , xsemi , yi)|yi ∈ Ytrain},
max training iteration M and batch size NB
Output: θS , θD, θE , θ′D, θR
1: Initialize parameters θS , θD, θE , θ′D, θR;
2: Create the triple set; S = {(T ai , T pi , Tni )}, Ti =
(xskei , x
img
i , x
sem
i , yi)
3: for i = 1 to M do
4: Calculate adversarial loss Ladv with Eq. (1);
5: Forward model to generate µa, µp, µn and calculate
the triplet loss Ltri with Eq. (8);
6: Forward model to generate x˜imgi , x˜
sem
i ;
7: Calculate LKL, Lrecon img and Lrecon sem with
Eq. (2), Eq. (5) and Eq. (7) respectively;
8: Update θR
+←− −OθR(L);
9: Update θD′
+←− −OθD′ (L);
10: Update θE
+←− −OθE (L);
11: Update θD
+←− −OθD (L);
12: Update θS
+←− −OθS (L);
13: end for
14: return solution
Statistics Sketchy TU-Berlin
Train classes 104 194
Test classes 21 56
Train sketches 62,785 15,520
Test sketches 12,694 4,480
Train images 10,400 138,839
Images to be retrieved 10,453 65,231
Table 1: Statistics for dataset Sketchy and TU-Berlin.
candidates belonging to same category are regarded as rele-
vant. Specifically, we calculate the average precision (AP)
and mean average precision (mAP) for top 200 retrieved can-
didates.
Sketchy is a large-scale sketch dataset, which originally
consists of 75,479 sketches and 12,500 images from 125 cat-
egories. Then [Liu et al., 2017] extends image gallery by
collecting extra 60,502 images from ImageNet [Deng et al.,
2009] so that the total number of images in extended dataset is
73,002. Following standard zero-shot setting in [Kiran Yela-
marthi et al., 2018; Xian et al., 2018], we partition total 125
categories into 104 train categories as seen classes and 21 test
categories as unseen classes according to whether the cate-
gory appears in 1,000 classes of ImageNet. This partition
avoid violating zero-shot assumption when utilizing models
that pre-trained on ImageNet.
TU-Berlin originally consists of 20,000 unique free-hand
sketches evenly distributed over 250 object categories. To
perform sketch-based image retrieval, we adopt extended ver-
sion of TU-Berlin with total 204,070 natural images. Since
there is no standard splits setting for ZS-SBIR, we follow the
Types Evaluation Methods
Sketchy TU-Berlin
Precision@200 mAP@200 Precision@200 mAP@200
SBIR
Methods
Pairwise Similarity 0.094 0.045 0.050 0.031
Siamese-1 [Hadsell et al., 2006] 0.293 0.189 0.127 0.061
Siamese-2 [Qi et al., 2016] 0.305 0.200 0.133 0.067
Coarse-Grained Triplet [Sangkloy et al., 2016] 0.278 0.176 0.128 0.057
Fine-Grained Triplet 0.284 0.183 0.086 0.050
Zero-Shot
Methods
Direct Regression 0.298 0.197 0.117 0.062
ESZSL [Romera-Paredes and Torr, 2015] 0.305 0.202 0.131 0.072
SAE [Kodirov et al., 2017] 0.314 0.204 0.152 0.084
CVAE [Kiran Yelamarthi et al., 2018] 0.333 0.225 0.165 0.104
Ours
Baseline 0.402 0.288 0.174 0.109
End-to-End 0.443 0.327 0.193 0.124
End-to-End + Triplet Loss 0.453 0.336 0.196 0.129
Table 2: The ZS-SBIR performance compared with existing SBIR and zero-shot approaches re-implemented by ourselves.
criterion in [Kiran Yelamarthi et al., 2018; Xian et al., 2018]
and first manually split total 250 categories into 165 train cat-
egories as seen classes and 85 unseen categories as unseen
classes. To ensure each unseen class has at least 400 images
for retrieval evaluation, we move some categories from un-
seen classes to seen classes and finally yield 194 seen classes
for training and 56 unseen classes for testing. Comparing
with Sketchy, TU-Berlin is challenging as there is a large
number of unseen classes and large proportion of fine-grained
categories.
4.2 Implementation Details
We train our model by using Adam on PyTorch with an ini-
tial learning rate = 0.0001, β1 = 0.5, β2 = 0.99. The input
size of the image is 224×224. We adopt word embedding
model [Mikolov et al., 2013] trained on Wikipedia to ex-
tract word vectors whose dimension is 300. To avoid train-
ing instability, we alternately train adversarial module and
generative module at optimization of first two epochs. Af-
terwards, we train the whole model by an end-to-end way.
During test stage, we concatenate the learned semantic fea-
tures with Gaussian noise whose dimension is 1024 and feed
this concatenated vector into the image decoder to synthesize
the image features which are used to retrieve from test image
retrieval gallery.
4.3 Comparison with Peer Methods
As ZS-SBIR has rarely been proposed before, which is only
two works [Kiran Yelamarthi et al., 2018; Shen et al., 2018]
to the best of our knowledge, the quantity of related existing
methods is limited. This task can be considered as a combina-
tion of SBIR and zero-shot learning. Therefore, we also adopt
existing relevant SBIR and zero-shot learning approaches for
retrieval performance evaluation. For a fair comparison with
our model, we extract the VGG16 conv 5 features on the seen
sketches and extract the VGG16 fc2 features on the seen im-
ages as input of the comparison methods. Moreover, all the
existing methods were re-implemented in this paper by Py-
Torch.
SBIR Methods. The SBIR baseline computes the pair-
wise similarity for nearest neighbour search. We build these
models [Hadsell et al., 2006; Qi et al., 2016; Sangkloy et al.,
2016] according to original papers and train the networks un-
der the zero-shot scenario. Besides, we add an experience that
we replace the coarse-grained triplet loss with fine-grained
triplet loss in [Sangkloy et al., 2016].
Zero-Shot Methods. The direct regression is the base-
line of zero-shot approaches, where each feature of the
image is learned from the sketch features. Furthermore,
we select a set of state-of-the-art zero-shot learning algo-
rithms [Romera-Paredes and Torr, 2015; Kodirov et al., 2017;
Kiran Yelamarthi et al., 2018] as benchmarks.
Results and Analysis. The performances of all the com-
parisons under the zero-shot settings on the two datasets are
presented in Table 2. We observe that: 1) Under the zero-shot
setting, our model significantly outperforms the best compar-
ison by around 12% on Sketchy and 3% on TU-Berlin. 2)
To some extent, the SBIR methods based positive-negative
samples have the ability to generalize the learned representa-
tions to unseen classes while simple calculation of pairwise
similarity leading to poor performance. 3) The extra regular-
ization for projection in ESZSL [Romera-Paredes and Torr,
2015] and SAE [Kodirov et al., 2017] promotes them to per-
form better than direct regression. 4) The proposed network
and CVAE [Kiran Yelamarthi et al., 2018] performs better
than SBIR methods and projection-based methods illustrates
that the generative model performs better than others. 5) The
semantic features of low intra-class variance obtained by ad-
versarial learning promote the proposed network to synthe-
size more effective features than CVAE [Kiran Yelamarthi et
al., 2018] in this task.
We show retrieved images for sketch inputs of the unseen
classes using the CVAE model and our model in Figure 4.
The red border indicates that the retrieved image does not
Figure 4: The top 10 images retrieved between CVAE and our model on two datasets. The left is the result on Sketchy dataset while the right
is on TU-Berlin dataset. The red border indicates that the retrieved image does not belong to the correct class.
Figure 5: Comparison of confusion matrix on the Sketchy dataset. The left is the result of CVAE and the right is ours.
belong to the correct class. From these results, we find that
the retrieved images closely match the outline of the sketch.
4.4 Ablation Studies
In this section, we conduct ablation studies in terms of the
end-to-end structure and triplet loss to further evaluate the ef-
fectiveness of our proposed model. The results are exhibited
in Table 2. The baseline is separately-trained model which
we first train the adversarial semantic module to obtain the
semantic features and then take the semantic features as input
to the generative module.
End-to-end. As shown in Table 2, the end-to-end network
outperforms the baseline by more than 4% on Sketchy and
1.7% on TU-Berlin, which illustrates that training the whole
network end-to-end is beneficial to finding better solution.
Triplet loss. Due to the lack of discriminative information
in generative model, we attempt to preserve discriminative
information by triplet loss. During training, we sample from
training set to get anchor, positive and negative sketches. For-
warding the network, we obtain the output of the conditional
encoder, which is used to construct triplet loss. The result in
Table 2 indicates that triplet loss further improves the perfor-
mance by adding discriminative information.
4.5 Confusion Matrix
The precision@200 and mean average precision@200 only
show the results of instance-level. If we want to dig out which
category is insensitive to our model, we can adopt confusion
matrix to show whether retrieved images corresponding to
their categories. Due to limited space, we do not show the
confusion matrix for TU-Berlin as it has more than 50 test
classes. As shown in Figure 5, our proposed model is also
better than the state-of-art in category-level.
5 Conclusion
We have presented an end-to-end adversarial semantic net-
work to address the problem of zero-shot sketch-based image
retrieval more effectively. The adversarial semantic module
of the proposed network incorporates semantic feature net-
work with the category-level information of word vectors,
and carries out adversarial learning to maximize the seman-
tic relevance and feature distribution consistency between se-
mantic features and word vectors. Therefore, the adversarial
module diminishes the intra-class variance of the input fea-
tures of the generative module, which achieves better per-
formance. Moreover, the triplet loss can preserve the dis-
criminability of synthesized features within each training cat-
egory. Last but not least, compared with training the network
separately, training the whole network in an end-to-end fash-
ion is beneficial to finding better solution, which endows our
network with zero-shot generalization ability. Experiments
on two large datasets verified our proposed model signifi-
cantly outperforms existing methods in ZS-SBIR task.
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