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Abst ract - -We consider and analyze some new splitting methods for solving quasi-monotone mixed 
variational inequalities by using the technique of updating the solution. The modified methods 
converge for quasi-monotone continuous operators. The new splitting methods differ from the existing 
splitt ing methods. Proof of convergence is very simple. @ 2000 Elsevier Science Ltd. All rights re- 
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1. INTRODUCTION 
In recent years, variational inequalities have been extended and generalized in various directions 
by using novel and innovative ideas and techniques, both for their own sake and ~r  their ap- 
plications. An important and useful generalization is called the mixed variational inequality or 
the variational inequality of the second kind. For the applications, formulations, and numerical 
methods, see [1-20] and the references therein. It is well known that the projection method and 
its variant forms including the Wiener-Hopf equations cannot be used to suggest numerical meth- 
ods for solving the mixed variational inequalities. These facts motivated us to use the technique 
of the resolvent operator, the origin of which can be traced back to [8] and [2]. In this technique. 
the given operator is decomposed into the sun~ of two maximal monotone operators, whose resol- 
vents are easier to evaluate than the resolvent of the original operator. Such a method is known 
as operator splitting method. This can lead to every etficient methods, since one can treat each 
part of the original operator independently. The operator splitting methods and related tech- 
niques have been analyzed and studied by many researchers, ee [6,7,19 22]. In the context ,~f the 
mixed variational inequalities, Noor [11-14] has used the resolvent operator technique to suggest 
some splitting type methods. A useful feature of the forward-backward splitting method is that 
the resolvent step involves the subdifferential of the proper, convex, and lower-semicontitmous 
only, and the other part facilitates the problem decomposition. In particular, if the nonlinear 
term in the mixed variational inequality is the indicator flmction of a closed convex set in the 
Hilbert space, then these splitting (forward-backward) methods reduce to the projection and ex- 
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tragradient methods for solving the standard variational inequalities. In this paper, we propose 
some new three steps forward-backward splitting methods for solving the quasi-monotone mixed 
variational inequalities by modifying the resolvent method which entails performing additional 
steps forward and resolvent step at each iteration. Convergence of these new methods requires 
only the quasimonotonicity of the operator. It is well known [4] that monotonicity implies pseu- 
domonotonicity and pseudomonotonicity mplies quasimonotonicity, but the converse is not true. 
Thus, it follows that quasimonotonicity is weaker than all the concepts of monotonicity. The new 
method is easy to implement and versatile. As special cases, we obtain new methods for solving 
monotone variational inequalities. 
2. FORMULATIONS AND BASIC  FACTS 
Let H be a real Hilbert space, whose inner product and norm are denoted by (., .} and I1" II, 
respectively. Let K be a closed convex set in H and T : H ~ H be a nonlinear operator. Let 0~ 
be a subdifferential of a proper, convex, and lower-semicontinuous f nction ~ : H ) RU {+oo}. 
It is well known [2] that the subdifferential 0~ is a maximal monotone operator. We now consider 
the problem of finding u C H such that 
(Tu, v - u) + ~(v) - ~(u) > O, for all v c H. (2.1) 
Problem (2.1) is called the mixed variational inequality or the variational inequality of the second 
kind. It has been shown that a large class of obstacle, unilateral, contact, free, moving, and equi- 
librium problems arising in regional, physical, mathematical, engineering, and applied sciences 
can be studied in the unified and general framework of the mixed variational inequalities (2.1), 
see [1-3,5-20] and the references therein. We note that if ~ is the indicator function of a closed 
convex set K in H, then the mixed variational inequality problem (2.1) is equivalent o finding 
u E K such that 
(Tu, v - u) > O, for all v E K, (2.2) 
which is called the standard variational inequality problem, introduced and studied by Stampac- 
chia [18] in 1964. For the recent state-of-the-art, see [1-3,5-20]. 
If K* = {u C H : (u,v) > 0, for all v C K} is a polar (dual) cone of a convex cone K in H, 
then problem (2.2) is equivalent to finding u E K such that 
Tu E K* and <Tu, u} = O, (2.3) 
which are known as the generalized complementarity problems. Such problems have been studied 
extensively in the literature, see the references. 
We see that problems (2.2),(2.3) are special cases of problem (2.1). The resolvent operator 
technique has been used to develop a number of iterative methods for solving the mixed variational 
inequalities, see [11-15]. We modify this technique and propose a new splitting method for solving 
the mixed variational inequalities. To obtain the main results of this paper, we recall the well- 
known results. 
DEFINITION 2.1. (See [2].) I f  T is a maximal monotone operator on H, then, for a constant 
p > O, the resolvent operator associated with T is defined by 
JT(U) = (I + pT) - l (u) ,  for all u • H, 
where I is the identity operator. It is known that a monotone operator T is maxima/ i f  and 
only if  its resolvent operator JT is defined everywhere. Furthermore, the resolvent operator JT 
is nonexpansive. 
REMARK 2.1. Since the subdifferential ag~ of a proper, convex, and lower-semicontinuous ~ : 
H ) R tJ {+oo} is a maxinml monotone operator, we define by 
J r  - ( I  + 
the resolvent operator associated with O~ and p > 0 is a constant. 
I~EMMA 2.1. 
i f  and onb" i f  
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(See [2].) For a given z ~ H ,  u • H satisfies the inequal i ty  
@-  z ,v -  u) + p~(v)  - pp(u)  > l), for all u ~ H, 
u'hore J~ is the resolvent  operator  and p > 0 is a constant.  
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(2.4) 
uq~ere J~ = ( I  + pO~) -1 is the resolvent operator  and p > 0 is a constant .  
Lemma 3.1 implies that the mixed variational inequality (2.1) is equivalent o the fixed-point 
problem (3.1). This alternative formulation is very important from the numerical analysis point 
of view. This fixed-point formulation was used to suggest and analyze the following iterative 
nmthod.  
. \ L ( JOR IT t tM 3.1. (See [11,14].) For a given u0 ¢ H, compute u,~+t by the iterative scheme 
u~+l  = J~[un  - pTu,~] ,  'r~ = O, 1, 2 . . . . .  
where 0 < p < 2a//7 2, a is the strongly monotonicity constant and 9 > 0 is the Lipschitz 
continuity constant of the nonlinear operator T. 
\ .~ note that the resolvent operator method requires the restrictive assumption that 7" must 
be strongly monotone for convergence. To overcome this difficulty, we now modify the resolvent 
method under which the modification entails an additional fbrward step and a resolvent st~'p at 
~,ach iteration. By updating u, we may write equation (3.1) in the form 
= ,]:[ I  - pT l J : [ I  - pT] J : [ [  - pT](u) .  (3.2) 
which is a forward-backward splitting method. It consists in three forward-backward steps, where 
the order of T and 0 :  has not been changed. This fixed-point formulation is useful to suggest 
the following algorithm. 
.\L(;OR1TfIM 3.2. For a given u0 E H, compute ur,+~ by the iterative scheme 
u, ,+ i  = J< ; [ J~[ J , ; [u~ - pTu~, ]  - pT J~[u ,~ - pTu , , ] ]  - pT J+~[ J , ; [un  - t>T,, ,~],  
('3.3) 
-p7 ' J~[u , ,  - pTv,~]]], ~l, = O, 1, 2 . . . . .  
It is interesting to compare Algorithm 3.2 with the splitting method of Glowinski and Le Tallec [5]. 
We now define the residue vector by the relation 
R(u , )  = 'u - J~  [ J~ [J~; [u - pTu]  - pT J~ [u - p2r'u]] - pT J , ;  [. I~ [u - pT,s ]  - pT J~ [u - / ,Tu . ] ] ] .  
For simplicity, we write the above equation as 
R(u)  = 'u - . I~[y  - pTg]. [3.4) 
In this section, we use the resolvent operator technique to suggest some new splitting methods 
tor solving the mixed variational inequalities. For this purpose, we need the following result, 
which can be proved by invoking Lemma 2.1. 
I~EMMA 3.1. (See [11,14].) The  funct ion u ~_ 1t, is a sohlt ion of  the mixed  variat ional inequal-  
J ty  (2.1) i f  and on ly  i f  u E H satisf ies the relat ion 
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y = J~[w - pTw] ,  (3.5) 
w = J~[u  - pTu] .  (3.6) 
From Lemma 3.1, it is clear that u E H is a solution of (2.1) if and only if u E H is a zero of 
the equation 
R(u) = O. (3.7) 
For a positive stepsize 7 E (0, 2), we rewrite equation (3.7) in the form 
u = u - 7a(u) .  
This fixed-point formulation enables us to suggest he following iterative method. 
ALGORITHM 3.3. For a given u0 E H,  compute un+l  by the iterative scheme 
un+l  = un - "yR(un)  (3.8) 
= un - ~{u, ,  - J~[w - pTy , ]} ,  n = 0, 1, 2 , . . . .  
Note that for ~, = 1, Algorithm 3.3 collapses to Algorithm 3.2. We remark that all the proposed 
iterative schemes differ from the iterative schemes of Glowinski and Le Tallec [5], Peaceman and 
Rachford [22] and Tseng [19]. If ~ is the indicator function of a closed convex set K in H, 
then J~ -= PK, the projection of H onto K. As a result, all the Algorithms 3.1-3.3 reduce 
to corresponding projection methods for solving variational inequalities and complementarity 
problems. 
We now study the convergence criteria of Algorithm 3.3. 
LEMMA 3.2. Let  ~ E H be a so lu t ion  o f  (2.1) .  I f  T : H ----* H is a quas i -monotone  operator ,  
then  
<u - ~, R(u)) > IlR(u)ll 2, for  all  u E H .  (3.9) 
PROOF. Let ~ E H be a solution of (2.1), then 
(Tfi, v - ~) + ~(v) - ~(u) >_ 0, for all v E H. 
Letting z = u - pTu ,  u = J~[y  - pTy] ,  v = ~2 in (2.4), we obtain 
( z~[v  - pTv]  - u + pTu ,  ~ - J~[V - pTv])  + p~(~)  - p~( J~[y  - pTv])  _> 0, 
which can be written by using (3.4) as 
(R (u)  - pTu ,  u - ~ - R (u) )  + p~(~)  - p~( J~[y  - pTy] )  >_ O. (3.10) 
Since T is a quasi-monotone operator, for all u, fi E H, 
(T~,  Z~[y  - pTy]  - ~)  + ~( J~[V  - pTy] )  - ~(~)  > 0 
implies 
(T J~[y  - pTy] ,  J,p[y - pTy]  - ~t} + ~( J~[y  - pTy] )  - ~(~t) > O, 
which can be written as 
p(Tu ,  u - ~t - R(u)) + p~[y  - pTy] )  - ~(fi) > 0, using (3.2) and (3.4). (3.11) 
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Adding (3.10) and (3.11), we have 
<R(u) ,  ~ - ~ - n (~)> > o, 
from which it follows that 
<u - ~, n(u)> ~ IIR(u)ll 2. 
LEMMA 3.3. Let fi E H be a solution of  (2.1), and Un+l be the approximate solutioli obtained 
from Algor ithm 3.3, then 
I lu .+~ - ~11 ~ _~ IlUn -- ~112 -- 7 (2  -- 7 ) I IR (u ) I I  ~. (3.12) 
PROOF. Combining (3.9) and (3.8), we have 
I lUn+, -- ~112 = IlUn -- ~ -- 7R(un) l l  2 
I lun - ~112 - 27(Un - -  U ,  R(Un)) -~ ~211R(un) l l2  
-< IlUn -- ~112 -- 7 (2  - 7) I IR(Un) I I  ~. 
THEOREM 3.1. Let Un+ 1 be the approximate solution obtained from Algorithm 3.4 and ~ ~ H 
be the solution of  (2.1), then limn--.oo Un = fi- 
PROOF. Let u be a solution of (2.1), then from (3.12), it follows that the sequence {u,~} is 
bounded. Yhrthermore, from (3.12), we obtain 
7(2  - 7 ) l lR (u~) l l  2 _< Ilu0 - ull ~, 
n=0 
which implies that l imn-.ooR(un) = 0. Let fi be a cluster point of {un} and the subse- 
quence {Un,} of the sequence {Un} converge to ~. Since R(u)  is continuous, it follows that 
R(fi) = limi--.~ R(un~) = O, which implies that ~ is a solution of (2.1) by invoking Lemma, 3.1 
and 
I I~n+~ -- ~11 ~ < II~n -- ~11 ~, 
we see that the sequence {un} has exactly one cluster point. Thus, l imn_~ Un = fi E H satis(ving 
the mixed variational inequality (2.1). 
4. CONCLUSION 
In this paper, we have suggested and analyzed some new forward-backward splitting methods 
for solving the quasi-monotone mixed variational inequalities. These methods are suggested by 
modifying the resolvent method. The convergence of these methods requires only the quasi- 
monotonicity of the operator T, which is a much weaker condition than the requirements for the 
('onvergence of other splitting methods. The development and refinement of these methods ~leed 
further research efforts. 
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