Abstract-This paper considers the uplink of a multiuser direct-sequence code-division multiple-access communication system based on burst transmission over frequency-selective channels. A new precoding method is presented that is able to take benefit from the space diversity introduced at the mobile transmitters and at the common receiver. User-specific spreading codes are designed so that filters matched to the total impulse responses can remove completely the interference and maximize the signal-and-interference-plus-noise ratios. It is analytically proved that an infinite number of solutions is available to orthogonalize the system. Three particular solutions are considered. A progressive solution is firstly proposed to provide orthogonality in a simple way. Then a near-optimum solution is proposed to orthogonalize the system while attempting to reduce the total transmitted power. The minimization of the total transmitted power is a complex problem of nonlinear optimization that can only be solved using an iterative algorithm. The third solution proposed is based on an iterative algorithm. Those three solutions are analyzed in term of their different performance for a varying number of transmit and receive antennas. A comparison is also provided with a system using a conventional set of binary codes and linear or decision-feedback minimum mean-square error joint detection. It is shown that the near-optimum and iterative solutions are the only ones that are able to fully benefit from the space diversity.
I. INTRODUCTION

C
OMMUNICATIONS over wireless channels are significantly impaired by the intersymbol interference (ISI) due to the multipath propagation and by the multiple-access interference (MAI). The use of multiple antennas is today widely envisaged to counteract the degrading effects of the wireless channels. While antenna diversity at the base station is used for reception today, antenna diversity at a mobile handset is more difficult to implement because of electromagnetic interaction between antenna elements on small platforms. Furthermore, the use of multiple antennas and radio frequency chains would make Paper approved by R. Raheli, the Editor for Detection, Equalization, and Coding of the IEEE Communications Society. Manuscript received February 8, 2002 ; revised December 12, 2002 the remote units larger and more expensive. It is, therefore, more economical to add equipment to base stations rather than to remote units. These factors have motivated the development of several signal processing techniques based on multiple antennas at the base station, not only for the reception, but also for the transmission. However, while traditionally, spatial diversity has been considered at only one side of the link, recent research has indicated that one could substantially improve the performance by using spatial diversity both at the transmitter and at the receiver. Considering a single-user communication system, Balaban and Salz [1] , [2] have proposed combining receive antenna diversity, known to combat flat fading in radio transmission, with adaptive equalization, known to mitigate the effects of ISI, into a single robust receiver. The overall structure of the combiner-equalizer has been designed to minimize the symbol estimation mean-square error (MSE). Optimum combining and signal processing with multiple antennas have been further envisaged for multiuser systems. In this case, only the signal processing at the receiver needs to be modified, whereas the transmission signaling scheme of the mobile units can remain unchanged. In [3] , Jung et al. have evaluated the performance gain after joint detection (JD) brought by receive antenna diversity in the case of uplink burst transmission over frequency-selective direct-sequence code-division multiple-access (DS-CDMA) channels. Paper [4] extends the results of [3] by deriving and comparing several space-time multiuser detection structures, including the maximum-likelihood sequence detector (MLSD), low-complexity detectors based on iterative interference cancellation (IC), and blind adaptive detectors. The multiuser techniques substantially outperform their single-user counterparts. Receive spatial diversity is shown to significantly improve the reliability of the link.
To avoid the use of antenna arrays at the mobile handsets, space diversity is also introduced at the base station for the transmission. It is only recently that transmit diversity has been studied extensively as a method of combating detrimental effects in wireless fading channels, and that it has been shown to offer the same potential as receive diversity. The first schemes introduced in the literature require no feedback from the receivers to the transmitter. The first bandwidth-efficient transmit diversity scheme has been proposed by Wittneben [5] , [6] , and includes the delay diversity scheme of Seshadri and Winters [7] as a special case. Paper [8] generalizes the delay diversity scheme proposed by Wittneben by introducing a new class of codes referred to as the space-time codes. Unfortunately, they have a complexity increasing exponentially as a function of the diversity order. In [9] , Alamouti proposed a diversity scheme by simple processing across two transmit antennas. Thanks to this simple precoding scheme, ML decoding at the receiver can be achieved in a simple linear way. The transmission scheme discovered by Alamouti has been generalized in [10] and [11] to an arbitrary number of transmit antennas.
In the latter references, the space-time codes have been constructed using design criteria derived for flat Rayleigh fading and assuming that ideal channel state information (CSI) is only available at the receiver. Recently, it was proposed to further improve the performance by also taking benefit from a possible channel impulse response (CIR) knowledge at the transmitter side of the link. Considering a single-user burst communication system over multipath channels with space diversity at both sides of the link, [12] considers a joint transmitter and receiver optimization, requiring finally the singular value decomposition (SVD) of the channel matrix. In order to lower the complexity, a second coding structure has been proposed which is based on the cyclo-stationarization of the channel by the addition of a cyclic prefix. Both structures have been shown to asymptotically achieve the multiple-input multiple-output (MIMO) channel capacity. On the other side, [13] considers a multiuser MIMO (MU-MIMO) system in which the users are separated in the spatial domain, based on an SVD of the composite channel matrix. However, the delay spread due to the multipath propagation can not be included in the model. It has been proposed that the system synchronize to the path with the strongest power. In [15] , the interference-avoidance algorithm, described preliminarily in [14] as a means to iteratively reach the maximum channel capacity by designing optimum spreading sequences for an underloaded or an overloaded DS-CDMA system, has been used to optimize the capacity of a MIMO single-user communication channel. Finally, the model introduced in [16] generalizes the use of the interference-avoidance algorithm to MU-MIMO systems [17] .
In this paper, we consider the uplink of a burst DS-CDMA communication system. We investigate the impact of space diversity on the overall performance. The joint transmitter and receiver optimization proposed in [19] and [20] in order to maximize deterministically the signal-to-interference-plus-noise ratios (SINRs), and simultaneously, the channel capacity under a received symbol energy constraint, is performed for a system where space diversity is introduced both at the transmitters and at the receiver. The CIRs are assumed to be known and available at the base station to design the system. The optimization of the system is first centrally performed at the base station and the generated codes are then sent to the transmitters via a feedback channel assumed to be ideal. This operation can be quite complex. Ideally, the environment is stationary during the transmission, and the transmitters are roughly synchronized. The frequency at which the codes need to be refreshed in a time-varying environment needs to be carefully investigated. We allow the spreading waveforms of successive symbols to overlap, and we use symbol-specific waveforms constituted of complex elements. The channel-adapted waveforms designed here are such that the demodulation can be performed by means of a total-channel matched-filter (MF) bank. This means that after this step, ISI and MAI are perfectly removed. As degrees of freedom (DOFs) are still left at this stage, additional objectives are introduced. It is further requested that the transmitted power be minimized. The progressive solution and the near-optimum one introduced in [19] and [20] are compared with the optimal solution obtained at the output of an iterative algorithm. A system using a conventional set of binary codes is also envisaged for the comparison.
The paper is organized as follows. First, the communication system is introduced and the burst transmission model is defined in Section II. Based on a specific structure of the codes, solutions are secondly proposed in Section III to orthogonalize the system and optimize at the same time the transmitters and receiver, jointly. Finally, a performance tradeoff is provided in Section IV. Throughout the paper, the symbols , , and will be used to denote the complex conjugate, the transpose, and the complex conjugate transpose, respectively, of a matrix, or a vector, or a scalar. Notation stands for the trace of a matrix.
II. SYSTEM MODEL
A. General Model
We consider the uplink of a multiuser communication system with space diversity at the mobile terminals and at the base station.
denotes the number of antennas at the transmitters, and denotes the number of antennas at the receiver. Each antenna at the base station receives the sum of the contributions coming from all antennas of the different users and a specific additive noise. A detailed model of a conventional DS-CDMA communication system is given in Fig. 1 . Each active user transmits a sequence of symbols at the rate . The information is spread by user-and antenna-specific codes ( where is the transmit antenna index) and shaped by means of a chip-shaping filter . is the chip duration and the spreading factor (SF). Each transmitted signal propagates over channels with low-pass equivalent impulse responses . The additive noise corrupting the received signal at antenna is denoted by , and is the noise filtered by the ideal low-pass anti-aliasing filter , which limits the spectrum in accordance with the subsequent sampling rate. The received signal at antenna is denoted by . We define the composite impulse responses , in which represents the convolution operator. Sampling the received and noise signals at a rate gives the received sequences and the noise sequences . To get a discrete time model, we define the discrete time impulse responses . In our computations, we further assume that the power control is such that the total received energy is equal for all symbols of all users. Each symbol received energy is the sum of the corresponding symbol received energies at the antennas.
B. Linear Antenna Arrays
Wireless communication channels are often characterized by severe multipath. The transmitted signal propagates along multiple paths created by reflection on physical objects. With each path is associated a complex gain (amplitude and phase information) and a delay. The user channel attenuation is denoted by .
is the relative path amplitude, and is the associated phase . The delay is denoted by . Since the system under consideration uses multiple antennas at the transmitters and at the receiver, the signal propagation directions have also to be taken into account. Azimuth plane propagation angles are considered here. The model can easily be extended to include the effects of the elevation angles by simply adding a second angular coordinate.
Consider the situation represented in Fig. 2 . Linear arrays of antennas are assumed at the transmitters and at the receiver. Two successive antennas are separated by a distance at the transmitters and at the receiver. Each path is characterized by an angle of departure from the antenna array at the terminals and by an angle of arrival on the antenna array at the base station. The angles of departure, angles of arrival, and time delays (or equivalently, the path lengths) are constant over the ex- tent of the array aperture under the far-field assumption and can be connected using simple geometrical relations if each contribution to the received signal is due to a single reflection in the environment. For each path of user , it can be proved that (1) for and . denotes the line-of-sight path delay of user , and is the part which is added to in order to get the total path delay specific to path of user . The result can easily be extended to the case of negative angles. Fig. 3 illustrates the relation (1) between the angles and the path delays. The different curves correspond to different values of . The signal propagation between antenna at terminal and antenna at the base station is modeled by the following CIR [12] : (2) where denotes the factor relative to antenna at transmitter , and denotes the factor relative to antenna at the base station. The different antenna factors are due to the wave-propagation phase delay between two successive antennas. We have that where denotes the wavelength.
C. Burst Transmission
In case of burst transmission, each user sends a limited packet of symbols. As regards the initial continuous model illustrated in Fig. 1 , the transmitted sequences are limited to symbols and take a zero value outside the interval [0,
]. It enables the description of the transmission by means of a matricial model in which the spreading codes are separated from the other elements of the composite channel. Matrix represents the transmitter precoding operation, and matrix represents the channels of the different users. The observation model becomes [18] (3)
The vector of symbols, denoted by , is composed of different user parts (4) where . The received and noise vectors are obtained by stacking the different antenna received and noise vectors. We have (5) (6) where and .
is the size of the impulse responses evaluated in numbers of . Furthermore, the received signal at each antenna is the sum of the signals coming from the different transmitter antennas and the noise. Hence, the following matrices are defined:
with . . .
. . . . . . . . .
A description of the precoding matrix and of the channel matrix is given in Fig. 4 , in which is the code allocated to antenna of user in a conventional precoding scheme, and is the impulse response vector. We have and .
III. JOINT TRANSMITTER-RECEIVER OPTIMIZATION
A. Code Structure
In a practical system, the spreading operation is not necessarily implemented as a convolution of the oversampled symbols with the codes, as it is illustrated in Fig. 1 . In the burst model (3), the spreading is, rather, viewed as the product of the vector of symbols with the precoding matrix . Each product results in a sequence at the chip rate corresponding to the different symbols of user , spread by the codes specific to the antenna . In a conventional short code precoding scheme, the length of the codes does not exceed the symbol period. In this case, each symbol is spread by a particular binary code of length equal to the SF, with no a priori interference with the symbols around. However, such a constraint can be relaxed. Indeed, the length of the codes can be larger than a symbol period, different codes can be assigned to the successive symbols of a user, and finally, the codes can be constituted with complex elements. As a key element of our precoding scheme, we assume that the composed matrices can be totally filled in with complex elements. This actually amounts to having codes overlapping with each other and being different from one symbol to another (even for the same antenna).
B. Design Criterion
The joint transmitter and receiver optimization performed in [19] and [20] is adapted to the system considered in this paper, which includes space diversity at the transmitters and at the receiver. The precoding matrices are designed in such a way that filters matched to the different total impulse responses are able to eliminate completely the interference (ISI and MAI). In our computations, independent symbols of variance equal to and an additive white Gaussian noise (AWGN) of one-sided power spectral density (PSD) equal to are assumed. In this case, the matched-filter bound (MFB) is equal to the constant , where denotes the total received energy for each user symbol. According to [18] , the MF receiver is the Hermitian of the total impulse response matrix, which includes the precoding and the CIR matrices. Hence, the precoding matrix should be chosen such that (11) for , . is the noise variance at the output of the presampling filter.
denotes the Kronecker symbol, and denotes the identity matrix of size .
When the orthogonality conditions (11) are fulfilled, the SINR is maximized and equal to the MFB for each user symbol (a detailed proof is provided in [19] and [20] ). In the following section, it is analytically proved that an infinite number of solutions is available to orthogonalize the system.
C. Orthogonality Realization
To analyze the possible orthogonalization of the system, we have to investigate the impact of the CIRs on the rank of the channel matrices. Each channel is characterized by multipath propagation. We have (12) (13) where is the cascade of the transmitter shaping filter and the receiver presampling filter . Each user channel matrix can be written as a sum of the contributions due to the different paths (14) where matrix is the chip shaping and presampling filter part. Matrix has exactly the same construction as a channel matrix in the initial model, in which the vector is replaced with a vector composed of the samples of the function . Since the columns of the channel matrices are delayed versions of the same vector (see Fig. 4 ), they are linearly independent. The matrices and are defined as (15) . . .
Since the size of the matrices is , the rank of the composite matrix is the minimum between (each term in the sum adds dimensions), , and . In our computations, we assume that the CIRs are long enough so that the rank is not limited by the number of rows . Using the vectorial subspace theory [22] , it is possible to prove that the system can be made orthogonal under specific conditions on the SF and on the space diversity orders. Each matrix can be viewed as a vectorial subspace of dimension equal to in the space of dimension . The columns of matrix form a base of the subspace associated with user . It is interesting to note that each product is equivalent to choosing vectors in the subspace associated with each user . They are linear combinations (achieved by the coefficients contained in the columns of the matrices ) of the base vectors. If the rank of matrix is at least equal to , all the vectors associated with the different users can be chosen orthogonal using classical results of the subspace theory, so that all the orthogonality constraints (11) be verified. This is proved hereafter.
• orthogonal vectors are chosen in the first subspace .
• The vectors assigned to user 1 are projected onto the subspace of user 2. A subspace of dimension orthogonal to the projections and included in the subspace exists. orthogonal vectors are chosen in this subspace and assigned to user 2.
• The same operations can be performed with the subspace of user 3. We look for the subspace of dimension orthogonal to the projections of the vectors assigned to user 1 and to the projections of the vectors assigned to user 2.
orthogonal vectors are chosen in this subspace and assigned to user 3.
• This procedure is followed until user . To get a possible orthogonalization of the system, the minimum between the quantities and must be at least equal to
. If the SF is equal to the number of users , the system can always be made orthogonal. However, we can take benefit from the multipath propagation jointly with the space diversity introduced at the transmitters in order to decrease the SF while still allowing the system orthogonalization.
It should be noted that the last orthogonality condition relies on the beamspace model introduced in Section II-B, which may be restrictive in an actual system. However, as long as we assume that the scattering is rich enough, we can assume that the instantaneous matrix is full column rank and that the system can be made orthogonal under the same condition.
D. Solutions
At each step, an infinite number of orthogonal vectors can be chosen. Hence, an infinite number of solutions is available to orthogonalize the system. Two solutions proposed in [19] and [20] , and called the progressive and near-optimum solutions, are revisited briefly for a system where space diversity is introduced at the transmitters and at the receiver. In case of the progressive solution, the main concern is to provide orthogonality at the receiver. If the near-optimum solution is considered, the codes allocated to the different users are computed not only to provide orthogonality at the receiver but also to decrease the user transmitted powers. However, the minimization of the transmitted power, which is proportional to , is a complex problem of nonlinear optimization, which can only be optimally solved using an iterative algorithm. This is the third solution considered in this section. The actual transmitted power is compared to an unreachable lower bound (LB) computed in [19] and [20] , regardless of the different sources of interference.
The first solution of interest is the progressive solution. The codes are computed progressively, following the procedure described in Section III-C. The user order of computation is not optimized. At each step, a vector orthogonal to the vectors allocated to the previous users and symbols is provided, thanks to the Gram-Schmidt method of orthogonalization [22] . This vector belongs to the subspace spanned by the first columns of of size equal to the number of vectors which are already allocated, plus one. The consequences are a small complexity needed to initialize the system (only complex operations are required to compute the codes [19] , [20] ) and a poor performance. For a low numbers of users, the complexity of this solution is comparable to the one needed to compute the linear mimimum mean-square error (MMSE) detector in a system using a conventional set of binary codes (equal to complex operations if ). In case of the near-optimum solution, the users are classified according to the respective attenuation of their channels. Each code allocated to a particular user symbol is computed in order to minimize the corresponding transmitted power, while avoiding interference with the previously computed users and symbols. The next symbols and users are not taken into account. The codes are first computed for the user suffering the largest channel attenuation in order to decrease his power as much as possible. The procedure is followed until the user suffering the lowest channel attenuation. The code matrices are completely filled in with complex elements. Hence, the number of operations needed to initialize the system is larger ( complex operations are needed to compute the codes if [19] , [20] ) and the performance is improved.
Finally, we intend to minimize the transmitted power while satisfying the constraints of orthogonality by means of an iterative algorithm. The problem introduced in this paper is generally referred to as a constrained nonlinear optimization problem. The iterative algorithm used here is based on a sequential quadratic programming method, in which a quadratic subproblem is solved at each iteration. A constrained minimum of a nonlinear scalar function (in our case, the transmitted power) of several variables (in our case, the real and imaginary parts of the different code elements) is found starting from an initial estimate. In our computations, the starting point is composed by the eigenvectors corresponding to the largest eigenvalues of the channel autocorrelation matrices. Hence, no ISI is present at the beginning of the iterative process (the constraints of orthogonality corresponding to the ISI of each user are already fulfilled) which seems favorable to reach a local minimum corresponding to a small transmitter power. The performance of this solution is still improved. However, the complexity required at the initialization is high (the number of operations is to compute the codes).
IV. PERFORMANCE COMPARISON
In this section, the performance improvement obtained thanks to the use of multiple antennas at the receiver and/or at the transmitters is assessed for the orthogonal systems and for a system using a classical set of binary codes. The uplink of a four-user system is considered. Each user sends a burst of five complex quaternary phase-shift keying (QPSK) symbols. A bandwidth equal to 10 MHz is assumed. The transmitted signals are shaped with a half-root Nyquist characterized by a rolloff factor equal to 0.2, so that the chip duration is fixed to 0.12 s.
Four-path equivalent complex impulse responses are assumed. The delays are multiples of a fraction of the chip duration and can be of the order of one symbol duration. The phases are chosen randomly. The angles of departure from the transmitter antenna arrays and the angles of arrival on the receiver antenna array are connected to the delays by using (1) . It has been further assumed that the received signals at the base station mainly result from the scattering process in the vicinity of the mobile stations (the base station is typically deployed above the surrounding scatterers), so that the angles can only be restricted to a small angular region around the line of sight for each user. In a practical system, the terminals are size limited. The size of the common base station can be larger. We assume that the separation between two successive antennas is equal to at the transmitters and to at the receiver. A power control is applied in such a way that the received symbol energies are equal for the symbols of each user. At the receiver, a chip fractional sampling is assumed . Fig. 5 illustrates the required total transmitted power as a function of the number of antennas at the receiver. Only one antenna is considered at each transmitter. The transmitted power is studied for a system using a set of binary codes, for the progressive solution, for the near-optimum solution, and finally, for the iterative solution. The SF is equal to the number of users. In the case of binary codes, the users are distinguished by different truncated Gold codes of length seven. The ratio ( is the received symbol energy and is the noise one-sided PSD) is fixed at 10 dB. The transmitted power needed for each system is compared to the LB, which is the lowest transmitted power required to get the fixed symbol received energy. In Fig. 5 , it is shown that the total transmitted power LB decreases when the number of antennas at the base station becomes higher. It means that the total transmitted power of a practical system is potentially lower. All systems are capable of taking benefit from this property. The transmitted power of each system tends to the LB when the number of antennas becomes larger. Only the iterative and near-optimum solutions require a total transmitted power lower than that of the system using a set of binary codes. The advantage of the iterative solution as compared to the near-optimum one decreases for an increasing number of antennas at the receiver. Fig. 6 illustrates the bit-error rate (BER) as a function of the ratio ( is the received bit energy) for the different systems. In case of the orthogonal systems, the fixed MFB is reached for each user symbol, since the interference is completely removed at the output of the MF. The performance of the ideal AWGN channel is obtained in that case. In case of a more conventional set of binary codes, linear or decision feedback (DF) JD has to be considered to mitigate the interference. In the left part of Fig. 6 , the BER at the output of the linear MMSE joint detector is illustrated for a varying number of antennas at the receiver. It is shown that the performance of a system using a set of binary codes is generally improved when the number of antennas is larger at the receiver. However, as the total transmitted power is generally lower when an antenna is added, the amount of information available on the initial receiver antennas in order to make a decision on the transmitted symbols is less important. In some cases, the loss of information may not be compensated by the information added on the new antenna and a loss of performance may appear. The right part of Fig. 6 illustrates the BER improvement, thanks to the additional feedback section when a DF MMSE joint detector is considered instead of a linear one. The gain is higher for small diversity orders due to the initial bigger gap as compared with the ideal AWGN curve. Fig. 7 illustrates the transmitted power as a function of the number of antennas at the transmitters. The number of antennas at the receiver is only one. We consider a system using a set of binary codes, the progressive solution, the near-optimum solution, and the iterative one. The SF is also equal to the number of users. In case of binary codes, the users are still distinguished by truncated Gold codes of length seven. Each channel corresponding to a specific transmit antenna is further assigned a Hadamard code that multiplies the user-specific Gold code. The LB on the transmitted power is also illustrated. It is shown in Fig. 7 that the transmitted power needed at the output of each transmitter is potentially lower when the number of transmit antennas increases (see the LB). In case of a set of binary codes, the total transmitted power can be increased when an antenna is added at the transmitters. This is explained by the presence of destructive interference due to multipath propagation mechanisms. It is possible to strongly reduce the transmitted power by performing an exhaustive search amongst the possible sets of binary codes in order to find the best code combination. However, it can be stated that the binary sets of codes are generally unable to exploit the space diversity introduced at the transmitters. Regarding the optimized codes, the progressive solution does not benefit from transmit space diversity. This is simply a consequence of the precoding matrix construction procedure. The iterative solution and the near-optimum one tend to the LB. The transmitted power needed by the near-optimum solution becomes close to the transmitted power needed by the iterative solution.
A. Space Diversity at the Receiver
B. Space Diversity at the Transmitters
The BER is shown in Fig. 8 as a function of the ratio for the different systems. The MFB is reached for all orthogonal systems, and the corresponding BER is equal to the value obtained for an ideal AWGN channel. For a system using a set of binary codes, the performance at the output of the linear and DF joint detectors varies according to the number of antennas at the transmitters. Constructive interference and destructive interference due to multipath propagation mechanisms are observed so that the performance can be either better or lower when the diversity order is increased. The left part of Fig. 8 illustrates the performance at the output of the linear MMSE joint detector, and the right part of Fig. 8 compares this performance to the one that can be obtained at the output of the MMSE DF joint detector.
C. Reduction of the Spreading Factor
It has been proved in Section III-C that the rank of each userspecific matrix is the minimum between , , and . We also know from the orthogonalization procedure that this rank must be at least equal to in order to be able to orthogonalize the system completely. If the number of paths is high enough and if the CIRs are long enough, this rank is mainly limited by the quantity . In that case, there exists a compromise between the SF and the number of antennas at the transmitters. It seems possible to decrease the SF by a factor equal to the transmit space diversity order so that the corresponding bit rates can be increased accordingly. This is envisaged in this section for a system using a set of binary codes, for the progressive solution, for the near-optimum solution, and finally, for the iterative solution.
In practice, the number of antennas will be larger at the base station than at the mobile handsets in order to decrease the size and the cost of the last ones. We consider that the number of antennas at the transmitters and at the receiver is equal to two and four, respectively. The SF ranges from two to six. In case of a set of binary codes, the antennas are still distinguished by a possibly truncated Hadamard code that multiplies a user-specific truncated Gold code of length 7.
In Fig. 9 , the influence of the SF on the total transmitted power required by each system is illustrated. The transmitted power LB decreases for an increasing SF. When the SF is equal to two, the number of DOFs is the minimum accepted to provide orthogonality . The transmitted power should be large in that case. However, the values are quite acceptable, thanks to the large number of antennas at the receiver. For an increasing SF, the transmitted power of all systems tends to decrease. The near-optimum solution and the iterative one come very close to the LB.
The BER is given in Fig. 10 as a function of the ratio for each system. For the range of considered SFs, the system can be configured so that a MF is able to eliminate completely the interference. In this case, the MFB is reached for each user symbol and the BER is the one of an ideal AWGN channel. In case of a set of binary codes, the BER is improved when the SF is increased. This is illustrated in the left part of Fig. 10 for the linear MMSE joint detector. The right part of Fig. 10 shows the improvement, thanks to a possible feedback section.
V. CONCLUSION
This paper studies the improvement of performance that can be achieved thanks to the presence of transmit and receive space diversity. The uplink of a DS-CDMA burst transmission system is considered. New codes are designed that are able to provide orthogonality at the receiver. It is analytically proved that an infinite number of solutions are available to solve this problem. We compare the performance of three specific solutions (a progressive solution, a transmitted power near-optimum solution, and the optimal solution obtained by the use of an iterative algorithm) with the one obtained by the use of a conventional set of binary codes. The potential of space diversity seems really attractive. Mainly, space diversity at the receiver allows a decrease of the required transmitted power for all considered systems, as well as a performance improvement for the system using a conventional set of codes. The potential of space diversity at the transmitters can only be fully exploited if an optimized set of codes is considered (either the iterative solution or the near-optimum one). Furthermore, the optimized orthogonal system can take benefit from space diversity at the transmitters to reduce the spreading factor, in order to increase the corresponding bit rates. Thanks to the introduction of space diversity in the system, it is possible to get strongly improved bit rates for much lower user-transmitted powers.
