Due to the effects of anthropogenic activities and natural climate change, streamflows of rivers have gradually decreased. In order to maintain reliable water supplies, reservoir operation and water resource management, accurate streamflow forecasts are very important. Based on monthly flow data from five hydrological stations in the middle and lower parts of the Hanjiang River Basin, between 1989 and 2009, we consider an efficient approach of adopting the gene expression programming model based on wavelet decomposition and de-noising (WDDGEP) to forecast river flow. Original flow time series data are initially decomposed into one sub-signal approximation and seven sub-signal details using the dmey wavelet. A wavelet threshold de-noising method is also applied in this study. Data that have been de-noised after decomposition are then adopted as inputs for WDDGEP models. Finally, the forecasted sub-signal results are summed to formulate an ensemble forecast for the original monthly flow series. A comparison of the prediction accuracy between the two models is based on three performance evaluation measures. Results show that the new WDDGEP models can effectively enhance accuracy in forecasting streamflow, and the proposed wavelet-based de-noising of the observed non-stationary time series is an effective measure to improve simulation accuracy.
INTRODUCTION
Hydrological time series forecasting is an important predictive approach for watershed management, maintaining efficient water supplies and reservoir regulation (Liu et al. SVM provided the best performance (Wang et al. ) .
To estimate daily evaporation, the coupled ANFIS-GEP model was used as an alternative approach, results showing the GEP model to be more superior to the ANFIS model (Terzi ) . In addition, a conceptual rainfall-runoff model was developed for hydropower plant site assessment in the Hurman River watershed, results of which showed strong agreement between simulated and observed data (Al-Juboori & Guven ).
Although many studies have suggested that the GEP model is a more appropriate alternative to other time series forecasting models, the accuracy of GEP models can still be improved However, the majority of studies on WGEP simulations are limited as they use data after wavelet decomposition as input data in the models; they do not consider effective denoising methods. All hydrological time series data are, to some extent, contaminated by noise deriving from the measuring device, the influence of random intrinsic system events, or by feedback processes wherein the system is disturbed by a small random amount at each time step. This noise acts to limit the performance of many modelling and prediction techniques which can significantly influence the outcome of these methods. Since hydrologic series usually show complex non-stationary and nonlinear characteristics, traditional wavelet decomposition methods have many disadvantages and cannot meet specific accuracy requirements of prediction models. Therefore, an effective wavelet aided de-noising approach of hydrologic series is needed to improve the prediction accuracy of waveletassisted GEP models. This study presents river flow forecasting utilising WDDGEP models based on wavelet decomposition and de-noising, and thereby not only using Monthly flow data from five hydrological stations WT, a data mining tool applied in signal analysis, decomposes data flow into a number of sub-series of approximation and details. WT not only attempts to obtain insight into the characteristics of the raw data, it can also help to de-noise a particular data set (Belayneh et al. ) . 
where a is the temporal scale; b is the translation of the wavelet function along the time axis; ψ*(t) is the complex conjugate; and W (a, b) is the CWT. The scaling and translation factor of the CWT in the continuous variation are real numbers which cannot deal with a digital signal.
CWT is therefore primarily applied in theoretical analysis and demonstration whilst DWT is frequently adopted in forecasting applications (Belayneh et al. ) . DWT can be obtained by the discrete scale factor a and shift factor b in Equation (1), and the parameters a and b can be determined based on Equation (2):
where n and m are integer numbers that control the wavelet dilation and translation, respectively. Thus, DWT is often expressed as:
Equation (3) shows that a 0 is a specified fixed dilation step larger than 1, and that b 0 is the location parameter that must be larger than zero. This decomposition process can then be iterated with successive approximations being decomposed in turn, and the signal can be broken down into a number of lower resolution components. The approximations are the high-scale, low-frequency components of the signal, while detail represents the low-scale, high-frequency components. In Equation ( 
The condition in Equation (4) 
Gene expression programming
GEP, a population-based evolutionary algorithm evolved from GA and GP, was initially proposed by Ferreira ().
The GEP algorithm is a GA that uses linear chromosomes with a fixed length and non-linear parse trees with different sizes and shapes obtained from the GA and GP. The chromosomes in the GEP comprise of multiple genes, and each gene codes a subprogram. The expression trees (ETs)
hold the genetic information programmed in the chromosomes with a set of rules in the information decoding process. For example, the ET of an algebraic formula in Equation (5) is shown in Figure 2 :
This ET is considered as a phenotype in GEP, whereas the genotype can be easily inferred from the phenotype given by Equation (6):
Equation (6) Table 2 ; all of the parameters were the default values used in the model.
WDDGEP models development
The majority of hydrologic data used for forecasting models The appropriate subseries were then used in the wavelet based model.
In this paper, the WDDGEP models can be described as follows: First, detailed information about the flow data was obtained by decomposing original flow time series data into a sub-series of approximation and details; the DWT of the input flow data was obtained using the dmey wavelet function. The WDDGEP model was then constructed using a GEP model that utilised the decomposed sub-time series extracted with DWT on the flow data. The time series of the stream flow in this study was decomposed into several multi-frequency time series (i.e. d1, d2… di and ai) by DWT, where d1, d2 … and di are the detail series, and ai is the approximation of the stream flow time series. As shown in Figure 3 , this decomposition process was iterated with successive approximations being decomposed in turn, and the signal was broken down into many lower resolution components. Thus, the WDDGEP models were developed utilising the transformed and de-noising flow data as input.
To identify the mapping function, a fitness function was initially selected for the GEP process. The fitness function can be a measure of the error indicating the difference between the outcome and the actual expected value. For our WDDGEP models, the mean squared error was selected as the fitness function. The GEP gene was then created by selecting a set of terminals T and functions F. In this study, the set of terminals T composed of time lagged flow data.
The set of functions F included arithmetic operators, testing and Boolean functions. The chromosomal architecture was selected and it comprised the head size, the number of genes and the linking function. Subsequently, the last step was the selection of the genetic operators. The detailed diagram of the WDDGEP models is shown in Figure 4 .
Performance evaluation of the proposed model
The forecasting ability of the developed models can be eval- and Nash-Sutcliffe efficiency coefficient (NSEC). The formulae are:
where m i and o i are the modelled and observed data, respectively; and n is the pattern number in the data set. R, whereas the approximation shows the background information of the data. As the prediction accuracy of the WDDGEP models is directly affected by the decomposition level, it is vital that suitable decomposition levels are selected. The formula shown in Equation (10) (a formula used in numerous previous studies), was used to select a suitable decomposition level:
where N is the total number of data points; and L is the decomposition level in the data.
As per previous investigations, we used the dmey wavelet function to decompose the time series of the flow data into individual components. Seven detail series (d1, d2, d3, d4, d5, d6, d7) and one approximation series (a7) were obtained by this decomposition. However, due to the influence of random factors, such as the inevitability of measurement errors and dynamism of the natural environment, these sub-signals could be composed of noise components. To improve the simulation accuracy of this model, wavelet-based de-noising of observed non-stationary hydrological time series can be an effective measure. The signal energy of the flow time series is concentrated on the low-frequency domain, whereas noise energy exists in the high-frequency domain. Considering the sampling interval and practical significance of the data, a convenient wavelet de-noising method was applied. The wavelet threshold denoising method, which aims to adjust the detail wavelet coefficients, used Equation (11):
where W f 0 (a,b) is the adjusted W f (a,b) value; Ta is the threshold under level b; and σ() is the thresholding rule.
After adjustment, this sub-signal noise can be removed before further analysis and simulation, thus the decomposed components can be utilised as inputs for the WDDGEP models. The specific process of decomposing monthly flow time series at the Huangzhuang hydrological station is shown in Figure 5 .
Examination of the spectral and temporal information
Due to the noise composition of the hydrological data being very difficult to distinguish, examination of the spectral and temporal information is therefore very important in wavelet de-noising. The accuracy of noise reduction is mainly verified using prediction accuracy as the main diagnostic tool; the examination of spectral and temporal information after decomposition and noise reduction is often overlooked in previous similar studies. In order to detect the spectral and temporal information in the raw data after noise reduction, shown in Figure 6 ; it is reasonable to decompose and denoise data without reduction in the signal energy.
Discussion on the performance of the best models
The original monthly flow time series and the decomposed component were modelled using the WDDGEP and GEP models, respectively. 
CONCLUSIONS
In our investigation, we used GEP to predict the flow time series for five stations located in the middle and lower parts of the Hanjiang River. The WDDGEP models The proposed methodologies can be adopted in future studies to construct and predict other hydrological applications in south-eastern China. Future studies can also investigate model performance using different input series constructed from effective or all wavelet components.
AUTHOR CONTRIBUTIONS
Xiaorong Lu conceived and designed this study. Xuelei
Wang and Liang Zhang made substantial contributions to 
