The Internet Protocol Version 6 was designed to efficiently improve on the existing functionalities of Internet Protocol Version 4 and to introduce new constructs that it lacks. Though IPv6 is not an extension of IPv4, as the two protocols have different specifications. Both the new and the formal protocol use multicast routing for many of their operations; this implies multicast routing is core in the protocols. This experiment became imperative especially in this era everyone is looking forward to using IPv6 as the default network. This paper tested the performance of IPv6 multicast routing over a virtual local area network. Graphical Network Simulator 3 was used to configure the network and Microsoft Hyper-V was used as the hypervisor on which the six virtual machines (hosts) reside. Parameters such as throughput, latency variations, data loss and the network over heads were examined. The experiment has shown that, IPv6 multicast routing over a virtual network has 100% throughput, the jitter (variations in latency) varies among the hosts in all the running scenarios, but low and stabled jitters were noticed as the running duration increases and the number of streaming increase from one multicast stream to running two multicast streams simultaneously. There was no data loss.
INTRODUCTION
The major changes from IPv4 to IPv6 fall primarily into the following categories; expanded addressing capabilities, header format simplification, improved support for extensions and options, flow labeling capability [2] . The challenges of IPv6 are directly connected to its protocol stack specification (multicast and header specification), [10] . This means multicast routing contributed to challenges facing IPv6 as a result of new it assume which replaces broadcast. Therefore, testing IPv6 multicast routing became very necessary in this era of IPv4 to IPv6 transition.
Summary of IPv6
Internet Protocol Version 6 (IPv6) which is a new version of the Internet Protocol, was specified in [8] . It was first introduced in 1998 by the Internet Engineering Task Force (IETF) in order to replace IPv4.
The new protocol has 2128 addresses compare to 232 addresses of IPv4, it is fast, efficient, more secured and support mobile applications [3] .
The IPv6 Header
The standard specification for IPv6 header, according to [8] IPv6 does not support broadcast address as it is in IPv4, this functionality was replaced by some IPv6 multicast addresses. The specific use of IPv6 addresses based on RFC 3513 [6] is shown in table 1.1. The IPv6 addressing architecture which was initially explained in RFC 3513, now obsolete, is now specified in [9] , [4] . 
Succinct Discussion of IPv6 Multicast
IPv6 multicast addresses which was defined in IP Version 6 Addressing Architecture [9] . Multicast is triggered by the receivers' interest. Multicast group contain arbitrary group of receivers that shows interest in receiving a particular multicast datagram. The members can be located anywhere on the Internet or in any private network without any geographical constrain.
Receivers that wish to receive multicast data streamed to a particular group have to join the group by sending a Multicast Listeners Discovery (MLD) message to the router they are connected to. Routers use the MLD protocol to learn whether members of a group are present on their directly attached subnets. Hosts join multicast groups by sending MLD report messages [4] .
A multicast group address is selected for the members in a multicast group. This group address is use as the destination address by the sender of a multicast datagram to reach all members who have joined the group or shown interest in receiving the datagram.
Membership in a multicast group is dynamic; hosts can join and leave at will. In IPv6, multicast address is an identifier for a set of interfaces that typically belong to different nodes and prefixed by ff00::/8 (1111 1111). A packet destined to a multicast address is delivered to all the interfaces identified by this address using best-effort reliability (there is no datagram safety guarantee) [1] . Figure 1 .2 shows the format of the IPv6 multicast address. 
Concept of Virtualization
In computing, virtualization means creating a virtual (rather than actual) version of something. These include virtual network resources, virtual storage devices, virtual operating system and virtual hardware platform.
Normally, every physical computer has one instance of the operating system which supports one or more application programs; a single physical computer runs software that abstracts the physical computer's resources so that they may be shared between multiple "virtual computers" in a virtualization environment [7] . Each virtual computer may be running a different operating system from all of the other virtual machines on the physical machine. A crash or other program error on any of the virtual machines leaves all of the other virtual machines unaffected [5] .
In hardware virtualization, virtualization takes place on the host (physical computer), and the guest which is the machine sitting on the host, is the virtual machine. Host and guest are used to differentiate the program set that runs on the physical machine from that which runs on the virtual machine. With the help of a Hypervisor/Virtual Machine Manager virtual machines can be created (Figure 1.3 ).
Virtualization can be full, partial, or Para virtualization, these depend on the hardware environment is simulated or whether the guest OS is modified or not. 
EXPERIMENTAL SETUP
Graphical Network Simulator 3 was used to configure the network. Microsoft Hyper-V was used as the hypervisor on which the six virtual machines (hosts) reside and a host system running Windows 10 Professional (figure 2.1). 
System Architecture

Setting Up IPv6 Multicast Routing
Two testing durations were conducted; three ten minutes runs and three one hour runs.
In the first setup, all the five hosts joined one multicast group. g. Table 3 .1 shows the average jitters of the five hosts that received a multicast datagram for ten minutes and one hour running and figure 3.1 shows the graph.
In the second scenario, a. SourceHost and Host1 were chosen as the sources of the multicast traffics. e. Table 3 .2 shows the jitters for the groups ten minutes and 1 hour streaming.
f. Table 3 .1 shows stable jitters among the five hosts that participated in a single multicast stream for both the ten minutes and one hour running. The same stable jitters was noticed when streaming two different multicast datagram simultaneously with two hosts each, participating in the streams for ten minutes and the one run (Table 3. 2). for table 3.1 and table 3 .2 respectively. Therefore, there was no significant increase in latencies of the receiving hosts as multicast group increase from one to two.
RESULT ANALYSIS 3.1 Throughput and Latency
From the result obtained from all the average 10 minutes and average 1 hour runs, the throughput was 100% and the jitters range from 0 to 5.734ms 
Data Loss
There was no datagram lost in all the running scenarios. The zero datagram loss resulted in the 100% throughput achieved ( figure 3.3) . 
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Protocol Overheads
The following are the protocols over heads noticed (figure 3.4 deduced from the Wire shark captures).
a. PIM-SM was used as the multicast routing protocol. The protocol did not produce much of an overhead The PIMv2 Hello messages were sent out at irregular intervals.
b. OSPF was used as the unicast routing protocol. It sends updates and acknowledgement messages to all routers multicast address ff02::5 at a regular interval 30ms.
c. ICMPv6 neighbour solicitation and neighbour advertisement messages were also noticed. 
CONCLUSION
From the experiment, IPv6 multicast routing over a virtual network has 100% throughput, the jitter (variations in latency) varies among the hosts in all the running scenarios, but low and stabled jitters were noticed as the running duration increases and the number multicast stream increased from one to running two simultaneously. No data loss was noticed in all the run. IPv6 multicast routing was successfully demonstrated among six participating hosts on a virtual local area network. However, this paper has the following limitations:
a. The experiment was carried out in a virtual lab not a real lab.
b. The datagram tested are not real application data.
c. The resources available for the virtual machines depend on resource of the host system. Host with better resources may better performance.
