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MULTIVARIATE GENERATING FUNCTIONS INVOLVING
CHEBYSHEV POLYNOMIALS
PAWE L J. SZAB LOWSKI
Abstract. We sum multivariate generating functions composed of mixtures
of Chebyshev polynomials of the first and second kind. That is, we find closed
form of expressions of the type
∑
j≥0 ρ
j
∏k
m=1 Tj+tm(xm)
∏n+k
m=k+1
Uj+tm(xm),
for different integers tm, m = 1, ..., n+ k. We also sum Kibble-Slepian formula
of n variables with Hermite polynomials replaced by Chebyshev polynomials
of the first and the second kind. In all those cases that were considered, the
obtained closed forms are rational functions with positive denominators. We
perform all these calculations basically in order to simplify certain multivariate
integrals or to obtain multivariate distribution having compact support as well
as for pure curiosity. We also hope that the obtained formulae will be useful in
the so-called free probability. We expect also that the obtained results would
inspire further research and generalizations. In particular that following meth-
ods presented in this paper one would be able to obtain formulae for the so
called q−Hermite polynomials. All those hopes are based on the observation
that the Chebyshev polynomials of the second kind considered here are the
q-Hermite polynomials for q = 0.
1. Introduction
In this note is we obtain close forms of the following expressions:
I. The multivariate generating functions:
(1.1) χ
(t1,...,tk+n)
k,n (x1...xn+k|ρ) =
∑
j≥0
ρj
k∏
m=1
Tj+tm(xm)
n+k∏
m=k+1
Uj+tm(xm),
where |tm| , k, n, j ∈ {0, 1, ...}, k + n ≥ 1, |ρ| < 1, |xm| ≤ 1, m = 1, ..., k + n and
Tj, Uj denote j−th Chebyshev polynomials respectively of the first and second kind.
II. The so-called Kibble–Slepian formula for Chebyshev polynomials i.e. close
forms of the expressions:
fT (x|Kn) =
∑
S
(
∏
1≤i<j≤n
(
ρij
)sij
)
n∏
m=1
Tsm(xm),(1.2)
fU (x|Kn) =
∑
S
(
∏
1≤i<j≤n
(
ρij
)sij
)
n∏
m=1
Usm(xm),(1.3)
where x = (x1, ..., xn), Kn denotes symmetric n×n matrix with zero diagonal and
ρij as its ij − th entry,
∑
S denotes summation over all n(n − 1)/2 non-diagonal
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entries of the matrix Sn a symmetric n×n matrix with zeros on the main diagonal
and entries sij being nonnegative integers, while sm denotes the sum of entries sij
along the m− th row of the matrix Sn.
Notice that Chebyshev polynomials of the second kind have played a similar role
in recently rapidly developing ”free probability” as the Hermite polynomials play
in classical probability. Hence the results presented below are of significance for the
free probability theory.
There is one more reason for which the results are important. Namely, since
Chebyshev polynomials of the second kind are identical with the so-called q−Hermite
polynomials for q = 0. Hence the results of the paper can be an inspiration to obtain
similar results for the q−Hermite polynomials and also to obtain ’q−generalization’
of the so-called Chebyshev polynomials of the first kind. All these ideas are ex-
plained and made more precise in the sequence of observations, remarks, hypothesis
and conjectures presented in section 5, below. We present there also an interesting
nontrivial example of application of the method presented in Theorem 1 applied to
well known cases and leading to non-obvious identities.
The paper is organized as follows. In the next section we present some elementary
observations, recall basic properties of Chebyshev polynomials as well as we prove
some important auxiliary results. The main results of the paper are presented
in the two successive sections 3 and 4 presenting respectively closed form of one-
parameter multivariate characteristic functions and the close form of the analog of
Kibble–Slepian formula. The next section 5 presents generalization, observations
conjectures and examples. Finally the last section 6 presents longer proofs.
2. Auxiliary results and elementary observations
We have the following immediate observation.
Remark 1. Since ∀n ∈ N : Tn(1) = 1 we have for all k ≥ 1 :
χ
(t1,...,tk+n)
k,n (1, x2...xn+k|ρ) = χ(t2,...,tk+n)k−1,n (x2...xn+k|ρ).
We will show that in case I. all functions χk,n are rational with common denom-
inator wn+k(x, ..., xk+n|ρ) which is a symmetric polynomial in x1, ..., xn+k of order
2n+k−1 as well as in ρ of order 2n+k.
In case II. also both functions fT (x|Kn) and fU (x|Kn) are rational with the
same denominator Vn(x|Kn) =
∏n−1
j=1
∏n
k=i+1 w2(xi, xj |ρij), where w2 is defined by
(2.7).
Both statements will be proved in the sequel. The first one in Section 3 and the
second in Section 4.
The possible applications of the results of the paper seem, for example, to help
(1) to simplify calculations of multiple integrals of the form∫
...
∫
k fold
vm(x1, ..., xn|p)
Ωn(x1, ..., xn|p)
k∏
j=1
(1 − x2i )mj/2dx1...dxk,
where vm denotes some polynomial in variables x1, ..., xn and numbers mj
∈ {−1, 1}, p denotes a set of parameters that is might be different in cases
I. or II. Then Ωn is equal to wn in case I. or Vn in case II.
(2) to obtain some expansions of the form related to (1.3) and (1.2) by putting
fixed values of some variables xj ,
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(3) to obtain families of multivariate distributions in Rn with compact support
of the form:
fn(x1, ..., xn) =
pm(x1, ..., xn|p)
Ωn(x1, ..., xn|p)
n∏
j=1
(1− x2i )mj/2,
where polynomial pm can depend on many parameters can have any degree
but must me positive on S =
n⊗
j=1
[−1, 1] and such that fn integrates to 1 on
S.
Recall also that we have:
(2.1) Un(cosα) = sin((n+ 1)α)/ sin(α) and Tn(cosα) = cos(nα)
and that
∫ 1
−1
Ti(x)Tj(x)
1
pi
√
1− x2 dx =


0 if i 6= j
1/2 if i = j 6= 0
1 if i = j = 0
,
∫ 1
−1
Ui(x)Uj(x)
2
pi
√
1− x2dx =
{
0 if i 6= j
1 if i = j
.
Immediately we have the following properties of the functions :
Proposition 1. For n ≥ 1 : χ(t1,...,tk,tk+1,...,tn+k−1,tn+k)k,n (x1, ..., xk, ..., xk+n−1, 1|ρ)
= ∂∂ρχ
t1−1,...,tk−1,tk+n−1−1
k,n−1 (x1, ..., xk, ..., xk+n−1|ρ)+tn+kφt1,...,tn−1n−1 (x1, ..., xk, ..., xk+n−1|ρ).
Proof. The identity follows the fact that Un(1) = n+ 1.
Consequently we have:
χ
t1,...,tk,.,..tk+n−1,tk+n
k,n (x1, ..., xk, ., xk+n−1, 1|ρ)
=
∑
j≥0
(j + 1 + tn+k)ρ
j
k∏
s=1
Tj+ts(xs)
k+n−1∏
s=k+1
Uj+ts(xs)
=
∂
∂ρ
∑
j≥0
ρj+1
k∏
s=1
Tj+ts(xs)
k+n−1∏
s=k+1
Uj+ts(xs)
+tn+k
∑
j≥0
ρj
k∏
s=1
Tj+ts(xs)
k+n−1∏
s=k+1
Uj+ts(xs).

In the sequel we will use the convention that if all integer parameters t1, ..., tn+k
are equal zero then we will drop them. Notice that the functions φ and ϕ are known
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for n = 1 and n = 2 and t1 = 0, t2 = 0. Namely we have:
χ0,1(x|ρ) =
1
w1(x|ρ) ;χ1,0(x|ρ) =
1− ρx
w1(x|ρ) ,(2.2)
χ0,2(x, y|ρ) =
∑
n≥0
ρnUj(x)Uj(y) =
1− ρ2
w2(x, y|ρ) ,(2.3)
χ2,0(x, y|ρ) =
∑
n≥0
ρnTj(x)Uj(y) =
(1− ρ2 + 2ρ2 (x2 + y2)− (ρ2 + 3) ρxy)
w2(x, y|ρ) ,(2.4)
χ1,1(x, y|ρ) =
∑
n≥0
ρnUn(x)Tn(y) =
(1− ρ2 − 2ρxy + 2ρ2y2)
w2(x, y|ρ) ,(2.5)
where above and in the sequel we use the following bivariate, symmetric polynomial
of order 1 and 2 :
w1(x|ρ) = 1− 2ρx+ ρ2,(2.6)
w2(x, y|ρ) = (1− ρ2)2 − 4xyρ(1 + ρ2) + 4ρ2(x2 + y2).(2.7)
Notice also that both χ2,0 and χ0,2 are positive on [−1, 1]× [−1, 1]. Recall that
the formulae in (2.2) are well known. The first formula in (2.3) it is famous Poisson-
Mehler formula for q−Hermite polynomials where we set q = 0. The second formula
in (2.4) and in (2.5) have been recently obtained in [8].
To calculate functions χ
(t1,...,tk+n)
k,n swiftly we need the following auxiliary results.
Let us notice immediately that we have:
Proposition 2.
(2.8) w1(cos(α+ β)|ρ)w1(cos(α− β)|ρ) = w2(cos(α), cos(β)|ρ).
Proof. We have
(1− 2ρ cos(α+ β) + ρ2)((1 − 2ρ cos(α− β) + ρ2) =
(1 + ρ2)2 − 2ρ(1 + ρ2)(cos(α+ β) + cos(α− β)) + 4ρ2 cos(α+ β) cos(α− β).
Now recall that cos(α+β)+ cos(α−β) = 2 cos(α) cos(β) and cos(α+β) cos(α−β)
= cos2 α+ cos2 β − 1. 
Proposition 3.
n∏
j=1
cos(αj) =
1
2n
∑
i1∈{−1,1}
...
∑
in∈{−1,1}
cos(
n∑
k=1
ikαk),(2.9)
n∏
j=1
sin(αj)
n+k∏
j=n+1
cos(αj) =


(−1)(n+1)/2 1
2n+k
∑
i1∈{−1,1} ...
∑
in+k∈{−1,1}
(−1)
∑
n
l=1
(il+1)/2 sin(
∑n+k
l=1 ilαl)
if n is odd
(−1)n/2 12n+k
∑
i1∈{−1,1} ...
∑
in+k∈{−1,1}
(−1)
∑n
l=1
(il+1)/2 cos(
∑n+k
l=1 ilαl)
if n is even
.(2.10)
Proof. Is shifted to section 6 
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Lemma 1. Let n ∈ N, |ρi| < 1, αi ∈ R, i ∈ Sn = {1, ..., n}. Let Mi,n denote a
subset of the set Sn containing i elements. Let
∑
Mi,n⊆Sn denote summation over
all Mi,n contained in Sn. We have:
∑
k1≥0
...
∑
kn≥0
(
n∏
i=1
ρkii ) cos(β +
n∑
i=1
kiαi) =(2.11)
∑n
j=0(−1)j
∑
Mj,n⊆Sn(
∏
k∈Mj,n ρk) cos(β −
∑
k∈Mj,n αk)∏n
i=1(1 + ρ
2
i − 2ρi cos(αi))
,
∑
k1≥0
...
∑
kn≥0
(
n∏
i=1
ρkii ) sin(β +
n∑
i=1
kiαi) =(2.12)
∑n
j=0(−1)j
∑
Mj,n⊆Sn(
∏
k∈Mj,n ρk) sin(β −
∑
k∈Mj,n αk)∏n
i=1(1 + ρ
2
i − 2ρi cos(αi))
.
We will need also the following special cases of formulae (2.11) and (2.12). We
will formulate them as corollary.
Corollary 1. For all |ρ| < 1 we have
∑
n≥0
ρn sin(nα+ β) = (sin(β)− ρ sin(β − α))/(1− 2ρ cos(α) + ρ2),(2.13)
∑
n≥0
ρn cos(nα+ β) = (cos(β)− ρ cos(β − α)/(1− 2ρ cos(α) + ρ2).(2.14)
Proof. We consider (2.12) and (2.11) and set n = 1 and α = α1. 
3. One parameter sums. Multivariate generating functions of
Chebyshev polynomials
Now we have the following theorem:
Theorem 1. For all integers n, k ≥ 0, |xs| < 1, ts ∈ Z, s = 1, ..., n+ k, we have:
χ
(t1,...,tn+k)
k,n (x1, ..., xn+k|ρ) =
∑
j≥0
ρj
k∏
s=1
Tj+ts(xs)
n+k∏
s=1+k
Uj+ts(xs)(3.1)
=
l
(t1,...,tn+k)
k,n (x1, ..., xn+k|ρ)
wn+k(x1, ..., xn+k|ρ) ,(3.2)
where wm(x1, ..., xm|q) is a symmetric polynomial of order 2m−1 in x1..., xm and
of order 2m in ρ defined by the following recurrence with w1(x|q) given by (2.6) :
wm+1(x1, ..., xm−1, xm, xm+1|ρ) =(3.3)
wm(x1, ..., xm−1, cos(α+ β)|ρ)wm(x1, ..., xm−1, cos(α+ β)|ρ)| xm=cos(α)
xm+1=cos(β)
,
n ≥ 1.
6 PAWE L J. SZAB LOWSKI
ln,k(x1, ..., xn+k|q) is another polynomial given by the relationship:
l
(t1,...,tn+k)
k,n (x1, ..., xn+k|ρ) =(3.4)
2n+k−1∑
j=0
ρj
j∑
m=0
1
m!
dm
dρm
wk+n(x1, ..., xk+n|ρ)
∣∣∣∣
ρ=0
×
k∏
s=1
T(j−m)+ts(xs)
n+k∏
s=1+k
U(j−m)+ts(xs).(3.5)
Corollary 2. For n ≥ 1 we have:
wn(1, ...xn−1, xn|ρ) = (wn−1(x2, ...xn|ρ))2
In particular
w3(x1, cos(α2), cos(α3)|ρ) = w2(x1, cos(α1 + α2)|ρ)w2(x1, cos(α1 − α2)|ρ),
which after replacing cos(α2)− > x2 and cos(α3)− > x3 and with the help of
Mathematica yields:
w3(x1, x2, x3|ρ) = 16ρ4(x41 + x42 + x43)− 8ρ2(1 + ρ2)2(x21 + x22 + x23)(3.6)
+16ρ2(1 + ρ4)(x2y2 + x2z2 + y2z2) + 64ρ4x2y2z2 − 32ρ3(1 + ρ2)xyz(x21 + x22 + x23)
−8ρ(1 + ρ2)(1 + ρ4 − 6ρ2)xyz + (1 + ρ2)4.
Remark 2. Notice that from Theorem 1 we deduce that for all integers t1, ..., tk+n
the ratio
χ
(t1,...,tk+n)
k,n (x1...xn+k|ρ)
χ
(0,...,0)
k,n (x1...xn+k|ρ)
is a rational function of arguments x1, ..., xn+k, ρ.
Such observation for was first made by Carlitz for k + n = 2, and nonnegative
integers t1 and t2 concerning the so called Rogers–Szego¨ polynomials and two vari-
ables x1 and x2 in [1] (formula 1.4). Later it was generalized by Szab lowski for the
so called q−Hermite polynomials also for two variables in [3]. Now it turns out that
for q = 0 the q−Hermite polynomials are equal to Chebyshev polynomials of the
second kind hence one can state that so far the above mentioned observation was
known for k = 0 and n = 2. Hence we deal with far reaching generalization both in
the number of variables as well as for the Chebyshev polynomials of the first kind.
Corollary 3. For |xi| ≤ 1 and |ρ| < 1, n ≥ 1 :
χn,0(x1, ..., xn|ρ) ≥ 0,∫ 1
−1
...
∫ 1
−1
(
j times
n∏
s=1
1
pi
√
1− x2s
)χn,0(x1, ..., xn|ρ)dx1...dxj =
n∏
s=j+1
1
pi
√
1− x2s
,
for j = 1, ..., n.
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Proof. Recall that basing on Theorem 1 we have
χn,0(cos(α1), ..., cos(αn)|ρ) =
∑
k≥0
ρk
n∏
j=1
Tk(cos(αj)) =
1
2n
∑
i1∈{−1,1}
...
∑
in∈{−1,1}
(1− ρ cos(∑nk=1 ikαk))
(1− 2ρ cos(∑nk=1 ikαk) + ρ2) ,
which is nonnegative for all αi ∈ R, i = 1, ..., n and |ρ| < 1.
Further
∫ 1
−1 ...
∫ 1
−1
j times
(
∏n
s=1
1
pi
√
1−x2s
)χn,0(x1, ..., xn|ρ)dx1...dxj =∫ 1
−1 ...
∫ 1
−1(
j times
∏n
s=1
1
pi
√
1−x2s
)
∑
k≥0 ρ
k
∏n
s=1 Tk(xs) =
∏n
s=j+1
1
pi
√
1−x2s
. 
Let us now finish the case n = 2. That is let us calculate χn,m2,0 (x, y|ρ), χn,m1,1 (x, y|ρ).
The case of χn,m0,2 (x, y|ρ) has been solved in e.g. [5] (Lemma 3, with q = 0).
Proposition 4. i)
χm,01,0 (x|ρ) =
∞∑
i=0
ρiTi+m(x) =
Tm(x)− ρTm−1(x)
w1(x|ρ) ,
χ0,m0,1 (x|ρ) =
∞∑
i=0
ρiUi+m(x) =
Um − ρUm−1(x)
w1(x|ρ) ,
ii)
χn,m2,0 (x, y|ρ) =
∑
k≥0
ρkTk+n(x)Tk+m(y) =
(
1− ρ2 + 2ρ2 (x2 + y2)− (ρ2 + 3) ρxy)Tm(x)Tn(y)
+ρ
(
ρ2x+ x− 2ρy)Tm(x)(Tn+1(y)
−Tn−1(y)) + ρ
(−2ρx+ ρ2y + y) (Tm+1(x) − Tm−1(x))Tn(y)
+ρ
(
1− ρ2) (Tm−1(x) − Tm+1(x))(Tn−1(y)− Tn+1(y))/w2(x, y|ρ),
iii)
χn,m0,2 (x, y|ρ) =
∑
j≥0
ρjUj+n(x)Uj+m(y) =
(
(
ρ2x+ x− 2ρy)Um−1(x)Tn(y)+(−ρ3 + ρ− 2ρx2 + 3ρ2xy + xy − 2ρy2)Un−1(y)Um−1(x)
+Tm(x)
(−2ρx+ ρ2y + y)Un−1(y) + (1− ρ2)Tm(x)Tn(y))/w2(x, y|ρ),
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iv)
χn,m1,1 (x, y|ρ) =
∑
j≥0
ρjUm+j(x)Tn+j(y) =
Tm(x)Tn(y)(1− ρ2 − 2ρxy + 2ρ2y2)− 2Tm(x)Un−1(y)ρ(y2 − 1)(x− ρy)
+Um−1(x)Tn(y)(x− ρy)(1 + ρ2 − 2ρxy)+
Um−1(x)Un−1(y)(y2 − 1)ρ(1 − ρ2 + 2ρxy − 2x2)/w2(x, y|ρ).
Proof. We apply formula (3.4). For i) we take n = 1 and notice that values of
derivatives of w1 respect to ρ at ρ = 0 are 1, −2x, 2. On the way we utilize also the
formula
Pn+1(x)− 2xPn(x) = −Pn−1(x),
true for Pn = Un as well as for Pn = Tn.
To get ii) we notice that subsequent derivatives of w2 with respect to ρ at ρ = 0
are 1, −4xy, 8x2 + 8y2 − 4, −24xy. Having this and applying directly (3.4) we get
certain defined formula expanded in powers of ρ. Now it takes Mathematica to get
this form.
iii) and iv) We argue similarly getting expansions in powers of ρ. Then using
Mathematica we try to get more friendly form. 
As a corollary we get formulae presented in (2.3) and (2.4) when setting n = m
= 0 and remembering that T−i(x) = Ti(x), U−i(x) = −Ui−2(x), for i = 0, 1, 2.
Corollary 4. ∀x, y, z ∈ [−1, 1], |ρ| < 1 :
i) ∑
i≥0
ρiTi(x)Ti(y)Ti(z) = ((1 + ρ
2)3 + 8ρ4
(
x4 + y4 + z4
)
+ 32ρ4x2y2z2
−2 (ρ2 + 1) (ρ2 + 3) ρ2 (x2 + y2 + z2)+ 4 (ρ4 + 3) ρ2 (x2y2 + x2z2 + y2z2)
−4 (3ρ2 + 5) ρ3xyz (x2 + y2 + z2)− (ρ6 − 15ρ4 − 25ρ2 + 7) ρxyz)/w3(x, y, z|ρ),
ii)∑
i≥0
ρiUi(x)Ui(y)Ui(z) = ((1+ρ
2)3+16ρ3xyz−4ρ2(1+ρ2)(x2+y2+z2))/w3(x, y, z|ρ),
iii)∑
i≥0
ρiTi(x)Ui(y)Ui(z) = (
(
ρ2 + 1
)3
+ 8ρ4x4 − 16ρ3x3yz − 2 (ρ2 + 1) (ρ2 + 3) ρ2x2
+8ρ2x2
(
y2 + z2
)− 4ρ (5− (ρ2 + 2)2)xyz − 4 (ρ2 + 1) ρ2(y2 + z2))/w3(x, y, z|ρ),
iv)∑
i≥0
ρiTi(x)Ti(y)Ui(z) = (
(
ρ2 + 1
)3
+ 8ρ4
(
x4 + y4
)− 2 (ρ2 + 1) (ρ2 + 3) ρ2 (x2 + y2)
+4
(
ρ4 + 3
)
ρ2x2y2 + 16ρ4x2y2z2 + 8ρ2z2
(
x2 + y2
)− 8 (ρ2 + 2) ρ3xyz (x2 + y2)
−8ρ3xyz3 − 2 (−5ρ4 − 10ρ2 + 3) ρxyz − 4 (ρ2 + 1) ρ2z2)/w3(x, y, z|ρ),
where w3(x, y, z|ρ) is given by (3.6).
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Proof. Again we apply formula (3.4). Besides we take n = 3, k = 0 for i), n = 0, k
= 3 for ii), n = 1, k = 2 for iii) and n = 2, k = 1 for iv). Now we have to remember
that successive derivatives of w3 with respect to ρ taken at ρ = 0 are respectively
1, −8xyz, 8(1− (x2+ y2+ z2)+ 4(x2y2+x2z2+ y2z2)), 48xyz(5− 4(x2+ y2+ z2)),
48(3− 8(x2 + y2 + z2) + 8(x4 + y4 + z4) + 32x2y2z2), 960xyz(5− 4(x2 + y2 + z2)),
2880(1− (x2 + y2 + z2) + 4(x2y2 + x2z2+ y2z2)), −40320xyz. Then we get certain
formulae by applying directly formula (3.4). The expression are long and not very
legible. We applied Mathematica to get forms presented in i), ii) iii) and iv). 
4. Kibble–Slepian formula and related sums for Chebyshev
polynomials
Let fn(x1, ..., xn|Kn) denote density of the normal distribution with zero expec-
tations and covariance matrix Kn such that cov(Xi, Xj) = 1 for i = j, i, j = 1, ..., n.
Let ρij denote i, j−th entry of matrix Kn. Consequently f1(x) = exp(−x2/2)/
√
2pi.
Let us also denote by Sn a symmetric n× n matrix with zeros on the diagonal and
nonnegative integers as off-diagonal entries. Let us denote i, j − th entry of the
matrix Sn by sij . Recall that Kibble in 40-ties and Slepian in the 70-ties presented
the following formula:
(4.1)
fn(x1, ..., xn|Kn)∏n
m=1 f1(xm)
=
∑
S
(
∏
1≤i<j≤n
ρ
sij
ij
sij !
n∏
m=1
Hsm(xm)),
where Hi(x) denotes i−th (so called probabilistic) Hermite polynomial i.e. forming
orthonormal base of the space of functions square integrable with respect to weight
f1(x), sm =
∑m−1
j=1 sjm +
∑n
j=1+m smj , and
∑
S denotes summation over all n(n−
1)/2 non-diagonal entries of the matrix Sn. To see more details on Kibble–Slepian
formula see e.g. recent paper by Ismail [2]. A partially successful attempt was made
by Szab lowski in [6] where for n = 3 the author replaced polynomials Hn by the so
called q−Hermite polynomials Hn(x|q) and sij ! substituted by [sji]q! where [n]q =
(1 − qn)/(1 − q) for |q| < 1, [n]1 = n and [n]q! =
∏n
i=1[i]q with [0]q! = 1. Taking
into account that Hn(x|0) = Un(x/2) and [n]0! = 1 we see that (4.1) has been
generalized and summed already for other polynomials. The intension of summing
in [6] was to find a generalization of Normal distribution that has compact support.
The attempt was partially successful since also one has obtained relatively closed
form for the sum however the obtained sum was not positive for suitable values of
parameters ρij and all values of parameters |q| < 1.
In the present paper we are going to present closed form of the sum (4.1) where
polynomialsHn are replaced by Chebyshev polynomials of both the first and second
kind and sij ! are replaced by 1.
In other words we are going to find close forms for the sums:
fT (x|Kn) =
∑
S
(
∏
1≤i<j≤n
(
ρij
)sij
)
n∏
m=1
Tsm(xm),(4.2)
fU (x|Kn) =
∑
S
(
∏
1≤i<j≤n
(
ρij
)sij
)
n∏
m=1
Usm(xm),(4.3)
where x = (x1, ..., xn), Kn as before denotes symmetric n× n matrix with zero
diagonal and ρij as its ij − th entry. Additionally we will assume that all ρ′s are
from the segment (−1, 1) and additionally that matrix Kn+ In is positive definite.
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We have the following result:
Theorem 2. Let us denote Kn = {(i, j) : 1 ≤ i < j ≤ n}, βn,m = βn,m(in, im) =
inαn + imαm. For S ⊆ Kn let ρS =
∏
(n,m)∈S ρnm, bS =
∑
(n,m)∈S βn,m, B1,...,n =
B(i1, . . . , in) =
∑n
j=1 ijαj. We have i)
fT (cos(α1), ..., cos(αn)|Kn) =
1
2n
∑
i1∈{−1,1}
...
∑
in∈{−1,1}
∑n
k=0(−1)k
∑′
Sk⊆Kn ρSk cos(bSk)∏n
j=1
∏n
m=j+1(1− 2ρjm cos(βj,m(ij , im)) + ρ2jm)
,
ii) If n is even then
fU (cos(α1), ..., cos(αn)|Kn) =
(−1)n/2 1
2n
∏n
j=1 sin(αj)
∑
i1∈{−1,1}
...
∑
in+k∈{−1,1}
(−1)
∑
n
l=1(il+1)/2
∑n
k=0(−1)k
∑′
Sk⊆Kn ρSk cos(B1,...,n − bSk)∏n
j=1
∏n
m=j+1(1− 2ρjm cos(βj,m(ij , im)) + ρ2jm)
,
while if n is odd then
fU (cos(α1), ..., cos(αn)|Kn) =
(−1)n/2 1
2n
∏n
j=1 sin(αj)
∑
i1∈{−1,1}
...
∑
in+k∈{−1,1}
(−1)
∑n
l=1
(il+1)/2
∑n−1
k=0 (−1)k
∑′
Sk⊆Kn ρSk sin(B1,...,n − bSk)∏n
j=1
∏n
m=j+1(1 − 2ρjm cos(βj,m(ij , im)) + ρ2jm)
where Sk denotes any subset of Kn that contains k elements and
∑′
Sk∈Kn means
summation over all Sk.
Proof. Let us consider (4.2) first. Keeping in mind assertions of Proposition 3 we see
that fT (cos(α1), ..., cos(αn)|Kn) is the sum of 2n summands depending on different
arrangement of values of variables ik ∈ {−1, 1}, k = 1, ..., n. Each summand is equal
to cosine taken at
∑n
j=1 ijsjαj . Recalling the definition of numbers sj we see that
in such sum smj , 1 ≤ m < j ≤ n appears twice once as smjαmim and smjαjij. Or
in other words we have
∑n
j=1 ijsjαj =
∑n−1
m=1
∑n
j=m+1 smj(αmim + αjij). Having
this in mind we can now apply summation formula (2.11) with β = 0 and have
summed each cosine with particular system of values of the set {ij, j = 1, ..., n}.
Now it remains to sum over all such systems of values.
As far as other assertions are concerned we use definition of Chebyshev poly-
nomial of the second kind, formulae presented in Proposition 3. We have in this
case
∑n
j=1 ij(sj + 1)αj =
∑n
j=1 ijαj +
∑n−1
m=1
∑n
j=m+1 smj(αmim + αjij). As the
result we deal with signed sum of either sinuses or cosines depending on the fact
if n(n − 1)/2 (the number of different smj , 1 ≤ m < j ≤ n ) is odd or even. Now
again we refer to either (2.12) or (2.11) depending on parity of n(n− 1)/2 this time
with β =
∑n
j=1 ijαj . 
Corollary 5. Both functions fT (x|Kn) and fU (x|Kn) are rational functions of all
its arguments. Moreover they have the same denominators given by the following
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formula:
Vn(x|Kn) =
n−1∏
j=1
n∏
k=i+1
w2(xi, xj |ρij),
where w2 is given by the formula (2.7).
Proof. First of all notice that following formulae given in Theorem 2 the functions
fT (x|Kn) and fU (x|Kn) are rational functions of x1 = cos(α1), ..., xn = cos(αn).
Moreover it easy to notice that all formulae have the same denominators. To find
these denominators notice that factors in each denominator referring to (ij, im) and
(−ij, im) are the same since cosine is an even function and that cosines appear solely
in denominators. Further we can group factors (1 − 2ρjm cos(βj,m(ij, im)) + ρ2jm)
and (1− 2ρjm cos(βj,m(ij ,−im)) + ρ2jm) and apply (2.8)
(1− 2ρjm cos(βj,m(ij , im)) + ρ2jm)(1 − 2ρjm cos(βj,m(ij ,−im)) + ρ2jm)
= w2(cosαj , cosαm|ρjm).
since βn,m(in, im) = inαn + imαm. 
Corollary 6. Let us denote βkj = ikαk + ijαj , k = 1, 2, j = 2, 3, k < j, p =
ρ12ρ13ρ23, B1,2,3 =
∑3
j=1 ijaj ,
c(i1, i2, i3, α1, α2, α3, ρ12, ρ13, ρ23) = (1−
∑
1≤k<j≤3
ρk,j cos(βk,j)+
p
∑
1≤k<j≤3
ρ−1k,j cos(2B1,2,3 − βkj)− p cos(2B1,2,3))/
∏
1≤k<j≤3
(1− ρkj cos(βkj) + ρ2kj),
s(i1, i2, i3, α1, α2, α3, ρ12, ρ13, ρ23) = (sin(B1,2,3)(1 + p)
−(ρ12 sin(i3α3) + ρ13 sin(i2α2) + ρ23 sin (i1α2))
−(ρ12ρ13 sin(i1α1) + ρ12ρ23 sin(i2α2) + ρ13ρ23 sin(i3α3))
/
∏
1≤k<j≤3
(1 − ρkj cos(βkj) + ρ2kj).
Then:
i) fT (cos(α1), cos(α2), cos(α3), ρ12, ρ13, ρ23) =
1
4
∑
i2∈{−1,1}
∑
i3∈{−1,1} c(1, i2, i3, α1, α2, α3, ρ12, ρ13, ρ23),
ii) fU (cos(α1), cos(α2), cos(α3), ρ12, ρ13, ρ23) =
1
8
∑
i1∈{−1,1}
∑
i2∈{−1,1}
∑
i3∈{−1,1}(−1)
∑
3
k=1
(ik+1)/2s(i1, i2, i3, α1, α2, α3, ρ12, ρ13, ρ23)
p/ρkj in case of ρkj = 0 is understood as the limit when ρkj → 0.
iii) fU (x, y, z, ρ12, ρ13, ρ23) = (4ρ12ρ13(ρ23 − ρ12ρ13)(1 − ρ223)x2 + 4ρ12ρ23(ρ13 −
ρ12ρ23)(1−ρ213)y2+4ρ13ρ23(ρ12−ρ12ρ23)(1−ρ212)z2−4(ρ13−ρ12ρ23)(ρ23−ρ12ρ13)(1+
ρ12ρ13ρ23)xy−4(ρ12−ρ13ρ23)(ρ23−ρ12ρ13)(1+ρ12ρ13ρ23)xz−4(ρ13−ρ12ρ23)(ρ12−
ρ23ρ13)(1 + ρ12ρ13ρ23)yz + (1− ρ212)(1− ρ213)(1− ρ223)(1 − ρ12ρ13ρ23))
/(w2(x, y|ρ12)w2(x, z|ρ13)w2(y, z|ρ23))
Proof. First of all notice that
∑2
k=1
∑3
j=k+1 βkj = 2B1,2,3 hence in particular B1,2,3
−∑2k=1∑3j=k+1 βkj = −B1,2,3. Then formula i) is clear basing on (2.11) with β =
B1,2,3. To get ii) notice that B1,2,3 − β12 = i3α3 and B1,2,3 − β12 − β13 = −i1α1,
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similarly for other pairs (1, 3) and (2, 3). Recall also that B1,2,3−
∑2
k=1
∑3
j=k+1 βkj
= −B1,2,3. Now basing on (2.12) ii) is also clear.
iii) was obtained with the help of Mathematica. 
Remark 3. With a help of Mathematica one can show for example that numer-
ator of fT (x, y, z|K3) is a polynomial of degree 6 and consists of 265 monomials.
Numerical simulation suggest that it is a nonnegative on (−1, 1)3. Unfortunately
fU (x, y, z|K3) is not nonnegative there since we have for example
fU (−.9,−.95, .94, |

 0 .6 .8.6 0 .9
.8 .9 0

) = −0.0912121. Besides notice that it happens
in the case when matrix

 1, .6 .8.6 1 .9
.8 .9 1

 is positive definite. This observation is
in accordance with the general negative result presented in [6] Theorem 1. Recall
that [6] concerns something like generalization of fU to all parameters q ∈ (−1, 1)
taking into account that q-Hermite polynomials Hn(x|q) can be identified for q = 0
with polynomials Un(x/2). The example presented in [6] concerns the case (adopted
to q = 0) when say ρ12 = 0. Hence we see that there are many sets of 6 tuples
x, y, z, ρ12, ρ13, ρ23 leading to negative values of fU .
5. Remarks on generalization
In this section firstly we are going to present q−generalization of the Chebyshev
of the first kind and secondly present some remarks and observations that might
help to obtain formulae similar to the ones presented in Theorem 1 with Chebyshev
polynomials replaced by the so-called q−Hermite {hn} and related polynomials. q
is here a certain real (in general) number such that |q| < 1. Since in the previous
chapters we considered, so to say, the case q = 0 we will assume in this chapter
that q 6= 0.
To proceed further we need to recall certain notions used in q−series theory: [0]q
= 0; [n]q = 1 + q + . . .+ q
n−1, [n]q! =
∏n
j=1 [j]q , with [0]q! = 1,[
n
k
]
q
=
{
[n]
q
!
[n−k]
q
![k]
q
! , n ≥ k ≥ 0
0 , otherwise
.
(
n
k
)
will denote ordinary, well known binomial coefficient.
It is useful to use the so called q−Pochhammer symbol for n ≥ 1 :
(a; q)n =
n−1∏
j=0
(
1− aqj) , (a1, a2, . . . , ak; q)n =
k∏
j=1
(aj ; q)n .
with (a; q)0 = 1.
Often (a; q)n as well as (a1, a2, . . . , ak; q)n will be abbreviated to (a)n and
(a1, a2, . . . , ak)n , if it will not cause misunderstanding.
It is easy to notice that (q)n = (1− q)n [n]q! and that[
n
k
]
q
=
{
(q)
n
(q)
n−k
(q)
k
, n ≥ k ≥ 0
0 , otherwise
.
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The above mentioned formula is just an example where direct setting q = 1 is
senseless however passage to the limit q −→ 1− makes sense.
Notice that in particular [n]1 = n, [n]1! = n!,
[
n
k
]
1
=
(
n
k
)
, (a)1 = 1 − a,
(a; 1)n = (1− a)n and [n]0 =
{
1 if n ≥ 1
0 if n = 0
, [n]0! = 1,
[
n
k
]
0
= 1, (a; 0)n ={
1 if n = 0
1− a if n ≥ 1 .
i will denote imaginary unit, unless otherwise clearly stated.
First we will present
5.1. Generalization of the Chebyshev polynomials of the first kind. We
start with the so-called q−Hermite polynomials. There exists very large literature
on the properties as well as applications of these polynomials. Let us recall only
that the three term recurrence satisfied by these polynomials is the following
hn+1(x|q) = 2xhn(x|q)− (1− qn)hn−1(x|q),
with h−1(x|q) = 0, h0(x|q) = 1. It is well known that the density that makes these
polynomials orthogonal is the following
fh (x|q) = 2 (q)∞
√
1− x2
pi
∞∏
k=1
l
(
x|qk) ,
where l (x|a) = (1+a)2−4x2a.Moreover characteristic function of these polynomials
are equal:
(5.1)
∞∑
j=0
tj
(q)j
hj (x|q) = 1∏∞
k=0 v (x|tqk)
,
where v (x|a) = 1 − 2ax + a2. Recall that following [11] the density that makes
q−Hermite polynomials orthogonal can be expanded in the following way:
fh(x|q) = 2
√
1− x2
pi
∞∑
k=1
(−1)k−1q(k2)U2k−2(x),
where {Un} are Chebyshev polynomials of the second kind. Let us consider a
related density namely
ft(x|q) = c
pi
√
1− x2
∞∑
k=1
(−1)k−1q(k2)U2k−2(x),
where constant c is to be found. To do it, let us recall that
∫ 1
−1
1
pi
√
1−x2Un(x)dx ={
0 if n is odd
1 if n is even
, hence
∫ 1
−1
ft(x|q)dx = c
∑
k≥1
(−1)k−1q(k2).
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Let us denote d(q) =
∑
k≥1(−1)k−1q(
k
2). Thus we must have c = 1/d(q). Further,
as it is well known, we have:
Un (x)Um (x) =
min(n,m)∑
j=0
Un+m−2j (x) .
(5.2)∫ 1
−1
ft(x|q)Un(x)dx =
{
0 if n is odd
c
∑
k≥1(−1)k−1(1 + min(n, 2k − 2))q(
k
2) if n is even
.
We need also the following transformed finite expansion, that follows formula of
page 695 of [12] :
(5.3) hn(x|q) =
⌊n/2⌋∑
k=0
qk − qn−k+1
1− qn−k+1
[
n
k
]
q
Un−2k (x) .
Let us denote by γn(q) the value of the integral
∫ 1
−1 ft(x|q)hn(x)dx. Hence taking
into account (5.2) and (5.3) we have
γn(q) =


0 if n is odd
c
∑⌊n/2⌋
k=0
qk−qn−k+1
1−qn−k+1
[
n
k
]
q
∑
j≥1(−1)j−1q(
j
2)
×(1 + min(2j − 2, n− 2k)) if n is even
.
Now following Lemma 1 of [10] we deduce that polynomials tn(x|q) that are or-
thogonal with respect to ft are of the form
tn(x|q) = hn(x|q)− χn−2hn−2(x|q).
Since we have for every tn only one parameter to determine we can do it using
condition
∫ 1
−1 tn(x|q)ft(x|q)dx = 0. This can be done immediately, using numbers
γn(q), when n is even. For odd n we naturally get zero, since polynomials tn are the
linear combinations of odd powers of x and density ft is symmetric. To determine
constants χn when n is odd we use the fact that we must have that∫ 1
−1
xtn(x|q)ft(x|q)dx = 0,
for n > 1, which follows directly orthogonality requirement that polynomials tn are
supposed to satisfy. But on the other hand
2xt2k+1(x|q) = 2x(h2k+1(x|q) − χ2k−1h2k−1(x|q))
= h2k+2(x|q) + (1− q2k+1)h2k(x|q) − χ2k−1(h2k(x|q) + (1 − q2k−1)h2k−2).
Now, knowing numbers γ2k for all k ≥ 0 we can determine constants χ2k+1 for
k ≥ 0.
5.2. Conjectures, remarks and interesting identities. Theorem 1 suggests
the new method of summing characteristic functions. One can formulate it in the
following way.
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Suppose that we can guess that the form of certain multivariate characteristic
function say for example
(5.4)
χ(t1,...tn+m)n,m (x1, . . . , xn+m|ρ, q) =
∑
j≥0
ρj
(q)j
n∏
k=1
hj+lk(xk|q)
m∏
i=1
tj+ln+i(xn+i|q),
where numbers l1, . . . , ln+m are integer and |ρ| , |q| < 1, is of the form of the ratio
of two functions. Moreover, suppose that we can guess the form of the denomina-
tor Wn+m(x1, . . . , xn+m|ρ, q). Then the numerator can be obtained by the formula
similar to (3.4) i.e. by:
∞∑
j=0
ρj
j∑
k=0
1
k!
dk
dρk
Wn+m(x1, ..., xn+m|ρ, q)
∣∣∣∣
ρ=0
× 1
(q)j−k
n∏
s=1
hj−k+ls(xs|q)
m∏
v=1
tj−k+ln++v (xn+v|q).
Remark 4. There are classes of characteristic functions that have common de-
nominators like for example bivariate ones described in [3], Proposition 7 (iv) or
more generally bivariate functions of the form similar to (5.4) that were considered
by Carlitz in [1]. The point is that all these functions are at most bivariate. There
are no results concerning more variables. Thus we have the following conjecture.
Conjecture 1. Functions χ
(t1,...tn+m)
n,m (x1, . . . , xn+m|ρ, q) for all n,m, t1, . . . , tn+m
are the rational functions with common denominators of the form
Wn,m(x1, . . . , xn+m|ρ, q) =
∞∏
i=0
wn+m(x1, ..., xn+m|ρqi),
where functions wn+m(x1, . . . , xn+m|ρ) are given by iterative relationship (3.3).
5.2.1. One-dimensional case. Now we will present a one-dimensional example, in
order to show that even in this simplest case we obtain interesting identities. In
this example, we will so to say, derive once more formula (5.1). First of all, notice
that (1 − aeiϕ)(1 − ae−iϕ) = 1 + a2 − 2a df= v(x|a) where x = cosϕ. Moreover, we
have:
W1(x|ρ, q) =
∞∏
j=0
v(x|ρqj) = (ρeiϕ)∞(ρe−iϕ)∞.
Let us denote indirectly function dn(x|q) by the relationship: n!(q)n dn(x|q) =
dn
dρnW1(x|ρ, q)
∣∣∣
ρ=0
. We have the following lemma.
Lemma 2. For |x| ≤ 1, |q| < 1, q 6= 0, we have
dn(x|q) = bn(x|q),
where polynomials {bn} are defined by polynomials {hn} in the following way:
bn(x|q) = (−1)nq(
n
2)hn(x|q−1).
Proof. As it is well known we have: (ax)∞ =
∑∞
j=0(−1)jq(
j
2) a
jxj
(q)j
, for |ax| ≤ 1 and
|q| < 1. Now notice that dndan (xa)∞
∣∣
a=0
= (−1)nn!xn q(
n
2)
(q)n
. Hence by the Leibniz
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formula we have:
(5.5)
dn
dan
(aeiϕ)∞(ae−iϕ)∞
∣∣∣∣
a=0
=
n∑
j
(
n
j
)
dj
daj
(eiϕa)∞
∣∣∣∣
a=0
dn−j
dan−j
(e−iϕa)∞
∣∣∣∣
a=0
.
Hence we have:
n!
(q)n
dn(x, q) =
n∑
j=0
(
n
j
)
(−1)jj!eijϕ q
(j2)
(q)j
(−1)n−j(n− j)!e−(n−j)iϕ q
(n−j2 )
(q)n−j
(5.6)
= (−1)nn! q
(n2)
(q)n
n∑
j=0
[
n
j
]
q
qj(j−n)ei(2j−n)ϕ.(5.7)
Now recall that
[
n
k
]
q
qk(k−n) =
[
n
k
]
q−1
and (q)n/q
(n+12 ) = (−1)n(q−1|q−1), thus
n!
(q)n
dn(x, q) =
n!
qn+1(q−1|q−1)n
n∑
j=0
[
n
j
]
q
qj(j−n)ei(2j−n)ϕ
=
n!
qn+1(q−1|q−1)n
n∑
j=0
[
n
j
]
q−1
ei(2j−n)ϕ
=
n!
qn+1(q−1|q−1)nhn(x|q
−1) = (−1)nn! q
(n2)
(q)n
hn(x|q−1) = n!
(q)n
bn(x|q),
where x = cosϕ. 
Remark 5. Notice that the above mentioned (5.7) can be rewritten in the following
way:
dn(cosβ|ρ, q) = (−1)nq(
n
2)
n∑
j=0
[
n
j
]
q
qj(j−n)ei(2j−n)β .
Remark 6. Recall that polynomials {bn} satisfy the following three term recurrence
:
bn+1(x|q) = −2qnxbn(x|q) + qn−1(1− qn)bn−1(x|q),
with b−1(x|q) = 0, b1(x|q) = 1, as it follows from [12](2.43). Moreover, as it
follows from [5](3.18) after some trivial transformation polynomials {bn} satisfy
the following identity:
(5.8)
n∑
j=1
[
n
j
]
q
bn−j(x|q)hj+k(x|q) =
{
0 if k < n
(−1)nq(n2) (q)k(q)k−n hk−n(x|q) if k ≥ n
.
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Now we see that following, adapted to the present situation, formula (3.4) we
have
χt1(x|ρ, q) =
∞∑
j=0
ρj
(q)j
ht+j(x|q) = 1
W1(x|ρ, q)
×
∞∑
j=0
ρj
j∑
m=0
1
(j −m)!
(j −m)!
(q)j−m(q)m
bj−m(x|q)hm+t(x|q)
=
1
W1(x|ρ, q)
∞∑
j=0
ρj
(q)j
j∑
m=0
[
j
m
]
q
bj−m(x|q)hm+t(x|q)
=
1
W1(x|ρ, q)
t∑
j=0
[
t
j
]
q
(−ρ)jq(j2)ht−j(x|q).
In particular we get well-known formula for t = 0 :
∑
j≥0
ρj
(q)j
hj(x|q) = 1
W1(x|ρ, q) ,
for |q| , |ρ| < 1 and |x| ≤ 1.
5.2.2. Two-dimensional case. Let us denote n!(q)n d
(2)
n (x, y|q) = dndρnW2(x, y|ρ, q)
∣∣∣
ρ=0
,
where W2(x, y|ρ, q) =
∏∞
j=0 w2(x, y|ρqj), where w2(x, y|a) is defined by (2.7).
Lemma 3. For θ, ϕ ∈ [0, 2pi), |q| < 1, we have
d(2)n (cos θ, cosϕ|q) = (−1)nq(
n
2)
n∑
m=0
[
n
m
]
q
qm(n−m)(5.9)
×
m∑
j=0
[
n
j
]
q
qj(j−m)ei(2j−n)(θ+ψ)
n−m∑
k=0
[
n−m
k
]
q
qk(k−n+m)ei(2k−n)(θ−ψ).
Proof. First of all notice that w2(cos θ, cosψ|ρ) can be decomposed as
w2(cos θ, cosψ|ρ) = (1− ρei(θ+ψ))(1− ρe−i(θ+ψ))(1− ρei(θ−ψ))(1− ρe−i(θ−ψ)),
hence
W2(cos θ, cosψ|ρ, q) = (ρei(ϕ+θ))∞(ρe−i(ϕ+θ))∞(ρei(ϕ−θ))∞(ρe−i(ϕ−θ))∞
= W1(cos(θ + ϕ)|ρ, q)W1(cos(θ − ϕ)|ρ, q).
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Now using (5.7) we see that d
n
dρnW1(cosβ|ρ, q)
∣∣∣
ρ=0
= (−1)nn! q(
n
2)
(q)n
∑n
j=0
[
n
j
]
q
qj(j−n)ei(2j−n)β ,
so
n!
(q)n
d(2)n (cos θ. cosψ|q) =
n∑
m=0
(
n
m
)
((−1)mm! q
(m2 )
(q)m
m∑
j=0
[
m
j
]
q
qj(j−m)ei(2j−n)(θ+ψ))(−1)n−m
×(n−m)! q
(n−m2 )
(q)n−m
n−m∑
k=0
[
n−m
k
]
q
qk(k−n+m)ei(2k−n)(θ−ψ)
= (−1)n n!
(q)n
q(
n
2)
n∑
m=0
[
n
m
]
q
qm(n−m)
m∑
j=0
[
m
j
]
q
qj(j−m)ei(2j−n)(θ+ψ)
×
n−m∑
k=0
[
n−m
k
]
q
qk(k−n+m)ei(2k−n)(θ−ψ).

Using Mathematica we can find d
(2)
n (x, y|q) for n = 1, 2, 4 with x = cos θ, and y
= cosψ getting:
d
(2)
1 (x, y|q) = −b1(x|q)b1(y|q), d(2)2 (x, y, |q) = q−1(b2(x|q)b2(y|q)− (1 − q2)),
d
(2)
3 (x, y|q) = −q−3(b3(x|q)b3(y|q)− q2
(q)3
(q)21
b1(x|q)b1(y|q)),
d
(2)
4 (x, y, |q) = q−6(b4(x|q)b4(y|q)− q4
(q)4
(q)1(q)2
b2(x|q)b2(y|q) + q5 (q)4
(q)2
).
This allows us to venture the Conjecture.
Conjecture 2. d
(2)
n can be expressed by polynomials bn in the following way:
d(2)n (x, y|q) = (−1)nq−(
n
2)
⌊n/2⌋∑
j=0
βn,j(q)bn−2j(x|q)bn−2j(y|q),
where βn,j(q) are some functions of q only and moreover βn,0 = 1.
Now knowing that
∞∑
j=0
ρj
(q)j
hn(x|q)hn(y|q) = (ρ
2)∞
W2(x, y|ρ, q) ,
we get the following identity:
∞∑
k=0
ρj
(q)j
j∑
m=0
[
j
m
]
q
d(2)m (x, y|q)hj−m(x|q)hj−m(y|q) =
∞∑
k=0
(−1)kq(k2) ρ
2k
(q)k
,
for all |x| , |y| ≤ 1, |ρ| , |q| < 1, which can be easily generalized following modification
of formula given in assertion i) of Lemma 3 in [4] to:
∞∑
k=0
ρj
(q)j
j∑
m=0
[
j
m
]
d(2)m (x, y|q)hj−m+t(x|q)hj−m+s(y|q)
= Vt,s(x, y|ρ, q)
∞∑
k=0
(−1)kq(k2) ρ
2k
(q)k
,
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for t, s ∈ N∪{0}, where Vt,s(x, y|ρ, q) denotes certain polynomial of the order t+ s
in x and y.
6. Proofs
Proof of Proposition 3. Proof is by induction. For n = 1 and k = 1 we have in case
of (2.9) cosα = 12 (cosα+ cos(−α)) while in case of (2.10) we get
sinα1 cosα2 =
−1
4
(sin(−α1 − α2) + sin(−α1 + α2)− sin(α1 − α2)− sin (α1 + α2))
=
1
2
(sin(α1 + α2) + sin(α1 − α2)).
Hence assume that they are true for n = m.
In the case of the first one we have
m+1∏
j=1
cos(ξj) = cos(ξm+1)
m∏
j=1
cos(ξj) =
1
2m
∑
i1∈{−1,1}
...
∑
im∈{−1,1}
cos(
m∑
k=1
ikξk) cos(ξm+1)
=
1
2m+1
×
∑
i1∈{−1,1}
...
∑
im∈{−1,1}
(cos(
m∑
k=1
ikξk + ξm+1) + cos(
m∑
k=1
ikξk − ξm+1)).
On the way we used the fact that cos(α) cos(β) = (cos(α− β) + cos(α+ β))/2.
In the case of the second one we first consider the case of k = 0. Assuming that
m is even we get:
m+1∏
j=1
sin(ξj) = sin(ξm+1)
m∏
j=1
sin(ξj) = (−1)m/2
1
2m
×
∑
i1∈{−1,1}
...
∑
im∈{−1,1}
(−1)
∑m
k=1
(ik+1)/2 cos(
m∑
k=1
ikξk) sin(ξm+1)
= (−1)m/2 1
2m+1
∑
i1∈{−1,1}
...
∑
im∈{−1,1}
(−1)
∑m
k=1
(ik+1)/2×
(sin(
m∑
k=1
ikξk + ξm+1)− sin(
m∑
k=1
ikξk − ξm+1)) =
−(−1)m/2 1
2m+1
∑
im+1∈{−1}
∑
i1∈{−1,1}
...
∑
im∈{−1,1}
(−1)
∑m+1
k=1
(ik+1)/2 sin(
m+1∑
k=1
ikξk)
−(−1)m/2 1
2m+1
∑
im+1∈{−1}
∑
i1∈{−1,1}
...
∑
im∈{−1,1}
(−1)
∑m+1
k=1
(ik+1)/2 sin(
m+1∑
k=1
ikξk).
We used the fact that sin(α) cos(β) = (sin(α − β) + sin(α + β))/2. The case of m
odd is treated in the similar way.
Now to consider general case we expand both products of sines and cosines and
notice that because of the properties of products of cosines with sines or cosines
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presented above, the number of sign changes does not depend on variables ξ1, ..., ξk
but only the number of negative and positive expressions doubles. 
Proof of Lemma 1. (2.11) We put
cos(β +
n∑
i=1
kiαi) = exp(iβ +
n∑
j=1
ikjαj)/2 + exp(−iβ −
n∑
j=1
ikjαj)/2.
So ∑
k1≥0
...
∑
kn≥0
(
n∏
i=1
ρkii ) exp(iβ +
n∑
j=1
ikjαj)/2 =
1
2
exp(iβ)
n∏
j=1
1
1− ρj exp(iαj)
.
Similarly:∑
k1≥0
...
∑
kn≥0
(
n∏
i=1
ρkii ) exp(−iβ −
n∑
j=1
ikjαj)/2 =
1
2
exp(−iβ)
n∏
j=1
1
1− ρj exp(−iαj)
.
Thus ∑
k1≥0
...
∑
kn≥0
(
n∏
i=1
ρkii ) cos(β +
n∑
j=1
ikjαj)
=
exp(iβ)
∏n
j=1(1 − ρj exp(−iαj)) + exp(−iβ)
∏n
j=1(1− ρj exp(iαj))
2
∏n
j=1(1 + ρ
2
j − 2ρj cos(αj))
.
Now notice that
exp(−iβ)
n∏
j=1
(1− ρj exp(iαj)) =
n∑
j=1
(−1)j
∑
Mj,n⊆Sn
∏
k∈Mj,n
ρk exp(−iβ + i
∑
k∈Mj,n
αk).
To get (2.12) we put
sin(β +
n∑
j=1
kjαj) = exp(iβ +
n∑
j=1
ikjαj)/2i− exp(−iβ −
n∑
j=1
ikjαj)/2i.
So ∑
k1≥0
...
∑
kn≥0
(
n∏
j=1
ρkij ) exp(iβ + i
n∑
j=1
kjαj)/2i = exp(iβ)
1
2i
n∏
j=1
1
1− ρj exp(iαj)
.
Similarly
∑
k1≥0
...
∑
kn≥0
(
n∏
i=1
ρkii ) exp(−iβ − i
n∑
i=1
kiαi)/2i = exp(−iβ) 1
2i
n∏
j=1
1
1− ρj exp(−iαj)
.
So ∑
k1≥0
...
∑
kn≥0
(
n∏
i=1
ρkii ) sin(β +
n∑
i=1
kiαi) =
1
2i
exp(iβ)
∏n
j=1(1 − ρj exp(−iαj))− exp(−iβ)
∏n
j=1(1 − ρj exp(iαj))∏n
j=1(1 + ρ
2
j − 2ρj cos(αj))
.
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
Proof of Theorem 1. Proof is based on the following observation. For αs ∈ R,
ts ∈ Z, s = 1, ..., n+ k, |ρ| < 1 we have.
If n is odd then,
∑
j≥0
ρj
n∏
s=1
Uj+ts(cos(αs))
n+k∏
s=n+1
Tj+ts(cos(αs)) =(6.1)
(−1)(n+1)/2
2n+k
∏n
i=1 sin(αi)
∑
i1∈{−1,1}
...
∑
in+k∈{−1,1}
(−1)
∑
n
k=1
(ik+1)/2×
(sin(
∑n
s=1 is(ts + 1)αs +
∑n+k
s=n+1 istsαs)− ρ sin(
∑n
s=1 istsαs +
∑n+k
s=n+1 is(ts − 1)αs))
(1− 2ρ cos(∑n+ks=1 isαs) + ρ2) ,
while when n is even or zero we get:
∑
j≥0
ρj
n∏
s=1
Uj+ts(cos(αs))
n+k∏
s=n+1
Tj+ts(cos(αs)) =(6.2)
(−1)n/2
2n+k
∏n
i=1 sin(αi)
∑
i1∈{−1,1}
...
∑
in+k∈{−1,1}
(−1)
∑n
k=1
(ik+1)/2×
cos(
∑n
s=1 is(ts + 1)αs +
∑n+k
s=n+1 istsαs)− ρ cos(
∑n
s=1 istsαs +
∑n+k
s=n+1 is(ts − 1)αs)
(1− 2ρ cos(∑n+ks=1 isαs) + ρ2) .
To justify it we use (2.1) first, then basing on Proposition 3 we deduce that for
n odd we have to sum sinuses of the following arguments:
n∑
s=1
ls((j + 1)αs + tsαs) +
n+k∑
s=n+1
ls(jαs + tsαs)
= j
n+k∑
s=1
lsαs +
n∑
s=1
ls(ts + 1)αs +
n+k∑
s=n+1
lstsαs.
We identify ”α” and ”β” and apply formula (2.13). When n is even or zero we
argue in a similar way but this time with cosines.
Now let us analyze polynomial wn. Notice that denominator in both (6.1) and
(6.2) is of the form
wk+n(cos(α1), ..., cos(αk+n)|ρ) =(6.3)
∏
i1∈{−1,1}
...
∏
ik+n∈{−1,1}
(1− 2ρ cos(
n+k∑
s=1
isαs) + ρ
2).
To get (6.3) we will argue by induction. Let us replace n+k bym to avoid confusion.
To start with m = 1 for m = 2 we recall (2.8). Hence (6.3) is true for m = 1, 2.
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Let us hence assume that formula is true for n = k + 1. Hence taking α = αk+1
and β =
∑k
s=1 isαs and noticing that i
2
k = 1we get:
wk+1(cos(α1), ..., cos(αk+1)|ρ) =
∏
i2∈{−1,1}
...
∏
ik∈{−1,1}
((1 − 2ρ cos(
k−1∑
s=1
isαs + ik(αk − ikαk+1)) + ρ2)
×(1− 2ρ cos(
k−1∑
s=1
isαs + ik(αk + ikαk+1)) + ρ
2))
= wk(cos(α1), ..., cos(αk + αk+1)|ρ)wk(cos(α1), ..., cos(αk − αk+1)|ρ).
by induction assumption. Now it is elementary to see that polynomials wn satisfy
relationship (3.3). Similarly the remarks concerning order of symmetry and order
of polynomials wn follow directly (6.3).
Now let us multiply both sides of (6.1) and (6.2) by wn+k(x1, ..., xn+k|ρ). We
see that this product is equal to right hand sides of these equalities with an obvious
replacement cos(αs)− > xs, s = 1, ..., n + k. Inspecting (6.1) and (6.2) we notice
that these right hand sides are polynomials of order 2(2n+k−1 − 1) + 1 = 2n+k − 1
in ρ. Thus these polynomials can be regained by using well known formula
pn(x) =
n∑
i=0
xnan =
n∑
j=0
xj
j!
dj
dxj
pn(x)
∣∣∣∣
x=0
.
This leads directly to the differentiation of products of wn+k(x1, ..., xn+k|ρ) and
right hand side of (1.1). Now we apply Leibniz formula:
dn
dxn
[f(x)g(x)]
∣∣∣∣
x=0
=
n∑
j=0
(
n
i
)
dj
dxj
f(x)
∣∣∣∣
x=0
dn−j
dxn−j
g(x)
∣∣∣∣
x=0
.
and notice that
dk
dρk
∑
j≥0
ρj
n∏
s=1
Tj+ts(xs)
n+k∏
s=1+n
Uj+ts(xs)
∣∣∣∣∣∣
ρ=0
= k!
n∏
s=1
Tk+ts(xs)
n+k∏
s=1+n
Uk+ts(xs).
Having this we get directly (3.1). 
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