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Abstract
For n, k and t such that 1< t <k <n, a setF of subsets of [n] has the (k, t)-threshold property if every k-subset of [n] contains
at least t sets fromF and every (k − 1)-subset of [n] contains less than t sets fromF. The minimal number of sets in a set system
with this property is denoted by m(n, k, t). In this paper we determine m(n, 4, 3) exactly for n sufﬁciently large, and we show that
m(n, k, 2) is asymptotically equal to the generalized Turán number Tk−1(n, k, 2).
© 2006 Published by Elsevier B.V.
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1. Introduction
For n, k and t such that 1< t <k <n, a setF of subsets of [n] = {1, . . . , n} has the (k, t)-threshold property if
• every k-subset of [n] contains at least t sets fromF,
• every (k − 1)-subset of [n] contains less than t sets fromF.
Let m(n, k, t) denote the minimal number of sets in a set system with the (k, t)-threshold property. The set of all
(k − 1)-subsets over [n] satisﬁes the requirements for every t, and thus it follows that
m(n, k, t)
(
n
k − 1
)
. (1)
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It was shown in [22] that for every ﬁxed k it holds that
m(n, k, t) = (nk−1) (2)
and
m(n, 3, 2) =
(
n − 1
2
)
+ 1. (3)
Also, Sloan et al. [22] gave bounds for m(n, 4, 2) and m(n, 4, 3). The function m(n, k, t) was studied in [22] in the
context of frequent sets of Boolean matrices, a concept used in knowledge discovery and data mining [1]. Jukna [12]
studied the same function in circuit complexity theory, in a different range of the parameters, for establishing trade-offs
between the size of threshold circuits and the size of the thresholds used in the gates of the circuit.
In this paper we determine m(n, 4, 3) exactly for n sufﬁciently large. The optimal solution turns out to be rather
complicated (see Section 4.1). There are only a few exact results known for this kind of extremal problem (such as
[3,9]). We also show that m(n, k, 2) is asymptotically equal to the generalized Turán number Tk−1(n, k, 2).
The paper is organized as follows. In Section 2 we give some preliminaries. Section 3 gives the bound for m(n, k, 2).
The result for m(n, 4, 3) is contained in Sections 4 and 5, the former giving the proof without the proofs of the lemmas,
and the latter proving the lemmas. Finally, in Section 6 we mention some open problems.
2. Preliminaries
For a set systemF, letFi denote the set of i-element subsets inF.5
Proposition 1. For every n, k and every t3 there are optimal set systems over [n] with the (k, t)-threshold property
for whichFk = ∅.
Proof. Let F be an optimal set system with the (k, t)-threshold property, and let H be a k-element set in F. As H
cannot be deleted fromF, it must be the case that besides H itself, H contains exactly t −1 sets fromF. At least one of
these sets is nonempty. Let one of its elements be x. Then H\{x} contains at most t −2 sets fromF. If H\{x} /∈F then
deleting H fromF and adding H\{x} instead, one maintains the (k, t)-threshold property and decreases the number
of k-sets inF. Otherwise, as t − 1k − 2, there is a y = x such that H\{y} /∈F. Deleting H fromF and adding
H\{y} instead, one again maintains the (k, t)-threshold property and decreases the number of k-sets in the systemF.
Repeating this operation, all k-element sets can be eliminated fromF. 
For t = 2 the situation is somewhat different, as the family consisting of ∅ and all k-subsets of [n] has the (k, 2)-
threshold property, and it contains fewer sets than the family of all (k − 1)-sets, for small values of n. Proposition 1
remains valid, though, for large values of n, and one can also note that optimal systems cannot contain the empty set.
Proposition 2. For every k and n> 2k there are optimal set systems over [n] with the (k, 2)-threshold property for
which
F0 =Fk = ∅.
Proof. Let F be an optimal set system with the (k, 2)-threshold property. The assumption n> 2k implies that F
cannot contain ∅. Otherwise, the nonempty sets inF all have to be of size k, thus |F|1 + (n
k
)
, and soF cannot be
optimal. In order to show k-subsets can be eliminated fromF, one can now argue as in the ﬁrst case of the proof of
Proposition 1. 
The generalized Turán number Tr(n, k, t) is the minimal number of r-subsets of [n] such that every k-subset of [n]
contains at least t of these subsets. Then clearly
m(n, k, t)Tk−1(n, k, t). (4)
5 We use capitals A,B, . . . for sets of elements and pairs, and script lettersH,M,T . . . for sets of triples, quadruples, etc., with the exception
ofF0,F1 andF2.
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The best known bounds for T3(n, 4, 2) are due to Mubayi [15] (the lower bound, improving a previous result of de
Caen [5]) and Frankl and Füredi [9] and independently by Sidorenko [19] (the upper bound).
Lemma 3 (Mubayi [15], Frankl and Füredi [9], Sidorenko [19]).(
2
3
+ 10−6
)(
n
3
)
T3(n, 4, 2)
5
7
(1 + o(1))
(
n
3
)
.
The best known bounds for Tk−1(n, k, 2) for k5 are the following:
2
k − 1 (1 + o(1))
(
n
k − 1
)
Tk−1(n, k, 2)C
log k
k
(
n
k − 1
)
.
Here the lower bound is due to de Caen [6] and the upper bound can be obtained modifying the constructions of [10,21].
A (3, 2)-packing is a set of triples such that every pair is contained in at most one triple. In this paper by a packing
we always mean a (3, 2)-packing. The packing number P(r, 3, 2) is the maximal number of triples of [r] which form
a packing. A maximum packing is a packing of P(r, 3, 2) triples. The size of maximum packings of triples were
determined by Spencer [23]. The following results are also presented, e.g., in Rogers and Stanton [18].
The size of a maximum packing is given by
P(r, 3, 2) =
⎧⎪⎨
⎪⎩
⌊
r
3
⌊
r − 1
2
⌋⌋
if r /≡ 5 (mod 6),⌊
r
3
⌊
r − 1
2
⌋⌋
− 1 if r ≡ 5 (mod 6).
Given a packingP, a pair is called missing if it is not contained in any triple ofP. If r ≡ 1 or 3(mod 6) then maximum
packings are Steiner systems, containing every pair exactly once, thus there are no missing pairs. If r ≡ 0 or 2(mod 6)
then missing pairs in maximum packings form a perfect matching. If r ≡ 4(mod 6) then the graph of missing pairs is
a star on four vertices plus a perfect matching on the remaining vertices. If r ≡ 5(mod 6) then the missing pairs form
a cycle of length four.
3. The bound for m(n, k, 2)
In this section we show that m(n, k, 2) is asymptotically equal to a generalized Turán number. This shows that in
these cases using subsets of size less than k − 1 does not help, at least asymptotically. For k = 3, the optimal system
consists of a singleton plus a complete graph on the remaining vertices, while the best solution using only pairs is a
complete graph minus a perfect matching. Thus, for the exact solution it does help to use smaller sets, at least in this
special case.
Theorem 4. It holds that m(n, k, 2) = (1 + o(1))Tk−1(n, k, 2).
Proof. In view of (4), we only need to prove
m(n, k, 2)(1 + o(1))Tk−1(n, k, 2).
First we state a result of Erdo˝s and Simonovits [8]. IfH is any r-uniform hypergraph then exr (n,H) denotes the
maximal number of r-tuples over [n] that do not contain a copy ofH. It was shown by Katona et al. [13] that
lim
n→∞
exr (n,H)(
n
r
)
always exists (see, e.g., [4,11]). The limit is denoted by r (H).
Erdo˝s and Simonovits [8] showed that if there are signiﬁcantly more r-tuples than exr (n,H), then there are many
copies ofH. Let v denote the number of vertices ofH. 
Lemma 5 (Erdös and Simonovits [8]). For every ε > 0 there is a  = (ε,H)> 0, such that every set of at least
(r (H) + ε)
(
n
r
)
r-subsets over [n] contains at least  (n
v
)
copies ofH.
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In order to apply this result, let us consider the hypergraphHk consisting of k−1 of the (k−1)-subsets on k vertices.
Then, by deﬁnition, it holds that
Tk−1(n, k, 2) =
(
n
k − 1
)
− exk−1(n,Hk).
Thus, the statement of the theorem can be reformulated as
m(n, k, 2)(1 + o(1))(1 − k−1(Hk))
(
n
k − 1
)
.
Now let us assume that for some ε > 0 there are arbitrarily large values of n such that
m(n, k, 2)< (1 − ε) (1 − k−1(Hk))
(
n
k − 1
)
<
(
1 − k−1(Hk) − ε′
) ( n
k − 1
)
, (5)
for some ε′ > 0 depending on ε and k. Here we used that
r (H)
e(H) − 1
e(H)
holds for every hypergraphH which follows from
ex(n,H) e(H) − 1
e(H)
(n
r
)
.
This can be proved by a direct averaging argument [20].
LetF be an optimal system over [n] with the (k, 2)-threshold property. By Proposition 2 we may assume thatF
contains no k-subsets or the empty set. Inequality (5) implies
|Fk−1|<
(
1 − k−1(Hk) − ε′
) ( n
k − 1
)
.
Thus, by Lemma 5 (switching over to the set of (k − 1)-subsets not contained inFk−1),
there are at least 
(n
k
)
many k-subsets of [n]
containing at most one set from Fk−1. (6)
It follows from the deﬁnition of the (k, 2)-threshold property that F contains at most one set of size at most
(k − 1)/2	, as the union of two such sets would be of size at most k − 1, and it would contain two sets fromF. Thus,
the number of k-subsets of [n] containing any set fromF of size at most (k − 1)/2	 is O(nk−1).
If k is even, than any two sets in F of size k/2 must be disjoint, for the same reason, thus their number is O(n).
Hence, the number of k-subsets of [n] containing any set fromFk/2 is O(n nk/2) = O(nk−1).
Furthermore, if k/2<jk − 2 then the intersection of any two sets of size j inF is at most 2j − k, again for the
same reason. (Note that for j =k−1 this restriction is meaningless.) Thus, every subset of [n] of size at most 2j −k+1
can be contained in at most one set belonging toFj , and so |Fj | = O(n2j−k+1).
Hence, the number of k-subsets of [n] containing any set fromFj is at most O(n2j−k+1nk−j )=O(nj+1). Therefore,
the number of k-subsets of [n] containing any set fromFj isO(nk−2) (resp., O(nk−1)) for every j such that k/2<j <k−
2 (resp., j = k − 2).
In summary, the number of k-subsets of [n] containing any set fromF of size at most k − 2 is O(nk−1). Thus, there
are (1 − o(1)) (n
k
)
many k-subsets of [n] which contain at least two sets fromFk−1. This contradicts (6), thus proving
the theorem. 
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4. Determining m(n, 4, 3)
In order to formulate our main result, the exact determination of m(n, 4, 3) below as Theorem 8, we deﬁne an integer
valued function f. Then a number of properties of the function f are noted. The proofs of these properties, as well as
the proofs of the other lemmas used in this section, are postponed to the next section.
Deﬁne
f (n) =
⌊n
2
⌋⌈n
2
⌉
+
(n2 	
3
)
+
(
n2 
3
)
− P
(⌊n
2
⌋
, 3, 2
)
− P
(⌈n
2
⌉
, 3, 2
)
= n
3
24
− n
2
12
+ O(n).
Lemma 6. For every ﬁxed constant  it holds that
f (n) = f (n − ) + n
2
8
 + O(n).
Consider the function
g(n1, n2) = n1n2 +
(n1
3
)
+
(n2
3
)
− P(n1, 3, 2) − P(n2, 3, 2). (7)
Note that f (n) = g(n/2	, 
n/2).
Lemma 7. If n is sufﬁciently large and n1 + n2 = n then g(n1, n2) is minimal iff |n1 − n2|1.
As g(2, 1) = 2, g(3, 0) = 0, g(2, 2) = 4 and g(3, 1) = 3, equal division does not give the minimal value of g if n is
3 or 4.
Now we formulate the result determining m(n, 4, 3).
Theorem 8. If n is sufﬁciently large then m(n, 4, 3) = f (n).
The rest of this section presents the proof of the theorem. First, we describe a construction proving the upper bound,
and then we give the lower bound. At the end of the section we discuss optimal systems.
4.1. A construction
A set system over [n] of size f (n) with the (4, 3)-threshold property can be constructed as follows. Divide the
ground set into two halves of sizes n/2	, and 
n/2. Include inF all pairs that contain one element from each half,
and all triples contained in either half except a maximum packing in both halves. It is easy to check that this system
has size f (n) and it indeed has the (4, 3)-threshold property. Lemma 7 means that the same construction for unequal
halves gives no improvement. As there are many non-isomorphic maximum packings, this construction gives many
non-isomorphic systems of size f (n). We will refer to all these as packing constructions.
4.2. The lower bound
LetF be a set systemover [n]with the (4, 3)-threshold property.ByProposition 1, itmaybe assumed thatF contains
no quadruples. It must be the case that ∅ /∈F, as otherwiseF without ∅ has the (4, 2)-threshold property, and from
the lower bound of Lemma 3 it follows that |F|>f (n) if n is sufﬁciently large. An important property, which follows
directly from the deﬁnition of the (4, 3)-threshold property, is thatF2 is a triangle-free graph.
Now F may contain at most two singletons. If the singleton {x} belongs to F then the (4, 3)-threshold property
implies that there can be at most one pair inF containing x.Also, if there is such a pair {x, y}, then y cannot be contained
in any further pair inF. If there are two singletons inF, then, again from the deﬁnition of the (4, 3)-threshold property,
neither can be contained in a pair belonging toF.
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Thus, there is a set C of at most two vertices such that C contains all singletons of F, and there is no pair in F
that contains exactly one element from C. Let us assume w.l.o.g. that the vertices not in C are {1, . . . , m}, where
n − 2mn. Consider the graph G induced byF2 on [m]. Thus, G = ([m],F2|[m]). Let d(x) denote the degree of
vertex x in G.
We distinguish two cases, based on the degrees of G. These two cases are discussed in separate subsections below.
4.2.1. Case I:
∑m
x=1((m − 1)/2 − d(x))2 > 2(m − 1)2
Let t () denote the number of triangles in a graph. We use the identity
m∑
x=1
(
d(x)
2
)
+
(
m − 1 − d(x)
2
)
=
(m
3
)
+ 2(t (G) + t (G¯)). (8)
This holds as the left-hand side counts triangles in G, resp., in G¯, three times, and all other triples once (see, e.g., Lovász
[14]). As noted above, the (4, 3)-threshold property implies that t (G) = 0. Using the identity6
(a
2
)
+
(
b − a
2
)
= 2
(
b
2
2
)
+
(
b
2
− a
)2
,
Eq. (8) can be rewritten as
t (G¯) = 1
2
(
2m
(
m−1
2
2
)
−
(m
3
)
+
m∑
x=1
(
m − 1
2
− d(x)
)2)
= m
3
24
− m
2
4
+ O(m) + 1
2
m∑
x=1
(
m − 1
2
− d(x)
)2
>
m3
24
+ 3
4
m2 + O(m).
In the last step we used the assumption of Case I to estimate the last term from below.
Now letS be the set of triples over [m] containing no set fromF. It follows from the deﬁnitions that
t (G¯) |S| + |F3|.
Thus one gets
|F3|m
3
24
+ 3
4
m2 + O(m) − |S|.
Hence, one can get a lower bound to |F3| by proving an upper bound for |S|. This is obtained in the following lemma.
Lemma 9. |S|m(m − 1)/3.
Thus we get
|F3|m
3
24
+ 3
4
m2 − m
2
3
+ O(m)> m
3
24
+ m
2
3
+ O(m),
which is greater than f (n) if n is sufﬁciently large. This completes the proof of the theorem for Case I.
6 Here we write
( x
2
)
for x(x − 1)/2, where x is not necessarily an integer.
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4.2.2. Case II:
∑m
x=1((m − 1)/2) − d(x))22(m − 1)2
In order to consider this case, let us introduce some further notation. Let us consider the set
D = {x : d(x)< 0.45(m − 1)}.
By the assumption of Case II, the size of D is bounded by a constant. In particular, it holds that |D|800. Assume,
w.l.o.g. that [m]\D = [r].
We use the following result of Andrásfai et al. [2].
Lemma 10 (Andrásfai et al. [2]). Every triangle-free non-bipartite graph on r vertices has a vertex of degree at
most 25 r .
Let G′ be the graph induced by G on [r], and let the set of edges of G′ be E. Now every vertex of G′ has degree at
least 0.45(m − 1) − 800. This is greater than 25 r if n is sufﬁciently large. Hence, if n is sufﬁciently large then G′ is
bipartite. Let the two halves of this bipartite graph be A and B, with |A| = r1 and |B| = r2.
In summary, so far we have partitioned the ground set into four sets: the exceptional sets C and D, which are of size
bounded by a constant and the sets A and B. The graph G′ = ([r], E) formed by the pairs inF2 over [r] is bipartite,
with bipartition (A,B).
The assumption of Case II implies that G′ is ‘almost’ a complete bipartite graph with equal halves. In particular, we
have the following.
Lemma 11. If n is sufﬁciently large then it holds that
(1) |r1 − n/2|n3/4 and |r2 − n/2|n3/4,
(2) there are O(n7/4) edges missing between A and B.
In fact, O(
√
n) and O(n3/2) can be proved (instead of n3/4 and O(n7/4)), but it would not simplify the main line of
the arguments later.
Now we introduce some more notation for different types of triples inF3. For x ∈ C ∪ D letWx denote the set of
triples inF containing x which have their other two elements in A ∪ B. LetT1 (resp.,T2) be the set of triples inF
with two points in A and one in B (resp., two in B and one in A), and putT =T1 ∪T2. LetH1 (resp.,H2) be the
set of triples inF contained in A (resp., B), and letM1 (resp.,M2) be the set of triples contained in A (resp., B) which
do not belong toF. Finally, let M0 be the set of pairs {x, y} /∈F, for which x ∈ A and y ∈ B.
As quadruples in A, resp., B, do not contain any singletons or pairs fromF, it must be the case that they contain at
least three triples fromF. HenceM1 andM2 are packings, implying |Mi |P(ri, 3, 2). Thus,
|Hi | =
( ri
3
)
− |Mi |
( ri
3
)
− P(ri, 3, 2). (9)
Hence, by the deﬁnition of the function g, and by Lemma 7, it holds that
r1r2 +
2∑
i=1
|Hi |g(r1, r2)f (r). (10)
Lemma 7 also implies that (10) holds with strict inequality unless |r1 − r2|1, for large enough n.
The lower bound estimates for remainder of the proof begin with the following inequality, which is a direct conse-
quence of the deﬁnitions:
|F|
∑
x∈C∪D
|Wx | +
2∑
i=1
(|Ti | + |Hi |) + |E|. (11)
We start by formulating two lemmas that are used to treat the exceptional sets C and D.
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First, let us consider an element x ∈ C, and y1, y2, y3 ∈ A. The quadruple {x, y1, y2, y3} contains no pairs fromF2.
It may be the case that {x} ∈ F and {y1, y2, y3} ∈ F, but we still need one more triple in {x, y1, y2, y3}. Hence, at
least one of the triples {x, y1, y2}, {x, y1, y3}, {x, y2, y3} belongs toF3. If, in addition, it holds that {y1, y2, y3} /∈F3,
then at least two of the triples {x, y1, y2}, {x, y1, y3}, {x, y2, y3} belong toF3.
Let us consider the graph GxA = (A,ExA), where {y1, y2} ∈ EA iff {x, y1, y2} /∈F. It follows from the remarks above
that GxA is triangle-free, and furthermore, it contains at most one edge from every triple {y1, y2, y3} belonging to the
packingM1. The following lemma shows that every triangle-free graph, which contains at most one edge from every
triple in a large packing, has relatively few edges. This lemma implies that either there are only a few triples missing
inF from A or B, or there are many triples incident to x. In both cases one obtains a lower bound for the number of
triples inF.
Lemma 12. Let H be a triangle-free graph on s vertices andP be a packing of size at least 18 s2 over the vertex set of
H, such that every triple in P contains at most one edge from H. Then H has at most (1 − 1/50)(s2/4) edges, if s is
sufﬁciently large.
The next lower bound shows that there are many triples incident to the vertices of D.
Lemma 13. For every x ∈ D it holds that |Wx |(1 + 1120 )(n2/8), if n is sufﬁciently large.
Recall that M0 denotes the set of pairs between A and B that are missing fromF2. We consider the bipartite graph
G0 = (A ∪ B,M0). Note that G0 is the ‘bipartite complement’ of G′ above. Depending on the degrees of this graph,
we distinguish two subcases of Case II. The maximal degree of G0 is denoted by (G0).
Case II.1: (G0)10.
In this case we use the following lemma.
Lemma 14. If (G0)10 then |M0|< |T|.
As |M0| = r1r2 − |E|, it follows that
|T| + |E|>r1r2. (12)
Rearranging (11), using Lemma 13 and (12) we get
|F|
∑
x∈D
|Wx | + |T| + |E| +
∑
x∈C
|Wx | +
2∑
i=1
|Hi |
> (1 + 1
120
)
n2
8
|D| + r1r2 +
∑
x∈C
|Wx | +
2∑
i=1
|Hi |. (13)
We distinguish two subcases, depending on the sizes of the setsM1,M2.
Case II.1.1: |Mi |(r2i /8) holds for i = 1, 2.
In this case Lemmas 11 and 12, and (10) imply that we can continue inequality (13) by writing, for large enough n,
|F|>
(
1 + 1
120
)
n2
8
|D| +
( 2∑
i=1
(( ri
2
)
−
(
1 − 1
50
)
r2i
4
))
|C| + f (r)

(
1 + 1
120
)
n2
8
|D| +
(
1 + 1
60
)
n2
8
|C| + f (r). (14)
Using Lemma 6 it follows that (14) is greater than f (n), for large enough n.
Case II.1.2: |Mi |<(r2i /8) holds for some i = 1, 2.
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Assume w.l.o.g. that |M1|<(r21/8). Then, Eq. (9) can be rewritten as
|H1| =
( r1
3
)
− |M1|>
( r1
3
)
− r
2
1
8

( r1
3
)
− P(r1, 3, 2) + 124 r
2
1 + O(r1). (15)
In this case we cannot apply Lemma 12. However, as GxA is triangle-free, it still holds that |ExA|(r21/4) by Turán’s
theorem. Hence, in this case, using (15), we can continue inequality (13) with
|F|
(
1 + 1
120
)
n2
8
|D| + r1r2
+
( 2∑
i=1
(( ri
2
)
− r
2
i
4
))
|C| +
2∑
i=1
|Hi |

(
1 + 1
120
)
n2
8
|D| +
( 2∑
i=1
(( ri
2
)
− r
2
i
4
))
|C|
+ f (r) + 1
24
r21 + O(r1)

(
1 + 1
120
)
n2
8
|D| + n
2
8
|C| + f (r) + 1
96
n2 + o(n2). (16)
Using Lemma 6 it again follows that (16) is greater than f (n) for large enough n.
Case II.2: (G0)< 10.
In this case we replace Lemma 14 with the following.
Lemma 15. If (G0)< 10 then
|Ti | + P(ri, 3, 2) |Mi | + 12 |M0|.
If equality holds thenTi = M0 = ∅ andMi is a maximum packing.
Using |Mi | =
(
ri
3
)− |Hi | and |M0| = r1r2 − |E|, Lemma 15 implies
|Ti | + |Hi | + 12 |E|
( ri
3
)
− P(ri, 3, 2) + 12 r1r2. (17)
Similar to Case II.1 above, we distinguish two subcases depending on the sizes of the setsM1,M2.
Case II.2.1: |Mi |(r2i /8) holds for i = 1, 2.
Summing (17) for i, we get( 2∑
i=1
(|Ti | + |Hi |)
)
+ |E|f (r). (18)
Thus, using (11), (18), Lemmas 12 and 13, it follows that
|F|
∑
x∈C∪D
|Wx | +
( 2∑
i=1
(|Ti | + |Hi |)
)
+ |E|

(
1 + 1
120
)
n2
8
|D| +
(
1 + 1
60
)
n2
8
|C| + f (r),
which is at least f (n) for large enough n.
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It also follows that |F|>f (n) for large enough n, unless C =D =M0 =T1 =T2 =∅,M1 andM2 are maximum
packings and |r1 − r2|1. In this caseF is one of the packing constructions described in Section 4.1.
Case II.2.2: |Mi |<(r2i /8) holds for some i = 1, 2.
Assume w.l.o.g. that |M1|<(r21/8). In this case we further modify Lemma 15.
Lemma 16. If (G0)< 10 and |M1|<(r21/8) then
|T1| + 45P(r1, 3, 2) |M1| + 12 |M0|.
Rewriting as in the previous subcase, we get
|T1| + |H1| + 12 |E|
( r1
3
)
− P(r1, 3, 2) + 12 r1r2 +
1
5
P(r1, 3, 2). (19)
For i = 2 inequality (17) holds. Adding it to inequality (19), one gets
2∑
i=1
(|Ti | + |Hi |) + |E|f (r) + 15P(r1, 3, 2). (20)
Hence, arguing as in Case II.1.2,
F
∑
x∈C∪D
|Wx | +
( 2∑
i=1
(|Ti | + |Hi |)
)
+ |E|

(
1 + 1
120
)
n2
8
|D| + n
2
8
|C| + f (r) + 1
5
P(r1, 3, 2) + o(n2),
which is again greater than f (n) for large enough n. This completes the proof of the theorem.
4.3. Optimal systems
As noted in Section 4.1, there are many non-isomorphic packing constructions, thus there are many different optimal
systems with the (4, 3)-threshold property. One can ask whether all optimal systems are packing constructions? In this
section we show that the answer to this question depends on the (mod 12) remainder of n.
Theorem 17. Every optimal system with the (4, 3)-threshold property is a packing construction iff n ≡ 0, 1, . . . ,
6 (mod 12), for n sufﬁciently large.
Proof. It was noted at the beginning of the proof of Theorem 8 that optimal systems cannot contain ∅.
The proof of the theorem also shows that, assuming that an optimal system contains no quadruples, it also cannot
contain any singletons. The proof of Proposition 1 shows that quadruples can be eliminated by repeatedly replacing
a quadruple by a triple contained in it. Combining these two observations, it follows that an optimal system cannot
contain any singletons.
We concluded |F|>f (n) in all cases of Theorem 8 except Case II.2.1. In that case, we noted that only packing
constructions can provide equality. The proof of Theorem 8 assumed thatF contains no quadruples.
Hence, the remaining question is to decide if there are optimal systems which contain quadruples? We recall from
Section 2 that a pair is missing from a maximum packing P if it is not contained in any triple of P. The results on
maximum packings described there imply that the graph formed by missing pairs is the same for every maximum
packing on a given ground set. Inspecting the graph of missing pairs in all cases, it can be observed that maximum
packings over [r] contain incident missing pairs iff r ≡ 4 or 5 (mod 6). If r ≡ 4 (mod 6) then the missing pairs form
a star on four vertices, and if r ≡ 5 (mod 6) then the missing pairs form a cycle of length four.
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Now let us assume that there is an optimal system containing quadruples as well. Then, using the procedure described
in the proof of Proposition 1, let us eliminate all quadruples. Let the systemobtained before eliminating the last quadruple
beF′. Then it holds that
F=F′\{Q} + {T },
whereF is a packing construction, Q = {x, y, z, u} and T = {x, y, z}.
AsF is a packing construction, it must be the case that x, y, z belong to the same half. The element u must also
belong to the same half, as otherwise {u, x}, {u, y}, {u, z} would be in F′, and so Q could have been deleted from
F′. It also follows thatF′ contains exactly two of the triples {u, x, y}, {u, x, z} and {u, y, z}. Assume w.l.o.g. thatF′
contains {u, x, z} and {u, y, z}.
Consider the maximum packingP consisting of the triples missing fromF′ in the half containing Q. We claim that
{x, z} and {y, z} are missing pairs for P.
Let us assume that this is not the case. Thus, there is a v in the same half such that, w.l.o.g., {v, x, z} ∈ P, or,
equivalently, {v, x, z} /∈F. Then v must be different from u or y. But then the quadruple {x, y, z, v} contains at most
two sets fromF′, contradicting the (4, 3)-threshold property. Thus, we can conclude that if there is an optimal system
which is not a packing construction, then either n/2	 or 
n/2 is congruent to 4 or 5 (mod 6). This happens when n
is congruent to 7, 8, 9, 10 or 11 (mod 12).
To complete the proof of the theorem, we also have to show that in these cases there is an optimal system which is
not a packing construction. Reversing the above argument, let us assume thatF is a packing construction, and {x, z}
and {y, z} are missing pairs for some maximum packingP in one of the halves. Then T ={x, y, z} ∈F.Also, as {x, y}
cannot be a missing pair, there is a triple {u, x, y} ∈ P, or, equivalently, {u, x, y} /∈F. Then, let us form the system
F′ =F\{T } + {Q},
where Q={x, y, z, u}.We claim thatF′ has the (4, 3)-threshold property. It only has to be shown that every quadruple
{x, y, z, v} contains at least three triples fromF′, where u = v and v is in the same half as u. But {v, x, z} and {v, y, z}
are inF, and hence, inF′, as {x, z} and {y, z} are missing pairs. Also, {v, x, y} is inF, and hence, inF′, as P is a
packing and {u, x, y} /∈F. This completes the proof of the theorem. 
5. Proofs of the lemmas for Theorem 8
In this section we give the proofs of the lemmas used in the proof of Theorem 8.
Proof of Lemma 6. Follows by direct calculation. 
Proof of Lemma 7. Let us assume that n1n2 > 0. Considering cases corresponding to the possible parities of n1
and n2, one gets
P(n1, n2) − P(n1 + 1, n2 − 1) = n2 − n1 + ,
where  and  are 16 or
1
2 , and  − 133 . Using this, it follows again by direct calculation that
g(n1 + 1, n2 − 1) − g(n1, n2) n
2
1 − n22
2
− 2n1 + 83n2 −
13
3
,
which is positive if, e.g., n14. 
Proof of Lemma 9. It is sufﬁcient to show that every pair x, y is contained in at most two triples fromS, as then the
size ofS is at most 2
(
m
2
)
/3. Assume that {x, y, z1}, {x, y, z2} and {x, y, z3} are different triples inS.
The quadruple {x, y, z1, z2} contains at least three sets fromF. But neither of the triples {x, y, z1}, {x, y, z2} or the
pairs {x, y}, {x, z1}, {x, z2}, {y, z1}, {y, z2} are inF. Thus, it must be the case that {z1, z2} is inF. Similarly, {z1, z3}
and {z2, z3} are inF. But this is a contradiction, as then {z1, z2, z3} contains three sets fromF. 
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Proof of Lemma 11. Let us call a vertex bad if∣∣∣∣m − 12 − d(x)
∣∣∣∣  12m3/4,
and good otherwise. The assumption of Case II implies that, for large enough n, there are at most m3/4 bad vertices.
For the ﬁrst part of the claim, assume that r1 >m/2 +m3/4. Then, as A is an independent set, all the vertices of A have
degree at most m/2 − m3/4, contradicting the above inequality. If r1 <m/2 − m3/4, then r2 >m/2 + m3/4 − 800, and
we get a similar contradiction.
The second part follows by noting that missing edges can be of two types. Either their endpoint in A is bad, or it is
good. For the ﬁrst type, the bound follows as there are at most m3/4 bad vertices, each incident to at most m missing
edges. For the second type, for each of the at most good m vertices in A, there are O(m3/4) missing edges by the degree
condition and the upper bound on the size of B. 
Proof of Lemma 12. Let us assume thatH hasmore than (1− 150 )(s2/4) edges. IfH is not bipartite then let us iteratively
delete vertices of minimum degree until the remaining graph becomes bipartite. Let the number of remaining vertices
be denoted by j. By Lemma 10 and Turán’s theorem, it holds that
s∑
=j+1
2
5
 + j
2
4

(
1 − 1
50
)
s2
4
. (21)
Direct computation gives j > 0.94s if s is sufﬁciently large. Thus, the number of vertices deleted is at most 0.06s,
and the number of edges deleted is at most 250.06s
2 < 0.1s2/4. Hence, the ﬁnal bipartite graph has at least (0.98 −
0.1)(s2/4)=0.88(s2/4) edges. Therefore, there are at most (1−0.88)(s2/4)=0.12(s2/4) edges missing from between
the two halves of the bipartition.
The number x of vertices in one half of the bipartition satisﬁes x(s − x)0.88(s2/4). Thus, it follows that both
halves have at least 0.32s vertices. The number of triples of the packing P contained within the two halves is at most
1
6 (0.32
2 + 0.682)s2 + O(s0.0942s2. Hence, at least ( 18 − 0.0942)s2 > 0.123(s2/4) triples ofP contain points from
both halves. Now H has at most one edge in each such triple. Thus, for each triple there is at least one edge missing
from between the two halves. As P is a packing, the edges corresponding to different triples are different. So there
are at least 0.123(s2/4) triples missing from between the two halves, contradicting the upper bound 0.12(s2/4) given
above. 
One can obtain a slightly stronger statement using a more involved argument and applying some results of Erdo˝s,
Faudree, Pach, and Spencer [7] concerning how to make a graph bipartite. But, again, these improvements do not seem
to simplify the proof of our main theorem.
Proof of Lemma 13. Consider a vertex x ∈ D, and let the number of pairs {x, y} /∈F2 with y ∈ A (resp., y ∈ B) be
a (resp., b).
If {x, z1} ∈ F2 and {x, z2} ∈ F2 for z1 ∈ A and z2 ∈ B then, as F2 is triangle free, it must be the case that
{z1, z2} /∈F2. Hence, the second part of Lemma 11 implies
(r1 − a)(r2 − b) = O(n7/4). (22)
Thus at least one of the terms, say, r1 − a, is O(n7/8), and so an/2 −O(n7/8). By assumption, a + b> 0.55(m− 1),
so the ﬁrst part of Lemma 11 implies that b> 121n, if n is sufﬁciently large.
Now consider a quadruple {x, y1, y2, y3} with y1, y2, y3 ∈ A such that {x, yi} /∈F2 for i = 1, 2, 3. This quadruple
contains no singletons or pairs from F. Hence, it must contain at least two of the triples {x, y1, y2}, {x, y1, y3},
{x, y2, y3}. In other words, only one of these three triples can be missing fromF3. So the number of triples {x, y, z} ∈
F3 with y, z ∈ A is at least(a
2
)
−
⌊a
2
⌋
. (23)
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Of course, the same argument applies to B as well. Hence the number of triples containing x is at least
(a
2
)
−
⌊a
2
⌋
+
(
b
2
)
−
⌊
b
2
⌋

(
1
21n
2
)
+
( n
2 − O(n7/8)
2
)
− O(n)

(
1 + 1
120
)
n2
8
,
if n is sufﬁciently large. 
Proof of Lemma 14. Consider vertices x ∈ A and y1, y2, y3 ∈ B such that {x, yi} ∈ M0 for i = 1, 2, 3. Then the
quadruple {x, y1, y2, y3} contains no singleton or pair from F. Hence, even if {y1, y2, y3} ∈ F, at least two of the
triples {x, y1, y2}, {x, y1, y3}, {x, y2, y3} belong toF. This shows that in general, if x ∈ A has  neighbors y1, . . . , y
in G0 = (A ∪ B,M0), then at least
(

2
)
− /2	 of the
(

2
)
triples {x, yi, yj } are in F. Otherwise, two triples not
belonging toF would share a yi , contradicting the above argument.
Hence, as(

2
)
−
⌊

2
⌋
 (24)
for 4, it follows that if x ∈ A (resp., x ∈ B) and dM0(x)4, then dT2(x)dM0(x) (resp., dT1(x)dM0(x)).
Now, starting with G0 and the set of triples T, let us iteratively delete a vertex of maximal degree, as long as
its degree is at least 4. Then (24) guarantees that in each step we delete at least as many M0-pairs as T-triples.
Furthermore, as(

2
)
−
⌊

2
⌋
 + 19 (25)
if 10, and we assumed (G0)10, it follows that in the ﬁrst phase we delete at least 19 more M0-pairs than
T-triples.
Let the graph obtained from G0 at the end of this process be G1 = (A1 ∪ B1,M1), and the set of remaining triples
be U. By construction, it holds that (G1)3.
Consider two independent pairs {x1, y1} and {x2, y2} in G1. The quadruple {x1, x2, y1, y2} contains no singletons,
and at most two pairs fromF. Thus, it contains at least one triple fromF. If {xi, yi}, i = 1, . . . , , is a maximum set
of independent pairs in M1, then this construction gives at least
( 
2
)
different triples, hence |U| ( 2 ). On the other
hand, |M1|3 by König’s theorem.
If 7 then 3
( 
2
)
, hence in this case |M1| |U|. If < 7 then it follows that |M1|18. The ‘advantage’19 gained
by M0-pairs overT-triples in the ﬁrst phase guarantees that the lemma holds in both cases. 
Proof of Lemma 15. We may assume that M0 = ∅. Otherwise the statement follows directly, asM1 is a packing.
Also, we assume w.l.o.g that i = 1. We show that under these assumptions, the statement of the lemma holds with strict
inequality.
Let {x, y} be a pair in M0 for x ∈ A, y ∈ B, and let {x, z1, z2} be a triple inM1. Then {x, y, z1, z2} contains at most
two pairs fromF. Thus,F contains at least one of the triples {x, y, z1}, {x, y, z2}, {y, z1, z2}. In this way, for every
triple {x, z1, z2} ∈M1 we ﬁnd a corresponding triple inT1, incident to y. AsM1 is a packing, for different triples in
M1 we get different triples inT1. Thus,
dT1(y)dM1(x), (26)
where d denotes the degrees in the corresponding hypergraphs. In order to apply (26), let B1 be the set of non-isolated
vertices of M0 in B. For every y ∈ B1, select an x ∈ A such that {x, y} ∈ M0. Let the set of x’s selected be A1. As
(G0)< 10, it holds that
|M0|< 10|B1|100|A1|. (27)
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As the assumption M0 = ∅ implies 100|A1| 23(r1 − 1)/2	|A1| − 4 if n is large enough, (27) implies
2
3
⌊
r1 − 1
2
⌋
|A1| − 4> |M0|. (28)
Adding up the inequalities (26) for every selected pair it follows that∑
y∈B1
dT1(y)
∑
x∈A1
dM1(x). (29)
(After the summation, every term on the right-hand side appears with a coefﬁcient 1, which is then changed to 1.)
Using again the fact thatM1 is a packing, dM1(x)r1 − 1/2	, and so
|A\A1|
⌊
r1 − 1
2
⌋

∑
x∈A\A1
dM1(x). (30)
Now adding up 12 times (28) and 13 times (29) and (30), we get
1
3
∑
y∈B1
dT1(y) +
1
3
r1
⌊
r − 1
2
⌋
− 2> 1
3
∑
x∈A
dM1(x) +
1
2
|M0|. (31)
The lemma now follows by noting that the ﬁrst term on the left-hand side is at most |T1|, and the second term on the
left-hand side is at most P(r1, 3, 2). 
Proof of Lemma 16. The assumption of the lemma implies
|M1| 34P(r1, 3, 2) + O(r1).
Hence (30) can be replaced by∑
x∈A\A1
dM1(x)
∑
x∈A
dM1(x) = 3|M1|
9
4
P(r1, 3, 2) + O(r1). (32)
Let us add up 13 times (29), (32) and 12 times
|M0|10r1.
We get
1
3
∑
y∈B1
dT1(y) +
3
4
P(r1, 3, 2) + O(r1) 13
∑
x∈A
dM1(x) +
1
2
|M0|, (33)
and the statement of the lemma follows. 
6. Remarks and open problems
The results of Section 4.3 have been completed by Takata [24], who gives a description of all optimal systems for n
sufﬁciently large.
The general lower bound (2) uses a repeated application of the Ramsey theorem, and thus the constants involved
decrease rapidly with k. Hence there are no lower bounds for m(n, k, t) when k increases with n. In view of the detailed
results for m(n, 4, t), it would also be interesting to get bounds for the case k = 5.
In general, one expects that for ﬁxed n and k, the function m(n, k, t) decreases with t in the range 1< t <k. It would
be interesting to prove this. Another general question is to consider the case whenF may be a multiset. The results of
[22] apply to this more general case, but in the present paper we did not consider this version.
The case tk was recently investigated by Mubayi and Zhao [16,17]. Among other results they solved (asymptoti-
cally) all cases k = 4, t16. They also proposed a series of new problems.
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In the opposite range of parameters, it would be interesting to look at m(n, n/2, t). The results of Jukna [12] imply
that m(n, n/2, t) is superpolynomial if t = o(n/ log n). This can be also showed in a simpler way by noting that ifF
is a system over [n] with the (n/2, t)-threshold property then every n/2-subset of [n] contains a different family of t
sets fromF. Thus it must be the case that(
n
n
2
)

(m
t
)
.
A speciﬁc question here is, motivated by the fact that for ﬁxed k one has m(n, k, k − 1) = (nk−1), whether
m(n, n/2, n/2 − 1) is exponential?
Finally, we mention an open problem related to Lemma 12, giving an upper bound for the number of edges of
triangle-free graphs which contain at most one edge in every triple of a large packing. This appears to be an extension
of the Turán theorem in a direction which has not been studied yet. Thus, one could ask for the maximal number of
edges in a triangle-free graph which contains at most one edge from every triple in some ﬁxed maximum packing.
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