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Introduccio´n
La Relatividad General ha revolucionado nuestros conceptos de espacio y tiempo. El
modo en el cual un objeto atrae gravitacionalmente es curvando la geometr´ıa del espacio-
tiempo. La prediccio´n de la existencia de agujeros negros es la ma´s sorprendente: la gravedad
puede tener un efecto tan radical en la me´trica del espacio-tiempo que produce una regio´n
de la cual nada -ni siquiera la luz- puede escapar. Los agujeros negros astrof´ısicos son el
resultado del colapso gravitatorio de objetos de masa mayor que 3M⊙, siendo M⊙ la masa
del Sol. En este caso extremo las fuerzas repulsivas (presio´n) en el interior de la estrella
no logran compensar la fuerza gravitacional y se forma un agujero negro. Otro tipo de
situacio´n extrema permitida por las ecuaciones de Einstein es la de un agujero blanco. Los
agujeros blancos son una especie de soluciones a tiempo invertido de los agujeros negros.
Estos objetos no pueden darse en escenarios astrof´ısicos, puesto que requieren la presencia
de una singularidad inicial. E´sta es la razo´n principal por la que los agujeros blancos han
recibido mucha menor atencio´n en comparacio´n con los agujeros negros.
Mientras la Relatividad General (RG) describe correctamente nuestro Universo a grandes
distancias, la Teor´ıa Cua´ntica de Campos (TCC) es capaz de explicar los experimentos de
f´ısica de part´ıculas donde se pueden despreciar los efectos gravitacionales. El problema de
incorporar los efectos cua´nticos en gravedad es extremadamente complicado, de ah´ı que no
tengamos au´n una teor´ıa consistente de gravedad cua´ntica. Un intento ma´s modesto consiste
en trabajar en la llamada aproximacio´n semicla´sica, o TCC en espacio-tiempos curvos. En
este abordaje se cuantizan los campos de materia, mientras que la gravedad se trata a un nivel
cla´sico. Evidentemente dicha aproximacio´n es tan so´lo u´til en situaciones donde los efectos
2de gravedad cua´ntica son despreciables, es decir para longitudes mayores que la escala de
Planck (lP ∼ 10−33cm).
La prediccio´n ma´s sobresaliente de la aproximacio´n semicla´sica es el llamado “efecto
Hawking” [1, 2]. Hawking aplico´ las te´cnicas de TCC en espacio-tiempos curvos a la formacio´n
de un agujero negro de Schwarzschild por colapso gravitatorio. El resultado fue que los
agujeros negros ya no son “negros” -como predice la RG- sino que emiten part´ıculas con una
temperatura caracter´ıstica dada por la fo´rmula
TH =
~c3
8πkBGM
,
sieno M la masa del agujero negro y kB la constante de Boltzman. La radiacio´n emitida por
el agujero negro exhibe un espectro te´rmico. El proceso ba´sico se entiende en te´rminos de
creacio´n de pares a partir del vac´ıo en la regio´n cercana al horizonte, en el que la part´ıcula a
energ´ıa positiva (cuanto de Hawking) consigue alcanzar el infinito y la antipart´ıcula a energ´ıa
negativa (compan˜ero) queda atrapada dentro del agujero negro, haciendo disminuir su masa.
Desafortunadamente, para un agujero negro del taman˜o del orden de la masa solar no hay
esperanza de detectar la radiacio´n de Hawking, ya que su temperatura (∼ 10−7(M⊙/M)K)
es siete o´rdenes de magnitud menor que la del Fondo Co´smico de Microondas (∼ 2,73K). Por
otro lado, la derivacio´n original de Hawking tiene un punto de´bil que podr´ıa potencialmente
invalidar el resultado: debido al gran desplazamiento a frecuencias bajas experimentado en
su viaje desde el horizonte hasta el infinito, el cuanto de Hawking debe haber comenzado
su viaje con una frecuencia arbitrariamente grande [3]. A pesar de los muchos resultados
presentes en la bibliograf´ıa indicando la robustez del efecto Hawking contra modificaciones
de la teor´ıa a frecuencias transplanckianas, es justo decir que hasta que no exista una teor´ıa
consistente de gravedad cua´ntica este problema no se puede enfrentar sin ambigu¨edad.
La produccio´n de part´ıculas fue tambie´n estudiada en el caso de un agujero blanco [4].
Siendo el agujero blanco una especie de solucio´n a tiempo invertido del agujero negro, el
cuanto de Hawking y el compan˜ero no se producen en la regio´n cercana al horizonte, sino
que se aproximan a e´ste desde ambos lados a medida que trascurre el tiempo. El efecto
resultante es una acumulacio´n de cuantos de energ´ıa arbitrariamente alta en el horizonte,
produciendo una inestabilidad. Dicha inestabilidad es otra razo´n por la cual los agujeros
blancos juegan un papel marginal en la bibliograf´ıa cient´ıfica.
El “problema transplanckiano” y la imposibilidad de medir la radiacio´n Hawking en
situaciones usuales en gravedad fueron la principal motivacio´n para que Unruh [5] buscara
escenarios alternativos donde podr´ıa tener lugar el ana´logo del efecto Hawking. Esto es el
3llamado programa de “gravedad ana´loga” (para un amplio estudio, ver [6]). La herramienta
ba´sica es la equivalencia matema´tica entre la propagacio´n de las ondas de sonido en un
fluido bajo ciertas condiciones y la de un campo escalar en una geometr´ıa curva (la geometr´ıa
acu´stica). En particular, cuando el fluido se hace superso´nico se forma un horizonte acu´stico,
siendo esto suficiente para predecir la existencia de una radiacio´n ana´loga de Hawking (de
fonones). Mediante un ajuste adecuado de la configuracio´n del fluido somos capaces de
simular tanto agujeros negros acu´sticos como agujeros blancos. Es importante destacar que
el hecho de tener una regio´n donde el flujo es superso´nico permite la existencia de estados
de energ´ıa negativas, aute´ntica base del efecto Hawking.
Se esta´n proponiendo muy diversos materiales como sistemas ana´logos, ve´ase Helio su-
perfluido, ondas superficiales en tanques de agua, luz en medios en movimiento, materiales
diele´ctricos, gases de Fermi degenerados, fibra o´ptica o condensados de Bose-Einstein (BECs).
Los BECs, que juegan un papel principal en esta tesis, fueron predichos en 1924 por Ein-
stein y fueron observados finalmente en gases ultra fr´ıos (∼ µK) en 1995 por los grupos de
Cornell y Wieman y de Ketterle, premios Nobel en 2001. Se caracterizan por una ocupacio´n
macrosco´pica de un u´nico estado cua´ntico, para el cual tenemos una descripcio´n de campo
medio exacta (la ecuacio´n de Gross-Pitaevskii), junto a una ecuacio´n para las perturbaciones
lineales (Bogoliubov de Gennes). Estas caracter´ısticas hacen de los BECs un sistema partic-
ularmente atractivo donde probar las ideas de la gravedad ana´loga, en particular el ana´logo
del efecto Hawking.
Una manera immediata de detectar la radiacio´n Hawking en sistemas ana´logos ser´ıa una
medida directa de su temperatura. Sin embargo esto no es en absoluto sencillo, puesto que en
general dicha temperatura es menor que la temperatura intr´ınseca del sistema. Aunque para
los BECs la diferencia entre la temperatura de Hawking y la del condensado es mucho menor
que en el caso gravitacional, los efectos te´rmicos de fondo siguen siendo un grave problema.
Esta es la razo´n por la cual nos centramos en una propuesta alternativa para detectar el efecto
Hawking, basada en medidas de correlaciones de densidad [7]. Volviendo al proceso ba´sico
responsable del efecto Hawking, una vez se producen el cuanto de Hawking y el compan˜ero
en la regio´n cercana del horizonte, se van separando a medida que viajan en el exterior
y en el interior del agujero negro respectivalemente. La correlacio´n entre ambas part´ıculas
da como resultado una sen˜al claramente distinguible, incluso cuando la temperatura del
condensado es mayor que la correspondiente temperatura de Hawking. No podemos medir
dichas correlaciones en agujeros negros gravitatorios, porque el compan˜ero queda detra´s del
horizonte, pero para el fluido la naturaleza acu´stica del horizonte hace que esta medida sea
perfectamente posible. Estudiaremos en detalle las correlaciones de densidad tanto en el
4agujero negro como en el blanco.
La gran ventaja de usar BECs es que las ecuaciones que gobiernan la f´ısica microsco´pica
se conocen perfectamente, y podemos estudiar por tanto la robustez de la radiacio´n de
Hawking. Violaciones de la simetr´ıa de Lorentz a altas energ´ıas consideradas en modelos
fenomenolo´gicos de gravedad cua´ntica aparecen de un modo natural en sistemas ana´logos a
partir de los detalles de la teor´ıa a cortas distancias. En particular, la relacio´n de dispersio´n
superlumı´nica en los condensados de Bose-Einstein elimina completamente el “problema
transplanckiano”. Siguiendo atra´s en el tiempo la trayectoria del cuanto de Hawking desde
el infinito, la relacio´n de dispersio´n modificada se hace importante cuando se aproxima a la
regio´n del horizonte. La magnitud del desplazamiento a altas frecuencias experimentada es
finita, vie´ndose co´mo tanto el cuanto de Hawking como el compan˜ero fueron creados dentro
del horizonte. Para los agujeros blancos, especie de agujeros negros a tiempo invertido, el
cuanto Hawking y el compan˜ero ya no se apilan con frecuencias arbitrariamente grandes en
el horizonte, sino que se mueven dentro del horizonte. La inestabilidad causada por las altas
energ´ıas en el horizonte desaparece, convirtiendo el estudio de agujeros blancos ana´logos en
algo con perfecto significado f´ısico.
En resumen, el programa de gravedad ana´loga abre la posibilidad de observar la radiacio´n
de Hawking en el laboratorio, as´ı como permite estudiar en profundidad si dicho efecto es
alterado por los detalles de la dina´mica a cortas distancias.
Esquema de la tesis
Durante mi doctorado he trabajado con expertos en gravedad y en f´ısica de materia
condensada. Esta tesis es mi esfuerzo personal para explicar los recientes avances en la
comprensio´n de los agujeros negros y blancos acu´sticos, un tema de comu´n intere´s para
ambas comunidades.
En el Cap´ıtulo 2 describimos las principales caracter´ısticas de los agujeros negros y blan-
cos cla´sicos en Relatividad General (el uso del las coordenadas de Painleve´-Gullstrand se
debe a aplicaciones en materia condensada) e introducimos las principales herramientas de
la Teor´ıa Cua´ntica de Campos (TCC) en espacios curvos. Obtenemos el efecto Hawking usan-
do un modelo de colapso gravitatorio simplificado para ilustrar sus principales ingredientes.
Nos centraremos en el “problema transplanckiano” y en el argumento de las correlaciones,
puesto que sera´n de un intere´s crucial a lo largo de la tesis.
En el Cap´ıtulo 3 presentamos las ideas de la gravedad ana´loga. En particular, derivare-
5mos las ecuaciones hidrodina´micas para perturbaciones del sonido en un fluido barotro´pico
y sin viscosidad con un flujo irrotacional y mostraremos co´mo estas ecuaciones son ide´nticas
a aque´llas de un campo escalar sin masa en un espacio-curvo (3+1) Lorentziano (la me´trica
acu´stica). Dicha geometr´ıa acu´stica puede simular las principales propiedades de los agu-
jeros negros y blancos. Finalmente, describiremos las razones fundamentales que hacen de la
analog´ıa gravitacional un marco interesante para la f´ısica de agujeros negros: la posibilidad
de detectar la radacio´n Hawking y de afrontar el “problema transplanckiano”.
De entre los diversos sistemas ana´logos disponibles trabajaremos con condensados de
Bose-Einstein (BECs). Para los lectores no familiarizados con el tema introducimos sus
propiedades ba´sicas en el Cap´ıtulo 4. Mostramos co´mo bajo la aproximacio´n de campo
medio la funcio´n de onda del condensado satisface la ecuacio´n de Gross-Pitaevskii y que las
perturbaciones de sonido son gobernadas por la ecuacio´n de Bogoliubov-de Gennes. Vemos
expl´ıcitamente co´mo se realiza la gravedad ana´loga en BECs, y en particular co´mo construir
configuraciones de agujero negro y blanco acu´sticos. Pondremos especial e´nfasis en el papel
jugado por la relacio´n de dispersio´n modificada, la cual se convierte en superso´nica ma´s
alla´ del l´ımite hidrodina´mico (relativista). Finalizaremos el cap´ıtulo con comentarios sobre
las medidas de correlacio´n y las principales razones que hacen de los BECs sistemas de gran
intere´s para nuestras aplicaciones.
En el Cap´ıtulo 5 desarrollamos una te´cnica anal´ıtica que usaremos tambie´n en los sigu-
ientes cap´ıtulos. Consideramos configuraciones homoge´neas separadas por transiciones su´bitas
en la velocidad del sonido. Estudiamos varios tipos de dichas configuraciones tipo escalo´n en
el l´ımite hidrodina´mico: espaciales, temporales y la formacio´n temporal de una discontinuidad
espacial, y estudiamos los patrones de correlacio´n asociados. En el l´ımite hidrodina´mico, no
podemos simular agujeros negros o blancos en te´rminos de discontinuidades de tipo escalo´n
espaciales separando una regio´n subso´nica de otra superso´nica. Esto se puede hacer cuando
se tienen en cuenta los efectos de dispersio´n.
En el Cap´ıtulo 6 estudiamos la teor´ıa completa de los BECs para configuraciones tipo
escalo´n que simulan un agujero negro acu´stico. Desarrollamos en profundidad el ana´lisis de
todos los tipos de discontinuidades tipo escalo´n. Se estudian los patrones de correlacio´n de
densidad, con especial e´nfasis en la comparacio´n entre la sen˜al cuanto de Hawking-compan˜ero
en el caso estacionario, es decir cuando la configuracio´n de agujero negro es eterna, y su
formacio´n temporal.
Pasamos a la configuracio´n de un agujero blanco en el Cap´ıtulo 7. Se consigue una con-
figuracio´n de agujero blanco cambiando el signo de la velocidad del fluido en la configuracio´n
de agujero negro del cap´ıtulo anterior. Como en los cap´ıtulos previos, nos centramos en las
6correlaciones de densidad-densidad mediante el uso de discontinuidades tipo escalo´n. En par-
ticular, encontramos un interesante patro´n tipo “tablero de ajedrez” dentro del horizonte,
en buen acuerdo con las simulaciones nume´ricas.
Finalizamos con un resumen de los principales resultados de esta tesis.
1 Introduction
General Relativity has changed completely our concepts of space and time. The way an
object attracts gravitationally is by curving the spacetime geometry. The prediction of the
existence of black holes is the most striking one: gravitational effects can have such a radical
effect on the spacetime metric that they produce a region where nothing -not even light-
can escape. Astrophysical black holes are the result of the gravitational collapse of objects
of mass bigger than 3M⊙, being M⊙ the solar mass. In that extreme case repulsive forces
(pressure) inside the star cannot counterbalance the gravitational force and a black hole
forms. Another type of extreme situation allowed by Einstein’s equations is that of a white
hole. White holes are a sort of time reversal solutions of black holes. These objects are not
realizable in astrophysical scenarios, since they require the presence of an initial singularity.
This is the main reason why much less attention has been devoted to white holes compared
to black holes.
While General Relativity (GR) correctly describes our Universe at large distances, Quan-
tum Field Theory (QFT) is able to explain particle physics experiments in which gravita-
tional effects can be neglected. The problem of incorporating quantum effects in gravity is a
hard one, and a self-consistent quantum gravity theory is not yet available. A more modest
attempt consists of working in the so called semiclassical approximation, or QFT in curved
spacetimes. In this approach matter fields are quantized, while gravity is treated at the clas-
sical level. Obviously this approximation is only useful in situations where quantum gravity
effects are negligible, namely for lengths bigger than the Planck scale (lP ∼ 10−33cm).
The most outstanding prediction of the semiclassical approximation is the so called
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“Hawking effect” [1, 2]. Hawking applied the techniques of QFT in curved spacetimes to
the formation of a Schwarzschild black hole by gravitational collapse. The result was that
black holes are no longer “black” -as GR predicts- but emit particles with a characteristic
temperature given by the formula:
TH =
~c3
8πkBGM
,
beingM the mass of the black hole and kB the Boltzman constant. The radiation emitted by
the black hole shows a thermal spectrum. The basic process is understood in terms of pair
creation out of the vacuum in the near horizon region, in which the positive energy particle
(Hawking quanta) manages to reach infinity and the negative energy antiparticle (partner)
gets trapped inside the black hole causing its mass to lower. Unfortunately, for a black hole of
the size of the solar mass there is no hope to detect Hawking radiation, since its temperature
(∼ 10−7(M⊙/M)K) is seven order of magnitudes lower than that of the Cosmic Microwave
Background (∼ 2,73K). Moreover, Hawking’s original derivation has a weak point that can
potentially invalidate the result: due to the large redshift experienced in its travel from the
horizon to infinity, the Hawking quanta must have started its journey with an arbitrarily
large frequency [3]. Despite the many results appeared in the literature on the robustness
of the Hawking effect against modifications of the theory at transplanckians frequencies (or
equivalently, at subplanckian scales) it is fair to say that until a self-consistent quantum
gravity theory will be available this problem cannot be unambiguously addressed.
Particle production was also studied in the white hole case [4]. Being the white hole a
sort of time reversal of the black hole, the Hawking quanta and the partner are not produced
in the near horizon region, but they approach the horizon on both sides at late times. The
net effect is a piling up at arbitrarily high energy of this quanta on the horizon, leading to
an instability. This instability is another reason why white holes played a marginal role in
the scientific literature.
The transplanckian problem and the impossibility to measure Hawking radiation in or-
dinary situations in gravity motivated Unruh [5] to look for alternative scenarios in which
the analogue of the Hawking effect is supposed to take place. This is the so called “analogue
gravity” program (for a review, see [6]). The basic tool is the mathematical equivalence
between the propagation of sound waves in a fluid under certain conditions and that of a
scalar field in a curved geometry (the acoustic geometry). In particular, when the fluid turns
supersonic an acoustic horizon forms and this is all that is needed to predict the production
of an analogue Hawking radiation (of phonons). By properly setting the fluid configuration
9we are able to mimic both acoustic black hole and white hole configurations. Let us stress
that a region of supersonic flow allows the existence of negative energy states, which are at
the basis of the Hawking effect.
A number of analogue systems are being proposed [8], such as superfluid Helium, surface
waves in water tanks, slow light in moving media, dielectric media, degenerate Fermi gases,
optical fiber or Bose-Einstein condensates (BECs). BECs, the main focus of this thesis, were
predicted back in 1924 by Einstein and finally observed in ultracold atomic gases (∼ µK) in
1995 by the groups of Cornell and Wieman and of Ketterle, Nobel prize Laureates in 2001.
They are characterized by a macroscopic occupation of a single quantum state, for which
an exact mean field description is available (the Gross-Pitaevskii equation), along with an
equation for the linear perturbations (Bogoliubov de Gennes) valid at all scales. All these
features make BECs a particularly attractive framework in which to test analogue gravity
ideas, in particular the analogue of the Hawking effect.
The most straightforward way to detect Hawking radiation in analogue systems would be
a direct measurement of its temperature. However this is not at all easy, since in general this
temperature is lower than the intrinsic temperature of the system. For BECs the difference
between the Hawking temperature and that of the condensate is much smaller than in the
gravitational case, nevertheless background thermal effects are still a serious problem from
the experimental point of view. This is the reason why we focus on an alternative proposal
to detect the Hawking effect based on density correlations measurements [7]. Coming back
to the basic process responsible for the Hawking effect, once the Hawking quanta and the
partner are produced in the near horizon region, they separate from each other by traveling
respectively in the exterior and in the black hole region. The correlation between these
particles gives a signal which is clearly distinguishable, even when the temperature of the
condensate is higher than the corresponding Hawking temperature. We cannot measure
such correlations in a gravitational black hole, because the partner is lost beyond the event
horizon, but for the fluid the acoustic nature of the horizon makes this type of measurement
perfectly possible. We shall study in detail density correlations in both acoustic black hole
and white hole configurations.
The great advantage of using BECs is that the equations governing the microscopic
physics are well known, and therefore we can study the robustness of Hawking radiation.
Lorentz symmetry violations at high-energies considered in quantum gravity phenomenolo-
gy models arise naturally in analogue systems from the known details of the short distance
theory. In particular, the superluminal dispersion relation of Bose-Einstein condensates com-
pletely removes the “transplanckian problem”. When tracing backwards in time the trajec-
10 Chapter 1. Introduction
tory of the Hawking quanta from infinity the modified dispersion relation becomes important
when the horizon region is approached. The amount of blueshift experienced is finite and
both the Hawking quanta and its partner appear to have been created inside the horizon. For
white holes, the time reversal of black holes, the Hawking quanta and the partner no longer
pile up with arbitrarily high frequencies on the horizon at late times, but rather evolve into
the inner region. The instability caused by the infinite blueshift on the white hole horizon
disappears, and this makes the study of analogue white holes physically meaningful.
To summarize, the analogue gravity program opens the possibility to observe Hawking
radiation in the laboratory, and also allows us to study in detail whether this is affected by
the details of the short-distance dynamics effects.
Chapters to come
During my PhD thesis I have worked with experts in both gravity and condensed matter
physics. This thesis is my personal effort to explain the recent advances in the understanding
of acoustic black holes and white holes, a subject of common interest to both communities.
In Chapter 2 we describe the main features of classical black holes and white holes in Gen-
eral Relativity (the use of the Painleve´-Gullstrand coordinates is motivated by the condensed
matter applications) and introduce the main tools of Quantum Field Theory in curved space-
times. The Hawking effect is obtained by using a very simple gravitational collapse model in
order to clearly see its main ingredients. We will also focus on the “transplanckian problem”
and the issue of correlations because they will be of crucial interest in this thesis.
In Chapter 3 we present analogue gravity ideas. In particular, we shall derive the hydro-
dynamic equations for sound perturbations in a barotropic, inviscid and irrotational fluid
and show that these equations are identical to those for a massless scalar field in a curved
(3 + 1) Lorentzian spacetime (the acoustic metric). This acoustic geometry can mimic the
main properties of black holes and white holes. Finally, we shall outline the main reasons
making the analogue gravity program very attractive for black hole physicis: the possibil-
ity of detecting the analogue of Hawking radiation and of addressing the “transplanckian
problem”.
Among the many analogue systems available we shall work with Bose-Einstein conden-
sates. For readers not familiar with this topic we introduce their very basic properties in
Chapter 4. We show that at the mean-field level the condensate wave-function satisfies
the Gross-Pitaevskii equation and that sound perturbations are instead governed by the
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Bogoliubov-de Gennes equation. We explicitly show how the gravitational analogy is realized
in BECs, and in particular how to construct acoustic black hole and white hole configurations.
We shall stress the crucial role played by the modified dispersion relation, which beyond the
hydrodynamic (relativistic) limit becomes supersonic. We end by discussing the correlation
measurements and the main reasons why BECs are interesting for our applications.
In Chapter 5 we develop an analytical technique that will be used in the remaining chap-
ters as well. We consider homogeneous configurations separated by sudden transitions in the
sound velocity. We study several types of these step-like configurations in the hydrodynamic
limit, spatial, temporal and the temporal formation of a spatial discontinuity, and study
the associated correlation patterns. Within the hydrodynamic limit, we cannot mimic an
acoustic black hole or a white hole in terms of a spatial step-like discontinuity separating a
subsonic and a supersonic region. This can be done when dispersion effects are taken into
account.
In Chapter 6 we study the full BEC theory for step-like configurations mimicking an
acoustic black hole. We fully develop the analysis of all types of step-like discontinuities.
Density correlation patterns are studied, with special emphasis to the comparison of the
Hawking quanta-partner signal in the stationary case, i.e. when the black hole-like configu-
ration is there for all times, and its temporal formation.
We move to the white hole case configuration in Chapter 7. The white hole configuration
is simply achieved by reversing the velocity of the fluid in the black hole configuration of the
previous Chapter. As in the previous Chapters, we focus on the density-density correlations
by using again step-like discontinuities. In particular, we find an interesting checkerboard
pattern inside the horizon which agrees well with the numerical simulations.
We end with a summary of the main results of this thesis.
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2 Black holes and white holes
Black holes are the most fascinating predictions of Einstein’s theory of General Relativity
[9, 10]. They are objects produced in the gravitational collapse of stars massive enough that
the gravitational force cannot be counterbalanced by other forces and the implosion continues
until extreme situations. Since gravity affects the spacetime geometry, the gravitational field
produced becomes so strong as to substantially modify the ordinary casual structure of
spacetime, and a region forms where even light is trapped and no particle can escape to
infinity. White holes, on the contrary, are regions where particles are forced to move outwards.
Since black holes and white holes are related by a t → −t symmetry, astrophysical white
holes are forbidden, since a temporal formation is required.
We shall introduce the basic formalism of Quantum Field Theory in curved spacetimes,
in which matter fields are quantized in a classical curved background. In this context, S.W.
Hawking derived in 1974 his famous result that black holes are not “black”, but they emit
thermal radiation at temperature
TH = ~κ/(2πkB),
where κ is the horizon’s surface gravity (for Schwarzschild, κ = c4/(4GM)). Unfortunately,
the astrophysical relevance of Hawking radiation is negligible: solar mass black holes radiate
at a temperature of the order of 10−7 K, much below the Cosmic Microwave Background
(∼ 2,73K). There is no hope to identify such a tiny signal in the sky. Nevertheless there is
no doubt that Hawking’s result remains a milestone in the quest of a theory unifying gravity
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and quantum mechanics (quantum gravity).
The summary of this Chapter is the following. In Sec.2.1 we study black holes and white
holes in General Relativity. In Sec.2.2 we introduce the basic formalism of Quantum Field
Theory in curved spacetimes. The application of such a formalism to black holes is explained
in Sec.2.3, where the main features of Hawking radiation are discussed.
2.1. Classical black holes and white holes
By Birkhoff’s theorem [9, 11], the unique static spherically symmetric solution of Ein-
stein’s equations1
Gµν = 8πTµν , (2.1)
in the vacuum (Tµν = 0) is the Schwarzschild black hole:
ds2 = −
(
1− 2M
r
)
dt2 +
dr2(
1− 2M
r
) + r2dΩ2, (2.2)
where M is its mass. It is easily seen that the metric components in (t, r) coordinates are
singular at r = 2M , where gtt = 0, whereas for r < 2M the components grr and gtt change
sign. This is interpreted that in this region r becomes a temporal coordinate and t a spatial
one. The construction of a coordinate system which is regular at r = 2M helped to clarify
that this surface is not singular, as the evaluation of the curvature invariant
RµνρσR
µνρσ =
48M2
r6
(2.3)
indicates, and that the singularity in (2.2) arises because that coordinate system is ill-defined
for r = 2M . The point r = 0, on the other hand, is a true singularity (RµνρσR
µνρσ → ∞)
and cannot be removed by a change of coordinate system. In Fig.2.1(a), which illustrates the
spacetime of a BH, we can see how light cones are bent once crossing the horizon (r = 2M)
in such a way that even light is unable to escape and is forced to move towards the internal
singularity (r = 0). An illustrative picture of white holes, from whose interior everything
moves outwards, is given in Fig.2.1(b).
In Appendix A.1 we explain the usual coordinates used in GR to regularize the met-
1Throughout this work we shall follow the conventions for the metric and the curvature used in [9]. The
metric signature is (−+++) and the definition of the curvature tensors are: Rµναβ = ∂αΓµνβ− ..., Rµν = Rαµαν .
We use the geometrized units G = 1 = c. However, to emphasize the quantum aspects we maintain explicitly
the Planck’s constant (~) in the formulae.
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Figura 2.1: Left panel: light cones in a black hole spacetime. Right panel: spacetime of a white hole.
ric (2.2) at r = 2M , the Kruskal coordinates, and the maximal analytic extension of the
Schwarzschild solution which contains both a black hole and a white hole.
Here we shall introduce the so called Painleve´-Gullstrand coordinates [12, 13, 14, 15], the
reference system relevant in analogue gravity applications, and outline its main features.
We write the Schwarzschild metric (2.2) in the ingoing (+) and outgoing (−) Painleve´-
Gullstrand coordinates:
ds2 = −dt2 +
(
dr ±
√
2M
r
dt
)2
+ r2dΩ2, (2.4)
or equivalently
ds2 = −
(
1− 2M
r
)
dt2 ±
√
2M
r
drdt+ dr2 + r2dΩ2. (2.5)
Several aspects of this metric should be noticed:
The Painleve´-Gullstrand coordinates are related to the more usual Schwarzschild co-
ordinates by
tPG = ts ±
[
4M tanh−1
(√
2M
r
− 3
√
2Mr
)]
, (2.6)
or equivalently
dtPG = dts ±
√
2M/r
1− 2M/rdr. (2.7)
Unlike the Schwarzchild metric (2.2), the Painleve´ metric is regular on the horizon
r = 2M .
Note that the constant time slices are completely flat. All the spacetime curvature
of the Schwarzschild geometry has been pushed into the time-time and time-space
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components of the metric. In other words the space is flat, although the spacetime is
curved.
The cross term drdt was not present in the Schwarzschild metric, which was invariant
under the change t→ −t. In that sense the Painleve´ metric treats differently the past
from the future, while the Schwarzschild metric is symmetric in t.
Notice the sign (±) in front of the cross term. Mathematically, either sign gives a
solution to the Einstein equation. The (+) sign covers the black hole horizon and the
BH singularity (regions I and II in Fig.A.1), while the (−) sing covers the white hole
horizon and the WH singularity (regions I and III in Fig.A.1). The WH is therefore a
sort of time reversal of the BH. This is also shown in Appendix A.1 by using different
coordinates.
In the derivation of the Hawking effect from black holes in this Chapter, we take the
sign (+) in (2.5) and use the advanced (v, r) Eddington-Finkestelein coordinates [16], where
v = t+ r∗ and r∗ ≡ r + 2M ln |r−2M |
2M
is the tortoise coordinate. In these coordinates the BH
metric is very similar to (2.5)
ds2 = −
(
1− 2M
r
)
dv2 + 2dvdr + r2dΩ2, (2.8)
with the simplification that the line element of the cross term gvr is now constant, unlike
in (2.5) 2. The relation between the Eddington-Finkestein coordinates and the Shwarzschild
ones is the following:
dv = dt+
dr
1− 2M
r
, (2.10)
du = dt+
dr
1− 2M
r
. (2.11)
We shall use the metric (2.8) to derive the Hawking effect.
2Similarly, if we want to study WHs, we can use the retarded (u, r) Eddington-Finkestelein coordinates,
in which the metric reads
ds2 = −
(
1− 2M
r
)
du2 − 2dudr + r2dΩ2. (2.9)
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2.2. Basics of QFT in curved spacetimes
Since Hawking’s discovery of particles emission by BHs [1, 2] was obtained within the
framework of QFT in curved spacetimes, we shall briefly review its main features. For further
details see, for instance, [17, 11, 18].
The general idea of QFT in curved spacetimes is to treat gravity classically according
to GR, while matter fields are quantized. This semiclassical approach is justified when the
scales of the problem under consideration (lenght, time, mass, curvature) are far from the
corresponding Planck values (lP =
√
G~/c3 ∼ 10−33cm, tP =
√
G~/c5 ∼ 10−44s, MP =√
~c/G ∼ 1019GeV , RP ∼ 1/l2P ). We shall start with the standard quantization in flat
spacetime.
2.2.1. Canonical quantization in Minkowski spacetime
For a complete description of QFT in flat spacetime see [19, 20]. The canonical quantiza-
tion of fields in curved spacetimes shares many features with the quantization in Minkowski
spacetime. Therefore we shall begin with the simplest case of a minimally coupled massless
scalar field f in flat spacetime, whose action is given by
S = − 1
8π
∫
d4x∂µf∂
µf. (2.12)
The corresponding equation of motion is the Klein-Gordon equation
∂µ∂
µf = 0, (2.13)
and upon quantization the field fˆ can be expanded in the set of solutions ui(t, ~x) to (2.13)
as follows
fˆ(t, ~x) =
∑
i
[
aˆiui(t, ~x) + aˆ
†
iu
∗
i (t, ~x)
]
. (2.14)
In flat spacetime, Poincare´ symmetry allows us to unambiguously classify the ui(t, ~x) modes
as positive frequency modes with respect to a global inertial time
∂tui(t, ~x) = −iωui(t, ~x), ω > 0 (2.15)
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which form a complete orthonormal set with respect to the time-independent Klein-Gordon
product
(f1, f2) = −i
∫
d3x(f1∂tf
∗
2 − f ∗2∂tf1). (2.16)
From the usual equal time commutation rules, it follows that ladder operators satisfy the
standard commutation rules
[aˆi, aˆ
†
j ] = (ui, uj)~ = δij~, [aˆi, aˆj] = 0 = [aˆ
†
i , aˆ
†
j ] (2.17)
and the Fock space is constructed by acting with the creation operators aˆ†i on the vacuum
state |0〉 defined as the state annihilated by all annihilation operators aˆi
aˆi|0〉 = 0, ∀i. (2.18)
Let us now follow the same steps for the quantization in curved spacetimes.
2.2.2. Canonical quantization in curved spacetimes
To extend the formalism introduced to curved spacetimes, we start by writing the co-
variant Klein-Gordon equation (2.13)
∇µ∇µf ≡ f = 0. (2.19)
The field can be expanded in the modes ui(t, ~x)
fˆ(t, ~x) =
∑
i
[
aˆiui(t, ~x) + aˆ
†
iu
∗
i (t, ~x)
]
, (2.20)
which form a complete orthonormal set with respect to the generalized time-independent
Klein-Gordon product
(f1, f2) = −i
∫
dΣµ(f1∇µf ∗2 − f ∗2∇µf1), (2.21)
where Σ is a Cauchy surface and dΣµ = dΣnµ, with dΣ the volume element in Σ and nµ a
future directed unit vector orthogonal to Σ. Unlike in flat spacetime, in general there is not
a unique definition of positive and negative frequency solutions and, consequently, a unique
notion of vacuum state. This is the main difference between QFT in Minkowski space and
quantization in curved spacetimes. However, if the metric is stationary, it admits a timelike
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Killing vector field ξα (δξαgµν = 0) which can be used to define a natural solution of positive
frequency modes
ξα∇αui = −iωiui, ωi > 0. (2.22)
To see explicitly how to relate observables in two different expansions of fˆ let us consider
the choice of modes u¯i (different from ui, in (2.20)) and the corresponding expansion of the
field
fˆ(x) = Σi[ˆ¯aiu¯i(t, ~x) + ˆ¯a
†
i u¯
∗
i (t, ~x)], (2.23)
which defines a new vacuum state |0¯〉
ˆ¯ai|0¯〉 = 0, ∀i. (2.24)
Since both ui and u¯i are complete sets, we can explicitly write their relation
u¯i = Σi(αjiui + βjiu
∗
i ), (2.25)
ui = Σj(α
∗
jiu¯j − βjiu¯∗j), (2.26)
where αij and βij are called Bogoliubov coefficients, first introduced in QFT in curved space-
times in [21]. The relations above and the orthonormality conditions of the modes allow us
to write these coefficients as
αij = (u¯i, uj), βij = −(u¯i, u∗j). (2.27)
The relation between the ‘in’ and ‘out’ ladder operators
aˆi = Σj(αjiˆ¯aj + β
∗
ji
ˆ¯a†j), (2.28)
ˆ¯aj = Σi(α
∗
jiaˆi − β∗jiaˆ†i ), (2.29)
clearly shows that the two vacuum states associated to ui and u¯i are different if βji 6= 0. In
fact, the expression for the expectation value of the number operator Ni = a
†
iai in the |0¯〉
vacuum
〈0¯|Ni|0¯〉 = Σj |βji|2 (2.30)
means that the vacuum associated to the u¯i modes corresponds to a state of Σj |βji|2 particles
in the Fock space related to the ui modes.
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2.3. Hawking radiation
The application of the formalism described in the previous Section to the gravitational
collapse of a start forming a black hole leads to the famous Hawking effect [1, 2]. In order to
see explicitly how thermal radiation from black holes emerges, we shall consider the simplest
geometry for a gravitational collapse: the formation of a Schwarzschild black hole from
Minkowski space by the collapse of a null shell. We can avoid the problem of considering more
realistic scenarios because the main result does not depend on the details of the formation
of the BH (see for instance [22]).
Although we focus in this Section on the formal derivation of the Hawking effect, let
us first briefly explain its naive picture, that will be used throughout this thesis. The basic
process underlying Hawking emission can be understood in terms of pair creation out of
the vacuum in the near horizon region, see Fig.2.2(a). An outgoing pair of a positive energy
particle (Hawking quanta) and a negative energy one (its partner) is produced. As time
goes on they separate from each other more and more. The outgoing positive energy quanta
propagating in the external region are detected, at infinity, as thermal Hawking radiation.
The negative ones energy propagate inside the horizon and are responsible for the mass loss
of the black hole.
Since a WH is a sort of time reversal of a BH, the situation is that drawn in Fig.2.2(b),
where both positive and negative energy particles approach the horizon in the future. Parti-
cles production by WHs was studied by Wald [4], who showed that the expectation value of
the stress energy tensor is singular on the white hole horizon, inducing an instability. This
blueshifted instability had been suggested in [23] by using a purely classical analysis.
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Figura 2.2: Left(right) panel: Hawking quanta and partner in a black(white) hole spacetime
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2.3.1. The simplest gravitational collapse: the Vaidya spacetime
Let us study the propagation of a massless minimally coupled field satisfying the Klein-
Gordon equation (2.19). The dynamics of the field is indeed influenced by the evolving
geometry, since the equation of motion depends on the metric. We take the simplest solution
to Einstein’s equations describing the formation of a BH. This is given by the Vaidya line
element
ds2 = −
(
1− 2M(v)
r
)
dv2 + 2dvdr + r2dΩ2, (2.31)
with the choice
M(v) = MΘ(v − v0). (2.32)
The metric is that of Minkwoski for advanced time v < v0 and Schwarzschild for v > v0. The
causal diagram of the spacetime (called Penrose diagram; for details on how to construct it
see [22]) of this process is shown in Fig. 2.3.
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Schwarzschild
H+
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H
Figura 2.3: A Schwarzschild black hole produced by a shock wave at v = v0
2.3.2. Quantization of a massless scalar field
Let us study a massless scalar field f satisfying the Klein-Gordon equation
f = 0 (2.33)
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in the geometry (2.31). Since the geometry is spherically symmetric we can expand f in the
spherical armonics Ylm
f(xµ) = Σl,m
fl(t, r)
r
Ylm(θ, ϕ). (2.34)
The fl(t, r) in the ‘in’ Minkowski region (v ≤ v0) satisfy the equation(
−∂2T + ∂2r −
l(l + 1)
r2
)
fl(t, r) = 0 (2.35)
while in the ‘out’ Schwarzschild region (v ≥ v0) they fulfill
(−∂2t + ∂2r∗ − Vl(r)) fl(t, r) = 0, (2.36)
where the potential is given by
Vl(r) =
(
1− 2M
r
)[
l(l + 1)
r2
+
2M
r3
]
. (2.37)
Since Vl(r) vanishes at infinity and at the horizon, where the most important physics takes
place, we consider the approximation of neglecting it everywhere. This approximation is
better justified for the ‘s-wave’ component (l = 0), since it is the one less affected by
the potential (Hawking radiation is 90% in s-wave). These simplifications, along with the
assumption of harmonic time dependence fl(t, r) = e
−iωtfl(r), allow us to write (2.35) and
(2.36) as
(−∂2T + ∂2r) f(t, r) = 0, v ≤ v0, (2.38)(−∂2t + ∂2r∗) f(t, r) = 0, v ≥ v0. (2.39)
Introducing null coordinates the metric turns into (uin = T − rin, uout = t− r∗out)
ds2 = −duindv + r2indΩ2, v ≤ v0, (2.40)
ds2 = −
(
1− 2M
rout
)
duoutdv + r
2
outdΩ
2, v ≥ v0. (2.41)
Since the equations of motion take the form
∂uin∂vf(uin, v) = 0, v ≤ v0, (2.42)
∂uout∂vf(uout, v) = 0, v ≥ v0, (2.43)
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the solutions are generically ingoing (e−iωv) and outgoing (e−iωuout in the Schwarzschild region
or e−iωuin in the Minkowski region) waves.
2.3.3. Bogolubov coefficients and main features of the emitted flux
Our next step is to evaluate the Bogolubov coefficients relating the ‘in’ and ‘out’ basis
solution. For our purposes, the most important coefficients to be obtained are3
βωω′ = −(uoutω , uin∗ω′ ) = i
∫
I−
dvr2dΩ(uoutω ∂vu
in
ω
′ − uin
ω
′∂vu
out
ω ). (2.44)
Since we are evaluating the scalar product at I−, we need to know the behavior of the modes
uoutω at this surface. In order to do this we must first impose the continuity of the metric
along the null ray v = v0
rin(v0, uin) = rout(vo, uout), (2.45)
where
rin(v0, uin) =
v0 − uin
2
(2.46)
and
rout(v0, uout) + 2Mln
(
rout(v0, uout)
2
− 1
)
=
v0 − uout
2
. (2.47)
This gives
uout = uin − 4Mln |v0 − 4M − uin|
4M
. (2.48)
Furthermore, the regularity condition f(r = 0) = 0 in the Minkowski region implies that
uout(v) = uout(uin → v). At late times uout →∞ the behavior of the out modes on I− is
uoutω ≈
e−iω(vH−4Mln
vH−v
4M )
r
Θ(vH − v), (2.49)
where vH = v0 − 4M is the location of the null ray that will form the horizon. By inserting
the expression above into (2.44) one obtains, after a tedious calculation, that the expectation
value of the number of particles of a given frequency emitted at I+
〈in | Noutω | in〉 =
∫ ∞
0
dω
′|βωω′ |2 =
1
e8πMω − 1 (2.50)
3For mathematical and physical convenience we choose I− as the Cauchy surface for the scalar product.
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has a Planckian spectrum, corresponding to that of a black body at the Hawking temperature
TH =
~
8πkBM
, (2.51)
where kB is the Boltmann constant. This is the celebrated Hawking result [1, 2]. Putting
the corresponding numbers in the expression above one finds that TH ≈ 10−7Msun/M K.
For black holes created from gravitational collapse this is indeed a small effect, being TH
much smaller than the CMB [24] temperature (TCMB ∼ 2,73K). Hawking’s result gave
physical meaning to Bekenstein’s ideas [25] that black holes posses an entropy proportional
to the area of the event horizon (SH = AH/(4G~)) and to the analogy between the laws of
thermodynamics and the laws of black hole mechanics [26] (known as the laws of black hole
thermodynamics).
It is possible to show [27, 28] that the distribution of the particles emitted not only
posseses a Planckian spectrum, but is described by a completely uncorrelated thermal state.
To verify that Hawking radiation is indeed thermal we must compute the probability of
emitting particles with different frequencies. The fact that the expectation value for the
product of two different number operators factorizes in the product of expectation values
〈in | Noutω Noutω′ | in〉 = 〈in | Noutω | in〉〈in | Noutω′ | in〉 (2.52)
shows the absence of correlation between quanta with different frequencies, as it is typical
of thermal radiation. Therefore, the quantum state of the late-time radiation at infinity is
exactly described by a thermal density matrix with temperature TH = ~/(8πkBM)
ρthermal =
∏
ω
(1− e−~ω/kBTH )
∞∑
N=0
e−N~ω/kBTH |Noutω 〉〈Noutω |. (2.53)
This means that the expectation value in the |in〉 state of an operator O defined on the
future null infinity I+ is given by
〈in|O|in〉 = TrρthermalO. (2.54)
It might seem surprising that the |in〉 vacuum, which is a pure vacuum state, corresponds
to a mixed thermal state as seen by an external asymptotic observer. The problem arises
because future null infinity I+ is not a complete Cauchy surface, and we have to consider
the black hole event horizon H+ as well. Since we have ignored this sector we have lost the
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possible correlations with quanta entering the BH, which, when properly taken into account,
restore the purity description of the |in〉 state. We shall discuss this question in detail in the
next Section, since this idea will be the basis of our study of correlations in Bose-Einstein
condensates developed in Chapters 5, 6 and 7.
2.3.4. Correlations
As mentioned in the previous Section, a complete Cauchy surface for the spacetime shown
in Fig.2.3 is I+
⋃
H+. We must take into account also the modes entering the horizon to
have a description that restores the purity of the |in〉 state. Since the modes reaching I+
are originated by ingoing waves restricted to the part v < vH of I
−, at future null infinity
we will not see the correlations between points of I− located before and after vH . Indeed,
the |in〉 vacuum can be written as a combination of tensor products of states at I+ with Nω
particles, called |Noutω 〉, and states which fall into the horizon, |N inω 〉
|in〉 =
∏
ω
√
1− e−8πMω
+∞∑
N=0
e−4πNMω|Noutω 〉 ⊗ |N intω 〉. (2.55)
We have thus an independent emission in frequencies of entangled quantum states represent-
ing outgoing and incoming radiation. An operator defined on I+ will only see the |Noutω 〉 states
and therefore its expectation value in the |in〉 vacuum (2.54) is computed tracing out the
|N intω 〉 states. Therefore, the thermal character of Hawking radiation is a mere consequence
of the inaccessibility of the inner region for an asymptotic observer.
Obviously, correlations measurements as a test of Hawking radiation are not realizable,
since the information hidden beyond the horizon is invisible for the asymptotic future observ-
er. However, following analogue gravity ideas explained in Chapter 3, one can study certain
fluid configurations which mimic the essential features of a black hole (and a white hole). In
that case we can measure correlations within both the outer and inner part of the acoustic
horizon, since both are equally reachable. This is the central argument of this thesis, further
developed in Chapters 5, 6 and 7.
2.3.5. The “transplanckian problem”
As shown in Sec.2.3.3, at late times (uout →∞(v → vH))
uout(uin) = −4MlnvH − uin
4M
, (2.56)
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which implies that the effective frequency ω of the wave arriving at I+, measured by an
inertial observer at I+, is largely diminished according to
ω ∼ ω′e−uout/4M . (2.57)
Because of this exponential redshift suffered by particles modes constituting Hawking radia-
tion in their journey from H+ to I+, only very high energy modes (whose frequency is much
larger than the Planck one) created near the horizon manage to reach the asymptotic region
[3, 29, 30]. Within QFT in fixed backgrounds we cannot consistently treat this frequencies
regime (we would need a quantum gravity theory). This is the so called “transplanckian
problem”, the most serious potential weak point in the derivation of Hawking’s result. Sev-
eral works seem to indicate the robustness of Hawking’s results [31, 32, 33, 34, 35]. Also the
results of string theory seem to agree with the previous ones, at least for some particular
near-extremal charged BHs [36, 37, 38]. We shall come back to this topic in Chapter 3, when
analogue models [5] will be described, since they offer a rather natural scenario in which the
“transplanckian problem” can be studied.
Finally, we shall briefly consider the role of transplanckian physics in white holes. As
we can see in Fig.2.2(b), ingoing physical trajectories pile up along the horizon which is
an infinite blueshift null surface. This causes WHs to be unstable and therefore of limited
interest in gravity as compared to BHs. However, they are indeed of interest in analogue
modes, as extensively described in Chapter 7.
2.4. Summary
In this Chapter we have seen the black hole and white hole descriptions in GR and we
have introduced the Painleve´-Gullstrand metric, which is of relevance in the gravitational
analogy. We have also described the main features of QFT in curved spacetimes and derived
the Hawking effect in a very simple setting. The issues of correlations and the “transplanckian
problem” have been highlighted, as they will play a crucial role in this thesis.
3 Analogue Gravity
Analogue gravity is based on the analogy between the propagation of sound in fluids
under certain conditions and of a scalar field in a curved geometry (the acoustic metric).
In a seminal work [5], Unruh used this analogy to predict that a thermal flux of phonons
is produced when a fluid becomes supersonic and an acoustic black hole forms, in complete
analogy with Hawking radiation from gravitational black holes.
In this Chapter we will introduce the analogue gravity ideas, in particular how the concept
of acoustic geometry emerges from the hydrodynamical equations and we will consider in
particular the acoustic black holes. The problem of arbitrarily high frequencies in Hawking’s
derivation (transplanckian problem) is present also in the analogue systems, in the regime
where the concept of an effective acoustic metric is no longer valid. The great advantage
with respect to gravity is that in many cases the microscopic theory of the systems under
consideration is known and this allows to address explicitly the transplanckian problem. This
was analyzed by Jacobson [3, 29, 30, 34], who used modified dispersion relations for high
frequency modes, by Unruh [35] and also in [31, 32, 39, 33].
There are many systems proposed as analogue black holes. We refer to the review [6] or
[40] for a complete list on them. Several classical systems have been investigated as analogue
systems: slow light in moving media [41, 42], surface waves in water tanks [43, 44, 45],
dielectric media [46], ions in rings [47, 48] or optical fiber [49, 50, 51]. Regarding quantum
fluids we can consider superfluid Helium [52, 53, 54], degenerate Fermi gases [55] and Bose-
Einstein condensates (BECs) [56, 57]. Very recently, detection of Hawking radiation from
ultra short laser pulse filaments was reported in [58], while a first evidence of an acoustic BH
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in BECs was given in [59]. We shall use BECs as analogue systems throughout this thesis
because they appear to be quite attractive from both the theoretical and experimental point
of view, as it will be further explained in the next Chapter in Sec.4.7.
Although we shall focus on acoustic black holes, a parallel work on cosmological analogue
models is being developed, especially concerning analogue models for FRW geometries [60,
61]. Inflation [62, 63] and the cosmological constant [64, 65] have also been studied within
analogue gravity.
In this Chapter we shall proceed as follows. We shall derive in Sec.3.1 the hydrodynamical
equations for sound perturbations in a barotropic an inviscid fluid with an irrotational flow.
We shall see in Sec.3.2 how the equation obtained for such a fluid is identical to the one for
a massless scalar field in a curved (3 + 1) Lorentzian spacetime.
3.1. Fluid dynamics
The basic equations of fluid dynamics [66, 67, 68, 69] are the continuity equation
∂tρ+∇ · (ρv) = 0 (3.1)
and Euler’s equation
ρ
dv
dt
≡ ρ[∂tv + (v · ∇)v] = f, (3.2)
where v is the velocity of the fluid, ρ its density and f is the total force. By assuming the
fluid to be inviscid (zero viscosity) and the pressure as the only force present (f = −∇p)
the Euler equation can be rewritten as
∂tv = v × (∇× v)− 1
ρ
∇p−∇
(
1
2
v2
)
. (3.3)
The next assumption will be the vorticity free of the flow, namely the flow must be locally
irrotational in order to have
v = −∇φ, (3.4)
where φ is the velocity potential. Furthermore, we assume the fluid to be barotropic, which
means that ρ is a function of p only. Under these assumptions we can define
h(p) =
∫ p
0
dp
′
ρ(p′)
(3.5)
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so that ∇h = (1/ρ)∇p, where h(p) is the specific enthalpy, a function of p only. Therefore
Eq. (3.2) reduces to
−∂tφ+ h+ 1
2
(∇φ)2 = 0, (3.6)
which is a version of Bernoulli’s equation. We proceed now to linearize these equations of
motion around some background configuration (ρ0, p0, φ0):
ρ = ρ0 + ǫρ1 +O(ǫ
2), (3.7)
p = p0 + ǫp1 +O(ǫ
2), (3.8)
φ = φ0 + ǫφ1 +O(ǫ
2). (3.9)
Linearizing Eq. (3.1) we get the following equations
∂tρ0 +∇ · (ρ0v0) = 0, (3.10)
∂tρ1 +∇ · (ρ1v0 + ρ0v1) = 0, (3.11)
while linearizing Eq. (3.2) we obtain
−∂tφ0 + h0 + 1
2
(∇φ0)2, (3.12)
−∂tφ1 + p1
ρ0
− v0 · ∇φ1 = 0. (3.13)
By combining the four last equations, along with the barotropic condition, we finally obtain
the following wave equation:
−∂t
(
∂ρ
∂p
ρ0(∂tφ1 + v0 · ∇φ1)
)
+∇ ·
(
ρ0∇φ1 − ∂ρ
∂p
ρ0v0(∂tφ1 + v0 · ∇φ1)
)
= 0. (3.14)
This wave equation describes the propagation of the linearized scalar potential φ1. Let us
just manipulate the equation above to put it in a form more appropriate for our purposes.
Being the local speed of sound
c−2 ≡ ∂ρ
∂p
, (3.15)
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we can construct the symmetric 4× 4 matrix
fµν(t, x) ≡ ρ0
c2


−1 ... −vj0
. . . . . . . . . .
−vi0
... (c2δij − vi0vj0)

 , (3.16)
where Greek indices run from 0 − 3 while Roman ones do from 1 − 3. Considering the
(3 + 1)-dimensional space-time coordinates xµ ≡ (t; xi) the Eq. (3.14) can be rewritten as
∂µ(f
µν∂νφ1) = 0. (3.17)
We shall show in the next Section the connection between the equation above for the sound
perturbations and the equation of motion of a massless scalar field in a (3 + 1) Lorentzian
geometry.
3.2. Effective acoustic metric
In any Lorentzian manifold the curved space scalar d’Alembertian can be written as
φ1 =
1√−g∂µ(
√−ggµν∂νφ1), (3.18)
where gµν is the inverse metric and g ≡ det(gµν). One can rewrite (3.17) in the form of the
equation above provided that one identifies
√−ggµν = fµν , (3.19)
which means that
gµν(t, x) ≡ 1
ρ0c


−1 ... −vj0
. . . . . . . . . .
−vi0
... (c2δij − vi0vj0)

 . (3.20)
By properly manipulating the expression above one can finally get the acoustic metric
gµν(t, x) ≡ ρ0
c


−(c2 − v20)
... −vj0
. . . . . . . . . .
−vi0
... δij

 . (3.21)
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It means that the equation of motion for the fluctuation of the velocity potential in a fluid
is identical to the equation of a massless scalar field in a (3+ 1) (Lorentzian) geometry. The
propagation of sound is therefore governed by the acoustic metric (3.21). Notice that in order
for this analogy to hold the fluid must be barotropic and inviscid, whereas the flow must be
irrotational. Let us stress that, even though fluid dynamics is Newtonian, non relativistic and
takes place in a flat spacetime, the sound waves are governed by a curved (3+1)-dimensional
Lorentzian spacetime geometry.
Let us make some general comments before studying in detail the acoustic black holes.
Notice that the signature of the metric is (−,+,+,+) as it is the case for (3 + 1)
Lorentzian manifolds.
Note that the physical spacetime metric is the usual flat Minkowski spacetime met-
ric ηµν ≡ diag(−c2light, 1, 1, 1), where clight is the speed of light in vacuum. The fluid
particles couple only to the physical metric ηµν . The fluid motion is completely non-
relativistic and the underlying fluid mechanics can thus be treated as Galilean.
In contrast, acoustic perturbations couple only to the effective acoustic metric gµν .
Let us remark that the features of GR that one captures in an analogue model are
the kinematic ones, that have to do with how the fields move in a curved spacetime.
Therefore the fluid analogy cannot tell us anything about dynamics.
We shall see in the next Section how we can find a flow configuration in which the acoustic
metric mimics the properties of a BH (and a WH).
3.3. Acoustic black holes
The basic idea underlying acoustic black holes is the following. A moving fluid will drag
sound waves along with it. If the speed of the fluid becomes supersonic, then in the supersonic
region sound waves are not able to go upstream [5]. We recall that the effective acoustic
geometry for the sound waves is the following
ds2 = −(c2s − ~v2)dt2 − 2~vdtd~x+ d~x2, (3.22)
which becomes of black hole type when |~v| > cs (the region |~v| = cs is the acoustic horizon)
in parallel with the analogue features of the Schwarzschild solution in Painleve´-Gullstrand
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coordinates seen in the previous Chapter. We have therefore a “dumb” hole, a region from
which sound cannot escape. An acoustic white hole, instead, is described by the metric (3.22)
with ~v → −~v.
Experimental aspects. Hawking effect in astrophysical BHs cannot be detected because
their temperature of emission is far below the CMB temperature. Several analogue systems,
like superfluid Helium or BECs might avoid this problem, since their intrinsic temperature
is extremely low. A first experimental evidence of a BH realization in BECs has been given
in [59], while in a very recent paper detection of Hawking radiation from ultra short laser
pulse filaments [58] was reported. There are several experiments of analogue spacetimes in
optical fibers [50] and water surfaces [43, 45].
3.4. Summary
We have presented in this Chapter the basic ideas of analogue gravity: the equation of
motion of sound waves in a barotropic and inviscid fluid with an irrotational flow is identical
of that for a massless scalar field in a (3 + 1) Lorentzian geometry described by an effective
acoustic metric. An acoustic horizon appears wherever there is a surface through which a
fluid flows at the speed of sound, the flow being supersonic on one side and subsonic on the
other. The gravitational analogy opens new perspectives of detection of Hawking radiation,
an outstanding prediction of QFT in curved spacetimes which has not been tested yet.
4 Bose-Einstein condensates
We devote this Chapter to Bose-Einstein condensates, since they are the systems we shall
consider throughout this thesis to study analogue gravity ideas. As already commented in
the previous Chapter, there is a wide variety of analogue systems available. The reasons why
we choose BECs are outlined in Sec.4.7. An interesting recent thesis [70] focuses also on
analogue gravity in BECs.
Bose-Einstein condensation is characterized by a macroscopic occupation of a single quan-
tum state, the ground state of the system. To achieve such a quantum degeneracy very low
temperatures are required, where particles are no longer distinguishable. In that sense it is
similar to a laser, where you cannot distinguish one phonon from the other. These particles
condensed in the ground state of the system must be bosons, since fermions obey the Pauli
exclusion principle. Bose-Einstein condensation, predicted in 1924, was taken as a theoretical
curiosity, since temperatures required were far beyond the experimental techniques.
The advances of laser cooling and magnetic trapping made researchers reconsider the idea
of Bose-Einstein condensation. They were first observed in 1995 in a series of experiments on
vapors of rubidium [71] (see Fig.4.1) and sodium [72], in which the atoms were confined in
magnetic traps and cooled down to extremely low temperatures, of the order of fractions of
µK. In the same years the first evidences of the occurrence of BEC in vapors of lithium were
also reported in [73]. For the reader interested on the experimental details of Bose-Einstein
condensation we refer to [74, 75, 76].
In Sec.4.1 we outline the first basic ideas introduced by Bose [77] and Einstein [78] on
an ideal Bose-Einstein condensate. The basic equations for a BEC (the Gross-Pitaevskii and
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the Bogolubov-de Gennes equations) for a dilute gas are given in Sec.4.2. We shall develop
in Sec.4.3 how analogue gravity ideas are realized in BECs, where an acoustic metric can
indeed be defined. In Sec.4.4 we carefully analyze the dispersion relation in a BEC, since it
will be very important in the following. The realization of acoustic BHs and WHs in the case
of both the usual relativistic dispersion relation and the “superluminal”1 one are discussed in
Sec.4.5. We focus on Sec.4.6 on the idea of measuring the Hawking effect trough correlations
measurements [7, 79]. Finally, once BECs are described, we analyze the main reasons why
we choose BECs as analogue systems in Sec.4.7.
Figura 4.1: Images of the velocity distribution of rubidium atoms in the experiment by Anderson et al [71],
taken by means of the expansion method. The left frame corresponds to a gas at a temperature just above
condensation; the center frame, just after the appearance of the condensate; the right frame, after further
evaporation leaves a sample of nearly pure condensate. The color corresponds to the number of atoms at
each velocity, with red being the fewest and white being the most. This picture has been taken from [80].
4.1. Introduction on BECs
The very first ideas of Bose-Einstein condensation were introduced by Bose, in the context
of photons. Since he found it very hard to publish his ideas, Bose wrote to Einstein, already a
very prestigious researcher at that time. Einstein not only liked Bose ideas, but he extended
the treatment to massive particles. What Einstein realized is that N bosonic particles in a
1Notice that the we should say supersonic instead of superluminal, since in fluids we deal with the sound
velocity. However we keep the name superluminal in relation to the gravitational BH case and in order to
avoid confusions with the word supersonic, which will be used throughout this thesis to refer to a region of
the fluid where the flow velocity is larger than the sound velocity.
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cubic box of volume L3 would suffer a phase transition at a temperature
Tc ≃ 3,31~
2ρ2/3
mkB
, (4.1)
where m is the mass of the bosons, ρ the particle density and kB Boltzmann constant. Below
that temperature all the bosons would fall into the lowest quantum level accessible, creating
the so called “Bose-Einstein” condensate (see Fig.4.2). The number of particles in the ground
state (N0) is finite for T < Tc, while it tends to zero for T > Tc:
T > Tc :
N0
N
→ 0, (4.2)
T < Tc :
N0
N
→ 1−
(
T
Tc
)3/2
. (4.3)
Notice how the number N0 of particles in the condensate is of the order of N , that is
macroscopic. This macroscopic population of a single quantum state is indeed the key feature
of a Bose-Einstein condensate. The main problem in achieving a Bose-Einstein condensation
is that at the densities and temperatures required by (4.1) almost all materials are in the
solid state. The solution is to bring the system to extremely low densities and to cool it
rapidly enough so that it has no time to solidify. To put some numbers, typically one has
ρ < 1015atoms/cm3, (4.4)
T < 1µK. (4.5)
These were the very basic ideas on Bose-Einstein condensation. Before its experimental
achievement 70’s years later [71] the theory had already been highly developed, as shown in
the next Section.
Figura 4.2: Critical temperature Tc in the process of Bose-Einstein condensation.
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4.2. Basic equations
We explain in this Section the basic equations describing a Bose-Einstein condensate.
For a deeper study see, for instance, [81, 82, 83, 84].
The many-body Hamiltonian describing N interacting bosons confined by an external
potential Vext is given, in second quantization, by
Hˆ =
∫
dxΨˆ†(t, ~x)
[
− ~
2
2m
∇2 + Vext(t, ~x)
]
Ψˆ(t, ~x)+
1
2
∫
drdr
′
Ψˆ†(t, ~x)Ψˆ†(t, ~x
′
)V (x−x′)Ψˆ(t, ~x′)Ψˆ(t, ~x),
(4.6)
where m is the atomic mass, Vext is the external trapping potential used to cool down the
atoms and V (x−x′) is the two-body interatomic potential. Ψˆ(t, ~x) and Ψˆ†(t, ~x) are the boson
field operators that annihilate and create a particle at the position ~x, respectively, satisfying
the standard commutation rules
[Ψˆ(t, ~x), Ψˆ†(t, ~x′)] = δ3(~x− ~x′). (4.7)
We can write the time evolution for Ψ(t, ~x) using the Heisenberg representation with the
many-body Hamiltonian (4.6):
i~∂tΨˆ(t, ~x) = [Ψˆ(t, ~x), Hˆ] =
[
− ~
2
2m
∇2 + Vext(t, ~x) +
∫
dr
′
Ψˆ†(t, ~x
′
)V (x− x′)Ψˆ(t, ~x′)
]
Ψˆ(t, ~x).
(4.8)
The ground state of the system, as well as its thermodynamic properties, can be directly
calculated starting from the Hamiltonian (4.6). However, for simplicity we shall work within
the mean-field approach, first formulated by Bogoliubov [85]. It consists of separating the
bosonic field operator Ψˆ(t, ~x) into a classical condensate contribution Ψ0(t, ~x) plus excitations
δΦˆ(t, ~x):
Ψˆ(t, ~x) = Ψ0(t, ~x) + δΦˆ(t, ~x), (4.9)
where Ψ0(t, ~x) = 〈Ψˆ(t, ~x)〉. Its modulus fixes the condensate density through n0(t, ~x) =
|Ψ0(t, ~x)|2. Notice that, in order for the decomposition (4.9) to make sense, most of the
atoms must be in the ground energy level after cooling down the system below the critical
temperature Tc. Although in the ideal system depicted in the previous Section all atoms
would be at the ground level at T < Tc, this is not the case for a real system, since the
interaction between the atoms excites some of them even at zero temperature. The proportion
of excited atoms is called quantum depletion. While it is of order 0,1− 1% in a alkali-atom
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BEC, quantum depletion in Helium is rather significative (∼ 90%), making the theoretical
treatment much more complicated.
We shall make one further simplification by considering dilute gases. The interactions in
ultracold gases can be described by a single parameter a, the so called scattering length. A
system is said to be dilute when the mean interparticle separation is much larger than the
scattering length. In this case only binary collisions at low energy are relevant and these
collisions are characterized only by a, independently of the details of the two body potential.
We can thus consider two-body potential of the type
V (x− x′) = gδ(x− x′), (4.10)
with g = 4π~2a/m the effective coupling constant.
By replacing the potential above and (4.9) into (4.8) we find the Gross-Pitaevskii equation
[86, 87] for Ψ0(t, x)
i~∂tΨ0(t, ~x) =
(
− ~
2
2m
∇2 + Vext(t, ~x) + g|Ψ0(t, ~x)|2
)
Ψ0(t, ~x) (4.11)
and the Bogolubov de-Gennes equation [88]
i~∂tδΨˆ(t, ~x) =
(
− ~
2
2m
∇2 − ~
2
m
~∇Ψ0(t, ~x)
Ψ0(t, ~x)
~∇
)
δˆˆΨ(t, ~x) +mc2(δˆˆΨ(t, ~x) + δˆΨ†(t, ~x)) (4.12)
for δΨˆ(t, ~x). The Gross-Pitaevskii equation (4.11) provides an excellent approximation in the
case of weakly interacting systems containing a large number of atoms. In the following we
shall use the equations above to explicitly see how analogue gravity ideas are realized.
4.3. Analogue gravity in BEC’s: the acoustic metric
In this Section we shall see how the Gross-Pitaevskii equation (4.11) can be written in
such a way that resembles the hydrodynamical equations (3.1) and (3.2) of Sec.3.1, and
therefore in some limits can lead to an effective Lorentzian geometry in a curved spacetime
[56, 57].
We can adopt the Madelung representation for the wave function of the condensate
ψ(t, x) =
√
n(t, x)e−iθ(t,x)/~, (4.13)
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where n is the condensate density and θ a phase factor defining an irrotational velocity field,
v ≡ ∇θ/m. Inserting (4.13) in Eq. (4.11) we obtain the following pair of equations
∂tn = − 1
m
∇ · (n∇θ), (4.14a)
∂tθ = − 1
2m
(∇θ)2 − gn− Vext − Vquantum, (4.14b)
with the so-called quantum potential
Vquantum = − ~
2
2m
∇2√n√
n
. (4.15)
Were the quantum potential zero, Eqs. (4.14) would be equivalent to the continuity (3.1) and
Euler (3.2) equations of an irrotational and inviscid fluid. We already know, from Sec.3.2,
that the propagation of acoustic waves in an hydrodynamical fluid can be described by an
acoustic metric. We give the basis steps to check that this is indeed the case.
As shown in Sec.3.1, we have to study the equations of motion of sound waves, namely the
quantum perturbations of the system. In order to do that it is useful to write the fluctuations
δΨˆ(t, x) in the so-called “quantum acoustic representation”
δΨˆ(t, x) =
nˆ1
2n
+ i
θˆ1
~
, (4.16)
where the two hermitean operators nˆ1(density fluctuation) and θˆ1(phase fluctuation) can be
expanded as
nˆ1(t, x) =
∑
j
[
aˆjn
1
j(t, x) + aˆ
†
jn
1
j (t, x)
∗
]
,
θˆ1(t, x) =
∑
j
[
aˆjθ
1
j (t, x) + aˆ
†
jθ
1
j (t, x)
∗
]
.
(4.17)
Inserting them into the Bogolubov de-Gennes equation (4.12) we get the equations for the
perturbations
∂tn
1 = −∇(n1v + n
m
∇θ1), (4.18a)
∂tθ
1 = −v · ∇θ1 − mc
2
n
n1 +
mc2
4n
ξ2∇ ·
[
c2∇
(
n1
c2
)]
, (4.18b)
where ξ ≡ ~/(mc) is the so called healing length of the condensate. If one probes distances
much larger than the healing length the last term in the last equation (which comes from
Vquantum) can be neglected, putting the Eqs. (4.18) in the usual form of Eqs. (3.1) and (3.2)
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for a perfect fluid: that is the hydrodynamical approximation. Taking n1 from Eq. (4.18b) and
inserting it into (4.18a) the resulting equation can be written in four dimensional notation
θ1 =
1√−g∂µ [
√−ggµν∂νθ1] = 0, (4.19)
being the acoustic metric
gµν =
n
mc


−(c2 − v2) −v 0 0
−v 1 0 0
0 0 1 0
0 0 0 1

 . (4.20)
We have thus seen how sound waves in a BEC propagate as a massless scalar field in a curved
spacetime. This is a concrete realization of the gravitational analogy shown in the previous
Chapter. The particular choice of BECs as analogue system is justified in Sec.4.7.
4.4. Dispersion relation
Let us derive the phononic dispersion relation in a BEC. We look for solutions to (4.18)
in the form of plane waves
n1(t, x) = Aei(kx−ωt), (4.21)
θ1(t, x) = Bei(kx−ωt), (4.22)
in a homomogenous condensate, where A and B are constants. Inserting the expressions
above into (4.18) we obtain
(
i(ω − vk) c2k2
1 + 1
4
ξ2k2 −i(ω − vk)
)(
A
B
)
= 0. (4.23)
The fact that the determinant of the above matrix must vanish so as to have a non trivial
solution gives rise to he Bogolubov dispersion relation
(ω − vk)2 = c2k2 + 1
4
c2ξ2k4, (4.24)
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which is quartic in k. Notice that this is a superluminal dispersion relation, since the group
velocity at high energies can be larger than the speed of sound c. This fact will have important
consequences in black hole and white hole configurations, studied in the following Section.
Had we neglected the quantum potential we would have obtained the relativistic disper-
sion relation
(ω − vk)2 = c2k2. (4.25)
This hydrodynamic picture is therefore valid when we are probing the systems with wave-
lengths much larger than the healing lenth ξ.
4.5. Black (and white) hole configurations in BEC’s
As already remarked in Sec.3.2, the acoustic metric (3.21) can describe a black hole as
long as we have a supersonic region and a subsonic one, since gtt flips sign between both
interfaces. We shall go into detail in how we can construct a black hole (and a white hole)
in a fluid, both with the relativistic dispersion relation and with “superluminal” dispersion,
which is the case for a BEC.
4.5.1. Relativistic dispersion relation
Within the hydrodynamical description (neglecting the quantum potential), we have
obtained in the previous Section the usual relativistic dispersion relation
(ω − vk)2 = c2k2. (4.26)
Fixing ω, there are two solutions of the equation above for the momenta
kv =
ω
v − c, (4.27)
ku =
ω
v + c
, (4.28)
whose group velocities vg ≡ dωdk are
vvg = v − c, (4.29)
vug = v + c. (4.30)
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Notice how, in a subsonic region (|v| < c), the mode with momentum kv is going to the left
whereas the one in ku moves rightwards. Instead, if the region becomes supersonic (|v| > c),
both modes move in the same direction, depending on the sign of v. If v is positive both
move to the right, while for v < 0 they move leftwards. We can thus clearly see in Fig.4.3.
how to create the fluid configurations analogue to a BH and a WH. We place in both
configurations the supersonic(subsonic) region in the left(right). In contrast, the velocity of
the fluid will be negative or positive for the BH and WH respectively. We can see how these
two flows configurations are the fluid analogues of the gravitational BH and WH. It is easily
realised that sound waves propagation in the two fluid configurations proposed has the same
qualitative behaviour as light propagation in a BH and a WH respectively. One indeed sees
that in Fig.4.3(a) sound waves in the supersonic region are trapped and dragged to the left by
the flow as it happens for light inside a BH (see Fig.2.1(a)). Instead, we can see in Fig.4.3(b)
how sound waves cannot remain in the supersonic region, being the behavior analogue to a
WH. The place where the flows turn from subsonic to supersonic (or viceversa) plays the
role of the horizon (sonic horizon).
The configurations shown in Fig.4.3 not only mimic the main properties of BHs and
WHs within GR, but as we shall see they offer the possibility of finding the analogue of
Hawking radiation. As we showed in Chapter 2, the basic feature of Hawking radiation
is that it is the result of a pairs production process which proceeds by the conversion of
vacuum fluctuations into on shell particles. The possibility of having this pairs production
in a stationary or even static setting lies in the existence of negative frequency modes. These
indeed exist inside a BH horizon. They are trapped modes which are associated with the so
called “partners” of the Hawking thermal quanta, that reach the asymptotic region far from
the black hole. But this is not at all an exclusive feature of these exotic systems. It can be
found in many other “more normal” systems of different nature, most notable in fluids whose
motion becomes supersonic in some region. Let us now show why negative energy states are
allowed provided that there is a supersonic region. The sign of the norm corresponds to
the sign of Ω(= ω − vk), the frequency measured in the comoving frame. If we compute Ω
we find that both modes (corresponding to kv and ku) have positive norm in the subsonic
region of Fig.4.3(a). Similarly, ku(kv) have positive(negative) norm in the supersonic region
of Fig.4.3(b). Because there are negative energy states inside sonic horizons, one expects the
presence of an analogue Hawking radiation (of phonons) in both sonic BHs and WHs.
The “transplanckian problem” associated to Hawking radiation translates in the fluid
context by the fact that the relevant sound modes are created in the near horizon region with
characteristic wavelengths much smaller than the healing length, and we cannot treat them
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Figura 4.3: Flow configurations analogue to a BH (a) and a WH (b).
within the hydrodynamic limit. While there is no hope to address properly the transplanckian
problem in gravity (we do not have yet a consistent quantum gravity theory), in the BEC
case one has a complete and well tested microscopic quantum mechanical description of the
system.
The very existence and related features of the analogue Hawking radiation can then
be investigated at a fundamental level and the theoretical predictions hopefully tested in
laboratory experiments.
Let us now study in the next Section the main changes arising when the full “superlumi-
nal” dispersion relation (4.24) is considered.
4.5.2. The “superluminal” dispersion. The (non existence of) “trans-
planckian problem”
We have already seen how the dispersion relation of BECs ceases to be linear at high
waves momenta and becomes “superluminal”:
(ω − vk)2 = c2k2 + 1
4
c2ξ2k4. (4.31)
Notice that now, at fixed ω, there are four solutions for k. The particular behavior of every
mode will be extensively discussed in the following Chapters. Let us now only remark the very
different behavior of the Hawking quanta and the partner with respect to the gravitational
(relativistic) case, se Fig.4.4. When tracing backwards in time the Hawking quanta in the
BH case, k becomes large in the near horizon region and therefore the k4 term in (4.31) is
no longer negligible. In particular, it causes the group velocity to increase with k (and it
can be larger than c), making the Hawking particle enter the horizon. One clearly sees that
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there is no longer an infinite blueshift (in the past for the BH, in the future for the WH)
on the horizon and therefore no exponentially large frequencies are involved. In other words,
the “transplanckian problem” simply does not exist for an acoustic BH because the modified
dispersion relation has completely removed it. Being the WH sort of time reversal of the
BH, both Hawking quanta and partner live in the inner region as ‘out’ states. A complete
description of every mode taking part in both configurations will be given in Chapter 6 and
7.
PARTNER
HAWKING
QUANTA
HORIZONHORIZON
PARTNER
HAWKING
QUANTA
(a) BLACK HOLE (b) WHITE HOLE
Figura 4.4: Behavior of the Hawking quanta and the partner in a BH (a) and a WH (b) in the case of a
superluminal dispersion relation.
4.6. Correlations
The aim of this thesis is the study of correlations between the Hawking quanta and
the partner in BECs, both in the BH and the WH case. This approach follows the lines of
[7, 79], where an alternative measure of the Hawking effect was proposed in terms of non local
density correlations for the Hawking quanta and their partners situated on opposite sides
with respect to the acoustic horizon. Such a signal has been shown to be clearly visible in
a BH configuration [79], in spite of being the associated Hawking temperature smaller than
the instrinsic temperature. The calculations were performed using the gravitational analogy,
which corresponds to the hydrodynamic approximation of the theory. It was also shown
that the inclusion of the full supersonic dispersion does not alter the main results of the
hydrodynamical approximation, supporting the idea of the robustness of the Hawking effect.
Subsequent investigations were performed in [89, 90, 91] (where analytical approximations
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based on step-like discontinuities were considered) and in [92]. We shall study correlations in
BHs in Chapters 5 and 6, in the hydrodynamical limit and with the full dispersion relation
respectively, making use of step-like discontinuities. In Chapter 7 we shall move to the white
hole case, where it is shown that the hydrodynamical limit, unlike in the BH case, is unable
to capture the correct physical description. The main difference between correlations of
Hawking quanta and partner in the BH and WH case is the following: unlike in the BH,
where the signal is stationary, in the WH case the correlation grows with time. This growth
is logarithmic for a vanishing temperature, while it becomes linear for a finite temperature.
The origin of this difference is extensively discussed in Chapter 7.
4.7. Why do we use BECs?
As it was stressed in the previous Chapter, the gravitational analogy holds for any
barotropic and inviscid fluid with an irrotational flow. Then, why are we focusing on BECs?
There are several experimental and theoretical arguments supporting this choice.
Firstly, to detect quantum effects we need to have a system at a very low temperature,
otherwise the background noise and impurities would completely mask the quantum effect.
For instance, estimations of the Hawking temperature in water gives a temperature of ∼ µK,
obviously undetectable at the temperature in which water behaves as a fluid. In contrast,
the intrinsic typical temperature of a BEC is not much higher than the corresponding Hawk-
ing temperature. Given the numbers of the estimations described in [93], a plausible BEC
configuration would have, optimistically, TBEC ∼ 90nK with TH ∼ 70nK.
The reasoning above clearly shows the difficulties in detecting the Hawking effect in
“normal” fluids. However, superfluid Helium would be indeed a very good candidate, since it
is at an extremely low temperature. Nevertheless the microscopic theory of superfluid Helium
is much worse understood that the corresponding to BECs. The main simplifications realized
in Sec.4.2. allowing us to get Eqs (4.11) and (4.12) are not valid for Helium, leading to much
more complicated results. The mean field theory approximation (4.9) is valid when most of
the atoms are in the ground state for T < Tc. This is not at all the case in Helium, where
depletion is of order of 90%. The reason is that the interaction between atoms in superfluid
Helium is much more important than in BECs because densities are higher, producing the
excitation of atoms even at zero temperature. In other words, the richness of the superfluid
Helium is its main drawback for a simple microscopic description.
Furthermore, as already stressed in the previous Section, BECs provide a natural scenario
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where Lorentz-breaking modifications of the dispersion relations can be studied. In particu-
lar, the superluminal dispersion relation completely removes the “transplanckian problem”,
as explained in Sec.4.5.2, because the Hawking quanta and the partner are not produced in
the near horizon region (where the blueshift appears) but well inside the horizon.
4.8. Summary
We have reviewed in this Chapter the main properties of Bose-Einstein condensates that
will be useful for the rest of the thesis. We have described the main basic idea of a condensate:
below a certain temperature, a system of bosons can fall into the lowest accessible quantum
level. A single quantum state has a macroscopic population and particles are no longer
distinguishable. We have described the main equations of BECs: the Gross-Pitaevskii and
the Bogolubov de Gennes equation. The classical condensate wave-function satisfies the
former, while the Bogolubov de Gennes equation governs the excitations around the ground
state. We have seen how the quantum perturbations of the system (the sound waves) behave
as a scalar field in an effective acoustic metric, which represents a specific realization of
the analogue gravity ideas presented in the previous Chapter. We have obtained, from the
microscopic theory, the full superluminal dispersion relation, which is quartic in the momenta
and therefore breaks the Lorentz symmetry at high energies. When we probe large distances
(larger than the healing length), we recover the usual relativistic dispersion relation, where
the gravitational analogy holds. We have explained how to create a fluid flow mimicking the
main properties of black holes and white holes. Since such configurations posses a supersonic
region, negative energy states are allowed, which is indeed the main ingredient for Hawking
radiation. When considering the full dispersion relation, we saw how the trajectories for the
Hawking quanta and the partner are highly modified. In particular, in the black hole the
Hawking quanta enters the horizon when going backwards in time, removing completely the
“transplanckian problem”. We have also outlined the main goal of this thesis: the study
of correlations between the Hawking quanta and the partner in BECs in both acoustic
BHs and WHs. The signal of those correlations is clearly distinguishable even being the
temperature of the condensate higher than that of the Hawking process, and this makes this
proposal quite promising. Finally, the reasons why we choose BECs as analogue system have
been described. Mainly, these are the high development of experimental techniques, their
extremely low temperature and the very good knowledge of the microscopic theory. We have
now all the ingredients needed to move to the following Chapters, where correlations in both
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acoustic BHs and WHs will be studied.
5 Hydrodynamic in step-like discontinuities
5.1. Introduction
The properties of quantum systems in which some parameters experience instantaneous
changes in time (or quantum quench, see for instance [94, 95, 96]) have been considered with
applications in many areas of physics.
Step-like discontinuities have been analyzed, in particular for what concerns the propa-
gation of Bogoliubov phonons on top of Bose-Einstein condensates [97, 98, 99, 100, 89, 101]
in connection with features of acoustic black holes and cosmology using the gravitational
analogy [6].
Within the same context, our aim is to study correlations (in particular equal time
density-density correlations), by developing an approximation scheme to analyse, from an
analytic point of view, the Hawking signal in the formation of acoustic black-hole configu-
rations, as considered in [7], [79] (see also [92]).
In this analysis, restricted to the hydrodynamical approximation, we present a detailed
discussion of step-like discontinuities, spatial (Sec.5.4.1) and temporal (Sec.5.4.2) together
with some features in the correlations patterns. Then, in Sec.5.4.3 we shall combine the two
previous cases and consider the formation of an inhomogeneous (step-like) configuration out
of a homogeneous one. The application to study the Hawking signal from incipient acoustic
black holes in the hydrodynamical limit is considered, showing that a structure similar to
that found in [7] can indeed be recovered .
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5.2. The basic equations
The basic equations are the Gross-Pitaevskii equation (4.11) and the Bogolubov-de
Gennes equation (4.12), already explained in Sec.4.2.
In the dilute gas approximation, a Bose gas can be described [82] by a field operator Ψˆ
with equal-time commutator
[Ψˆ(t, ~x), Ψˆ†(t, ~x′)] = δ3(~x− ~x′) (5.1)
and time evolution given by
i~∂tΨˆ =
(
− ~
2
2m
~∇2 + Vext + gΨˆ†Ψˆ
)
Ψˆ , (5.2)
where m is the mass of the atoms, Vext the external potential and g the nonlinear atom-atom
interaction constant. By considering linear fluctuations around the classical macroscopic
condensate in the form
Ψˆ ∼ Ψ0(1 + φˆ) , (5.3)
the condensate wavefunction Ψ0 satisfies the Gross-Pitaevski equation
i~∂tΨ0 =
(
− ~
2
2m
~∇2 + Vext + gn
)
Ψ0 , (5.4)
with n = |Ψ0|2 the number density, while the Bogoliubov-de Gennes equation for the fluc-
tuations takes, for the parametrization (5.3), the form
i~∂tφˆ =
(
− ~
2
2m
~∇2 − ~
2
m
~∇Ψ0
Ψ0
~∇
)
φˆ+mc2(φˆ+ φˆ†) , (5.5)
the speed of sound being c =
√
gn
m
.
5.3. Our model
We shall consider condensates of constant density n and velocity v0 (for simplicity along
one dimension, say x). As explained in [79], nontrivial configurations are still possible provid-
ed one varies the coupling constant g (and therefore c) and the external potential but keep
the sum gn + Vext constant. In this way the plane-wave Ψ0 =
√
neik0x−iw0t, where v0 = ~k0m
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is the condensate velocity and ~w0 =
mv2
2
+ gn+ Vext, is a solution of (5.4) everywhere. The
transverse degrees of freedom are assumed to be frozen.
To consider the hydrodynamic limit it is useful to introduce the two hermitean operators
nˆ1 (density fluctuation) and θˆ1 (phase fluctuation) via
φˆ =
nˆ1
2n
+ i
θˆ1
~
. (5.6)
Inserting in (5.5) and expanding as
nˆ1(t, x) =
∑
j
[
aˆjn
1
j(t, x) + aˆ
†
jn
1
j (t, x)
∗
]
,
θˆ1(t, x) =
∑
j
[
aˆjθ
1
j (t, x) + aˆ
†
jθ
1
j (t, x)
∗
]
,
(5.7)
we get the mode equations
(∂t + v∂x)n
1 + n
m
∂2xθ
1 = 0 ,
(∂t + v∂x)θ
1 + mc
2
n
n1 − ~2
4mn
∂2xn
1 = 0 .
(5.8)
The equal time commutator (5.1) becomes, in this representation,
[nˆ1(t, x), θˆ1(t, x′)] = i~δ(x− x′) , (5.9)
which after integration gives the modes normalization
∫
dx[n1jθ
1∗
j′ − n1∗j θ1j′ ] = iδjj′ . (5.10)
5.4. Hydrodynamics
In the hydrodynamical approximation one probes distances much larger than the healing
length ξ = ~
mc
. This limit is easily achieved in the density-phase representation (5.6), where
in the second of eqs. (5.8) we consider
mc2
n
(n1 − ξ
2
4
∂2xn
1) ∼ mc
2
n
n1 , (5.11)
leading to
(∂t + v∂x)n
1 + n
m
∂2xθ
1 = 0 ,
(∂t + v∂x)θ
1 + mc
2
n
n1 = 0 .
(5.12)
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Eqs. (5.12) can be rewritten as a single second order equation for θ1 provided one algebraically
extracts n1 from the second
n1 = − n
mc2
(∂t + v∂x)θ
1 (5.13)
and substitutes it in the first to get the second order differential equation
−(∂t + v∂x) 1
c2
(∂t + v∂x)θ
1 + ∂2xθ
1 = 0 . (5.14)
In the language of the gravitational analogy [6], θ1 becomes a massless and minimally coupled
scalar field propagating in the curved acoustic geometry
gµν =
n
mc


−(c2 − v2) −v 0 0
−v 1 0 0
0 0 1 0
0 0 0 1

 (5.15)
and satisfying the Klein-Gordon equation
θ1 =
1√−g∂µ(
√−ggµν∂νθ1) = 0 , (5.16)
which corresponds (we remind that in our model n and v are constant) to eq. (5.14) provided
θ1 does not depend upon the transverse dimensions. The scalar product is given by, see eqs
(5.10) and (5.13),
(θ1j , θ
1
j′) = i
∫
dx
n
mc2
[
θ1∗j (∂t + v∂x)θ
1
j′ − θ1j′(∂t + v∂x)θ∗j
]
= δjj′ . (5.17)
We shall consider the simplest possible nontrivial configurations, namely step-like disconti-
nuities of the speed of sound c in both x and t. In order to explicitly solve these problems
we shall rewrite eq. (5.14) in the more approriate form
−∂t
[
∂tθ1
c2
+
v
c2
∂xθ1
]
+ ∂x
[
(1− v
2
c2
)∂xθ1 − v
c2
∂tθ1
]
= 0 . (5.18)
Such configurations allow us to extract analytical results which can be meaningfully com-
pared with the numerical analysis of more complicated regular configurations.
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5.4.1. Step-like discontinuity in x (stationary case)
Let us consider a surface (say, x = 0) separating two semi-infinite homogeneous conden-
sates with different sound speeds, i.e. we consider c(x) = cdθ(−x)+cuθ(x), where d (u) refers
to the upstream (downstream) region. We shall consider v0 < 0, that is the fluid flows from
right to left. We can see the modes involved in Fig.6.1. To solve eq. (5.18) in all space we
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Figura 5.1: Dispersion relation for subsonic configurations in the downstream (left panel) and upstream (right
panel) regions. The solid (dashed) line corresponds to the positive (negative) norm branch: ω−vk = +(−)ck.
need first to solve it separately in the left (x < 0) and right (x > 0) regions, then impose
the appropriate matching conditions at the discontinuity. Looking at (5.18) these are
[
θ1
]
= 0,
[
(1− v
2
c2
)∂xθ1 − v
c2
∂tθ1
]
= 0 , (5.19)
where [ ] means variation across the jump at x = 0.
Eq. (5.14) is easily solved in left and right regions in terms of plane-waves Be−iωt+ikx with
the standard linear dispersion relation (w − vk)2 = (ck)2. Being the model stationary the
matching conditions (5.19) are solved at fixed w. This motivates the use of the w expansion
for the operator θˆ1 either in the ‘in’ or ‘out’ basis
θˆ1(t, x) =
∫ +∞
0
dw
[
aˆu
in(uout)
w u
uin(uout)
w (t, x) + aˆ
din(dout)
w u
din(dout)
w (t, x) + h.c.
]
(5.20)
52 Chapter 5. Hydrodynamic in step-like discontinuities
in terms of right-moving
uu
out
w = Buoute
−iwt+ikuoutx, kuout =
w
v0 + cu
,
ud
in
w = Bdine
−iwt+ik
din
x, kdin =
w
v0 + cd
(5.21)
and left-moving waves
uu
in
w = Buine
−iwt+ikuinx, kuin =
w
v0 − cu , (5.22)
ud
out
w = Bdoute
−iwt+ikdoutx, kdout =
w
v0 − cd . (5.23)
These modes are ortho-normalized according to
(uw, uw′) = i
∫
dx
n
mc2
[u∗w(∂t + v∂x)uw′ − uw′(∂t + v∂x)u∗w] = δ(w − w′) , (5.24)
and for infinite homogeneous condensates we have
|Buout(din)|2 = |Buin(dout)|2 = mc
2
4πn
∣∣∣∣∣
dk
dw
Ω
∣∣∣∣∣ = mc4πnw , (5.25)
where Ω = w − v0k is the frequency measured in the atoms frame.
In the downstream region (x < 0) the generic solution to (5.14) at fixed w is thus written
in the form
θ1d = e
−iwt
√
mcd
4πwn
[
e
i ω
v0−cd
x
Adout + e
i ω
v0+cd
x
Adin
]
, (5.26)
whereas in the upstream (x > 0) region
θ1u = e
−iwt
√
mcu
4πwn
[
e
i ω
v0−cu
x
Auin + e
i ω
v0+cu
x
Auout
]
. (5.27)
We shall now impose the matching conditions (5.19) at x = 0. They read
√
cd(Adout + Adin) =
√
cu(Auin + Auout) ,√
cd{
[
(1− v20
c2d
) 1
v0−cd +
v0
c2d
]
Adout +
[
(1− v20
c2d
) 1
v0+cd
+ v0
c2d
]
Adin} =
=
√
cu{
[
(1− v20
c2u
) 1
v0−cu +
v0
c2u
]
Auin +
[
(1− v20
c2u
) 1
v0+cu
+ v0
c2u
]
Auout} .
(5.28)
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They can be rewritten in matrix form
Wd
(
Adout
Adin
)
= Wu
(
Auin
Auout
)
(5.29)
or more explicitly
√
cd
(
1 1
− 1
cd
1
cd
)(
Adout
Adin
)
=
√
cu
(
1 1
− 1
cu
1
cu
)(
Auin
Auout
)
. (5.30)
By inverting Wd we get (
Adout
Adin
)
=Mscat
(
Auin
Auout
)
, (5.31)
the scattering matrix Mscat ≡W−1d Wu being
Mscat =
1
2
√
cdcu
(
cu + cd cu − cd
cu − cd cu + cd
)
. (5.32)
‘in’ and ‘out’ basis and two-point function
Let us construct the ‘in’ modes, see Fig.5.2. These are initially left moving modes in the
upstream region (uu,inω ) and initially right-moving ones in the downstream region (u
d,in
ω ).
Modes uu,inω
Consider a left-moving wave in the upstream (u) region with unit amplitude, i.e. Auin = 1.
The scattering at x = 0 will produce a reflected wave (right-moving wave in the u region,
with amplitude Auout) plus a transmitted one (left-moving in the downstream (d) region,
Adout). Thus we have to solve the following system of equations(
Adout
0
)
=
1
2
√
cucd
(
cu + cd cu − cd
cu − cd cu + cd
)(
1
Auout
)
. (5.33)
Its solutions are
Auout = −cu − cd
cu + cd
≡ R ,Adout =
2
√
cucd
cu + cd
≡ T , (5.34)
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ud,inω u
u,in
ω
1
1
R
T
uu,outω
ud,outω
−R T
1
1
T
T
R−R
Figura 5.2: ‘in’ and ‘out’ modes.
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satisfying the unitarity condition
|Auout|2 + |Adout|2 ≡ |R|2 + |T |2 = 1 . (5.35)
We note that this construction is valid only when the flow is everywhere subsonic. In-
deed, if the downstream region were supersonic, |v0| > cd, we would have two transmitted
components instead of one because there also the ‘right-moving’ one (Adin) would be dragged
to the left by the fluid (i.e. cd+v0 < 0). Mathematically the system does not admit a unique
solution since we would have three amplitudes to determine with only two equations. From
the physical point of view we would need a smoother configuration, an acoustic black hole,
with a transition region from the right to the left regions of nonvanishing width ∆σx.
Modes ud,inω
A right-moving wave from the d region with unit amplitude, i.e. Adin = 1, gives rise to a
reflected wave (left-moving wave in the d region, with amplitude Adout) plus a transmitted
one (right-moving in the u region, Auout).
The amplitudes are obtained by solving
(
Adout
1
)
=
1
2
√
cucd
(
cu + cd cu − cd
cu − cd cu + cd
)(
0
Auout
)
, (5.36)
that gives
Adout =
cu − cd
cu + cd
= −R ,Auout = 2
√
cucd
cu + cd
= T . (5.37)
Again, this construction is for subsonic flows. Were the downstream region supersonic, the
initial d mode could not propagate to the right, but would be dragged to the left by the
fluid.
Similarly, one can construct the ‘out’ modes ud,outω , u
u,out
ω , which are represented in Fig.5.2.
The relations between the ‘in’ and ‘out’ modes
uu,inω = Tu
d,out
ω +Ru
u,out
ω ,
ud,inω = −Rud,outω + Tuu,outω , (5.38)
allow us to determine the relation between the aˆ, aˆ† operators in the ‘in’ and ’out’ decom-
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positions
θˆ1(t, x) =
∫ +∞
0
dw
[
aˆd,in(out)w u
d,in(out)
w (t, x) + aˆ
u,in(out)
w u
u,in(out)
w (t, x) + h.c.
]
, (5.39)
i.e.
aˆd,outω = T aˆ
u,in
ω − Raˆd,inω ,
aˆu,outω = Raˆ
u,in
ω + T aˆ
d,in
ω . (5.40)
Since Eqs. (5.40) only involve annihilation operators the vacuum state is unique |in〉 = |out〉.
We can then write down the symmetric two-point function
〈in|{θˆ1(t, x), θˆ1(t′, x′)}|in〉 ≡ 1
2
〈in|θˆ1(t, x)θˆ1(t′, x′) + θˆ1(t′, x′)θˆ1(t, x)|in〉 =
~
2
∫ +∞
0
dw
[
ud,in(out)w (t, x)u
d,in(out)∗
w (t
′, x′) + uu,in(out)w (t, x)u
u,in(out)∗
w (t
′, x′) + c.c.
]
,
where, explicitly,
uu,inw = u
k
uin
ω (t, x) +Ru
kuout
ω (t, x) + Tu
kdout
ω (t, x) ,
ud,inw = u
kdin
ω (t, x)−Rukdoutω (t, x) + Tukuoutω (t, x) , (5.41)
with left and right moving components in the downstream region
u
kdout
w =
√
mcd
4πωn
e−iwt+ikdoutx, kdout =
w
v0 − cd ,
u
k
din
w =
√
mcd
4πωn
e−iwt+ikdinx, kdin =
w
v0 + cd
, (5.42)
and in the upstream part
uu
out
w =
√
mcu
4πωn
e−iwt+ikuoutx, kuout =
w
v0 + cu
, (5.43)
uu
in
w =
√
mcu
4πωn
e−iwt+ikuinx, kuin =
w
v0 − cu . (5.44)
Considering for instance points situated, respectively, in the downstream and upstream re-
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gions we have
〈in|{θˆ1(t, x), θˆ1(t′, x′)}|in〉 = ~
2
∫ ∞
0
dω
[
T ∗u
k
din
w (t, x)u
kuout∗
w (t
′, x′) +
Tu
kdout
w (t, x)u
kuin∗
w (t
′, x′) + (R∗T − RT ∗)ukdoutω (t, x)ukuout∗ω (t′, x′) + c.c.
]
=
− ~mcucd
2πn(cu + cd)
ln
[(
t− t′ − x
v0 + cd
+
x′
v0 + cu
)(
t− t′ − x
v0 − cd +
x′
v0 − cu
)]
. (5.45)
The non vanishing contributions are of din − uout and dout − uin type, while the dout − uout
correlations, being proportional to (R∗T −RT ∗), vanish.
Finally, we stress that from the point of view of the gravitational analogy the nontrivial
scattering structure here outlined depends crucially on the fact that the geometry (5.15) is
four-dimensional.
5.4.2. Step-like discontinuity in t (homogeneous case)
The other case of interest is the step-like discontinuity in t (say, at t = 0), separating two
infinite homogeneous condensates: c(t) = cinθ(−t) + coutθ(t).
To solve (5.18) for all times means we need to write down the general solutions in both
‘in’ (t < 0) and ‘out’ (t > 0) regions and then impose the appropriate matching conditions
for the problem at t = 0, which are (see (5.18))
[θ1] = 0,
[
∂tθ1
c2
+
v0
c2
∂xθ1
]
= 0 . (5.46)
In both ‘in’ and ‘out’ regions the solutions are plane-waves e−iwt+ikx, and being the problem
homogeneous the boundary conditions (5.46) are solved at fixed k. Therefore we shall use
the k decomposition for θˆ1
θˆ1(t, x) =
∫ +∞
−∞
dk
[
aˆkuk(t, x) + aˆ
†
kuk(t, x)
∗
]
, (5.47)
where the positive-frequency modes
uk = Ce
−iw(k)t+ikx (5.48)
are right-moving, wu = (v0 + c)k, when k > 0, and left-moving, wv = (v0 − c)k, as k < 01.
1Notice that the index u used in this section has nothing to do with the one used in the previous one,
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Such modes are ortho-normalized according to
(uk, uk′) = i
∫
dx
n
mc2
[u∗k(∂t + v∂x)uk′ − uk′(∂t + v∂x)u∗k] = δ(k − k′) , (5.49)
i.e.
|C|2 = mc
2
4π|Ω|n =
mc
4π|k|n . (5.50)
Note that the general solution at fixed k
θ1 = Ce
ikx
[
e−ik(v0−c)tAv + e
−ik(v0+c)tAu
]
(5.51)
contains a positive-frequency and a negative-frequency component: when k > 0 (k < 0) it
describes a positive frequency right-moving (left-moving) mode and a negative frequency
left-moving (right-moving) one.
In the ‘in’ region we write
θ1in = e
ikx
√
mcin
4π|k|n
[
Ainv e
−ik(v0−cin)t + Ainu e
−ik(v0+cin)t] , (5.52)
whereas in the ‘out’ region
θ1out = e
ikx
√
mcout
4π|k|n
[
Aoutv e
−ik(v0−cout)t + Aoutu e
−ik(v0+cout)t] . (5.53)
The matching conditions (5.46) read
1
c
3/2
out
{[(v0 − cout)− v]Aoutv + [(v0 + cout)− v0]Aoutu } =
1
c
3/2
in
{[(v0 − cin)− v0]Ainv + [(v0 + cin)− v0]Ainu } .
(5.54)
In matrix form
Wout
(
Aoutv
Aoutu
)
=Win
(
Ainv
Ainu
)
, (5.55)
or more explicitly
1√
cout
(
cout cout
−1 1
)(
Aoutv
Aoutu
)
=
1√
cin
(
cin cin
−1 1
)(
Ainv
Aoutu
)
. (5.56)
which corresponded to the upstream region. Here the u, v notation is a relativistic one, where a u(v) mode
has positive(negative) group velocity in the laboratory frame.
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By inverting Wout we get (
Aoutv
Aoutu
)
=Mbog
(
Ainv
Ainu
)
, (5.57)
the Bogoliubov matrix MBog ≡W−1outWin being
MBog =
1
2
√
cincout
(
cin + cout cin − cout
cin − cout cin + cout
)
. (5.58)
Connecting the ‘in’ and ‘out’ basis
The ‘in’ and ‘out’ basis are easily identified. They are constructed in terms of ‘in’ and
‘out’ positive-frequency modes which are left-moving u
in(out)
k , k < 0, and right-moving u
in(out)
k ,
k > 0. To connect them, as depicted in Fig.5.3 for subsonic flows, we use the Bogoliubov
matrix (5.58). Were the ‘out’ region supersonic, both the modes would move to the left.
Let us construct explicitly the ‘in’ modes.
1 1
1
1
α∗kk −βk−k
Ainv
α∗kk
−βk−k
Ainu
AinvAinu
Figura 5.3: ‘in’ and ‘out’ modes.
Modes uink (k < 0) A left moving ‘in’ mode has A
in
v = 1, A
in
u = 0. The coefficients A
out
v and
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Aoutu are found by solving(
Aoutv
Aoutu
)
=
1
2
√
cincout
(
cin + cout cin − cout
cin − cout cin + cout
)(
1
0
)
. (5.59)
The solution is
Aoutv =
cin + cout
2
√
cincout
≡ α∗, Aoutu =
cin − cout
2
√
cincout
≡ −β . (5.60)
These coefficients satisfy the unitarity condition
|Aoutv |2 − |Aoutu |2 ≡ |α|2 − |β|2 = 1 , (5.61)
the (−) sign meaning that the Aoutu are associated to negative norm modes.
Modes uink (k > 0)
A right-moving ‘in’ mode has Ainv = 0, A
in
u = 1. From(
Aoutv
Aoutu
)
=
1
2
√
cincout
(
cin + cout cin − cout
cin − cout cin + cout
)(
0
1
)
. (5.62)
we get
Aoutv =
cin − cout
2
√
cincout
= −β, Aoutu =
cin + cout
2
√
cincout
= α∗ . (5.63)
The ‘out’ modes can be similarly constructed, see Fig.5.3.
The relation between the ‘in’ and ‘out’ modes can be written compactly
uink = α
∗uoutk − βuout∗−k ,
and it allows us to determine the relation between the annihilation and creation operators
in the ‘in’ and ‘out’ decompositions
θˆ1(t, x) =
∫ +∞
−∞
dk
[
aˆ
in(out)
k u
in(out)
k (t, x) + h.c.
]
, (5.64)
i.e.
aˆoutk = α
∗aˆink − β∗aˆin†−k . (5.65)
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We see that (5.65) involves both annihilation and creation operators, so the two decomposi-
tions are inequivalent and in particular their vacuum states are different |in〉 6= |out〉. Up to
a normalization factor these two states are related by the formula
|in〉 ∼ e−β
∗
2α
∫
dk′aˆ†
k′
aˆ†
−k′ |out〉 , (5.66)
showing that the |in〉 state contains correlated pairs of ‘out’ particles with opposite momenta
(i.e. one right-moving and the other left-moving). These features show up in the correlations.
Again, we point out that in the language of the gravitational analogy (5.16) all the
nontrivial features here discussed are a consequence of the four-dimensional character of the
acoustic metric, and that they would be absent if gµν were two-dimensional and, consequently,
the field θ1 conformal.
Two-point function and density-density correlations
Zero Temperature
To calculate 〈in|θˆ1(t, x)θˆ1(t′, x′)|in〉 in the ‘out’ region, let us expand θˆ1 in the ‘out’ basis
θˆ1(t, x) =
∫ +∞
−∞
dk
[
aˆoutk u
out
k (t, x) + h.c.
]
, (5.67)
and use the Bogoliubov transformation (5.65). This gives
〈in|{θˆ1(t, x), θˆ1(t′, x′)}|in〉 =
~
2
∫ +∞
−∞ dk
[ (
α∗uoutk − βuout∗−k
)
(t, x)
(
αuout∗k − β∗uout−k
)
(t′, x′) + c.c.
]
=
−~mcout
4πn
[
(c2in−c2out)
2cincout
ln∆outuv′∆
out
u′v +
(c2in+c
2
out)
2cincout
ln∆outuu′∆
out
vv′
]
,
(5.68)
where we have defined
∆outuv′ ≡ (v0 + cout)t+ (cout − v0)t′ − (x− x′), ∆outu′v ≡ ∆outuv′(t, x↔ t′, x′) ,
∆outuu′ ≡ (v0 + cout)(t− t′)− (x− x′), ∆outvv′ = (cout − v0)(t− t′) + (x− x′) . (5.69)
The quantity of interest in the experiments is the normalized, one-time density-density
correlation function
G(2)(t; x− x′) = 1
n2
〈in|{nˆ1(t, x), nˆ1(t′, x′)}|in〉|t=t′ , (5.70)
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that using (5.13) can be calculated by performing derivatives from the above results
G(2) = (
1
mc2out
)2
[
∂t∂t′ + v0∂t∂x′ + v0∂t′∂x + v
2
0∂x∂x′
] 〈in|{θˆ1(t, x), θˆ1(t′, x′)}|in〉|t=t′ .
(5.71)
The computation is straightforward and we get the following contribution
G(2) = ~
4πnmcout
[
(c2in−c2out)
2cincout
(
1
(2coutt−(x−x′))2 +
1
(2coutt−(x′−x))2
)
− (c2in+c2out)
cincout
1
(x−x′)2
]
. (5.72)
The interesting features are in the time dependent contributions, coming from the αβ terms in
(5.68)2, and whose physical interpretation follows that of Eq. (5.66). At t = 0 and everywhere
in space correlated pairs of particles with opposite momentum are created out of the vacuum
state, with velocities v0 − cout (left-moving) and v0 + cout (right-moving). At time t such
particles are separated by a distance |x−x′| = 2coutt, which is indeed the correlation displayed
in (5.72).3 As emphasized in [101], the fact that the corresponding peak is infinite is due to
the sudden jump approximation (step-like discontinuity) employed in this analysis. A way
to smooth out the transition from the ‘in’ to the ‘out’ regions within a time interval σt and
produce a finite result which is in good agreement with the numerical results is to multiply
the integrand of Eq. (5.68) by e−
k
kmax , which introduces a cutoff at kmax ∼ 1cσt . This means
that the relevant physics is in the low k (< kmax) modes for which the sudden transition is
a good approximation.
Finite temperature
We shall now consider the case in which the initial state is not the vacuum |in〉 but
thermal, e.g., it is described by a thermal density matrix at temperature T
ρth =
∏
w
(1− e−~w/kBT )
+∞∑
N=0
e−N~w/kBT |N inw 〉〈N inw | . (5.73)
Therefore we shall need to calculate
Trρthθˆ1(t, x)θˆ1(t
′, x′) . (5.74)
To perform this calculation, starting from the decomposition (5.67) and the Bogoliubov
2The static term is instead proportional to |α|2 + |β|2 = 1 + 2|β|2.
3In the cosmological setting, the presence of the same features was noted in [102].
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transformation (5.65) we need now to transform to the ‘in’ w basis
θˆ1 =
∫ +∞
0
dw
[ α∗uoutk=w/(cin+v0) − βuout∗k=−w/(cin+v0)√
v0 + cin
aˆu,inw
+
α∗uoutk=−w/(cin−v0) − βuout∗k=w/(cin−v0)√
cin − v0 aˆ
v,in
w + h.c.
]
, (5.75)
where, we remind, the k > 0 and k < 0 ‘out’ modes are
uoutk(>0) =
√
mcout
4π|k|ne
−ik(v0+cout)t+ikx, uoutk(<0) =
√
mcout
4π|k|ne
−ik(v0−cout)t+ikx (5.76)
and aˆ
u(1)
w =
aˆ
(1)
k(>0)√
c1+v0
, aˆ
v(1)
w =
aˆ
(1)
k(<0)√
c1−v0 . Inserting (5.75) into (5.74) as an intermediate step we get
the following expression
Trρthθˆ1θˆ1 =
~
2
∫ +∞
0
dw(1 + 2|βT |2)
(
F (t, x)F ∗(t′, x′) +G(t, x), G∗(t′, x′) + c.c.
)
,
where
|βT |2 = 1
e
~w
kBT − 1
,
F ≡ α
∗uoutk=w/(cin+v0) − βuout∗k=−w/(cin+v0)√
v0 + cin
,
G ≡ α
∗uoutk=−w/(cin−v0) − βuout∗k=w/(cin−v0)√
cin − v0 . (5.77)
Comparing with the zero-temperature case (5.68) we see that the effect of the initial
thermal population is to stimulate the existing correlations through the factor 1 + 2|βT |2,
and not to create new ones. Writing out explicitly the modes, from (5.76), and evaluating
the integrals we obtain the final expression
Trρthθˆ1(t, x)θˆ1(t
′, x′) =
−~mcout
4πn
[
c2in−c2out
2cincout
ln
(
sinh(πkBT
~
∆out
uv′
cin−v0 ) sinh(
πkBT
~
∆out
u′v
v0+cin
)
)
+
c2in+c
2
out
2cincout
ln
(
sinh(πkBT
~
∆out
uu′
v0+cin
) sinh(πkBT
~
∆out
vv′
cin−v0 )
) ]
.
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From this result the calculation of G
(2)
T , using (5.71), gives
G
(2)
T (t; x− x′) = ~4πnmcout
[
− (c2in+c2out)
2cincout
(
(
pikBT
~(v0+cin)
)2
sinh2(
(x−x′)pikBT
~(v0+cin)
)
+
(
pikBT
~(cin−v0)
)2
sinh2(
(x−x′)pikBT
~(cin−v0)
)
)
+
c2in−c2out
4cincout
(
( πkBT
~(v0+cin)
)2( 1
sinh2(
[2coutt−(x−x
′)]pikBT
~(v0+cin)
)
+ 1
sinh2(
[2coutt+(x−x
′)]pikBT
~(v0+cin)
)
)+
( πkBT
~(cin−v0))
2( 1
sinh2(
[2coutt−(x−x
′)]pikBT
~(cin−v0)
)
+ 1
sinh2(
[2coutt+(x−x
′)]pikBT
~(cin−v0)
)
)
)]
.
(5.78)
Comparing with (5.72), we see that indeed the peaks structure is the same, and in par-
ticular the time-dependent ones receive the following finite contribution
∆G
(2)
T,|x−x′|=2coutt = −
π(kBT )
2
12nmcout
(c2in − c2out)
2cincout
(v20 + c
2
in)
(v0 + cin)2(cin − v0)2 , (5.79)
which in the more realistic case of a transition within a time σt between the ‘in’ and the
‘out’ regions and v0 = 0 has been shown to be a good approximation for low temperatures
T < ~/kBσt [101].
5.4.3. Simulation of the formation of non-homogeneous backgrounds
using step-like discontinuities
We shall now combine the analysis of the two previous sections to construct more com-
plicated time-dependent backgrounds. Consider an initial infinite homogeneous condensate
with sound speed cin turning into a nonhomogeneous configuration well described by two
semiinfinite (downstream and upstream) homogeneous condensates with sound speeds, re-
spectively, cd and cu. Technically the model we use consists of a discontinuity in t followed
by a discontinuity in x, i.e. c(t, x) = cinθ(−t) + θ(t)(cdθ(−x) + cuθ(x)). For simplicity we
shall consider the case in which cin = cu, represented in Fig.5.4.
Such a construction is the closest, in spirit, to the time-dependent formation of an acoustic
black hole as considered in [7], [79], the important difference being, of course, that our
hydrodynamic analysis can only be made for subsonic flows. In addition, a realistic realization
of this scenario requires non vanishing transition regions in both t and x of width σt and σx.
To solve (5.14) for all x and t, first we write down the general solutions in the three
different regions , ‘in’ (t < 0) and ‘out’ left (t > 0, x < 0) and right (t > 0, x > 0), and
then impose the matching conditions (5.46) and (5.19). The former are performed at fixed
k, while the latter at fixed w. Therefore both k and w decompositions (5.47) and (5.20) will
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x = 0t = 0
cd
cin
cu = cin
Figura 5.4: Temporal formation of a spatial step-like discontinuity (cu = cin).
be needed, the respective modes and operators being related by (see also [92])
uk(<0) =
√
c− v0 uvw , uk(>0) =
√
c+ v0 u
u
w (5.80)
aˆk(<0) =
√
c− v0 aˆvw , aˆk(>0) =
√
c + v0 aˆ
u
w . (5.81)
To solve (5.46) at t = 0 consider the general solutions of (5.14) at fixed k in the ‘in’
region
θ1in = e
ikx
√
mcin
4π|k|n
[
Ainv e
−ik(v0−cin)t + Ainu e
−ik(v0+cin)t] , (5.82)
and in the ‘out’ downstream and upstream regions
θ1d(k) = e
ikx
√
mcd
4π|k|n
[
Adve
−ik(v0−cd)t + Adue
−ik(v0+cd)t] , (5.83)
θ1u(k) = e
ikx
√
mcin
4π|k|n
[
Arve
−ik(v0−cin)t + Arue
−ik(v0+cin)t] . (5.84)
For x < 0 the ‘in’ and d amplitudes are related through the Bogoliubov matrix
(
Adv
Adu
)
=
1
2
√
cincd
(
cin + cd cin − cd
cin − cd cin + cd
)(
Ainv
Ainu
)
. (5.85)
At x > 0 the matching is trivial because we chose cin = cu, therefore
Auv = A
in
v , A
u
u = A
in
u . (5.86)
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The matching equations (5.19) at x = 0 for all t > 0 relate the general solutions at fixed
w in the d and u regions
θ1d(ω) = e
−iwt
√
mcd
4πwn
[
e
i ω
v−cd
x
Adout + e
i ω
v+cd
x
Adin
]
, (5.87)
θ1u(ω) = e
−iwt
√
mcin
4πwn
[
e
i ω
v−cin
x
Auin + e
i ω
v+cin
x
Auout
]
(5.88)
via the scattering matrix
(
Adout
Adin
)
=
1
2
√
cucd
(
cin + cd cin − cd
cin − cd cin + cd
)(
Auin
Auout
)
. (5.89)
Relating the ‘in’ and ‘out’ basis
The way the ‘in’ k basis is related to the ‘in’ and ’out’ w basis (t > 0) is shown in Figs.5.5
and 5.6, where the Bogoliubov and scattering coefficients are
α∗ =
cin + cd
2
√
cincd
, −β = cin − cd
2
√
cincd
, R = −cin − cd
cin + cd
, T =
2
√
cincd
cin + cd
. (5.90)
These pictures are constructed by combining those of Figs.5.2 and 5.3 for the two types of
discontinuities.
RT
t = x
v0−cd
t = x
v0+cu
−βT
α∗ −β
βR
cd
cu = cin
cin
Figura 5.5: Evolution of uink (k < 0) modes.
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t = x
v0+cu
t = x
v0−cd
−β
−α∗R
α∗T
α∗
cd
cu = cin
cin
Figura 5.6: Evolution of uink (k > 0) modes.
Left-moving ‘in’ modes uink(<0)
The left moving ‘in’ modes produce at t = 0+ three different components, two due to the
discontinuity on the x < 0 side and the third, freely propagating at x > 0. Only two of them
scatter at the x = 0 discontinuity, the other one being disconnected from it (it propagates
outside the future sound cone of the origin). Discarding this component (proportional to α∗)
and only retaining those inside the future sound cone of x = t = 0 we have
uk(<0) → −β
√
v0 + cd u
in,u∗
w=−k(v0+cd) +
√
cu − v0 uv,inw=(v0−cu)k =
−β√v0 + cd(−R∗ukdout∗w=−k(v0+cd) + T ∗u
kuout∗
w=−k(v0+cd))
+
√
cu − v0(Tukdoutw=(v0−cu)k +Ru
kuout
w=(v0−cu)k) . (5.91)
Right-moving ‘in’ modes uink(>0)
In this case of the three components produced at t = 0+ only the one proportional to α∗
propagates inside the future light-cone of the origin and we have
uink(>0) → α∗
√
v0 + cd u
u,in
w=(v0+cd)k
= α∗
√
v0 + cd(−Rukdoutw=(v0+cd)k + Tu
kuout
w=(v0+cd)k
) . (5.92)
Let us now construct the explicit connection between the aˆ, aˆ† operators of ‘in’ k de-
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composition (t < 0)
θˆ1(t, x) =
∫ +∞
0
dk
[
aˆink u
in
k (t, x) + aˆ
in†
−ku
in
−k(t, x) + h.c.
]
, (5.93)
where we have explicitly separated the positive k (left-moving) and the negative k (right-
moving) contributions, and the ‘in’ and ‘out’ w ones in the t > 0 region
θˆ1(t, x) =
∫ +∞
0
dw
[
aˆd,in(out)w u
d,in(out)
w (t, x) + aˆ
u,in(out)
w u
u,in(out)
w (t, x) + h.c.
]
. (5.94)
By inserting the first lines of eqs. (5.91), (5.92) into (5.93) and changing from k to w we
have
θˆ1 =
∫ +∞
0
dw
[(α∗aˆk − β∗aˆ†−k)|k= wcd+v0√
v0 + cd
ud,inw +
aˆ−k= w
v0−cin√
cin − v0 u
u,in
w + h.c.
]
, (5.95)
from which
aˆd,inw =
(α∗aˆk − β∗aˆ†−k)|k= wcd+v0√
cd + v0
, aˆu,inw =
a−k= w
v0−cin√
cin − v0 . (5.96)
To change from the ‘in’ to the ’out’ w basis we can use the second lines of (5.91), (5.92) into
(5.93) or, directly, (5.40) and (5.96) :
aˆu,outw = R
a−k= w
v0−cin√
cin − v0 + T
(α∗aˆk − β∗aˆ†−k)|k= wcd+v0√
cd + v0
,
aˆd,outw = T
a−k= w
v0−cin√
cin − v0 −R
(α∗aˆk − β∗aˆ†−k)|k= wcd+v0√
cd + v0
. (5.97)
Correlations
To evaluate in the t > 0 region the two-point correlation function of θˆ1 in the ‘in’ vacuum
we can use the ‘out’ w decomposition
θˆ1(t, x) =
∫ +∞
0
dw
[
aˆd,outw u
d,out
w (t, x) + aˆ
u,out
w u
u,out
w (t, x) + h.c.
]
(5.98)
5.4 Hydrodynamics 69
and then the relations (5.97). This gives
〈in|θˆ1(t, x)θˆ1(t′, x′)|in〉 = ~
2
∫ +∞
0
[
u
kdout
w (x, t)u
kdout∗
w (x
′, t′) +
u
kuout
w (x, t)u
kuout∗
w (x
′, t′) + 2|β|2(−T ∗ukuout∗w +R∗ukdout∗w )(t, x) ∗
(−Tukuoutw +Rukdoutw )(t′, x′) + c.c.
]
. (5.99)
Alternatively, we can use the ‘in’ w decomposition
θˆ1(t, x) =
∫ +∞
0
dw
[
aˆd,inw u
d,in
w (t, x) + aˆ
u,in
w u
u,in
w (t, x) + h.c.
]
, (5.100)
from which using (5.96)
〈in|θˆ1(t, x)θˆ1(t′, x′)|in〉 = ~
2
∫ +∞
0
dw
[
uu,inw (x, t)u
u,in∗
w (x
′, t′) +
(1 + 2|β|2)ud,inw (x, t)ud,in∗w (x′, t′) + c.c.
]
. (5.101)
Given the relations (5.38) between ‘in’ and ‘out’ w modes, the two expressions (5.99) and
(5.101) are clearly equivalent. With respect to the stationary case (5.41) (β = 0), we see in
(5.101) the different weight the ‘in’ d and u modes have, modifying the correlation picture. In
particular, considering points respectively in the downstream (say, x < 0) and the upstream
(x′ > 0) region we have (see (5.41))
〈in|θˆ1(t, x)θˆ1(t′, x′)|in〉 = ~
2
∫ ∞
0
dω
[
T ∗(1 + 2|β|2)ukdinw (t, x)ukuout∗w (t′, x′)+
Tu
kdout
w (t, x)u
k
uin
∗
w (t
′, x′) +
(
R∗T − RT ∗(1 + 2|β|2)
)
u
kdout
ω (t, x)u
kuout∗
ω (t
′, x′) + c.c.
]
=
− ~m
4πn
[(c2in + c2d)
cin + cd
ln
(
t− t′ − x
v0 + cd
+
x′
v0 + cin
)
+
2cincd
cin + cd
ln
(
t− t′ − x
v0 − cd +
x′
v0 − cin
)
+
(cin − cd)3
(cin + cd)2
ln
(
t− t′ − x
v0 − cd +
x′
v0 + cin
)]
,
where, comparing with (5.45), we see here the different contributions coming from the din−
uout and uin − dout sectors and the appearance of a new term, a nonvanishing uout − dout
correlator proportional to (RT ∗)|β|2.
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We can also compute the downstream-upstream density-density function
G
(2)
du =
1
(mcincd)2
[
∂t∂t′ + v0∂t∂x′ + v0∂t′∂x + v
2
0∂x∂x′
] 〈in|{θˆ1(t, x), θˆ1(t′, x′)}|in〉|t=t′
(5.102)
which gives the following contribution
G
(2)
du = −
~
4πnmcincd(cin + cd)
[ (c2in + c2d)
(v0 + cd)(v0 + cin)
1
( x
v0+cd
− x′
v0+cin
)2
+
2cincd
(v0 − cd)(v0 − cin)
1
( x
v0−cd − x
′
v0−cin )
2
− (cin − cd)
3
(cin + cd)(v0 − cd)(v0 + cin)
1
( x
v0−cd − x
′
v0+cin
)2
]
.
The last term, the dout − uout correlator, has a peak (divergence) for x < 0, x′ > 0. As
already remarked, to have finite results we would need more realistic configurations with
smooth transitions of width σt, σx instead of the sudden jumps considered in our analysis.
A way to take into account this is to introduce a cutoff in our calculation. Actually in this
model, due to the two types of discontinuities we have two such cutoffs, 1
σt
and c
σx
.
It is interesting, at this point, to ask whether step-like discontinuities are suitable to
study the Hawking effect in correlations and to which extent.
In gravitational physics, the Hawking effect [1, 2] arises from vacuum fluctuations in
the dynamical background of a collapsing star forming a black hole. The universality of the
emitted thermal radiation (with temperature TH =
~κ
2πkB
, where κ is the surface gravity at
the horizon) allows us to use simple analytical models (for instance shock waves) to mimic
the time dependence in a real process (see for instance [22]). The mechanism by which the
black hole emits particles is understood in terms of pair creation in the outgoing (u) sector
in the near-horizon region, one member outside the horizon (Hawking quanta) and the other
inside (the partner, trapped inside the black hole) [103], [104]. This produces a characteristic
signal, a finite stationary peak in correlators (for instance, in the point-split stress tensor)
proportional to κ2 for points situated on either side with respect to the horizon and in
correspondence with the positions of the created quanta.
In our context we would need a simple analytical model allowing us to study the dy-
namical formation of a fluid with a region of supersonic flow out of an everywhere subsonic
configuration. As already commented in Sec.5.4.1, step-like discontinuities in x can only be
defined, in the hydrodynamic limit, for subsonic configurations. The formation of an acoustic
black hole with a regular surface gravity is achieved by introducing a small transition region
of width ∆σx around x = 0 where the sound velocity varies smoothly from cu = cin (right
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region) to cd < |v0| (left region), see Fig.5.7. This would give a surface gravity κ ∼ c∆σx .
The physics of the Hawking effect tells us to look for the uu correlations between the pairs
created on the horizon at its formation, its members following, respectively, the trajectories
x′ = (cu+ v0)t′ > 0 (Hawking quanta) and x = (cd+ v0)t < 0 (partner). At time t = t′ this
corresponds to points x, x′ such that x
v0+cd
− x′
v0+cu
= 0.
This correlation is present in the evolution of the ‘in’ left moving modes from the right, see
Fig.5.8.4 The amplitudes Auout, Adout2 , Adout1 depend on the details of the modes propagation
in the transition region. We mention that an expression for them can be found by considering
step-like discontinuities in the exact theory (with ξ 6= 0) and taking the dispersionless limit
ξ → 0 at the end of the calculations: Auout = cu+v0v0−cu , Adout2 =
√
cu
cd
v0+cd
cu−v0 , Adout1 =
√
cu
cd
cd−v0
cu−v0 .
We can then perform an analysis similar to that of Sec.5.4.3 to consider the dynamical
formation of an acoustic black hole-like configuration and taking it into account the presence
of a finite ∆σx by imposing a cut-off ωmax ∼ κ in the integration over frequencies. It is not
difficult to show that the G(2) correlator has indeed a left-right uu Hawking-like peak located
at x
v0+cd
= x
′
v0+cu
and proportional to
G
(2)uu
ud ∼
~
4πmn
√
cdcu
Adout2 A
∗
uout
(v0 + cd)(v0 + cu)
κ2, (5.103)
that has a structure similar to that found in [7]. The next step is to extend the analysis of
this Chapter by considering dispersion effects (ξ 6= 0) as well. We will deal with it in detail
in the following Chapter.
5.5. Summary
We have introduced in this Chapter the main analytical techniques that will be used
in the rest of the thesis. We have dealt with step-like discontinuities in the sound velocity
for different BEC configurations within the hydrodynamic limit. Spatial and temporal step-
like discontinuities have been analyzed, along with a combination of them: the temporal
formation of a spatial discontinuity. In every of these cases we focused on the equal time
density-density correlations. Spatial step-like discontinuities in the hydrodynamic limit with
a subsonic and a supersonic part cannot be constructed and therefore we cannot mimic a
black hole or a white hole. We need a smooth transition region, as explained in the previous
Section. Instead, when dispersion effects are taken into account we can mimic acoustic black
4The other left-right correlation present is the uv channel, that we have seen also in the subsonic case in
the previous sections.
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Figura 5.7: Formation of an acoustic black hole.
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Figura 5.8: ‘in’ left moving modes in an acoustic black hole.
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holes and white holes. We will deal with this in the next two Chapters.
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6 Step-like discontinuities and Hawking radiation
6.1. Introduction
We extend now the hydrodynamical analysis of the previous Chapter and consider in
particular the effects of the temporal formation of acoustic black hole-like configurations, as
in [7] and [79], including dispersion effects. Our analytical analysis is again based on step-
like discontinuities and thus extends the stationary results in [89]. We mention that step-like
configurations in BECs were also considered in [97, 98, 99, 100, 101].
The plan of this Chapter is the following: in Sec.6.2 we briefly describe the model used
and the basic equations, while in Secs.6.3 and 6.4 we analyze thoroughly the stationary
case (spatial step-like discontinuities) and the homogeneous one (temporal step-like discon-
tinuities). By combining the results of these two sections, in Sec.6.5 we discuss the main
Hawking signal in correlations for the formation of acoustic black hole-like configurations
in comparison with the stationary result and in Sec.6.6 we end with comparisons with the
hydrodynamical results in [7].
6.2. The model and its basic equations
The basic equations are the same as in the previous Chapter, namely the Gross-Pitaevskii
equation (5.4) and the Bogoliubov de Gennes equation (5.5). The main difference is that in
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the case of dispersion we find convenient to expand the non-hermitean operator φˆ as
φˆ(t, x) =
∑
j
[
aˆjφj(t, x) + aˆ
†
jϕ
∗
j(t, x)
]
, (6.1)
where aˆj and aˆ
†
j are the phonon’s annihilation and creation operators. From (5.5) and its her-
mitean conjugate, we see that the modes φj(t, x) and ϕj(t, x) satisfy the coupled differential
equations
[
i(∂t + v∂x) +
ξc
2
∂2x −
c
ξ
]
φj =
c
ξ
ϕj ,[
−i(∂t + v∂x) + ξc
2
∂2x −
c
ξ
]
ϕj =
c
ξ
φj , (6.2)
where ξ = ~/(mc) is the so-called healing length of the condensate. The normalizations are
fixed, via integration of the equal-time commutator obtained from (5.1), namely
[φˆ(t, x), φˆ†(t, x′)] =
1
n
δ(x− x′) , (6.3)
by ∫
dx[φjφ
∗
j′ − ϕ∗jϕj′] =
δjj′
~n
. (6.4)
We shall consider step-like discontinuities in the speed of sound c, which is the only
non-trivial parameter in this formalism, and impose the appropriate boundary conditions
for the modes that are solutions to Eqs. (6.2). A similar analysis was carried out in the
hydrodynamic limit ξ → 0 in the previous Chapter, by using the more appropriate density
phase representation
φˆ =
nˆ1
2n
+ i
θˆ1
~
. (6.5)
6.3. Step-like spatial discontinuities (stationary case)
In this Section we study dispersion effects for the case of spatial step-like discontinuities.
We treat subsonic configurations in Sec.6.3.1, thus extending the hydrodynamic analysis of
the previous Chapter, and subsonic-supersonic ones in Sec.6.3.2. This case is particularly
interesting in view of our application to study the main Hawking signal in correlations from
acoustic black holes, along the lines of [79].
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6.3.1. Subsonic configurations
We consider a surface (that we put for simplicity at x = 0) separating two semi-infinite
homogeneous condensates with different sound speeds: c(x) = cdθ(−x) + cuθ(x), where d is
the downstream region and u the upstream one. The velocity of the condensate is taken to
be negative (v0 < 0), so that the flow is from right to left. We assume that the condensate
is everywhere subsonic, that is |v0| < cu(d), and that v0, cd and cu are time-independent.
To explicitly write down the decomposition of the field operator φˆ, we first need to study
the propagation of the modes and construct the “in” and “out” basis. To understand the
details of modes propagation along the x-axis, we need to solve the equations (6.2) in the
downstream and upstream homogeneous regions, and then impose the appropriate boundary
conditions. These simply are the requirement that φ and ϕ, along with their first spatial
derivatives, are continuous across the discontinuity at x = 0.
We denote the modes solutions, valid for all x, corresponding to the fields φ and ϕ as
De−iwt+ikx and Ee−iwt+ikx respectively. The boundary conditions at the discontinuity, as we
will see explicitly later, require us to work at fixed ω. Therefore we write the modes as
φω = D(ω)e
−iwt+ik(ω)x , ϕω = E(ω)e−iwt+ik(ω)x , (6.6)
so that the equations (6.2) simplify to
[
(w − vk)− ξck
2
2
− c
ξ
]
D(ω) =
c
ξ
E(ω) ,[
−(w − vk)− ξck
2
2
− c
ξ
]
E(ω) =
c
ξ
D(ω) , (6.7)
while the normalization condition (6.4) (j ≡ ω) gives
|D(ω)|2 − |E(ω)|2 = 1
2π~n
∣∣∣ dk
dw
∣∣∣ . (6.8)
The combination of the two Eqs. (6.7) gives the non linear dispersion relation
(w − vk)2 = c2
(
k2 +
ξ2k4
4
)
, (6.9)
plotted in Fig. 6.1. At low momenta (k ≪ 1
ξ
) we recover the linear relativistic disper-
sion, while at large momenta (k ≫ 1
ξ
) the nonlinear superluminal term becomes dominant.
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Moreover, inserting the relation between D and E from (6.7) into (6.8) we find the mode
-0.4 -0.2 0.0 0.2 0.4
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-0.1
0.0
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kΞu
Ω
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Figura 6.1: Dispersion relation for subsonic configurations. The solid (dashed) line corresponds to the positive
(negative) norm branch: ω−vk = +(−)c
√
k2 + ξ
2k4
4 . The left and right panel correspond to the downstream
and upstream regions respectively.
normalizations
D(ω) =
ω − vk + cξk2
2√
4π~ncξk2
∣∣∣(ω − vk) ( dkdω)−1∣∣∣
,
E(ω) = − ω − vk −
cξk2
2√
4π~ncξk2
∣∣∣(ω − vk) ( dkdω)−1∣∣∣
, (6.10)
where k = k(ω) are the roots of the quartic equation (6.9) at fixed ω. Eq. (6.9) admits, in
the subsonic case, two real and two complex solutions. Regarding the real solutions, we will
call kuin(dout) and kuout(din) the ones corresponding to negative and positive group velocity
vg =
dω
dk
respectively, in the upstream and downstream regions. They admit a perturbative
expansion in the dimensionless parameter z ≡ ξω
c
, namely
kuin(dout) =
ω
v0 − cu(d)
(
1 +
c3u(d)z
2
u(d)
8(v0 − cu(d))3 +O(z
4
u(d))
)
,
kuout(din) =
ω
v0 + cu(d)
(
1− c
3
u(d)z
2
u(d)
8(v0 + cu(d))3
+O(z4u(d))
)
. (6.11)
The other two solutions are complex conjugates. We call kd(kg) the roots with positive(negative)
imaginary part, which represent a decaying(growing) mode on the positive x > 0 axis and a
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growing(decaying) mode in the negative (x < 0) one. Such roots are non-perturbative in ξ as
they diverge in the hydrodynamic limit ξ = 0, when Eq. (6.9) becomes quadratic. However,
they admit the expansions
kd(g) =
ω|v0|
c2 − v20
[
1− (c
2 + v20)c
4z2
4(c2 − v20)3
+O(z4)
]
+(−)2i
√
c2 − v20
cξ
[
1 +
(c2 + 2v20)c
4z2
8(c2 − v20)3
+O(z4)
]
.
(6.12)
In what follows we do not need to specify the normalization coefficients for these modes,
that we call generically
dφ(ϕ)√
4πn~
and
Gφ(ϕ)√
4πn~
for the decaying and growing modes respectively,
of the fields φ and ϕ.
In summary, the decompositions of φ and ϕ in the downstream and upstream regions are
given by
φd(u)ω = e
−iωt
[
Ddin(uin)Adin(uin)e
ikdin(uin)x +Ddout(uout)Adout(uout)e
ikdout(uout)x+
+d
d(u)
φ A
d(u)
d e
ik
d(u)
g(d)
x
+G
d(u)
φ A
d(u)
G e
ik
d(u)
d(g)
x
]
,
ϕd(u)ω = e
−iωt
[
Edin(uin)Adin(uin)e
ikdin(uin)x + Edout(uout)Adout(uout)e
ikdout(uout)x+
dd(u)ϕ A
d(u)
d e
ik
d(u)
g(d)
x +Gd(u)ϕ A
d(u)
G e
ik
d(u)
d(g)
x
]
.
The coefficients A(din,dout,uin,uout) are the amplitudes of the modes, not to be confused with the
normalizations coefficients. Indeed, the latter are determined uniquely by the commutation
relations and the equations of motion, while the amplitudes depend on the particular choice
of basis, as shown below. The matching conditions at x = 0 to be imposed on Eqs. (6.2) are
[φ] = 0, [φ′] = 0, [ϕ] = 0, [ϕ′] = 0, (6.13)
where [ ] indicates the variation across the jump. It is clear that these conditions require ω
to be the same in the u and d regions. Eqs. (6.13) can be written in matrix form
Wd


Adout
Adin
AdG
Add

 = Wu


Auin
Auout
Aud
AuG

 , (6.14)
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where
Wd =


Ddout Ddin G
d
φ d
d
φ
ikdoutDdout ikdinDdin ik
d
gG
d
φ ik
d
dd
d
φ
Edout Edin G
d
ϕ d
d
ϕ
ikdoutEdout ikdinEdin ik
d
gG
d
ϕ ik
d
dd
d
ϕ

 (6.15)
and
Wu =


Duin Duout d
u
φ G
u
φ
ikuinDuin ikuoutDuout ik
u
dd
u
φ ik
u
gG
u
φ
Euin Euout d
u
ϕ G
u
ϕ
ikuinEuin ikuoutEuout ik
u
dd
u
ϕ ik
u
gG
u
ϕ

 . (6.16)
Multiplying both sides by W−1d we have

Adout
Adin
AdG
Add

 = Mscatt


Auin
Auout
Aud
AuG

 . (6.17)
The 4 × 4 matrix Mscatt ≡ W−1d Wu encodes all non-trivial scattering effects due to the
matching conditions (6.13). The form of Mscatt is much more involved than that found in
the hydrodynamic limit in the previous Chapter.
We now proceed to construct the “in” and “out” modes basis for the case v0 = 0 in a
perturbative expansion up to O(z2). This case can also be treated exactly, as shown in the
Appendix B.1. The perturbative construction of the “in” modes for the more complicated
case v0 6= 0 is given in Appendix B.2. To appreciate similarities and differences with respect
to the hydrodynamical case, let us construct perturbatively the “in” and “out” modes basis,
displayed schematically in Fig.6.2. We consider the modes of the field φ. An identical analysis
is valid for ϕ, up to the replacement of the D → E.
• Mode uu,inω,φ
The “in” mode uu,inω,φ is defined by an initial unit-amplitude left-moving mode coming
from the right (≡ ukuinω,φ = Duine−iωt+ikuinx), which is partially transmitted in the left region
(ud
out
ω,φ = Dkdoute
−iωt+ikdoutx) with amplitude Adout and partially reflected into a right-moving
mode (u
kuout
ω,φ = Duoute
−iωt+ikuoutx) with amplitude Auout. The construction is not finished yet,
as we need to include as well the decaying modes in the downstream and upstream regions
(u
dec,u(d)
ω,φ = D
u(d)
φ e
−iωt+iku(d)
d(g)
x
) along with their amplitudes Aud and A
d
d. In this way we have a
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ud,inω,φ u
u,in
ω,φ
1
1
R
T
′
uu,outω,φ
ud,outω,φ
R
′
T
1
1
R∗ R
′∗
T
′∗
T ∗
D∗L
DL
DR
D
′
R
D∗R
D
′
L
D∗
L′
D∗
R′
Figura 6.2: “in” and “out” modes for spatial step-like discontinuities between homogeneous subsonic regions.
We display the propagating modes (straight lines) and the decaying modes (curved lines), along with their
amplitudes.
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total of four amplitudes which are uniquely determined by solving the following system of
four equations 

Adout
0
0
Add

 = Mscatt


1
Auout
Aud
0

 . (6.18)
By treating Mscatt perturbatively in the parameter zd ≡ ωξdcd we find, up to O(z2d), the
following solutions
Adout =
2
√
cdcu
cd + cu
− i
√
cd (cd − cu) 2zd
c
3/2
u (cd + cu)
+
cd (cd − cu) 2 (c2d + c2u) z2d
2c3u (cd + cu)
2
≡ T ,
Auout =
cd − cu
cd + cu
− icd (cd − cu)
2zd
c2u (cd + cu)
− cd (cd − cu) (2c
3
d − 3c2dcu + 2cdc2u + c3u) z2d
4c4u (cd + cu)
≡ R ,
Add =
(cd − cu)√zd
ddφ
√
cu (cd + cu)
− (cd − cu) z
2
d
2ddφc
5/2
u (cd + cu)
[
cd
2 + i
(
cd
2 + cu
2 − cucd
)] ≡ DL′ ,
Aud =
cd (−cd + cu)√zd
duφc
3/2
u (cd + cu)
+
c2d (cd − cu) z2d
2duφc
7/2
u (cd + cu)
[cd + i (cd − 2cu)] ≡ DR′ . (6.19)
In the limit zd → 0, we recover the results of the previous Chapter. As we can see, the
amplitudes of the asymptotic modes Adout and Auout develop an imaginary O(zd) contribution
plus a real O(z2d) one. These combine in such a way that the unitarity relation |Auout|2 +
|Adout|2 ≡ |R|2 + |T |2 = 1 is satisfied non trivially at O(z2d), as
|Adout|2 = 4cdcu
(cd + cu)2
+
ω2 (cd − cu) 2 (c2d + c2u) ξ2d
2cdc3u (cd + cu)
2
, (6.20)
|Auout|2 =
(
cd − cu
cd + cu
)2
− ω
2 (cd − cu) 2 (c2d + c2u) ξ2d
2cdc3u (cd + cu)
2
. (6.21)
Finally, note that, although the amplitudes of the decaying modes do not enter in the uni-
tarity relation, they are part of the full mode and give contributions, for instance, in the
computation of density-density correlations.
• Mode ud,inω,φ
The “in” d-mode ud,inω,φ is composed by an initial unit-amplitude right-moving mode
(u
kdin
ω,φ ≡ Ddine−iωt+ikdinx) coming from the left, along with the transmitted mode (ukuoutω,φ )
with amplitude Auout and the reflected mode (u
kdout
ω,φ ) with amplitude Adout . Here too we have
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decaying modes, with amplitudes Aud , A
d
d. All these amplitudes are obtained by solving

Adout
1
0
Add

 = Mscatt


0
Auout
Aud
0

 (6.22)
and, up to O(z2d), we have
Adout =
cu − cd
cu + cd
− i (cd − cu)
2zd
cu (cd + cu)
+
(cd − cu) (c3d + 2c2dcu − 3cdc2u + 2c3u) z2d
4c3u (cd + cu)
≡ R′ , (6.23)
Auout =
2
√
cdcu
cd + cu
− i
√
cd (cd − cu) 2zd
c
3/2
u (cd + cu)
−
√
cd (cd − cu) 2 (c2d − 4cdcu + c2u) z2d
8c
7/2
u (cd + cu)
≡ T ′ ,(6.24)
Add =
(cd − cu)√zd
ddφ
√
cd (cd + cu)
+
(cd − cu)
2ddφ
√
cdcu (cd + cu)
[−cu + i (2cd − cu)] z2d ≡ DL , (6.25)
Aud =
√
cd (−cd + cu)√zd
duφcu (cd + cu)
+
√
cd (cd − cu)
2duφc
3
u (cd + cu)
[
cd
2 + i
(
cd
2 + cu
2 − cdcu
)]
z2d ≡ DR .(6 26)
The unitarity condition for the asymptotic modes |Adout|2 + |Auout|2 ≡ |R′|2 + |T ′|2 = 1 is
again non-trivially satisfied, as
|Adout|2 =
(
cu − cd
cd + cu
)2
− cd (cd − cu)
2 (c2d + c
2
u) z
2
d
2c3u (cd + cu)
2
, (6.27)
|Auout|2 = 4cdcu
(cd + cu)2
+
cd (cd − cu) 2 (c2d + c2u) z2d
2c3u (cd + cu)
2
. (6.28)
• Mode ud,outω,φ
The “out” downstream mode ud,outω,φ is made of a linear combination of initial right-moving
(u
kdin
ω,φ ) and left-moving (u
kuin
ω,φ ) components, with amplitudes Adin and Auin , producing a final
left-moving d-component (u
kdout
ω,φ ) of unit amplitude. The amplitudes, together with those of
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the associated decaying modes, are given by solving


1
Adin
0
Add

 = Mscatt


Auin
0
Aud
0

 (6.29)
and, at O(z2), one has
Adin =
cu − cd
cd + cu
+
i (cd − cu) 2zd
cu (cd + cu)
+
(cd − cu) (c3d + 2c2dcu − 3cdc2u + 2c3u) z2d
4c3u (cd + cu)
≡ R′∗ ,(6.30)
Auin =
2
√
cdcu
cd + cu
+
i
√
cd (cd − cu) 2zd
c
3/2
u (cd + cu)
− (cd − cu)
2 (c2d − 4cdcu + c2u) z2d
8c
7/2
u (cd + cu)
≡ T ′∗ , (6.31)
Add =
(cd − cu)√zd
ddφ
√
cd (cd + cu)
− (cd − cu) z
2
d
2ddφcu (cd + cu)
[cu + i (2cd − cu)] ≡ D∗L , (6.32)
Aud =
√
cd (−cd + cu)√zd
duφcu (cd + cu)
+
√
cd (cd − cu) z2d
2duφc
3
u (cd + cu)
[
cd
2 − i (cd2 + cu2 − cucd)] ≡ D∗R .(6.33)
One can easily check that the unitarity relation is satisfied, as |Adin |2+|Auin |2 ≡ |R|2+|T |2 =
1.
• Mode uu,outω,φ
We finally consider the mode uu,outω,φ . This is defined by initial right-moving and left-
moving components, with amplitudes Adin and Auin, resulting now in a final right-moving
u component (u
kuout
ω,φ ) of unit amplitude. The system of equations to be solved (taking into
account the decaying modes) is


0
Adin
0
Add

 = Mscatt


Auin
1
Aud
0

 . (6.34)
and its solutions, up to O(z2), are
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Adin =
2
√
cdcu
cd + cu
+
i
√
cd(cd − cu)2zd
c
3/2
u (cd + cu)
−
√
cd (cd − cu) 2 (c2d − 4cdcu + c2u) z2d
8c
7/2
u (cd + cu)
≡ T ∗ ,
Auin =
cd − cu
cd + cu
+
icd (cd − cu) 2zd
c2u (cd + cu)
− cd (cd − cu) (2c
3
d − 3c2dcu + 2cdc2u + c3u) z2d
4c4u (cd + cu)
≡ R∗ ,
Add =
cd (cd − cu) zd
ddφ
√
cu (cd + cu)
+
(cd − cu) z2d
2ddφc
5/2
u (cd + cu)
[−cu2 + i (cd2 + cu2 − cdcu)] ≡ DL′∗ ,
Aud =
cd (−cd + cu) zd
duφc
3/2
u (cd + cu)
+
c2d (cd − cu) z2d
2duφc
7/2
u (cd + cu)
[cd + i (2cu − cd)] ≡ DR′∗ , (6.35)
with the unitarity condition |Adin |2 + |Auin |2 = |R|2 + |T |2 = 1 satisfied up to O(z2).
Having constructed explicitly the complete “in” and “out” modes basis, we can now write
the two alternative decompositions for the field operator φˆ
φˆ =
∫ ∞
0
dω
[
aˆd,in(d,out)ω u
d,in(d,out)
ω,φ (t, x) + aˆ
u,in(u,out)
ω u
u,in(u,out)
ω,φ (t, x) +
+ aˆd,in(d,out)†ω u
d,in(d,out)∗
ω,ϕ (t, x) + aˆ
u,in(u,out)†
ω u
u,in(u,out)∗
ω,ϕ (t, x)
]
. (6.36)
The relations between the “in” and “out” modes are
uu,inω,φ = Tu
d,out
ω,φ +Ru
u,out
ω,φ ,
ud,inω,φ = R
′ud,outω,φ + T
′uu,outω,φ , (6.37)
and are valid for all components of the modes basis, decaying modes included. This allows
us to find
aˆd,outω = T aˆ
u,in
ω +R
′aˆd,inω ,
aˆu,outω = Raˆ
u,in
ω + T
′aˆd,inω . (6.38)
Density-density correlations
The basic quantity that we want to study in detail later is the one-time, normalized,
symmetric, two-point function of the density fluctuation
G(2)(t; x, x′) ≡ 1
2n2
l´ım
t→t′
〈in|{nˆ1(t, x), nˆ1(t′, x′)}|in〉 , (6.39)
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where {, } denotes the anticommutator, and the the operator nˆ1 ≡ n(φˆ+ φˆ†) (see eq. (6.5))
can be expanded in the two equivalent “in” and “out” representations,
nˆ1 = n
∫ ∞
0
dω
[
aˆd,in(out)ω (u
d,in(out)
ω,φ + u
d,in(out)
ω,ϕ ) + aˆ
u,in(out)
ω (u
u,in(out)
ω,φ + u
u,in(out)
ω,ϕ ) + h.c.
]
.(6.40)
Thus, the general two-point function in (6.39) explicitly reads
〈in|{nˆ1(t, x), nˆ1(t′, x′)}|in〉| = n2
∫ ∞
0
dω
[
(u
d,in(out)
ω,φ + u
d,in(out)
ω,ϕ )(t, x)(u
d,in(out)∗
ω,φ + u
d,in(out)∗
ω,ϕ )(t
′, x′) +
+(u
u,in(out)
ω,φ + u
u,in(out)
ω,ϕ )(t, x)(u
u,in(out)∗
ω,φ + u
u,in(out)∗
ω,ϕ )(t
′, x′) + c.c.
]
, (6.41)
where
uu,inω,φ + u
u,in
ω,ϕ = e
−iωt [(Duin + Euin)eikuin(ω)x + R(Duout + Euout)eikuout(ω)x+
+ T (Ddout + Edout)e
ikdout(ω)x + (DφL′d
d
φ +D
ϕ
L′d
d
ϕ)e
ikdg(ω)x + (DφR′d
u
φ +D
ϕ
R′d
u
ϕ)e
ikud (ω)x
]
,
ud,inω,φ + u
d,in
ω,ϕ = e
−iωt [(Ddin + Edin)eikdin (ω)x +R′(Ddout + Edout)eikdout(ω)x+ (6.42)
+ T ′(Duout + Euout)eikuout(ω)x + (D
φ
Ld
l
φ +D
ϕ
Ld
d
ϕ)e
ikdg(ω)x + (DφRd
u
φ +D
ϕ
Rd
u
ϕ)e
ikud (ω)x
]
.
Let us consider, for instance, one point located in the left (x < 0) region and one in
the right (x′ > 0) one. Substituting the expressions above into (6.41), we see that there are
din−uout and dout−uin contributions, while the dout−uout term, being proportional to R∗T +
R′T ′∗, vanishes. Finally, the contribution coming from the decaying modes is subdominant.
Therefore, the integral (6.41) is well approximated by the hydrodynamic approximation,
obtained for small ω, namely
G(2)(t; x, x′) ≃ − ~
2πmn(cu + cd)

 1
(v0 − cd)(v0 − cu)
(
x
cd−v0 +
x′
v0−cu
)2+
1
(v0 + cd)(v0 + cu)
(
− x
v0+cd
+ x
′
v0+cu
)2

 . (6.43)
6.3.2. Subsonic-supersonic configuration
Unlike the spatial step-like discontinuities studied in the hydrodynamical limit, dispersion
effects allow us to study also configurations with supersonic regions. Since we are interested
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to model black hole-like systems, we shall consider the case where there are one subsonic
and one supersonic region separated by a sharp jump in the speed of sound. Therefore we
write c(x) = cdθ(−x)+ cuθ(x), where now cd < |v0| and cu > |v0|. The modes in the subsonic
region (x > 0) are the same as in the previous subsection. In the supersonic (x < 0) part the
dispersion relation (6.9) changes and it is represented in Fig.6.3. We see that, for ω less than
-2 -1 0 1 2
-0.2
-0.1
0.0
0.1
0.2
kΞd
d1-ind2-in
d1-outd2-out
Figura 6.3: Dispersion relation in the supersonic case. Positive (negative) norm modes belong to the solid
(dashed) line.
a certain value that we call ωmax, there are now four real solutions, corresponding to four
propagating modes. Two of them are present also in the hydrodynamical approximation,
and, when expressed through the variable zd ≡ ξdωcd , they read
kdout1 =
ω
v0 − cd
[
1 +
c3dz
2
d
8(v0 − cd)3 +O(z
2
d)
]
,
kdout2 =
ω
v0 + cd
[
1− c
3
dz
2
8(v0 + cd)3
+O(z2d)
]
, (6.44)
and, unlike in the subsonic case, they both move to the left, as dω
dk
|kdout
2
(dout
1
)
< 0. The value
kdout1 belongs to the positive norm branch while kdout2 to the negative norm one, as shown in
Fig. 6.3. The other two values of k, called kdin1 and kdin2 , exist because of dispersion, and are
not perturbative in ξ. In fact
kdin1 (din2 ) =
ω|v0|
c2d − v20
[
1− (c
2
d + v
2
0)c
4
dz
2
d
4(c2d − v20)3
+O(z4d)
]
+ (−)2
√
v20 − c2d
cdξd
[
1 +
(c2d + 2v
2
0)c
4
dz
2
d
8(c2d − v20)3
+O(z4d)
]
.
Comparing with the expressions (6.12), we see that kdin1 and kdin2 are the analytic continuation
for supersonic flows of the decaying and growing modes seen in the subsonic regime. These
two modes (which belong respectively to the positive and negative norm branches of Fig 6.3)
88 Chapter 6. Step-like discontinuities and Hawking radiation
both move to the right as dω
dk
|k
din
1
(din
2
)
> 0. This means that they are supersonic and able to
propagate upstream, against the direction of the flow. The value of ωmax = ω(kmax) can be
calculated explicitly by imposing dω
dk
|k=kmax = 0, where
kmax = − 1
ξd
[
v20
2c2d
− 2 + v0
2cd
√
8v20
c2d
+
v20
c2d
]1/2
. (6.45)
One can easily check that ωmax and kmax are well inside the non-perturbative region (∼ 1/ξd).
When ω > ωmax, instead, we find again two real propagating modes (k real) and two complex
conjugate ones, corresponding to decaying and growing modes, just like in the subsonic case.
Thus, for ω > ωmax the analysis is the same as in the subsonic case, and so we omit it.
Let us now write the general solutions for φ and ϕ in the downstream (d) and upstream
(u) regions for ω < ωmax. In the d-region we have
φdω = e
−iωt
[
Ddout1 Adout1 e
ik
dout
1
x
+Ddout2 Adout2 e
ik
dout
2
x
+Ddin1 Adin1 e
ik
din
1
x
+Ddin2 Adin2 e
ik
din
2
x
]
,
ϕdω = e
−iωt
[
Edout1 Adout1 e
ik
dout1
x
+ Edout2 Adout2 e
ik
dout2
x
+ Edin1 Adin1 e
ik
din1
x
+ Edin2 Adin2 e
ik
din2
x
]
,
while in the u-region we find
φuω = e
−iωt [DuinAuineikuinx +DuoutAuouteikuoutx + dφAudeikudx +GφAugeikugx] ,
ϕuω = e
−iωt [EuinAuineikuinx + EuoutAuouteikuoutx + dϕAudeikudx +GϕAugeikug x] .
The D and E normalization coefficients of the propagating modes (four in the supersonic
region and two in the subsonic region) are given by Eqs. (6.10). As before, the matching
conditions (6.13) can be written in the matrix form
Wd


Adout1
Adout2
Adin1
Adin2

 = Wu


Auin
Auout
Aud
Aug

 , (6.46)
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where Wu is the same as Eq. (6.16), while Wd is given by
Wd =


Ddout1 Ddout2 Ddin1 Ddin2
ikdout1 Ddout1 ikdout2 Ddout2 ikdin1 Ddin1 ikdin2 Ddin2
Edout1 Edout2 Edin1 Edin2
ikdout1 Edout1 ikdout2 Edout2 ikdin1 Edin1 ikdin2 Edin2

 . (6.47)
Multiplying both sides by W−1d we find

Adout1
Adout2
Adin1
Adin2

 = Mscatt


Auin
Auout
Aud
Aug

 , (6.48)
where Mscatt ≡W−1d Wu encodes the scattering effects due to the matching conditions (6.13).
As in the previous subsection, we shall proceed to the construction of the “in” and “out”
mode basis for this configuration. With these, we will construct the decompositions of the
field φˆ along with the the density-density correlations.
Construction of the “in” and “out” basis
We shall construct the “in” and “out” basis, which are now composed of three modes each,
as shown in Fig.6.4. Below, we find the leading-order amplitudes of the various amplitudes.
In Appendix B.3, we display the next-to-leading order terms for ud1,inω,φ and u
d2,in∗
ω,φ in order to
show that unitarity relations are non-trivially recovered. We introduce the S matrix notation
for the amplitudes, whose meaning will be explained after the basis will be constructed.
Essentially, every Sij element connects the amplitude operators for the j out-going mode to
those of i ingoing mode at the same real frequency ω1.
• Mode uu,inω,φ
The mode uu,inω,φ is defined by an initial left-moving unit-amplitude component (u
kuin
ω,φ )
coming from the subsonic region on the right, which generates a reflected right-moving mode
(u
kuout
ω,φ ) with amplitude Auout, together with the associated decaying mode with amplitude
Aud . In addition, now there are two transmitted modes, one with positive norm (u
kdout
1
ω,φ ) and
1All the physics of quantum fluctuations can then be studied in terms of the input-output formalism of
quantum optics [105, 106].
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Auin = 1
Auout
Ad
Adin1 = 1
Ad
Ad
uu,inω,φ u
d1,in
ω,φ u
d2,in∗
ω,φ
ud2,out∗ω,φu
d1,out
ω,φ
Adout1
Adout2
uu,outω,φ
Ad
Adout1 = 1
Auout = 1
Adin2
Auin
Adout2 = 1
Adin1
Adin2 = 1
Adout2
Adout1
Auout Auout
Adout2
Adout1
Auin Auin
Ad Ad
Adin1
Adin1
Adin2 Adin2
Figura 6.4: ‘in’ and ‘out’ basis in the subsonic-supersonic configuration.
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the other with negative norm (u
k
dout
2
∗
ω,φ ), with amplitudes Adout1 and Adout2 respectively. These
can be computed by solving the system of equations


Adout1
Adout2
0
0

 = Mscatt


1
Auout
Aud
0

 . (6.49)
The leading order O(1) solution in a zd expansion is
Adout1 =
√
cu
cd
v0 − cd
v0 − cu ≡ Sd1u ,
Auout =
v0 + cu
v0 − cu ≡ Suu ,
Adout2 =
√
cu
cd
v0 + cd
cu − v0 ≡ Sd2u ,
Ad =
cd
√
zd
√
cu(v20 − c2d)√
2dφ(v0 − cd)(c2u − v20)3/2(cu + cd)
[√
c2u − v20
(
v0 +
√
v20 − c2d
)
+
+i
(
v0
√
v20 − c2d + v20 − c2u
)]
. (6.50)
The amplitudes of the propagating modes satisfy the unitarity condition |Sd1u|2 + |Suu|2 −
|Sd2u|2 = 1.
• Mode ud1,inω,φ
The mode ud1,inω,φ corresponds to a unit amplitude, supersonic positive norm right-moving
plane wave from the left (u
k
din
1
ω,φ ≡ Ddin1 e
−iωt+ik
din1
(ω)x
), which is reflected into a positive norm
(u
k
dout
1
ω,φ ) and a negative norm (u
k
dout
2
∗
ω,φ ) component with amplitudes Adout1 and Adout2 moving to
the left. In addition, there is a transmitted right moving mode in the subsonic region (u
koutu
ω,φ )
with amplitude Auout and the decaying mode with amplitude Ad. By solving the system

Adout1
Adout2
1
0

 = Mscatt


0
Auout
Ad
0

 . (6.51)
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we find, at leading order in zd,
Adout1 =
(v20 − c2d)3/4(v0 + cu)
c
3/2
d
√
2zd(cd + cu)
√
c2u − v20
(√
c2u − v20 + i
√
v20 − c2d
)
≡ Sd1d1,
Auout =
√
2cu(v
2
0 − c2d)3/4(v0 + cu)
cd
√
zd(c2u − c2d)
√
c2u − v20
(√
c2u − v20 + i
√
v20 − c2d
)
≡ Sud1,
Adout2 =
(v20 − c2d)3/4(v0 + cu)
c
3/2
d
√
2zd(cd − cu)
√
c2u − v20
(√
c2u − v20 + i
√
v20 − c2d
)
≡ Sd2d1,
Ad =
(v20 − c2d)1/4
2dφ(v20 − c2u)
(v0 − i
√
c2u − v20). (6.52)
Note that the amplitudes of the propagating modes diverge in the zd → 0 limit, and that, at
leading order in zd, one has |Sd1d1|2 + |Sud1|2 − |Sd2d1|2 = 0. In order to check the unitarity
condition |Sd1d1|2+ |Sud1|2−|Sd2d1|2 = 1, we need the next-to-leading order expansion, which
is displayed in Appendix B.3.
• Mode ud2,in∗ω,φ
The mode ud2,in∗ω,φ (where
∗ means that this is a negative norm mode) consists of an initial
unit amplitude supersonic right-moving component from the left (u
k
din
2
∗
ω,φ ≡ Ddin2 le
−iωt+ik
din2
(ω)x
),
generating a reflected positive left-moving norm mode (u
k
dout
1
ω,φ ) and negative norm left-moving
mode (u
k
dout
2
ω,φ ) with amplitudes Adout1 and Adout2 respectively. Moreover, in the subsonic region
one has a transmitted right-moving wave (u
kuout
ω,φ ) with amplitude Auout, and a decaying mode
with amplitude Ad. By solving

Adout1
Adout2
0
1

 = Mscatt


0
Auout
Ad
0

 (6.53)
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we find, at leading order,
Adout1 =
(v20 − c2d)3/4(v0 + cu)
c
3/2
d
√
2zd(cd + cu)
√
c2u − v20
(√
c2u − v20 − i
√
v20 − c2d
)
≡ Sd1d2 ,
Auout =
√
2cu(v
2
0 − c2d)3/4(v0 + cu)
cd
√
zd(c2u − c2d)
√
c2u − v20
(√
c2u − v20 − i
√
v20 − c2d
)
≡ Sud2 ,
Adout2 =
(v20 − c2d)3/4(v0 + cu)
c
3/2
d
√
2zd(cd − cu)
√
c2u − v20
(√
c2u − v20 − i
√
v20 − c2d
)
≡ Sd2d2 ,
Ad =
(v20 − c2d)1/4(v20 − c2d + v0
√
v20 − c2d)
2dφ(c2u − v20)(c2d − v20 + v0
√
v20 − c2d)
(v0 − i
√
c2u − v20) . (6.54)
As for ud1,inω,φ , the amplitudes of the propagating modes diverge when zd → 0 and at this
level of approximation they satisfy |Sd1d2|2 + |Sud2|2 − |Sd2d2|2 = 0. The unitarity condition
|Sd1d2|2 + |Sud2|2 − |Sd2d2|2 = −1 is checked in the Appendix B.3 by considering the next to
leading order terms.
The construction of the “out” modes proceeds similarly. These are ud1,outω,φ , u
u,out
ω,φ (of posi-
tive norm) and ud2,out∗ω,φ (of negative norm), which are composed by appropriate combinations
of initial right-moving and left-moving components (plus the associated decaying mode).
These generate respectively, unit amplitudes u
k
din
1
ω,φ , u
k
uin
ω,φ , and u
k
din
2
∗
ω,φ . More in detail, we have
the following cases.
• Mode ud1,outω,φ
In this case, one needs to solve the system


1
0
Adin1
Adin2

 = Mscatt


Auin
0
Ad
0

 , (6.55)
94 Chapter 6. Step-like discontinuities and Hawking radiation
which yields, at leading order,
Adin1 =
(v20 − c2d)3/4
√
c2u − v20√
2zdc
3/2
d (cu − v0)(cu + cd)
(
√
c2u − v20 − i
√
v20 − c2d) ,
Adin2 =
(v20 − c2d)3/4
√
c2u − v20√
2zdc
3/2
d (cu − v0)(cu + cd)
(
√
v20 − c2d − i
√
c2u − v20) ,
Auin =
√
cu
cd
cd − v0
cu − v0 ,
Ad =
(v20 − c2d)(c2u − v20 + v0
√
v20 − c2u)√
2dφ(cu − v0)(cd + cu)
√
cd(v20 − c2u)cd
√
zd
. (6.56)
• Mode uu,outω,φ
In this case the system to solve is


0
0
Adin1
Adin2

 = Mscatt


Auin
1
Ad
0

 , (6.57)
and the solutions are
Adin1 =
√
2cu(v
2
0 − c2d)3/4(v0 + cu)√
zdcd(c2u − c2d)
√
c2u − v20
(
√
c2u − v20 − i
√
v20 − c2d) ,
Adin2 =
√
2cu(v
2
0 − c2d)3/4(v0 + cu)√
zdcd(c2u − c2d)
√
c2u − v20
(−
√
c2u − v20 − i
√
v20 − c2d) ,
Auin =
v0 + cu
v0 − cu ,
Ad = −i
√
2cu(v
2
0 − c2d)(c2u − v20 + v0
√
v20 − c2u)
dφ(cu − v0)3/2(c2u − c2d)
√
cu(v0 + cu)cd
√
zd
. (6.58)
• Mode ud2,out∗ω,φ
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In this final case, the system is


0
1
Adin1
Adin2

 = Mscatt


Auin
0
Ad
0

 , (6.59)
and the solutions read
Adin1 =
(v20 − c2d)3/4
√
c2u − v20√
2zdc
3/2
d (v0 − cu)(cu − cd)
(
√
c2u − v20 − i
√
v20 − c2d) ,
Adin2 =
(v20 − c2d)3/4
√
c2u − v20√
2zdc
3/2
d (v0 − cu)(cu − cd)
(−
√
c2u − v20 − i
√
v20 − c2d) ,
Auin =
√
cu
cd
cd + v0
v0 − cu ,
Ad =
(c2d − v20)(v20 − c2u − v0
√
v20 − c2u)√
2dφ(v0 − cu)(cd − cu)
√
cd(v20 − c2u)cd
√
zd
. (6.60)
With these results, we are able to write down the relations between the “in” and “out”
modes
uu,inω,φ = Sd1uu
d1,out
ω,φ + Suuu
u,out
ω,φ + Sd2uu
d2,out∗
ω,φ ,
ud1,inω,φ = Sd1d1u
d1,out
ω,φ + Sud1u
u,out
ω,φ + Sd2d1u
d2,out∗
ω,φ ,
ud2,in∗ω,φ = Sd1d2u
d1,out
ω,φ + Sud2u
u,out
ω,φ + Sd2d2u
d2,out∗
ω,φ . (6.61)
We note that, unlike the subsonic case (6.37), we now have combinations of both positive
and negative norm modes. Because of this, the two decompositions (we restrict our analysis
to the case ω < ωmax because it is the relevant one for our subsequent discussion) are given
by
φˆ =
∫ ωmax
0
dω
[
aˆu,inω u
u,in
ω,φ + aˆ
d1,in
ω u
d1,in
ω,φ + aˆ
d2,in†
ω u
d2,in∗
ω,ϕ + aˆ
u,in†
ω u
u,in∗
ω,ϕ + aˆ
d1,in†
ω u
d1,in∗
ω,ϕ + aˆ
d2,in
ω u
d2,in
ω,φ
]
,
φˆ =
∫ ωmax
0
dω
[
aˆd1,outω u
d1,out
ω,φ + aˆ
u,out
ω u
u,out
ω,φ + aˆ
d2,out†
ω u
d2,out∗
ω,ϕ + aˆ
d1,out†
ω u
d1,out∗
ω,ϕ +
aˆu,out†ω u
u,out∗
ω,ϕ + aˆ
d2,out
ω u
d2,out
ω,φ
]
, (6.62)
and they are inequivalent. This can be easily seen by using (6.61) to find the relation between
96 Chapter 6. Step-like discontinuities and Hawking radiation
the two families of aˆ and aˆ† operators
aˆd1,outω = Sd1uaˆ
u,in
ω + Sd1d1aˆ
d1,in
ω + Sd1d2aˆ
d2,in†
ω ,
aˆu,outω = Suuaˆ
u,in
ω + Sud1aˆ
d1,in
ω + Sud2aˆ
d2,in†
ω ,
aˆd2,out†ω = Sd2uaˆ
u,in
ω + Sd2d1aˆ
d1,in
ω + Sd2d2aˆ
d2,in†
ω , (6.63)
which can be written in a matrix form:


aˆu
out
ω
aˆ
dout1
ω
aˆ
dout2 †
ω

 = S(ω)


aˆu
in
ω
aˆ
din1
ω
aˆ
din2 †
ω

 . (6.64)
The fact that the r.h.s. of these relations contain both creation and annihilation operators
makes it clear that the two decompositions do not share the same vacuum state (|in〉 6= |out〉).
The Hawking radiation consists essentially of a finite occupation of the outgoing modes u
(Hawking quanta) and d2 (partner) even for a vacuum state of the ingoing modes. The
population of the Hawking quanta is proportional to |Sud2|2, which is usually named |βω|2 in
the standard language of BH physics2. Notice that the scattering coefficients for the d1 and
d2 ingoing channels go as 1/
√
ω in the low-ω regimen, while they go as constant for the u
channel.
Density-density correlations
To compute the normalized density-density correlation analogous to Eq. (6.39), we first
expand the operator nˆ1 in the “out” decomposition
nˆ1(t, x) = n
∫ ωmax
0
dω
[
aˆd1,outω (u
d1,out
ω,φ + u
d1,out
ω,ϕ ) + aˆ
u,out
ω (u
u,out
ω,φ + u
u,out
ω,ϕ )+
+aˆd2,outω (u
d2,out
ω,φ + u
d2,out
ω,ϕ ) + h.c.
]
, (6.65)
and we use the relation between the “in” and “out” operators (6.63). This gives the following
2See [107] for more details regarding the introduction of the standard BH language in a BEC context.
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two-point function in the |in〉 state
〈in|{nˆ1(t, x), nˆ1(t′, x′)}|in〉| ≃
n2
∫ ωmax
0
dω
{[
Sd1u(u
d1,out
ω,φ + u
d1,out
ω,ϕ ) + Suu(u
u,out
ω,φ + u
u,out
ω,ϕ ) + Sd2u(u
d2,out∗
ω,φ + u
d2,out∗
ω,ϕ )
]
(t, x) ×
×
[
S∗d1u(u
d1,out∗
ω,φ + u
d1,out∗
ω,ϕ ) + S
∗
uu(u
u,out∗
ω,φ + u
u,out∗
ω,ϕ ) + S
∗
d2u(u
d2,out
ω,φ + u
d2,out
ω,ϕ )
]
(t′, x′)+
+
[
Sd1d1(u
d1,out
ω,φ + u
d1,out
ω,ϕ ) + Sud1(u
u,out
ω,φ + u
u,out
ω,ϕ ) + Sd2d1(u
d2,out∗
ω,φ + u
d2,out∗
ω,ϕ )
]
(t, x) ×
×
[
S∗d1d1(u
d1,out∗
ω,φ + u
d1,out∗
ω,ϕ ) + S
∗
ud1(u
u,out∗
ω,φ + u
u,out∗
ω,ϕ ) + S
∗
d2d1(u
d2,out
ω,φ + u
d2,out
ω,φ )
]
(t′, x′)+
+
[
S∗d1d2(u
d1,out∗
ω,φ + u
d1,out∗
ω,ϕ ) + S
∗
ud2(u
u,out∗
ω,φ + u
u,out∗
ω,ϕ ) + S
∗
d2d2(u
d2,out
ω,φ + u
d2,out
ω,ϕ )
]
(t, x) × (6.66)
×
[
Sd1d2(u
d1,out
ω,φ + u
d1,out
ω,ϕ ) + Sud2(u
u,out
ω,φ + u
u,out
ω,ϕ ) + Sd2d2(u
d2,out∗
ω,φ + u
d2,out∗
ω,ϕ )
]
(t′, x′) + c.c.
}
,
where, explicitly,
ud1,outω,φ + u
d1,out
ω,ϕ = e
−iωt
[
(Ddout1 + Edout1 )e
ik
dout
1
(ω)x
+ Auin(Duin + Euin)e
ikuin(ω)x + (6.67)
+ Adin1 (Ddin1 + Edin1 )e
ik
din
1
(ω)x
+ Adin2 (Ddin2 + Edin2 )e
ik
din
2
(ω)x
+ Ad(d
u
φ + d
u
ϕ)e
ikd(ω)x
]
,
uu,outω,φ + u
u,out
ω,ϕ = e
−iωt
[
(Duout + Euout)e
ikuout(ω)x + Auin(Duin + Euin)e
ikuin(ω)x + (6.68)
+ Adin1 (Ddin1 + Edin1 )e
ik
din
1
(ω)x
+ Adin2 (Ddin2 + Edin2 )e
ik
din
2
(ω)x
+ Ad(d
u
φ + d
u
ϕ)e
ikd(ω)x
]
,
ud2,out∗ω,φ + u
d2,out∗
ω,ϕ = e
−iωt
[
(Ddout2 + Edout2 )e
ik
dout2
(ω)x
+ Auin(Duin + Euin)e
ikuin(ω)x + (6.69)
+ Adin1 (Ddin1 + Edin1 )e
ik
din
1
(ω)x
+ Adin2 (Ddin2 + Edin2 )e
ik
din
2
(ω)x
+ Ad(d
u
φ + d
u
ϕ)e
ikd(ω)x
]
.
The coefficients Adin1 , Auin, Adin2 and Ad are given, respectively, in (6.56), (6.58) and (6.60).
The analysis of the main correlation signals has been already performed in [89]. We are
interested in the correlation between u
kuout
ω and u
k
dout
2
∗
ω because this represents the main signal
due to the Hawking effect (correlation between the Hawking quanta and their partners). We
take x (x′) in the left (right) region and evaluate the following integral
〈in|{nˆ1(t, x), nˆ1(t′, x′)}|in〉|(ukuoutω ↔ u
k
dout2
∗
ω ) =
n2
∫ ωmax
0
dω
[
S∗d2d2Sud2(u
k
dout
2
ω,φ + u
k
dout
2
ω,ϕ )(t, x)(u
koutu
ω,φ + u
koutu
ω,ϕ )(t
′, x′)+ (6.70)
+(Sd2uS
∗
uu + Sd2d1S
∗
ud1)(u
k
dout2
∗
ω,φ + u
k
dout2
∗
ω,ϕ )(t, x)(u
kuout∗
ω,φ + u
kuout∗
ω,ϕ )(t
′, x′) + c.c.
]
.(6.71)
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The values of the above amplitudes are given in (6.50), (6.52) and (6.54). We also take into
account that
[au,outω , a
d2,out
ω ] = 0⇒ S∗d2uSuu + S∗d2d1Sud1 − S∗d2d2Sud2 = 0, (6.72)
where we have used the relation between the “in” and “out” operators given in (6.63). The
term S∗d2uSuu is subleading with respect to the other two terms, which go as O(1/ω), given
that the main contribution to the integral above is valid for small ω. Note also that the
products S∗d2d1Sud1 (and S
∗
d2d2Sud2) are real at leading order. Therefore we have
〈in|{nˆ1(t, x), nˆ1(t′, x′)}|in〉|(ukuoutω ↔ u
k
dout
2
∗
ω ) ∼
4n2
∫ ωmax
0
dω
{
S∗d2d2Sud2 Re
[
(u
k
dout2
ω,φ + u
k
dout2
ω,ϕ )(t, x)(u
kuout
ω,φ + u
kuout
ω,ϕ )(t
′, x′)
]}
, (6.73)
and, at equal times, the normalized two-point function is
G(2)(t; x, x′)(ukuoutω ↔ u
k
dout
2
∗
ω ) ∼ − 1
4πn
(v20 − c2d)3/2
cd(v0 + cd)(v0 − cu)(cu − cd)
sin
[
ωmax(
x′
v0+cu
− x
v0+cd
)
]
x′
v0+cu
− x
v0+cd
.(6.74)
This result, which coincides with the one given in [89], gives an estimate of the Hawking
signal in correlations only for stationary configurations. Our aim is to perform a similar
construction, but for acoustic black hole-like configurations which are formed at some time
t0, along the lines of the numerical analysis presented in [79].
6.4. Step-like discontinuities in t (homogenous case)
In this Section, we study correlation functions in the case of temporally formed step-like dis-
continuities between homogeneous condensates. In Sec.6.4.1 we consider condensates which
remain subsonic at all times. In Sec.6.4.2 we turn to the more relevant case when the final
condensate is supersonic.
6.4.1. Subsonic configurations
We consider a step-like discontinuity in t (say, at t = 0), separating two infinite homogeneous
condensates: c(t) = cinθ(−t) + coutθ(t). In this section we consider |v0| < cin(out) so that the
condensate is subsonic at all times. The aim is to determine the mode propagation at all
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times, and to define the “in” and “out” mode basis. The appropriate decompositions of our
field φˆ will be given afterwards.
The general solutions in the “in” (t < 0) and “out” (t > 0) regions describing the fields φ
and ϕ are of the form De−iwt+ikx and Ee−iwt+ikx. The boundary conditions at t = 0 require
us to work at fixed k. Therefore we write
φk = D(k)e
−iw(k)t+ikx , ϕk = E(k)e−iw(k)t+ikx , (6.75)
for which Eqs. (6.2) become
[
−(ω − vk) + cξk
2
2
+
c
ξ
]
D(k) = −c
ξ
E(k) ,[
(ω − vk) + cξk
2
2
+
c
ξ
]
E(k) = −c
ξ
D(k) , (6.76)
while the normalization condition (6.4) yields
|D(k)|2 − |E(k)|2 = 1
2π~n
. (6.77)
The combination of Eqs. (6.76) and (C.3) gives rise to the non-linear dispersion relation (6.9)
represented in Fig.1, and to the normalization coefficients
D(k) =
ω − vk + cξk2
2√
4π~ncξk2 |(ω − vk)| ,
E(k) = − ω − vk −
cξk2
2√
4π~ncξk2 |(ω − vk)| . (6.78)
Here, ω = ω(k) corresponds to the two real solutions to Eq. (6.9), which is quadratic in ω
at fixed k. These read
ω+(k) = vk +
√
c2k2 +
c2k4ξ2
4
,
ω−(k) = vk −
√
c2k2 +
c2k4ξ2
4
, (6.79)
where ω+(k) corresponds to the positive norm branch, and ω−(k) to the negative norm one.
Therefore, at fixed k, the general decompositions of φ and ϕ in the “out” and “in” regions
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are
φ
out(in)
k = e
ikx
[
D+out(in)(k)Aout(in)e
−iωout(in)+ (k)t +D−out(in)(k)Bout(in)e
−iωout(in)− (k)t
]
,(6.80)
ϕ
out(in)
k = e
ikx
[
E+out(in)(k)Aout(in)e
−iωout(in)+ (k)t + E−out(in)(k)Bout(in)e
−iωout(in)− (k)t
]
. (6.81)
For k > 0 (< 0) we have a positive norm right-moving (left-moving) mode (ω = ω+(k))
and a negative norm left-moving (right-moving) one (ω = ω−(k)). According to (6.2), the
matching conditions at t = 0 are
[φ] = 0, [ϕ] = 0 , (6.82)
which can be written in matrix form
Wout
(
Aout
Bout
)
=Win
(
Ain
Bin
)
, (6.83)
where
Wout(in) =
(
D+out(in)(k) D
−
out(in)(k)
E+out(in)(k) E
−
out(in)(k)
)
. (6.84)
Multiplying both sides by W−1out we find(
Aout
Bout
)
=Mbog
(
Ain
Bin
)
. (6.85)
Explicitly, the Bogoliubov matrix Mbog ≡W−1outWin reads
Mbog =
1
2
√
ΩinΩout
(
Ωin + Ωout Ωin − Ωout
Ωin − Ωout Ωin + Ωout
)
, (6.86)
where we define Ωout(in) = |ωout(in) − vk|. For v = 0 we recover the formulas given in [101].
Connecting the “in” and “out” basis
The “in” and “out” modes basis are easily identified in terms of positive-frequency “in”
and “out” modes (u
in(out)
k,φ = D
+
in(out)(k)e
−iω+(k)t+ikx; for uin(out)k,ϕ the analysis is identical up to
the replacement of D+in(out)(k) by E
+
in(out)(k)) which are, respectively left-moving (k < 0) and
right moving (k > 0). To connect them, as depicted in Fig.6.5, we use the Bogoliubov matrix
(6.86). Positive frequency “in” modes have amplitudes Ain = 1, Bin = 0. The coefficients
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1 1
1
1
α∗kk −βk−k
Ainv
α∗kk
−βk−k
Ainu
AinvAinu
Figura 6.5: ‘in’ and ‘out’ basis in the temporal step-like discontinuity.
Aout and Bout are found by solving the system(
Aout
Bout
)
=
1
2
√
ΩinΩout
(
Ωin + Ωout Ωin − Ωout
Ωin − Ωout Ωin + Ωout
)(
1
0
)
, (6.87)
whose solutions are
Aout =
Ωin + Ωout
2
√
ΩinΩout
≡ α∗kk , Bout =
Ωin − Ωout
2
√
ΩinΩout
≡ −βk−k . (6.88)
These coefficients satisfy the unitarity condition
|Aout|2 − |Bout|2 ≡ |αkk|2 − |βk−k|2 = 1 , (6.89)
where the minus sign means that the Bout is associated to negative norm modes.
Positive frequency “out” modes are characterized by Aout = 1, Bout = 0. The coefficients
Ain and Bin are found by solving the system(
1
0
)
=
1
2
√
ΩinΩout
(
Ωin + Ωout Ωin − Ωout
Ωin − Ωout Ωin + Ωout
)(
Ain
Bin
)
, (6.90)
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which gives
Ain =
Ωin + Ωout
2
√
ΩinΩout
, Bin = −Ωin − Ωout
2
√
ΩinΩout
. (6.91)
From these results, we see that the “in” and the “out” modes are related by the relations
uink = α
∗
kku
out
k − βk−kuout∗−k , (6.92)
and, considering the “in” and “out” decompositions of the field φˆ
φˆ(t, x)in(out) =
∫ ∞
−∞
dk
[
aˆ
in(out)
k u
in(out)
k,φ + h.c.
]
, (6.93)
we find the relation between the “in” and “out” set of operators, namely
aˆoutk = α
∗
kkaˆ
in
k − β∗k−kaˆin†−k . (6.94)
The fact that both anhilitation and creation operators enter in the r.h.s. of the above equation
means that the two decompositions (6.93) are inequivalent and that |in〉 6= |out〉.
Density-density correlations
The analysis of the density-density correlation is similar to the one performed in the
hydrodynamic case. We first write down the operator nˆ1 in the “out” decomposition
nˆ1(t, x) = n
∫ ∞
−∞
dk
[
aoutk (u
out
k,φ + u
out
k,ϕ) + a
out†
k (u
out∗
k,φ + u
out∗
k,ϕ )
]
, (6.95)
and then use relation (6.94). For the two point function of nˆ1 in the |in〉 state we have
〈in|{nˆ1(t, x), nˆ1(t′, x′)}|in〉 = n2
∫ ∞
−∞
dk
{[
α∗kk(u
out
k,φ + u
out
k,ϕ)− βk−k(uout∗−k,φ + uout∗−k,ϕ)
]
(t, x) ×
× [αkk(uout∗k,φ + uout∗k,ϕ )− β∗k−k(uout−k,φ + uout−k,ϕ)] (t′, x′) + c.c.} (6.96)
This integral is well approximated by its hydrodynamical limit and the features of the
density-density correlations are discussed in the previous Chapter.
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6.4.2. Subsonic-supersonic configurations
This case, which is relevant for the calculation of Sec.6.5, consists in a configuration
made of an “in” subsonic region and an “out” supersonic one (cin > |v0|, cout < |v0|). In the
“in” region the analysis is the same as in the previous subsection. In the “out” (supersonic)
one the dispersion relation (6.9) shows new features with respect to the analysis in the
hydrodynamic limit. From Fig.6.6 we see that, for |k| < |kmax|, the analysis is similar to that
of the previous subsection, with the important difference that both modes are dragged by the
flow and move to the left, whereas, when |k| > |kmax|, the supersonic modes kdin1 (> 0) and
kdin2 (< 0) (in the language of subsection 6.3.2) are able to propagate to the right upstream
(from now on we find more convenient to work with positive k, and indicate negative k with
−k). The way in which the “in” modes propagate in the “out” region is shown in Fig.6.6.
These features become very important for the analysis of the temporal formation of acoustic
black holes of Sec.6.5.
1 1
1 1
−β−kk
−β−kk α∗kk −βk−k
α∗−k−k
k4
k3
α∗−k−k
α∗kk
−βk−k
k < kmax
k > kmax
Figura 6.6: Evolution of ‘in’ modes for different values of k in the case of a supersonic ‘out’ region.
For k > kmax, an initial left-moving mode decomposes into a positive norm left-moving
component plus a kdout2 negative norm one, with amplitudes Aout and Adout2 respectively. These
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are found by solving
(
Aout
Adout2
)
=
1
2
√
ΩinΩout
(
Ωin + Ωout Ωin − Ωout
Ωin − Ωout Ωin + Ωout
)(
1
0
)
, (6.97)
which yields the solutions
Aout =
Ωin + Ωout
2
√
ΩinΩout
≡ α∗−k−k , Adout2 =
Ωin − Ωout
2
√
ΩinΩout
≡ −βk−k . (6.98)
These satisfy the unitarity condition
|Aout|2 − |Adout2 |2 ≡ |α−k−k|2 − |βk−k|2 = 1 . (6.99)
An initial right-moving mode splits instead into a positive norm right moving kdin1 mode,
with amplitude Adin1 plus a negative norm left moving one Aout, which are found by solving(
Aout
Adout1
)
=
1
2
√
ΩinΩout
(
Ωin + Ωout Ωin − Ωout
Ωin − Ωout Ωin + Ωout
)(
0
1
)
. (6.100)
the solutions are
Adout1 =
Ωin − Ωout
2
√
ΩinΩout
= −β−kk , Aout = Ωin + Ωout
2
√
ΩinΩout
= α∗kk . (6.101)
Eqs. (6.98) and (6.101) are the crucial formulas that we shall need in the next section to
consider the temporal formation of acoustic black hole-like configurations.
6.5. Density-density correlations in the formation of
acoustic black hole-like configurations
In this section, with the help of the thorough analysis of the previous two sections, we consider
the more involved situation where an initial homogeneous subsonic flow turns supersonic in
some region. We will model this situation with a temporal step-like discontinuity at t = 0
(temporal formation) followed by a spatial step-like discontinuity at x = 0 separating a
subsonic and a supersonic region. The model we shall consider is sketched in Fig.6.7, where
cu = cin. To study the propagation of plane waves for all x and t we need to impose matching
conditions (6.82) at t = 0 at fixed k (only those for x < 0 are non trivial), and then (6.13)
6.5 Density-density correlations in the formation of acoustic black hole-like
configurations 105
x = 0t = 0
cd
cin
cu = cin
Figura 6.7: Temporal formation of a spatial step-like discontinuity temporally formed (cu = cin).
at fixed ω at x = 0 (and t > 0). Therefore, we must consider a transition from the k to the
ω basis. The relations between modes and operators in the two basis are
uω,φ(ϕ) =
√
dω
dk
uk,φ(ϕ) , aˆω =
√
dk
dω
aˆk . (6.102)
To construct the two point function 〈in|nˆ1(t, x)nˆ1(t′, x′)|in〉 we proceed as usual by de-
composing nˆ1 in the “out” ω basis
nˆ1(t, x) = n
∫ ωmax
0
[
aˆd1,outω (u
d1,out
ω,φ + u
d1,out
ω,ϕ ) + aˆ
u,out
ω (u
u,out
ω,φ + u
u,out
ω,ϕ )+
aˆd2,outω (u
d2,out
ω,φ + u
d2,out
ω,ϕ ) + h.c.
]
, (6.103)
and by relating the aˆoutω , aˆ
out†
ω operators to the aˆ
in
k , aˆ
in†
k in the “in” (t < 0) region. This is
done in two steps. First, the analysis in subsection 6.3.2 provides the relation between “out”
and “in” ω basis in the t > 0 region. In particular we have
aˆd1,outω = Sd1uaˆ
u,in
ω + Sd1d1aˆ
d1,in
ω + Sd1d2aˆ
d2,in†
ω , (6.104)
aˆu,outω = Suuaˆ
u,in
ω + Sud1aˆ
d1,in
ω + Sud2aˆ
d2,in†
ω , (6.105)
aˆd2,out†ω = Sd2uaˆ
u,in
ω + Sd2d1aˆ
d1,in
ω + Sd2d2aˆ
d2,in†
ω . (6.106)
From the values of the amplitudes in the above equation (given in subsection 6.3.2 ) we see
that the terms multiplying aˆu,inω are subleading with respect to those multiplying aˆ
d1,in
ω and
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aˆd2,in†ω .
Next, we need to jump from the “in” ω-basis to the k-basis needed to address the temporal
step-like discontinuity. The relevant terms in nˆ1 in our analysis are
nˆ1(t, x) =
∫ ∞
kmax
dkdin1
[
aˆk
din
1
(uk
din
1
,φ + uk
din
1
,ϕ) + aˆ
†
k
din
2
(u∗k
din
2
,φ + u
∗
k
din
2
,ϕ)
]
, (6.107)
where kdin2 = −kdin1 . This is to be matched, at t = 0, at the relevant values of k, with the
“in” decomposition (t < 0)
nˆ1(t, x) =
∫ ∞
0
dk
[
aˆink (u
in
k,φ + u
in
k,ϕ) + aˆ
in
−k(u
in
−k,φ + u
in
−k,ϕ) + aˆ
in†
k (u
in∗
k,φ + u
in∗
k,ϕ) + aˆ
in†
−k(u
in∗
−k,φ + u
in∗
−k,ϕ)
]
.
(6.108)
The relations between the k operators before and after the temporal step-like discontinuity
are given by (6.94) with kdin2 = −kdin1 :
aˆk
din1
= α(kdin1 )aˆk − β∗(−kdin1 )aˆ
†
−k ,
aˆ†−k
din1
= −β(−kdin1 )aˆ−k + α∗(kdin1 )aˆ
†
k , (6.109)
where the Bogoliubov coefficients are given by (6.98) and (6.101)
α =
Ωin + Ωout
2
√
ΩinΩout
, β =
Ωout − Ωin
2
√
ΩinΩout
. (6.110)
Here Ω = ω − v0k is calculated before (Ωin) and after (Ωout) the temporal discontinuity.
Let us now go back to the ω basis (the general relation between modes and operators
in the ω and k basis is given in (6.102)). As shown in Fig.6.8, a fixed, positive value of ω
corresponds to two values of k, namely kdin1 and k
′
din2
. We thus write
nˆ1(t, x) =
∫ ωmax
0
dω
[
aˆd1,inω (u
d1,in
ω,φ + u
d1,in
ω,ϕ ) + aˆ
d2,in†
ω (u
d2,in∗
ω,φ + u
d2,in∗
ω,ϕ ) + h.c.
]
. (6.111)
Defining kdin2 = −kdin1 and k′din2 = −k
′
din1
, the following properties are valid (we do not write
explicitly the normalizations)
ud1,in∗ω =
(
e
−iωt+ik
din1
(ω)x
)∗
= e
iωt−ik
din1
(ω)x
= e
−i(−ω)t+i(−k
din1
(ω))x
= e
−i(−ω)t+ik
din2
(−ω)x
= ud2,in∗−ω
(6.112)
and
ud2,in∗ω = e
−iωt+ik′
din
2
(ω)x
= e
−i(−ω)t+i(−k′
din
1
(−ω))x
= ud1,in∗−ω . (6.113)
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Figura 6.8: ω versus k in the supersonic case.
Therefore the density fluctuation operator nˆ1 turns into:
nˆ1(t, x) =
∫ ωmax
0
dω
[
aˆd1,inω (u
d1,in
ω,φ + u
d1,in
ω,ϕ ) + aˆ
d2,in†
ω (u
d2,in∗
ω,φ + u
d2,in∗
ω,ϕ )+
aˆd2,in†−ω (u
d2,in∗
−ω,φ + u
d2,in∗
−ω,ϕ ) + aˆ
d1,in
−ω (u
d1,in
−ω,φ + u
d1,in
−ω,ϕ)
]
. (6.114)
Since the ω decomposition requires two values of k, the relation between the ω operators
and the k ones before the temporal discontinuity will involve relations (6.94) with different
values of k, namely kdin1 ≡ k and k′din2 ≡ −k
′:
aˆd1,inω = α(kdin1 )
√
dω
dkdin1
aˆk
din
1
− β∗(−kdin1 )
√
dω
dkdin1
aˆ†−k
din
1
, (6.115)
aˆd2,in†ω = −β(−k′din1 (−ω))
√
dω
dk′
din1
aˆ−k′ + α∗(k′din1 (−ω))
√
dω
dk′
din1
aˆ†k′ . (6.116)
We compute now the Bogoliubov coefficients appearing above. Let us start with α(kdin1 ) and
β(−kdin1 ). By using again the fact that k is conserved in the temporal step-like discontinuity
(k = kdin1 ) and the expression of kdin1 for small ω (kdin1 =
2
√
v20−c2d
cdξd
+ v0ω
c2d−v20
), which gives the
main contribution to the density-density correlations, we can write Ωin and Ωout as:
Ωout = ω − v0
[
2
√
v20 − c2d
cdξd
+
v0ω
c2d − v20
]
, (6.117)
Ωin = cin
√
k2 +
k4ξ2in
4
. (6.118)
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Notice that we cannot use the perturbative expressions in the “in” region, since here we are
beyond the small frequency regime. Expanding up to ω we finally obtain:
α(kdin1 ) =
−v0 +
√
v20 − c2d + c2in
2
√−v0(v20 − c2d + c2in)1/4
+
cd
√−v0(c2d − c2in)(v0 +
√
v20 − c2d + c2in)ξdω
8v20
√
v20 − c2d(v20 − c2d + c2in)5/4
,(6.119)
β(−kdin1 ) = −
v0 +
√
v20 − c2d + c2in
2
√−v0(v20 − c2d + c2in)1/4
+
cd
√−v0(c2d − c2in)(−v0 +
√
v20 − c2d + c2in)ξdω
8v20
√
v20 − c2d(v20 − c2d + c2in)5/4
.
Let us compute now α(k′
din1
) and β(−k′
din1
). By using the fact that k is conserved in the tempo-
ral step-like discontinuity (−k = kdin2 ) and the expression of −k′din1 for small ω (−k
′
din1
(−ω) =
−2
√
v20−c2d
cdξd
+ v0ω
c2d−v20
) we have
Ω2 = −ω + v0
[
−2
√
v20 − c2d
cdξd
+
v0ω
c2d − v20
]
, (6.120)
Ω1 = cin
√
k2 +
k4ξ2in
4
. (6.121)
By expanding (6.110) up to ω these expressions we finally obtain, at that perturbative level,
α(k′din1 ) = α(kdin1 ) , β(−k
′
din1
) = β(−kdin1 ) . (6.122)
We have now all the ingredients to calculate the main contribution to the Hawking
signal in the density-density correlation for the temporally formed step. We study again the
correlation between the modes u
kuout
ω and u
k
dout2
∗
ω . As at the end of subsection 6.3.2, x (x′) is
a point in the downstream (upstream) region. The two-point function reads
〈in|{nˆ1(t, x), nˆ1(t′, x′)}|in〉(ukuoutω ↔ u
k
dout
2
∗
ω ) = n
2
∫ ωmax
0
dω [ (6.123)(
S∗d2d2Sud2|α(k′dout1 )|
2 + S∗d2d1Sud1|β(−kdout1 )|2
)
(u
k
dout
2
ω,φ + u
k
dout
2
ω,ϕ )(t, x)(u
kuout
ω,φ + u
kuout
ω,ϕ )(t, x
′)+
+
(
Sd2d2S
∗
ud2|α(kdout1 )|2 + Sd2d1S∗ud1|β(−k′dout1 )|
2
)
(u
kdout
2
∗
ω,φ + u
kdout
2
∗
ω,ϕ )(t, x)(u
kuout∗
ω,φ + u
koutu ∗
ω,ϕ )(t, x
′) + c.c.
]
.
The products of the amplitudes are related by
[au,outω , a
d2,out
ω ] = 0⇒ S∗d2uSuu + S∗d2d1Sud1 − S∗d2d2Sud2 = 0, (6.124)
where we have used the relation between “in” and “out” ω operators. We neglect the sub-
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leading term S∗d2uSuu and take into account that at leading order S
∗
d2d2Sud2 is real. Thus, we
find
〈in|{nˆ1(t, x), nˆ1(t′, x′)}|in〉(ukuoutω ↔ u
k
dout2
∗
ω ) =
n2
∫ ωmax
0
dω
{(
|α(kdin1 )|2 + |α(k′din1 )|
2 + |β(−kdin1 )|2 + |β(−k′din1 )|
2
)
×
× S∗d2d2Sud2Re
[
(u
k
dout
2
ω,φ + u
k
dout
2
ω,ϕ )(t, x)(u
kuout
ω,φ + u
kuout
ω,ϕ )(t, x
′)
]
+ c.c.
}
. (6.125)
By taking in account that
|α(kdin1 )|2 + |α(k′din1 )|
2 + |β(−kdin1 )|2 + |β(−k′din1 )|
2 =
c2d − c2in − 2v20
v0
√
v20 − c2d + c2in
, (6.126)
we can finally write down the leading order contribution to G(2), namely
G(2)(t; x, x′) ≃ 1
4πn
(v20 − c2d)3/2(c2d − c2u − 2v20)
2v0cd(v0 + cd)(v0 − cu)(cd − cu)
√
v20 − c2d + c2u
sin
[
ωmax(
x′
v0+cu
− x
v0+cd
)
]
x′
v0+cu
− x
v0+cd
,
(6.127)
which modifies the stationary correlation (6.74) by the factor (6.126) that comes from the
effect of the temporal formation. In Fig.6.9 we display the plots of Eq. (6.127), and of the
numerical counterpart along the direction x = x′ + 1. The picture shows a good agreement,
which confirms that the analytic approximation adopted in this Chapter is good enough
to capture the essential features of the correlations. Finally, in Fig.6.10 we compare the
stationary signal (6.74) (eternal step-like discontinuity) and the temporally formed (6.127).
As one can see already from the analytic approximation, the temporal formation of the step
yields an amplification of the signal.
6.6. Summary
In this Chapter we have studied in detail the formation of acoustic black hole-like config-
urations in BECs using step-like discontinuities. The Hawking signal in the stationary case
(6.74) and in the case of temporal formation (6.127) have stationary peaks (at x
′
v+cr
= x
v+cl
) of
order O(ωmax) ∼ O(1/ξ), which lie well inside the non perturbative regime in ξ. The results
in the hydrodynamical limit of [7] showed instead a peak of order κ2, where κ = dc
dx
|x=0 is
the surface gravity of the horizon. It is clear that in the approximation of spatial step-like
discontinuities we are working with the surface gravity is formally infinite and therefore our
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Figura 6.9: Comparison between the plots of Eq. (6.127) and of the numerical counterpart along the direction
x = x′ + 1. We adopted the following numerical values: v0 = −0,75, cd = 0,5, cu = 1.
expression (6.127) (and also (6.74)) regularizes the result of [7] in the κ → ∞ limit, in
agreement with the numerical results of [79].
In the previous Chapter, it was noted that a simple recipe to take into account a smooth
transition region in c(x) around x = 0 of width σx and surface gravity κ ∼ cσx is to introduce
a cut-off of order κ in the ω integral of (6.125) by multiplying the integrand by the function
e−ω/κ. The interplay between ωmax and κ is such that the final peak is of order κ(1−e−ωmax/κ),
which has the correct κ >> ωmax limit, i.e. ωmax. However, it is not able to make contact
with the results of the hydrodynamic limit since, when ωmax >> κ, we have a behavior in κ
which is linear and not quadratic. Thus, it would be interesting to find an analytical formula
capable to interpolate successfully between these two limits.
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Figura 6.10: Comparison between the (numerical) plots of the two-point function for the eternal step (6.74)
and for the temporally formed step (6.127) along the line x = x′+1. The numbers are the same as in Fig.6.9
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7 Acoustic white holes in BECs
7.1. Introduction
We have already shown in Chapter 4 in Sec.4.5 how to create flow configurations able to
mimic a BH and a WH. We have already stressed the existence of negative energy states in
the supersonic region, which is the main ingredient in order to have Hawking radiation. Fur-
thermore, we have studied how the superluminal dispersion relation modifies the trajectories
of the modes involved in the Hawking process, removing completely the “transplanckian
problem”.
We shall study in this Chapter the physical properties of the radiation emitted by a
white hole horizon by means of density-density correlations. In spite of some similarities
with the Hawking emission from black holes, the physical features of this emission turn out
to be significantly different: for this reason, we have chosen to refer to it under the different
name of white hole emission. As we shall see, while Hawking radiation mostly consists of
low-k excitations, the phonons that are emitted into the white hole have a large momentum
comparable to the healing length of the condensate; furthermore, the checkerboard pattern
that appears in the correlation function for points located inside the white hole keeps growing
in time with a characteristic logarithmic or linear law depending on the initial temperature.
This is to be contrasted to the late-time stationary state of Hawking radiation from black
holes. Issues related to the quantum emission of phonons by configurations involving white
hole horizons have been addressed in [92, 107, 108, 109].
In Sec.7.2 we introduce the physical system and we discuss the main features of the
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dispersion of Bogoliubov excitations in respectively the super- and sub-sonic regions: this
will be the essential ingredient to physically understand the observations presented in the
following. In Appendix C.1 we use again step-like configurations in order to obtain analytical
formulas for the scattering coefficients. The S-matrix elements are presented in Sec.7.3, and
comparisons with the black hole case are made to see their main differences. Correlations at
zero temperature are considered in Sec.7.4, whereas the ones for a non-vanishing temperature
are studied in Sec.7.5. We study the temporal formation of an acoustic white hole in Appendix
C.2. A final summary is finally drawn in Sec.7.6.
In order to see how this simple analytical model reproduces in a fairly accurate way all
the features of more realistic scenarios, we shall include several plots throughout this Chapter
obtained by the numerical analysis carried out by I. Carusotto in [110]. The details of the
numerical techniques used are found in [110] and [79], this last one referring to the black
hole case.
7.2. The model and its basic equations
Figura 7.1: Left panel: sketch of the acoustic white hole configuration. Right panel: sketch of an acoustic
black hole configuration. The two configurations are related by a reversal of the condensate flow speed v0.
A sketch of the physical system we are considering is shown in the left panel of Fig.7.1. An
elongated atomic Bose-Einstein condensate is steadily flowing along an atomic waveguide in
the xˆ direction. A suitable modulation of the confinement potential and/or of the atom-atom
scattering length creates a white hole horizon at x = 0 separating a upstream x < 0 region
of super-sonic flow from a downstream x > 0 one of sub-sonic flow. The upstream region
corresponds to the interior of the white hole, while the downstream region corresponds to the
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external space. For comparison, a sketch of the acoustic black hole configuration obtained
reversing the flow speed is shown in the right panel.
The basic equations are exactly the same as already introduce in the case of dispersion
in the previous Chapter, in Sec.6.2.
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Figura 7.2: Dispersion of Bogoliubov excitations in the upstream and downstream regions. The labels of the
modes indicate the up- or down-stream region with respect to the condensate flow and the in- or out-going
direction of their propagation direction (as predicted by their group velocity) with respect to the horizon.
Both the frequency ω(k) and the group velocity of the modes are measured in the laboratory frame. Panels
(a,b): white hole configuration with a rightward flow v0 > 0, as sketched in Fig.7.1(a). White hole parameters:
v0/cu = 1,5, v0/cd = 0,75. Panels (c,d): black hole configuration with a leftward flow v0 < 0, as sketched in
Fig.7.1(b). Black hole parameters: |v0|/cd = 1,5, |v0|/cu = 0,75.
The white hole configuration is characterized by the chain inequality cu < v0 < cd
relating the speed of sound in respectively the upstream and downstream asymptotic regions
cu,d =
√
µu,d/m and the (spatially uniform) flow speed v0. The dispersion of the Bogoliubov
modes describing in the laboratory frame the propagation of weak disturbances on top of
the flowing condensate has the usual form
ω(k) = Ωu,d(k) + v0k = ±
√
k2
2m
(
~2k2
2m
+ 2mc2u,d
)
+ v0k (7.1)
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in respectively the upstream and downstream regions and is illustrated in the upper (a,b)
panels of Fig.7.2. For future use, we have defined Ωu,d(k) as the frequencies measured in the
upstream and downstream comoving frames at rest with the condensate. As the white hole
configuration is related to the black hole one by a simple time reversal, the corresponding Bo-
goliubov dispersions shown in the upper (a,b) and lower (c,d) panels of Fig.7.2 are connected
by a k → −k symmetry. From the figure, it is immediate to see that under this operation
the sign of the group velocity is reversed and the in- and out-going character of the modes
are exchanged. Another related difference involves the zero-mode defined by the ω(kZ) = 0
condition. Such a mode only exists in the super-sonic region and propagates opposite to the
condensate flow: while in a black hole it propagates towards the horizon, in a white hole it
propagates away from the horizon into the inner region. These zero energy modes have a
wavevector
kZ = −2m
~
√
v20 − c2u (7.2)
comparable to the inverse healing length ξ−1u,d and group velocity
vZ =
c2u − v20
v0
. (7.3)
In the following of the Chapter, we shall see how this fact plays a crucial role in the physics
of the white hole configuration.
As done in the previous Chapter, we shall consider step-like discontinuities in the speed
of sound c and impose the appropriate boundary conditions for the modes that are solutions
to Eqs. (6.2). The full construction of the “in ” and “out” basis with the corresponding
scattering coefficients is done in Appendix C.1.
7.3. The S matrix
We analyze in detail the S matrix and then we compare its main features with the BH
ones.
7.3.1. White hole
We have already obtained in Appendix C.1 closed expressions for the matrix elements of
S(ω) in the low-frequency limit within the step-like approximation.
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We can write down the relations between the “in” and “out” modes of Fig.C.1:
ud
in
ω,φ = Sddu
dout
ω,φ + Su1du
uout1
ω,φ + Su2du
uout2 ∗
ω,φ ,
u
uin1
ω,φ = Sdu1u
dout
ω,φ + Su1u1u
uout1
ω,φ + Su2u1u
uout2 ∗
ω,φ ,
u
uin2 ∗
ω,φ = Sdu2u
dout
ω,φ + Su1u2u
uout1
ω,φ + Su2u2u
uout2 ∗
ω,φ . (7.4)
The two decompositions are given by
φˆ =
∫ ωmax
0
dω
[
aˆd
in
ω u
din
ω,φ + aˆ
uin1
ω u
uin1
ω,φ + aˆ
uin2
ω u
uin2
ω,φ + aˆ
din†
ω u
din∗
ω,ϕ + aˆ
uin1 †
ω u
uin1 ∗
ω,ϕ + aˆ
uin2 †
ω u
uin2 ∗
ω,ϕ
]
, (7.5)
φˆ =
∫ ωmax
0
dω
[
aˆd
out
ω u
dout
ω,φ + aˆ
uout1
ω u
uout1
ω,φ + aˆ
uout2
ω u
uout2
ω,φ + aˆ
dout†
ω u
dout∗
ω,ϕ + aˆ
uout1 †
ω u
uout1 ∗
ω,ϕ + aˆ
uout2 †
ω u
uout2 ∗
ω,ϕ
]
,
(7.6)
and they are inequivalent. This can be easily seen by using (7.4) to find the relation between
the two families of aˆ and aˆ† operators
aˆd
out
ω = Sddaˆ
din
ω + Sdu1aˆ
uin1
ω + Sdu2aˆ
uin2 †
ω ,
aˆu
out
1
ω = Su1daˆ
din
ω + Su1u1aˆ
uin1
ω + Su1u2aˆ
uin2 †
ω ,
aˆu
out
2 †
ω = Su2daˆ
din
ω + Su2u1aˆ
uin1
ω + Su2u2aˆ
uin2 †
ω . (7.7)
The fact that the r.h.s. of these relations contain both creation and annihilation operators
makes it clear that the two decompositions do not share the same vacuum state (|in〉 6= |out〉).
The input-output relations (7.7) can be written as in the BH case in matrix form


aˆd
out
ω
aˆ
uout1
ω
aˆ
uout2 †
ω

 = S(ω)


aˆd
in
ω
aˆ
uin1
ω
aˆ
uin2 †
ω

 . (7.8)
The white hole radiation consists of a finite occupation of the out-going modes even for a
vacuum state of the in-going ones. In this framework, it appears as a direct consequence of
the mixing of creation and destruction operators by the S-matrix (7.8). As usual in quantum
optics [105, 106], such processes lead to a squeezed vacuum state as the output state of the
modes after having scattered on the horizon. In Sec.7.4 we shall focus on the case of a T0 = 0
initial state where the in-going modes are assumed to be in their vacuum state defined by
aˆdin,uin1 ,uin2 |vac〉 = 0. The population of the out-going d and u1 modes is proportional to
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|Sdu2 |2 and |Su1u2 |2, respectively. Thanks to the unitarity of the S matrix, the population of
the negative frequency partners is proportional to |Su2u2 |2 = |Sdu2 |2+|Su1u2 |2, which confirms
that phonons are created in pairs which carry no net energy. We shall move to the case of a
finite temperature in Sec.7.5.
As we see from the scattering coefficients in Appendix C.1, all the matrix elements for
out-going u1 and u2 modes diverge as 1/
√
ω, while the ones for out-going d mode tends
to a constant value. As a consequence, the spectral distribution of the quanta that are
emitted into the uout1,2 modes into the white hole has the usual 1/ω thermal form of Hawking
emission, while the radiation leaving the horizon has a flat spectrum. This remarkable fact
was first noticed in [92] as a result of a full Bogoliubov calculation with a smooth horizon,
and constitutes a crucial difference from the black hole case where the Hawking emission
outside the horizon has a thermal 1/ω spectrum.
We can illustrate this behavior by focusing on the matrix elements for the negative
frequency u2 in-going mode that are most relevant in the white hole radiation:
|Su1u2 |2 ≃ |Su2u2|2 ≃
(v0 − cd)(v20 − c2u)3/2(cd + cu)
2cu(cd + v0)(cu − cd)
1
ω
, (7.9)
|Sdu2 |2 ≃
cd
cu
(v0 − cu)2
(v0 + cd)2
. (7.10)
The very good agreement between this low energy approximation and the exact Bogoliubov
results is apparent in Fig. 7.3.
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Figura 7.3: Transmission and reflection coefficients for a u2 ingoing mode for ω < ωmax. The left-panel shows
the reflection coefficients into a u2 outgoing mode |Su2u2|2 and a u1 one |Su1u2|2. The dotted curve show
their value for small ω, which is the same in both cases. The right plot shows the transmission coefficient
|Sdu2|2 for small ω (dashed line) and all ω (solid line). The parameters used are v0/cu = 1,5, v0/cd = 0,75.
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For higher frequencies (but still below ωmax), the Su1u2 matrix element quickly decreases
to small values, while the Su2u2 one keeps a sizable value as it ends up describing simple
reflection processes. For a smooth horizon of thickness σx ≫ ξ, these coefficients are expected
to tend to respectively 0 and 1 with an exponential law of the canonical Hawking form
|S(H)u2u2 | = [1− exp(−ω/ωH)]−1/2 (7.11)
|S(H)u1u2 | = exp(−ω/2ωH) |Su2u2 |, (7.12)
where the specific value of the cut-off ωH = kBTH/~ is determined by the analog of the
surface gravity of the horizon configuration under examination [5].
7.3.2. Black hole
In order to clearly see the differences in the scattering matrix, we briefly review in the
following the results for the black hole step-like configuration shown in the previous Chapter.
In this case the ingoing and outgoing modes are the ones shown in Fig.7.2(c) and (d).
If the ingoing mode is d1, we have the following scattering coefficients:
Sd1d1 ≃ (v
2
0 − c2d)3/4(v0 + cu)√
2cdω(cd + cu)
√
c2u − v20
(√
c2u − v20 + i
√
v20 − c2d
)
,
Sud1 ≃
√
2cd(v
2
0 − c2d)3/4(v0 + cu)√
ω(c2u − c2d)
√
c2u − v20
(√
c2u − v20 + i
√
v20 − c2d
)
,
Sd2d1 ≃ (v
2
0 − c2d)3/4(v0 + cu)√
2cdω(cd − cu)
√
c2u − v20
(√
c2u − v20 + i
√
v20 − c2d
)
, (7.13)
while for a d2 ingoing mode we obtain
Sd1d2 ≃ (v
2
0 − c2d)3/4(v0 + cu)√
2cdω(cd + cu)
√
c2u − v20
(√
c2u − v20 − i
√
v20 − c2d
)
,
Sud2 ≃
√
2cu(v
2
0 − c2d)3/4(v0 + cu)√
ω(c2u − c2d)
√
c2u − v20
(√
c2u − v20 − i
√
v20 − c2d
)
≡ βω ,
Sd2d2 ≃ (v
2
0 − c2d)3/4(v0 + cu)√
2cdω(cd − cu)
√
c2u − v20
(√
c2u − v20 − i
√
v20 − c2d
)
,
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and for u-in:
Sd1u ≃
√
cu
cd
v0 − cd
v0 − cu ,
Suu ≃ v0 + cu
v0 − cu ,
Sd2u ≃
√
cu
cd
v0 + cd
cu − v0 .
As it was noticed in the previous Chapter, all three scattering coefficients diverge as 1/ω
in the low ω limit for both the d1 and the d2 ingoing mode. In contrast, when the ingoing
mode is u, the scattering coefficients are constant in the low ω regime.
7.3.3. Comparison between the BH and WH case
As already commented, for the white hole configuration the scattering coefficients involv-
ing the u1 and u2 outgoing modes in the low ω regime go as 1/ω (and are equal), while the
one regarding d-out is constant, irrespectively of the ingoing mode. This is indeed a difference
with respect to the black hole configuration, where all the scattering coefficients diverge as
1/ω provided that the ingoing mode is d1 or d2 while they go as a constant in the case of a
u-in mode.
It is also interesting to point out a remarkable relation connecting the S-matrix of black
hole and white hole configurations related by a time-reversal symmetry [107]:
[
SWH
]∗
=
[
SBH
]−1
, (7.14)
with the convention that the d, u1, u2 modes of the white hole correspond after time-reversal
(that exchanges the upstream and downstream regions) to the u, d1, d2 ones of the black
hole. Making use of the η-unitarity of S, that is S†ηS = η with η = diag[1, 1,−1], this leads
to
SBH = η
[
SWH
]T
η. (7.15)
7.3.4. Bogoliubov weights
Before describing in detail the density-density correlations, let us say a few words regard-
ing an element that will play a crucial role in the following computations: the Bogoliubov
weights. We have shown that the normalizations of the propagating modes of φˆ and ϕˆ are
given in (C.5). Firstly, we change notation to facilitate the reader the matching with the
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work on white holes [110]. The correspondence is the following:
Rki(ω)√
|vkig |
= Dki(ω) + Eki(ω).
The density components Rki(ω) of the Bogoliubov modes are written in terms of the Bo-
goliubov Uk, Vk coefficients as Rk = Uk + Vk = [~k
2/2mΩ(k)]1/2 [111, 82]. We focus in the
following on the Bogoliubov weights for the outgoing modes, since as we shall see in the next
Section they are extremely relevant in the computation of density-density correlations.
White hole. We define koutd,u1,u2(ω) as the value of the wavevector of the d, u1, u2 outgoing
modes at the frequency ω and voutg,(d,u1,u2) as the corresponding group velocities in the labo-
ratory frame. In particular, note how Rkoutd (ω) goes as
√
koutd (ω) ∼
√
ω in the low-frequency
limit, while Rkoutu1,2 (ω) tend to finite values simply because both k
out
u1,2
(ω → 0) = ±kZ : this
simple fact will play a crucial role in the following.
Black hole. In this case all out-going l = u, d1, d2 modes tends linearly to zero in the zero
frequency limit, which implies that all Routkl (ω) ∝
√
ω.
7.4. Density-density correlations at zero temperature
7.4.1. The white hole configuration
Density correlations between the internal and the external regions
We have now all the ingredients required to compute the density-density correlations
within the step-like approach. Although we shall not enter in details in the numerical results
carried out by I. Carusotto in [110], we think that Fig.7.4 might be very useful to correctly
interpret the analytical results. For more details about numerical computations we refer to
[110].
Following the same lines as in [89], one can show that the density correlation between the
internal and the external regions of the white hole far away from the horizon can be written
in the form
G(2)(x, x′) = 1 +
∫ ∞
0
dω δG
(2)
0 (ω, x, x
′) =
〈n(x)n(x′)〉
〈n(x)〉〈n(x′)〉 −
1
〈n(x)〉δ(x− x
′
) (7.16)
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Figura 7.4: Color plots of the rescaled density correlation function (n0ξd)× [G(2)(x, x′)−1] at two successive
times µdt = 90 (a) and 160 (b) after the switch-on of the white hole horizon. The solid magenta and red lines
indicate the directions along which the cuts shown in Fig.7.5(a,b) are taken. The white rectangle indicates the
region where the checkerboard amplitude shown in Fig.7.6 is measured. The horizon is formed within a time
µd σt = 10 around µdt0 = 50 and has a spatial thickness σx/ξd = 0,5. White hole parameters: v0/cu = 1,5,
v0/cd = 0,75. The initial temperature is T0 = 0.
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with
n0 δG
(2)
0 (ω, x, x
′) =
1
4 π
∑
l=u1,u2
{Rkoutd (ω)Rkoutl (ω)√
|voutg,d voutg,l |
×
× ei[koutd (ω)x′−koutl (ω)x] S∗lu2(ω)Sdu2(ω) + c.c.
}
. (7.17)
Here, the point x is taken in the upstream region inside the white hole, while the point
x′ is taken in the downstream region outside the white hole. Of course, δG(2)0 (ω, x, x
′) is
non-zero only within the ω < ωmax region where the u
in
2 mode exists. Formula (7.17) clearly
indicates that the process that is responsible for the correlation signal can be interpreted as
the conversion of quantum fluctuations from the uin2 mode into out-going pairs of d
out and
uout1 or d
out and uout2 real Bogoliubov excitations: the d
out quantum is emitted away from the
white hole in the rightwards direction, while the uout1,2 quanta propagate upstream into the
white hole.
Approximating the S-matrix products with their low-energy form for a step-like horizon
configuration
S∗u1u2Sdu2 =
1√
ω
(v20 − c2u)3/4(v0 − cu)
cu(cu − cd)(cd + v0)
[
i
√
v20 − c2u −
√
c2d − v20
]
×
×
√
cd(cd − v0)
2(cd + v0)
(7.18)
S∗u2u2Sdu2 = −
[
S∗u1u2Sdu2
]∗
, (7.19)
and summing up the two terms, one is led to the final expression:
n0 δG
(2)
0 (x, x
′) ≃ (v0 − cu)
√
(v20 − c2u)(cd − v0)
2π(cd + v0)5/2cu(cu − cd) ×
×
[√
v20 − c2u cos(kZx) +
√
c2d − v20 sin(kZx)
]
×
×
1− cos
[
ωmax
(
x
vZ
− x′
voutg,d
)]
x
vZ
− x′
voutg,d
, (7.20)
where voutg,d = v0+ cd is the speed of low-energy out-going d phonons, while the low-frequency
u1,2 modes propagate at the zero-mode speed v
out
g,u1,2
≃ vZ .
The carrier wavevector of the fringe system is determined by the finite wavevector kuout1,2 ≃
kZ of the out-going u
out
1,2 modes. In addition, its envelope shows a slower modulation at a
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Figura 7.5: Upper (a) and (b) panels, separated plots of the contribution of the d-u1 and d-u2 pairs to
the correlation function of density fluctuations. Lower (c) plot, full analytical prediction (7.20) (red solid
line). Numerical prediction evaluated at a late time µdt = 180 and rescaled to compensate for the spatial
smoothening procedure (green dashed line). All the curves are cuts of the correlation function along the
x′ = 63,5ξd line (magenta line in Fig.7.4). The vertical dotted line indicates the position of the intersection
of the cut line with the destructive interference line (7.21).
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wavevector ωmax/vZ set by the ultra-violet scale ωmax. The central minimum of the feature
lies along the straight line
x
vZ
− x
′
v0 + cd
= 0 (7.21)
and is due to a destructive interference between the u1,2 contributions. This peculiar physics
is illustrated in the cuts of the analytical pattern (7.20) that are shown in Fig.7.5: panels
(a,b) show the separate contributions of the u1 and u2 modes: the carrier wavevector is set
by kZ , while the slow modulation is fixed by ωmax. The lower panel (c) shows their sum:
destructive interference is responsible for the additional minimum in the envelope along the
line (7.21). Given the number of approximations involved in the analytical calculations leding
to (7.20), the qualitative agreement with the numerical results can be considered as quite
good, in particular for what concerns the presence of the modulated envelope.
Density correlations in the internal supersonic region: the growing checkerboard
pattern
The same framework can be applied to the correlations between points located in the
internal region of the white hole far away from the horizon. In this case, auto-correlations in
the u1 and u2 outgoing modes are important, as well as cross-correlations between the two
modes. Hence, the density correlation function is given by three contributions
n0 δG
(2)
0 (ω, x, x
′) =
1
4π
[ [Rkoutu1 ]2
|voutg,u1|
eik
out
u1
(x′−x) |Su1u2 |2 ++
[Rkoutu2 ]
2
|voutg,u2|
eik
out
u2
(x′−x) |Su2u2|2 +
+
Rkoutu1 Rk
out
u2√
|voutg,u1 voutg,u2|
ei[k
out
u2
x′−koutu1 x] S∗u1u2 Su2u2 + c.c.
]
+ (x↔ x′). (7.22)
The expressions for the low-frequency limit of the S-matrix elements within the step-like
horizon approximation are
S∗u1u2Su2u2 ≃
(v20 − c2u)3/2(cd − v0)
2ωcu(cd + v0)(cu − cd)2
[
2v20 − c2d − c2u + 2i
√
(c2d − v20)(v20 − c2u)
]
,(7.23)
|Su1u2 |2 ≃ |Su2u2|2 ≃
(v0 − cd)(v20 − c2u)3/2(cd + cu)
2cu(cd + v0)(cu − cd)ω . (7.24)
Inserting these expressions in (7.16), the integral over ω can be trivially performed. For
the contribution of the uout1 − uout2 cross-correlations and the sum of the uout1 and uout2 self-
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correlations, one obtains respectively:
n0 δG
(2)
0 (x, x
′)
∣∣∣
u1u2
≃ (v
2
0 − c2u)(cd − v0)
2πcu(cd + v0)(cu − cd)2 ×
×
{
(2v20 − c2u − c2d) cos[kz(x+ x′)] +
+ 2
√
(c2d − v20)(v20 − c2u) sin[kz(x+ x′)]
}
Iǫ, (7.25)
n0 δG
(2)
0 (x, x
′)
∣∣∣
u1+u2
≃ (v
2
0 − c2u)(v0 − cd)(cd + cu)
2πcu(cd + v0)(cu − cd) cos[kz(x− x
′)] Iǫ. (7.26)
The trigonometric factors in (7.25) and (7.26) are responsible for the checkerboard pattern
that was observed in Fig.7.4: the former gives fringes parallel to the anti-diagonal x+x′ = 0,
while the former gives the fringes parallel to the main diagonal x = x′. The most interesting
factor is however the integral
Iǫ =
∫ ωmax
ǫ
dω
ω
cos
[
ω
(
x− x′
vZ
)]
, (7.27)
which diverges when the infrared cut-off ǫ→ 0.
A way of coping with this divergence is to assume a scaling ǫ ∝ 1/τ for the infrared
cut-off, τ being the time elapsed since the formation of the horizon. In this way, Iǫ becomes
time-dependent: in particular, its value for x = x′ follows a logarithmic growth with τ . This
fact is in agreement with the growth of the checkerboard pattern amplitude with time that is
observed in the numerical simulations. In Fig.7.6(a), we have tried to fit the numerical data
with a logarithmic law (cyan line): the agreement is indeed quite good. It is an interesting
open question whether this growth saturates in this and other models.
7.4.2. Black hole configuration
For the sake of completeness and to better understand the peculiarities of the white
hole emission, it is useful to briefly review the analytical form of the different features that
appear in the correlation pattern of black holes [89]. The main ingredient of the calculation
is again the S matrix that connects the amplitude operators for the out-going uout, dout1 , d
out
2
Bogoliubov modes to those of the in-going uin, din1 , d
in
2 ones. As we have seen in Sec.7.3, for
all l = {u, d1, d2}, Sld1 and Sld2 scale as 1/
√
ω, while Slu tends to a finite value in the low
frequency limit.
7.4 Density-density correlations at zero temperature 127
10 100
0
0.05
0.1
0.15
(n 0
ξ d)
 ×
δG
(2) cb
0 50 100 150 200
µd t
0
1
2
(n 0
ξ d)
 ×
δG
(2) cb
( a )
( b )
Figura 7.6: Time evolution of the peak-to-peak amplitude of the checkerboard pattern measured within the
region indicated by the white rectangle in Fig.7.4. The upper (a) panel shows a semilog plot for a zero initial
temperature T0 = 0. The lower (b) panel shows a linear plot for different temperatures kBT0/µd = 0 (black),
0,1 (red) and 0,2 (blue). The cyan straight lines are guides to the eye which emphasize that the growth is
approximatively logarithmic (linear) in the zero (finite) temperature cases.
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Density correlation between the internal and external regions
The density correlation between the inside and outside regions of the black hole has the
form:
n0 δG
(2)
0 (ω, x, x
′) =
1
4 π
∑
l=d1,d2
{Rkoutu (ω)Rkoutl (ω)√
|voutg,u voutg,l |
×
× ei[koutu (ω)x−koutl (ω)x′] S∗ld2(ω)Sud2(ω) + c.c.
}
, (7.28)
Here, the point x > 0 is located in the upstream region outside the black hole, white the
point x′ < 0 is located in the downstream region inside the black hole.
As in the white hole case, expression (7.28) clearly indicates that the process responsible
for the correlation signal consists of quantum fluctuations incident on the horizon from the d2
mode, which scatter into a correlated pair of real out-going Bogoliubov excitations either into
the u and d1 or into u and d2 modes. As already mentioned, in the black hole configuration
the wavevector koutl of all out-going l = {u, d1, d2} modes tends linearly to zero in the zero
frequency limit, which implies that all Routkl (ω) ∝
√
ω.
For this reason, none of the black hole correlations shows any modulation and all features
have a sharp tongue-like shape; within the low-frequency approximation of the S-matrix
mentioned above, one indeed obtains
n0 δG
(2)
0 (x, x
′) ≃
∑
l=d1,d2
Al c
2
u ωmax sinc
(
ωmax(
x
voutg,u
− x′
voutg,l
)
)
4π|voutg,uvoutg,l |
√
cucd
, (7.29)
where sinc(x) = sin x/x and the Al coefficient has the following explicit form
Ad1 (d2) =
√
cu
cd
(cu + v0)
(cu − v0)
(
v20
c2u
− c
2
d
c2u
)3/2
cu
cd + (−)cu (7.30)
in terms of the microscopic parameters of the system. voutg,u = v0+cu > 0 is the group velocity
of the uout mode escaping from the black hole. The group velocities voutg,d1,2 < 0 of the d
out
1,2
outgoing modes are very different from each other, voutg,d1,2 = v0 ∓ cd. This simple fact has
the important consequence that the corresponding u-dout2 and u-d
out
1 correlations are spatially
separated and do not interfere, as it was instead the case of a white hole shown in Fig.7.5. The
correlation u-dout2 may be considered the main signature on the density correlation function
of the Hawking emission from acoustic black holes.
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Density correlations in the internal supersonic region
The correlation function for points both located inside the black hole, x, x′ < 0 contains
a single contribution that originates from the d1, d2 modes, namely
n0 δG
(2)
0 (ω, x, x
′) =
1
4 π

Rkoutd1 (ω)Rkoutd2 (ω)√
|voutg,d1voutg,d2|
e−i(k
out
d1
(ω)x−koutd2 (ω)x
′)×
× S∗d1d2(ω)Sd2d2(ω) + c.c.
)
+ (x↔ x′). (7.31)
Within the same low-frequency expansion approximation, one obtains a tongue-shaped con-
tribution of the form
n0 δG
(2)
0 (x, x
′) ≃
B Ω c2u sinc
(
Ω( x
voutg,d1
− x′
voutg,d2
)
)
4πvoutg,d1v
out
g,d2
cd
+ (x↔ x′) . (7.32)
with
B = − cu
2cd
(cu + v0)
(cu − v0)
(
v20
c2u
− c
2
d
c2u
)3/2
. (7.33)
Notice that, differently from the white hole case, no infrared divergence appears in the
integral, which confirms the stationarity in time of the Hawking radiation pattern.
In summary, we have seen in this Section how, in contrast to the thermal character of
the Hawking radiation from a black hole, the spectral distribution of the emitted radiation
outside the white hole turns out to be flat. The steady growth of the density fluctuations
in time is signalled by infrared divergences in the Bogoliubov calculation. These analytical
results reproduce the main features of the numerical results in [110].
7.5. Density-density correlations at finite temperature
We can also study the density correlation function at finite temperature T0, following
the lines of [89] for the black hole case. The condensate initially has a uniform density n0,
flow velocity v0 and sound velocity c and is in thermal equilibrium in the moving frame at
a temperature T0. The horizon is then (adiabatically) switched on by ramping down the
scattering length in the downstream region. Within each semi-infinite uniform region, the
population of each k mode is adiabatically preserved during the formation of the dumb hole.
The initial population 〈a†IaI〉 of each I = d, u1, u2 (I = u, d1, d2 for the BH) mode at wave
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vector kI is given by the thermal population n(ΩI) = [exp(~ΩI/kBT ) − 1]−1 corresponding
to its frequency
~ΩI =
√
~2k2I
2m
(
~2k2I
2m
+ 2mc2
)
(7.34)
in the comoving frame before the creation of the horizon.
7.5.1. The white hole configuration
Density correlations between the internal an external region
We compute the density-density correlation when x and x
′
are located in the upstream
and downstream regions respectively. The density correlation function at a finite temperature
can then be written as a sum of different terms:
G(2)(ω, x, x
′
) = G
(2)
0 (ω, x, x
′
)[1 + n(Ωu1) + n(Ωu2)] + FSH(ω, x, x
′
) + FNSH(ω, x, x
′
) +
F1(ω, x, x
′
) + F2(ω, x, x
′
). (7.35)
The initial populations, using the ΩI/T small approximation and the low ω regime, are
n(Ωd) ≃ (v − cd)/(βω), n(Ωu1) ≃ (v + cu)/(βω) and n(Ωu2) ≃ (v − cu)/(βω). Taking into
account that
1 + n(Ωu1) + n(Ωu2) ≃ 1 + 2v0
βω
, (7.36)
the first contribution in the r.h.s of (7.35) in the low-ω approximation is:
G
(2)
0 (x, x
′
)(du1 + du2)[1 + n(Ωu1) + n(Ωu2)] ≃ (7.37)
(v0 − cu)
√
(v20 − c2u)(cd − v0)
2π(cd + v0)5/2cu(cu − cd)
[√
c2d − v20 sin(kzx) +
√
v20 − c2u cos(kzx)
]

1− cos
[(
x
vz
− x′
voutg,d
)
ωmax
]
x
vz
− x′
voutg,d
+
2v0
β
∫ ωmax
ǫ
dω
ω
sin
[
ω
(
x
vz
− x
′
voutg,d
)] .
The FSH and FNSH terms also contribute to the correlations between the outgoing d−u2
and the d− u1 respectively:
n0FSH(ω, x, x
′
) =
Rkoutd (ω)Rkoutu2 (ω)√
|voutg,d voutg,u2|
ei(k
out
u2 x−koutd x
′
)S∗ddSu2d[n(Ωd)− n(Ωu1)] + c.c., (7.38)
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n0FNSH(ω, x, x
′
) =
Rkoutd (ω)Rkoutu1 (ω)√
|voutg,d voutg,u1|
ei(k
out
u1 x−koutd x
′
)S∗ddSu1d[n(Ωd)− n(Ωu1)] + c.c. (7.39)
In the low-ω limit the S-matrix products involved in the terms (7.38) and (7.39) tend to the
following values
S∗dd(ω)Su1d(ω) ≃
√
2cd(cd − v0)2(v20 − c2u)3/4√
ω(c2u − c2d)(v0 + cd)
[
1 + i
√
v20 − c2u
c2d − v20
]
, (7.40)
S∗dd(ω)Su2d(ω) ≃ − [S∗dd(ω)Su1d(ω)]∗ . (7.41)
Being the thermal population proportional to 1/ω
n(Ωd)− n(Ωu1) ≃ −cu + cd
βω
, (7.42)
the contributions coming from (7.38) and (7.39) are:
n0FSH(x, x
′
) + n0FNSH(ω, x, x
′
) ≃ (cd − v0)
2
√
v20 − c2u
π(v0 + cd)2(cu − cd)
1
β
× (7.43)[
sin(kzx) +
√
v20 − c2u
c2d − v20
cos(−kzx)
]∫ ωmax
ǫ
dω
ω
sin
[(
x
vz
− x
′
voutg,d
)
ω
]
+
∫ ∞
ωmax
dωn0FNSH(ω, x, x
′
).
Notice that FNSH involves a scattering process also present for ω > ωmax, where we can no
longer apply the low-ω approximation.
Finally, we have the contributions coming from correlations between the ingoing d mode
and the outgoing u1 and u2 modes:
F1(ω, x, x
′
) =
Rkind (ω)Rkoutu1 (ω)√
|ving,dvoutg,u1|
e−i(k
out
u1 x−kind x
′
)S∗u1dn(Ωd) + c.c.,
F2(ω, x, x
′
) =
Rkind (ω)Rkoutu2 (ω)√
|ving,dvoutg,u2|
e−i(k
out
u2 x−kind x
′
)S∗u2dn(Ωd) + c.c. (7.44)
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Notice how the terms above are not negligible, since they go as 1/ω. At low ω, we find:
n0F1(x, x
′
) + n0F2(x, x
′
) ≃ −(v0 − cd)
√
v20 − c2u
π(c2u − c2d)
1
β
× (7.45)[
sin(kzx) +
√
v20 − c2u
c2d − v20
cos(kzx)
]∫ ωmax
ǫ
dω
ω
sin
[
ω
(
x
vz
− x
′
ving,d
)]
+
∫ ∞
ωmax
dωn0F1(ω, x, x
′
).
Unlike in the BH case, where correlations between ingoing and outgoing modes are neg-
ligible, in the WH we have to consider the terms F1 and F2. In particular, they completely
erase the destructive interference found in the T0 = 0 case. Furthermore, the F1 contribution
for the ω > ωmax spectrum dominates over any other contribution at high T .
Density correlations in the internal supersonic region
In this case both points are placed on the upstream region (x < 0, x
′
< 0). The leading
contributions to the density-density correlations are:
G(2)(ω, x, x
′
) = G
(2)
0 (ω, x, x
′
)[1 + n(Ωu1) + n(Ωu2)] + Fu1u2(ω, x, x
′
) +
Fu1u1(ω, x, x
′
) + Fu2u2(ω, x, x
′
). (7.46)
According to (7.36), the first contribution G
(2)
0 (ω, x, x
′
)[1 + n(Ωu1) + n(Ωu2)] is the same as
in Eqs. (7.25), but with the integral Iǫ replaced by
Iǫ(T ) =
∫ ωmax
ǫ
dω
ω
{
cos
[
ω
(
x− x′
vz
)](
1 +
2v0
βω
)}
. (7.47)
The new term involving correlations between u1 and u2 is
n0Fu1u2(ω, x, x
′
) =
Rkoutu1 (ω)Rkoutu2 (ω)√
|voutg,u1voutg,u2|
e−i(k
out
u1 x−koutu2 x
′
)S∗u1dSu2d(n(Ωd)− n(Ωu1)) + c.c., (7.48)
where S matrix elements involved in the expression above at low ω are
Su1d ≃
√
2cd(v
2
0 − c2u)3/4(cd − v0)√
ω(c2u − c2d)
(
1 + i
√
v20 − c2u
c2d − v20
)
, (7.49)
Su2d ≃ −S∗u1d. (7.50)
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The expression for Fu1u2 at low ω is therefore
Fu1u2(x, x
′
) ≃ cd(cu + cd)(v
2
0 − c2u)(cd − v0)2
πβ(c2u − c2d)2
× (7.51){[
c2d − c2u
c2d − v20
cos(kz(x+ x
′
)) + 2
√
v20 − c2u
c2d − v20
sin(kz(x+ x
′
))
]∫ ωmax
ǫ
dω
ω2
cos
[
ω
(
x− x′
vz
)]
+
[
c2u − c2d
c2d − v20
sin(kz(x+ x
′
)) + 2
√
v20 − c2u
c2d − v20
cos(kz(x+ x
′
))
]∫ ωmax
ǫ
dω
ω2
sin
[
ω
(
x− x′
vz
)]}
Finally, we focus on the new contributions to the self-correlations:
n0Fu1u1(ω, x, x
′
) =
Rkoutu1 (ω)Rkoutu1 (ω)√
|voutg,u1voutg,u1|
e−ik
out
u1 (x−x
′
)
[
n(Ωu1) + |Su1d|2(n(Ωd)− n(Ωu1))
]
+ c.c.,
n0Fu2u2(ω, x, x
′
) =
Rkoutu2 (ω)Rkoutu2 (ω)√
|voutg,u2voutg,u2|
e−ik
out
u2 (x−x
′
)
[−n(Ωu1) + |Su2d|2(n(Ωd)− n(Ωu1))]+ c.c.,
which at low ω are
Fu1u1(u2u2)(x, x
′
) ≃ ± (v0 + cu)
2πβ
√
v20 − c2u
{
cos
[
±kz(x− x′)
] ∫ ωmax
ǫ
dω
ω
cos
[
ω
(
x− x′
vz
)]
−
sin
[
±kz(x− x′)
] ∫ ωmax
ǫ
dω
ω
sin
[
ω
(
x− x′
vz
)]}
+
cd(cd + cu)(v
2
0 − c2u)(cd − v0)
πβ(c2u − c2d)(c2d − v20){
cos
[
±kz(x− x′)
] ∫ ωmax
ǫ
dω
ω2
cos
[
ω
(
x− x′
vz
)]
−
sin
[
±kz(x− x′)
] ∫ ωmax
ǫ
dω
ω2
sin
[
ω
(
x− x′
vz
)]}
+∫ ∞
Ω
dωn0Fu1u1(ω, x, x
′
), (7.52)
where the upper(lower) sign corresponds to Fu1u1(Fu2u2). Notice that a linear growth of the
checkerboard amplitude in time proportionally to T is expected, as confirmed numerically,
see Fig.10(b). Remarkably, the main contribution at large T comes from a contribution to
the u1u1 self-correlation, the term Fu1u1, since it is the only one remaining for ω > ωmax.
134 Chapter 7. Acoustic white holes in BECs
7.5.2. The black hole configuration
We review in this Section the main results of [89] for the black hole, in order to compare
them with the white hole case.
Density correlation between the internal and the external region
The density correlation function at a finite temperature T0 in the case x < 0, x
′
> 0 can
be written as a sum of different terms:
G(2)(ω, x, x
′
) = G
(2)
0 (ω, x, x
′
)[1 + n(Ωd1) + n(Ωd2)] + FSH(ω, x, x
′
) + FNSH(ω, x, x
′
). (7.53)
The first term in the r.h.s. of (7.53) is interpreted as a thermal enhancement of the
zero-point signal described in the previous subsection. Other scattering processes peculiar to
T0 6= 0 case are responsible for the other contributions, which can be separated in a u − d2
term due to the presence of a sonic hole,
n0FSH(ω, x, x
′
) =
Rkoutu (ω)Rkoutd2 (ω)√
|voutg,uvoutg,d2|
ei(k
out
d2 x−koutu x
′
)S∗uuSd2u(n(Ωu)− n(Ωd1)) + c.c. (7.54)
and a u− d1 term that instead persists even in absence of the sonic hole:
n0FNSH(ω, x, x
′
) =
Rkoutu (ω)Rkoutd1 (ω)√
|voutg,uvoutg,d1|
ei(k
out
d1 x−koutu x
′
)S∗uuSd1u(n(Ωu)− n(Ωd1)) + c.c. (7.55)
In the low-ω limit the S-matrix products involved in the new terms (7.54) and (7.55)
tend to finite values
S∗uu(ω)Sd1(d2)u(ω) ≃ −
√
cu
cd
cu + v0
cu − v0
cd − (+)v0
cu − v0 (7.56)
while the thermal population is proportional to 1/ω:
n(Ωu)− n(Ωd1) ≃ cu − v0
cu
kBT
~ω
, (7.57)
where we have considered ΩI/T small and the hydrodynamical expressions for kI . Further-
more, we find:
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1 + n(Ωd1) + n(Ωd2) ≃ 1 +O(ω). (7.58)
It is immediate to see that in the hydrodynamic approximation the contributions of (7.54)
and (7.55) to respectively the u − d1 and u − d2 features have the same form as the zero
temperature. The u− d2 feature is affected by the multiplicative factor (7.58) as well as by
the additional term FSH . As usual, the zero point contribution dominates at low temperature
while it is overwhelmed by the thermal one at hight temperature.
The effect of the thermal occupation on the d1− u feature is even more dramatic. Since
the involved scattering process is not limited to the ω < Ω window, the term (7.55) gets
contributions from high frequencies and is for this reason generally larger in magnitude than
(7.54).
Density correlations in the internal supersonic region
The density correlation function at finite temperature for points located inside the horizon
(x > 0, x
′
> 0) is
n0G
(2) = G
(2)
0 (ω, x, x
′
) [1 + n(Ωd1) + n(Ωd2)] +
+
{
[Rkind1
(ω)]2
|ving,d1|
n(Ωd1)e
−ikind1(ω)(x−x
′
) +
[Rkind2
(ω)]2
|ving,d2|
n(Ωd2)e
−ikind2(ω)(x−x
′
)+
+

Sd1d1Rkind1 (ω)Rkoutd1 (ω)√
|ving,d1voutg,d1|
n(Ωd1)e
−i(kind1(ω)x−koutd1 (ω)x) + (x↔ x′)

+
+

Sd2d1Rkind1 (ω)Rkoutd2 (ω)√
|ving,d1voutg,d2|
n(Ωd1)e
−i(kind1(ω)x−koutd2 (ω)x
′
) + (x↔ x′)

+
+

Sd1d2Rkind2 (ω)Rkoutd1 (ω)√
|ving,d2voutg,d1|
n(Ωd2)e
−i(kind2(ω)x−koutd1 (ω)x
′
) + (x↔ x′)

+
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+

Sd2d2Rkind2 (ω)Rkoutd2 (ω)√
|ving,d2voutg,d2|
n(Ωd2)e
−i(kind2(ω)x−koutd2 (ω)x
′
) + (x↔ x′)

+
+

Rkoutd1 (ω)Rkoutd2 (ω)√
|voutg,d1voutg,d2|
S∗d1uSd2u (n(Ωu)− n(Ωd1)) e−i(k
out
d1 (ω)x−koutd2 (ω)x
′
) + (x↔ x′)

+
+
Rkoutd1
(ω)Rkoutd1
(ω)√
|voutg,d1voutg,u1|
e−ik
out
d1 (ω)(x−x
′
)
[
n(Ωd1) + |Sd1u|2 (n(Ωu)− n(Ωd1))
]
+
+
Rkoutd2
(ω)Rkoutd2
(ω)√
|voutg,d2voutg,d2|
e−ik
out
d2 (ω)(x−x
′
)
[−n(Ωd1) + |Sd2u|2 (n(Ωu)− n(Ωd1))]+ c.c

 . (7.59)
These terms do not give rise to any qualitative difference with respect to the zero tem-
perature case. The only effect is an amplification of the signal.
The temporal formation of the acoustic white hole is discussed in Appendix C.2, similarly
as it was done in the previous Chapter for the black hole configuration.
7.6. Summary
We have used step-like discontinuities to obtain analytical formulas for the case of white
hole configurations. Such configurations are achieved by simply reversing the velocity of
the fluid in the black hole configuration presented in the previous Chapter, as shown in
Sec.7.2. In Appendix C.1 we have introduced the main equations needed within the step-like
approximation, and computed the scattering coefficients. In Sec.7.3 the S matrix and its
difference with the black hole case have been described. These were the main ingredients
required to compute the density-density correlations, done at zero temperature in Sec.7.4
and at a finite temperature in Sec.7.5. Finally, the temporal formation of an acoustic white
hole has been addressed in Appendix C.2.
Differently from the Hawking emission from black holes, the white hole emission does not
consist of low-energy excitations only, but involves high wavevector modes. As a result the
correlation signal in the supersonic internal region grows with time with a logarithmic (linear)
law for a zero (finite) initial temperature. Furthermore, a flat spectral distribution of the
radiation emitted outside the acoustic white hole is predicted, in contrast with the thermal
character of Hawking radiation from black holes. We have shown that the main features of
the correlation patterns are in a good agreement with the numerical results obtained by I.
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Carusotto in [110].
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8 Conclusions
Starting from the gravitational analogy [6], in this thesis we have studied several aspects
of acoustic black holes and white holes in Bose-Einstein condensates. We have focussed on
a recent proposal [7] to detect the analogue of the Hawking effect by means of density-
density correlations for points located on either side of the acoustic horizon (in order to
capter the correlations Hawking quanta-partner). The numerical results in [79] indicate that
this proposal is more promising than the direct measurement of the Hawking flux, which is
difficult to detect due to the presence of a thermal background which is generally bigger. The
results in [7] were based on the gravitational analogy (hydrodynamic limit). In this thesis
we use an analytical technique based on step-like discontinuities in the speed of sound that
allows to extract analytical results for the correlation functions of acoustic black holes and
white holes with dispersion effects included. This technique was first presented in [89], where
stationary step-like configurations mimicking an acoustic black hole were analyzed.
In the hydrodynamic limit we cannot mimic acoustic black holes with step-like disconti-
nuities, but need a smooth transition region separating homogenous subsonic and supersonic
configurations. This is dealt with in Chapter 5, where for subsonic flows we analyze in de-
tail the propagation of Bogoliubov phonons in the case of spatial and temporal step-like
discontinuities. We also considered a combination of the two to simulate the formation of
inhomogeneous (subsonic) configurations.
Spatial step-like discontinuities mimicking acoustic black holes can be constructed by
taken into account dispersion effects. The results (Chapter 6) confirm the presence of a
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stationary signal peaked along the line x
v0+cd
= x
′
v0+cu
, as in [7], where cd (cu) corresponds
to the downstream (upstream) region. This is in agreement with the physics underlying
the Hawking effect, which tells us to look for correlations between the pairs created on the
horizon, which follow respectively the trajectories x
′
= (v0 + cu)t and x = (v0 + cd)t, giving
the peak explained before. By combining a temporal step-like discontinuity with a spatial
one, we have also studied the Hawking signal in the temporal formation of an acoustic black
hole, see Eq. (6.127). Compared to the stationary case, the signal gets amplified by the factor
(6.126).
Finally, we have also studied (Chapter 7) acoustic white holes in flowing atomic Bose-
Einstein condensates. We used again spatial and temporal step-like discontinuities in the
sound velocity, along with the temporal formation of a spatial discontinuity. Signatures of
the WH emission by the horizon are identified in the correlation function of density fluc-
tuations. Differently from the Hawking emission from black holes, the white hole emission
does not consist of low-energy excitations only, but involves high wave-vector modes. The
correlations between the Hawking quanta and the partner is not stationary (unlike in the
BH case), but grows with time. This growth follows a logarithmic law for zero initial temper-
ature, see Eqs. ((7.25)-(7.27)), and a linear law for a non-vanishing background temperature
(7.47). Interestingly, this theory predicts a flat spectral distribution of the radiation emitted
outside the acoustic white hole: this is in strike contrast to the thermal character of Hawking
radiation from black holes. The temporal formation, as in the BH case, gives an amplification
of the signal with respect to the stationary configuration.
Let us remark the very different role played by dispersion in acoustic black holes and white
holes. Hawking radiation from black holes is concentrated in the low-k hydrodynamic modes
whose dispersion is linear; this is probably the reason why Hawking radiation is believed to
be very robust against modifications of the relativistic behavior in the UV sector. In this
sense, black holes might not be the best systems in which to study the effects of modified
dispersion relations at very short distances. In contrast, white hole emission is intrinsically a
non-hydrodynamic process. Because of the large associated blueshift, it is highly sensitive to
the ultraviolet behavior of the Bogoliubov dispersion relation. In a certain sense white hole
radiation may be a better magnifying glass to test the intimate structure of the quantum
vacuum.
Experimental and theoretical reasons make the analogue gravity program really interest-
ing and we feel that a lot of fascinating work is still to be done. The fact that gravitational
phenomena can be reproduced in condensed matter systems is a crucial step forward towards
their experimental verification and helps us in understanding their nature.
A Appendix
A.1. Kruskal coordinates and the maximal analytic ex-
tension of the Schwarzschild solution
The Kruskal coordinates [112, 113] are defined as follows:
V = 4Mev/4M , (A.1)
U = −4Me−u/4M , (A.2)
where
v ≡ t+ r∗, (A.3)
u ≡ t− r∗, (A.4)
are the Eddington-Finkelstein coordinates [16] and r∗ ≡ r + 2M ln |r−2M |
2M
is the tortoise
coordinate. By using such coordinates the metric (2.2) turns into
ds2 = −2Me
−r/2M
r
dUdV + r2dΩ2, (A.5)
where
16M2
( r
2M
− 1
)
er/2M = −UV, t
2M
= ln
(
−V
U
)
, (A.6)
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which is regular at r = 2M . Joining the above formulae we can get a full and global picture
of the so called maximal analytical extension of the Schwarzschild spacetime, see Fig.A.1.
It represents the spacetime of an eternal black hole in the sense that it is not produced
as a result of the gravitational collapse, but it has always existed. Due to the double null
form of the metric the radial null geodesics take the form U =constant, V=constant, and
are represented by straight lines of unit slope. This means that, differently from Figs.2.1, in
these coordinates light cones are depicted by lines at 45 degrees.
The lines U = 0 and V = 0 represent the horizons. The extended Schwarzschild spacetime
has four different regions, depending on the signs of U and V , which are bounded by the
horizons. Region I corresponds to the usual region r > 2M of the Schwarzschild spacetime.
Region II is the black hole region: any particle falling in evolves towards the black hole
singularity at r = 0. Region III is the time reversal of region II: the white hole region. A
particle there will always leave it and enter into regions I or IV. Finally, region IV is also an
external region but unphysical (t goes backwards).
U
VBLACK HOLE SINGULARITY
WHITE HOLE SINGULARITY
BLACK HOLE
EVENT HORIZON
WHITE HOLE
EXTERNAL REGION
II
I
III
IV
HORIZON
Figura A.1: The Kruskal diagram of the Schwarzschild spacetime
B Appendix
B.1. Scattering coefficients for the subsonic-subsonic
case with a vanishing flow velocity (v0 = 0): exact
results
In this Appendix we construct the exact “in” and “out” basis for the spatial step-like dis-
continuities at x = 0 with v0 = 0 (perturbative results in zd = ξdω/cd are given in the main
text), which have a special interest for the validity of the unitarity relations. The scattering
matrix determined by the junction conditions is given by
Mscatt = W
−1
d Wu , (B.1)
where Wd and Wu are given by (6.15) and (6.16) respectively. We recall that the structure
of these matrices is determined uniquely by the matching conditions and by the solutions to
the dispersion relation (6.9) on the two sides. For v0 = 0, this equation reduces to
ω2 = c2d
[
(kd)2 +
ξ2d(k
d)4
4
]
, ω2 = c2u
[
(ku)2 +
ξ2u(k
u)4
4
]
, (B.2)
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where cu,d are the speed of sound on the upstream and downstream regions respectively. The
solutions are, on the downstream side
kdin,dout = ±
√
2
ξd
√√√√−1 +
√
1 +
ω2ξ2d
c2d
, (B.3)
kdd,g = ±
i
√
2
ξd
√√√√1 +
√
1 +
ω2ξ2d
c2d
. (B.4)
Similarly, on the upstream side, we have
kuout,uin = ±
√
2
ξu
√√√√−1 +
√
1 +
ω2ξ2u
c2u
, (B.5)
kud,g = ±
i
√
2
ξu
√√√√1 +
√
1 +
ω2ξ2u
c2u
. (B.6)
As we have kdin(uin) = −kdout(uout) and kd = −kg, and hence Ddin(uin) = Ddout(uout) (see Eq.
(6.10)). Therefore, the matrices Wd and Wu simplify to
Wd =


Ddin Ddin G
d
φ d
d
φ
ikdoutDdin −ikdoutDdin −ikddGdφ ikdgddφ
Edin Edin G
d
ϕ d
d
ϕ
ikdoutEdin −ikdoutEdin −ikddGdϕ ikdgddϕ

 , (B.7)
and
Wu =


Duout Duout d
u
φ G
u
φ
ikuinDuout −ikuinDuout ikudduφ −ikugGuφ
Euu E
u
u d
u
ϕ G
u
ϕ
ikuinEuout −ikuinEuout ikudduϕ −ikugGuϕ

 . (B.8)
Let us now construct explicitly the ‘in’ and ‘out’ modes (see details in Sec.6.3).
• Mode ud,inω,φ
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Matching conditions at the step dictates that


Adout
1
0
Add

 = Mscatt


0
Auout
Aud
0

 , (B.9)
and R′ = Adout and T ′ = Auout are the reflection and transmission coefficients respectively.
By solving the system we find
|R′|2 = (kdout − kuin)
2
(kdout + kuin)2
, (B.10)
|T ′|2 =
4
[
(kdout)
2 − (kdd)2
]
[(kdout)
2 − (kud )2]
[
(kuout)
2 + 2ω
ξucu
]2
(kdout)
2
[
(kuout)2 − (kdd)2
][
(kuout)2 − (kud )2
] [
(kdout)2 +
2ω
ξdcd
]2 [
kdout + kuout
]2
∣∣∣∣(Ddout)2(Duin)2
∣∣∣∣ .
Note that both R′ and T ′ do not depend on the normalizations dd,uφ(ϕ). To simplify the above
expressions, we first use the definitions of Ddin and Duout displayed in (6.78) to find
|T ′|2 = 4(kuin)
2
[
(kdout)
2 − (kdd)2
][
(kdout)
2 − (kud )2
]
[
(kuin)2 − (kdd)2
][
(kuin)2 − (kdd)2
][
kdout + kuin
]2
∣∣∣∣dkdoutdkuin
∣∣∣∣ . (B.11)
By calculating explicitly dkdout/dkuin and by using the identities
√
ω2ξ2d + c
2
d = cd
(
ξd(kdout)
2
2
+ 1
)
,
√
ω2ξ2u + c
2
u = cu
(
ξu(kuin)
2
2
+ 1
)
, (B.12)
we find
dkdout
dkuin
=
ξ2dkuin[(ξukuin)
2 + 2]
ξ2ukdout[(ξdkdout)
2 + 2]
. (B.13)
By noting further that
(kdout)
2 − (kdd)2 =
4
cdξ
2
d
√
ω2ξ2d + 1 , (kuin)
2 − (kud )2 =
4
cuξ2u
√
ω2ξ2u + 1 , (B.14)
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we can write |T ′|2 as
|T ′|2 = 4(kuin)
3 [(kdout)
2 − (kud )2]
kdout
[
(kuin)2 − (kdd)2
][
kdout + kuin
]2 . (B.15)
Finally, with the relations
(kud )
2 = − 4ω
2
(cuξukuin)2
, (kdd)
2 = − 4ω
2
(cdξdkdout)2
, (B.16)
which can be easily proved with Eqs. (B.2) and either (B.3) or (B.5), we find that
|T ′|2 = 4kuinkdout
(kdout + kuin)2
. (B.17)
Thus, |T ′|2 + |R′|2 = 1.
• Mode uu,inω,φ
The scattering matrix is still given by (B.1), but now the system to solve is


Adout
0
0
Add

 = Mscatt


1
Au
out
Aud
0

 , (B.18)
with R = Auout and T = Adout . Despite the fact that the system is different, we find the
same results as in the previous case, namely
|R|2 = (kdout − kuin)
2
(kdout + kuin)2
, (B.19)
|T |2 =
4
[
(kuin)
2 − (kud )2
][
(kuin)
2 − (kdd)2
] [
(kdout)
2 + 2ω
ξdcd
]2
(kuin)
2
[
(kdout)2 − (kud )2
][
(kdout)2 − (kdd)2
] [
(kuin)2 +
2ω
ξucu
]2 [
kdout + kuin
]2
∣∣∣∣ (Duin)2(Ddout)2
∣∣∣∣ ,
thus even in this case unitarity holds. It is easy to see that these expressions can be obtained
by the ones in the case ud,inω by swapping u ↔ d, so that the proof that |R|2 + |T |2 = 1
follows immediately. The construction of ud,outω,φ and u
u,out
ω,φ is now straightforward.
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• Mode uu,outω,φ
For uu,outω,φ we solve 

0
Adin
0
Add

 = Mscatt


Auin
1
Aud
0

 , (B.20)
where we identify R∗ = Auin and T ∗ = Adin and find
|R∗|2 = (kdout − kuin)
2
(kdout + kuin)2
, (B.21)
|T ∗|2 =
4
[
(kuin)
2 − (kud )2
][
(kuin)
2 − (kdd)2
] [
(kdout)
2 + 2ω
ξdcd
]2
(kuin)
2
[
(kdout)2 − (kud )2
][
(kdout)2 − (kdd)2
] [
(kuin)2 +
2ω
ξucu
]2 [
kdout + kuin
]2
∣∣∣∣(Duout)2(Duin)2
∣∣∣∣ .
• Mode ud,outω,φ
For ud,outω,φ we solve 

1
Adin
0
Add

 = S


Auin
0
Aud
0

 , (B.22)
where R′∗ = Adin and T ′∗ = Auin and get
|R′∗|2 = (kdout − kuin)
2
(kdout + kuin)2
, (B.23)
|T ′∗|2 =
4
[
(kdout)
2 − (kdd)2
]
[(kdout)
2 − (kud )2]
[
(kuin)
2 + 2ω
ξucu
]2
(kdout)
2
[
(kuin)2 − (kdd)2
][
(kuin)2 − (kud )2
] [
(kdout)2 +
2ω
ξdcd
]2 [
kdout + kuin
]2
∣∣∣∣ (Ddin)2(Duin)2
∣∣∣∣ .
In both cases unitarity relations are satisfied.
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B.2. Scattering coefficients for subsonic-subsonic case
with a non vanishing flow velocity (v0 6= 0): per-
turbative results
In this Appendix we give the perturbative results for the construction of the “in” modes
for spatial step-like discontinuities at x = 0 for v0 6= 0 (in the subsonic-subsonic case). The
details of how to construct them are given in Sec.5.4 with the help of Fig.1. For simplicity,
we will only give explicitly the amplitudes of the propagating u, d modes.
• Mode uu,inω,φ
By solving the system (6.18) we find, for the propagating modes, at O(z2d) (where zd =
ξdω/cd)
Adout =
2
√
cdcu
cd + cu
+ i
c
3/2
d (cd − cu) cu
(√
c2l − v20 −
√
c2u − v20
)
zd
(cd − v0) (v0 − cu) (cd + cu)
√
(v20 − c2d) cu (v20 − c2u)
+
− z
2
dc
5/2
d (cd − cu) 2
8 (v0 − cd) 3 (v0 + cd) 2 (v0 − cu) 3c3/2u (v0 + cu) 2 (cd + cu)
[−v30 (v0 − cu) 3 (v0 + cu) 2+
+ v20cd (v0 − cu) 3 (v0 + cu) 2 + c5d
(
v30 − v20cu + 3v0c2u + c3u
)
+ v0c
4
d
(−v30 + cu (v20 + cu (v0 + 3cu)))+
+ c3d
(
−2v50 + cu
(
2v40 + cu (v0 + cu)
(
−5v20 + 2v0cu + c2u − 4
√
(v20 − c2d) (v20 − c2u)
)))
+
+ v0c
2
d
(
2v50 + cu
(
−2v40 + cu (v0 + cu)
(
−3v20 − 2v0cu + 3c2u − 4
√
(v20 − c2d) (v20 − c2u)
)))]
,(B.24)
Auout =
cd − cu
cd + cu
− i
c2d (cd − cu) cu
(
v20 − c2u +
√
(c2d − v20) (c2u − v20)
)
zd√
c2d − v20 (cd + cu) (v20 − c2u) 2
+
+
c3d (cd − cu) z2d
4 (v20 − c2d) 2cu (cd + cu) (v20 − c2u) 3
[
2c5dc
3
u − v20
(
v20 − c2u
)
3 + c4d
(−v40 + c4u) +
+ c2d
(
2v60 − v40c2u − 2v20c4u + c6u
)
+ 2c3dc
3
u
(
−3v20 + c2u − 2
√
(v20 − c2d) (v20 − c2u)
)
+
+ 2v20cdc
3
u
(
−c2u + 2
(
v20 +
√
(v20 − c2d) (v20 − c2u)
))]
. (B.25)
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The important check is the unitarity relation |Adout|2 + |Auout|2 = 1, which is satisfied quite
non-trivially at O(z2d), as
|Adout|2 = 4cdcu
(cd + cu)2
− z
2
dc
3
d (cd − cu) 2
2 (v0 − cd) 3 (v0 + cd) 2 (v0 − cu) 3cu (v0 + cu) 2 (cd + cu) 2[
v30 (v0 − cu) 3 (v0 + cu) 2 − v20cd (v0 − cu) 3 (v0 + cu) 2 + v0c4d (v0 − cu)
(
v20 + c
2
u
)
−c5d (v0 − cu)
(
v20 + c
2
u
)
+ c2d(cd − v0)
(
2v50 + cu
(−2v40 + cu (v0 + cu) (v0 − cu)2))] ,(B.26)
|Auout|2 = cd − cu
cd + cu
+
c2d (cd − cu) cu
(
v20 − c2u +
√
(v20 − c2d) (v20 − c2u)
)
zd√
v20 − c2d (cd + cu) (v20 − c2u) 2
+
+
c3d (cd − cu) z2d
4 (v20 − c2d) 2cu (cd + cu) (v20 − c2u) 3
[
2c5dc
3
u − v20
(
v20 − c2u
)
3 + c4d
(−v40 + c4u)+
+ c2d
(
2v60 − v40c2u − 2v20c4u + c6u
)
+ 2c3dc
3
u
(
−3v20 + c2u − 2
√
(v20 − c2d) (v20 − c2u)
)
+
+ 2v20cdc
3
u
(
−c2u + 2
(
v20 +
√
(v20 − c2d) (v20 − c2u)
))]
. (B.27)
• Modes ud,inω,φ
The construction proceeds from Eq (6.22), which gives, at O(z2d)
Adout =
cu − cd
cd + cu
− i
c3d (cd − cu)
(√
c2d − v20 −
√
c2u − v20
)
zd
(c2d − v20) 3/2 (cd + cu)
√
c2u − v20
+ (B.28)
+
c3d (cd − cu) z2d
4 (c2d − v20) 3cu (cd + cu) (v20 − c2u) 2
[−v40 (v20 − c2u) 2 + v40c2d (3v20 − c2u)+ 2c5dcu (c2u − v20)+
+ c6d
(
v20 + c
2
u
)
+ c4d
(−3v40 − 2v20c2u + c4u)+ 2c3dcu (c2u − v20)
(
c2u − 2
(
v20 +
√
(v20 − c2d) (v20 − c2u)
))]
,
Auout =
2
√
cdcu
cd + cu
− i
c3d
√
cu (cd − cu)
(√
c2d − v20 −
√
c2u − v20
)
zd
(v0 + cd) 3/2 (v0 + cu) (cd + cu)
√
cd (cd − v0) (c2u − v20)
+ (B.29)
+
c
5/2
d (cd − cu) 2z2d
8 (v0 − cd) 2 (v0 + cd) 3 (v0 − cu) 2c3/2u (v0 + cu) 3 (cd + cu)
[
v30 (v0 − cu) 2 (v0 + cu) 3+
+ v20cd (v0 − cu) 2 (v0 + cu) 3 + c5d
(
v30 + cu
(
v20 + 3v0cu − c2u
))
+ v0c
4
d
(
v30 + cu
(
v20 − v0cu + 3c2u
))
+
− v0c2d
(
2v50 + cu
(
2v40 − (v0 − cu) cu
(
3v20 − 2v0cu − 3c2u + 4
√
(v20 − c2d) (v20 − c2u)
)))
+
− c3d
(
2v50 + cu
(
2v40 + (v0 − cu) cu
(
5v20 + 2v0cu − c2u + 4
√
(v20 − c2d) (v20 − c2u)
)))]
.
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The unitarity relation |Adout|2 + |Auout|2 = 1 is again non trivially satisfied at O(z2d), being
|Adout|2 =
(
cu − cd
cd + cu
)2
− z
2
dc
3
d (cd − cu) 2
2 (v20 − c2d) 3cu (cd + cu) 2 (v20 − c2u) 2
[
v40
(
v20 − c2u
)
2 + v40c
2
d
(
c2u − 3v20
)
+
− c6d
(
v20 + c
2
u
)
+ c4d
(
3v40 + 2v
2
0c
2
u − c4u
)]
, (B.30)
|Auout|2 = 4cdcu
(cd + cu)2
+
z2dc
3
d (cd − cu) 2
2 (v0 − cd) 2 (v0 + cd) 3 (v0 − cu) 2cu (v0 + cu) 3 (cd + cu) 2[
v30 (v0 − cu) 2 (v0 + cu) 3 + v20cd (v0 − cu) 2 (v0 + cu) 3 + v0c4d (v0 + cu)
(
v20 + c
2
u
)
+c5d (v0 + cu)
(
v20 + c
2
u
)
+ c2d(cd + v0)
(−2v50 + cu (−2v40 − (v0 − cu) cu (v0 + cu)2))] . (B.31)
B.3. Scattering coefficients for the sub-supersonic case:
perturbative results
In this Appendix we extend the leading order results of the calculations of the amplitudes of
the propagating modes ud1,inω,φ and u
d2,in∗
ω,φ , in the case of the subsonic-supersonic spatial step-
like discontinuity. With these, we are able to check the unitarity relations. The processes are
the ones given in Fig.6.4.
uu,inω mode
The amplitudes regarding this case read:
Auout =
v0 + cu
v0 − cu ,
Adout1 =
√
cu
cd
v0 − cd
v0 − cu ,
Adout2 =
√
cu
cd
v0 + cd
cu − v0 ,
where
|Auout|2 = (v0 + cu)
2
(v0 − cu)2 ,
|Adout1 |2 =
cu(v0 − cd)2
cd(v0 − cu)2 ,
|Adout2 |2 =
cu(v0 + cd)
2
cd(cu − v0)2 .
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These amplitudes satisfy |Auout|2 + |Adout1 |2 − |Adout2 |2 = 1.
• Modes ud2,in∗ω,φ
The amplitudes involved in this process are are:
Auout =
√
2cu(v
2
0 − c2d)3/4(v0 + cu)
cd
√
zd(c2u − c2d)
√
c2u − v20
(√
c2u − v20 − i
√
v20 − c2d
)
+ (A+ iB)
√
zd ,(B.32)
Adout1 =
(v20 − c2d)3/4(v0 + cu)
c
3/2
d
√
2zd(cd + cu)
√
c2u − v20
(√
c2u − v20 − i
√
v20 − c2d
)
+ (C + iD)
√
zd ,(B.33)
Adout2 =
(v20 − c2d)3/4(v0 + cu)
c
3/2
d
√
2zd(cd − cu)
√
c2u − v20
(√
c2u − v20 − i
√
v20 − c2d
)
+ (E + iF )
√
zd .(B.34)
where
A =
(−8v60 + 2v0c4d (−2v0 + cu) + 2v20cu (v30 + 4v20cu − 2c3u) + c2d (7v40 − cu (4v30 − 2v20cu + c3u))) cd
2
√
2v0 (v20 − c2d) 3/4 (v0 − cu) 2 (v0 + cu) (c2d − c2u) (cuzd)−1/2
,
B = −(8v
3
0 + 6v
2
0cu + c
2
d (−v0 + cu)) cd
√
cu (−v20 + c2u) zd
2
√
2v0 (v
2
0 − c2d) 1/4 (v20 − c2u) (c2d − c2u)
,
C =
√
cdzd
4
√
2v0(v
2
0 − c2d)3/4(v0 − cu)2(v0 + cu)(cd + cu)
[
8v60 + 2v
2
0c
4
d + 2v0cdc
2
u(v
2
0 − c2u) +
2v0c
3
d(−v20 + c2u) + c2d(−7v40 + 2v30cu + 2v20c2u − 2v0c3u + c4u) + 2v20cu
(−v30 + cu (−4v20 + cu(v0 + cu))) ] ,
D = − (8v
3
0 + 6v
2
0cu + c
2
d (−v0 + cu))
√
cdzl
4
√
2v0 (v
2
0 − c2d) 1/4 (cd + cu)
√
(−v20 + c2u)
,
E =
√
cdzd
4
√
2v0 (v20 − c2d) 3/4 (v0 − cu) 2 (cd − cu) (v0 + cu)
[
8v60 + v
2
0c
2
d
(−7v20 + 2cd (v0 + cd))+
+2v30
(−v20 + c2d) cu − 2v0 (4v30 + cd (v20 − v0cd + c2d)) c2u + 2v0 (v20 − c2d) c3u + (2v20 + 2v0cd + c2d) c4u] ,
F = − (8v
3
0 + 6v
2
0cu + c
2
d (−v0 + cu))
√
cdzd
4
√
2v0 (v20 − c2d) 1/4 (cd − cu)
√
(−v20 + c2u)
.
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Their squared modulus read
|Auout|2 = 2cu(v
2
0 − c2d)3/2(v0 + cu)
c2dzd(c
2
d − c2u)(v0 − cu)
+G , (B.35)
|Adout1 |2 =
(v20 − c2d)3/2(v0 + cu)(cu − cd)
2c3dzd(cd + cu)(cu − v0)
+H , (B.36)
|Adout2 |2 =
(v20 − c2d)3/2(v0 + cu)(cd + cu)
2c3dzd(cd − cu)(v0 − cu)
+ I , (B.37)
where
G =
cu (−2v40 + 4v20c2u + c2d (−3v20 + c2u))
v0 (v0 − cu) 2 (−c2d + c2u)
, (B.38)
H =
(cd − cu) (2v40 − 2v20cu (v0 + cu) + c2d (v20 + 2v0cu − c2u) + 2v0cd (−v20 + c2u))
4v0cd (v0 − cu) 2 (cd + cu) ,(B.39)
I =
(cd + cu) (2v
4
0 − 2v20cu (v0 + cu) + 2v0cd (v20 − c2u) + c2d (v20 + 2v0cu − c2u))
4v0cd (v0 − cu) 2 (cd − cu) . (B.40)
The above amplitudes satisfy the unitarity condition |Auout|2 + |Adout1 |2 − |Adout2 |2 = −1 at
this perturbative level.
• Modes ud1,inω,φ
The amplitudes corresponding to this process turn out to be
Auout =
√
2cu(v
2
0 − c2d)3/4(v0 + cu)
cd
√
zd(c2u − c2d)
√
c2u − v20
(√
c2u − v20 + i
√
v20 − c2d
)
− (A− iB)√zd , (B.41)
Adout1 =
(v20 − c2d)3/4(v0 + cu)
c
3/2
d
√
2zd(cd + cu)
√
c2u − v20
(√
c2u − v20 + i
√
v20 − c2d
)
− (C −D)√zd ,(B.42)
Adout2 =
(v20 − c2d)3/4(v0 + cu)
c
3/2
d
√
2zd(cd − cu)
√
c2u − v20
(√
c2u − v20 + i
√
v20 − c2d
)
− (E − iF )√zd ,(B.43)
where
|Auout|2 = 2cu(v
2
0 − c2d)3/2(v0 + cu)
c2dzd(c
2
d − c2u)(v0 − cu)
−G , (B.44)
|Adout1 |2 =
(v20 − c2d)3/2(v0 + cu)(cu − cd)
2c3dzd(cd + cu)(cu − v0)
−H , (B.45)
|Adout2 |2 =
(v20 − c2d)3/2(v0 + cu)(cd + cu)
2c3dzd(cd − cu)(v0 − cu)
− I . (B.46)
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Again, one sees that |Auout|2 + |Adout1 |2 − |Adout2 |2 = 1 is satisfied.
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C Appendix
C.1. Analytics of step-like spatial discontinuities: the
acoustic white hole
To write down explicitly the decomposition of the field operator φˆ, we need first to study
the propagation of the modes for all x and t and construct the “in” and “out” basis. For this,
we need to solve the equations (6.2) in the upstream and downstream homogeneous regions,
and then impose the appropriate boundary conditions to match them. These are simply the
requirement that φ and ϕ, along with their first spatial derivatives, are continuous across
the discontinuity at x = 0. This analysis is similar to the black hole case in Chapter 6.
We denote the modes solutions, valid for all x, corresponding to the fields φ and ϕ as
De−iwt+ikx and Ee−iwt+ikx respectively. The boundary conditions at the discontinuity, as we
will see explicitly later, require us to work at fixed ω. Therefore we write the modes as
φω = D(ω)e
−iwt+ik(ω)x , ϕω = E(ω)e−iwt+ik(ω)x , (C.1)
so that the equations (6.2) simplify to
[
(w − vk)− ξck
2
2
− c
ξ
]
D(ω) =
c
ξ
E(ω) ,[
−(w − vk)− ξck
2
2
− c
ξ
]
E(ω) =
c
ξ
D(ω) , (C.2)
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while the normalization condition (6.4) (j ≡ ω) gives
|D(ω)|2 − |E(ω)|2 = 1
2π~n
∣∣∣ dk
dw
∣∣∣ . (C.3)
The combination of the two Eqs. (C.2) gives the non linear dispersion relation
(w − vk)2 = c2
(
k2 +
ξ2k4
4
)
. (C.4)
At low momenta (k ≪ 1
ξ
) we recover the linear relativistic dispersion, while at large momenta
(k ≫ 1
ξ
) the nonlinear superluminal term becomes dominant. Moreover, inserting the relation
between D and E from (C.2) into (C.3) we find the mode normalizations
D(ω) =
ω − vk + cξk2
2√
4π~ncξk2
∣∣∣(ω − vk) ( dkdω)−1∣∣∣
,
E(ω) = − ω − vk −
cξk2
2√
4π~ncξk2
∣∣∣(ω − vk) ( dkdω)−1∣∣∣
, (C.5)
where k = k(ω) are the roots of the quartic equation (C.4) at fixed ω. We describe what
these roots are in both the downstream and upstream regions.
The downstream (subsonic) region. Eq. (C.4) admits, in the downstream subsonic
part, two real and two complex solutions. Regarding the real solutions, we called kdin and
kdout the ones corresponding to negative and positive group velocity vg = dω/dk respectively,
represented in Fig.7.2(b). They admit a perturbative expansion in ξd, namely
kdin =
ω
v0 − cd
(
1 +
cdω
2ξ2d
8(v0 − cd)3 +O(ξ
4
d)
)
,
kdout =
ω
v0 + cd
(
1− cdω
2ξ2d
8(v0 + cd)3
+O(ξ4d)
)
. (C.6)
The other two solutions are complex conjugates. We call kd(kg) the roots with positive(negative)
imaginary part, which represent a decaying(growing) mode. Such roots are non-perturbative
in ξd as they diverge in the hydrodynamic limit ξd = 0, when Eq. (C.4) becomes quadratic.
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However, they admit the expansions
kd(g) =
ωv
c2d − v20
[
1− (c
2
d + v
2
0)c
2
dω
2ξ2d
4(c2d − v20)3
+O(ξ4d)
]
+ (−)
i
2
√
c2d − v20
cdξd
[
1 +
(c2d + 2v
2
0)c
2
dω
2ξ2d
8(c2d − v20)3
+O(ξ4d)
]
. (C.7)
In what follows we do not need to specify the normalization coefficients for these modes,
that we call generically
dφ(ϕ)√
4πn~
and
Gφ(ϕ)√
4πn~
for the decaying and growing modes respectively,
of the fields φ and ϕ.
The upstream (supersonic) region. In the upstream supersonic part the dispersion
relation (C.4) changes and it is represented in Fig.7.2(a). We see that, for ω less than a
certain value that we call ωmax, there are now four real solutions, corresponding to four
propagating modes. Two of them are present also in the hydrodynamical approximation,
and they read
kuin2 =
ω
v0 − cu
[
1 +
cuω
2ξ2u
8(v0 − cu)3 +O(ξ
2
u)
]
,
kuin1 =
ω
v0 + cu
[
1− cuω
2ξ2u
8(v0 + cu)3
+O(ξ2u)
]
, (C.8)
and, unlike in the subsonic case, they both move to the left, as dω
dk
|k
uin
2
(uin
1
)
< 0. The value
kuin1 belongs to the positive norm branch while kuin2 to the negative norm one. The other two
values of k, called kuout2 and kuout1 , exist because of dispersion:
kuout2 (uout1 ) =
ωv0
c2u − v20
[
1− (c
2
u + v
2
0)c
2
uω
2ξ2u
4(c2u − v20)3
+O(ξ4u)
]
+ (−)
2
√
v20 − c2u
cuξu
[
1 +
(c2u + 2v
2
0)c
2
uω
2ξ2u
8(c2u − v20)3
+O(ξ4u)
]
.
Comparing with the expressions (C.7), we see that kuout2 and kuout1 are the analytic continu-
ation for supersonic flows of the decaying and growing modes seen in the subsonic regime.
These two modes (which belong respectively to the positive and negative norm branches of
Fig.7.2a both move to the right as dω
dk
|k
uout2 (u
out
1 )
> 0. This means that they are supersonic and
able to propagate upstream, against the direction of the flow. The value of ωmax = ω(kmax)
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can be calculated explicitly by imposing dω
dk
|k=kmax = 0, where
kmax = − 1
ξu
[
v20
2c2u
− 2 + v0
2cu
√
8v20
c2u
+
v20
c2u
]1/2
. (C.9)
One can easily check that ωmax and kmax are well inside the non-perturbative region (∼ 1/ξ).
When ω > ωmax, instead, we find again two real propagating modes (k real) and two complex
conjugate ones, corresponding to decaying and growing modes, just like in the subsonic case.
Thus, for ω > ωmax the analysis is the same as in the subsonic case, and so we omit it.
Let us now write the general solutions for φ and ϕ in the upstream and downstream
regions for ω < ωmax. In the upstream region we have
φuω = e
−iωt
[
Duin1 Auin1 e
ik
uin1
x
+Duin2 Auin2 e
ik
uin2
x
+Duout1 Auout1 e
ik
uout1
x
+Duout2 Auout2 e
ik
uout2
x
]
,
ϕuω = e
−iωt
[
Euin1 Auin1 e
ik
uin
1
x
+ Euin2 Auin2 e
ik
uin
2
x
+ Euout1 Auout1 e
ik
uout
1
x
+ Euout2 Auout2 e
ik
uout
2
x
]
,
while in the downstream region the general solutions are
φdω = e
−iωt [DdinAdineikdinx +DdoutAdouteikdoutx + dφAdeikdx +GdφAGeikgx] , (C.10)
ϕdω = e
−iωt [EdinAdineikdinx + EdoutAdouteikdoutx + dϕAdeikdx +GϕAGeikgx] .
The coefficients A are the amplitudes of the modes, not to be confused with the normaliza-
tions coefficients. Indeed, the latter are determined uniquely by the commutation relations
and the equations of motion, while the amplitudes depend on the particular choice of basis,
as shown below. The matching conditions at x = 0 to be imposed on Eqs. (6.2) are
[φ] = 0, [φ′] = 0, [ϕ] = 0, [ϕ′] = 0, (C.11)
where [ ] indicates the variation across the jump. It is clear that these conditions require ω to
be the same in the upstream and dowstream regions. The D and E normalization coefficients
of the propagating modes (four in the supersonic region and two in the subsonic region) are
given by Eqs. (C.5). The matching conditions (C.11) can be written in matrix form
Wu


Auin1
Auin2
Auout1
Auout2

 =Wd


Adin
Adout
Ad
Ag

 , (C.12)
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where Wu is
Wu =


Duin1 Duin2 Duout1 Duout2
ikuin1 Duin1 ikuin2 Duin2 ikuout1 Duout1 ikuout2 Duout2
Euin1 Euin2 Euout1 Euout2
ikuin1 Euin1 ikuin2 Euin2 ikuout1 Euout1 ikuout2 Euout2

 , (C.13)
while Wd is given by
Wd =


Ddin Ddout dφ Gφ
ikdinDdin ikdoutDdout ikddφ ikgGφ
Edin Edout dϕ Gϕ
ikdinEdout ikdoutEdout ikddϕ ikgGϕ

 . (C.14)
Multiplying both sides by W−1u we find

Auin1
Auin2
Auout1
Auout2

 =Mscatt


Adin
Adout
Ad
Ag

 , (C.15)
whereMscatt ≡ W−1u Wd encodes the scattering effects due to the matching conditions (C.11).
We shall proceed to the construction of the “in” and “out” mode basis for this configuration.
We consider the modes of the field φ. An identical analysis is valid for ϕ, up to the replacement
of the D → E.
Construction of the “in” and “out” basis
We shall now construct the “in” and “out” basis, which are composed of three modes each,
as shown in Fig.C.1. As already done in the black hole case, we introduce the S matrix
elements Sij. Essentially Sij is the scattering coefficient in a process in which an i-ingoing
mode scatters into a j-outgoing mode.
• Mode udinω,φ
The mode ud
in
ω,φ is defined by an initial left-moving unit-amplitude component (u
k
din
ω,φ ≡
Ddine
−iωt+ik
din
(ω)x) coming from the subsonic region on the right, which generates a reflected
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Adin = 1
Aoutd
Ad
Auin1 = 1
Auin2 = 1
Aoutd
Aoutd
Ad
Ad
Auin1 Auin1 Auin1
Ad
Adin
Adin
AdinAd
Ad
Aoutd = 1
Auout1 = 1
ud
in
ω,φ u
uin1
ω,φ u
uin2 ∗
ω,φ
ud
out
ω,φ u
uout2 ∗
ω,φu
uout1
ω,φ
Auout1
Auout2
Auout2
Auout1
Auout2
Auout1
Auin2 Auin2
Auout2 = 1
Auin2
Figura C.1: “in” and “out” basis in the white hole configuration.
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right-moving mode (u
kdout
ω,φ ≡ Ddoute−iωt+ikdout(ω)x) with amplitude Adout , together with the
associated decaying mode with amplitude Ad. In addition, there are two transmitted modes,
one with positive norm (u
k
uout1
ω,φ ≡ Duout1 e
−iωt+ik
uout
1
(ω)x
) and the other with negative norm
(u
k
uout2
ω,φ ≡ Duout2 e
−iωt+ik
uout
2
(ω)x
), with amplitudes Auout1 and Auout2 respectively. These can be
computed by solving the system of equations


0
0
Auout1
Auout2

 =Mscatt


1
Adout
Ad
0

 . (C.16)
The leading order O(1) in a small ω expansion is1
Adout ≃ v0 − cd
v0 + cd
≡ Sdd, (C.17)
Auout1 ≃
√
2cd(v
2
0 − c2u)3/4(v0 − cd)√
ω
√
c2d − v20(c2u − c2d)
(
√
c2d − v20 + i
√
v20 − c2u) ≡ Su1d, (C.18)
Auout2 ≃ −A∗uout1 ↔ Su2d = −S
∗
u1d, (C.19)
• Mode uuin1ω,φ
The mode u
uin1
ω,φ corresponds to a unit amplitude, supersonic positive norm right-moving
plane wave from the left (u
k
uin
1
ω,φ ≡ Duin1 e
−iωt+ik
uin
1
(ω)x
), which is reflected into a positive norm
(u
k
uout
1
ω,φ ≡ Duout1 e
−iωt+ik
uout1
(ω)x
) and a negative norm (u
uout2
ω,φ ≡ Duout2 e
−iωt+ik
uout2
(ω)x
) component
with amplitudes Auout1 and Auout2 moving to the left. In addition, there is a transmitted right
moving mode in the subsonic region (u
koutd
ω,φ ≡ Ddoute−iωt+ikdout(ω)x) with amplitude Adout and
the decaying mode with amplitude Ad. By solving the system

1
0
Auout1
Auout2

 =Mscatt


0
Adout
Ad
0

 (C.20)
1It is equivalent to expand in ω or ξ, as it was shown in Chapter 6 where an expansion in z = ωξ/c was
done. We work in the units of ~ = m = 1.
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we find, at leading order in ω,
Adout ≃
√
cd
cu
v0 + cu
v0 + cd
≡ Sdu1, (C.21)
Auout1 ≃
(v20 − c2u)3/4(cd − v0)√
2cuω(cd + cd)
≡ Su1u1, (C.22)
Auout2 ≃ −A∗uout1 ↔ Su2u1 = −S
∗
u1u1. (C.23)
• Mode uuin2 ∗ω,φ
The mode u
uin2 ∗
ω,φ (where
∗ means that this is a negative norm mode) consists of an initial unit
amplitude supersonic right-moving component from the left (u
k
uin
2
ω,φ ≡ Duin2 e
−iωt+ik
uin2
(ω)x
),
generating a reflected negative left-moving norm mode (u
k
uout
2
ω,φ ≡ Duout2 e
−iωt+ik
uout2
(ω)x
) and
positive norm left-moving mode (u
k
uout
1
ω,φ ≡ Duout1 e
−iωt+ik
uout1
(ω)x
) with amplitudes Auout2 and
Auout1 respectively. Moreover, in the subsonic region one has a transmitted right-moving wave
(u
koutd
ω,φ ≡ Ddoute−iωt+ikdout(ω)x) with amplitude Adout, and a decaying mode with amplitude Ad.
By solving 

0
1
Auout1
Auout2

 =Mscatt


0
Adout
Ad
0

 (C.24)
we find, at leading order in ω,
Adout ≃
√
cd
cu
v0 − cu
v0 + cd
≡ Sdu2, (C.25)
Auout1 ≃
(v20 − c2u)3/4(v0 − cd)√
2cuω
√
c2d − v20(cu − cd)
(
√
c2d − v20 − i
√
v20 − c2u) ≡ Su1u2, (C.26)
Auout2 ≃ −A∗uout1 ↔ Su2u2 = −S
∗
u1u2. (C.27)
C.2. Temporal formation of acoustic white holes
In this Appendix we study the temporal formation of acoustic white hole-like configura-
tions. We first introduce temporal step-like discontinuities and afterwards we combine them
with the spatial step-like discontinuities in order to study the temporal formation of a white
hole.
C.2 Temporal formation of acoustic white holes 163
Temporal step-like discontinuities
We consider a step-like discontinuity in t (say, at t = 0), separating two infinite homoge-
neous condensates: c(t) = cinθ(−t) + coutθ(t). The “in” region is subsonic (v0 < cin) whereas
the “out” one is supersonic (v0 > cout). The aim is to determine the mode propagation at all
times, and to define the “in” and “out” mode basis. The appropriate decompositions of our
field φˆ will be given afterwards.
The general solutions in the “in” (t < 0) and “out” (t > 0) regions describing the fields φ
and ϕ are of the form De−iwt+ikx and Ee−iwt+ikx. The boundary conditions at t = 0 require
us to work at fixed k. Therefore we write
φk = D(k)e
−iw(k)t+ikx , ϕk = E(k)e−iw(k)t+ikx , (C.28)
for which Eqs. (6.2) become
[
−(ω − vk) + cξk
2
2
+
c
ξ
]
D(k) = −c
ξ
E(k) ,[
(ω − vk) + cξk
2
2
+
c
ξ
]
E(k) = −c
ξ
D(k) , (C.29)
while the normalization condition (6.4) yields
|D(k)|2 − |E(k)|2 = 1
2π~n
. (C.30)
The combination of Eqs. (C.29) and (C.30) gives rise to the normalization coefficients
D(k) =
ω − vk + cξk2
2√
4π~ncξk2 |(ω − vk)| ,
E(k) = − ω − vk −
cξk2
2√
4π~ncξk2 |(ω − vk)| . (C.31)
Here, ω = ω(k) corresponds to the two real solutions to Eq. (C.4), which is quadratic in ω
at fixed k. These read
ω+(k) = vk +
√
c2k2 +
c2k4ξ2
4
,
ω−(k) = vk −
√
c2k2 +
c2k4ξ2
4
, (C.32)
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where ω+(k) corresponds to the positive norm branch, and ω−(k) to the negative norm one.
Therefore, at fixed k, the general decompositions of φ and ϕ in the “out” and “in” regions
are
φ
out(in)
k = e
ikx
[
D+out(in)(k)Aout(in)e
−iωout(in)+ (k)t +D−out(in)(k)Bout(in)e
−iωout(in)− (k)t
]
,(C.33)
ϕ
out(in)
k = e
ikx
[
E+out(in)(k)Aout(in)e
−iωout(in)+ (k)t + E−out(in)(k)Bout(in)e
−iωout(in)− (k)t
]
.(C.34)
For k > 0 (< 0) we have a positive norm right-moving (left-moving) mode (ω = ω+(k))
and a negative norm left-moving (right-moving) one (ω = ω−(k)). According to (6.2), the
matching conditions at t = 0 are
[φ] = 0, [ϕ] = 0 , (C.35)
which can be written in matrix form
Wout
(
Aout
Bout
)
=Win
(
Ain
Bin
)
, (C.36)
where
Wout(in) =
(
D+out(in)(k) D
−
out(in)(k)
E+out(in)(k) E
−
out(in)(k)
)
. (C.37)
Multiplying both sides by W−1out we find(
Aout
Bout
)
=Mbog
(
Ain
Bin
)
. (C.38)
Explicitly, the Bogoliubov matrix Mbog ≡W−1outWin reads
Mbog =
1
2
√
ΩinΩout
(
Ωin + Ωout Ωin − Ωout
Ωin − Ωout Ωin + Ωout
)
, (C.39)
where we define Ωout(in) = ωout(in) − vk. We are interested in the case |k| > |kmax|, when
the supersonic modes kuin1 and kuin2 propagate to the right upstream (from now on we find
more convenient to work with positive k, and indicate negative k with −k). The way in
which the “in” modes propagate in the “out” region is shown in Fig.C.2. For k > kmax, an
initial left-moving mode decomposes into a positive norm left-moving component plus a kuin2
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1 1
1 1
−β−kk
−β−kk α∗kk −βk−k
α∗−k−k
kuin2
kuin1
α∗−k−k
α∗kk
−βk−k
k < kmax
k > kmax
Figura C.2: Evolution of ‘in’ modes for different values of k in the case of a supersonic ‘out’ region.
negative norm one, with amplitudes Aout and A
out
uin2
respectively2. These are found by solving
(
Aout
Aout
uin2
)
=
1
2
√
ΩinΩout
(
Ωin + Ωout Ωin − Ωout
Ωin − Ωout Ωin + Ωout
)(
1
0
)
, (C.40)
which yields the solutions
Aout =
Ωin + Ωout
2
√
ΩinΩout
≡ α∗−k−k , Aoutuin2 =
Ωin − Ωout
2
√
ΩinΩout
≡ −βk−k . (C.41)
These satisfy the unitarity condition
|Aout|2 − |Aoutuin2 |
2 ≡ |α−k−k|2 − |βk−k|2 = 1 . (C.42)
An initial right-moving mode splits instead into a positive norm right moving kuin1 mode,
2Notice that the subindex uin2 does not mean this is an ingoing mode in the temporal step-like discon-
tinuity. This is indeed an outgoing mode for the temporal step-like discontinuity, but we maintain the “in”
name to read the mode directly in Fig.7.2 and for convenience in the following.
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with amplitude Aout
uin1
plus a negative norm left moving one Aout, which are found by solving
(
Aout
Aout
uin1
)
=
1
2
√
ΩinΩout
(
Ωin + Ωout Ωin − Ωout
Ωin − Ωout Ωin + Ωout
)(
0
1
)
. (C.43)
the solutions are
Aoutuin1
=
Ωin − Ωout
2
√
ΩinΩout
= −β−kk , Aout = Ωin + Ωout
2
√
ΩinΩout
= α∗kk . (C.44)
Eqs. (C.41) and (C.44) are the crucial formulas that we shall need in the following to consider
the temporal formation of acoustic white hole-like configurations.
The “in” and the “out” modes are related by the relations
uink = α
∗
kku
out
k − βk−kuout∗−k , (C.45)
and, considering the “in” and “out” decompositions of the field φˆ
φˆ(t, x)in(out) =
∫ ∞
−∞
dk
[
aˆ
in(out)
k u
in(out)
k,φ + h.c.
]
, (C.46)
we find the relation between the “in” and “out” set of operators, namely
aˆoutk = α
∗
kkaˆ
in
k − β∗k−kaˆin†−k . (C.47)
Density-density correlations in the formation of acoustic white hole-like config-
urations
We consider the more involved situation where an initial homogeneous subsonic flow
turns supersonic in some region. We will model this situation with a temporal step-like
discontinuity at t = 0 (temporal formation) followed by a spatial step-like discontinuity at
x = 0 separating a subsonic and a supersonic region, as shown in Fig.C.3. To study the
propagation of plane waves for all x and t we need to impose matching conditions (C.35)
at t = 0 at fixed k (only those for x < 0 are non trivial), and then (C.11) at fixed ω at
x = 0 (and t > 0). Therefore, we must consider a transition from the k to the ω basis. The
relations between modes and operators in the two basis are
uω,φ(ϕ) =
√
dω
dk
uk,φ(ϕ) , aˆω =
√
dk
dω
aˆk (C.48)
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x = 0t = 0
cu
cin
cd = cin
v0
Figura C.3: Temporal formation of a spatial step-like discontinuity temporally formed (cr = cin).
To construct the two point function we decompose the density operator n in the “out”
ω basis
n(t, x) =
∫ ωmax
0
dω
[
aˆd,outω (u
d,out
ω,φ + u
d,out
ω,ϕ ) + aˆ
u1,out
ω (u
u1,out
ω,φ + u
u1,out
ω,ϕ )+
+aˆu2,outω (u
u2,out
ω,φ + u
u2,out
ω,ϕ ) + h.c.
]
, (C.49)
and by relating the aˆoutω , aˆ
out†
ω operators to the aˆ
in
k , aˆ
in†
k in the “in” (t < 0) region. This is
done in two steps. First, the analysis in Appendix C.1 provides the relation between “out”
and “in” ω basis in the t > 0 region. In particular we have
aˆd,outω = Sddaˆ
d,in
ω + Sdu1aˆ
u1,in
ω + Sdu2aˆ
u2,in†
ω , (C.50)
aˆu1,outω = Su1daˆ
d,in
ω + Su1u1aˆ
u1,in
ω + Su1u2aˆ
u2,in†
ω , (C.51)
aˆu2,out†ω = Su2daˆ
d,in
ω + Su2u1aˆ
u1,in
ω + Su1u2aˆ
u2,in†
ω . (C.52)
Next, we need to jump from the “in” ω-basis to the k-basis needed to address the temporal
step-like discontinuity. The relevant terms of n in our analysis are
n(t, x) =
∫ ∞
kmax
dkuin1
[
aˆk
uin
1
(uk
uin
1
,φ + uk
uin
1
,ϕ) + aˆ
†
k
uin
2
(u∗k
uin2
,φ + u
∗
k
uin2
,ϕ)
]
, (C.53)
where kuin2 = −kuin1 . This is to be matched, at t = 0, at the relevant values of k, with the
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“in” decomposition (t < 0)
n(t, x) =
∫ ∞
0
dk
[
aˆink (u
in
k,φ + u
in
k,ϕ) + aˆ
in
−k(u
in
−k,φ + u
in
−k,ϕ) + aˆ
in†
k (u
in∗
k,φ + u
in∗
k,ϕ) + aˆ
in†
−k(u
in∗
−k,φ + u
in∗
−k,ϕ)
]
.
(C.54)
The relations between the k operators before and after the temporal step-like discontinuity
are given by (C.47) with kuin2 = −kuin1 :
aˆk
uin1
= α(kuin1 )aˆk − β∗(−kuin1 )aˆ
†
−k ,
aˆ†−k
uin
1
= −β(−kuin1 )aˆ−k + α∗(kuin1 )aˆ
†
k , (C.55)
where the Bogoliubov coefficients are given by (C.41) and (C.44)
α =
Ωin + Ωout
2
√
ΩinΩout
, β =
Ωout − Ωin
2
√
ΩinΩout
(C.56)
Here Ω = ω − v0k is calculated before (Ωin) and after (Ωout) the temporal discontinuity.
Let us now go back to the ω basis (the general relation between modes and operators
in the ω and k basis is given in (C.48)). As shown in Fig.C.4, a fixed, positive value of ω
corresponds to two values of k, namely kuin1 and kuin
′
2
. We thus write
n(t, x) =
∫ ωmax
0
dω
[
aˆu1,inω (u
u1,in
ω,φ + u
u1,in
ω,ϕ ) + aˆ
u2,in†
ω (u
u2,in∗
ω,φ + u
u2,in∗
ω,ϕ ) + h.c.
]
. (C.57)
Defining ku
2in
= −kuin1 and ku2in′ = −kuin′1 , the following properties are valid (we do not
write explicitly the normalizations)
uu1,in∗ω =
(
e
−iωt+ik
uin
1
(ω)x
)∗
= e
iωt−ik
uin
1
(ω)x
= e
−i(−ω)t+i(−k
uin
1
(ω))x
= e
−i(−ω)t+ik
uin
2
(−ω)x
= uu2,in∗−ω
(C.58)
and
uu2,in∗ω = e
−iωt+ik
uin
′
2
(ω)x
= e
−i(−ω)t+i(−k
uin
′
1
(−ω))x
= uu1,in∗−ω . (C.59)
Therefore the density fluctuation operator nˆ1 turns into:
n(t, x) =
∫ ωmax
0
dω
[
aˆu1,inω (u
u1,in
ω,φ + u
u1,in
ω,ϕ ) + aˆ
u2,in†
ω (u
u2,in∗
ω,φ + u
u2,in∗
ω,ϕ )+
aˆu2,in†−ω (u
u2,in∗
−ω,φ + u
u2,in∗
−ω,ϕ ) + aˆ
u1,in
−ω (u
u1,in
−ω,φ + u
u1,in
−ω,ϕ)
]
. (C.60)
Since the ω decomposition requires two values of k, the relation between the ω operators
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Figura C.4: Modes involved in the jump from the ω to k basis.
and the k ones before the temporal discontinuity will involve relations (C.55) with different
values of k, namely kuin1 ≡ k and kuin′2 ≡ −k
′:
aˆu1,inω = α(kuin1 )
√
dω
dkuin1
aˆk − β∗(−kuin1 )
√
dω
dkuin1
aˆ†−k , (C.61)
aˆu2,in†ω = −β(−kuin′1 (−ω))
√
dω
dk
uin
′
1
aˆ−k
uin
′
1
+ α∗(k
uin
′
1
(−ω))
√
dω
dk
uin
′
1
aˆ†k′ . (C.62)
We compute now the Bogoliubov coefficients appearing above. Let us start with α(kuin1 ) and
β(−kuin1 ). By using again the fact that k is conserved in the temporal step-like discontinuity
(k = kuin1 ) and the expression of kuin1 for small ω (kuin1 =
ω
v+cu
), which gives the main
contribution to the density-density correlations, we can write Ωin and Ωout as:
Ωout = ω − v0 ω
v0 + cu
, (C.63)
Ωin = ω − v0 ω
v0 + cin
. (C.64)
Expanding at zero order in ω we finally obtain:
α(kuin1 ) ≃
1
2
√
(v0 + cin)(v0 + cu)
cincu
(
cin
v0 + cin
+
cu
v0 + cu
)
, (C.65)
β(−kuin1 ) ≃
1
2
√
(v0 + cin)(v0 + cu)
cincu
(
− cin
v0 + cin
+
cu
v0 + cu
)
.
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Let us compute now α(k
uin
′
1
) and β(−k
uin
′
1
). By using the fact that k is conserved in the
temporal step-like discontinuity (−k = kuin2 ) and the expression of −kuin′1 for small ω
(−k
uin
′
1
(−ω) = ω
v−cu ) we have
Ω2 = −ω + v0 ω
v0 − cu , (C.66)
Ω1 = ω + v0
ω
v0 − cin . (C.67)
By expanding (C.56) we obtain
α(k
uin
′
1
) ≃ −1
2
√
(cin − v0)(v0 − cu)
cincu
(
cin
v0 − cin +
cu
v0 − cu
)
, (C.68)
β(−k
uin
′
1
) ≃ 1
2
√
(cin − v0)(v0 − cu)
cincu
(
cin
v0 − cin −
cu
v0 − cu
)
.
We focus on the correlation between the Hawking quanta and the partner, which is:
n0δG
(2)
0 (ω, x, x
′
) |u1u2= 1
4π
{[
|α(kuin1 )|2 + |α(kuin′1 )|
2 + |β(−kuin1 )|2 + |β(−kuin′1 )|
2
]
×
Routku1R
out
ku2√
|voutg,u1voutg,u2|
e
i
(
k
uout
2
x
′−k
uout
1
x
)
S∗u1u2Su2u2 + c.c.

+ (x↔ x′). (C.69)
Therefore the signal is the same as in (7.25), but with an amplification due to the factor:
|α(kuin1 )|2 + |α(kuin′1 )|
2 + |β(−kuin1 )|2 + |β(−kuin′1 )|
2 ≃ v
3
0(cin − cu)2(cin + cu)
cincu(v20 − c2in)(c2u − v20)
, (C.70)
which is of the same order of the one found in the BH temporal formation (6.126). Giving
the numbers used throughout the thesis we find the following ratio between the amplification
in the WH and BH case: Eq. (C.70)/Eq. (6.126)≃ 1,06.
Bibliography
[1] S. W. Hawking, “Black hole explosions,” Nature 248 (1974) 30–31.
[2] S. W. Hawking, “Particle Creation by Black Holes,” Commun. Math. Phys. 43
(1975) 199–220.
[3] T. Jacobson, “Black hole evaporation and ultrashort distances,” Phys. Rev. D44
(1991) 1731–1739.
[4] R. M. Wald and S. Ramaswamy, “Particle production by white holes,” Phys. Rev.
D21 (1980) 2736–2741.
[5] W. G. Unruh, “Experimental black hole evaporation,” Phys. Rev. Lett. 46 (1981)
1351–1353.
[6] C. Barcelo, S. Liberati, and M. Visser, “Analogue gravity,” Living Rev. Rel. 8 (2005)
12, arXiv:gr-qc/0505065.
[7] R. Balbinot, A. Fabbri, S. Fagnocchi, A. Recati, and I. Carusotto, “Non-local density
correlations as signal of Hawking radiation in BEC acoustic black holes,” Phys. Rev.
A78 (2008) 021603, arXiv:0711.4520 [cond-mat.other].
[8] M.N˜ovello, (ed. ), M. Visser, (ed. ), and G. Volovik, (ed. ), “Artificial black holes,”.
River Edge, USA: World Scientific (2002) 391 p.
172 BIBLIOGRAPHY
[9] C. W. Misner, K. S. Thorne, and J. A. Wheeler, “Gravitation,”. San Francisco 1973,
1279p.
[10] R. Wald, “General Relativity,”. Chicago University press, Chicago 1984.
[11] R. M. Wald, “Quantum field theory in curved space-time and black hole
thermodynamics,”. Chicago, USA: Univ. Pr. (1994) 205 p.
[12] P. Painleve´, “La mecanique classique et la theorie de la relativite´ (Classical
mechanics of the theory of relativity),” C.R. Acad. Sci. (Paris) 173 (1921) 677–680.
[13] A. Gullstrand, “Allegmeine losung des statischen einkorper-problems in der
einsteinshen gravitations theorie (General solutions for static one-body problems in
Einstein’s theory of gravity).,” Arkiv. Mat. Astron. Fys. 16(8) (1922) 1–15.
[14] G. Lemaitre, “L’univers en expansion (The Universe in expansion),” Ann. Soc. Sci.
(Bruxelles)) A53 (1933) 51–85.
[15] P. Kraus and F. Wilczek, “A Simple stationary line element for the Schwarzschild
Geometry, and some applications,” arXiv:gr-qc/9406042.
[16] D. Finkelstein, “Past-future asymmetry of the gravitational field of a point particle,”
Phys. Rev. 100 (1958) 965–967.
[17] N. D. Birrell and P. C. W. Davies, “Quantum fields in curved space,”. Cambridge,
Uk: Univ. Pr. (1982) 340p.
[18] S. A. Fulling, “Aspects of quantum field theory in curved space-time,” London Math.
Soc. Student Texts 17 (1989) 1–315.
[19] M. Peskin and D. a Schroeder, “An introduction to quantum field theory,”. Wesley
Publishing Company Advance Book Program (1995).
[20] S. Weinberg, “The quantum theory of fields,”. Cambridge University Press (1995).
[21] L. Parker, “Quantized field and particle creation in expanding universes,” Phys. Rev.
183 (1969) 1057–1068.
[22] A. Fabbri and J.N˜avarro-Salas, “Modeling black hole evaporation,”. London, UK:
Imp. Coll. Pr. (2005) 334 p.
BIBLIOGRAPHY 173
[23] D. M. Eardley, “Death of White Holes in the Early Universe,” Phys. Rev. Lett. 33
(1974) 442–444.
[24] WMAP Collaboration, D.N˜. Spergel et al., “First Year Wilkinson Microwave
Anisotropy Probe (WMAP) Observations: Determination of Cosmological
Parameters,” Astrophys. J. Suppl. 148 (2003) 175–194, arXiv:astro-ph/0302209.
[25] J. D. Bekenstein, “Black holes and entropy,” Phys. Rev. D7 (1973) 2333–2346.
[26] J. M. Bardeen, B. Carter, and S. W. Hawking, “The Four laws of black hole
mechanics,” Commun. Math. Phys. 31 (1973) 161–170.
[27] R. M. Wald, “On Particle Creation by Black Holes,” Commun. Math. Phys. 45
(1975) 9–34.
[28] L. Parker, “Probability Distribution of Particles Created by a Black Hole,” Phys.
Rev. D12 (1975) 1519–1525.
[29] T. Jacobson, “Black hole radiation in the presence of a short distance cutoff,” Phys.
Rev. D48 (1993) 728–741, arXiv:hep-th/9303103.
[30] T. Jacobson, “On the Origin of the Outgoing Black Hole Modes,” Phys. Rev. D53
(1996) 7082–7088, arXiv:hep-th/9601064.
[31] R. Brout, S. Massar, R. Parentani, and P. Spindel, “Hawking radiation without
transPlanckian frequencies,” Phys. Rev. D52 (1995) 4559–4568,
arXiv:hep-th/9506121.
[32] S. Massar and R. Parentani, “From vacuum fluctuations to radiation. 2. Black holes,”
Phys. Rev. D54 (1996) 7444–7458.
[33] R. Balbinot, A. Fabbri, S. Fagnocchi, and R. Parentani, “Hawking radiation from
acoustic black holes, short distance and back-reaction effects,” Riv. Nuovo Cim. 28
(2005) 1–55, arXiv:gr-qc/0601079.
[34] S. Corley and T. Jacobson, “Hawking Spectrum and High Frequency Dispersion,”
Phys. Rev. D54 (1996) 1568–1586, arXiv:hep-th/9601073.
[35] W. G. Unruh, “Sonic analog of black holes and the effects of high frequencies on
black hole evaporation,” Phys. Rev. D51 (1995) 2827–2838.
174 BIBLIOGRAPHY
[36] C. G. Callan, J. M. Maldacena, and A. W. Peet, “Extremal Black Holes As
Fundamental Strings,” Nucl. Phys. B475 (1996) 645–678, arXiv:hep-th/9510134.
[37] S. R. Das and S. D. Mathur, “Comparing decay rates for black holes and D-branes,”
Nucl. Phys. B478 (1996) 561–576, arXiv:hep-th/9606185.
[38] J. M. Maldacena and A. Strominger, “Universal low-energy dynamics for rotating
black holes,” Phys. Rev. D56 (1997) 4975–4983, arXiv:hep-th/9702015.
[39] R. Parentani, “What did we learn from studying acoustic black holes?,” Int. J. Mod.
Phys. A17 (2002) 2721–2726, arXiv:gr-qc/0204079.
[40] T. Jacobson, “Transplanckian redshifts and the substance of the space-time river,”
Prog. Theor. Phys. Suppl. 136 (1999) 1, arXiv:hep-th/0001085.
[41] U. Leonhardt and P. Piwnicki, “Relativistic effects of light in moving media with
extremely low group velocity,” Phys. Rev. Lett. 84 (2000) 822–825.
[42] W. G. Unruh and R. Schutzhold, “On slow light as a black hole analogue,” Phys.
Rev. D68 (2003) 024008, arXiv:gr-qc/0303028.
[43] G. Rousseaux, C. Mathis, P. Maissa, T. G. Philbin, and U. Leonhardt, “Observation
of negative phase velocity waves in a water tank: A classical analogue to the Hawking
effect?,” New J. Phys. 10 (2008) 053015, arXiv:0711.4767 [gr-qc].
[44] R. Schutzhold and W. G. Unruh, “Gravity wave analogues of black holes,” Phys.
Rev. D66 (2002) 044019.
[45] S. Weinfurtner, E. W. Tedford, M. C. J. Penrice, W. G. Unruh, and G. A. Lawrence,
“Measurement of stimulated Hawking emission in an analogue system,”
arXiv:1008.1911 [gr-qc].
[46] P. G. Schutzhold, R. and G. Soff, “Dielectric black hole analogues,” Phys. Rev. Lett.
88 (2002) 061101, arXiv:quant-ph/0104121.
[47] B. Horstmann, B. Reznik, S. Fagnocchi, and J. Cirac, “Hawking Radiation from an
Acoustic Black Hole on an Ion Ring,” Phys.Rev.Lett. 104 (2010) 250403,
arXiv:arXiv:0904.4801 [quant-ph].
BIBLIOGRAPHY 175
[48] B. Horstmann, R. Schutzhold, B. Reznik, S. Fagnocchi, and J. Cirac, “Measurement
of Hawking Radiation with Ions in the Quantum Regime,” arXiv:arXiv:1008.3494
[quant-ph].
[49] R. Schutzhold and W. G. Unruh, “Hawking radiation in an electro-magnetic
wave-guide?,” Phys. Rev. Lett. 95 (2005) 031301, arXiv:quant-ph/0408145.
[50] T. G. Philbin et al., “Fiber-optical analogue of the event horizon,” Science 319
(2008) 1367–1370, arXiv:0711.4796 [gr-qc].
[51] U. Leonhardt and P. Piwnicki, “Optics of nonuniformly moving media,” Phys. Rev.
A60 (1999) 4301–4312.
[52] G. E. Volovik, “The Universe in a helium droplet,” Int. Ser. Monogr. Phys. 117
(2006) 1–526.
[53] G. Volovik, “Simulation of quantum field theory and gravity in superfluid 3He,” Low.
Temp. Phys. 24 (1998) 127, arXiv:cond-mat/9706172.
[54] G. Volovik, “Gravity of monopole and string and gravitational constant in 3He-A,”
Pisma Zh. Eksp. Teor. Fiz. 67 (1998) 666, arXiv:cond-mat/9804078.
[55] S. Giovanazzi, “Hawking radiation in sonic black holes,” Phys. Rev. Lett. 94 (2005)
061302, arXiv:physics/0411064.
[56] L. J. Garay, J. R. Anglin, J. I. Cirac, and P. Zoller, “Black holes in Bose-Einstein
condensates,” Phys. Rev. Lett. 85 (2000) 4643–4647, arXiv:gr-qc/0002015.
[57] L. J. Garay, J. R. Anglin, J. I. Cirac, and P. Zoller, “Sonic black holes in dilute
Bose-Einstein condensates,” Phys. Rev. A63 (2001) 023611, arXiv:gr-qc/0005131.
[58] F. Belgiorno, S. Cacciatori, M. Clerici, V. Gorini, G. Ortenzi, et al., “Hawking
radiation from ultrashort laser pulse filaments,” arXiv:arXiv:1009.4634 [gr-qc].
* Temporary entry *.
[59] O. Lahav, A. Itah, A. Blumkin, C. Gordon, and J. Steinhauer, “A sonic black hole in
a density-inverted Bose-Einstein condensate,” arXiv:0906.1337
[cond-mat.quant-gas].
[60] C. Barcelo, S. Liberati, and M. Visser, “Analogue models for FRW cosmologies,” Int.
J. Mod. Phys. D12 (2003) 1641–1650, arXiv:gr-qc/0305061.
176 BIBLIOGRAPHY
[61] Y. V. Dumin, “Topological defect density in 1D FRW cosmological model:
Corrections inferred from MJJL experiment,” arXiv:hep-ph/0308184.
[62] R. Easther, B. R. Greene, W. H. Kinney, and G. Shiu, “Inflation as a probe of short
distance physics,” Phys.Rev. D64 (2001) 103502, arXiv:hep-th/0104102 [hep-th].
[63] L. Mersini-Houghton, M. Bastero-Gil, and P. Kanti, “Relic dark energy from
transPlanckian regime,” Phys.Rev. D64 (2001) 043508, arXiv:hep-ph/0101210
[hep-ph].
[64] G. Volovik, “What can the quantum liquid say on the brane black hole, the entropy
of extremal black hole and the vacuum energy?,” Found.Phys. 33 (2003) 349–368,
arXiv:gr-qc/0301043 [gr-qc].
[65] G. Volovik and A. Zelnikov, “Universal temperature corrections to the free energy for
the gravitational field,” JETP Lett. 78 (2003) 751–756, arXiv:gr-qc/0309066
[gr-qc].
[66] L. D. Landau and E. Lifshitz, “Fluid mechanics,” Pergamon (1959) .
[67] H. Lamb, “Hydrodynamics,” Dover (1932) .
[68] L. Milne-Thomson, “Theoretical Hydrodynamics,” Mac Millan, London (1968) .
[69] E. Skudrzyk, “The foundation of Acoustics,” Springer-Verlag, Wien (1971) .
[70] G. Jannes, “Emergent gravity: the BEC paradigm,” arXiv:0907.2839 [gr-qc].
[71] M. H. Anderson, J. R. Ensher, M. R. Matthews, C. E. Wieman, and E. A. Cornell,
“Observation of Bose-Einstein condensation in a dilute atomic vapor,” Science 269
(1995) 198–201.
[72] K. B. Davis et al., “Bose-Einstein condensation in a gas of sodium atoms,” Phys.
Rev. Lett. 75 (1995) 3969–3973.
[73] C. C. Bradley, C. A. Sackett, J. J. Tollett, and R. G. Hulet, “Evidence of
Bose-Einstein Condensation in an Atomic Gas with Attractive Interactions,” Phys.
Rev. Lett. 75 (1995) 1687–1690.
[74] E. J. Cornell, E.A. and C. Wieman, “Experiments in dilute atomic Bose-Einstein
condensation,” arXiv:cond-mat/9903109.
BIBLIOGRAPHY 177
[75] W. Ketterle and M. Zwierlein, “Making, probing and understanding ultra cold Fermi
gases,” arXiv:0801.2500.
[76] E. Streed et al., “Large atom number Bose-Einstein condensate machines,” Rev. Sci.
Instrum. 77 (2006) 023106, arXiv:cond-mat/0507348.
[77] S. Bose, “Plancks Gesetz und Lichtquantenhypothese,” Zeitschrift fur Physik 26
(1924) 178.
[78] A. Einstein, “Quantentheorie des einatomigen idealen Gases,” Sitzungsberichte der
Preussischen Akademie der Wissenschaften 1:3 (1925) .
[79] I. Carusotto, S. Fagnocchi, A. Recati, R. Balbinot, and A. Fabbri, “Numerical
observation of Hawking radiation from acoustic black holes in atomic BECs,” New J.
Phys. 10 (2008) 103001, arXiv:0803.0507 [cond-mat.other].
[80] E. Cornell J. Res. Natl. Inst. Stand: Technol. 101 (1996) 419.
[81] F. Dalfovo, S. Giorgini, L. P. Pitaevskii, and S. Stringari, “Theory of Bose-Einstein
condensation in trapped gases,” Rev. Mod. Phys. 71 (1999) 463–512.
[82] L. P. Pitaevskii and S. Stringari, “Bose-Einstein Condensation,” Clarendon, Oxford
(2003) .
[83] Y. Castin, “Bose-Einstein condensates in atomic gases:simple theoretical results,”
arXiv:cond-mat/0105058.
[84] A. Griffin, (ed. ), D. W. Snoke, (ed. ), and S. Stringari, (ed. ), “Bose-Einstein
condensation,”. Cambridge, UK: Univ. Pr. (1995) 602 p.
[85] N. Bogolubov J. Phys. (USSR) 11 (1947) 23.
[86] E. Gross Nuovo Cimento 20 (1961) 454.
[87] L. Pitaevskii Zh. Eksp. Teor. Fiz. 40 (1961) 646.
[88] P. De Gennes, “Superconductivity of Metals and Alloys,” Benjamin, New York
(1966) .
[89] A. Recati, N. Pavloff, and I. Carusotto, “Bogoliubov Theory of acoustic Hawking
radiation in Bose- Einstein Condensates,” Phys. Rev. A80 (2009) 043603,
arXiv:0907.4305 [cond-mat.quant-gas].
178 BIBLIOGRAPHY
[90] A. Fabbri and C. Mayoral, “Step-like discontinuities in Bose-Einstein condensates
and Hawking radiation: the hydrodynamic limit,” arXiv:1004.4876 [gr-qc].
[91] C. Mayoral, A. Fabbri, and M. Rinaldi, “Step-like discontinuities in Bose-Einstein
condensates and Hawking radiation: dispersion effects,” arXiv:1008.2125 [gr-qc].
[92] J. Macher and R. Parentani, “Black-hole radiation in Bose-Einstein condensates,”
arXiv:0905.3634 [cond-mat.quant-gas].
[93] C. Barcelo, S. Liberati, and M. Visser, “Towards the observation of Hawking
radiation in Bose- Einstein condensates,” Int. J. Mod. Phys. A18 (2003) 3735,
arXiv:gr-qc/0110036.
[94] T. Kiss, J. Janszky, and P. Adam, “Time evolution of harmonic oscillators with
time-dependent parameters: A step-function approximation,” Phys. Rev. A49 (1994)
4935–4942.
[95] P. Calabrese and J. L. Cardy, “Time-dependence of correlation functions following a
quantum quench,” Phys. Rev. Lett. 96 (2006) 136801, arXiv:cond-mat/0601225.
[96] C. P. Sotiriadis, S. and J. L. Cardy, “Inhomogeneous quantum quenches,” EPL 87
(2009) .
[97] C. Barcelo, A. Cano, L. J. Garay, and G. Jannes, “Stability analysis of sonic horizons
in Bose-Einstein condensates,” Phys. Rev. D74 (2006) 024008,
arXiv:gr-qc/0603089.
[98] P. Jain, S. Weinfurtner, M. Visser, and C. W. Gardiner, “Analogue model of a FRW
universe in Bose-Einstein condensates: Application of the classical field method,”
arXiv:0705.2077 [cond-mat.other].
[99] C. Barcelo, A. Cano, L. J. Garay, and G. Jannes, “Quasi-normal mode analysis in
BEC acoustic black holes,” Phys. Rev. D75 (2007) 084024, arXiv:gr-qc/0701173.
[100] S. Weinfurtner, A. White, and M. Visser, “Trans-Planckian physics and signature
change events in Bose gas hydrodynamics,” Phys. Rev. D76 (2007) 124008,
arXiv:gr-qc/0703117.
[101] I. Carusotto, R. Balbinot, A. Fabbri, and A. Recati, “Density correlations and
dynamical Casimir emission of Bogoliubov phonons in modulated atomic
BIBLIOGRAPHY 179
Bose-Einstein condensates,” Eur. Phys. J. D56 (2010) 391–404, arXiv:0907.2314
[cond-mat.quant-gas].
[102] D. Campo and R. Parentani, “Space-time correlations within pairs produced during
inflation, a wave-packet analysis,” Phys. Rev. D67 (2003) 103522,
arXiv:gr-qc/0301044.
[103] R. D. Carlitz and R. S. Willey, “Reflections on moving mirrors,” Phys. Rev. D36
(1987) 2327.
[104] S. Massar and R. Parentani, “From vacuum fluctuations to radiation. 2. Black holes,”
Phys. Rev. D54 (1996) 7444–7458.
[105] D. Walls and G. Milburn, “Quantum Optics,”. Springer-Verlag, Berlin 1994.
[106] C. Ciuti and I. Carusotto Phys. Rev. A74 (2006) 033811.
[107] J. Macher and R. Parentani, “Black/White hole radiation from dispersive theories,”
Phys. Rev. D79 (2009) 124008, arXiv:0903.2224 [hep-th].
[108] A. Coutant and R. Parentani, “Black hole lasers, a mode analysis,” Phys. Rev. D81
(2010) 084042, arXiv:0912.2755 [hep-th].
[109] S. Finazzi and R. Parentani, “Black-hole lasers in Bose-Einstein condensates,”
arXiv:1005.4024 [cond-mat.quant-gas].
[110] C. Mayoral et al., “Acoustic white holes in flowing atomic Bose-Einstein
condensates,” New J. Phys. 13 (2011) 025007, arXiv:1009.6196
[cond-mat.quant-gas].
[111] Y. Castin, “Coherent atomic matter waves. Lecture notes of Les Houches Summer
School, p.1-136, edited by R. Kaiser, C. Westbrook and F. David, EDP Sciences and
Springer-Verlag (2001),”.
[112] M. D. Kruskal, “Maximal extension of Schwarzschild metric,” Phys. Rev. 119 (1960)
1743–1745.
[113] G. Szekeres, “On the singularities of a Riemannian manifold,” Publ. Math. Debrecen
7 (1960) 285–301.
