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Abstract. This paper is concerned with neutral partial diﬀerential equations with atomic
diﬀerence operators in inﬁnite dimensional state Hilbert spaces. Here we introduce an approach
based essentially on representation of closed loop systems of well-posed and regular linear
systems in Salamon-Weiss sense. This technique allows us to introduce a new formulation of
generalized solutions of such equations. Furthermore we study spectral theory and positivity
of the semigroup solution.
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Introduction and notation
The well-posedness of neutral equations with atomic diﬀerence operators in
ﬁnite dimensional state spaces is, by now, a well-developed area in the theory
of diﬀerential equations (see e.g., [3], [16], [15, Chap. 9], [19], [20], [23], [31]). At
the same time the theory of such equations in inﬁnite dimensional state space
and p–integrable phase space seems to be not investigated. We note that in
the C–setting the authors of [17] have presented a purely semigroup approach
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based on Hille-Yosida theorem to prove well-posedness of the neutral equations
in Banach spaces.
In the current paper, we are interested in studying well-posedness of neutral
equations with atomic diﬀerence operators in inﬁnite dimensional state spaces
and in the L2–setting. Further, we work with a general class of diﬀerence and
delay operators (not necessarily represented as Riemann-Stieltjes integrals) that
are issued as observation operators from appropriate regular linear systems (in
Salamon-Weiss sense [30]). Our approach is mainly based on feedback theory of
regular linear systems.
In order to sketch precisely our results, let us introduce some notation
that will be used throughout this work. The Hilbert space X, the real num-
ber r ∈ (0,+∞) are supposed to be ﬁx. We denote by L2 := L2([−r, 0],X)
the Lebesgue space of square-integrable X–valued functions on [−r, 0], W 1,2 :=
W 1,2([−r, 0],X) the Sobolev space, and E := C([−r, 0],X), the Banach space of
X–valued continuous functions on [−r, 0]. If x : [−r,∞) → X, then the history
of x is the function xt(·) : [−r, 0]→ X deﬁned by xt(s) = x(t+ s) for t ≥ 0. The
Fre´chet space L2,loc := L2loc(R+,X) is the space of all locally square-integrable
functions.
Let us consider the neutral equation (we write shortly (NE)f )
d
dt
[x(t)−Kxt] = A[x(t)−Kxt] + Pxt + f(t),
x0 = ϕ ∈ L2, lim
t→0
(x(t)−Kxt) = η ∈ X.
Here A is the generator of a C0-semigroup T on X, K,P : W 1,2 → X are
bounded linear operators, and f ∈ L2,loc.
Instead of equation (NE)f one can ﬁrst introduce the linear system (we write
shortly (LS)f )
z˙(t) = Az(t) + Pxt + f(t), x0 = ϕ,
y(t) = z(t) +Kxt, lim
t→0
z(t) = η .
So by invoking the feedback law x(t) = y(t), we retrieve our initial neutral
equation (NE)f . Due to this fact one has only to solve the closed loop system
associated with (LS)f . Since the feedback theory is only introduced for standard
(i.e. without delay) linear systems, so the ﬁrst step in our approach is devoted
to reformulate (LS)0 (i.e. when f = 0) as a free delay system on a suitable
inﬁnite dimensional state space. To that purpose, as in [13], we shall assume
that K and P are issued as observation operators from regular linear systems
with input space X, state space L2, output space X and the left shift semigroup
on L2 (we denote these systems by ΣK and ΣP ). Under these assumptions it is
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shown in [13] that (LS)0 can be written as a regular linear system (denoted by
Σ) of the form {
w˙(t) = Aw(t) + Bx(t), w(0) = ( ηϕ ), t ≥ 0,
y(t) = Cw(t), t ≥ 0, (1)
with input space X, state space X := X × L2 and output space X, where
A(η, ϕ)T = (Aη + Pϕ,ϕ′)T for (η, ϕ) ∈ D(A) := D(A) × D(Q), the control
operator B = [P B] and the observation operator C = [I K]. Here Q, B and
P are respectively the generator of the left shift semigroup on L2, the control
and feed-through operators of ΣP . Moreover, the state and output functions of
Σ satisfy
w(t) = (z(t), xt), t ≥ 0, (2)
and
y(t) = z(t) + K˜xt, a.e. t ≥ 0, (3)
where
z(t) = T (t)η +
∫ t
0
T (t− τ)[Px(τ) + P˜ xτ ] dτ, t ≥ 0, (4)
and K˜, P˜ are the Yosida extensions of K and P with respect to the left shift
semigroup (see (15)). Note that the formulas (3) and (4) are well deﬁned since xt
is the state trajectory of the both regular systems ΣK and ΣP (see Theorem 7).
If in addition the identity operator IX in X is an admissible feedback operator
for ΣK , then we prove that it is also an admissible feedback for Σ. Now if we
consider the feedback law x(t) = y(t)+u(t), t ≥ 0, where u is a new input, then
(see [30]) we obtain another regular system ΣI , called closed loop system, with
input space X, state space X , output space X, state trajectory w and input
function u. Observe that if we take u = 0 then the solution of ΣI corresponds
to that of (NE)0. In particular, using (2)–(3) we will see that the solution of
(NE)0 is a pair of functions (z, x) with z : [0,∞) → X and x : [−r,∞) → X,
where z and x satisfy (4) and the equation x(t) = z(t) + K˜xt for a.e. t ≥ 0.
So we call (z, u) the generalized solution of the homogeneous neutral equation
(NE)0. Now if we denote by T the C0-semigroup corresponding to the system
ΣI then
T(t)
( η
ϕ
)
= (z(t), xt),
( η
ϕ
) ∈ X , t ≥ 0, (5)
where (z, x) is the generalized solution of (NE)0. On the other hand, we will
prove that the generator of T (which is the part of A−1+ C˜B in X , where C˜ is the
Yosida extension of C with respect to A) coincides with the following operator
A =
(
A P
0 Qm
)
,
D(A) =
{( η
ϕ
) ∈ D(A)×W 1,2 : ϕ(0) −Kϕ = η}, (6)
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where the maximal operator Qm is deﬁned by Qmϕ = ϕ′ for ϕ ∈ D(Qm) :=
W 1,2. Thus there is a natural connection between the generalized solution of
the neutral equation (NE)0 and the Cauchy problem given by the generator
(A,D(A)) of T. This connection has been already given in [3] in the case X = Rn,
A = 0, and K,P are given by Riemann-Stieltjes integrals.
Let us now deal with the non-homogeneous equation (NE)f . To this purpose
it suﬃces to think of f as a second control function of Σ. Then in (1), we replace
B and C by B = [B I] and C = [C 0], so that we obtain another regular linear
system with the same input space, state space and output space X , semigroup
generated by A, control operator B, observation operator C, and has IX as
an admissible feedback. Using the same approach explained above we deduce
that the generalized solution of (NE)f is related to the solution of the non-
homogeneous Cauchy problem{
w˙(t) = Aw(t) + (f(t), 0), t ≥ 0,
w(0) =
( η
ϕ
) ∈ X . (nCP)
We shall see that the generalized solution (z, x) of (NE)f satisﬁes
z(t) = T (t)η +
∫ t
0
T (t− τ)[Px(τ) + P˜ xτ + f(τ)] dτ, t ≥ 0. (7)
We note that the authors of [4] have introduced several notions of well-posedness
for (NE)f (see Section 4). In this paper we have improved (even in the inﬁnite
dimensional state spaces) all these deﬁnitions by introducing the new variation
of constants formula (7).
The second aim of this paper (see Section 5) is to compute the spectrum
σ(A) of A. This is not an easy task to do, since the domain of A is not diagonal.
To overcome this diﬃculty, we will use the theory of one-side coupled operator
matrices introduced by Engel [7]. To that purpose we consider the diﬀerence
equation
x(t) = Kxt, x0 = ϕ ∈ L2, (8)
where K is the same operator with the same assumptions as before. We prove
that (8) has a unique (mild) solution x : [−r,∞) → X given by xt = SK(t)ϕ,
where
[SK(t)ϕ](s) =
{
ϕ(s + t), t+ s ≤ 0,
K˜[SK(s+ t)ϕ], t+ s ≥ 0
is a C0-semigroup. Its generator is given by
QKψ := Qmψ for ψ ∈ D(QK) := {ψ ∈W 1,2 : ψ(0) = Kψ}.
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Moreover, λ ∈ ρ(QK) if and only if 1 ∈ ρ(Keλ), where the operator eλ : X → L2
is deﬁned by (eλη)(s) = eλsη for η ∈ X and s ∈ [−r, 0]. By setting Dλ := eλ(1−
Keλ)−1 for λ ∈ ρ(QK), we show that λ ∈ ρ(A) if and only if λ ∈ ρ(A+ PDλ).
We end the last section of this paper by studying the positivity of the solution
of (NE)0.
Finally, we note that the results of this paper are still hold for Banach spaces
(see Remark 30). Here we have worked with Hilbert spaces since they are im-
portant for authors dealing with control theory and in practice they correspond
to energy spaces.
1 A background on regular systems
In this section we recall the concept of inﬁnite dimensional well-posed and
regular linear systems (see [5, 29, 30] for more details).
In the sequel, Z, U and Y are Hilbert spaces and V := (V (t))t≥0 is a C0-
semigroup on Z with generator (G,D(G)) and type (or growth bound) ω0(V ).
Let Z−1 be the extrapolation space of Z for G, i.e. the completion of Z with
respect to the norm ‖R(λ0, G)z‖ for some ﬁxed λ0 ∈ ρ(G). We recall that G
can be extended to a bounded operator G−1 : Z → Z−1 which generates a
C0–semigroup V−1 := (V−1(t))t≥0 on Z−1 extending V (see e.g. [8, Chap.V,
Theorem 5.5]).
The pair (V,Φ) := (V, (Φ(t))t≥0) is called a control system on Z,U if Φ(t) :
L2([0, t], U) → Z, t ≥ 0, are bounded linear operators satisfying
Φ(t+ s)u = Φ(t)(u(·+ s)|[0, t]) + V (t)Φ(s)(u|[0, s]) (9)
for u ∈ L2([0, s+t], U) and t, s ≥ 0. By the representation theorem due to Weiss
[28, Theorem 3.9], there exists a unique operator B ∈ L(U,Z−1), called control
operator for the semigroup V , such that
Φ(t)u =
∫ t
0
V−1(t− σ)Bu(σ) dσ (10)
for any t ≥ 0 and u ∈ L2([0, t], U), where the integral exists in Z−1. Each control
system (V,Φ) with control operator B is completely determined by an abstract
diﬀerential equation of the form
x˙(t) = Gx(t) +Bu(t), x(0) = η, t ≥ 0, (11)
which has a unique strong solution (called state trajectory) and is given by
x(t) = V (t)η +Φ(t)u, t ≥ 0.
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We now look at the following observation system
x˙(t) = Gx(t), x(0) = η,
y(t) = Cx(t), t ≥ 0, (12)
where C : D(G) → Y is a bounded linear operator with respect to the graph
norm of G. It has been shown by Weiss [27] that the well-posedness of (12)
requires a certain “admissibility” of C for the semigroup V . More precisely, C
is called an admissible observation operator for G (or for V ) if∫ t0
0
‖CV (τ)η‖2 dτ ≤ γ2‖η‖2 (13)
holds for some (hence for all) t0 ≥ 0 and all η ∈ D(G) with a constant γ :=
γ(t0) > 0. Due to (13), the operator deﬁned by
(Ψ(t)z)(τ) = CV (τ)z for z ∈ D(G) and 0 ≤ τ ≤ t, (14)
can be extended to a bounded linear operator from X to L2loc(R+, Y ), which
will be denoted also by Ψ(t). In this case we say that (V,Ψ) := (V, (Ψ(t))t≥0)
is an observation system on Z, Y , and the observation equation y(·) of (12)
satisﬁes y(τ) = (Ψ(t)η)(τ) for a.e. 0 ≤ τ ≤ t and all η ∈ Z. So, in order to
have a representation like (14) on the hull space Z, Weiss [27] has introduced
an extension of C, called the Yosida extension which is deﬁned by
C˜z := lim
λ→+∞
CλR(λ,G)z
D(C˜) := {z ∈ Z : the above limit exists in Y }.
(15)
As shown in [27, Theorem 4.5], the admissibility of C for V implies that V (t)z ∈
D(C˜) for all z ∈ Z and a.e. t ≥ 0, the map Ψ∞ : Z → L2loc(R+, Y ),Ψ∞z :=
C˜V (·)z, is linear and bounded, called the extended output map, and the output
function y(·) of (12) is given by y(t) = (Ψ∞η)(t) for all η ∈ Z and a.e. t ≥ 0.
In this section we assume that (V,Φ) and (V,Ψ) are control and observation
systems with control and observation operators B and C, respectively. We shall
focus on the well-posedness of the linear system
x˙(t) = Gx(t) +Bu(t), x(0) = η, t ≥ 0,
y(t) = Cx(t), t ≥ 0. (16)
We say that the system (16) is well-posed on Z,U, Y if there exists a family
F := (F(t))t≥0 of bounded linear operators from L2([0, t], U) to L2([0, t], Y ), t ≥
0, satisfying
[F(t+ s)u](τ) = [F(t)(u(·+ s)|[0, t])](τ − s) + [Ψ(t)Φ(s)(u|[0, s])](τ − s) (17)
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for τ ∈ [s, s+ t], t, s ≥ 0, and u ∈ L2([0, s+ t], U). In this case we say also that
the quadruple Σ := (T,Φ,Ψ,F) is well-posed on Z,U, Y .
Let Pτ be the operator of truncation to [0, τ ], that is (Pτf)(t) = f(t) for
t ∈ [0, τ ], f ∈ L2,loc, and zero otherwise. One shows that the operators F(τ) are
compatible in the sense that for t > τ we have PτF(t) = F(t). This property
provides a unique operator F∞ : L2loc(R+, U)→ L2loc(R+, Y ) called the extended
input-output map and veriﬁes F(τ) = PτF∞ = PτF∞Pτ for τ ≥ 0. We recall
from [29, Theorem 3.6] that there exist α ∈ R and a unique bounded and
analytic function H(·) : {λ ∈ C : Reλ > α} → L(U, Y ) such that if y = F∞u
then
yˆ(λ) = H(λ)uˆ(λ), Reλ > α.
The function H is called the transfer function of Σ.
We say that the well-posed system Σ is regular (with feedthrough zero) if
the limit
lim
t→0
1
t
∫ t
0
(F∞u0)(τ) dτ = 0.
exists in Y for the constant input u0(s) = z, z ∈ U, s ≥ 0.
The following theorem (see [29]) gives a useful characterization of the regu-
larity for well-posed systems. In fact, the reference [29] contains several equiva-
lent conditions for regularity on Hilbert spaces.
1 Theorem. Let Σ := (T,Φ,Ψ,F) be a well-posed system with control and
observation operators B and C, respectively. Then the following statements are
equivalent.
(i) Σ is regular.
(ii) R(λ,G−1)B ⊂ D(C˜) for some (hence for all) λ ∈ ρ(G).
(iii) For every v ∈ U , limλ→+∞H(λ)v = 0, where H is the transfer function
of Σ.
In this case the transfer function of Σ is given by
H(λ) = C˜R(λ,G−1)B, Reλ > ω0(G). (18)
The following deﬁnition will be used throughout this paper.
2 Deﬁnition. Let B and C be the control and observation operators issued
from (T,Φ) and (T,Ψ), respectively. We say that the triple (G,B,C) generates
a regular system Σ if there exists a bounded operator F∞ : L2loc(R+, U) →
L2loc(R+, Y ) such that Σ = (V,Φ,Ψ,F) is regular on Z,U, Y .
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Let Σ be the regular system generated by (G,B,C). Then Φ(t)u ∈ D(C˜)
and F∞u := C˜Φ(·)u for all u ∈ L2loc(R+, U).
The following theorem (see [29]) shows that the regularity of the system (16)
allows us to extend its output function to a function in L2loc(R+, Y ).
3 Theorem. Assume that (G,B,C) generates a regular system Σ in Z,U, Y
with state trajectory x(t) and output function y(t). Then x(t) ∈ D(C˜) and
y(t) = C˜x(t) = (Ψ∞x+ F∞u)(t) (19)
for a.e. t ≥ 0, x ∈ X and u ∈ L2loc(R+, U).
Let Σ be a regular system with the transfer function H and let ∆ ∈ L(Y,U).
Then ∆ is called an admissible feedback for Σ if I − H(·)∆ has a uniformly
bounded inverse in some right half plan.
The following perturbation theorem was proved by Weiss [30, Theorem 6.1,
Theorem 7.2 and Proposition 7.10].
4 Theorem. Assume that (G,B,C) generates a regular system
Σ = (V,Φ,Ψ,F)
with admissible feedback operator ∆. Then the operator deﬁned by
G∆ = G−1 +B∆C˜
D(G∆) := {η ∈ D(C˜) : G∆η ∈ Z}
(the sum is deﬁned in Z−1) generates a C0–semigroup V∆ on Z satisfying V∆(σ)η
∈ D(C˜) for a. e. σ ≥ 0 and
V∆(t)η = V (t)η +
∫ t
0
V−1(t− σ)B∆C˜V∆(σ)η dσ (20)
for η ∈ Z, t ≥ 0.
2 A regular boundary control system
In this section we recall some known results on regular systems having the
left shift as a C0–semigroup (see e.g. [6, Sect. 4], [25, Chap. 2, Sect. 2.3]). The
left shift semigroup S := (S(t))t≥0 on L2 is deﬁned by
(S(t)f)(θ) := 1I[−r,0](t+ θ)f(t+ θ), f ∈ L2, t ≥ 0, θ ∈ [−r, 0].
Here the symbol 1IJ denotes the constant function equal to one in the interval
J ⊂ R and zero otherwise. It can be seen that the generator of S is given by
Qf := f ′ for f ∈ D(Q) := {f ∈W 1,2 : f(0) = 0}.
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Next, let Φ := (Φ(t))t≥0 be the family of linear operators from L2([0, t],X)
into L2 deﬁned by
(Φ(t)x)(θ) := 1IR+(t+ θ)x(t+ θ), t ≥ 0, θ ∈ [−r, 0]. (21)
It can be veriﬁed that (S,Φ) is a control system with input space X and state
space L2. Moreover, by taking the Laplace transform in (10) and (21) we deduce
that
Bz = (λ−Q−1) eλz (22)
holds for z ∈ X and λ ∈ C, where eλ : X → L2 is a bounded linear operator
given by
(eλz)(θ) := eλθz, z ∈ X, λ ∈ C, θ ∈ [−r, 0].
Let v(·, ·) : R+ × [−r, 0] → L2 with v(0, ·) = ϕ be the state trajectory of
(S,Φ). Then v is given by
v(t, θ) =
{
x(t+ θ), t+ θ ≥ 0,
ϕ(t + θ), −r ≤ t+ θ ≤ 0.
Throughout this paper the function v(t, ·) will be denoted by xt := x(· + t) for
t ≥ 0.
We consider now the boundary control problem
∂
∂t
v(t, θ) =
∂
∂θ
v(t, θ), v(0, ·) = ϕ, t ≥ 0, θ ∈ [−r, 0],
v(t, 0) = x(t), t ≥ 0,
(BCP)
for a control function x ∈ L2loc(R+,X) and ϕ ∈ L2. The state trajectory of this
control equation is exactly the input function xt. So the control system (S,Φ) is
entirely determined by the abstract diﬀerential equation (BCP). Observe that
the function xt appears in our neutral diﬀerential equation (NE)f . Moreover,
the diﬀerence operator δ0−K and delay operator P are applied to this function,
where δ0 denotes the Dirac measure at 0. So it is convenient that these operators
play the role of observation operators for (S,Φ). This remark will be important
in the next section when we study equations with input delays.
We introduce now the set of regular triples
Reg(X) := {P ∈ L(W 1,2,X) : (Q,B,P ) generates a regular system}.
It is proved in [14, Proposition 3.1] that the set Reg(X) endowed with an ap-
propriate norm is a Hilbert space. Observe, by Theorem 1 and (22), that if P ∈
Reg(X) then rg[eλ] ⊂ D(P˜ ) for all λ ∈ C, where P˜ is the Yosida extension of P
with respect to Q. In the sequel, we will characterize operators P satisfying this
property. To that purpose we consider the following auxiliary operators (see [14,
Section 3]).
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5 Deﬁnition. The mass operator associated to P ∈ L(W 1,2,X) is deﬁned
by
Pz := lim
σ→+∞Peσz for z ∈ D(P) := {z ∈ X : limσ→+∞Peσz exists in X}.
The following result has been proved in [14, Theorem 3.4].
6 Lemma. Let P be a bounded linear operator from W 1,2 into X and P its
mass operator. The following assertions are equivalent.
(i) rg[eλ] ⊂ D(P˜ ) for all λ ∈ C.
(ii) D(P) = X.
In the case where D(P) = X, we have W 1,2 ⊂ D(P˜ ) and
Pg = P˜ g + Pg(0) for all g ∈W 1,2. (23)
We summarize the above results in the following theorem.
7 Theorem. Let P ∈ Reg(X), let ΣP be its associated regular system and
let x ∈ L2(R+, U) be the control function of ΣP . Then the input segment xt is
the state trajectory of ΣP . So that, xt ∈ D(P˜ ) for a.e. t ≥ 0. Further, [0,∞) 
t → P˜ xt ∈ X is an L2– function. Finally, the transfer function of ΣP is given
by
H(λ) = P˜ eλ = Peλ − P, λ ∈ C. (24)
The following example gives a class of operators belonging to Reg(X).
8 Example. Let µ : [−r, 0] → L(X) be a function of bounded variation on
[−r, 0], i.e.
γ := Var
[−r,0]
(µ) := sup
n∈N
{ n∑
i=1
‖µ(si)− µ(si−1)‖, − r = s0 < · · · < sn = 0
}
is ﬁnite. Moreover, we shall assume that
lim
ε→0
Var
[−ε,0]
(µ) = 0. (25)
Next, let P : E → X be the linear bounded operator deﬁned by
Pg =
∫ 0
−r
dµ(s) g(s), (g ∈ E). (26)
Then P ∈ Reg(X) and the transfer function of its associated regular system is
G(λ) = Peλ, λ ∈ C, (see [14, Theorem 3.3]).
________________________________________________________________________________________________
Feedback theory for neutral equations 53
9 Remark. Assume that P ∈ L(C([−r, 0],Rn),Rn). From the Riesz repre-
sentation theorem (cf. [2, p. 216]), there is an n×n matrix valued function µ(·)
whose entries are of bounded variation on [−r, 0] and such that P is represented
by (26). In particular, if
Pg = g(0) −
m∑
j=1
πjg(rj) +
∫ 0
−r
Π(s)g(s)ds,
where 0 < r1 < r2 < · · · < rm = r, πj are n × n matrices, and Π(·) ∈
L2([−r, 0],Rn×n), then (Q,B,P ) generates a regular system in L2,Rn,Rn, by
Example 8.
3 Feedback theory for linear systems with delay
in control and observation variables
In this section we apply the feedback theory to the delay system given by
(LS)f . As it is well known (see [30]) the feedback theory is well established
for distributed linear systems. So it is more convenient to convert (LS)0 into a
distributed linear system in a suitable state space and with suitable operators.
This has been already done in [13]. In fact, it is shown that if P,K ∈ Reg(X)
then (LS)0 can be reformulated into the free delay system (1). In this case,
the abstract diﬀerential system (1) determines a regular linear system Σ =
(T,Φ,Ψ,F) with input space X, state space X = X × L2, output space X,
where
T(t) =
(
T (t) R(t)
0 S(t)
)
, t ≥ 0, (27)
and
Φ(t)u =
⎛
⎝
∫ t
0
T (t− σ)(Pu(σ) + [(FP )∞u](σ)) dσ
ΦP (t)x
⎞
⎠ , t ≥ 0, (28)
where ΣP := (S,ΦP ,ΨP ,FP ) is the regular system associated with P and R(t) :
L2 → X, t ≥ 0, are the operators deﬁned by
R(t)ϕ :=
∫ t
0
T (t− τ)[(ΨP )∞ϕ](τ) dτ.
Here (FP )∞ and (ΨP )∞ are the extended input-output operator and extended
output operator of ΣP , respectively. The C0–semigroup T is generated by the
operator (A,D(A)) deﬁned in the introduction (see [13]). On the other hand,
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due to [28, Theorem 3.9], there exists a unique control operator B ∈ L(X,X−1,A)
representing Φ as in (10), where X−1,A denotes the extrapolation space associ-
ated with X and T. Next, we propose to compute explicitly the control operator.
Taking the Laplace transform on both sides of Φ and using the deﬁnition of the
transfer function, it follows from (24) that
R(λ,A−1)Bz0 =
(
R(λ,A)Peλz0
eλz
0
)
(29)
for large λ and z0 ∈ X. It is proved in [13, Proposition 3.5] that B = (P, B)
provided that P has a bounded extension to L2, where B is the control operator
of the control system (S,ΦP ). We prove here that this condition is not needed.
Due to Lemma 6 (i) and (29) it suﬃces to compute the expression of A−1 on
X ×D(P˜ ).
10 Lemma. Assume that P is an admissible observation operator for Q.
Then the operator (A,D(A)) coincides with the following one
∆P =
(
A−1 P˜
0 Q−1
)
,
D(∆P ) = {
( η
ϕ
) ∈ X ×D(P˜ ) : ∆P ( ηϕ ) ∈ X}.
Proof. Deﬁne the operator
Λ :=
(
A 0
0 Q
)
, D(Λ) := D(A)×D(Q).
Clearly, Λ is the generator of a diagonal C0–semigroup on X . Next, we consider
the operator
Ξ :=
(
0 P
0 0
)
, D(Ξ) := X ×D(Q).
Since P is an admissible observation operator for Q then it is obvious that Ξ is
an admissible observation operator for Λ. Moreover, the Yosida extension of Ξ
with respect to Λ is given by
Ξ˜ =
(
0 P˜
0 0
)
, D(Ξ˜) := X ×D(P˜ ). (30)
On the other hand, one can see that the triple (Λ, IX ,Ξ) generates a regular
system with IX as an admissible feedback, since its control operator is bounded.
Thus, by Theorem 4, the operator Λ−1 + Ξ˜ with domain
D(Λ−1 + Ξ˜) =
{( η
ϕ
) ∈ X ×D(P˜ ) : (Λ−1 + Ξ˜)( ηϕ ) ∈ X}
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generates a C0–semigroup on X . On the other hand, it can be veriﬁed that
Λ−1 :=
(
A−1 0
0 Q−1
)
, D(Λ−1) = X .
Now, due to (30), we deduce that Λ−1 + Ξ˜ = ∆P . Next, we shall prove that
A = ∆P . In fact, let
( η
ϕ
) ∈ D(∆P ). Then A−1η + P˜ϕ ∈ X and Q−1ϕ ∈ L2.
This implies that ϕ ∈ D(Q) and Q−1ϕ = Qϕ. Hence, P˜ϕ = Pϕ and η ∈ D(A).
This end the proof. QED
The following proposition generalizes the one given in [13, Proposition 3.5].
11 Proposition. Assume that P ∈ Reg(X). Then the control system (T,Φ)
is represented by the admissible control operator B = (P, B).
Proof. Let H(·) be the transfer function of the regular system associated
to P . So that H(λ)η = P˜ eλη → 0 as λ → +∞ and η ∈ X (see Theorem 7 and
Theorem 1). According to (24), we have Peλη = Pη + H(λ)η. Then (29) and
(22) imply
λR(λ,A−1)Bη −
(
Pη
Bη
)
=
(
(λR(λ,A)Pη − Pη) + λR(λ,A)H(λ)η
λR(λ,Q−1)Bη −Bη
)
for large λ. Set B0 :=
(
P
B
)
. It is clear that B0η ∈ X−1,Λ. Since ‖λR(λ,A)H(λ)η‖X
goes to zero as λ→ +∞ then
lim
λ→+∞
‖λR(λ,A−1)Bη − B0η‖X−1,Λ = 0. (31)
Next, we show that Bη ∈ X−1,Λ and Bη = B0η for η ∈ X. To this purpose we will
use a technique similar to the one of Weiss [30]. From the proof of Lemma 10 and
[30, Theorem 7.2], the triple (A, IX ,ΞL) generates a regular linear system which
is the closed-loop system (i.e. feedback system) associated to the regular system
generated by (Λ, IX ,Ξ), where ΞL is the Lebesgue extension of Ξ with respect
to Λ (see [27]). Moreover, if Ξ˜L is the Yosida extension of ΞL with respect to A
then by [30, Proposition 7.1] (see [25, Theorem 7.5.3 (iii)]) we have Ξ˜L = Ξ˜. As
it is already mentioned by Weiss [30, Conjecture] X1,A is not in general dense
in D(Ξ˜). Then one deﬁnes the Banach space W1 as the closure of X1,A in D(Ξ˜).
The norm in W1 is given by
‖g‖W1 := ‖g‖X + sup
λ≥β
‖ΞλR(λ,A)g‖X ,
where β ∈ R is such that [β,∞) ⊂ ρ(A). Due to [30, Proposition 5.3] (see [25,
Theorem 5.4.3]) we have X1,A ⊂ D(ΞL) ⊂ W1 ⊂ X densely and with continuous
embedding. We now deﬁne another Banach space as follows:
W := (λ0 −A−1)W1,
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endowed with the norm ‖( ηϕ )‖W := ‖R(λ0,A−1)( ηϕ )‖D(Ξ˜) for some λ0 ∈ ρ(A).
By [30, page 54] we have X ⊂ W ⊂ X−1,A densely and with continuous embed-
ding. From [30, page 55], we have W ⊂ X−1,Λ ∩ X−1,A and
g = lim
λ→+∞
λR(λ,Λ−1)g (inX−1,Λ and in X−1,A)
g = lim
λ→+∞
λR(λ,A−1)g (in X−1,Λand in X−1,A)
(32)
for all g ∈ W. Let PL be the Lebesgue extension of P with respect to Q. Since
(Q,B,P ) generates a regular system then by (22) and [29] we have eλη ∈ D(PL).
So, by (29), and since D(ΞL) = X ×D(PL) it follows that Bη ∈ W. This prove
the ﬁrst claim. For the second, by (32), we obtain
lim
λ→+∞
‖λR(λ,A−1)Bη − Bη‖X−1,Λ = 0.
Thus, by (31),
‖Bη −B0η‖X−1,Λ ≤ lim
λ→+∞
‖λR(λ,A−1)Bη − B0η‖X−1,Λ+
lim
λ→+∞
‖λR(λ,A−1)Bη − Bη‖X−1,Λ = 0.
QED
Let us consider the operator
C := (I K) : D(A)→ X. (33)
Then C ∈ L(D(A),X) is the observation operator of Σ. In what follows we
denote by C˜ its Yosida extension with respect to A.
The following lemma can be proved as in [12, Theorem 4.5].
12 Lemma. Assume that P and K belong to Reg(X). Then C is an admis-
sible observation operator for A. Moreover,
X × [D(P˜ ) ∩D(K˜)] ⊂ D(C˜), (34)
C˜ = (I K˜) on X × [D(P˜ ) ∩D(K˜)]. (35)
Let us now deal with the non-homogeneous delay system (LS)f (see Section
iv). To this purpose we will consider the non-homogeneous term f as an addi-
tional control function of (LS)0. Then instead of the input space X, we shall
work with a large one, namely U := X×X. Moreover, we introduce the operator
B =
(
P I
B 0
)
: U −→ X−1,A. (36)
________________________________________________________________________________________________
Feedback theory for neutral equations 57
Obviously, by Proposition 11, B is an admissible control operator for A. On the
other hand, we shall modify the observation space X by the new one Y := U
and consider a new observation operator
C :=
(
I K
0 0
)
: D(A) −→ Y. (37)
According to Lemma 12 it can be veriﬁed that C is an admissible observation
operator for A and its Yosida extension C˜ with respect to A satisﬁes
C˜ :=
(
I K˜
0 0
)
on X × [D(P˜ ) ∩D(K˜)]. (38)
The main result of this section is given by the following theorem.
13 Theorem. Assume that P,K ∈ Reg(X) with associated regular linear
systems ΣP and ΣK , respectively. In addition we assume that the mass opera-
tor associated with K is identically null and that IX is an admissible feedback
operator for ΣK . Then the triple (A,B,C) generates a regular system Σ′ with
input space U , state space X , output space Y and IX as an admissible feedback
operator. Further, if u = (x, f) is the control function of Σ′ then its state
trajectory is given by
w(t) = (z(t), xt), t ≥ 0, (39)
while its observation equation satisﬁes
y(t) = (z(t) + K˜xt, 0) (40)
for almost every t ≥ 0, where z(·) : [0,∞)→ X is the continuous function given
by (7).
Proof. A straightforward argument as in [13, Theorem 5.1] shows that
(A,B,C) generates a regular system Σ′ with input space U , state space X ,
output space Y. Moreover, by Theorem 1 and (29) (see also the proof of [13,
Theorem3.1]), the transfer function H of Σ′ is given by
H(λ) = C˜R(λ,A−1)B (41)
=
(
I K˜
0 0
)(
R(λ,A)Peλ R(λ,A)
eλ 0
)
(42)
=
(
R(λ,A)Peλ +Keλ R(λ,A)
0 0
)
(43)
for large λ, due to Lemma 6 and (38). Let us now set
Υ(λ) := R(λ,A)Peλ +Keλ, λ ∈ ρ(A). (44)
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We claim that IX − Υ(λ) is invertible and has a uniformly bounded inverse in
some right half plan. In fact, let us denote by Cγ := {λ ∈ C : Reλ ≥ γ} for
some γ ∈ R. We now take, by assumption, γ1 ∈ R such that h(λ) := I −Keλ
is invertible for λ ∈ Cγ1 and sup{‖h(λ)−1‖ : λ ∈ Cγ1} ≤ κ1 < +∞. Since,
by Theorem 7, Peλ − P is a transfer function, there exists γ2 ∈ R such that
sup{Peλ : Reλ ≥ γ2} ≤ κ2 < +∞. We now take ω > ω0(A), M := sup{‖T (t)‖ :
t ∈ [0, 1]} and γ := max{γ1, γ2, ω+2Mκ1κ2}. Due to (44) we obtain I−Υ(λ) =[
I −R(λ,A)Peλh(λ)−1
]
h(λ) for λ ∈ Cω ∩ Cγ1 . Moreover,
sup
λ∈Cγ
‖R(λ,A)Peλh(λ)−1‖ < 12 .
Thus, I−Υ(λ) is invertible for λ ∈ Cγ and sup{‖(I−Υ(λ))−1‖ : λ ∈ Cγ} ≤ 2κ1.
So that, by (41), it is clear that IX is an admissible feedback operator forΣ′. Now
if (x, f) ∈ L2loc(R+,U) is the control function of Σ′ then its state trajectory is
given by
w(t) = T(t)
( η
ϕ
)
+
∫ t
0
T−1(t− τ)B
(
x(τ)
f(τ)
)
dτ
= T(t)
( η
ϕ
)
+Φ(t)x+
∫ t
0
T(t− τ)
(
f(τ)
0
)
dτ
for
( η
ϕ
) ∈ X and t ≥ 0, due to (36). Since (Q,B,P ) generates a regular system
ΣP = (S,ΦP ,ΨP ,FP ) on L2, X, X it follows from Theorem 7 that xt = S(t)ϕ+
ΦP (t)x, and by Theorem 3 we know that P˜ xt = ((ΨP )∞ϕ + (FP )∞x)(t) for
a.e. t ≥ 0. Hence, by (27) and (28), we get
w(t) = (z(t), xt), t ≥ 0.
Finally, the observation of Σ′ is given by C˜w(t) for a.e. t ≥ 0, and hence (40)
follows immediately from (38). QED
14 Remark. Let the assumptions of Theorem 13 be satisﬁed. As we have
already recalled at the beginning of this section, the triple (A,B, C) generates a
regular linear system Σ with input space X, state space X and output space X.
Moreover, by using (29) and Lemma 12 one can see that the transfer function of
Σ is exactly the function Υ given by (44), since by assumption K = 0. Further,
by the proof of Theorem 13, IX is an admissible feedback operator for Σ.
4 Well-posedness of neutral equations
In this section we study the well-posedness of the neutral equation (NE)f .
To this purpose we reformulate (NE)f as a non-homogeneous Cauchy problem
in X (see [3], [4] for a similar technique).
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Let us introduce some concept of well-posedness of (NE)f (see [4, Section 2]).
15 Deﬁnition. A classical solution of the initial value problem (NE)f is a
function x : [−r,∞)→ X satisfying
(i) x, x(t)−Kxt ∈W 1,2loc ([−r,∞);X), x(t)−Kxt ∈ D(A),
(ii) x0(s) = ϕ(s) on [−r, 0], and ϕ(0) −Kϕ = η,
(iii) ddt(x(t)−Kxt) = A(x(t)−Kxt) + Pxt + f(t) a.e. on [0,∞).
16 Deﬁnition. The system (NE)f is well-posed in the strong sense if, given
ϕ ∈W 1,2 and η deﬁned by ϕ(0)−Kϕ = η, there exists a unique classical solution
of the homogeneous problem (NE)0, and the solution depends continuously on
the initial data ϕ, with respect to the respective topologies of W 1,2 and W 1,2loc .
Next, we introduce the following deﬁnition of generalized solutions (see also
[4] for a slightly modiﬁed deﬁnition).
17 Deﬁnition. A generalized solution of the initial value problem (NE)f is
a pair of functions z(·) : [0,∞)→ X, x(·) : [−r,∞) → X such that
(i) z(·) is continuous and xt ∈ D(K˜) ∩D(P˜ ) for a.e. t ≥ 0,
(ii) the function [0,∞)  t → Px(t) + P˜ xt ∈ X is measurable,
(iii) x0 = ϕ a.e. on [−r, 0], z(0) = η ∈ X,
(iv) The pair (z(·), x(·)) satisﬁes
z(t) = T (t)η +
∫ t
0
T (t− τ)[Px(τ) + P˜ xτ + f(τ)] dτ, a.e. t ≥ 0, (45)
and
z(t) = x(t)− K˜xt, a.e. on [0,∞). (46)
The weak well-posedness is given by the following deﬁnition (see [4, Deﬁni-
tion 2.4]).
18 Deﬁnition. The system (NE)f is well-posed in the weak sense, if for
any given initial data
( η
ϕ
) ∈ X , there exists a unique generalized solution which
depends continuously on
( η
ϕ
)
.
In this section we suppose the following assumptions:
(H1) K ∈ Reg(X) with null mass operator and IX is an admissible feedback
operator for ΣK , the regular system associated with K.
(H2) P ∈ Reg(X).
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19 Theorem. Let (H1) and (H2) be satisﬁed. Then the operator (A,D(A))
deﬁned by (6) generates a C0-semigroup T := (T(t))t≥0 on X satisfying:
(i) For almost every σ ≥ 0,
rg[T(σ)] ⊂ X × [D(P˜ ) ∩D(K˜)] ⊂ D(C˜). (47)
(ii) For t ≥ 0 and ( ηϕ ) ∈ X ,
T(t)
( η
ϕ
)
= T(t)
( η
ϕ
)
+
∫ t
0
T−1(t− σ)BC˜T(σ)
( η
ϕ
)
dσ. (48)
Proof. Remark 14 and Theorem 4 show that the operator deﬁned by
J := A−1 + BC˜, D(J ) :=
{( η
ϕ
) ∈ D(C˜) : J ( ηϕ ) ∈ X} (49)
(the sum is deﬁned in X−1,A) generates a C0–semigroup T := (T(t))t≥0 satisfying
T(σ)
( η
ϕ
) ∈ D(C˜) for all ( ηϕ ) ∈ X and almost every σ ≥ 0. Moreover, (48) holds.
That is
T(t)
( η
ϕ
)
= T(t)
( η
ϕ
)
+Φ(t)C˜T(·)( ηϕ ), t ≥ 0, ( ηϕ ) ∈ X . (50)
Now by (27), (28), Lemma 12 and the results of Section 1 one can see that the
semigroup T satisﬁes (i) as well.
Let us now prove that J = A and D(J ) = D(A). To that purpose we ﬁx
λ > 0 be suﬃciently large. By taking the Laplace transform in both hand sides
of (50) we get
R(λ,J )X = R(λ,A)X +R(λ,A−1)BC˜R(λ,J )X ⊂ X × [D(P˜ ) ∩D(K˜)],
due to (29) and Lemma 6. Hence,
D(J ) =
{( η
ϕ
) ∈ X × [D(P˜ ) ∩D(K˜)] : J ( ηϕ ) ∈ X}. (51)
It follows from (29), (22), Lemma 10, Proposition 11 and Lemma 6 that
(λ− ∆˜P )R(λ,J ) = IX + BC˜R(λ,J ),
where
∆˜P =
(
A−1 P˜
0 Q−1
)
with D(∆˜P ) := X ×D(P˜ ).
Thus, A−1R(λ,J ) = ∆˜PR(λ,J ) and therefore, by Lemma 12 and Proposition
11, we obtain
J =
(
A−1 + P PK˜ + P˜
B Q−1 +BK˜
)
,
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where B = −Q−1e0 (see (22)).
For
( η
ϕ
) ∈ D(J ) we have
J ( ηϕ ) = (A−1η + P(η + K˜ϕ) + P˜ϕ
Q−1(ϕ− e0(η + K˜ϕ))
)
∈ X .
This implies that η ∈ D(A) and ϕ − e0(η + K˜ϕ) ∈ D(Q), so that ϕ ∈ W 1,2
and ϕ(0) = η + Kϕ, due to (23) and since K = 0. Again by (23) we have
Pϕ(0) + P˜ϕ = Pϕ. Therefore,
( η
ϕ
) ∈ D(A) and J ( ηϕ ) = A( ηϕ ). The converse
follows immediately by the fact that W 1,2 ⊂ [D(P˜ )∩D(K˜)] (see Lemma 6) and
(51), as claimed. This shows that A is the generator of T. QED
20 Proposition. Let (H1) and (H2) be satisﬁed. Then the following asser-
tions hold.
(i) If
( η
ϕ
) ∈ X then
T(t)
( η
ϕ
)
=
(
x(t)−K˜xt
xt
)
, t ≥ 0.
(ii) If
( η
ϕ
) ∈ D(A), then (NE)f is well-posed in the strong sense. In this case
we have K˜xt = Kxt for t ≥ 0.
Proof. Let, by Remark 14, Σ be the regular system generated by the triple
(A,B, C) with input function x, state trajectory w and output function y. Due
to (27) and (28) we have w(t) = (z(t), xt) for t ≥ 0, where the function
z : [0,∞) → X satisﬁes (4) (take f = 0 in Theorem 13). On the other hand,
we denote by ΣI the closed loop system associated with Σ and the admissible
feedback operator IX . As we have seen in the proof of Theorem 19, T is the C0–
semigroup of ΣI . Thus it corresponds to the feedback law x(t) = y(t) = C˜w(t)
for a.e. t ≥ 0, so that T(t)( ηϕ ) = (z(t), xt) for all ( ηϕ ) ∈ X and t ≥ 0. Now due
to (35) we have x(t) = C˜w(t) = z(t) + K˜xt for a.e. t ≥ 0. Thus, Assertion (i)
follows.
We show (ii). For
( η
ϕ
) ∈ D(A) we have T(t)( ηϕ ) ∈ D(A) for all t ≥ 0. This
implies that xt ∈W 1,2 for t ≥ 0 and by (23) K˜xt = Kxt. So thus x(t)−Kxt ∈
D(A) and ﬁnally one can see that x satisﬁes the condition of Deﬁnition 15 (with
f ≡ 0). QED
Let us now deal with the connection between the non-homogeneous neutral
equation (NE)f and the Cauchy problem (nCP) (see Section iv).
Under the assumptions of Theorem 19, (nCP) has a unique mild solution
given by
w(t) = T(t)
( η
ϕ
)
+
∫ t
0
T(t− s)( f(s)
0
)
ds, t ≥ 0. (52)
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21 Proposition. Let (H1) and (H2) be satisﬁed. Then (NE)f is well-posed
in the weak sense. In particular, the function w deﬁned by (52) satisﬁes w(t) =
(z(t), xt), t ≥ 0, where (z, x) is the generalized solution of (NE)f .
Proof. Let, by Theorem 13, Σ′ be the regular system generated by the
triple (A,B,C). Further, we denote by Σ′I the closed loop system associated
with Σ′ and the admissible feedback operator IX . Since Σ′ and its closed loop
have the same state trajectory then the function w given by (39) is the state
trajectory of Σ′I , where u = (x, f) is the control function of Σ′. Note, by
Theorem 4, that the semigroup generator of Σ′I is the operator deﬁned by
AI := A−1 +BC˜ with D(AI) :=
{( η
ϕ
) ∈ D(C˜) : AI( ηϕ ) ∈ X}.
Now by (36), (38) we have BC˜ = BC˜ then by the proof of Theorem 19 we
deduce that AI = A. We now consider the feedback law u = y + uc, where y
is the output function of Σ′ (see (40)) and uc = (0, f), so that uc is the control
function of Σ′I . Since B is the control operator of Σ′I then its state trajectory
satisﬁes
w(t) = T(t)
( η
ϕ
)
+
∫ t
0
T−1(t− τ)Buc(τ) dτ
= T(t)
( η
ϕ
)
+
∫ t
0
T(t− τ)( f(τ)
0
) dτ = w(t)
for t ≥ 0, where w is the mild solution of (nCP). Thus w(t) = (z(t), xt) for
t ≥ 0, due to (39), where z satisﬁes (45). On the other hand, by (40) we have
(x(t), f(t)) = u(t) = y(t) + uc(t) = (z(t) + K˜xt, f(t)), for a.e. t ≥ 0. Hence
x(t) = z(t)+ K˜xt for a.e. t ≥ 0, so that (46) is satisﬁed. This implies that (z, x)
is the generalized solution of (NE)f , as claimed. Finally, by (52), this solution
depends continuously on
( η
ϕ
)
. QED
For the next section we need the following deﬁnition.
22 Deﬁnition. The semigroup T generated by A will be called the neutral
semigroup.
5 Spectral theory for the neutral semigroup
In this section we shall work with the assumptions (H1) and (H2) (see Sec-
tion 4), so the operator A deﬁned by (6) generates the C0–semigroup T (see
Theorem 19), which solves the neutral equation (NE)0. This motivated us to
study the spectrum σ(A) of A. Since the domain D(A) is not diagonal then a
direct computation of σ(A) will be a diﬃcult task. To overcome this diﬃculty we
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shall use the theory of one-side coupled operator matrices, recently developed
by Engel [7].
In this section we need the following operator
QKf := Qmf for f ∈ D(QK) := {f ∈W 1,2 : f(0) = Kf}.
23 Lemma. Let (H1) be satisﬁed. Then QK is the generator of a C0–
semigroup (SK(t))t≥0 on L2 satisfying SK(σ)ϕ ∈ D(K˜) for ϕ ∈ L2 and almost
every σ ≥ 0, and
[SK(t)ϕ](s) =
{
ϕ(s + t), t+ s ≤ 0,
K˜[SK(s + t)ϕ], t+ s ≥ 0.
(53)
Moreover, we have
λ ∈ ρ(QK) ⇐⇒ 1 ∈ ρ(Keλ). (54)
In this case,
R(λ,QK) = (I − eλK)−1R(λ,Q) (55)
= R(λ,Q) + eλ(I −Keλ)−1KR(λ,Q). (56)
Proof. The condition (H1), Theorem 4 and (22) imply that the operator
deﬁned by
Q˜K := Q−1 +BK˜ = Q−1(I − e0K˜) with D(Q˜K) := {ψ ∈ D(K˜) : Q˜Kψ ∈ L2}
generates a C0–semigroup SK(·) on L2 satisfying SK(t)ψ ∈ D(K˜) for all ψ ∈ L2
and a.e. t ≥ 0. By using Lemma 6 and a similar argument as in the proof of
Theorem 19 one can easily prove that QK = Q˜K . By (20), the semigroup SK
satisﬁes
SK(t)ϕ = S(t)ϕ+Φ(t)K˜SK(·)ϕ
for t ≥ 0 and ψ ∈ L2, where Φ is given by (21), so that the translation property
(53) follows.
Due to (22) and (23), we obtain
(λ−QK)ψ = (λ−Q−1)ψ −BK˜ψ = (λ−Q−1)(I − eλK)ψ
for ψ ∈ D(QK) and λ ∈ C. This shows the equivalence (54). Applying (55) we
get the remainder part of the lemma. QED
The following result is a consequence of [9, Lemma 1.2].
________________________________________________________________________________________________
64 S. Hadd, A. Rhandi
24 Lemma. Let (H1) be satisﬁed and let λ ∈ ρ(QK). Then the restriction
(δ0 −K)|ker(λ−Qm) is invertible and its inverse
Dλ := [(δ0 −K)|ker(λ−Qm)]−1 : X → ker(λ−Qm) ⊆ L2,
called the associated Dirichlet operator, is bounded. Moreover,
Dλ = (I − (λ− µ) R(λ,QK))Dµ for µ ∈ ρ(QK).
The following lemma gives an explicit expression for the Dirichlet operator
Dλ.
25 Lemma. For λ ∈ ρ(QK) we have
Dλ = eλ(I −Keλ)−1.
Moreover,
R(λ,QK) = R(λ,Q) +DλKR(λ,Q).
Proof. Let λ ∈ ρ(QK). Since, by Lemma 24, Dλ is invertible, then for
all v ∈ X there exists a unique f ∈ ker(λ − Qm) such that (δ0 − K)f = v.
Observe that ker(λ−Qm) = {eλg(0) : g ∈ W 1,2}. Then v = f(0)−Keλf(0) =
(I − Keλ)f(0). Hence, by (54), we have f(0) = (I − Keλ)−1v. Thus, Dλ =
eλ(I −Keλ)−1. QED
We are now able to use the theory of one-sided coupled operator matrices
(cf. [7], [18]). In fact, it is known from [18, Lemma 8.8] that, for λ ∈ ρ(QK), the
operator λ− A can be factorized as
λ− A =
(
λ−A− PDλ −P
0 λ−QK
)
Dλ, (57)
where the operator Dλ is invertible and deﬁned by
Dλ =
(
IdX 0
−Dλ IL2
)
,
D(Dλ) :=
{
( xψ ) ∈ D(A)× L2 : −Dλx + ψ ∈ D(QK)
}
.
We mention here that D(Dλ) = D(A) (see [18, Lemma 8.3]).
The following proposition, which characterizes the spectrum of the genera-
tor of the neutral semigroup T, is a consequence of Lemma 25, (57) and [18,
Theorem 5.1].
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26 Proposition. For every λ ∈ ρ(QK) we have
λ ∈ ρ(A)⇐⇒ λ ∈ ρ(A+ PDλ).
In this case we have
R(λ,A) =
( N (λ) N (λ)PR(λ,QK)
DλN (λ) [DλN (λ)P + Id]R(λ,QK)
)
,
where N (λ) := R(λ,A+ PDλ).
27 Remark. (a) If we assume that K is identically null then QK = Q and
the results obtained in Proposition 26 coincide with those in [1] for retarded
functional diﬀerential equation with L2–phase spaces.
(b) Suppose that X = Rn. Then for λ ∈ ρ(QK) one has
λ ∈ σ(A) ⇔ λ ∈ Pσ(A+ PDλ) ⇔ det(λ−A− PDλ) = 0.
This equation is called the characteristic equation for the spectrum of A (see
e.g. [22] for more details on such equations).
28 Example. Let b, h ∈ (0, r] and a ∈ (−1, 1). We shall consider the neutral
equation in R,
d
dt
(x(t)− ax(t− h)) = x(t− b), t ≥ 0.
According to our abstract framework, we have K = aδ−h, P = δ−b and A ≡ 0.
Then, using Remark 9, one can see that these operators satisfy the assumptions
(H1) and (H2). Then, on R × L2([−r, 0]), the neutral semigroup T exists. Let
denotes by A its generator. By an easy computation one can see that C+ :=
{λ ∈ C : Reλ ≥ 0} ⊂ ρ(QK). To compute σ(A) we use Remark 27 (b). So, for
λ ∈ C+, we have
λ ∈ σ(A) ⇔ λ− PDλ = 0 ⇔ Θ(λ) := λ− λae−λh − e−λb = 0
Hence, 0 ∈ ρ(A). Therefore, if Θ has no zero on C+, then σ(A) ⊂ {λ ∈ C :
Reλ < 0}. This implies that s(A) := sup{Reλ : λ ∈ σ(A)} ≤ 0. If a ∈ [0, 1),
then one can prove that T is a positive semigroup on Rn × L2([−r, 0],Rn) (see
Theorem 29 below). In this case we obtain s(A) < 0 and hence the solution of
the neutral equation is exponentially stable.
The above example motivate us to study the positivity of the neutral semi-
group T.
In what follow we shall work in Hilbert lattices and with positive operators.
The reader is refereed to [21] for a detailed discussion on positive semigroups
and Banach lattices.
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29 Theorem. Let X be a Hilbert lattice and suppose that (H1) and (H2)
are satisﬁed. If the initial semigroup T , the delay operators K and P are pos-
itive, and the spectral radius r(Keλ0) < 1 for some large λ0, then the neutral
semigroup T is positive.
Proof. By Lemma 25 and Proposition 26 one has only to show the posi-
tivity of N (λ) for all large λ. Since, by (H2) and Theorem 7, Peλ = H(λ) + P,
it follows from [25, Lemma 4.6.2] that there is γ0 > 0 and κ0 > 0 such that
‖Peλ‖ ≤ κ0 for all λ > γ0. On the other hand, since K is positive, we deduce
that
Keλ ≤ Keλ0 , ∀λ ≥ λ0.
Hence, r(Keλ) ≤ r(Keλ0) < 1. Thus, (I − Keλ)−1 =
∑∞
n=0(Keλ)
n is positive
and (I−Keλ)−1 ≤ (I−Keλ0)−1 for all λ ≥ λ0. This implies that ‖(I−Keλ)−1‖ ≤
‖(I−Keλ0)−1‖ for all λ > λ0. We now take γ := max{γ0, γ1, ω0(A)+2Mκ0‖(I−
Keλ0)
−1‖}. Then
‖PDλR(λ,A)‖ ≤ 12 , ∀λ > γ.
Thus, since PDλ is positive it follows that
N (λ) = R(λ,A)
∞∑
n=0
(PDλR(λ,A))n
is positive for all large λ. QED
30 Remark. Analyzing in proﬁle what will happen if one replaces through-
out this paper the Hilbert space X by a general Banach space and the exponent
2 by an arbitrary real number p ∈ (1,∞). Certainly, Theorem 4 is the main
key for the proof of many results in this paper. Fortunately, this theorem is still
holds in the Banach setting (see [25, Chapter 7]). Further, all results of Section
1 are naturally translated to Banach spaces (see [25], [29, Remark 5.9]). May
be a serious diﬀerence is in the level of the deﬁnition of admissible feedback
operators. For Hilbert spaces we have used transfer functions. However, in the
Banach setting one has to use input-output operators rather than transfer func-
tions. Thus, we can say that all results of this paper are veriﬁed in the Banach
setting.
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