A few results on associativity of hypermultiplications in polynomial
  hyperstructures over hyperfields by Liu, Ziqi
ar
X
iv
:1
91
1.
09
26
3v
1 
 [m
ath
.R
A]
  2
1 N
ov
 20
19
ASSOCIATIVITY OF HYPERMULTIPLICATION IN RING-LIKE
STRUCTURES CONSISTING OF POLYNOMIALS OVER
HYPERFIELDS
ZIQI LIU
Abstract. In this paper, the author introduces a hyperstructure Poly(F) formed
by polynomials over given hyperfield F. Then he gives some examples of non-
associative hypermultiplications and proves the associativity of hypermultiplication
in Poly(T) based on the results in [BL18].
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2 ZIQI LIU
1. Hypefields and Polynomial over Hyperfields
1.1. The Definition of Hyperfields.
Definition 1.1. A hyperoperation on a set S is a map ⊞ : S × S → 2S\{∅}.
Moreover, for a given hyperoperation ⊞ on S and non-empty subsets A,B of S, we
define
A⊞ B :=
⋃
a∈A,b∈B
(a⊞ b)
A hyperoperation ⊞ is called commutative if a ⊞ b = b ⊞ a for all a, b ∈ S. If not
especially mentioned, hyperoperations in this paper will always be commutative.
A hyperoperation ⊞ is called associative if a⊞ (b⊞ c) = (a⊞ b)⊞ c for all a, b, c ∈ S.
Definition 1.2. Given an associative hyperoperation ⊞, we recursively define the
hypersum of x1, x2, . . . , xm for m ≥ 2 as
x1 ⊞ · · ·⊞ xn :=
⋃
x′∈x2⊞···⊞xn
x1 ⊞ x
′
Definition 1.3. A hypergroup is a tuple (G,⊞, 0), where ⊞ is an associative hy-
peroperation on G such that:
(1) 0⊞ x = {x} for all x ∈ G;
(2) For every x ∈ G there is a unique element −x of G such that 0 ∈ x⊞−x;
(3) x ∈ y ⊞ z if and only if z ∈ x⊞ (−y).
We often call −x as the hyperinverse of x and (3) as the reversibility axiom.
Definition 1.4. A (Krasner) hyperring is a tuple (R,⊙,⊞, 1, 0) such that:
(1) (R,⊙, 1) is a commutative monoid;
(2) (R,⊞, 0) is a commutative hypergroup;
(3) 0⊙ x = x⊙ 0 = 0 for all x ∈ R;
(4) a⊙ (x⊞ y) = (a⊙ x)⊞ (a⊙ y) for all a, x, y ∈ R;
(5) (x⊞ y)⊙ a = (x⊙ a)⊞ (y ⊙ a) for all a, x, y ∈ R.
In the following part, we often use the underlying set R to refer to a hyperring and
may omit ⊙ if there is no likehood of confusion.
Definition 1.5. A hyperring F is called a hyperfield if 0 6= 1 and every non-zero
element of F has a multiplicative inverse.
Example 1.6. If (F, ·,+) is a field, then F can be trivially associated with a hyperfield
(F,⊙,⊞) where x⊙ y = x · y and x⊞ y = {x+ y} for all x, y ∈ F.
In the following context, when we mention a field F, we may actually refer to the
hyperfield associated with F.
Example 1.7. Consider K = ({0, 1},⊙,⊞, 1, 0) with the usual multiplication rule
and a hyperaddition ⊞ defined by
0⊞ 0 = {0}, 1⊞ 0 = 0⊞ 1 = {1}, 1⊞ 1 = {0, 1}
then K is a hyperfield, called the Krasner hyperfield.
Example 1.8. Consider S = ({0, 1,−1},⊙,⊞, 1, 0) with the usual multiplication rule
and a hyperaddition ⊞ generated by
x⊞ x = {x}, x⊞ 0 = {x}, 1⊞−1 = {−1, 0, 1}
then S is a hyperfield, called the hyperfield of signs.
3Example 1.9. Let T := R ∪ {−∞} as sets and define hyperoperation ⊞ as
x⊞ y =
{
{max{x, y}}, x 6= y
{z ∈ T : z ≤ x}, x = y
and ⊙ as x⊙ y = x+ y. Then T is a hyperfield, called the tropical hyperfield.
Remark 1.10. More generally, let Γ be a totally ordered abelian group (written
multiplicatively) we can define a canonical hyperfield structure on set Γ ∪ {0} where
• the multiplication ⊙ is multiplication in Γ with 0⊙ x = 0 for all x ∈ Γ ∪ {0}
• the hyperaddition ⊞ is defined as x⊞x := {y : y ≤ x} and x⊞y := max{x, y}
for x 6= y.
and x ≥ 0 for all x ∈ Γ. This sort of hyperfields are called the valuative hyperfield.
In T, the zero element is −∞ and the unit element is 0. In addition, K is also a
valuative hyperfield.
Example 1.11. Let P = S1 ∪ {0}, where S1 = {z ∈ C : |z| = 1} is the complex unit
circle. Then we can define a hyperfield structure on P where the multiplication is the
usual one and the hyperaddition is defined as
x⊞ y =


{x}, y = 0
{0, x,−x}, y = −x
{ αx+βy
||αx+βy||
: α, β ∈ R+}, otherwise
This hyperfield structure on S1 ∪ {0} is called a phase hyperfield.
Example 1.12. Let V be the set R≥0 = R+ ∪ {0} of nonnegative real numbers with
the usual multiplication and the hyperaddition is defined as
x⊞ y = {z ∈ R≥0 : |x− y| ≤ z ≤ x+ y}
Then V is a hyperfield named Viro hyperfield (or triangle hyperfield).
Example 1.13. Given a multiplicative abelian group (G, ·, 1) and a self-inverse ele-
ment e of G, there exists a hyperfieldW (G, e) = (G∪{0}, ·,⊞, 1, 0)where · is the same
as the multiplication in G with 0 · x = 0 for all x ∈ G ∪ {0}, and the hyperaddition
is defined by
0⊞ x = {x}, x⊞ (e · x) = G ∪ {0}, x⊞ y = G
for any nonzero x and y with y 6= ex. We call such hyperfields weak hyperfields.
When G = ({1,−1}, ·, 1), we call W := W (G,−1) the weak hyperfield of signs.
1.2. Polynomials over Hyperfields.
Definition 1.14. Given a hyperfield F, a polynomial over F (or with coefficients
in F) is a map p : F→ 2F that
a 7−→ cna
n
⊞ cn−1a
n−1
⊞ · · ·⊞ c1a⊞ c0
where {ci}
n
i=0 ⊂ F and cn 6= 0.
For such p, we denote it by p(T ) = cnT
n + cn−1T
n−1 + · · · + c1T + c0. In addition,
we define the degree of p be the largest n such that the coefficient of T n is nonzero.
Example 1.15. For any field F, polynomials in F[T ] are clearly polynomials over
hyperfield F.
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Example 1.16. The polynomial p(T ) = 1T 3 + (−2) with coefficients in tropical
hyperfield T is
p(a) = 1a3 ⊞ (−2) =


−2 , a < −1
[−∞,−2], a = −1
1a3 , a > −1
where the order < is the same as natural order in R and 1a3 means 1 + 3a in R.
Proposition 1.17. Let F be a hyperfield, the set of all polynomials over F is naturally
endowed with two hyperoperations
(1) p⊡ q = emnT
mn + · · ·+ e1T1 + e0 where ei = ⊞F
k+l=i
ckdl;
(2) p⊞ q = enT
n+ · · ·+ e1T1+ e0 where ei = ci⊞F di for i ≤ m and ei = ci for i > m.
for p(T ) = cnT
n + · · ·+ c1T + c0 and q(T ) = dmT
m + · · ·+ d1T + d0 with n ≥ m.
Clearly, ⊡ is commutative since ⊞F is commutative.
Remark 1.18. In [BL18], this hyperstructure is called a polynomial hyperring while
it is in fact not a hyperring. In some other materials, it is called a superring or a
hyperring of polynomials. In this paper, we will use symbol Poly(F) but not a name
to refer to it.
Definition 1.19. Let p(T ) = cnT
n+cn−1T
n−1+ · · ·+c1T +c0 be a polynomial over a
hyperfield F, an element a ∈ F is called a root of p if and only if either the following
equivalent conditions is satisfied:
(1) 0 ∈ p(a) = cna
n
⊞ cn−1a
n−1
⊞ · · ·⊞ c1a⊞ c0;
(2) there exists elements d0, d1, . . . , dn−1 ∈ F such that
c0 = −ad0, ci ∈ −adi ⊞ di−1 for i = 1, . . . , n− 1 and cn = dn−1
Notice that here (2) means that p ∈ (T − a)⊡ q in Poly(F).
Definition 1.20. Let p(T ) = cnT
n+ cn−1T
n−1+ · · ·+ c1T + c0 be a polynomial over
a hyperfield F, if a is not a root of p, set multa(p) = 0. If a is a root of p, define
multa(p) = 1 + max{multa(q) : p ∈ (T − a)q}
as the multiplicity of the root a of p. Moreover, for a nonempty set S, we define
multS(p) = 1 + max{multS(q) : p ∈ (T − a)q for some a ∈ S}
It is clearly that multS(p) ≤ deg(p) for any S ⊂ F.
Example 1.21. Given a subset S = [1,+∞) of Viro hyperfield V, then for p(T ) =
T 2 + 3T + 1, we have multS(p) = 1 since the inequalities
|3a− 1| ≤ a2 ≤ 3a+ 1
has solutions in S and p /∈ (T − a)q for q = T − a.
2. Associativity of Hypermultiplications in Some Poly(F)
In this part, we will give examples for the non-associativity of hypermultiplica-
tions in Poly(V), Poly(P), Poly(W) and Poly(S) and will prove the associativity of
hypermultiplications in Poly(T).
52.1. Some Non-associative Hypermultiplications.
Proposition 2.1. For x, y ∈ V, 0 ∈ x⊞ y if and only if x = y.
Proof. If 0 ∈ x⊞ y = {z : |x− y| ≤ z ≤ x+ y}, then |x− y| = 0 and then x = y.
If x = y, then 0 ∈ x⊞ y = x⊞ x = {z : 0 ≤ z ≤ 2x}. 
Example 2.2. Consider the polynomial p(T ) = T 3 + 2T 2 + 11T + 6 over T. It is
clear that
p(T ) ∈ (T + 2)⊡ (T 2 + 4T + 3) ⊆ ((T + 1)⊡ (T + 3))
Then we claim that p(T ) /∈ (T + 1)⊡ ((T + 2)⊡ (T + 3)). In fact, we have
(T + 1)⊡ ((T + 2)⊡ (T + 3)) = {(T + 1)⊡ (T 2 + d1T + 6) | d1 ∈ [1, 5]}
= {T 3 + (d1 ⊞ 1)T
2 + (d1 ⊞ 6)T + 6 | d1 ∈ [1, 5]}
and we can see that if the coefficient of T is 11, it must be d1 = 5. In this case, we
immediately have p(T ) /∈ (T +1)⊡ ((T +2)⊡ (T +3)) since 2 /∈ 1⊞ 5 = [4, 6], which
implies the hypermultiplication ⊡ in Poly(V) is not associative.
Proposition 2.3. For any x ∈ P, we have x⊞ x = {x}.
Proof. It is clear when x = 0. If x 6= 0, then we have
x⊞ x = {
(α+ β)x
‖(α+ β)x‖
: α, β ∈ R+} = {x}
so we are done. 
Example 2.4. Consider p(T ) = T 3 − ei
pi
8 T 2 + ei
5pi
24 T − ei
pi
3 , we have p ∈ (T − ei
pi
6 )q
where
q(T ) = T 2 − ei
pi
12T + ei
pi
6
has a root a = ei
pi
12 with multa(q) = 2. However, since e
ipi
3 /∈ ei
pi
4 ⊞ (−ei
7pi
24 )⊞ ei
7pi
24 , we
know that
0 /∈ ei
pi
4 ⊞ (−ei
7pi
24 )⊞ ei
7pi
24 ⊞ (−ei
pi
3 ) = p(ei
pi
12 )
which means that ei
pi
12 is not a root of p. Therefore, there does not exist a r ∈ Poly(P)
such that p ∈ (T − ei
pi
12 )r, let alone p ∈ (T − ei
pi
12 )((T − ei
pi
6 )(T − ei
pi
12 )). Here we get
the non-associativity of hypermultiplication ⊡ in Poly(P).
Example 2.5. Consider the polynomial p(T ) = T 3 − 1, we know that
p(T ) ∈ (T − 1)⊡ (T 2 + T + 1) ⊂ (T − 1)⊡ ((T + 1)⊡ (T + 1))
but 0 /∈ (−1)⊞ (−1) = p(−1), which implies that
p(T ) /∈ (T + 1)⊡ ((T − 1)⊡ (T + 1))
Here we get the non-associativity of hypermultiplication ⊡ in Poly(W).
Definition 2.6. A hyperfield F is called doubly distributive if
(a⊞ b)(c⊞ d) := {xy|x ∈ a⊞ b, y ∈ c⊞ d} = ac⊞ ad⊞ bc⊞ bd
holds for all a, b, c, d ∈ F.
Remark 2.7. In general, we have (a⊞ b)(c⊞ d) ⊆ ac⊞ ad⊞ bc⊞ bd.
Proposition 2.8. The hyperfield of signs S is doubly distributive.
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Example 2.9. Consider the polynomial p(T ) = T 3 + T 2 + T + 1 in Poly(S) we can
clearly see that
p(T ) ∈ (T + 1)⊡ (T 2 − T + 1) = (T + 1)⊡ [(T − 1)⊡ (T − 1)]
However, 0 /∈ {1} = 1 ⊞ 1 ⊞ 1 ⊞ 1 = p(1) and hence 1 is not a root of p(T ), which
implies that p /∈ (T − 1)⊡ [(T − 1)⊡ (T + 1)]. Therefore, it is clear tha
(T − 1)⊡ [(T − 1)⊡ (T + 1)] 6= (T + 1)⊡ [(T − 1)⊡ (T − 1)]
Hence we know that ⊡ in Poly(S) is not associative.
Remark 2.10. This example shows that the fact that F is doubly distributive doesn’t
imply that Poly(F) is associative.
2.2. Associativity of the Hypermultiplication in Poly(T).
Proposition 2.11. For two distinct elements a, b in T, we have
(0T + a)⊡ ((0T + a)⊡ (0T + b)) = (0T + b)⊡ ((0T + a)⊡ (0T + a))
Proof. If a > b, then we have
(0T + a)⊡ ((0T + a)⊡ (0T + b)) = {0T 3 + (a⊞ a)T 2 + a2T + a2b}
= {0T 3 + (b⊞ l)T 2 + a2T + a2b | l ∈ [−∞, a]}
= (0T + b)⊡ {0T 2 + lT + a2 | l ∈ [−∞, a]}
= (0T + b)⊡ ((0T + a)⊡ (0T + a))
If a < b, then we have
(0T + a)⊡ ((0T + a)⊡ (0T + b)) = {0T 3 + cT 2 + (ab⊞ ab)T + a2b}
= {0T 3 + cT 2 + (a2 ⊞ lb)T + a2b | l ∈ [−∞, a]}
= (0T + b)⊡ {0T 2 + lT + a2 | l ∈ [−∞, a]}
= (0T + b)⊡ ((0T + a)⊡ (0T + a))
In fact, they are equal to
{0T 3 + c2T
2 + c1T + a
2b | c2 ∈ b⊞ [−∞, a], c1 ∈ ab⊞ [−∞, a
2]}
in both cases. We will discuss further situations in the following theorem. 
Lemma 2.12. Given a sequence of elements e1 ≤ e2 ≤ · · · ≤ en in T, we have
n
⊞
k=1
eik =
{
en, en−1 < en
[−∞, en], en−1 = en
where {ik}
n
k=1 is a permutation of {1, 2, . . . , n}.
Proposition 2.13. Given a sequence of elements {ai}
n
i=1 in T, we define
Sk :=
⋃
p∈Sk−1
(0T + ak)⊡ p
for k ≥ 2 and S1 = {(0T + a1)}. Then we have
Sn = {0T
n + cn−1T
n−1 + · · ·+ c1T + c0 | cn−s ∈ Cn−s =⊞
Is
T(
s⊙
j=1
atj )}
where Is = {tj}
s
j=1 represents an s-elements collection of {1, 2, . . . , n} and ⊞T repre-
sents the hyperaddition in T.
7Proof. We will prove it by induction on the length of the sequence n.
It is clear that our claim is true for n = 1, 2. From Proposition 2.11 and
(0T+a)⊡((0T+a)⊡(0T+a)) = {0T 3+c2T
2+c1T +a
3 | c2 ∈ [−∞, a], c1 ∈ [−∞, a
2]}
as well as
(0T + a)⊡ ((0T + b)⊡ (0T + c)) = {0T 3 + cT 2 + bcT + abc}
where a < b < c, we know that our claim is also true for n = 3.
Suppose our claim is true for n ≤ m, we are going to check the case n = m+ 1.
With our inductive assumption, we know that
Sm = {0T
m + dm−1T
m−1 + · · ·+ d1T + d0 | dm−s ∈ Dm−s =⊞
Js
T(
s⊙
j=1
atj )}
where Js represents an s-elements collection of {1, 2, . . . , m}. Then we are going to
check that⋃
q∈Sm
(0T+am+1)⊡q = {0T
m+1+cmT
m+· · ·+c1T+c0 | cm+1−s ∈ Cm+1−s =⊞
Is
T(
s⊙
j=1
atj )}
First, Dm−s is either {es} or [−∞, es] where es = maxJs
⊙s
j=1 atj from Lemma 2.12
and the second situation holds if and only if there exists two index subsets J ′s and J
′′
s
of {1, 2, . . . , m} such that
⊙
t′j∈J
′
s
at′j =
⊙
t′′j ∈J
′′
s
at′′j = es. Similarly, Cm+1−s is either
{fs} or [−∞, fs] where fs = maxIs
⊙s
j=1 in Sm+1.
For any polynomial p(T ) = 0Tm+1 + cmT
m−1 + · · ·+ c1T + c0 in (0T + am+1)Sm, we
know that
cm+1−s ∈ am+1dm−(s−1) ⊞T dm−s
and then we are going to show that ci ∈ am+1dm−(s−1) ⊞T dm−s ⊆ Cs.
If es = am+1es−1, then it is clear that cm+1−s ∈ am+1dm−(s−1)⊞Tdm−s ⊆ [−∞, es] = Cs
since we have fs = es = am+1es−1.
If es > am+1es−1, then Cs = Ds since fs = es in this case and we can not find a Js−1
such that am+1 ⊙ (
⊙
Js−1
atj ) = fs. Therefore, am+1dm−(s−1) ⊞T dm−s ⊆ Ds = Cs.
If es < am+1es−1, then we know that fs = am+1es−1 and hence Cs = am+1Ds−1, which
implies that cm+1−s ∈ am+1dm−(s−1) ⊞T dm−s ⊆ am+1Ds−1 = Cs.
In conclusion, we always have cm−s ∈ Cs and hence
p(T ) ∈ {0Tm+1 + cmT
m + · · ·+ c1T + c0 | cm+1−s ∈ Cm+1−s =⊞
Is
T(
s⊙
j=1
atj )}
which implies that
Sm+1 ⊆ {0T
m+1 + cmT
m + · · ·+ c1T + c0 | cm+1−s ∈ Cm+1−s =⊞
Is
T(
s⊙
j=1
atj )}
Then consider a polynomial p(T ) = 0Tm+1+cmT
m−1+· · ·+c1T+c0 with cm+1−s ∈ Cs,
we are going to show that there exists a q ∈ Sm such that p ∈ (0T + am+1)q.
First, according to our inductive assumption, we can suppose that a1 ≥ · · · ≥ am and
then immediately have es =
⊙s
j=1 aj . Since we have am+1es−1 > es for am+1 > as
and have am+1es−1 < es for am+1 < as, there exist s1, s2 with 1 ≤ s1, s2 ≤ m+1 such
that
am+1es−1 > es for s > s1 and am+1es−1 < es for 1 < s < s2
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It is clear that such s1 and s2 depend on the order of am+1 in {ai}
m+1
i=1 . For example,
if am+1 is smaller than any element of {ai}
m
i=1, then s1 = m, s2 = m + 1 and if am+1
is bigger than any element of {ai}
m
i=1, then s1 = 1, s2 = 2.
We then try to find a qualifying q(T ) = 0Tm + dm−1d
m−1 + · · ·+ d1T + d0. First of
all, we know that d0 = em and then want to inductively give other dm−s.
If s1 = m, s2 = 1, then we have am+1es−1 = es for any s. So, a1 = a2 = · · · = am+1,
which implies that it is a trivial case.
If s1 = 1, s2 = 2, then we have am+1es−1 > es for any s. We go from d0 = em <
am+1dm−1, where we have
d1 =
{
a−1m+1em, c1 ∈ [−∞, d0)
a−1m+1c1, c1 ∈ [d0, am+1em−1]
= max{a−1m+1d0, a
−1
m+1c1}
to be what we want. Generally, let di = max{a
−1
m+1di−1, a
−1
m+1ci}, we have di ≤ em−i
and can obtain ci ∈ am+1di ⊞T di−1 and di ∈ Dm−i similarly. Here, we should notice
that cm = am+1.
If s1 = m, s2 = m + 1, then we have am+1es−1 < es for any s. Here we do from
dm = 0, where we can check
dm−1 =
{
cm, cm ∈ [am+1dm, e1]
am+1di+1, cm ∈ [−∞, am+1dm)
= max{cm, am+1dm}
is the valid one we want. In general, let di = max{ci+1, am+1di+1}, we have di ≤ em−i
and can obtain ci ∈ am+1di ⊞T di−1 and di ∈ Dm−i similarly. Here c1 = d0 = em >
am+1d1.
In general, we can assume that s1 > 1 and s2 < m + 1 since those will lead to the
cases solved above. Then we have exactly four kinds of cases.
First, when m > s1 > 1 and s2 = 1, we have am+1es−1 = es for s1 ≥ s > 1 and
am+1es−1 > es for s > s1. Then we go from d0 = em, let
di = max{a
−1
m+1di−1, a
−1
m+1ci} for all s
and we can check that q(T ) = 0Tm+· · ·+d0 is what we want just as the s1 = 1, s2 = 2
case.
Second, when s1 = m and 1 < s2 < m, we have am+1es−1 < es for 1 < s < s2 and
am+1es−1 = es for s ≥ s2. Then we go from dm = 0, let
di = max{ci+1, am+1di+1} for all s
and we can check that q(T ) = 0Tm+· · ·+d0 is what we need as the s1 = m, s2 = m+1
case.
Third, when 2 < s1 + 1 = s2 < m+ 1, we have
am+1es−1 < es for 1 < s < s2 and am+1es−1 > es for s ≥ s2
Notice that in this case we have as2 < am+1 < as2−1, so Cs2−1 = Ds2−1 and Cs2 =
am+1Ds2−1 are both singletons, which implies that cm+1−(s2−1) = am+1cm+1−s2 . Now
let
di =


max{a−1m+1di−1, a
−1
m+1ci}, i = 0, . . . , m− s2
es2−1 = cm+1−(s2−1), i = m− (s2 − 1)
max{ci+1, am+1di+1}, i = m− (s2 − 2), . . . , m− 1
Then we can clearly see ci ∈ am+1di ⊞T di−1 and di ∈ Dm−i in this case.
9Forth, when 2 < s1 + 1 < s2 < m+ 1, we have
am+1es−1 < es for 1 < s < s2,
am+1es−1 = es for s1 ≥ s ≥ s2, s > s1 for am+1es−1 > es.
Note that here we have as1+1 < am+1 < as2−1, so Cs2−1 = Ds2−1 and Cs1+1 = am+1Ds1
are both singletons, which implies that cm+1−(s2−1) = es2−1 and cm+1−(s1+1) = am+1es1 .
Now let
di =


max{a−1m+1di−1, a
−1
m+1ci}, i = 0, . . . , m− (s1 + 1)
em−i, i = m− s1, . . . , m− (s2 − 1)
max{ci+1, am+1di+1}, i = m− (s2 − 2), . . . , m− 1
Then we can clearly see ci ∈ am+1di ⊞T di−1 and di ∈ Dm−i in this case.
In conclusion, we can always find such q with p ∈ (T + am+1)q, which follows that
Sm+1 ⊇ {0T
m+1 + cmT
m + · · ·+ c1T + c0 | cm+1−s ∈ Cm+1−s =⊞
Is
T(
s⊙
j=1
atj )}
and then our claim is true for n = m+ 1. Therefore, we are done. 
Remark 2.14. Here we give a proof for a statement of [BL18] in Appendix. The
essential part of this proof is to find a q ∈ Sm such that p ∈ (T + am+1)q for each
p ∈ Sm+1. We could notice that all the examples in the non-associativity part implies
that those Poly(F) fail to satisfy it even for the simplest case where p of degree 3. As
we can see in Example 2.5, we have
(T + 1)⊡ ((T − 1)⊡ (T + 1)) ⊂ (T + 1)⊡ ((T − 1)⊡ (T + 1))
= {T 3 + c2T
2 + c1T − 1 : ci ∈ {1,−1, 0}}
in Poly(W), but we cannot find a q ∈ (T − 1)⊡ (T + 1) with T 3 − 1 ∈ (T + 1)q.
Theorem 2.15. (Theorem 4.1 in [BL18]) Given a polynomial p = T n + cn−1T
n−1 +
· · ·+ c1T + c0 in Poly(T), then
(1) There is a unique sequence a1, . . . , an ∈ T, up to permutation of the indices, such
that
p ∈ {0T n + cn−1T
n−1 + · · ·+ c1T + c0 | cn−s ∈ Cn−s =⊞
Is
T(
s⊙
j=1
atj )}
where Is = {tj}
s
j=1 represents an s-elements collection of {1, 2, . . . , n} and ⊞T repre-
sents the hyperaddition in T.
(2) The equalities multa(p) = #{i ∈ {1, . . . , n} | a = ai} hold for all a ∈ T.
Remark 2.16. This theorem combined with Proposition 2.13 shows that every poly-
nomial over T is contained in a hyper-product of linear polynomial. Then, we are
going to clarify the associativity of ⊡ in Poly(T).
Lemma 2.17. Given three monic polynomials
p(T ) = 0T n + an−1T
n−1 + · · ·+ a1T + a0,
q(T ) = 0Tm + bm−1T
m−1 + · · ·+ b1T + b0 and r(T ) = 0T
l + cl−1T
l−1 + · · ·+ c1T + c0
we have
p(T )⊡ (q(T )⊡ r(T )) = {0T s + es−1T
s + · · ·+ e1T + e0 : et ∈ Et = ⊞
i+j+k=t
Taibjck}
where s = m+ n+ l.
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Proof. First, we can clearly see that
p(T )⊡ (q(T )⊡ r(T )) ⊆ {0T s + es−1T
s + · · ·+ e1T + e0 : et ∈ Et = ⊞
i+j+k=t
Taibjck}
Then for any polynomial
f(T ) ∈ {0T s + es−1T
s + · · ·+ e1T + e0 : et ∈ Et = ⊞
i+j+k=t
Taibjck}
we want to find a polynomial
g(T ) ∈ q(T )⊡ r(T ) = {0Tm+k + dm+k−1T
m+k−1 + · · ·+ d0 : du ∈ Du = ⊞
j+k=u
Tbjck}
such that f(T ) ∈ p(T )⊡ g(T ). According to Lemma 2.12, sets Et and Du are either
a singleton and an interval.
We go from d1 which is contained in b1 ⊞ c1, and can check that e1 ∈ d1 ⊞ a1 when
d1 =
{
max{e1, a1}, a1 < max{b1, c1}
max{b1, c1}, a1 = max{b1, c1}
For d2 ∈ b2 ⊞ c2 ⊞ b1c1, let
d2 =
{
max{e2, a2, d1a1}, max{a2, a1d1} < max{b2, c2, b1c1}
max{b2, c2, b1c1}, max{a2, a1d1} = max{b2, c2, b1c1}
and we can check that the set E2 is determined by b2, c2, b1c1 and e2 is either equal to
max{b2, c2, b1c1} or in an interval when max{a2, a1d1} < max{b2, c2, b1c1}. Therefore,
d2 = max{e2, a2, d1a1} can guarantee e2 ∈ d1a1 ⊞ d2 ⊞ a2.
When max{a2, a1d1} = max{b2, c2, b1c1}, we have E2 = d2⊞ a2⊞ d1a1 since we know
b1c1 > a1d1 if d1 < max{b1, c1} and the d1 = max{b1, c1} case is clear.
In general, given w ≤ n, we assume that for any v ≤ w, letting
dv =


max{ev, av−1d1, · · · , a1dv−1, av}, max{av, av−1d1, · · · , a1dv−1} < max
x∈Dv
{x}
max{bv, bv−1c1, · · · , b1cv−1, cv}, max{av, av−1d1, · · · , a1dv−1} = max
x∈Dv
{x}
guarantees that
ev ∈ dv ⊞ av−1d1 ⊞ · · ·⊞ a1dv−1 ⊞ av
holds for all v ≤ w, where the undefined term (for example, bm+1) is treated as −∞.
Now we want to check the validity of case w + 1 where
dw+1 =


max{ew+1, awd1, · · · , a1dw, aw+1}, max{aw+1, awd1, · · · , a1dw} < max
x∈Dw+1
x
max{bw+1, bwc1, · · · , b1cw, cw+1}, max{aw+1, awd1, · · · , a1dw} = max
x∈Dw+1
x
When max{aw+1, awd1, · · · , a1dw} < maxx∈Dw+1 x, we have the following two cases:
if all dv (v ≤ w) are selected as the maximal elements of Dv, then
max
x∈Ew+1
x = max
x∈Dw+1
x
and hence we can easily see that the dw+1 we choose works;
if there are some v ≤ w that dv are not the maximal elements of Dv, then we have
max{av, av−1d1, · · · , a1dv−1} < max
x∈Dv
{x}
11
which implies that maxx∈Dw+1 x is bigger than any elements in the set
v
⊞
i=1
⊞
j+k=w+1−i
aibjck
for those v. Therefore, those dv do not have effect on the maximal element of the
sum
dw+1 ⊞ awd1 ⊞ · · ·⊞ a1dw ⊞ aw+1
In this case, maxx∈Ew+1 x = maxx∈Dw+1 x and we can that see that our choice is valid.
When max{aw+1, awd1, · · · , a1dw} = maxx∈Dw+1 x, as discussed above, those dv <
maxx∈Dv x do not have effect on the maximal element of the sum
dw+1 ⊞ awd1 ⊞ · · ·⊞ a1dw ⊞ aw+1
Therefore, we have maxx∈Ew+1 x = maxx∈Dw+1 x, which implies that
dw+1 ⊞ awd1 ⊞ · · ·⊞ a1dw ⊞ aw+1 = Ew+1 = [−∞, max
x∈Ew+1
x]
and then ew+1 is clearly in it. Here we finish the induction.
Since we can cease the induction when w = n+m+ l, the whole proof is done. 
Remark 2.18. Based on the lemma above, we can clearly see the associativity of
the hypermultiplication ⊡ in Poly(T). Moreover, I believe that the technique used in
this argument can be applied to other valuative hyperfields.
Theorem 2.19. The hypermultiplication ⊡ in Poly(T) is associative.
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