Abstract-Recently, probability models on rankings have been proposed in the field of estimation of distribution algorithms in order to solve permutation-based combinatorial optimisation problems. Particularly, distance-based ranking models, such as Mallows and Generalized Mallows under the Kendall's-τ distance, have demonstrated their validity when solving this type of problems. Nevertheless, there are still many trends that deserve further study. In this paper, we extend the use of distance-based ranking models in the framework of EDAs by introducing new distance metrics such as Cayley and Ulam. In order to analyse the performance of the Mallows and Generalized Mallows EDAs under the Kendall, Cayley and Ulam distances, we run them on a benchmark of 120 instances from four well known permutation problems.
I. INTRODUCTION
In combinatorics, many optimisation problems are defined as "the way of arranging n number of objects" such that a specific criterion is maximised (or minimised). Codified naturally as permutations, these problems, referred to as permutation-based problems, are a subset of NP-Complete combinatorial optimisation problems. Vehicle routing [1] , job scheduling [2] or assignment problems [3] are some of the several examples that can be found in the literature. Due to their high complexity and relevance, permutation-based problems have been frequently addressed in the field of combinatorial optimization.
Among the wide variety of exact, heuristic and metaheuristic algorithms, Branch and Bound [4] , Constructive Heuristics [5] , Local Search [6] , Genetic Algorithms [7] , Ant Colony Optimization [8] , Particle Swarm Optimization [9] , or Estimation of Distribution Algorithms (EDA) [10] , [11] are a few of the algorithms that have been proposed in the combinatorial optimisation literature.
In this paper, we are particularly interested in the development of EDAs [12] , [13] for solving permutation-based problems. EDAs are a type of evolutionary algorithm that, based on machine learning techniques, learn at each iteration a probabilistic model from a set of candidate solutions in order to capture the most relevant information. By sampling the model, EDAs guide the search towards promising areas of the search space. Numerous papers have demonstrated the validity of EDAs when solving combinatorial optimisation problems [11] , [13] - [18] . Permutation-based problems, however, present a real challenge for EDAs, since in most cases, the typical compact and factorized probability models cannot capture the mutual exclusivity constraints associated with permutations [19] .
Recently, a number of papers have proposed using probability models on rankings in the framework of EDAs [20] - [23] . Ceberio et al. [20] published the first attempt of using probability models on rankings in the framework of EDAs. In that work, a distance-based ranking model called Mallows model (MM) [24] - [27] was used. This model, defined by two parameters, a central permutation σ 0 and a spread parameter θ, is analogous to the Gaussian distribution over the domain of permutations. As an extension to the MM, the Generalized Mallows EDA was presented in [21] . Proposed for the first time by Fligner et al. [28] , the Generalized Mallows model (GMM) is defined by a central permutation σ 0 and a vector of n−1 spread parameters θ, each of which affect a particular component of the solution.
The MM and the GMM assign to each permutation in the search space a probability that decays exponentially with respect to its distance to σ 0 . Commonly, the Kendall's-τ metric is the distance used to learn and sample these models [20] , [21] . Nevertheless, there exist other distance metrics that could be studied beyond the Kendall's-τ [27] . In this sense, with the aim of exploring other possibilities, in this paper we extend previous works by introducing efficient implementations of the Mallows and Generalized Mallows models for the Cayley [29] and Ulam [30] distances.
In order to study the performance of the Kendall's-τ , Cayley and Ulam metrics in the Mallows and the Generalized Mallows EDAs, we test these algorithms on a benchmark of 120 instances from the Traveling Salesman Problem (TSP), the Quadratic Assignment Problem (QAP), the Linear Ordering Problem (LOP) and the Permutation Flowshop Scheduling Problem (PFSP). The conducted experiments show that there is not just one algorithm that performs the best in all the proposed instances. However, the statistical analysis concluded that the Mallows EDA under Ulam distance is the preferred algorithm due to its stable performance in all the problems. In addition, the experiments reveal that Mallows EDA under Cayley is the algorithm that performs the worst.
The remainder of the paper is organised as follows: in the next section, the permutation problems considered in the experimental study are briefly introduced. Afterwards, in Section III the Mallows and the Generalized Mallows models are described in detail. In Section IV, Kendall's-τ , Cayley and Ulam distances are introduced, and their respective learning and sampling procedures are detailed. In Section V, an experimental study of the Mallows and the Generalized Mallows EDAs under the different distance metrics is performed. Finally, some conclusions and ideas for future work are presented in Section VI.
II. PERMUTATION-BASED COMBINATORIAL OPTIMIZATION PROBLEMS
Permutation-based problems are combinatorial optimization problems whose solutions can be naturally represented as a permutation. A permutation is understood as a bijection σ of indexes {1, . . . , n} onto {1, . . . , n}, where σ(i) (also denoted as σ i ) 1 denotes the item at position i, and σ −1 (i) stands for the position of item i in σ (denoted also as σ i ).
In what follows, we briefly describe the problems we consider in this paper.
A. Linear Ordering Problem
Given a matrix B = [b ij ] n×n of numerical entries, the Linear Ordering Problem (LOP) [31] , [32] consists of finding a simultaneous permutation σ of the rows and columns of B such that the sum of the entries above the main diagonal is maximised (or equivalently, the sum of the entries below the main diagonal is minimised). The equation below formalises the LOP function:
where σ i denotes the index of the row (and column) located at position i in the solution σ. A particular feature of this problem worth noting is that the contribution of an index σ i to the objective function depends on the previous and posterior sets of indexes, but not on their relative ordering [32] .
B. Permutation Flowshop Scheduling Problem
In the permutation flowshop scheduling problem (PFSP) [33] , n jobs (i = 1, . . . , n) have to be scheduled on m machines (j = 1, . . . , m) in such a way that a given criterion is minimized. A job consists of m operations and the j-th operation of each job must be processed on machine j for a given specific processing time without interruption. The processing times are fixed, non-negative values and every job is available at time zero. At a given time, a job can start on the j-th machine when its (j − 1)-th operation has finished on machine (j − 1), and machine j is free. A solution for the problem is codified as a permutation σ of length n where σ i denotes the job at position i.
With respect to the optimisation criterion, we considered the total flow time (TFT), which optimises the sum of the completion times of each job. Eq. 1 expresses mathematically the concept of TFT for a solution σ, where c σi,m stands for the completion time of job σ i on machine m.
Being p σi,j the processing time required by job σ i on machine j, the completion time of job σ i on machine j can be recursively calculated as:
Note that the completion time of each job σ i depends on the ordering of the previous {σ 1 , . . . , σ i−1 } jobs, and therefore the contribution of each job is highly determined by its processing times as well as by the ordering of the previously scheduled jobs.
C. Traveling Salesman Problem
The Traveling Salesman Problem (TSP) [34] consists of looking for the shortest path, in terms of time, distance, or any similar criterion, to go over n different cities visiting each city only once and returning to the city of departure. A solution for the problem is codified as a permutation σ of cities where σ i denotes the city visited in the i-th position. The objective function f is defined as the sum of the distances of going from city i − 1 to i, denoted as d ij , through all cities in the order specified in σ:
In the TSP we note that due to the cyclic nature of the solutions, the relevant information to calculate the fitness function of a solution σ is given by the relative ordering of the cities in the permutation, and not by their absolute position, which in this case is irrelevant.
D. Quadratic Assignment Problem
The Quadratic Assignment Problem (QAP) [35] is the problem of allocating a set of facilities to a set of locations, with a cost function associated to the distance and flow between the facilities. The objective is to assign each facility to a location such that the total cost is minimized. Specifically, given two n×n numerical matrices
where h ij is the flow between facility i and facility j, and d ij denotes the distance between the location i and j, the goal is to find a permutation σ (where σ i represents the facility allocated at position i), such that the function
is minimised. In this problem, the quality of the solution depends on the absolute position of each facility in the permutation.
III. MALLOWS AND GENERALIZED MALLOWS MODELS
The Mallows model (MM) [24] is one of the most popular probability models for permutation spaces. Under this model, the probability value of every permutation σ ∈ S n (where S n stands for the set of n! permutations of n items) depends on just two parameters: a spread parameter θ, and the distance to a central permutation σ 0 , which is calculated by a particular metric D(σ, σ 0 ). Formally, the MM is defined as follows:
where ψ(θ) is a normalization constant. When θ > 0, the central permutation σ 0 is the mode of the distribution. The model assigns to each permutation σ ∈ S n a probability that decays exponentially with respect to its distance to σ 0 . On the one hand, the larger the value of θ, the more peaked the distribution becomes around the central permutation. On the other hand, when θ equals 0, Eq. 2 assigns equal probability to every permutation σ in S n , and for θ < 0 then σ 0 is the antimode.
As an extension to the MM, the Generalized Mallows model (GMM) was proposed in [28] . Under the GMM, the central permutation σ 0 is also the mode of the distribution. However, instead of a single spread parameter θ, the GMM makes use of a vector of n − 1 spread parameters θ = (θ 1 , θ 2 , ... , θ n−1 ), each θ j affecting a particular position j in the permutation. This allows modelling a distribution with more emphasis on the consensus of certain positions of the permutation while having more uncertainty in some of the others. The GMM requires the metric to be decomposed into n − 1 terms in such a way that it can be expressed as
where σ
stands for the inverse permutation of σ 0 , σσ
denotes the composition operation between σ and σ
0 ) is the term associated to the position j. For such a metric, the GMM model is formalised as
In order to introduce these models in the framework of EDAs, it is necessary to define efficient learning and sampling methods for each model-metric. As regards the learning, this process consists of two steps that are similar for all the model-metric combinations: first, given a sample of permutations, the consensus permutation σ 0 is calculated, and then, the spread parameter θ for MM (or θ for GMM) is estimated. Usually, this process is approached via maximum likelihood estimation (MLE). However, the time required for an exact learning scales factorially with the number of items [21] , [29] , [30] , and thus, in this work we carry out an approximate learning of the parameters:
1) The estimated consensus permutationσ 0 is calculated as the set median permutation, which is the permutation in the sample that minimizes the sum of the distances to the rest of the permutations in the sample. Although one can find in the literature many approximation algorithms for the MLE for the consensus permutation [36] , we have decided to use the set median permutation in this work for two reasons:
(1) Computing the set median permutation is a quick process, carried out in time O(dm 2 ), where d denotes the time complexity of computing the distance between two permutations and m the number of permutations in the sample. (2) Using the same approximation method for the consensus permutation for every distance metric, we try to compare the EDAs independently of the quality of the learning algorithm.
2) Onceσ 0 is estimated, the MLE for the spread parameter θ for MM (or θ for GMM) is computed. The expression for this parameter is obtained by equaling to zero the derivative of the likelihood. This expression differs depending on the distance metric, however, we solved them by means of the Newton-Raphson algorithm. For further details we refer the interested reader to [21] , [37] . As regards the sampling process, each metric has a particular procedure, and thus, in the next section we introduce the Kendall's-τ , Cayley and Ulam metrics in detail, including the method for sampling (obtain a new permutation).
IV. DISTANCE METRICS Due to its applications in preference modelling, Kendall's-τ metric is the metric that has captured the attention of the research community the most [38] - [40] . However, recently, new techniques for efficiently learning and sampling the MM and the GMM models for Cayley [29] and Ulam [30] distance metrics have been proposed. This fact has encouraged us to study the performance of the MM and the GMM under these three distance metrics inside the framework of EDAs.
Before going into details, it is important to point out that the three metrics considered in this study are right invariant, which means that
. e stands for the identity permutation of size n, (1, 2, . . . , n), as a consequence, the distance from/to e is denoted as a one parameter function so D(σπ
. In what follows, a detailed description of the metrics is introduced:
The Kendall's-τ distance D τ (σ, π) measures the number of pairs of items for which σ and π have opposing ordering, or equivalently the minimum number of adjacent transpositions needed to bring σ
, where I[·] denotes the indicator function. Basically, V j (π) is the number of positions of the permutation on the right of j with values smaller than π(j). It follows from the definition that V j (π) ranges from 0 to n − j for 1 ≤ j < n. This decomposition allows the GMM given in Eq. 4 to be explicitly written for the Kendall's-τ distance as follows:
Under this distance, the normalisation constant ψ(θ), which if calculated naively requires n! sums, can be simplified as the product of n − 1 terms,
1) Sampling the distribution: The moment generating function for V (π) = (V 1 (π), . . . , V n−1 (π)) defines the probability of each V j (π) as follows [26] :
Moreover, there is a bijection between each possible value of V (π) and each possible σ ∈ S n . As a consequence, the sampling process for each permutation is carried out in three stages. First, from Eq. 7, we randomly generate a vector V (σσ 
B. Cayley distance
The Cayley distance D c (σ, π) counts the minimum number of swaps (not necessary adjacent) to convert σ into π. It can be computed in O(n).
This distance is related to the cyclic structure of permutations. The Cayley distance D c (π) can be decomposed in n−1 boolean terms D c (π) = n−1 j=1 X j (π) where X j (π) = 0 iff j is the largest item of a cycle in π, and 1 otherwise. Since this decomposition complies with Eq. 3, the GMM under the Cayley distance can be given as follows:
for every σ ∈ S n . The normalisation constant ψ(θ), under the Cayley distance, is formalised as
1) Sampling the distribution: In this case, the moment generating function is given by the probability of each X j (π) as follows [26] :
Unfortunately, although each π has a unique X(π) = (X 1 (π) , . . . , X n−1 (π)), the opposite is not necessarily true. And thus, a method for the random generation of a permutation π given X(π) [29] is used. According to that method, the process of sampling a solution from a GMM model under the Cayley distance can be carried out in three stages: First, from Eq. 10, we randomly generate a boolean vector X(σσ −1 0 ). Secondly, we calculate the associated σσ −1 0 with the techniques described in [29] . Finally, by right invariance we obtain the final permutation σ. The complexity of sampling σ under the Cayley distance is O(n 2 ).
C. Ulam distance
The Ulam distance between two permutations σ and π, D u (σ, π), is exactly the size of the complement of the longest common subsequence of σ and π or, equivalently, n minus the length of the longest increasing subsequence (LIS) of σπ −1 . Therefore, D u (π) is n minus the length of the LIS in π. It can be exactly computed in O(n log n). Since the Ulam distance can not be decomposed as in Eq. 3, the GMM can not be coupled with the Ulam distance, and thus, just the MM case is considered. It is expressed as follows:
Unfortunately, there is no closed form for ψ(θ). Both exact and approximate expressions for ψ(θ) can be found in [30] . Due to the lack of space in this paper, the algebraic machinery has not been included. However, we give a brief intuition of the process here. Let S u (n, d) be the number of permutations of n items at Ulam distance d. Then, ψ(θ) can be given as follows.
1) Sampling the distribution: Sampling the MM is based on the fact that every permutation at the same distance has equal probability. Note that the probability of obtaining a permutation at distance d from the identity permutation is as follows.
In this way, the process of sampling a solution from the model can be performed in three stages. First, by means of Eq. 13, randomly select a distance d. In order to speed the process up, the approximated version of the algorithm restricts the maximum distance at which to sample to d max = n/2. Then, generate uniformly at random a permutation at distance d from e, using the techniques detailed in [30] . Finally, by right invariance we obtain the final permutation σ. 
In the previous sections, the methods for learning and sampling the MM and the GMM under the Kendall's-τ , Cayley and Ulam distance were introduced. However, there is a final concern that needs to be addressed in order to integrate these models into the framework of EDAs. We refer to the interpretation of the individuals (permutation) when calculating their fitness in the evaluation step. Given an individual σ, there exist two possible interpretations of the solution: a) to consider σ i as the item at position i (introduced in Section II), or b) to consider σ i as the position at which item i is located. Let σ = (2, 3, 1) be a solution for the PFSP. Interpretation a) considers that job 2 is scheduled first, next job 3 and job 1 is scheduled last. Inversely, interpretation b) considers that job 1 is ranked in the 2 nd position (σ 1 = 2), job 2 is ranked 3 rd , and job 3 is ranked 1 st . According to our experience, we think that the appropriate interpretation of the solutions is b. Nevertheless, in order to confirm our intuition we have performed some experiments with the EDAs proposed in the following section for both interpretations. Moreover, in order to assess whether there exist statistical differences between the two interpretations, we have applied a non-parametric Wilcoxon test to the average results obtained. A level of significance α = 0.05 was set. Table I shows a summary of the most successful interpretation in each case. In the view of the results, we will use interpretation b as the preferred one in the experimental study.
V. EXPERIMENTS
In order to compare the performance of the Kendall's-τ , Cayley and Ulam distances within the Mallows and Generalized Mallows models, we ran five different EDAs: the Kendall's-τ (M k ), Cayley (M c ) and Ulam (M u ) Mallows EDAs, and the Kendall's-τ (GM k ) and Cayley (GM c ) Generalized Mallows EDAs. Recall that the GMM of the Ulam is not defined.
All the EDAs were implemented in C++ programming language. The experimentation was conducted on a cluster of 20 nodes, each of them equipped with two Intel Xeon X5650 CPUs and 48GB of memory.
In relation to the experimentation instances, a benchmark of 120 instances of the TSP, QAP, LOP and PFSP problems was proposed (30 instances of each problem). The instances of the TSP were downloaded from TSPLIB [41] , and the instances of the QAP and PFSP were obtained from the Taillard's Benchmark [42] . As regards the LOP, the smallest 15 instances were obtained from the LOLIB benchmark, and the rest were artificially generated as specified in [32] 2 .
A. Parameter Settings
In the list below we summarise the parameters employed in the EDAs:
• Population size is set to 10n.
• n individuals are selected to learn the model.
• 10n − 1 individuals are sampled at each generation.
• Elitism criteria is used.
• A maximum number of 1000n 2 evaluations are considered as stopping criterion. Other particular settings of the algorithms:
• A maximum number of 100 iterations, and a minimum accuracy improvement of 0.001 are used in the NewtonRaphson procedure.
• For feasibility purposes, θ values range in [0, 10] for the three metrics.
B. Results
Each algorithm -instance pair was run 10 times. The performance measure employed in our study is the average relative percentage deviation (ARPD):
|AvgRes − Best| Best where AvgRes denotes the average results obtained throughout the 10 repetitions, Best stands for the best solution obtained throughout the experimental study by any of the EDAs. The ARPD results of the executions are collected in Table II . Results in bold correspond to the algorithm that obtained the lowest ARPD (best) among the compared approaches.
The conducted experiments show that the performance of the proposed EDAs vary depending on the problems. In the following list we summarise the results obtained for each problem, highlighting the most remarkable results:
• In the LOP, we observe that M u is the algorithm that most frequently obtained the best results, in 18 instances out of 30.
• As regards the QAP benchmark, we appreciate that the size of the instance has a remarkable influence on the results. GM c obtained the best result for 17 instances, the small ones, whereas M u obtained the best results for 10 instances (mostly large).
• In the PFSP, M u and GM c were the best performing algorithms. M u obtained the best results in 16 instances out of 30, and GM c was the best in the remaining 14 instances.
• In the TSP, although we do not have all the results for the M u , this algorithm is clearly the best performing EDA, obtaining the best result in 20 out of 23 completed instances. In the remainder instances, GM c is the algorithm that stands out over the rest. 
C. Statistical Testing
In order to state whether there exist statistical differences among the algorithms, we applied the non-parametric Friedman's test to the average ARPD results obtained by M k , M c , M u , GM k and GM c for each problem. A level α = 0.05 of significance was set. The statistical test reported significant differences among the algorithms in all the problems. Therefore, a post-hoc method was used to carry out all the pairwise comparisons and determine which algorithms are the best performing ones. In particular, Shaffer's static procedure is used, as suggested for such cases in [43] . Again, the significance level was fixed to α = 0.05. In order to avoid noise in the statistical test, instances with missing values of M u were not considered. Results of the statistical test are summarised as critical difference diagrams in Fig. 1 .
The statistical analysis reveals that, except for the TSP, there is not just one algorithm that performs the best in the problems. However, critical difference diagrams show that M u is the most stable algorithm, being always ranked first or second. Alternatively, M k and M c are the algorithms that behave the worst, especially M c . In addition, the test shows that in the particular case of the PFSP the EDAs have very different behaviours, finding 7 pairwise comparisons statistically different out of 10. Inversely, in the LOP the algorithms performed similarly, with only four comparisons being statistically significant. As a final remark, it is worth mentioning that GMM outperforms MM, when using the same metric, almost systematically.
VI. CONCLUSIONS & FUTURE WORK
In this paper we extend the use of Mallows and Generalized Mallows distance-based ranking models, in estimation of distribution algorithms. Beyond the commonly used Kendall's-τ distance, two new distance metrics, Cayley and Ulam, have been introduced. In order to analyse their performance when solving permutation-based combinatorial optimisation problems, a benchmark of 120 instances of four well known problems was proposed.
The conducted experiments demonstrated that there is not just one EDA that always performs the best. However, the statistical analysis revealed that M u is the most stable EDA among the compared approaches. Alternatively, the results confirmed that Generalized Mallows EDAs are preferred to the Mallows EDAs under the same distance, which is quite obvious taking into account that GMM uses n parameters to calculate the probability distribution, and the MM only 2.
As future work, there are many trends that deserve further study. On the one hand, the experimental study showed that the newly introduced Cayley and Ulam distances are able to outperform the Kendall's-τ -based EDAs. Particularly, M u is the most competitive proposal for the LOP and the TSP, while GM c is preferred for the QAP and the PFSP. We think that the outstanding performance of these two EDAs could be motivated by the number of permutations that Cayley and Ulam consider at a given distance, being significantly larger than for Kendall's-τ . This aspect could influence the exploration/exploration abilities of the EDA.
On the other hand, as investigated in [44] , it could be interesting to analyze the relation between Mallows and Generalized Mallows EDAs, and the neighborhood system induced by the distance metrics studied in this paper.
Finally, taking into account the large performance variations observed for the studied algorithms, new EDA solutions that combine different distance metrics during the search should be investigated.
