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ABSTRACT 
 
Probabilistic Analysis of the Compressibility of Soils. (May 2009) 
Byoung Chan Jung, B.S., Dae Jeon University; 
M.S., Texas A&M University 
Co-Chairs of Advisory Committee:  Dr. Giovanna Biscontin 
          Dr. Paolo Gardoni 
 
Geotechnical engineers are always faced with uncertainties and spatial variations in 
material parameters.  In this work, we propose to develop a framework able to account 
for different types of uncertainties in a formal and logical manner, to incorporate all 
available sources of information, and to integrate the uncertainty in an estimate of the 
probability. 
In geotechnical engineering, current soil classification charts based on CPT data 
may not provide an accurate prediction of soil type, even though soil classification is an 
essential component in the design process.  As a cheaper and faster alternative to sample 
retrieval and testing, field methods such as the cone penetration test (CPT) can be used. 
A probabilistic soil classification approach is proposed here to improve soil 
classification based on CPT. The proposed approach provides a simple and 
straightforward tool that allows updating the soil classification charts based on site-
specific data. 
In general, settlements can be the result of surface loads or variable soil deposits.  
In current practice, the analysis to determine settlements is deterministic.  It assumes that 
 
 
iv
 
 
 
the soil profile at a site is uniform from location to location, and only allows limited 
consideration of the variations of the material properties and initial conditions within soil 
layers in spite of the wide range of compositions, gradations, and water contents in 
natural soils. A Bayesian methodology is used to develop an unbiased probabilistic 
model that accurately predicts the settlements and accounts for all the prevailing 
uncertainties.  The proposed probabilistic model is used to estimate the settlements of 
the foundation of a structure in the Venice Lagoon, Italy.  The conditional probability 
(fragility) of exceeding a specified settlement threshold for a given vertical pressure is 
estimated.  A predictive fragility and confidence intervals are developed with special 
attention given to the treatment and quantification of aleatory and epistemic 
uncertainties.  Sensitivity and importance measures are computed to identify the key 
parameters and random variables in the model. 
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CHAPTER I 
INTRODUCTION 
 
1.1. OVERVIEW 
In recent years, a reliability analysis in geotechnical projects has increased.  Many 
applications are developed to provide theoretical and explicit quantification for practical 
designs and construction problems.  The common geotechnical projects are different in 
many ways form the other fields.  However, the probabilistic methods in geotechnical 
engineering have a little applications and methodologies.  The geotechnical engineers 
must deal with uncertainties in material parameters and spatial variations.  Therefore, we 
propose to develop a framework able to account for different types of uncertainties in a 
formal and logical manner, to incorporate all available sources of information, and to 
integrate the uncertainty in an estimate of the probability. 
In geotechnical engineering, soil identification is an essential component in the 
design process.  As a cheaper and faster alternative to sample retrieval and testing, field 
methods such as the cone penetration test (CPT) can be used.  Unfortunately, current soil 
classification charts based on CPT data may not provide an accurate prediction of soil 
type.  A probabilistic soil classification approach is proposed here to improve soil 
classification based on CPT.  The proposed approach provides a simple and  
 
 
This dissertation follows the style and format of the Journal of Geotechnical and 
Geoenviromental Engineering. 
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straightforward tool that allows updating the soil classification charts based on site-
specific data.  The updated classification chart can be used for a more accurate 
classification of the soil and accounts both for prior information available before 
conducting the tests and for the site-specific data. 
Excess settlements are a serious problem for many structures and can cause 
significant damage.  In general, settlements can be the result of surface loads or variable 
soil deposits.  Because there are no accurate and reliable models to estimate differential 
settlements, mitigation methods have been developed to minimize the problem, such as 
fill pads, pre-loading, or the use of deep foundations.  For some structures, such as the 
Kansai airport in Japan, the solution is still more complex and inventive, deferential 
settlements are counteracted by raising or shortening particular columns supporting the 
building.  When the preventive measures against excess settlement are inexistent or 
insufficient, repairs after construction can be extremely expensive or lead to the demise 
of the structure (Poulos, 2005). 
Uncertainties are introduced in the reliability frameworks through the natural 
variability of soils, the limited number of borings and tests usually conducted on soil 
samples, the scatter in the estimated soil properties, and the limitations of the methods.  
The probabilistic tools provide a sound basis for decisions about the need to mitigate for 
methodology and the type of intervention most suitable for the purpose. 
Any model needs to be assessed and validated against data.  This research 
propose to use the existing and extensive database on Venice Lagoon soil properties and 
the field data obtained from the full-scale test embankment constructed near Venice, 
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Italy.  The goal of this project is to measure directly in situ the stress-strain-time 
properties of Venetian soils.  The importance of preserving the historic city of Venice 
from increasing flooding has resulted in the currently favored plan to construct tilting 
flap gates at the three inlets of the lagoon (Harleman et al., 2000).  The gates’ 
foundations are extremely sensitive to settlements and the Italian project aims at 
developing deeper understanding of the mechanisms leading to settlements and 
ultimately better predictions of differential settlements.  This task is particularly difficult 
because of the natural variability in Venice soil deposits, characterized by similar 
mineralogy, but extremely erratic depositional patterns. 
In this context, the development of a framework such as that proposed here is an 
invaluable tool in identifying the major sources of uncertainty, in quantifying the 
accuracy.  The proposed project will have access to a high-profile and an extremely well 
documented case study, perfectly suited for the validation of the proposed models. 
 
1.2. OBJECTIVES 
This research focuses on the reliability analysis applied to Venice soil.  In particular, the 
following objectives will be addressed: 
- Objective 1: Develop a  probabilistic framework for soil identification 
Identify the soil class with in-situ data using Cone Penetration Tests (CPT) to 
improve the accuracy of classification.   
- Objective 2: Develop a probabilistic framework to predict settlements 
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Develop a framework for handling the uncertainty in geotechnical data and 
selected geotechnical models for settlement prediction.  Probabilistic models to 
provide an accurate and unbiased model will be developed to account for the 
uncertainties. 
- Objective 3: Assess fragility estimates for settlement 
Develop a reliability framework to assess the probability that a specified 
threshold settlement is exceeded. 
- Objective 4: Assess fragility estimates for time-dependent settlement 
Estimate the time-dependent settlement and develop a reliability framework to 
assess the fragility estimates. 
 
1.3. ORGANIZATION OF DISSERTATION 
The dissertation is composed of the five chapters, each containing a journal paper. 
In Chapter II, probabilistic soil identification is developed.  The soil 
identification is accomplished by tailoring the CPT classification chart to a specific site, 
or region, through the development of a local database of CPT tests and associated 
laboratory classifications. The title of the corresponding paper is “Probabilistic soil 
identification based on Cone Penetration Tests” and was published in the Geotechnique, 
58(7). 
In Chapter III, probabilistic soil compression model is developed using a 
probabilistic method that properly accounts for the prevailing uncertainties, including 
model errors and statistical uncertainty.  The probabilistic model is based on a unified 
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soil compression model developed by Biscontin et al. (2007).  The corresponding paper 
titled “Bayesian updating of a unified soil compression model” will be published in the 
journal Gerisk for a special publication. 
In Chapter IV, a new probabilistic soil compression model is proposed to predict 
settlement of foundations.  The proposed model is updated from an available 
probabilistic model in Chapter III. The developed probabilistic model is used to assess 
the settlement and fragility estimates.  Also sensitivity and importance measures are 
conducted to investigate the contribution of variables.  The corresponding paper titled 
“Reliability analysis of settlements” is currently under preparation for submission. 
In Chapter V, Reliability analysis for time-dependent settlement is conducted 
using a probabilistic compression model in Chapter IV. The corresponding paper titled 
“Reliability analysis of time-dependent settlements” is currently under preparation for 
submission. 
Finally, in Chapter VI, the conclusions are included. 
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CHAPTER II 
PROBABILISTIC SOIL IDENTIFICATION BASED ON CONE PENETRATION 
TESTS  
 
2.1. INTRODUCTION 
In geotechnical engineering, soil classification and identification of geological units are 
extremely important steps in the development of any foundation, embankment or 
excavation project.  Typically, samples are retrieved from a site and tested in the 
laboratory to determine grain size distribution and consistency limits, as used for 
classification purposes.  Among in situ testing methods, the cone penetration test is 
widely accepted to identify soil type and define subsurface profile.  The test is 
economical and provides continuous records with depth; however it does not allow 
sample retrieval for observation and laboratory testing. 
Soil classification by CPT is based on empirical charts developed by, among 
others, Douglas and Olsen (1981), Robertson et al. (1986), and Robertson (1990).  While 
the classification charts are widely applicable, in some cases they are generic and may 
fail to provide accurate soil classification. 
Since faulty and misleading classifications can result in costly additions or 
modifications to a project, it is important to improve the accuracy of CPT classification.  
This can be accomplished by tailoring the CPT classification chart to a specific site, or 
region, through the development of a local database of CPT tests and associated 
laboratory classifications.  The site-specific chart would not be limited to a single project 
 
 
7
 
 
 
and therefore somewhat limited in its usefulness- but could be used for the geographical 
area in which the soil units of interest are present. 
A method must be devised to update the existing charts to account for the 
information provided in the site-specific database.  New additional data should also be 
incorporated as the information becomes available.  Furthermore, since many 
geotechnical offices tend to work in the same region, geotechnical engineers develop a 
general knowledge of the soils in their area, often described as “engineering judgment”.  
The method should also be able to incorporate engineering judgment in the development 
of the regional identification chart.  Finally, given the inherent uncertainties in the 
classification estimates (unless a sample is retrieved and tested), a measure of the 
accuracy of the classification will also be a valuable contribution to CPT use. 
Zhang & Tumay (1996) explored the accuracy of CPT classification through the 
use of conformal mapping of two independent indices: soil classification index and soil 
in situ state index.  A fuzzy subset approach was later introduced (Zhang & Tumay, 
1999).  In these methods based on statistical approaches, the uncertainties are attributed 
to both the soil mechanical behaviour and soil composition. 
The proposed approach addresses the concerns listed above by developing a 
Bayesian updating framework to develop site-specific CPT classification charts.  In 
addition, it also properly accounts for the prevailing uncertainties and can be used to 
assess the accuracy of the soil classification.  The first step is to identify relevant soil 
classes and simplify the selected CPT classification chart in order to develop a rational 
updating method based on site-specific information and tests.  The second step involves 
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the development of a Bayesian formulation to tailor the soil identification to site-specific 
CPT data. 
The following section provides a brief overview of classification charts with 
CPT.  The proposed method for developing site-specific soil identification charts is 
subsequently described.  Finally, the proposed methodology is illustrated developing two 
site-specific charts using data from two sites, the Treporti Test Site (TTS) near Venice, 
Italy and the National Geotechnical Experimentation Sites (NGES) in College Station, 
Texas.  The applicability of the first site-specific chart for other sites in Venice Lagoon 
is assessed using data from the Malamocco test site, approximately 20 km from TTS. 
 
2.2. ANALYTICAL FORMULATION OF SOIL CLASSIFICATION CHARTS 
Among the many different CPT soil classification charts, Robertson’s chart (1990) is one 
of the most widely used in geotechnical applications.  This chart has two axes: the 
normalized friction ratio, 0100 /( )R s t vF f q σ= − , and the normalized tip resistance, 
0 0( ) / 't t v vQ q σ σ= − , from CPT testing.  A soil is classified based on the particular 
combination of RF  and tQ  measured during in situ testing.  Robertson’s chart is divided 
into nine areas corresponding to different soil types as shown Fig. 2.1.  Table 2.1 lists 
the description of each soil type. 
A simple mathematical description of the boundaries between soil classes in 
Robertson’s classification chart is needed to develop a rational method for modifying 
and updating the chart based on site-specific data.  Since these boundaries are not 
defined by analytical relationships, exponential curves are fitted to the existing set of 
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Table 2.1. Description of soil classes from Robertson’s soil classification chart (adapted 
from Robertson, 1990) 
Area Soil description 
1 Sensitive, fine-grained soils 
2 Organic soils and peat  
3 Clays [clay to silty clay]  
4 Silt mixtures [silty clay to clayey silt]  
5 Sand mixtures [sandy silt to silty sand] 
6 Sand [silty sand to clean sand] 
7 Sand to gravelly sand 
8 Sandy-clayey sand to “very stiff” sand 
9 Very stiff, fine-grained, overconsolidated or cemented soil 
 
 
 
100
101
102
103
0.1 1 10
Normalized Friction Ratio, F
R
N
or
m
al
iz
ed
 T
ip
 R
es
ist
an
ce
, Q
 t
1
7 8
6
5
4
3
2
9
 
Fig. 2.1. Soil classification chart (adapted from Robertson, 1990) 
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boundaries.  Each boundary can then be easily transformed into a linear relationship by 
simply transferring to a semi-logarithmic space. 
 i Rm Ft iQ b e=  (2.1) 
 ( ) ( )ln lnt i i R i i RQ b m F a m F= + = +  (2.2) 
In the updating process described next, the basic shape of the boundaries between 
classes is assumed to remain the same as in the original chart, while allowing the actual 
position of the boundaries to vary. 
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Fig. 2.2. Soil classification transformed chart 
 
Fig. 2.2 shows the chart in the semi-logarithmic space after the transformation 
from Robertson’s original chart with Eqs. (2.1) and (2.2).  The values of ia  and im  are 
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determined to fit the empirical chart developed by Robertson as listed in Table 2.2.  In 
the next section, the procedure for updating ia  and im  based on site-specific data is 
discussed. 
 
Table 2.2. Values of boundary variables from Robertson’s chart 
Boundary ia  im  
1 2.513 –1.402 
2 –0.296 0.238 
3 1.265 0.457 
4 2.053 0.630 
5 3.224 0.881 
6 4.808 1.907 
7 6.472 –0.337 
8  2.130 
 
2.3. PROBABILISTIC SOIL CLASSIFICATION 
This section focuses on the development of a Bayesian probabilistic formulation to 
update the classification chart with site-specific field and laboratory data.  Soil samples 
and CPT records from relatively close locations are needed in order to ensure the 
information refers to the same soil.  The samples are tested in the laboratory to establish 
the classification (or, alternatively, class) of the soil.  Laboratory classification and CPT 
tip resistance and friction ratio at the same depth are referred to as field/laboratory data 
pairs in the following sections.  The laboratory data might be inexact due to errors in the 
measurement devices or procedures; however the statistics of the measurement errors 
can typically be obtained from calibration and/or engineering judgment (Gardoni et al., 
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2002b).  In this section, the approach that considers exact measurements is developed 
first.  Next, measurement errors are introduced in the formulation. 
 
2.3.1. Soil Classification with Exact Measurements 
To implement a probabilistic soil classification, the following conditional probability is 
defined 
 ( )| soil class | areapα βπ α β= = =  (2.3) 
as the probability that the soil belongs to class α , given that RF  and tQ  are in area β  of 
the classification chart.  A class is essentially the description of a soil type.  This can be, 
for example, any of Robertson’s soil types, one of the groups recognised by the Unified 
Soil Classification System (USCS), or an ad-hoc definition, whichever is most 
appropriate for the site or project.  Separate classes may be defined in the event of two 
soils with different responses, but similar traditional classification. 
Since the soil classes are mutually exclusive and collectively exhaustive, the 
conditional probabilities for all soil classes sum up to 1, that is 
 | 1α β
α
π =∑  (2.4) 
The overall goals of the probabilistic formulation are to  
• estimate the probability of having any of the soil classes, given RF  and tQ  
are in a certain area; and 
• estimate the most likely location of the boundaries between each area. 
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Considering Robertson’s chart in Fig. 2.1, the boundary between areas 5-8 and 4-9 is 
regarded as continuous, since it marks the transition between prevalently fine-grained 
soils and mostly sandy soils.  However, the two segments are defined independently 
(i.e., the linear segments in Fig. 2.2 can have different slopes).  Therefore, 15 unknown 
boundary variables (one intercept and one slope for each of the boundary lines, except 
for the boundary between areas 8 and 9 that only has an unknown slope) and 81 
conditional probabilities, corresponding to the nine soil classes and the nine areas, need 
to be estimated.  
It is foreseeable that a particular site or even region will only have a limited 
number of soil classes present.  Therefore, on a case-by-case basis the actual number of 
variables can be smaller, depending on the soil classes involved.  It may also be 
convenient to group certain classes and form a new soil class encompassing more than 
one of the original classes.  As more data become available, more classes can be defined 
to better differentiate between soils as desired. 
If, as an example, only 3 classes of soils are present (i.e., clay, silt mixtures, and 
sand mixtures in Robertson’s chart) as shown in Fig. 2.3, the model has only four 
unknown boundary variables (one intercept and one slope for each of the boundary lines) 
and nine conditional probabilities (listed in Table 2.3) that need to be estimated.   
Fig. 2.4 shows all thirteen unknown parameters.  However, not all values of 
boundary variables 2a  and 2m  are acceptable, since the boundary line they define is not 
allowed to cross any of the other boundary lines with a positive slope.  Therefore, the 
zero intercept of the boundary line between areas A and B must be greater than or equal  
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Fig. 2.3. Transformed Robertson’s classification chart with soil data and simplified chart 
 
 
15
 
 
 
Table 2.3. Conditional probabilities based on soil classes and areas 
Soil classes 
Areas 
A B C 
SP-SM (1) π1|A π1|B π1|C 
ML (2) π2|A π2|B π2|C 
CL (3) π3|A π3|B π3|B 
 
to the intercept of the boundary line between areas B and C, that is 2 1a a≥ .  Similarly, 
the slopes of all boundary lines in this example must be positive and such that 2 1m m≥ .  
These constraints are imposed in the proposed approach by defining 2a  and 2m as  
 2 1 2 1,a ma a m mθ θ= + = +  (2.5) 
where θa and θm are non-negative quantities. 
In this example, Eq. (2.4) can be rewritten as 
 3| 1| 2|1j j jπ π π⎡ ⎤= − +⎣ ⎦  (2.6) 
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Fig. 2.4. Sets of model parameters in identification chart 
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2.3.2. Soil Classification with Imprecise Measurements 
The proposed probabilistic approach for soil identification can also account for 
imprecise measurements, when a soil might be misclassified based on incorrect results 
from laboratory tests.  To account for possible misclassification, the following quantity 
is defined 
 ( )I | , lab test I | soil class ,areapα γ βπ α γ β= = = =  (2.7) 
as the probability that the laboratory test indicates that the soil belongs to class α , given 
that the soil in reality belongs to class γ , and RF  and tQ  are in area β . 
The total probability rule (Ang and Tang, 2006) can then be used to compute the 
conditional probability 
 ( )I I ,α β α γ β γ β
γ
π π π⎡ ⎤= ⋅⎣ ⎦∑  (2.8) 
where I |α βπ  represents the probability that the laboratory test indicates soil class α , 
given that RF  and tQ  are in area β . 
As a result, the independent unknown model parameters are only ten 
1 1 1|( , , , , ,a m Aa m θ θ π=Θ 1| 1| 2| 2| 2|, , , , )B C A B Cπ π π π π .  The independent unknown model 
parameters Θ  for the general case can be properly defined through a similar process. 
 
2.4. MODEL ASSESSMENT 
The proposed approach to construct the probabilistic soil identification framework is 
based on the Bayesian notion of probability.  The proposed approach is capable of 
incorporating all types of available information, including mathematical models, 
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field/laboratory data pairs, and subjective engineering experience and judgment.  In the 
Bayesian approach, the unknown parameters Θ  are estimated by the use of the updating 
rule (Box and Tiao, 1992) 
 ( ) ( ) ( )" 'p L pκ=Θ Θ Θ  (2.9) 
where '( )p Θ  is the prior distribution reflecting the state of knowledge about Θ  prior to 
obtaining the field or experimental data and based on empirical soil classification charts 
that are currently available, engineering judgment or experience prior to obtaining the set 
of observations; ( )L Θ  is the likelihood function representing the objective information 
on Θ  contained in the field/laboratory data pairs, 1[ ( ) '( ) ]L p dκ −= ∫ Θ Θ Θ  is a 
normalizing factor, and "( )p Θ  is the posterior distribution representing the updated 
state of knowledge about Θ .  According to the proposed Bayesian approach, the 
posterior estimates of Θ  represent the updated state of knowledge about the soil 
identification that incorporates both the prior information and the objective information 
from the field/laboratory data pairs. 
 
2.4.1. Likelihood Function 
The likelihood function is proportional to the conditional probability of observing the 
field/laboratory data pairs for a given value of Θ .  Assuming that the data are 
statistically independent, the likelihood function can be expressed as 
 ( ) |
1
i i
n
i
L α βπ
=
= ΠΘ  (2.10) 
where i ranges over the n  field/laboratory data pairs. 
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In Eq. (2.10), |γ βπ  are unknown as in the case with exact measurements, while 
I |( , )α γ βπ  comes from calibration and/or engineering judgment about the accuracy of the 
laboratory tests.  In consideration of measurement errors, the likelihood function is then 
written as  
 ( ) ( )I I ,
1 1
n n
ii i
L α β α γ β γ β
γ
π π π
= =
⎧ ⎫⎡ ⎤ ⎡ ⎤= = ⋅⎨ ⎬⎣ ⎦ ⎣ ⎦⎩ ⎭∑Π ΠΘ  (2.11) 
The Bayesian framework described in the previous section can be used in case of 
potential laboratory misclassifications, simply using the newly defined ( )L Θ  in Eq. 
(2.11). 
 
2.4.2. Prior Distribution 
Before accounting for the prior information, the unknown model parameters Θ are 
estimated based only on the field/laboratory data by maximizing the likelihood function.  
Following Richards (1961) the covariance matrix of Θ is estimated as the negative of the 
inverse of the Hessian of the log-likelihood functions, 1[ ln ( )]L −− ∇∇ Θ  estimated at the 
maximum-likelihood estimates. 
In reality, information about the unknown parameters Θ  is typically available 
prior to collecting the field/laboratory data pairs.  To incorporate such information, the 
Bayesian approach requires that such prior information is included in the form of the 
prior distribution of the unknown parameters.  The next section provides a specific 
example of how to construct the prior distribution of Θ . 
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2.5. APPLICATIONS OF PROBABILISTIC SOIL CLASSIFICATION 
In this section, the proposed approach is used to develop two site-specific soil 
classification charts using data from the TTS near Venice (Italy) and the NGES at Texas 
A&M University.  The applicability of the site-specific chart for other sites in Venice 
Lagoon is assessed using data from the Malamocco test site, approximately 20 km from 
TTS. 
 
2.5.1. Application to TTS 
As an application of the proposed approach, a site-specific database of field/laboratory 
data pairs from the TTS (Simonini, 2004) is used.  All soils at the site can be grouped 
into 3 broad categories: medium to fine sands (SP-SM), silt (ML), and clay (CL).  They 
also belong to Classes 3 to 6 in Robertson’s classification chart, as shown in Fig. 2.3 (a).  
The markers used for the data points indicate the classification of each specimen as 
determined in the laboratory.  Areas 5 and 6, grouping all sand mixtures, represent sand 
mixtures (here called area A), area 4 represents silt mixtures (area B), and area 3 
indicates clays (area C).  Consequently, areas 1, 8, and 9 are eliminated and it is decided 
to combine areas 5 and 6 and have only 3 areas and two boundaries.  Fig. 2.2 shows the 
simplified chart in the semi-logarithmic space. 
The probabilistic identification assuming exact measurements is considered first.  
As described in a previous section, the vector of unknown model parameters is 
1 1 1|( , , , , ,a m Aa m θ θ π=Θ  1| 1| 2| 2| 2|, , , , )B C A B Cπ π π π π .  Tables 2.4 and 2.5 list the maximum 
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likelihood estimates (MLE) of Θ , separating the boundary variables from the 
conditional probabilities.  The values of the parameters are obtained by maximizing the 
likelihood function in Eq. (2.8).  Given the scarcity of the data used to assess the model 
parameters, other choices of 1a , 1m , aθ , and mθ  are also possible, if they also provide the 
same value of the likelihood function.  Due to the lack of uniqueness of the maximum-
likelihood estimates, the estimates of the standard deviations and the correlation 
coefficients for 1a , 1m , aθ , and mθ  obtained using the negative of the inverse of the 
Hessian of the log-likelihood function evaluated at the maximum-likelihood estimate 
(Richards, 1961) are not accurate.  Therefore, this work provides only possible estimates 
of 1a , 1m , aθ , and mθ  that maximise the likelihood function, but not the corresponding 
standard deviation and correlation coefficients. 
 
Table 2.4. Point estimates of the unknown boundary parameters with exact 
measurements for TTS 
Method a1 m1 θa θm 
Robertson’s chart 1.260 0.457 0.787 0.172 
MLE 0.479 0.925 1.529 0.243 
Posterior (COV=0.1) 1.259 0.451 0.776 0.169 
Posterior (COV=0.6) 0.608 0.892 1.719 0.127 
 
Table 2.5. Maximum likelihood estimates of the unknown parameters with exact 
measurements for TTS 
 π1|Α π1|Β π1|C π2|Α π2|Β π2|C 
Mean 0.474 0.081 0.053 0.188 0.717 0.132 
Standard deviation 1.029 0.905 0.036 0.378 0.998 0.055 
Correlation coefficients 
π1|Β 0.062      
π1|C −0.073 −0.006     
π2|Α −0.984 −0.063 0.071    
π2|Β −0.03 −0.102 0.013 0.028   
π2|C 0.024 −0.002 −0.089 −0.024 −0.009  
 
 
21
 
 
 
The Bayesian approach requires information on the parameters Θ available 
before collecting the field/laboratory data pairs to be included as a prior distribution.  In 
this study, the distribution models for the prior distribution are selected looking at the 
range of each parameter.  The means are based on the conventional classification chart 
(Robertson, 1990), and the standard deviations are based on an assumed value for the 
coefficient of variation (COV). 
 
Table 2.6. Prior distributions, means, and standard deviations for TTS 
Parameter 
ranges 
Distribution 
models Mean 
Standard deviation 
COV=0.1 COV=0.6
–∞≤ a1≤∞ Normal 1.260 0.127 0.759 
0≤ m1≤∞ Log-Normal 0.457 0.046 0.274 
0≤ θa ≤∞ Log-Normal 0.787 0.079 0.472 
0≤ θm ≤∞ Log-Normal 0.172 0.017 0.103 
0≤ π1|Α≤1 Beta 0.700 0.070 0.420 
0≤ π1|Β≤1 Beta 0.150 0.015 0.090 
0≤ π1|C ≤1 Beta 0.100 0.010 0.060 
0≤ π2|Α≤1 Beta 0.200 0.020 0.120 
0≤ π2|Β≤1 Beta 0.700 0.070 0.420 
0≤ π2|C ≤1 Beta 0.200 0.020 0.120 
 
 
Two cases are considered to explore the effect of the prior distribution on the 
posterior estimates of Θ, COV=0.1 and COV=0.6.  The COV reflects the confidence in 
the accuracy of the prior estimates.  So COV=0.1 means a relatively high confidence in 
the validity of Robertson’s chart, while COV=0.6 puts little weight on the prior 
estimates.  Table 2.6 lists the assumed prior distribution models, means and standard 
deviations for each of the unknown parameters.  Tables 2.4, 2.7 and 2.8 list the posterior 
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statistics of the parameters Θ for COV=0.1 and COV=0.6.  An algorithm for computing 
these statistics based on importance sampling is described in Gardoni (2002). 
 
Table 2.7. Posterior statistics of the unknown parameters with exact measurements for 
COV=0.1 (TTS) 
 π1|Α π1|Β π1|C π2|Α π2|Β π2|C 
Mean 0.701 0.149 0.099 0.199 0.703 0.198 
Standard deviation 0.006 0.004 0.003 0.005 0.006 0.005 
Correlation coefficients 
π1|Β 0.001      
π1|C −0.003 0.004     
π2|Α −0.885 −0.003 0.001    
π2|Β −0.004 −0.694 0.001 0.002   
π2|C 0.002 −0.003 −0.039 0.001 0.001  
 
Table 2.8. Posterior statistics of the unknown parameters with exact measurements for 
COV=0.6 (TTS) 
 π1|Α π1|Β π1|C π2|Α π2|Β π2|C 
Mean 0.604 0.074 0.053 0.307 0.833 0.104 
Standard deviation 0.835 0.959 0.065 0.823 1.119 1.048 
Correlation coefficients 
π1|Β 0.164      
π1|C 0.017 –0.256     
π2|Α 0.066 0.126 –0.007    
π2|Β –0.164 –0.999 0.256 –0.126   
π2|C 0.131 0.038 –0.079 0.146 –0.038  
 
 
 
Fig. 2.5 shows the results of the soil identification using (a) MLE estimates, (b) 
posterior means based on COV=0.1, and (c) posterior means based on COV=0.6.  The 
dashed lines are the boundary lines based on Robertson (1990), the double dashed lines 
are the boundary lines obtained using the MLE estimates, and the thin solid lines are the 
boundary lines obtained using the posterior means. 
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Fig. 2.5. Results of soil identification estimated by Bayesian method with exact 
measurements (a) MLE (b) posterior estimate with COV=0.1 (c) posterior estimate with 
COV=0.6. (TTS) 
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If, based on engineering judgment, COV=0.6 is believed to be more appropriate 
(i.e., Table 2.8), then the estimates of |γ βπ  indicate that for a field experiment with 
values of RF  and tQ  in area A, the soil has 60.4% probability of being a sand mixture 
(SP-SM), 30.7% probability of being a silt mixture (ML), and 8.9% probability of being 
a clay mixture (CL).  The results can give similar estimates of probability for each soil 
class if a field experiment gives values of RF  and tQ  in area B or C. 
The following observations can be made from these results: 
1. When a small COV (e.g., 0.1) is used, the predictions are almost the same as in 
the original classification chart based on Robertson (1990) (Fig. 2.5(b).)  This 
is because a high level of confidence is placed on the prior statistics of the 
parameters Θ. 
2. When a larger COV (0.6) is used, the prior information has a limited effect on 
the posterior statistics, which are close to the maximum likelihood statistics 
(Fig. 2.5(c).) 
3. The soil identification based on posterior and maximum likelihood estimates of 
the boundary parameters provide a more accurate classification of the soil 
samples in the database. 
The presence of errors in the laboratory classification of soils may also influence 
the location of the boundary lines and the probability of a certain CPT measurement to 
indicate the correct soil.  To incorporate the effect of imprecise measurements in the 
example presented here, the laboratory tests are assumed to be correct in identifying 
sands (see Table 2.9).  This is a reasonable assumption since sieve analysis procedures 
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and interpretations are easy to follow and are unlikely to be performed incorrectly.  On 
the other hand, determination of Atterberg limits is largely influenced by the tester’s 
perception and more likely to lead to incorrect classification, especially with the low 
plasticity silt and clay mixtures at TTS.  For these reasons, the conditional probabilities 
of incorrect classification in Table 2.9 are much larger for the fine-grained soils.  The 
specific values selected for this example are exclusively based on engineering judgment.  
If the specimens were tested again, actual estimates of the error may be obtained.  This 
example is intended to show how imprecise measurements can be incorporated into the 
analysis.  A parametric study may also be performed to evaluate the influence of 
different scenarios. 
The MLE of Θ  including measurement errors are listed in Tables 2.10 and 2.11.  
The values of the parameters are maximised with the likelihood function in Eq. (2.11). 
 
Table 2.9. Conditional probabilities based on laboratory test, soil class, and areas for 
TTS 
Laboratory test 
( Iα ) 
Areas ( β ) 
A B C 
Soil class (γ )=sand 
Sand 1 1 1 
Silt 0 0 0 
Clay 0 0 0 
 Soil class (γ )=silt 
Sand  0 0 0 
Silt 0.7 0.8 0.6 
Clay 0.3 0.2 0.4 
 Soil class (γ )=clay 
Sand  0 0 0 
Silt 0.3 0.4 0.2 
Clay 0.7 0.6 0.8 
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Table 2.10. Point estimates of the unknown boundary parameters with measurement 
errors (TTS) 
Method a1 m1 θa θm 
Robertson’s chart 1.260 0.457 0.787 0.172 
MLE 0.658 0.826 1.522 0.229 
Posterior (COV=0.1) 1.089 0.418 0.719 0.165 
Posterior (COV=0.6) 1.049 0.569 1.689 0.159 
 
 
Table 2.11. Maximum likelihood estimates of the unknown parameters with 
measurement errors (TTS) 
 π1|Α π1|Β π1|C π2|Α π2|Β π2|C 
Mean 0.494 0.130 0.107 0.223 0.783 0.159 
Standard deviation 0.963 0.756 0.879 1.009 0.953 1.009 
Correlation coefficients 
π1|Β –0.344      
π1|C –0.177 –0.492     
π2|Α –0.026 –0.265 –0.115    
π2|Β –0.09 –0.361 –0.191 –0.036   
π2|C –0.022 –0.260 –0.111 0.025 –0.033  
 
 
Table 2.12. Posterior statistics of the unknown parameters with measurement errors for 
COV=0.1 (TTS) 
 π1|Α π1|Β π1|C π2|Α π2|Β π2|C 
Mean 0.676 0.145 0.097 0.219 0.706 0.194 
Standard deviation 0.004 0.008 0.009 0.009 0.001 0.012 
Correlation  coefficients 
π1|Β 0.999      
π1|C 0.215 0.215     
π2|Α –0.273 –0.273 –0.117    
π2|Β –0.999 –0.999 –0.215 0.273   
π2|C –0.759 –0.759 0.227 0.676 0.759  
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Table 2.13. Posterior statistics of the unknown parameters with measurement errors for 
COV=0.6 (TTS) 
 π1|Α π1|Β π1|C π2|Α π2|Β π2|C 
Mean 0.675 0.121 0.076 0.212 0.775 0.236 
Standard deviation 0.924 0.843 0.804 0.781 0.992 1.079 
Correlation coefficients 
π1|Β –0.279      
π1|C –0.335 –0.473     
π2|Α –0.996 0.286 0.325    
π2|Β 0.278 –0.995 0.463 –0.285   
π2|C 0.009 –0.067 –0.108 –0.009 0.068  
 
Similarly, the unknown parameters derived from the posterior statistics are listed 
in Tables 2.10, 2.12 and 2.13.  Fig. 2.6 shows a comparison between probabilistic 
identification results obtained with exact measurements and with measurement errors. 
The following observations can be made from these results: 
1. For the MLE (Fig. 2.6(a)), the influence of measurement errors is minimal, 
since the likelihood function depends on the measurements only, irrespective 
of their accuracy. 
2. In the posterior estimates for the case of small COV (e.g., 0.1), the results 
strongly depend on the SP-SM soil specimens rather than the ML and CL 
samples.  This is a consequence of the assumptions on the measurement errors, 
which place complete confidence on the laboratory classification of sands but 
expect errors in the classification of fine-grained soils (Fig. 2.6(b).)  The 
posterior statistic reflects measurement errors as well as the prior information. 
3. When a larger COV (e.g., 0.6) is used, the influence of the prior information is 
limited, as it was when no measurement errors were considered.  However, the 
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Fig. 2.6. Comparison of results with exact measurements and measurement errors (a) 
MLE (b) posterior estimate with COV=0.1 (c) posterior estimate with COV=0.6. (TTS) 
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Fig. 2.7. Probabilistic soil identification with TTS CPT data using (a) exact 
measurements (b) measurement errors 
 
 
30
 
 
 
results show that the laboratory data are given less importance than in the case 
with exact measurements, as evidenced by the larger difference between the 
posterior estimates and the MLE in this case (Fig. 2.6(c).) 
As an example of the effect of measurement errors on Robertson’s chart, Fig. 2.7 
shows the posterior estimates of the boundary lines for prior estimates with COV=0.6 in 
the case of exact measurements and with measurement errors. 
As described in the introduction, the probabilistic identification chart is meant to 
improve the identification of soils through CPT on a regional basis.  To test the 
applicability of the developed site-specific chart, additional data not included in the 
assessment of the chart are considered.  The data are from the Malamocco test site 
(Ricceri et al., 2002), which is still in Venice Lagoon, but approximately 20 km from 
TTS.  Fig. 2.8 shows the clay specimens as full circles, silts as hollow triangles, and 
sands as hollow squares, as classified by Ricceri et al. through laboratory testing.  
Considering exact measurements (Fig. 2.8(a)), the identification based on the developed 
probabilistic site-specific chart is considerably more accurate than that based on the 
original Robertson’s chart, especially for the silt samples (Table 2.14).  Note that in the 
original data set no samples fell in the upper right corner of the Robertson’s chart (areas 
8 and 9), therefore they were not considered.  Fig. 2.8(b) includes measurement errors in 
the classification of the TTS samples.  Again, the identification of silts and sands based 
on the probabilistic chart is more accurate than the one based on Robertson’s chart 
(Table 2.14).  However, the improvement in the identification of clays is reduced and 
clay samples are still prone to misclassification. 
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Fig. 2.8. Probabilistic soil identification at the Malamocco Test Site with (a) exact 
measurements and (b) including measurements errors 
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While the Malamocco data are used here only for validation purposes, in practice 
a new updated Venice regional chart would be created including this set of data, and any 
additional sets, as they become available. 
 
Table 2.14. Comparison between accuracy of Robertson’s chart and the developed site-
specific chart with exact measurement and with measurement errors for the Malamocco 
Test Site data 
Soil type Total data points 
Number of correct points (Percentage) 
Robertson's 
chart 
Site-specific chart with 
exact measurements 
Site-specific chart with 
measurement errors 
SP-SM 61 60 (98%) 58 (95%) 56 (92%) 
ML 51 4 (8%) 21 (41%) 22 (43%) 
CL 92 19 (21%) 39 (42%) 30 (33%) 
Total 204 83 (41%) 118 (58%) 108 (53%) 
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Fig. 2.9. Probability of identifying each soil class with depth at TTS with discretization 
interval of (a) 10 cm and (b) 50 cm, and (c) CPT records 
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The analytical description of the boundaries and the ability to estimate the 
probability of soil class given CPT results can also be exploited to create interpretations 
of CPT logs such as shown in Fig. 2.9 showing the probability of each soil class with 
depth.  The discretization and averaging of the CPT record with depth is an important 
issue, but the comparison of the profiles with intervals of 10 cm and 50 cm can give an 
indication of the main soil units, as well as the variability at the site.  
 
2.5.2. Application to NGES  
From the late 1970’s, numerous in situ and laboratory tests including CPT, grain size 
distribution, and consistency limits were performed at the NGES located in the Riverside 
campus of Texas A&M University.  All available information for the NGES is 
summarised by Briaud (1997).  For the purpose of soil identification, the field/laboratory 
data pairs are presented in Fig. 2.10(a) on a transformed chart.  The laboratory based 
classification for each specimen is indicated by the marker used for each data point. 
Because of the limited information available for each soil sample, it was decided 
to divide the soils into only two possible classes, clay mixtures or sand mixtures.  After 
simplification, the chart is reduced to two areas, A and B, and one boundary between 
them as shown in Fig. 2.10(b). 
Fig. 2.10(c) shows the six unknown model parameters, which comprise four 
conditional probabilities and two boundary parameters.  After applying possible 
constraints (Eq. (2.4)), only four unknown independent model parameters 
1 1 1| 1|( , , , )A Ba m π π=Θ  remain. 
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(c) 
Fig. 2.10. (a) Transformed Robertson’s classification chart with NGES data (b) 
simplified chart (c) sets of model parameters 
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The probabilistic soil identification was modelled first assuming exact 
measurements and then including measurement errors, as in the previous example.  The 
prior information for the unknown parameters is listed in Table 2.15.  Only the point 
estimates for the unknown boundary parameters are provided.  As previously discussed, 
standard deviations and correlation coefficient are not accurate because of the lack of 
uniqueness in the MLE estimates. 
 
Table 2.15. Prior distributions, means, and standard deviations for NGES 
Parameter 
ranges 
Distribution 
models Mean 
Standard deviation  
COV=0.1 COV=0.6
–∞≤ a1≤∞ Normal 2.053 0.205 1.232 
0≤ m1≤∞ Log-Normal 0.629 0.063 0.378 
0≤ π1|Α≤1 Beta 0.700 0.070 0.420 
0≤ π1|Β≤1 Beta 0.150 0.015 0.090 
 
Table 2.16 and Fig. 2.11 show the results of the analysis.  Similarly to what was 
observed for TTS, with the small value of COV (0.1), the posterior estimate is close to 
Robertson’s original chart, while the posterior estimate with a larger COV (0.6) is close 
to the MLE. 
 
Table 2.16. Point estimates of the unknown boundary parameters with exact 
measurement for NGES 
Method a1 m1 
Robertson’s chart 2.053 0.629
MLE 1.672 0.549
Posterior (COV=0.1) 2.052 0.621
Posterior (COV=0.6) 1.856 0.515
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(c) 
Fig. 2.11. Results of soil identification estimated by Bayesian method with exact 
measurements (a) MLE (b) posterior estimate with COV=0.1 (c) posterior estimate with 
COV=0.6. (NGES) 
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Table 2.17 lists the conditional probabilities that a laboratory test will indicate a 
certain soil class correctly and incorrectly.  The values are again selected based on 
judgment, rather than statistical measurements.  Fig. 2.12 shows the effect of 
incorporating measurement errors while Table 18 lists the unknown boundary 
parameters.  The posterior estimates in the case of COV=0.6 (i.e., low confidence on 
Robertson’s chart) and MLE are basically the same, irrespective of the inclusion of 
measurement errors.  This happens because in the MLE the data control the position of 
the boundary and any further lowering of the boundary to classify correctly an additional 
sand sample would result in the wrong classification for a larger number of clay  
 
Table 2.17. Conditional probabilities based on laboratory test, soil class, and area for 
NGES 
Laboratory test ( Iα ) 
Areas ( β ) 
A B 
Soil class (γ )=sand mixtures 
Sand mixtures 1 1 
Clay mixtures 0 0 
  Soil class (γ )=clay mixtures 
Sand mixtures 0.3 0.2 
Clay mixtures 0.7 0.8 
 
 
Table 2.18. Means of the unknown boundary parameters with measurement errors for 
NGES 
Method a1 m1 
Robertson’s chart 2.053 0.629 
MLE 1.599 0.565 
Posterior (COV=0.1) 1.966 0.582 
Posterior (COV=0.6) 1.842 0.517 
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(c) 
Fig. 2.12. Comparison of results with exact measurements and measurement errors (a) 
MLE (b) posterior estimation with COV=0.1 (c) posterior estimation with COV=0.6. 
(NGES) 
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specimens, irrespective of laboratory classification errors.  The larger COV also assigns 
low importance to the prior estimates and allows data to control the posterior estimates. 
Conversely, if COV=0.1, the prior estimates control the position of the boundary, 
but the introduction of measurement errors places some importance on the correct sand 
classification of one additional specimen, rather than the perhaps incorrect classification 
of the clay samples in Fig. 2.12(b), moving the boundary slightly lower than it was in the 
case with no consideration for measurement errors. 
The application of a sensitivity analysis is suggested when judgment is used to 
quantify measurement errors in the application of the proposed model.  This is especially 
worthwhile in situations where considerable variation in laboratory measurement is 
expected.  A different conditional probability may also be assigned to a certain sub-
group or even each of the soil samples.  For example, the 4 clay specimens identified by 
a marker shaped as a cross in Fig. 2.13 are assigned a 50% probability of being classified 
either as a sand or clay mixture by laboratory classification irrespective of the area in 
which they fall.  All other specimens are assigned the same probabilities of measurement 
errors as in the earlier case (Table 2.17). 
Fig. 2.13 shows the sensitivity of the MLE to measurement errors.  The new 
boundary is determined by the sand mixtures, as a consequence of the assumption made 
on the clay specimens.  Since the 4 marked samples at the boundary could be sand or 
clay mixtures, the boundary line takes the lowest possible position that increases the 
number of correct classifications of sand specimens, without increasing the number of 
incorrect classifications of clays. 
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Fig. 2.13. Result of soil identification sensitivity by MLE with NGES CPT data 
 
2.6. CONCLUSIONS 
Soil classification charts are used to identify soil types and subsurface profile at a site.  
Current soil classification charts based on CPT data give a general soil class 
interpretation, but they do not reflect the site-specific information that is typically 
available. 
A probabilistic approach is proposed to develop site-specific soil identification 
based on CPT measurements.  The proposed approach provides a simple and 
straightforward tool that allows updating the soil classification charts based on site-
specific data.  The probability that a soil is correctly classified is also estimated.  The 
site-specific classification chart can be used for a more accurate identification of the soil 
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and accounts both for prior information available before conducting the tests and for the 
site-specific data.  As an illustration, the proposed approach is implemented using CPT 
data from the Treporti Test Site near Venice (Italy) and NGES at Texas A&M 
University to develop two site-specific charts.  The applicability of the first chart for 
other sites in Venice Lagoon is assessed using data from the Malamocco test site that is 
approximately 20 km from the Treporti Test Site. 
In practice, the developed approach can be used to construct and update regional 
classification charts that are be more accurate than a generic chart within the 
geographical area of interest.  In addition, as illustrated in an example, the information 
can be used to produce interpretations of CPT logs, giving a profile of the probability of 
identifying each of the soil classes with depth. 
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CHAPTER III 
BAYESIAN UPDATING OF A UNIFIED COMPRESSION MODEL 
 
3.1. INTRODUCTION 
Any structure is subjected to some amount of differential settlements due to the natural 
heterogeneity of the soil, even in the most uniform deposit.  Usually, highly 
compressible soils are viewed as more likely to result in significant differential 
settlements simply because the average settlement is high.  However, soils characterized 
by low or medium compressibility can still lead to excessive distortion in the structure if 
the soil deposit is highly variable.  Two different issues contribute to the problem: (1) 
the assumed soil profile may differ from location to location at the site; and (2) the 
material properties and initial conditions within one layer may vary due to changes in 
composition, gradation, or natural water content.  In order to properly assess the 
reliability of a structure with respect to differential settlements, it is necessary to 
characterize both the aleatory and epistemic uncertainties associated with the natural 
variability of the soil and with the model used to describe the physical phenomenon. 
Traditionally, the compression response of saturated clays and prevalently clayey 
soils has been described by a bi-linear curve in the logarithm of the vertical effective 
stress versus the void ratio ( log )ve p′−  space.  The compression index, the swelling 
index, and the preconsolidation pressure, which characterize the consolidation curve, are 
functions of the soil composition, initial void ratio, stress conditions, and stress history 
to which the soil was subjected in the field. 
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The settlements of sands are usually estimated using elasticity theory, often 
corrected with empirically based coefficients.  Silts and any type of mixtures are 
considered to behave as “clays” or “sands” depending on the compressibility of the 
material.  
While this piecemeal approach is adequate when estimating the one-dimensional 
settlement of a given deterministic soil profile, its value for the reliability analysis of 
differential settlements is severely limited because of the difficulty in addressing the two 
issues outlined above.  Biscontin et al. (2007) developed a unified compression model 
which is able to describe the response of saturated soils in a wide range of stresses, 
composition, and initial conditions.  In this work, we develop a probabilistic 
compression model that properly accounts for the prevailing uncertainties, including 
model errors and statistical uncertainty.  We also present a Bayesian formulation that can 
be applied to update the parameters of the current probabilistic model with new 
laboratory observations as they become available.  In the proposed probabilistic model, 
any bias in the deterministic estimates of the unified compression model parameters is 
corrected.  A probabilistic framework provides more accurate estimation of settlements 
to improve the prediction of differential settlement and helps in the selection of 
mitigation and intervention strategies.  
This chapter is composed of four sections.  Following this introduction, the 
unified soil compression model and a set of laboratory test results are described.  Then, a 
probabilistic model and a Bayesian updating approach are developed.  The final section 
presents an application of this study. 
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3.2. DETERMINISTIC MODEL 
3.2.1. Unified Soil Compression Model 
Biscontin et al. (2007) present a unified soil compression model specifically developed 
to describe the compression response of soils that can be characterized by the 
combination of cohesive and granular materials. The model assumes that the one-
dimensional compression response converges to a linear limiting compression curve (K0-
LCC) in a double logarithmic space (log log )ve p′−  at high stress level as shown in Fig. 
3.l.  The K0-LCC is described by its slope cρ , and a reference void ratio 1ve , at the 
atmospheric pressure atp   
 
1
log log vc
v at
pe
e p
ρ⎛ ⎞ ⎛ ⎞′= −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
 (3.1) 
where e = the current void ratio, vp′ = the current effective stress. 
Soil is idealized as a combination of a compressible matrix (the clay-water 
phase) and incompressible inclusions (sand and silt particles).  Assuming that cρ  is the 
same irrespective of grain size for a particular soil mineralogy, the position of the K0-
LCC, defined by the reference void ratio 1ve , becomes a function of the relative 
abundance of the clay-water phase on the granular phase and the reference void ratios of 
the two phases only:  
 ( )1 1 1                                                       0.2v g ve e FF FF FF= − − ≤  (3.2) 
 ( ) ( )1 1 1exp 0.25 4.76 0.12          0.2 0.7v g v c ve e FF e FF FF= − + − < <  (3.3) 
 1 1                                                                         0.7v c ve e FF FF= ≥  (3.4) 
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where FF = gravimetric clay fraction, 1g ve = reference void ratio for the K0-LCC of the 
granular phase only, and 1c ve = reference void ratio for the K0-LCC of the clay-water 
phase only. 
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Fig. 3.1.  Idealized 1D compression response of soils with different initial density 
(adapted from Biscontin et al. 2007) 
 
 
Disregarding the contribution from elastic strains, the compression response from 
the initial conditions to the K0-LCC is described by the following relationship:  
 
1/
at 1
1 1     
c
v v
c
v v
p dpde e
e p e p
αρ
ρ
⎧ ⎫⎡ ⎤⎛ ⎞′ ′⎪ ⎪⎢ ⎥= − − −⎨ ⎬⎜ ⎟
′⎢ ⎥⎝ ⎠⎪ ⎪⎣ ⎦⎩ ⎭
 (3.5) 
where α = model parameter controlling the curvature of the compression curve in the 
transitional regime preceding the K0-LCC. 
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This model presents the advantage of requiring few input parameters ( cρ , 1c ve  
and 1g ve ) that are uniquely characterized by the mineralogy of the soils, but are also able 
to describe a wide range of responses.  Parameter α  seems to depend mostly on the 
gradation characteristics of the soils, rather than mineralogy.  At a site, each layer 
comprised of soils with relatively similar mineralogy but varying grain size distributions 
can be assigned a set of these parameters.  The variation in soil response within one layer 
can then be captured by a varying clay fraction FF with both depth and location at the 
site. 
 
3.2.2. Laboratory Database 
Laboratory one-dimensional compression tests are used to construct the probabilistic 
model to estimate the statistics of the deterministic model parameters, as well as the 
additive model error.  The database presented by Biscontin et al. (2007) is used to 
illustrate the probabilistic model.  
The Biscontin et al.’s database consists of three sets of one-dimensional 
laboratory tests on natural samples, artificially reconstructed mixtures, and reconstituted 
samples.  The natural samples belong to all three soil classes present at the site, silty 
sands (SP-SM), silts (ML), and clays (CL).  The artificially reconstructed mixtures were 
prepared at different clay fractions and loaded to high stress levels to investigate the 
effect of FF on 1c ve .  The reconstituted soil specimens were simply some of the natural 
SP-SM and ML samples tested again at higher stress levels to ensure the K0-LCC regime 
was actually reached. 
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The first series of data is composed of 30 laboratory compression tests, 18 on 
CL, 7 on ML, and 5 on SP-SM.  The majority of the specimens was loaded up to a 
maximum vertical stress of 6 MPa, with a few loaded up to 12 MPa.  Among these tests, 
only 9 clearly reached the K0-LCC regime and cρ .  We note that each one-dimensional 
compression curve has a varying number of data points kn  where k indicates a specific 
sample.  Therefore, the database was compiled from 100 data points on the natural 
samples, 60 on the artificially reconstructed mixtures, and 238 on the reconstituted 
samples.  Table 3.1 lists initial void ratio 0e  and FF  measured in the laboratory for all 
samples used in this work. 
 
3.2.3. Deterministic Estimates 
The soils in the database presented above are characterized by a relatively uniform 
mineralogy across all gradation sizes, and therefore can be described by a single set of 
parameters.  Biscontin et al. (2007) estimated values of 1.94 for 1g ve , 2.0 for 1c ve , 0.24 
for cρ , and 0.65 for α  based on visual inspection of the results.  Fig. 3.2 shows the 
deterministic estimates of the void ratio versus the measured ones.  The laboratory data 
points are shown as triangles (?) for the natural samples, circles (?) for the artificially 
reconstructed mixtures, and squares (?) for the reconstituted samples.  For a perfect 
model, the data should line up along the 1:1 solid line.  As shown in Fig. 3.2, the 
deterministic estimates for all samples show the same bias.  The deterministic estimates 
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also show more scatter for the reconstituted samples than for the natural samples and the 
artificially reconstructed mixtures. 
 
Table 3.1. Initial void ratio and clay fraction for the one-dimensional compression tests 
Sample Type of soil 0e  FF
Natural Samples 
MSM10-6 CL 0.903 0.60 
MSM10-14 CL 1.091 0.78 
MSM10-28 CL 0.667 0.41 
MSM10-43 CL 0.675 0.60 
MSM10-48 CL 0.899 0.58 
MSgM1-2 CL 0.643 0.70 
MSgM1-3 CL 0.641 0.55 
MSgM1-10 CL 1.161 0.70 
MSgM2-23m ML 0.930 0.20 
Artificially reconstructed mixtures 
M1 - 0.816 0.01 
M2 - 0.680 0.21 
M3 - 0.851 0.27 
M4 - 0.843 0.34 
M5 - 1.022 0.50 
M6 - 1.230 0.67 
Reconstituted samples 
MSgM2-9b ML 0.780-1.270 0.04 
MSgM2-13b ML 0.570-0.195 0.11 
MSgM2-25b ML 0.635-0.897 0.10 
MSgM2-18a SP-SM 0.686-0.980 0.01 
MSgM2-19 SP-SM 0.725-0.981 0.01 
MSgM2-21b SP-SM 0.645-0.889 0.01 
MSgM2-23a SP-SM 0.731-1.022 0.01 
 
 
3.3. PROBABILSTIC UNIFIED SOIL COMPRESSION MODEL 
The probabilistic model is specifically developed for the unified soil compression model 
to eliminate the bias in the original deterministic estimates and properly account for the 
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uncertainties in the prediction process.  The model parameters 1g ve , 1c ve , cρ , and α  in 
Eq. (3.5) are replaced by a vector of unknown model parameters 1 1 c( , , , )g v c ve e ρ α=θ  and 
an additive error term, iσε , is considered to account for the uncertainty in the model.  In 
the probabilistic model for each compression curve the mean void ratio 
ie
μ  at a given 
vertical stress vip′  depends on the mean void ratio and stress computed at the previous 
loading step 
1 1
( ,  )
ie vi
pμ
−
−
′  according to the following form: 
 ( ) ( )
( )1
1
1/
1
at 1 1 1
, 1 1 1 ,    1,...,
, ,
c
i
i
e vi vivi
i e c i k
viv g v c v
p ppe i n
p pe e e FF
αρ
μ
σ μ ρ σε−
−
−
⎧ ⎫⎧ ⎫⎡ ⎤⎛ ⎞ ′ ′−′⎪ ⎪⎪ ⎪⎢ ⎥⎜ ⎟= − − − + =⎨ ⎨ ⎬ ⎬⎜ ⎟⎢ ⎥ ′⎪ ⎪ ⎪ ⎪⎝ ⎠⎣ ⎦⎩ ⎭⎩ ⎭
θ  (3.6) 
where ( , )σθ = a set of unknown model parameters, iε = random variable with zero mean 
and unit variance, σ = the standard deviation of the model error.  An additional model 
parameter is the coefficient of correlation ρ  between two values of the errors iε  and jε  
within the same test.  Here we assume that data points on two different compressions 
curves are uncorrelated.  Therefore, the covariance matrix for the variables iε  in m 
different tests each with kn  data points per test is written as 
 
1 sym.
0
0 0
k
m N N×
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
Σ
Σ Σ
Σ
M O
M M O
L L
 (3.7) 
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Fig. 3.2. Deterministic estimations with (a) the natural samples (b) the artificially 
reconstructed mixtures (c) the reconstituted samples  
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2
2 2
2 2 2
sym.
k k
k
n n
σ
ρσ σ
ρσ ρσ σ
×
⎡ ⎤⎢ ⎥⎢ ⎥
= ⎢ ⎥⎢ ⎥⎣ ⎦
Σ
M M O
K
 
where 
1
m
k
k
N n
=
=∑ .  Note that for given eμ , vp′ , atp , θ , and σ , we have 
1
2Var[ / ]
i ie e
μ μ σ
−
Δ =  as the variance of the model.  In assessing the probabilistic model 
two assumptions are made: (1) the homoskedasticity assumption that assumes that σ  is 
approximately constant over the range of the data used to assess the model, and (2) the 
normality assumption that assumes that ε  is normally distributed.  These assumptions 
can be verified using diagnostic plots of the data or the residuals against model 
predictions or individual regressors (Rao and Toutenburg, 1997).  As a result, the 
unknown model parameters are only six 1 1 c( , , , , , )g v c ve e ρ α σ ρ=Θ . 
 
3.3.1. Bayesian Model Updating 
In the proposed Bayesian approach, the unknown parameters Θ are estimated by use of 
the updating rule (Box and Tiao 1992) 
 ( ) ( ) ( )1 1p L p∝ κΘ y Θ y Θ  (3.8) 
where 1( | )p Θ y  is the posterior distribution representing our updated state of knowledge 
about Θ  based on the information in the observation 1y , 1( | )L Θ y  is the likelihood 
function representing the objective information on Θ  contained in the experimental data 
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1y , ( )p Θ  is the prior distribution reflecting our state of knowledge about Θ  prior to 
obtaining the experimental data, and -11= [ ( | ) ( )  ]L p dκ ∫ Θ y Θ Θ  is a normalizing factor. 
A Bayesian updating rule can be repeated to update a model any time new 
observations become available.  For example, if a second set of observations 2y , 
distributed independently of 1y , are available, we can update 1( | )p Θ y  with 2y  using 
Eq. (3.9) 
 ( ) ( ) ( ) ( ) ( ) ( )1 2 2 1 2 1,p L L p L p∝ ∝Θ y y Θ y Θ y Θ Θ y Θ y  (3.9) 
where 1( | )p Θ y  is now the prior distribution reflecting our state of knowledge before 
observing 2y  and after observing 1y . 
Generalizing, given Q  independent observations, we can write 
 ( ) ( ) ( )1 1 1,..., ,...,      =2,...,q q qp L p q Q−∝Θ y y Θ y Θ y y  (3.10) 
where 1( | )p Θ y  is given as in Eq. (3.8).  Eq. (3.10) can be used to repeatedly update our 
current knowledge about the unknown parameters Θ , as new observations become 
available. 
 
3.3.2. Prior Distribution 
The prior distribution should be constructed using all available knowledge, including 
previous statistical analysis, and engineering judgment and expertise.  If there is no 
existing information related to the unknown parameters Θ , a noninformative prior 
should be used reflecting that nothing or little is known a priori.  In the case of a linear 
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model in the unknown parameters Θ , a uniform prior can be used as the noninformative 
prior (Box and Tiao, 1992).  However, when a probabilistic model is a nonlinear 
function of the unknown parameters Θ , a uniform distribution might not be 
noninformative.  In this case, an approximate noninformative prior can be developed 
using Jeffreys’ rule (1961).  The assumption of independence between θ  and Σ  is 
made, i.e., 
 ( ) ( ) ( )p p p∝Θ θ Σ  (3.11) 
According to Jeffreys’ rule, the prior distribution of the unknown parameters θ  
is proportional to the positive square root of the determinant of the information matrix.  
The information matrix is the expectation of the negative second partial derivative of the 
log–likelihood function with respected to the unknown parameters θ .  Hence, the 
Jeffreys’ prior for θ  can be written as 
 ( ) ( )
1 2
21 2 log
n ij
i j
Lp E
−
− ⎡ ⎤∂
∝ = −⎢ ⎥∂ ∂⎢ ⎥⎣ ⎦
θ θ
θ θ
T  (3.12) 
where | |⋅  = the determinant.  Furthermore, Gardoni et al. (2002a) have shown that the 
noninformative prior for ( , )σ ρ  can be written as  
 ( ) ( )1 2
1
1,
N
N
i i
p σ ρ
σ
− +
=
∝ ∏R  (3.13) 
where R = correlation matrix. 
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3.3.3. Likelihood Function and Maximum Likelihood Estimates 
The likelihood function is proportional to the conditional probability of observing the 
laboratory measurements for given values of the model parameters.  Based on the 
correlation structure in Eq. (3.7), the multivariate normal likelihood model can be 
written as 
 ( ) ( ) ( ) ( ) ( )1 22 1
1
1, 2 exp
2
k
m
n T
k k k k
k
L L π −− −
=
⎡ ⎤
= = −⎢ ⎥⎣ ⎦∏Θ e θ Σ e Σ ε θ Σ ε θ  (3.14) 
where e = vector of observed void ratios ie , and kε = vector of errors for each 
compression curve.  To verify the normality assumption made for the model errors, Fig. 
3.3 shows the Quantile-Quantile (Q-Q) plots (Chambers et al. 1983) for the three 
samples considered.  It can be seen that the residuals closely follow a normal 
distribution.  Before accounting for the prior information, the unknown model 
parameters Θ are estimated based only on the laboratory measurements by maximizing 
the likelihood function.  Table 3.2 lists the maximum likelihood estimates (MLE) of the 
parameters Θ for the natural samples, the artificially reconstructed mixtures, and the 
reconstituted samples.  In the MLE analysis for the reconstituted samples, there are only 
three unknown material parameters 1c ve , cρ , and α  because the laboratory tests indicate 
that clays fractions FF  are less than 0.2.  The values of the parameters are maximized 
with the likelihood function in Eq. (3.14).  Fig. 3.4 shows MLE estimates versus the 
laboratory measurements of the void ratio.  For a perfect model, the data should line up 
along the 1:1 solid line.  The dotted lines delimit the region within 1 standard deviation 
of the mean.  The following observations can be made from these results: 
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Fig. 3.3. Q-Q plots of the residuals for MLE estimations with (a) the natural samples (b) 
the artificially reconstructed mixtures (c) the reconstituted samples  
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Table 3.2. MLE of the unknown parameters 
Type of 
sample Parameter Mean 
Standard 
deviation 
Correlation coefficient 
1g ve  1c ve  cρ  α  σ  ρ  
Natural 
samples 
1g ve  2.18 0.796 1     
1c ve  2.22 0.792 0.99 1    
cρ  0.297 0.087 0.94 0.93 1   
α  1.61 1.03 –0.13 –0.09 –0.46 1  
σ  0.009 0.001 –0.03 –0.05 0.12 –0.44 1 
ρ  0.126 0.102 0.78 0.76 0.88 –0.54 0.17 1
Artificially 
reconstructed 
mixtures 
1g ve  1.44 0.009 1     
1c ve  1.77 0.103 0.78 1    
cρ  0.199 0.013 0.92 0.83 1   
α  0.935 0.259 0.74 0.72 0.63 1  
σ  0.033 0.003 –0.01 0.01 –0.02 0.04 1 
ρ  0.194 0.065 0.11 0.09 0.08 0.04 0.00 1
Reconstituted 
samples 
1g ve  2.47 2.23 1     
1c ve  - - - -    
cρ  0.221 0.33 0.99 - 1   
α  5.24 1.06 0.05 - 0.03 1  
σ  0.044 0.122 –0.98 - –0.98 –0.03 1 
ρ  0.195 0.031 –0.15 - –0.15 –0.00 0.14 1
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Fig. 3.4. MLE with (a) the natural samples (b) the artificially reconstructed mixtures (c) 
the reconstituted samples  
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1. The standard deviation associated with the model prediction is 0.009 for the 
natural samples, 0.033 for the artificially reconstructed mixtures, and 0.044 for 
the reconstituted samples.  These indicate that there is more uncertainty with the  
database in the artificially reconstructed mixtures and the reconstituted samples  
than in the natural samples.  This is in part due to the larger size of the 
reconstituted sample. 
2. As mentioned before, the parameters 1g ve  and 1c ve  are determined from FF .  The 
standard deviation of 1g ve  and 1c ve  for the artificially reconstructed mixtures is 
smaller than the one based on the natural samples due to the fact that the FF 
ranges from 0.01 to 0.67 in the mixtures while the FF is in the range of 0.2–0.78 
in the natural samples (Table 3.1). 
3. The probabilistic compression model improves the model estimates compared to 
the deterministic model and removes the inherent bias. 
 
3.3.4. Posterior Estimates 
According to the general Bayesian approach, posterior estimates represent our updated 
state of knowledge about the compression model.  In this section, posterior statistics of 
Θ  are first computed assuming a noninformative prior and using the natural samples.  
The posterior statistics are then updated first using the artificially reconstructed 
mixtures, and then further updated using the reconstituted samples.  Table 3.3 lists the 
posterior statistics.  Fig. 3.5 shows the posterior estimates versus the laboratory 
measurements based on mean values of the unknown parameters for the natural samples.   
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Table 3.3. Posterior statistics of the unknown parameters for the natural samples 
Parameter Mean Standard deviation
Correlation coefficient 
1g ve  1c ve  cρ  α  σ  ρ  
1g ve  2.12 0.284 1     
1c ve  2.16 0.298 0.99 1    
cρ  0.295 0.015 0.94 0.94 1   
α  1.51 0.489 0.94 0.95 0.78 1  
σ  0.009 0.001 –0.04 –0.04 –0.03 –0.04 1 
ρ  0.126 0.047 –0.06 –0.07 –0.01 –0.13 0.01 1
 
The posterior means of the parameters are similar to the MLE ones based on the same 
samples.   
Starting from the posterior estimates based on the natural samples, we use Eq. 
(3.9) to update the posterior with data from the reconstructed samples.  Table 3.4 lists 
the updated posterior statistics and Fig. 3.6 shows the posterior predictions based on both 
the natural and reconstituted samples for the probabilistic compression model.  The  
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Fig. 3.5. Posterior estimates with the natural samples 
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Table 3.4. Updated posterior statistics of the unknown parameters for the natural 
samples and the artificially reconstructed mixtures 
Parameter Mean Standard deviation
Correlation coefficient 
1g ve  1c ve  cρ  α  σ  ρ  
1g ve  2.09 0.332 1     
1c ve  2.15 0.337 0.98 1    
cρ  0.251 0.011 0.73 0.71 1   
α  2.73 1.58 0.94 0.95 0.48 1  
σ  0.027 0.002 –0.23 –0.23 –0.11 –0.25 1 
ρ  0.195 0.039 0.06 0.04 –0.03 0.08 –0.03 1
 
updated posterior estimates reflect both the information content of the old and of the new 
data. The values of the updated posterior means of the unknown parameters are between 
the posterior estimates for the natural samples and the MLE for the artificially 
reconstructed mixtures.  However, the values of unknown parameters θ  are closer to the 
posterior statistics of the natural samples (100 data points) than the MLE for the  
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Fig. 3.6. Updated posterior estimates with the natural samples and the artificially 
reconstructed mixtures 
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Table 3.5. Updated posterior statistics of the unknown parameters for three samples 
Parameter Mean Standard deviation
Correlation coefficient 
1g ve  1c ve  cρ  α  σ  ρ  
1g ve  2.39 1.76 1     
1c ve  2.01 1.35 0.99 1    
cρ  0.226 0.022 0.96 0.96 1   
α  4.45 2.76 0.99 0.99 0.95 1  
σ  0.041 0.002 0.49 0.48 0.46 0.49 1 
ρ  0.199 0.032 –0.67 –0.67 –0.64 –0.67 –0.33 1
 
artificially reconstructed samples (60 data points).  This is due to the larger sample size 
of the natural data.  Due to the addition of new data with different information content, 
the updated model standard deviation increases. 
An additional posterior estimation is also carried out accounting for the 
information from the reconstituted samples.  Table 3.5 lists the posterior statistics 
associated with the three samples.  The posterior standard deviations of the model  
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Fig. 3.7. Updated posterior estimates with three samples 
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parameters reflect the statistical uncertainty in the estimates.  This uncertainty is 
epistemic and can be reduced by collecting more data.  The values of the coefficient of 
variation (COV) suggest that there is considerable uncertainty about the values of α  
and, to a lesser extent, of 1g ve , 1c ve , cρ , and ρ .  Fig. 3.7 shows the mean predicted 
versus the measured e  for all the data.  As expected, the values of the unknown 
parameters fall between posterior estimation for the natural samples and the MLE for the 
reconstituted samples but closer to the MLE based on the reconstituted samples (238 
data points). 
The results of the probabilistic compression model show that the model 
parameter cρ  is overestimated in the deterministic model and the parameters 1g ve , 1c ve , 
and α  are underestimated.  
Table 3.6. MAPE values for all the models 
Model Type of sample MAPE (%)
Deterministic estimations
Natural samples 8.865 
Artificially reconstructed mixtures 7.246 
Reconstituted samples 6.354 
MLE 
Natural samples 1.332 
Artificially reconstructed mixtures 5.071 
Reconstituted samples 6.224 
Posterior estimates 
Natural samples 1.332 
Natural samples and artificially 
reconstructed mixtures 3.009 
Natural samples, artificially 
reconstructed mixtures, and 
reconstituted samples  
5.209 
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The accuracy of the models can be assessed using the Mean Absolute Percent 
Error (MAPE) defined as 
 
1
ˆ1 100
n
i i
i i
e e
MAPE
n e
=
⎡ − ⎤
= ×⎢ ⎥⎣ ⎦∑  (3.15) 
where iˆe = the predicted value of ie  for each data point, and n = the number of 
observations used to assess the models.  The MAPE indicates the average relative error 
and is a measure of the accuracy of model predictions.  Table 6 lists the values of the 
MAPE computed using the deterministic, MLE, and posterior estimates.  It can be seen 
that the values of MAPE for the probabilistic models are lower than those of the 
deterministic model indicating that the proposed probabilistic models are more accurate. 
 
3.4. CONCLUSIONS 
Both the compression response and its variability must be characterized in order to 
estimate the probability of a differential settlement exceeding a certain threshold value.  
The work presented in this research introduces a probabilistic framework to address this 
issue in a rigorous manner, while preserving the format of a typical geotechnical 
settlement analysis.  In order to avoid dealing with different approaches for each 
category of soil, a unified compression model developed by Biscontin et al. (2007) was 
used to characterize the nonlinear compression behavior of soils of varying gradation 
through a single framework.  The simplified version of the deterministic model adopted 
for this work relies on a small number of parameters for each soil with similar 
mineralogy, irrespective of initial water content, depth, or stress history.  Although this 
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reduces the complexity in the probabilistic framework, the same approach can be 
adapted to deal with a more traditional consolidation geotechnical analysis.  As shown in 
the chapter, the results from a traditional laboratory testing program are used to compute 
the statistics of the model parameters and the uncertainty inherent in the model.  A 
Bayesian approach also provides a rigorous procedure for incorporating additional 
information and improving settlement estimates as more samples are tested. 
The next step in the process of estimating differential settlement requires the 
evaluation of the geometry and initial conditions in the field.  The probabilistic unified 
soil compression model developed in the chapter can then be used for an accurate 
reliability analysis that properly account for the prevailing uncertainties.   
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CHAPTER IV 
RELIABILITY ANALYSIS OF SETTLEMENT 
 
4.1. INTRODUCTION 
In general, soil deposit to support foundation results settlements.  Settlement is a serious 
problem for many structures and can cause significant damage.  Current practice in 
deterministic analysis of settlement assumes that the soil profile at a site is uniform from 
location to location, and only allows limited considerations on the variations of material 
properties and initial conditions within soil layers in spite of the wide range of 
compositions, gradations, and water contents in natural soils.  Traditionally, foundation 
settlements have been estimated using linear elastic soil models, or by Terzaghi’s 
consolidation theory, and then calculating the settlement with a deterministic analytical 
model.  These formulations are deterministic and tend to be conservative.  More 
recently, Baecher and Ingra (1981), Zeitoun and Baker (1992), Brzakala and Pula 
(1996), Nour et al. (2002), and Fenton and Griffiths (2002 and 2005) proposed 
probabilistic models for settlement analysis .  Existing analyses are based on the elastic 
theory whereas only few approaches considered the consolidation method.  In addition, 
little research work has been done on the effect of reliability tools, variable correlation 
function and changing stress state (Elkateb et al., 2003).  Finally, Jung et al. (2009) 
developed a probabilistic model to develop a framework able to account for uncertainties 
in a formal and logical manner.  The model was constructed based on a deterministic 
model form developed by Biscontin et al. (2007), which reflects the engineering 
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understanding of the phenomenon.  However this probabilistic model could not account 
for the variability of loading step in one-dimensional laboratory tests. 
This paper builds a new probabilistic compression model with based on the 
model developed by Jung et al. (2009) and to account the limitation stated above.  In 
order to account the limitation, the probabilistic compression model is formulated by 
using auto-regressive model.  Then, a Bayesian methodology is used to develop an 
unbiased probabilistic model that accurately predicts the settlements and account for all 
the prevailing uncertainties. 
As an application, the set of model parameters is calibrated using data from a 
well-documented case history in Venice, Italy.  The database includes soil properties and 
the field settlements obtained from a full-scale test embankment constructed near 
Venice.  A Bayesian approach is used for the model assessment accounting for both a 
prior knowledge based on the first set of data and additional data that became available 
at a later time.  The developed model is unbiased and accounts for the inherent 
uncertainties. 
The developed probabilistic model is used to assess the conditional probability 
(fragility) of exceeding a specified settlement threshold for a given vertical pressure.  
Predictive fragilities are developed with special attention given to the treatment and 
quantification of aleatory and epistemic uncertainties.  Sensitivity and importance 
measures are carried out to identify to which parameter(s) and random variable(s) are 
key for the reliability of the settlements.  The developed estimates provide a sound basis 
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for decision about the need to design for settlements and the type of intervention most 
suitable. 
This paper is composed of four sections.  Following this introduction, we 
develop the probabilistic model for soil compression using laboratory data and the 
Bayesian updating rule.  Next, we estimate the settlement for the Treporti Test Site 
(TTS) in the Venice Lagoon.  Then, the fragility estimates are developed.  Finally, we 
assess the sensitivity and importance measures. 
 
4.2. PROBABILITIC MODEL FOR SOIL COMPRESSION 
This section introduces a brief review of the probabilistic compression model based on a 
unified compression model.  Then we present the proposed probabilistic model by using 
the Bayesian updating rule with new formulation and additional laboratory data to 
estimate the differential settlement. 
 
4.2.1. Available Probabilistic Compression Model 
Biscontin et al. (2007) developed the unified compression model to describe the one-
dimensional compression response. The model converges to a linear limiting 
compression curve (K0-LCC) in a double logarithm of the void ratio and vertical 
effective stress (log log )ve p′−  at high stress level.  The one-dimensional compression 
response of this model can be characterized using a few model parameters ( cρ , 1c ve , 
1g ve , and α ).  Among these model parameters, the K0-LCC can be described by the 
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slope, cρ , which is the same irrespective of grain size for particular soil mineralogy and 
a reference void ratio, 1ve , at the atmospheric pressure, atp .  The parameter α  controls 
the curvature of the compression curve in the transitional regime preceding the K0-LCC.  
Also, the position of the K0-LCC defined by 1ve  is a function of the combination 
between clay fraction, FF , and the reference void ratio of the clay-water and granular 
phase, 1c ve  and 1g ve , respectively.  Where 1g ve = reference void ratio for the K0-LCC of 
the granular phase only, and 1c ve = reference void ratio for the K0-LCC of the clay-water 
phase only.  As a result, this model is uniquely characterized by the mineralogy of the 
soils, and is also able to describe a wide range of responses. 
Then, Jung et al. (2009) developed a probabilistic compression model including 
the parameters.  The aim of this probabilistic model is (a) to eliminate the bias after 
correcting the input parameters in the original unified compression model, and (b) to 
properly account for the aleatory and epistemic uncertainties, in the prediction process.  
To account for the uncertainty in the model, additive error term, iσε , was considered, 
where iε =  random variable with zero mean and unit variance and σ = the standard 
deviation of the model error.  In the model, the void ratio ie  at a given vertical stress, 
vip′ , depends on the mean void ratio and stress computed at the previous loading step 
1 1(E( ),  )i vie p− −′  in the probabilistic model for each compression curve.  According to 
Jung et al. (2009), the probabilistic compression model is written as 
 
 
69
 
 
 
( ) ( ) ( )( )
( )1/1 1
1
at 1 1 1
E ,
, E , 1 1 1 ,    1,...,
, ,
c
i vi vivi
i i c i k
viv g v c v
e p ppe e i n
p pe e e FF
αρ
σ
σ σ ρ σε− −
−
⎧ ⎫⎧ ⎫⎡ ⎤⎛ ⎞⎡ ⎤ ′ ′−′⎪ ⎪⎪ ⎪⎣ ⎦⎢ ⎥⎜ ⎟= − − − + =⎡ ⎤⎨ ⎨ ⎬ ⎬⎣ ⎦ ⎜ ⎟⎢ ⎥ ′⎪ ⎪ ⎪ ⎪⎝ ⎠⎣ ⎦⎩ ⎭⎩ ⎭
θ
θ θ  (4.1) 
where 1 1 c( , , , )g v c ve e ρ α=θ = a vector of unknown model parameters, kn = the number of 
data points in each one-dimensional compression curve, where k indicates a specific 
sample.  In assessing the probabilistic model two assumptions are made: (1) the 
homoskedasticity assumption that assumes that σ  is approximately constant over the 
range of the data used to assess the model, and (2) the normality assumption that 
assumes that ε  is normally distributed. 
Furthermore, the coefficient of correlation, ρ , between two values of the errors 
iε  and jε  within the same test was introduced and it was assumed that the predictions 
on two different compression curves are uncorrelated.  Finally, the unknown model 
parameters were ( , , )σ ρ=Θ θ .  A more detailed description of the probabilistic 
compression model can be found in Jung et al. (2009). 
 
4.2.2. Formulation of the Proposed Probabilistic Compression Model 
We now propose a new model to update the probabilistic compression accounting on the 
step of the loading in one-dimensional compression tests.  In proposed model, we 
employ lognormal distribution of the void ratio and unit-median error term.  Therefore, 
the updated probabilistic compression model can be written as 
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 where 1( )i vi vip p
βσ σ
−
= − = the standard deviation of the model error, 
( , , , )σ β ρ= =Θ θ a set of unknown model parameters, iε = random variable with zero 
mean and unit variance.  A logarithmic variance stabilizing transformation is used to 
satisfy the following two assumptions: (1) σ  is constant (homoskedasticity assumption) 
and (2) iε  are normally distributed with zero mean and unit standard deviation. 
Then, we made the same assumption for the coefficient of correlation.  
Therefore, the covariance matrix for the variables iε  in m  different test each with kn  
data points per test can be written 
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As a result, the unknown model parameters are only seven ( , , , )σ β ρ= =Θ θ a set 
of unknown model parameters. 
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4.3. MODEL ASSESSMENT 
The proposed approach to build the probabilistic compression model is based on the 
Bayesian updating rule.  The proposed approach is capable of incorporating all types of 
available information, including mathematical models, laboratory data. 
 
4.3.1. Bayesian Updating Rule 
In the proposed Bayesian approach, the unknown parameters Θ are estimated by use of 
the updating rule (Box and Tiao 1992) 
 ( ) ( ) ( )p L p∝ κΘ y Θ y Θ  (4.4) 
where ( | )p Θ y  is the posterior distribution representing our updated state of knowledge 
about Θ  based on the information in the observation y , ( | )L Θ y  is the likelihood 
function representing the objective information on Θ  contained in the experimental data 
y , ( )p Θ  is the prior distribution that reflects our state of knowledge about Θ  prior to 
obtaining the experimental data, and -1= [ ( | ) ( )  ]L p dκ ∫ Θ y Θ Θ  is a normalizing factor. 
 Due to the lack of prior information, we use a noniformative prior distribution 
constructed following Jung et al. (2009).  Furthermore, details on the formulation of the 
likelihood function can also be found in Jung et al. (2009). 
 
4.3.2. Laboratory Data 
Three sets of natural samples, artificially reconstructed mixtures, and reconstituted 
samples on one-dimensional laboratory tests from Biscontin et al. (2007) were used for 
the assessment of probabilistic model in Jung et al. (2009).  Among these data sets, Jung  
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Table 4.1. Ranges of the material properties from the data used in Jung et al. (2008) (A) 
and when including the new additional data (B) 
Sample Material property Range (A) Range (B) 
Natural samples Soil class CL, ML CL, ML, SP-SM 
 0e  
0.643 – 
1.161 0.622 – 1.161 
 FF 0.2 – 0.78 0.01 – 0.78 
Artificially reconstructed 
mixtures Soil class - - 
 0e  
0.680 – 
1.230 0.680 – 1.230 
 FF 0.67 – 0.01 0.67 – 0.01 
Reconstituted samples Soil class ML, SP-SM ML, SP-SM 
 0e  
0.570 – 
1.270 0.570 – 1.270 
 FF 0.01 – 0.11 0.01 – 0.11 
 
et al. selected 9 sets of the natural samples which reached the K0-LCC regime and cρ , 6 
sets of the artificially reconstructed mixtures, and 7 sets of the reconstituted samples.  
Therefore, the data was composed of 100 data points from the natural samples, 60 data 
points from artificially reconstructed mixtures, and 238 data points from the 
reconstituted samples. 
We consider the 8 new data sets (84 points) from natural samples to update the 
probabilistic model.  Table 4.1 shows a comparison between the ranges of the material 
properties of the soil used in Jung et al. (2009) and the new expanded ranges after 
including the new data sets. 
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4.3.3. Proposed Probabilistic Compression Model 
The probabilistic compression model is updated using the new probabilistic model and 
the laboratory data.  Table 4.2 lists the posterior statistics of the parameters Θ .  We note 
that the standard deviations of the model parameters reflect the statistical uncertainty in 
the posterior estimates.  This epistemic uncertainty can be reduced by collecting more 
data. 
Fig. 4.1 shows the mean error predictions between measured and predicted void 
ratio using the results of the posterior statistics based on the proposed probabilistic 
compression model.  The data are shown as dots (•).  It is noted that for a perfect model, 
the data should line up along the zero error line.  Also, the dotted lines indicate the 
region within σ±  in the proposed probabilistic model. 
 
Table 4.2.Posterior statistics of the unknown parameters  
Parameter Mean Standard deviation 
Correlation coefficient 
1g ve 1c ve  cρ  α  σ  β  ρ  
1g ve  2.63 0.239 1       
1c ve  2.81 0.303 0.96 1      
cρ  0.233 0.021 0.66 0.57 1     
α  5.86 2.83 0.89 0.93 0.29 1    
σ  0.009 0.001 0.13 0.03 0.26 –0.01 1   
β  0.296 0.017 –0.11 –0.01 –0.31 0.05 –0.76 1  
ρ
 
0.709 0.053 0.06 0.04 –0.02 0.06 0.62 –0.02 1 
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Fig. 4.1. Comparison between measured and predicted void ratio based on the proposed 
probabilistic model 
 
4.4. SETTLEMENT ESTIMATES 
In this section, we develop a probabilistic model to estimate the settlement of 
foundations using field/laboratory data and the proposed probabilistic compression 
model. 
The estimates of the foundation settlements are constructed using the one-
dimensional settlement.  In general, the total settlement S  can be calculated by summing 
the settlement in individual layers, iHΔ , with varying compression properties or the 
initial void ratio with depth 
 ( ) ( ) 0
1 1 0
,
1
r r
i
i i
i i i
e
S H H
e
= =
Δ⎡ ⎤
= Δ = ⎢ ⎥
+⎣ ⎦∑ ∑
Θ
x Θ  (4.5) 
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where, 0( ) ( )i i ie e eΔ = − =Θ Θ  the change in void ratio due to a given pressure P , 
0ie = initial void ratio, and 0iH = the thickness of each soil layer, 0 0( , , )i iP e H= =x  
loading conditions, material properties and geometry that in general are random  
As an application of the probabilistic model to estimate the foundation 
settlement, we employ the field and laboratory data presented by Simonini (2004).  A 
number of successive and comprehensive geotechnical studies have been carried out to 
characterize the Venetian soils.  Extensive work started at TTS with the field and 
laboratory characterization of the site by constructing a circular reinforced earth 
embankment reaching a 6.7 m height and 40 m diameter corresponding to about 106.5 
kPa for a vertical pressure, P , at the end of construction.  Simonini (2004) provided the 
site investigations, the laboratory investigations, and the monitoring of the vertical 
displacement under the center of the embankment.  In the Eq. (4.5), the change in the 
void ratio can be calculated based on the probabilistic compression model using the 
initial conditions and the final conditions associated with the P .  In order to compute the 
increase in stress, vPΔ , due to the circular loading, Boussinesq’s equation is used under 
the center of the embankment. 
First, we determine the composition and the soil properties of the subsoil for the 
TTS.  Then, the probabilistic compression model which aims to improve the accuracy of 
the settlement predictions by removing a potential bias associated with the prevailing 
uncertainties is used to estimate the foundation settlements.  Table 4.3 lists the 
distribution model, mean, and standard deviation of x .  The mean values are based on 
the database (Simonini, 2004).  The standard deviations are based on an assumed value  
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Table 4.3. Distribution model, mean, and standard deviation of a vector of measurable 
variables  
Variable Distribution Mean Standard deviation 
P  Lognormal 106.5 10.65 
01e  Lognormal 1.10 0.11 
02e  Lognormal 1.10 0.11 
03e  Lognormal 1.05 0.11 
04e  Lognormal 1.00 0.10 
05e  Lognormal 1.27 0.13 
06e  Lognormal 1.05 0.11 
07e  Lognormal 0.89 0.09 
08e  Lognormal 0.89 0.09 
09e  Lognormal 0.91 0.09 
010e  Lognormal 0.87 0.09 
011e  Lognormal 1.02 0.10 
012e  Lognormal 0.87 0.09 
013e  Lognormal 0.90 0.09 
014e  Lognormal 1.14 0.11 
015e  Lognormal 0.90 0.09 
016e  Lognormal 1.01 0.10 
017e  Lognormal 0.95 0.10 
018e  Lognormal 0.90 0.09 
019e  Lognormal 0.91 0.09 
020e  Lognormal 0.96 0.10 
021e  Lognormal 0.94 0.09 
022e  Lognormal 0.89 0.09 
023e  Lognormal 0.82 0.08 
024e  Lognormal 0.78 0.08 
025e  Lognormal 0.84 0.08 
026e  Lognormal 0.91 0.09 
027e  Lognormal 1.51 0.15 
028e  Lognormal 0.92 0.09 
029e  Lognormal 1.10 0.11 
030e  Lognormal 1.10 0.11 
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Table 4.3. (Continued.) 
Variable Distribution Mean Standard deviation 
031e  Lognormal 0.88 0.09 
032e  Lognormal 1.02 0.10 
033e  Lognormal 0.95 0.10 
034e  Lognormal 0.93 0.09 
035e  Lognormal 0.88 0.09 
036e  Lognormal 0.98 0.10 
037e  Lognormal 1.22 0.12 
038e  Lognormal 1.15 0.12 
039e  Lognormal 1.14 0.11 
040e  Lognormal 1.03 0.10 
041e  Lognormal 0.94 0.09 
042e  Lognormal 1.08 0.11 
043e  Lognormal 1.04 0.10 
044e  Lognormal 1.20 0.12 
045e  Lognormal 0.86 0.09 
046e  Lognormal 0.98 0.10 
047e  Lognormal 1.05 0.11 
048e  Lognormal 1.08 0.11 
049e  Lognormal 1.33 0.13 
050e  Lognormal 1.24 0.12 
051e  Lognormal 1.32 0.13 
052e  Lognormal 0.83 0.08 
053e  Lognormal 0.85 0.09 
054e  Lognormal 0.90 0.09 
055e  Lognormal 1.04 0.10 
056e  Lognormal 0.85 0.09 
057e  Lognormal 1.03 0.10 
058e  Lognormal 0.83 0.08 
059e  Lognormal 0.99 0.10 
060e  Lognormal 1.02 0.10 
061e  Lognormal 0.91 0.09 
062e  Lognormal 1.00 0.10 
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Table 4.3. (Continued.) 
Variable Distribution Mean Standard deviation 
063e  Lognormal 0.98 0.10 
064e  Lognormal 0.90 0.09 
065e  Lognormal 1.01 0.10 
066e  Lognormal 0.94 0.09 
067e  Lognormal 1.08 0.11 
068e  Lognormal 1.02 0.10 
069e  Lognormal 1.13 0.11 
070e  Lognormal 0.84 0.08 
071e  Lognormal 0.77 0.08 
072e  Lognormal 0.84 0.08 
073e  Lognormal 0.99 0.10 
074e  Lognormal 0.92 0.09 
075e  Lognormal 0.89 0.09 
076e  Lognormal 0.98 0.10 
077e  Lognormal 1.00 0.10 
078e  Lognormal 0.75 0.08 
079e  Lognormal 0.88 0.09 
080e  Lognormal 0.79 0.08 
081e  Lognormal 0.90 0.09 
082e  Lognormal 1.03 0.10 
083e  Lognormal 1.21 0.12 
084e  Lognormal 0.78 0.08 
085e  Lognormal 0.86 0.09 
086e  Lognormal 0.91 0.09 
087e  Lognormal 1.03 0.10 
088e  Lognormal 0.96 0.10 
089e  Lognormal 0.92 0.09 
090e  Lognormal 0.90 0.09 
091e  Lognormal 1.40 0.14 
092e  Lognormal 1.14 0.11 
093e  Lognormal 1.10 0.11 
094e  Lognormal 1.17 0.12 
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Table 4.3. (Continued.) 
Variable Distribution Mean Standard deviation 
095e  Lognormal 1.19 0.12 
096e  Lognormal 0.86 0.09 
097e  Lognormal 0.95 0.10 
098e  Lognormal 0.95 0.10 
099e  Lognormal 0.89 0.09 
01H  Lognormal 0.50 0.05 
02H  Lognormal 0.63 0.06 
03H  Lognormal 0.53 0.05 
04H  Lognormal 0.30 0.03 
05H  Lognormal 0.25 0.03 
06H  Lognormal 0.25 0.03 
07H  Lognormal 0.65 0.07 
08H  Lognormal 1.05 0.11 
09H  Lognormal 0.80 0.08 
010H  Lognormal 0.75 0.08 
011H  Lognormal 0.80 0.08 
012H  Lognormal 0.50 0.05 
013H  Lognormal 0.50 0.05 
014H  Lognormal 0.45 0.05 
015H  Lognormal 0.25 0.03 
016H  Lognormal 0.25 0.03 
017H  Lognormal 0.70 0.07 
018H  Lognormal 1.20 0.12 
019H  Lognormal 1.05 0.11 
020H  Lognormal 0.80 0.08 
021H  Lognormal 1.20 0.12 
022H  Lognormal 1.40 0.14 
023H  Lognormal 0.90 0.09 
024H  Lognormal 0.85 0.09 
025H  Lognormal 1.20 0.12 
026H  Lognormal 0.75 0.08 
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Table 4.3. (Continued.) 
Variable Distribution Mean Standard deviation 
027H  Lognormal 0.25 0.03 
028H  Lognormal 0.40 0.04 
029H  Lognormal 0.50 0.05 
030H  Lognormal 0.45 0.05 
031H  Lognormal 0.35 0.04 
032H  Lognormal 0.30 0.03 
033H  Lognormal 0.35 0.04 
034H  Lognormal 0.50 0.05 
035H  Lognormal 0.55 0.06 
036H  Lognormal 0.35 0.04 
037H  Lognormal 0.20 0.02 
038H  Lognormal 0.20 0.02 
039H  Lognormal 0.30 0.03 
040H  Lognormal 0.40 0.04 
041H  Lognormal 0.40 0.04 
042H  Lognormal 0.40 0.04 
043H  Lognormal 0.50 0.05 
044H  Lognormal 0.60 0.06 
045H  Lognormal 0.50 0.05 
046H  Lognormal 0.30 0.03 
047H  Lognormal 0.20 0.02 
048H  Lognormal 0.30 0.03 
049H  Lognormal 0.35 0.04 
050H  Lognormal 0.25 0.03 
051H  Lognormal 0.25 0.03 
052H  Lognormal 0.35 0.04 
053H  Lognormal 0.30 0.03 
054H  Lognormal 0.30 0.03 
055H  Lognormal 0.50 0.05 
056H  Lognormal 0.55 0.06 
057H  Lognormal 0.45 0.05 
058H  Lognormal 0.30 0.03 
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Table 4.3. (Continued.) 
Variable Distribution Mean Standard deviation 
059H  Lognormal 0.25 0.03 
060H  Lognormal 0.25 0.03 
061H  Lognormal 0.30 0.03 
062H  Lognormal 0.55 0.06 
063H  Lognormal 0.65 0.07 
064H  Lognormal 0.40 0.04 
065H  Lognormal 0.20 0.02 
066H  Lognormal 0.20 0.02 
067H  Lognormal 0.30 0.03 
068H  Lognormal 0.70 0.07 
069H  Lognormal 0.60 0.06 
070H  Lognormal 0.35 0.04 
071H  Lognormal 0.45 0.05 
072H  Lognormal 0.40 0.04 
073H  Lognormal 0.40 0.04 
074H  Lognormal 0.30 0.03 
075H  Lognormal 0.30 0.03 
076H  Lognormal 0.40 0.04 
077H  Lognormal 0.40 0.04 
078H  Lognormal 0.45 0.05 
079H  Lognormal 0.45 0.05 
080H  Lognormal 0.45 0.05 
081H  Lognormal 0.55 0.06 
082H  Lognormal 0.40 0.04 
083H  Lognormal 0.20 0.02 
084H  Lognormal 0.20 0.02 
085H  Lognormal 0.20 0.02 
086H  Lognormal 0.35 0.04 
087H  Lognormal 0.50 0.05 
088H  Lognormal 0.60 0.06 
089H  Lognormal 0.70 0.07 
090H  Lognormal 0.65 0.07 
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Table 4.3. (Continued.) 
Variable Distribution Mean Standard deviation 
091H  Lognormal 0.60 0.06 
092H  Lognormal 0.50 0.05 
093H  Lognormal 0.45 0.05 
094H  Lognormal 0.65 0.07 
095H  Lognormal 0.65 0.07 
096H  Lognormal 0.65 0.07 
097H  Lognormal 1.10 0.11 
098H  Lognormal 1.30 0.13 
099H  Lognormal 1.50 0.15 
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for the coefficient of variation (COV) which reflects the confidence in the accuracy of 
the results of the site investigation.  We use 10% COV. 
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Fig. 4.2. Comparison between the predicted settlement and the monitored results 
for (a) accumulated and (b) differential settlements in TTS 
 
On the basis of the probabilistic compression model and Eq. (4.5), Fig. 4.2 
compares the predicted median settlement and the monitored results for accumulated and 
differential settlements in TTS.  The computed overall settlement is closed to the 
monitored results.  However, the estimates of the differential settlement in the depths 3 
m and 10~20 m are lower than those monitored in the field.  The reason for this might be 
that the probabilistic model is based on the Malamocco Test Sits (MTS) whereas the soil 
properties which show the same mineralogy characteristics with MTS are based on the 
TTS, approximately 20 km from TTS but still in Venice Lagoon. 
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4.5. FRAGILITY ASSESSMENT OF FOUNDATION SETTLEMENT 
Fragility is defined as the conditional probability of attaining or exceeding prescribed 
limit states for a given set of demand variables.  In this proposed work, we estimate the 
conditional probability (fragility) of attaining or exceeding a specified settlement 
threshold for a given value of the vertical pressure P .  Following the conventional 
notation in structural reliability theory (Ditlevsen and Madsen, 1996), let ( , )g x Θ  be a 
mathematical model describing the limit state of interest.  The limit state function, 
( , )g x Θ , is defined such that the event { ( , ) 0}g ≤x Θ  denotes the attainment or 
exceedance of the limit state.  Where x  denotes a vector of measurable variables and Θ  
denotes a vector of model parameters. 
Using the settlement model in Eq. (4.5) and considering a specified threshold 
settlement, TS , the limit state functions can be formulated as 
 ( ) ( ), ,Tg S S= −x Θ x Θ  (4.6) 
The fragility of a foundation can be formulated as 
 ( ) ( ){ }, , P , 0 ,T TF S P g S P⎡ ⎤= ≤⎣ ⎦Θ x Θ  (4.7) 
where P[ | ]A b  denotes the conditional probability of event A  for the given values of 
variable(s) b .  The uncertainty in the event for the given TS  and P  arises from the 
inherent randomness in the variables x , the inexact nature of the settlement model 
( , )S x Θ  (or its sub-models), and the uncertainty inherent in the model parameters Θ . 
To incorporate the epistemic uncertainties inherent in the model parameters Θ , 
we consider Θ  as random variables.  The predictive estimate of fragility, ( , )TF S P% , is 
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the expected value of ( , , )TF S P Θ  over the posterior distribution of Θ  (Gardoni et al. 
2002b), i.e., 
 ( ) ( ), , , ( )T TF S P F S P f d= ∫ Θ Θ Θ%  (4.8) 
where ( )=f Θ the posterior probability density function of Θ . 
The Mote Carlo simulation (MC) and first order reliability method (FORM) is 
used in this study to estimate the fragility ( , )TF S P% , since a closed-form solution of Eq. 
(4.8) is generally not available. 
The probability of exceedance for the settlement applied to TTS is a function of 
the vertical pressure, P , and of the specified threshold settlement, TS .  Fig. 4.3 
represents a conceptual three dimensional plot that show the probability of exceedance 
versus P  and TS .  This figure shows that for a given P  the probability of exceedance  
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Fig. 4.3. Conceptual plot of the probability of exceedance, the vertical pressure and the 
specified threshold settlement 
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decrease as TS  increases, and for a given TS  the probability of exceedance increase as 
P  increase. 
 
4.5.1. Bounds on fragility 
It is desirable to determine the contribution to the uncertainty in the fragility using form 
estimate due to the epistemic uncertainties.  This uncertainty is reflected in the 
probability distribution of ( , , )TF S P Θ  relative to the parameters Θ .  Following Gardoni 
et al. (2002b), approximate confidence bounds can be written as 
 ( ) ( ) ( ) ( ){ }β ββ , , ,  β , ,T T T TS P S P S P S Pσ σ⎡ ⎤ ⎡ ⎤Φ − − Φ − +⎣ ⎦ ⎣ ⎦% %  (4.9) 
where [ ]Φ ⋅ = the cumulative probability function of a standard normal random variable, 
1β( , , ) [1 ( , , )]T TS P F S P
−
= Φ − =Θ Θ the generalized reliability index, and  
 ( ) ( ) ( )T2β , β , β ,T T TS P S P S Pσ ≈ ∇ ∇Θ ΘΘ ΘΣ  (4.10) 
where β( , )TS P∇ =Θ the gradient row vector of β( , , )TS P Θ  at the mean point ΘM , and 
=ΘΘΣ the posterior covariance matrix of Θ . 
Fig. 4.4 shows the probability of exceedance with respect to (a) TS  at P = 106.5 
kPa and (b) P  at TS = 450 mm.  The circles indicate the predictive fragilities using MC), 
the dashed lines indicate the predictive fragilities using FORM and the dotted lines 
represent the approximate confidence bounds.  It can be observed that the probabilities 
of exceedance estimated by MC are very close to ones estimated by FORM since we 
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have only one limit state.  The dispersion indicated by the confidence bounds represent 
the influence of the epistemic uncertainty in the model parameters Θ . 
 
4.6. SENSITIVITY AND IMPORTANCE MEASURES 
In this section, first we compute the sensitivity measures for the parameters used in the 
estimate of the foundation settlement.  Then, we assess the importance measures for all 
random variable in the probabilistic model.  We note that the sensitivity and importance 
measures are computed by using FORM. 
 
4.6.1. Sensitivity Measures 
In the reliability assessment, sensitivity analysis is used to determine the effects on the 
reliability of the foundation settlement of changes in the parameters in the limit state 
function or in the distribution of the random variables.  We can consider the influence on 
β and p  of unit changes in E( )Θ  and E( )x .  where E( )⋅  indicates the mean of a 
random variable.  The sensitivity measures can be computed following Hohenbichler 
and Rackwitz (1986).  The gradient of the first-order reliability approximation of the 
failure probability is obtained by using the chain rule of the differentiation as 
 ( ) ( ) ( ) ( ) ( )E ,E E ,Eβ βp ϕ⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦∇ = − ∇Θ x Θ x  (4.11) 
where p = probability of the failure estimate using FORM, and ( )ϕ ⋅ = the standard 
normal probability of density function, [E( ),E( )]β∇ =Θ x the derivative of the reliability index 
β  with respect to E( )Θ  and E( )x . 
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Fig. 4.4. Predictive fragility with confidence bounds as a function of (a) TS  at a given 
P = 106.5 kPa and (b) P  at a given TS = 450 mm 
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 In this analysis, the means of the random variables and radius of the embankment, R , 
are considered as the parameters for the sensitivity analysis.  Since we are interested in 
the sensitivities of β  with respect to the mean of each random variable, we need to scale 
β
g
∇Θ  to compare the sensitivity measures of all parameters.  On this basis we define the 
vector δ  
 β
g
= ∇Θδ D  (4.12) 
where =D the diagonal matrix with diagonal elements given by the standard deviation 
of each random variable.  We note that the vector δ  renders the element of these vectors 
dimensionless and makes the parameter variations proportional to the corresponding 
standard deviations, which are measures of the underlying uncertainties.. 
 Fig. 4.5(a) shows the sensitivity measures as a function of TS  for P = 106.5 kPa.  
E( )cρ , E( )α , and 1E( )g ve  have larger effects on fragility while 1E( )c ve , E( )σ , and 
E( )β  have smaller effects  We also computed the sensitivity measures for E( )x  
corresponding to each layer.  The sensitivity measures with respect to them are 
negligible because they are basically zero.  Therefore, we do not show them here.  
Among those parameters, E( )α  and E( )cρ  are the most effective in increasing the 
specified threshold settlements. 
Similarly, Fig. 4.5(b) shows the sensitivity measures as a function of P  at a 
given TS = 450 mm.  The foundation settlement fragility is most sensitive to the means 
E( )cρ  up to around 80 kPa of the vertical pressure.  E( )α  then becomes the most 
sensitive parameter.  In general, the positive sign of the sensitivity measure of each  
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Fig. 4.5. Sensitivity measures for the parameters as a function of (a) TS  at a given 
P = 106.5 kPa and (b) P  at a given TS = 450 mm 
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parameter indicate a “resistance” variable and the negative sign means a “load” variable 
in the limit state function. 
 
4.6.2. Importance Measures 
We have several random variables which have different contributions to the variability 
of the limit state function defied in Eq. (4.6).  Following Der Kiureghian and Ke (1995), 
the importance measure can be defined as 
 
T
,
T
,
ˆ
ˆ
∗ ∗
∗ ∗
′
=
′
u zT
u z
α J D
γ
α J D
 (4.13) 
where ( , )= =z x Θ the vector of the random variables, 
,∗ ∗
=
u z
J the Jacobian through 
which the probability is transformed from the original space z  into the standard normal 
space u , with respect to the coordinates of the most likely failure realization ∗x , ′ =D  
the standard deviation diagonal matrix of equivalent normal variables ′z , defined by the 
linearized inverse transform 
,
( )∗ ∗∗ ∗′ = + −u zz z J u u  at the design point αˆ .  The element 
of ′D  are the square roots of the corresponding diagonal elements of the covariance 
matrix 
, ,∗ ∗ ∗ ∗
′ =
T
z u z u
Σ J J  of the variables ′z . 
Fig. 4.6 shows the importance measures of all random variables for the 
foundation settlement fragility over (a) TS  at a given P = 106.5 kPa and (b) P  at a given 
TS = 450 mm.  Similar observations for the sensitivity measures can be made for the 
importance measures.  For both the results, we can see that cρ  is the highest important 
variable then α  is the second highest important variable. 
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Fig. 4.6. Importance measures for the random variables as a function of (a) TS  at a given 
P = 106.5 kPa and (b) P  at a given TS = 450 mm 
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4.7. CONCLUSIONS 
The probabilistic model for soil compression is updated to improve the accuracy of the 
existing model by removing a potential bias incorporating the prevailing uncertainties.  
The proposed probabilistic model is then used in a formulation to assess the computation 
of the settlement for the foundations.  The settlement predictions based on the 
probabilistic model compare well with monitored data.  Fragility estimates are 
developed in this study along with sensitivity and importance measures. 
Fragility estimates for the settlement applied to the Treporti Test Site (TTS) in 
Italy show that the probability of exceedance decrease as the specified threshold 
settlement increase at a given the vertical pressure, and the probability of exceedance 
increase as the vertical pressure increases at a given the specified threshold settlement. 
The sensitivity measures indicates that means of the slope of K0-LCC regime, 
E( )cρ , model parameter controlling the curvature, E( )α , and the reference void ratio 
for the K0-LCC of the granular phase, 1E( )g ve ,  have larger effects on fragility while the 
means of the reference void ratio for the K0-LCC of the clay-water phase, 1E( )c ve , and 
the model parameters corresponding to the standard deviation, E( )σ  and E( )β , have 
smaller effects over the vertical pressure increase and the specified threshold settlement. 
Importance measures are also computed for the random variables in the limit 
state function of the fragility estimates.  The similar trends can be made for the 
importance measures.  In addition, these measures indicate that the slope of K0-LCC 
regime, cρ , is the most important random variable for small values of the settlement 
 
 
94
 
 
 
threshold then the model parameter controlling the curvature, α , becomes the second 
most important random variable. 
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CHAPTER V 
RELIABILITY ANALYSIS OF TIME-DEPENDENT SETTLEMENT 
 
5.1. INTRODUCTION 
When a soil deposit is loaded, deformations of soils will occur over the time resulted in 
settlement.  In geotechnical engineering, the total settlement can be divided into three 
categories including immediate, consolidation, and secondary settlement.  Among these 
components, consolidation settlement is time dependent process in saturated fine-grained 
soils. During the consolidation, the changes in permeability and compressibility can 
affect the generation of excess pore pressure, since the rate of settlement depends on the 
rate of dissipation of the pore pressure.  Terzaghi adopted these concepts to the 
consolidation theory.  Then Biot (1941) extended Terzaghi’s one-dimensional theory to 
three dimensional case and consideration of equation valid for any load variable with 
time.  Many researchers have been proposed more general one-dimensional model based 
on Terzaghi’s one-dimensional theory which considers the variations in compressibility, 
permeability and time (Davis and Raymond, 1965; Zhuang et al. 2005; and others). 
However, it seems that the research on the probabilistic consolidation theory is 
very limited.  In this paper, based on the Terzaghi’s one-dimensional theory, a solution is 
derived for the Venice soil incorporating with finite element method. 
In this study, finite element method is employed to estimate excess pore pressure.  
Then the probabilistic compression model developed in Chaper IV is adopted to estimate 
foundation settlement at different time.  The fragility estimate analysis is conducted.  
Furthermore, sensitivity and importance measures are also computed. 
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The method of estimating the time-dependent settlement can be summarized as 
followings: (1) Compute the excess pore pressure at certain time using a one-
dimensional consolidation based on a Terzaghi solution (2) Compute the settlement of 
the foundation at certain time using a probabilistic compression model (3) Estimate the 
fragility , sensitivity and importance measures using First Order Reliability Method 
(FORM). 
 
5.2. NUMERICAL ANALYSIS 
In general, the effective stress can be written as 
 e T uσ σ= −  (5.1) 
 
where Tσ = the current total stress, eσ = the current effective stress, and u = the excess 
pore pressure. 
During the consolidation, the pore pressure will dissipate due to the loading 
stage.  Eq. (5.1) can be written as a function of time, t . 
 ( ) ( ) ( )e Tt t u tσ σ= −  (5.2) 
 
Therefore, the time-dependent settlement depends on the portion of the excess 
pore pressure under time.  Thus, the time-dependent settlement can be compute using the 
effective stress at certain time.  In order to compute the excess pore pressure we employ 
finite element method (FEM).  Then, the probabilistic soil compression model is used to 
estimate the time-dependent settlement. 
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5.2.1. Finite Element Method 
The stresses due to the loading are estimated by FEM.  A very simple approach has been 
used to represent stress-strain response of the soil.  For the FEM analysis, we consider a 
circular loading on a linearly elastic and isotropic condition.  The analysis also employs 
linear displacement rectangular elements and is capable of simulating an elastic modulus 
profile that increases linearly with depth.  The steps for the FEM analysis are consist of 
(1) defining input data and creating mesh, (2) creating global stiffness matrix including 
strain-displacement matrix, constitutive matrix, and element stiffness matrix, (3) 
imposing of displacement boundary conditions, (4) solving for displacement with a load 
vector, and (5) computing the stresses. 
We consider the 4-node uniform rectangular elements created from a grid of m 
nodes in the y-direction and n nodes in the x-direction.  Each element has a horizontal 
dimension, a , and vertical dimension, b .  
In the consolidation theory, the behavior of soil combines equilibrium equations, 
stress strain relations, strain-displacement relations, and continuity equation.  In FEM 
analysis, these equations are first calculated on the element and later assembled in to 
global matrix.  The displacement vector, Δd , within an element can be formulated in 
terms of the displacement vector at the nodes, eΔd  
 e=Δd BΔd  (5.3) 
where, =B the vector of shape function,  
Then, the equilibrium equation for each element can be formulated to describe 
deformational behavior. 
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 e=Δε CΔd  (5.4) 
where, =C the matrix containing the derivatives of shape function,  
 The vector of stress components, Δσ , can be determined using the vector of 
constitutive , D  
 =Δσ DΔε  (5.5) 
The element matrix, eK , is given as 
 Te Vol dVol= ∫K B DB  (5.6) 
 
All elements are then combined to form the global stiffness matrix using an 
element stress-strain matrix.   
 G eG G=K Δd R  (5.7) 
 
where G =K the global stiffness matrix, eG =Δd the vector of nodal displacements, and 
G =R the vector of nodal forces. 
The boundary conditions in the FEM simulation contain a displacement and a 
drainage condition.  It is assumed that there are no horizontal displacements under the 
center of the loading.  The free drainage conditions are also assumed.  The stress and 
strain from FEM analysis can be obtained as the secondary quantities.  The excess pore 
pressure under embankment loading was determined by Henkel (1960) for plain strain 
condition following as  
 ( ) ( ) ( ) ( )2 2 21 2 3 1 2 2 3 3 113u σ σ σ κ σ σ σ σ σ σΔ = Δ + Δ + Δ + Δ − Δ + Δ − Δ + Δ − Δ  (5.8) 
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where uΔ = excess pore pressure, κ = Henkel’s pore pressure parameter, and 
1 2 3, ,σ σ σΔ Δ Δ = change in major, intermediate, and minor stresses. 
Terezaghi’s consolidation theory is employed to describe the fluid flow through 
void in the soil considering the continuity of the flow.  The continuity indicates that the 
volume of water flowing out is equal to the volume change of the water.  Then, we 
consider the discrete problem of time domain since consolidation depends on the rate of 
pore pressure dissipation under the time using uncoupled analysis.  After defining 
governing equation for an element, the assembled matrices for all elements can be 
obtained.  The boundary conditions can be also introduced.  In this study, since implicit 
θ  method is unconditionally stable the implicit method scheme is used. 
 1 1t t t tu u ut t
θ θ+Δ
⎛ ⎞
+ = −⎜ ⎟Δ Δ⎝ ⎠K Q Q K& & &  (5.9) 
 
where TvVol C dVol= ∫K B B , TVol dVol= ∫Q H H , and vC = coefficient of consolidation. 
 
5.2.2. Excess Pore Pressure Estimates Using Finite Element Method 
Since we assumed the linearly elastic, the elastic modulus profile can be written as 
 ( ) 0 1E y E E y= +  (5.10) 
where, 0E = the elastic modulus at the ground surface and 1E = the rate of increase in 
elastic modulus with depth y . 
The embankment was constructed to reach the final elevation at a 6.7 m height 
and 40 m diameter corresponding to about 106.5 kPa for a vertical pressure, P , at the  
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Table 5.1.Input variables for FEM analysis 
Parameter value 
0E  35000 (kPa) 
0E  3000 (kPa) 
a  0.5 
b  0.5 
m  150 
n  150 
fn  41 
Poisson ratio 0.15 
κ  1 
vC  LN(0.2645, 0.196) 
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Fig. 5.1. Excess pore pressure estimates under center of the embankment 
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end of construction (around 180 days).  The following properties shown in Table 5.1 are 
used in this computation.  Among these parameters, the vC  has a lognormal distribution 
with mean and standard deviation.  In order to estimate the excess pore pressure, the 
mean values of vC  is used. 
Fig. 5.1 shows the estimated excess pore pressure under the center of loading.  It 
can be observed that the excess pore pressure during the loading state is increased.  This 
is caused by the loading in the new stage.  However, the excess pore pressure after 
loading stage is dissipating continuously. 
 
5.3. TIME-DEPENDENT SETTLEMENT ESTIMATES 
In this section, we estimate the time-dependent settlement of foundation using 
field/laboratory data.  In addition, the probabilistic compression model and the posterior 
statistic developed in Chapter IV for Θ  are used in this study.  The detailed description 
of the probabilistic model and posterior statistics can be found in Chapter IV. 
The estimates of the time-dependent settlement settlements are computed using 
the Terzaghi’s one-dimensional settlement.  In general, the time-dependent settlement 
( )S t  can be calculated by the summation of the individual layers, ( )iH tΔ , which has 
varying compression properties or the initial void ratio with depth 
 ( ) ( ) ( ) 0
1 1 01
r r
i
ii
i i i
e t
S t H t H
e
= =
Δ⎧ ⎫⎪ ⎪
= Δ = ⎨ ⎬
+⎪ ⎪⎩ ⎭∑ ∑  (5.11) 
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where, ( )ie tΔ = the change in void ratio under ( ) ( )i iP t u tΔ − at t , ( )iP tΔ = the vertical 
stress increment due to a given pressure ( )P t , 0ie = initial void ratio, and 0iH = the 
thickness of each soil layer. 
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Fig. 5.2. Embankment loading with time 
 
5.3.1. Applications to Treporti Test Site 
In this section, we present an application to assess the time-dependent settlement 
solution.  Thus, the comparison between the results based on the proposed solution and 
monitored data from field are shown. 
As an application, we define the material properties of subsurface soil from the 
field observations from Simonini (2004).  The load in the construction of the 
embankment is applied with time over a long period as shown in Fig 5.2.  Simonini 
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(2004) provided the site investigations, the laboratory investigations, and the monitoring 
of the vertical displacement under the center of the embankment at different time. 
In order to compute the time-dependent settlement, the model parameters Θ  and 
the random variables x  are adopted from Chapter IV.  In addition, we consider one more 
random variable vC  needed for the calculation of the time-dependent settlement.  
Therefore, the random variables are 0 0( , , , )i i vP e H C=x .  As application, vC  has the 
lognormal distribution with mean 0.2645m2/sec and standard deviation 0.196. 
We note that each layer is assumed to be statistically independent.  Therefore, the 
probabilistic model for the estimation of the time-dependent settlement can be written as 
 ( ) ( ) ( ) 0
1 1 0
, ,
, , , ,
1
r r
i
ii
i i i
e t
S t H t H
e
= =
Δ⎧ ⎫⎪ ⎪
= Δ = ⎨ ⎬
+⎪ ⎪⎩ ⎭∑ ∑
x Θ
x Θ x Θ  (5.12) 
where, S =x a vector of measurable variables. 
 
( ){ } ( )
( ){ } ( ){ } ( ){ }
ˆ
T
ˆ ˆ
 E , , , ,
, , , , , ,
S t S t
VAR S t S t S t
=
= =
∇ ∇
Θ Θ
ΘΘΘ Θ Θ Θ
x Θ x Θ
x Θ x Θ Σ x Θ


 (5.13) 
 
where E( )⋅ =  the mean of a random variable, ( , , )S t∇ x Θ  is the gradient of ( , , )S tx Θ  
and ˆ =Θ the posterior means in the model parameters. 
On the basis of the probabilistic compression model and Eq. (5.8), Fig. 5.3 shows 
the predicted time-dependent settlement using Eq. (5.12) and the monitored results in 
TTS.  The monitored result from field is shown as solid line, the mean predicted result is 
shown as dash line, and the dot lines indicate ( )S tσ± .  During the loading stage, predicted 
time-dependent settlement shows exceptionally good with monitored settlement.  In this 
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stage, settlements are depending on both the loading of embankment and the dissipation 
of excess pore pressure.  However, after loading (180 days), the predicted settlement is 
lower than the monitored settlement.  In this stage, the settlement depends on dissipation 
of excess pore pressure. 
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Fig. 5.3. Comparison between the predicted and the monitored time-dependent 
settlement 
 
 
5.4. FRAGILITY ASSESSMENT OF TIME-DEPENDENT SETTLEMENT 
Let ( , , )g tx Θ  be a mathematical model describing the limit state of interest.  A limit 
state function defined such that the event { ( , , ) 0}g t ≤x Θ  denotes the attaining or 
exceeding a specified settlement threshold for a given value of the vertical pressure 
( )P t .  Where x  denotes a vector of measurable variables and Θ  denotes a vector of 
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model parameters.  Using the settlement model in Eq. (5.13) and considering a specified 
threshold settlement, TS , the limit state functions can be formulated as 
 ( ) ( ), , , ,Tg t S S t= −x Θ x Θ  (5.14) 
The fragility of a foundation can be formulated as 
 ( ){ } ( ){ } ( ), , , P , , 0 ,T TF S P t t g t S P t⎡ ⎤= ≤⎣ ⎦Θ x Θ  (5.15) 
where P[ | ]A b  denotes the conditional probability of event A  for the given values of 
variable(s) b .  The uncertainty in the event for the given ( )P t  arises from the inherent 
randomness in the variables x , the inexact nature of the settlement model ( , , )S tx Θ  (or 
its sub-models), and the uncertainty inherent in the model parameters Θ . 
To incorporate the epistemic uncertainties inherent in the model parameters Θ , 
we consider Θ  as random variables.  The predictive estimate of fragility, { , ( ), }TF S P t t% , 
is the expected value of { , ( ), , }TF S P t tΘ  over the posterior distribution of Θ  (Gardoni 
et al. 2002b), i.e., 
 ( ){ } ( ){ }, , , , , ( )T TF S P t t F S P t t f d= ∫ Θ Θ Θ%  (5.16) 
where ( )=f Θ the posterior probability density function of Θ . 
The fragility estimates are now a function of a specified threshold settlement, TS , 
vertical pressure, ( )P t , and the time, t .  A First Order Reliability Method (FORM) is 
used to estimate the fragility.  Fig.5.4. shows the probability of exceedance with respect 
to TS  at ( )P t = 106.5 kPa.  In the figure, the predictive fragilities are compared with the 
different time. The fragilities reflect the time-dependent settlement.  An increased  
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Fig. 5.4. Predictive fragility as a function of TS  at a given ( )P t = 106.5 kPa under 
different times 
 
fragility over time is can be observed.  
 
5.5. SENSITIVITY AND IMPORTANCE MEASURES 
In this section, we compute the sensitivity measures for the parameters and the 
importance measures for all random variable used in the estimate of the time-dependent 
settlement.  We note that the sensitivity and importance measures are computed by using 
FORM. 
 
5.5.1. Sensitivity Measures 
Sensitivity analysis is employed to determine the sensitivity of the reliability of the time-
dependent settlement with respect to parameters in the limit state function or in the 
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distribution of the random variables.  The vector ( , )x Θ  defines the set of all parameters 
used for the reliability analysis.  We can consider the influence on β and p  of unit 
changes in E( )Θ  and E( )x .  The sensitivity measures can be computed following 
Hohenbichler and Rackwitz (1986).  The gradient of the first-order reliability 
approximation of the failure probability is obtained by using the chain rule of the 
differentiation as 
 ( ) ( ) ( ) ( ) ( )E ,E E ,Eβ βp ϕ⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦∇ = − ∇Θ x Θ x  (5.17) 
where p = probability of the failure estimate using FORM, ( )ϕ ⋅ = the standard normal 
probability of density function, [E( ),E( )]β∇ =Θ x the derivative of the reliability index β  with 
respect to E( )Θ  and E( )x . 
In this analysis, the means of the random variables are considered as the 
parameters for the sensitivity analysis.  Since we are interested in the sensitivities of β  
with respect to the mean of each random variable, we need to scale [E( ),E( )]β∇ Θ x  to 
compare the sensitivity measures of all parameters.  On this basis we define the vector δ  
 ( ) ( )E ,E β⎡ ⎤⎣ ⎦= ∇ Θ xδ D  (5.18) 
where =D the diagonal matrix with diagonal elements given by the standard deviation 
of each random variable.  We note that the vector δ  renders the element of these vectors 
dimensionless and makes the parameter variations proportional to the corresponding 
standard deviations, which are measures of the underlying uncertainties. 
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 Fig. 5.5 shows the sensitivity measures as a function of TS  for ( )P t = 106.5 kPa 
at (a) t = 180 days and (b) t = 300 days.  We note that the sensitivity with respect to 
E( )ε  is negligible and don’t show them here.  The results of the sensitivity measures are 
the same trends from the results of Chapter IV.  Thus, E( )cρ , E( )α , and 1E( )g ve  have 
larger effects on fragility while 1E( )c ve , E( )σ , E( )β , and E( )vC  have smaller effects.  
However, the effects of E( )vC  is increasing when time t  increases. 
 
5.5.2. Importance Measures 
We have several random variables which have different contributions to the variability 
of the limit state function defied in Eq. (5.14).  Following Der Kiureghian and Ke 
(1995), the importance measure can be defined as 
 
T
,
T
,
ˆ
ˆ
∗ ∗
∗ ∗
′
=
′
u zT
u z
α J D
γ
α J D
 (5.19) 
where ( , )= =z x Θ the vector of the random variables, 
,∗ ∗
=
u z
J the Jacobian through 
which the probability is transformed from the original space z  into the standard normal 
space u , with respect to the coordinates of the most likely failure realization ∗x , ′ =D  
the standard deviation diagonal matrix of equivalent normal variables ′z , defined by the 
linearized inverse transform 
,
( )∗ ∗∗ ∗′ = + −u zz z J u u  at the design point αˆ .  The element 
of ′D  are the square roots of the corresponding diagonal elements of the covariance 
matrix 
, ,∗ ∗ ∗ ∗
′ =
T
z u z u
Σ J J  of the variables ′z . 
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Fig. 5.5. Sensitivity measures for the parameters as a function of TS  at a given 
( )P t = 106.5 kPa (a) t = 180 days and (b) t = 300 days 
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Fig. 5.6. Importance measures for the random variables as a function of TS  at a given 
( )P t = 106.5 kPa (a) t = 180 days and (b) t = 300 days 
 
 
 
111
 
 
 
 Fig. 5.6 shows the importance measures of all random variables for the time-
dependent settlement as a function of TS  for ( )P t = 106.5 kPa at (a) t = 180 days and (b) 
t = 300 days.  Similar observations defined in Chapter IV can be made for the 
importance measures. 
 
5.6. CONCLUSIONS 
The presented models and methodology are applied to estimate the time-dependent 
settlement of the foundation.  Uncertainties in the probabilistic compression model and 
the material parameters are considered.  Fragility estimates are obtained for the time-
dependent settlement.  It is observed that the predictive fragility keeps increasing over 
time. 
The results of the sensitivity measures show the same trends ones shown in 
Chapter IV.  In sensitivity measures, among the parameters, E( )cρ , E( )α , and 1E( )g ve  
have larger contributions on fragility while 1E( )c ve , E( )σ , E( )β , and E( )vC  have small 
contributions.  However, the effects of E( )vC  is increasing when time t  increases.  
Importance measures are also computed for the random variables in the limit state 
function of the fragility estimates.  The similar trends can be made for the importance 
measures.  In addition, these measures indicate that cρ  is the most important random 
variable for small values of the settlement threshold then α  becomes the second most 
important random variable. 
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CHAPTER VI 
SUMMARY 
6.1. SUMMARY 
 
This research proposes reliability methodologies applied to Venice soil. Probabilistic soil 
identification is first developed with site-specific soil identification based on CPT 
measurements.  The following conclusions are made with regard to the probabilistic soil 
identification: 
• The proposed approach provides a simple and straightforward tool that allows 
updating the soil classification charts based on site-specific data; 
• The site-specific classification chart can be used for a more accurate 
identification of the soil and accounts both for prior information available before 
conducting the tests and for the site-specific data; 
• In practice, the developed approach can be used to construct and update regional 
classification charts that are be more accurate than a generic chart within the 
geographical area of interest; 
• The information of the results can be used to produce interpretations of CPT 
logs, giving a profile of the probability of identifying each of the soil classes with 
depth. 
Probabilistic soil compression model is then developed.  In order to avoid dealing 
with different approaches for each category of soil, a simplified unified compression 
model is used to characterize the nonlinear compression behavior of soils of varying 
gradation through a single constitutive law.  The Bayesian updating rule is used to 
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incorporate information from laboratory datasets in the computation of the statistics of 
the compression model parameters, as well as of the uncertainty inherent in the model.  
The probabilistic compression model improves the model estimates compared to the 
deterministic model and removes the inherent bias. 
We developed a probabilistic model to estimate the settlement and the time-
dependent settlement of foundations using field/laboratory data and the proposed 
probabilistic compression model.  Fragility estimates will be obtained for a settlement by 
applying the proposed model.  The probability of exceedance decrease as the specified 
threshold settlement increase at a given the vertical pressure, and the probability of 
exceedance increase as the vertical pressure increases at a given the specified threshold 
settlement.  In addition, sensitivity and importance measures are computed to identify 
the key parameters and random variables in the model.  Also, an approximate fragility 
estimate of the fragility is developed. 
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