The Hochschild homology of A(1) by Salch, Andrew
ar
X
iv
:1
50
1.
02
54
7v
2 
 [m
ath
.A
T]
  2
9 J
un
 20
16
THE HOCHSCHILD HOMOLOGY OF A(1).
ANDREW SALCH
Abstract. We compute the Hochschild homology of A(1), the subalgebra of the 2-primary
Steenrod algebra generated by the first two Steenrod squares, Sq1, Sq2. The computation
is accomplished using several May-type spectral sequences.
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1. Introduction.
The 2-primary Steenrod algebra A, that is, the algebra of stable natural endomorphisms
of the mod 2 cohomology functor on topological spaces, has generators Sq1, Sq2, Sq3, . . . ,
the Steenrod squares. The subalgebra of A generated by the first two Steenrod squares,
Sq1 and Sq2, is called A(1), and A(1) is an eight-dimensional, graded, noncommutative
(not even graded-commutative), co-commutative Hopf algebra over F2. The homologi-
cal algebra of A(1)-modules effectively determines, via the Adams spectral sequence, the
2-complete homotopy theory of spaces and spectra smashed with the connective real K-
theory spectrum ko. These ideas are all classical; an excellent reference for the Steenrod al-
gebra is Steenrod’s book [12], and an excellent reference for A(1)-modules and the Adams
spectral sequence is the third chapter of Ravenel’s book [11].
As a student of homotopy theory, when I first learned the definition of Hochschild ho-
mology of algebras, my first reaction was to try to compute the Hochschild homology of
A(1). I know at least three other homotopy theorists who have told me that they had the
same reaction when learning about Hochschild homology! Computing HH∗(A(1), A(1)),
however, is a nontrivial task, and it seems that this computation has never been successfully
done1.
Date: January 2015.
1Bo¨kstedt, in his extremely influential unpublished paper on topological Hochschild homology, computes
the Hochschild homology of π∗(HFp ∧ HFp), i.e., the Hochschild homology of the linear dual of the entire
Steenrod algebra, but this is very straightforward, since the dual of the Steenrod algebra is polynomial at p = 2
and polynomial tensored with exterior at p > 2. For the same reason, it is also easy to compute the Hochschild
1
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In this paper we compute HH∗(A(1), A(1)) by using two different filtrations on A(1)
and studying the spectral sequences in Hochschild homology arising from these filtrations.
These spectral sequences are the analogues in Hochschild homology of J. P. May’s spectral
sequence for computing Ext over the Steenrod algebra (see [7]), so we think of these as
“May-type” spectral sequences.
The problem of computing HH∗(A(1), A(1)) is made rather difficult by the fact that
A(1) is noncommutative and so HH∗(A(1), A(1)) does not inherit a product from the shuf-
fle product on the cyclic bar complex, and as a consequence, the May-type spectral se-
quence converging to HH∗(A(1), A(1)) that one would construct in the most naı¨ve way is
not multiplicative, i.e., it does not have a product satisfying a Leibniz rule. This makes
the computation of differentials in that spectral sequence basically intractable. Instead, we
take the linear dual of the standard Hochschild chain complex on A(1), and we use the co-
commutative coproduct on A(1) to give the cohomology of this linear dual cochain complex
a product structure arising from the coproduct on A(1) and the linear dual of the Alexander-
Whitney map. In Proposition 4.3 we set up multiplicative spectral sequences computing
the cohomology of the linear dual cochain complex of the standard Hochschild chain com-
plex of A(1). By an easy universal coefficient theorem argument (Proposition 2.5), this
cohomology is the F2-linear dual of the desired Hochschild homology HH∗(A(1), A(1)).
We then compute the differentials in these spectral sequences. In the end there are
nonzero d1 and d2 differentials, and no nonzero differentials on any later terms of the
spectral sequences. In 4.2.1 and 4.3.1 we present charts of the E2 and E3 ∼= E∞-pages of
the the relevant spectral sequences. Our charts are drawn using the usual Adams spectral
sequence conventions, described below. This is the most convenient format if, for example,
one wants to use this Hochschild homology as the input for an Adams spectral sequence,
and it also makes it easier to see the natural map from this Hochschild homology to the
classical Adams spectral sequence computing π∗(ko)̂2, the 2-complete homotopy groups
of the connective real K-theory spectrum ko, in Proposition 4.4 and in the charts 4.3.1
and 4.3.2.
In particular, the chart 4.3.1 is a chart of the (F2-linear dual of the) Hochschild homology
of A(1), and gives our most detailed description of HH∗(A(1), A(1)). We reproduce that
chart here:
0 1 2 3 4 5 6 7 8 9 10 11
0
1
2
3
4
5
homology of the linear dual of A(1). But the linear dual of A(1) is a completely different ring than A(1), so this
sheds no light on the Hochschild homology of A(1) itself!
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The vertical axis is homological degree, so the row s rows above the bottom of the chart
is the associated graded F2-vector space of a filtration on HHs(A(1), A(1)). The horizontal
axis is, following the tradition in homotopy theory, the Adams degree, i.e., the topological
degree (coming from the topological grading on A(1)) minus the homological degree. The
horizontal lines in the chart describe comultiplications by certain elements in the linear
dual Hopf algebra homF2 (A(1), F2) of A(1), and the nonhorizontal lines describe certain
operations in the linear dual of HH∗(A(1), A(1)), described in Convention 4.6. The en-
tire pattern described by this chart is repeated every four vertical degrees and every eight
horizontal degrees: there is a periodicity class (not pictured) in bidegree (4, 8).
Information about the F2-vector space dimension of HH∗(A(1), A(1)) in each grading
degree is provided by Theorem 4.10, which we reproduce below (we do not describe any
ring structure on HH∗(A(1), A(1)) because A(1) is noncommutative and so there is no ring
structure on its Hochschild homology induced by shuffle product on cyclic chains):
Theorem. The F2-vector space dimension of HHn(A(1), A(1)) is:
dimF2 HHn(A(1), A(1)) =

2n + 5 if 2 | n
2n + 6 if n ≡ 1 mod 4
2n + 4 if n ≡ 3 mod 4.
Hence the Poincare´ series of the graded F2-vector space HH∗(A(1), A(1)) is
5 + 8s + 9s2 + 10s3 + 8s41−s
1 − s4
.
If we additionally keep track of the extra grading on HH∗(A(1), A(1)) coming from the
topological grading on A(1), then the Poincare´ series of the bigraded F2-vector space
HH∗,∗(A(1), A(1)) is(
(1 + u)
(
1 + u2 + su(1 + u2 + u5) + s2u2(1 + 2u5 + u7) + s3u3(1 + u4 + u5 + u6 + u9)
+
s4u4(1 + u4 + u5 + u9)
1 − su
)
+ u6 + su2 + su8 + s2u4
)
1
1 − s4u12
where s indexes the homological grading and u indexes the topological grading.
Our computation of HH∗(A(1), A(1)) can be used as the input for other spectral se-
quences in order to make further computations. For example, one could use it as input
for the Connes spectral sequence, as in 9.8.6 of [13], computing the cyclic homology
HC∗(A(1), A(1)). This is probably of limited utility, however, since A(1) is an algebra over
a field of characteristic 2, so the cyclic homology of A(1) is probably not a good approx-
imation to the algebraic K-theory of A(1). Instead one ought to compute the topological
cyclic homology of A(1). For this, one could use our computation of HH∗(A(1), A(1)) as in-
put for the Pirashvili-Waldhausen spectral sequence, as in [10], computing the topological
Hochschild homology T HH∗(A(1), A(1)), and then one would need to run the necessary
homotopy fixed-point spectral sequences to compute π∗(T HH(A(1), A(1))Cpn ) and then
TR∗(A(1)) and finally TC∗(A(1)), which, using McCarthy’s theorem (see [3]), gives the
2-complete algebraic K-groups K∗(A(1))̂2 (the algebraic K-groups completed away from
2 ought to be much easier: an appropriate noncommutative version of Gabber rigidity, if
true, would imply that they vanish in positive degrees. See IV.2.10 of [14]). See e.g. [5]
for a survey of trace method computations of this kind. Those computations are entirely
outside the scope of the present paper.
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We remark that our methods also admit basically obvious extensions to methods for
computing HH∗(A(n), A(n)) for arbitrary n, but one sees that for n > 1, carrying out such
computations would be a daunting task. Our HH-May spectral sequence of Proposition 4.3
surjects on to the classical May spectral sequence computing Ext∗A(1)(F2, F2), and for the
same reasons, the n > 1 analogue of our HH-May spectral sequence maps naturally to the
classical May spectral sequence computing Ext∗A(n)(F2, F2). We suspect that this map is still
surjective for n > 1, although we have made no attempt to verify this. Consequently the
computation of HH∗(A(n), A(n)) using our methods is of at least the same level of difficulty
as the computation of Ext∗A(n)(F2, F2). For n = 2 this is already quite nontrivial.
It is worth pointing out that, in [2], J.-L. Brylinski constructs a spectral sequence related
to the present paper’s abelianizing spectral sequence. Brylinski’s spectral sequence com-
putes the Hochschild homology of a noncommutative algebra over a field of characteristic
zero, for the purposes of studying Poisson manifolds, and remarks that “[e]xamples show
that this spectral sequence tends to degenerate at E2,” in particular, that Brylinski’s spectral
sequence collapses at the E2-term for the algebra of differential operators on an algebraic
or complex-analytic manifold. In the present paper’s computation of HH∗(A(1), A(1)) we
instead get collapse one term later, at E3 rather than E2.
Remark 1.1. Given a field k and a graded k-algebra A, there are two notions of the
Hochschild homology HH∗(A, A) which are in common circulation:
• one can forget the grading, and simply consider the Hochschild homology of the
underlying ungraded k-algebra of A. This is the right thing to do in many appli-
cations of Hochschild homology in classical algebra; for example, if one wants to
use trace methods to compute the algebraic K-groups of (the underlying ungraded
algebra of) A. (The computations in [4] are an excellent example of this.)
• Alternatively, one can instead compute the “graded algebra Hochschild homol-
ogy,” which incorporates a sign convention into the cyclic bar complex. This is
the right thing to do in many applications of Hochschild homology in algebraic
topology; for example, if one wants to use Bo¨kstedt’s spectral sequence to com-
pute topological Hochschild homology of a ring spectrum. (The computations
in [8] are an excellent example of this.)
Since A(1) has characteristic 2, sign conventions are irrelevant, and both notions of Hochschild
homology coincide. This makes the computations in this paper equally applicable in classi-
cal algebra as in algebraic topology. Any future odd-primary analogues of these computa-
tions, however, would require that one carry out “ungraded” HH∗ computations separately
from the “graded” HH∗-computations.
2. Construction ofMay-type spectral sequences for Hochschild homology.
Proposition 2.1. (May spectral sequence for Hochschild homology.) Let k be a field, A
an algebra, and
(2.0.1) F0A ⊇ F1A ⊇ F2A ⊇ . . .
a filtration of A which is multiplicative, that is, if x ∈ FmA and y ∈ FnA, then xy ∈ Fm+nA.
Then there exists a spectral sequence
E s,t1 ∼= HHs,t(E0A, E0A) ⇒ HHs(A, A)
ds,tr : E s,tr → E s−1,t+rr .
The bigrading subscripts HHs,t are as follows: s is the usual homological degree, while t is
the May degree, defined and computed as follows: given a homology class x ∈ HHs(E0A, E0A),
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its May degree is the total degree (in the grading on E0A induced by the filtration on A) of
any homogeneous cycle representative for x in the standard Hochschild chain complex.
This spectral sequence enjoys the following additional properties:
• If the filtration 2.0.1 is finite, i.e., FnA = 0 for some n ∈ N, then the spectral
sequence converges strongly.
• If A is also a graded k-algebra and the filtration layers FnA are generated (as two-
sided ideals) by homogeneous elements, then this spectral sequence is a spectral
sequence of graded k-vector spaces, i.e., the differential preserves the grading.
• If A is commutative, then so is E0A, and the input for this spectral sequence has a
ring structure given by the usual shuffle product on the Hochschild homology of a
commutative ring (see e.g. [13]), and the spectral sequence is multiplicative, i.e.,
the differentials in the spectral sequence obey the graded Leibniz rule. Further-
more, the product in the spectral sequence converges to the product induced on
the associated graded by the usual shuffle product on HH∗(A, A) (this is the usual
situation in spectral sequences of differential graded algebras).
• The differential in the spectral sequence is (like any other spectral sequence of a
filtered chain complex) computed on a class x ∈ HH∗,∗(E0A, E0A) by computing a
homogeneous cycle representative y for x in the standard Hochschild chain com-
plex for E0A, lifting y to a homogeneous chain y˜ in the standard Hochschild chain
complex for A, applying the Hochschild differential d to y˜, then taking the image
of dy˜ in the standard Hochschild chain complex for E0A.
Proof. Let CH•(A, A) denote the standard Hochschild chain complex of A, and let FnCH•(A, A)
denote the sub-chain-complex of CH•(A, A) consisting of all chains of total filtration de-
gree ≤ n. Our May spectral sequence is now simply the spectral sequence of the filtered
chain complex
(2.0.2) CH•(A, A) = F0CH•(A, A) ⊇ F1CH•(A, A) ⊇ F2CH•(A, A) ⊇ . . . .
If A is commutative, then filtration 2.0.1 being multiplicative implies that filtration 2.0.2
is a multiplicative filtration of the differential graded algebra CH•(A, A), with product
given by the shuffle product. It is standard (see. e.g. [6]) that the spectral sequence of
a multiplicatively-filtered DGA is multiplicative.
The product on the spectral sequence being given by the shuffle product is due to the
naturality of the construction of CH•(A, A) in the choice of k-algebra A: if A is commuta-
tive, then the multiplication map A ⊗k A → A is a morphism of k-algebras, hence we get a
map of chain complexes
CH•(A ⊗k A, A ⊗k A) → CH•(A, A),
which we compose with the Eilenberg-Zilber (i.e., “shuffle”) isomorphism
CH•(A, A) ⊗k CH•(A, A)
∼=
−→ CH•(A ⊗k A, A ⊗k A).
The other claims are also all standard about a spectral sequence of a filtered chain com-
plex, except perhaps the strong convergence claim, which we easily prove as follows: sup-
pose the filtration 2.0.1 satisfies FnA = 0 for some n ∈ N. Then the group of i-cycles
CHi(A, A) ∼= A⊗ki+1 has no nonzero elements of filtration greater than (n + 1)i. So the fil-
tration in E∞ of HHi(A, A) is a finite filtration, and the column in the spectral sequence
converging to HHi(A, A) is zero after the E(n+1)i+2-page. So the spectral sequence con-
verges strongly. 
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Definition 2.2. Let k be a field and A a coalgebra over k with comultiplication map ∆ :
A → A ⊗k A. By the cyclic cobar construction on A we mean the cosimplicial k-vector
space
A
//
//
A ⊗k Aoo
//
//
//
A ⊗k A ⊗k Aoo
oo
//
//
//
//
. . .
oo
oo
oo
with coface maps d0, d1, . . . , dn : A⊗kn → A⊗kn+1 given by
di(a0 ⊗ . . . ⊗ an−1) =

a0 ⊗ . . . ⊗ ai−1 ⊗ ∆(ai) ⊗ ai+1 ⊗ . . . ⊗ an−1
if i < n,
τ (∆(a0) ⊗ a1 ⊗ . . . ⊗ an−1)
if i = n,
where τ is the cyclic permutation toward the left, i.e.,
τ(a0 ⊗ . . . ⊗ an) = a1 ⊗ . . . ⊗ an ⊗ a0.
The codegeneracy maps are constructed from the counit (augmentation) map on A in the
usual way.
By the cyclic cobar complex of A, denoted coCH•(A, A), we mean the alternating sign
cochain complex of the cyclic cobar construction on A. We write coHH∗(A, A) for its
cohomology, which we call dual Hochschild cohomology.
Remark 2.3. Clearly, if B is a finite-dimensional co-commutative Hopf algebra over a
field k, and if A is the k-linear dual of B, then the cyclic cobar complex on A is isomorphic
to the k-linear dual of the cyclic bar complex on A, and the cyclic cobar complex then
inherits a product from the coproduct on the cyclic bar complex of B.
It is worthwhile to be very explicit about the coproduct on the cyclic bar complex of
a co-commutative Hopf algebra, since this point is not as well documented in the liter-
ature as it could be (although it does appear in some places, for example, in [1]). A
Hochschild n-chain is an element of A ⊗k A ⊗k . . . ⊗k A, with n + 1 tensor factors of A;
because the tensor factor on the far left plays a special role, we will adopt the common
notation a0 [a1 ⊗ . . . ⊗ an] instead of a0 ⊗ a1 ⊗ . . .⊗ an for a (term in a) Hochschild n-chain.
Then the coproduct on the cyclic bar complex is given by
∆ (a0 [a1 ⊗ . . . ⊗ an]) =
ℓ∑
i=1
n∑
j=0
a′0,i
[
a1 ⊗ . . . ⊗ a j
]
⊗ a′′0,i
[
a j+1 ⊗ . . . ⊗ an
]
where ℓ and {a′0,i, a′′0,i}i=1,...,ℓ are given by the determined by the coproduct in A and the
formula
∆(a0) =
ℓ∑
i=0
a′0,i ⊗ a
′′
0,i.
We now give a definition of dual Hochschild cohomology with coefficients in the base
field k, rather than in the coalgebra A itself. Naturally, one could write down a definition
of dual Hochschild cohomology with coefficients in any “A-bicomodule,” in a way that is
basically obvious once one has taken a glance at Definitions 2.2 and 2.4. For the purposes
of this paper, however, we will only ever need coefficients in k and in A.
Definition 2.4. Let k be a field and A a copointed coalgebra over k, i.e., a coalgebra over
k equipped with a morphism of k-coalgebras η : k → A. By the cyclic cobar construction
on A with coefficients in k we mean the cosimplicial k-vector space
k
//
//
k ⊗k Aoo
//
//
//
k ⊗k A ⊗k Aoo
oo
//
//
//
//
. . .
oo
oo
oo
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with coface maps d0, d1, . . . , dn : A⊗kn → A⊗kn+1 given by
di(a0 ⊗ . . . ⊗ an−1) =

η˜R(a0) ⊗ a1 ⊗ . . . ⊗ an−1
if i = 0,
a0 ⊗ . . . ⊗ ai−1 ⊗ ∆(ai) ⊗ ai+1 ⊗ . . . ⊗ an−1
if 0 < i < n,
τ (η˜L(a0) ⊗ a1 ⊗ . . . ⊗ an−1)
if i = n,
where η˜R : k → k⊗k A is η composed with the usual isomorphism A
∼=
−→ k⊗k A sending a to
1⊗a, where η˜L : k → A⊗k k is η composed with the usual isomorphism A
∼=
−→ A⊗k k sending
a to a ⊗ 1, and where τ is as in Definition 2.2. The codegeneracy maps are constructed
from the counit (augmentation) map on A in the usual way.
By the cyclic cobar complex of A with coefficients in k, denoted coCH•(A, k), we mean
the alternating sign cochain complex of the cyclic cobar construction on A with coefficients
in k. We write coHH∗(A, k) for its cohomology, which we call dual Hochschild cohomology
with coefficients in k.
Proposition 2.5. Let k be a field and let A be a k-algebra which is finite-dimensional as a
k-vector space. Let A∗ denote the k-linear dual coalgebra of A. Then, for each n ∈ N, the
nth Hochschild homology k-vector space of A and the nth dual Hochschild cohomology k-
vector space of A∗ are mutually k-linearly dual. That is, we have isomorphisms of k-vector
spaces:
homk(HHn(A, A), k) ∼= coHHn(A∗, A∗),(2.0.3)
homk(coHHn(A∗, A∗), k) ∼= HHn(A, A),(2.0.4)
as well as isomorphisms
homk(HHn(A, k), k) ∼= coHHn(A∗, k),(2.0.5)
homk(coHHn(A∗, k), k) ∼= HHn(A, k).(2.0.6)
Proof. By construction, the cyclic cobar construction is simply the k-linear dual of the
usual cyclic bar construction, so by the universal coefficient theorem (in its form for chain
complexes), we have isomorphisms
coHHn(A∗, A∗) ∼= Hn (coCH•(A, A))
∼= Hn (homk(CH•(A, A), k))
∼= homk (Hn(CH•(A, A)), k)
∼= homk (HHn(A∗, A∗), k) ,
giving us isomorphism 2.0.3. Finite-dimensionality of A as a k-vector space implies that
CHn(A, A) is finite-dimensional as a k-vector space, hence the double dual of CHn(A, A)
recovers CHn(A, A) again, giving us isomorphism 2.0.4. Essentially the same argument
gives isomorphisms 2.0.5 and 2.0.6. 
Proposition 2.6. (May spectral sequence for dual Hochschild cohomology.) Let k be a
field and let A be a k-coalgebra. Let
(2.0.7) F0A ⊆ F1A ⊆ F2A ⊆ . . .
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be a filtration of A which is comultiplicative, that is, if x ∈ FmA, then ∆(x) ∈ ∑mn=0 FnA ⊗
Fm−nA. Then there exists a spectral sequence
E s,t1 ∼= coHH
s,t(E0A, E0A) ⇒ coHH s(A, A)
ds,tr : E s,tr → E s+1,t−rr .
The bigrading superscripts coHH s,t are as follows: s is the usual cohomological degree,
while t is the May degree, defined and computed as follows: given a cohomology class
x ∈ coHH s(E0A, E0A), its May degree is the total degree (in the grading on E0A induced
by the filtration on A) of any homogeneous cocycle representative for x in the cyclic cobar
complex.
This spectral sequence enjoys the following additional properties:
(1) If the filtration 2.0.7 is finite, i.e., FnA = 0 for some n ∈ N, then the spectral
sequence converges strongly.
(2) If A is also a graded cocommutative k-coalgebra and the filtration layers FnA are
generated (as two-sided coideals) by homogeneous elements, then this spectral
sequence is a spectral sequence of graded k-vector spaces, i.e., the differential
preserves the grading.
(3) If A is the underlying coalgebra of the k-linear dual Hopf algebra of a commutative
Hopf algebra B over k, and the filtration 2.0.7 is a filtration by Hopf ideals, then
E0A is is also a commutative Hopf algebra, and the E1-term and the abutment
of the spectral sequence each have a natural ring structure. Furthermore, the
spectral sequence is multiplicative, i.e., the differentials in the spectral sequence
obey the graded Leibniz rule, and the product in the spectral sequence converges
to the product on the abutment, modulo exotic multiplicative extensions (this is the
usual situation in spectral sequences of differential graded algebras).
(4) The differential in the spectral sequence is (like any other spectral sequence of a
filtered cochain complex) computed on a class x ∈ coHH∗,∗(E0A, E0A) by com-
puting a homogeneous cocycle representative y for x in the cyclic cobar complex
for E0A, lifting y to a homogeneous cochain y˜ in the cyclic cobar complex for A,
applying the cyclic cobar differential d to y˜, then taking the image of dy˜ in the
cyclic cobar complex for E0A.
Proof. This is, of course, all formally dual to Proposition 2.1. The only thing that needs
some explanation is the ring structure. The underlying filtered DGA of this spectral se-
quence has a ring structure given by the composite
coCH•(A, A) ⊗k coCH•(A, A)
∼=
−→ (CH•(B, B))∗ ⊗k (CH•(B, B))∗
∼=
−→ (CH•(B, B)⊗k CH•(B, B))∗
≃
−→ (CH•(B ⊗k B, B⊗k B))∗
∆∗
−→ CH•(B, B)∗
∼=
−→ coCH•(A, A),
where the map marked ≃ is the k-linear dual of the Alexander-Whitney map, the map
marked ∆∗ is the k-linear dual of CH• applied to the comultiplication map on B (which is
well-defined, since CH• is functorial on k-algebra maps and since B is assumed cocommu-
tative, so that its comultiplication is a k-algebra morphism). The rest is formal. 
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Proposition 2.7. (May spectral sequence for dual Hochschild cohomology, with coeffi-
cients in the base field.) Let k be a field and let A be a k-coalgebra. Suppose A is equipped
with a comultiplicative filtration as in 2.0.7. Then there exists a spectral sequence
E s,t1 ∼= coHH
s,t(E0A, k) ⇒ coHH s(A, k)
ds,tr : E s,tr → E s+1,t−rr .
The bigrading superscripts coHH s,t are as in Proposition 2.6.
This spectral sequence enjoys properties 1, 2, and 4 from Proposition 2.6.
Proof. Essentially identical to Proposition 2.6. 
3. TheMay and abelianizing filtrations.
We aim to compute HH∗(A(1), A(1)), the Hochschild homology of A(1). By Proposi-
tion 2.5, this amounts to computing coHH∗(A(1)∗, A(1)∗), and then taking the F2-linear
dual. We now go about doing this.
Definition 3.1. Recall that the May filtration on A(1) is the filtration by powers of the
augmentation ideal I. We write ˙Fn(A(1)) for the nth filtration layer in this filtration, i.e.,
˙FnA(1) = In, and we write ˙E0A(1) for the associated graded F2-algebra. If x ∈ A(1), we
sometimes write x˙ for the associated element in ˙E0A(1).
Proposition 3.2. The F2-algebra ˙E0A(1) is the graded F2-algebra with generators ˙Sq1 and
˙Sq2 in grading degrees 1 and 2, respectively, and relations
0 = ˙Sq1 ˙Sq1 = ˙Sq2 ˙Sq2 = ˙Sq1 ˙Sq2 ˙Sq1 ˙Sq2 + ˙Sq2 ˙Sq1 ˙Sq2 ˙Sq1.
The F2-linear duals of A(1) and ˙E0(A(1)) are, as Hopf algebras,
A(1)∗ = F2[ξ1, ξ2]/ξ
4
1, ξ
2
2,
∆(ξ2) = ξ2 ⊗ 1 + ξ1 ⊗ ξ
2
1 + 1 ⊗ ξ2,(
˙E0A(1)
)∗
= F2[ξ1,0, ξ1,1, ξ2,0]/ξ
2
1,0, ξ
2
1,1, ξ
2
2,0,
∆(ξ2,0) = ξ2,0 ⊗ 1 + ξ1,0 ⊗ ξ1,1 + 1 ⊗ ξ2,0,
with ξ1, ξ1,0, ξ1,1 all primitive. The notation x is traditional for the conjugate of x in a Hopf
algebra, and in this case, ξ1 = ξ1 and ξ2 = ξ2 + ξ31 . The notation ξi, j is used to denote the
image of ξ2
j
i ∈ A(1) in ˙E0(A(1)).
Proof. Well-known consequence of the computation of the dual Steenrod algebra, as in [9].

Proposition 3.3. The F2-algebra ˙E0A(1) is isomorphic to the group ring F2[D8] of the
dihedral group D8.
Proof. We use the presentation
D8 = 〈a, b | a2, b2, abab = baba〉
for D8. The F2-algebra map
f : F2[D8] → ˙E0A(1)
10 ANDREW SALCH
given by
f (a) = 1 + ˙Sq1
f (b) = 1 + ˙Sq2
is well-defined, since f (a)2 = 1 = f (b)2 and f (a) f (b) f (a) f (b) = f (b) f (a) f (b) f (a). (Here
it is essential that we are using ˙E0A(1) and not A(1), since
(
˙Sq2
)2
= 0 in ˙E0A(1) but
(Sq2)2 6= 0 in A(1).) One checks easily that (a + 1)2 = 0 = (b + 1)2 and (a + 1)(b + 1)(a +
1)(b + 1) = (b + 1)(a + 1)(b + 1)(a + 1), hence we have a F2-algebra map
f −1 : ˙E0A(1) → F2[D8]
sending ˙Sq1 to a + 1 and sending ˙Sq2 to b + 1. Clearly f −1 is inverse to f . 
We now use the well-known computation of the Hochschild homology of group rings
(see e.g. Corollary 9.7.5 of [13]):
Theorem 3.4. Suppose G is a discrete group, k a field. Let 〈G〉 be the set of conjugacy
classes of elements in G, and given a conjugacy class S , let CG(S ) denote the centralizer
of S in G. Then there exists an isomorphism of graded k-vector spaces
HH∗(k[G], k[G]) ∼= ⊕S∈〈G〉H∗(CG(S ); k).
(Theorem 3.4 seems to be well-known, but I do not know who to attribute the result to,
if anyone!)
Corollary 3.5. The dimension of HHn( ˙E0A(1), ˙E0A(1)) as a k-vector space is
dimk HHn( ˙E0A(1), ˙E0A(1)) = 3n + 5.
Proof. We use Proposition 3.3 and Theorem 3.4. There are five conjugacy classes of ele-
ments in D8 = 〈x, y | x2, y4, xy = y3x〉:
1, {x, y2x}, {yx, y3x}, {y, y3}, {y2},
with centralizers
D8, 〈x, y2 | x2, (y2)2〉, 〈y2 | (y2)2〉, 〈y | y4〉, D8,
respectively. These centralizer subgroups are isomorphic to
D8,C2 ×C2,C2,C4, D8,
respectively. The homology, with F2 coefficients, of these groups is well-known:
dimF2 Hn(D8; F2) = n + 1
dimF2 Hn(C2 × C2; F2) = n + 1
dimF2 Hn(C2; F2) = 1
dimF2 Hn(C4; F2) = 1,
hence
dimF2 HHn( ˙E0A(1), ˙E0A(1)) = dimF2 HHn(F2[D8], F2[D8])
= dimF2 Hn(D8; F2) + dimF2 Hn(C2 ×C2; F2)
+ dimF2 Hn(C2; F2) + dimF2 Hn(C4; F2)
+ dimF2 Hn(D8; F2)
= 3n + 5.

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Definition 3.6. We now define a new filtration on A(1) which we will call the abelianizing
filtration on A(1). To notationally distinguish it from the May filtration, we will write
¨Fn(A(1)) for its filtration layers, and ¨E0(A(1)) for its associated graded algebra. The
abelianizing filtration is defined as follows:
¨F0(A(1)) = A(1)
¨F1(A(1)) = (Sq1, Sq2)
¨F2(A(1)) = (Sq2)
¨F3(A(1)) = (Sq1 Sq2, Sq2 Sq1)
¨F4(A(1)) = (Q0)
¨F5(A(1)) = (Sq1 Q0, Sq2 Q0)
¨F6(A(1)) = (Sq2 Q0)
¨F7(A(1)) = (Sq1 Sq2 Q0)
¨F8(A(1)) = 0,
where (x) is two-sided ideal generated by an element x, and where Q0 is Milnor’s notation
for the element Sq1 Sq2 + Sq2 Sq1. If x ∈ A(1), we sometimes write x¨ for the associated
element in ¨E0A(1).
Proposition 3.7. The abelianizing filtration on A(1) has the following properties:
• The abelianizing filtration is finer than the May filtration, that is, ˙Fn(A(1)) ⊆
¨Fn(A(1)) for all n.
• The abelianizing filtration is a multiplicative filtration, that is, if x ∈ ¨Fm(A(1)) and
y ∈ ¨Fn(A(1)), then xy ∈ ¨Fm+n(A(1)).
• Furthermore, the abelianizing filtration is a Hopf filtration, that is, if x ∈ ¨Fm(A(1)),
then
∆(x) ∈
m∑
i=0
¨F i(A(1)) ⊗F2 ¨Fm−i(A(1)).
• The associated graded Hopf algebra ¨E0(A(1)) of the abelianizing filtration on
A(1) is the exterior algebra E( ¨Sq1, ¨Sq2, ¨Q0), with ¨Sq1 and ¨Q0 primitive, and with
∆( ¨Sq2) = ¨Sq2 ⊗ 1 + ¨Sq1 ⊗ ¨Sq1 + 1 ⊗ ¨Sq2. The topological degrees (i.e., inherited
from the usual grading on the Steenrod algebra) of ¨Sq1, ¨Sq2, ¨Q0 are 1, 3, and 4,
respectively, and their abelianizing degrees (i.e., inherited from the abelianizing
filtration) are 1, 2, and 4, respectively.
• The F2-linear dual Hopf algebra
(
¨E0(A(1))
)∗
is(
¨E0(A(1))
)∗
∼= F2[ξ1,0, ξ2,0]/ξ
4
1,0, ξ
2
2,0,
with ξ1,0, ξ2,0 both primitive. In particular,
(
¨E0(A(1))
)∗
is isomorphic to
(
˙E0(A(1))
)∗
as F2-coalgebras (but not as Hopf algebras).
Proof. Elementary computation. 
4. Running the HH-May and abelianizing spectral sequences.
4.1. Input.
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Lemma 4.1. Let k be a field of characteristic two, and give k[x]/x2 the structure of a Hopf
algebra over k by letting ∆(x) = x ⊗ 1 + 1 ⊗ x. Then we have an isomorphism of graded
Hopf algebras
HH∗(k[x]/x2, k[x]/x2) ∼= k[x]/x2 ⊗k Γk(σx),
where:
• HH∗(k[x]/x2, k[x]/x2) inherits its coproduct from that of
k[x]/x2, as in Remark 2.3,
• Γk(σx) denotes the divided power algebra over k on a generator σx,
• σx denotes the homology class of the 1-cycle 1[x], i.e., 1 ⊗ x (and consequently
σx is in homological degree 1),
• ∆(x) = x ⊗ 1 + 1 ⊗ x, and
• ∆(γn(σx)) = ∑ni=0 γi(σx) ⊗ γn−i(σx), where γn is the nth divided power.
Consequently, the linear dual of HH∗(k[x]/x2, k[x]/x2), i.e., the cohomology of the cyclic
cobar complex of the linear dual of k[x]/x2, is isomorphic as a Hopf algebra to k[ξ]/ξ2 ⊗k
k[h], with ξ, h both primitive, where ξ is the dual basis element to x, and h is the dual basis
element to σx; consequently ξ, h are in grading degrees 0, 1, respectively.
Proof. Using the cycle representative 1 [x ⊗ . . . ⊗ x] for γn(σx), with n tensor factors of x,
the claims made are easy (and classical) computations of coproducts (using Remark 2.3)
and shuffle products in the cyclic bar complex. 
Lemma 4.2. Let k be a field of characteristic two, and give k[x, y]/(x2, y2) the structure of
a Hopf algebra over k by letting ∆(x) = x⊗1+1⊗x and by letting ∆(y) = y⊗1+x⊗x+1⊗y.
Then we have an isomorphism of graded Hopf algebras
HH∗
(
k[x, y]/(x2, y2), k[x, y]/(x2, y2)
)
∼= k[x, y]/(x2, y2) ⊗k Γk(σx, σy),
where:
• HH∗(k[x, y]/(x2, y2), k[x, y]/(x2, y2)) inherits its coproduct from that of
k[x, y]/(x2, y2), as in Remark 2.3,
• Γk(σx, σy) denotes the tensor product over k of the divided power algebra over k
on a generator σx with the divided power algebra over k on a generator σy,
• σx (respectively, σy) denotes the homology class of the 1-cycle 1[x] (respectively,
1[y]), and consequently σx and σy are each in homological degree 1,
• the coproducts ∆(x) and ∆(y) are exactly as in k[x, y]/(x2, y2),
• ∆(γn(σx)) = ∑ni=0 γi(σx) ⊗ γn−i(σx), and
• ∆(γn(σy)) = ∑ni=0 γi(σy) ⊗ γn−i(σy).
Consequently, the linear dual of HH∗(k[x, y]/(x2, y2), k[x, y]/(x2, y2)), i.e., the cohomology
of the cyclic cobar complex of the linear dual of k[x, y]/(x2, y2), is isomorphic as a Hopf
algebra to k[ξ]/ξ4 ⊗k k[hx, hy], with ξ, hx, hy all primitive, where ξ is the dual basis element
to x, and hx, hy are the dual basis elements to σx, σy, respectively; consequently ξ, hx, hy
are in grading degrees 0, 1, 1, respectively.
Proof. Just as in Lemma 4.1. (Note that ∆(γn(σy)) does not involve x or σx, even though
∆(y) involves x; this is simply because the formula for ∆(σy) = ∆ (1 [y]), given in Re-
mark 2.3, does not actually make any use of the coproduct of y in k[x, y]/(x2, y2).) 
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Proposition 4.3. There exist four strongly convergent trigraded multiplicative spectral
sequences:
(Abelianizing:)
E s,t,u1 ∼= coHH
s,t,u
(
¨E0(A(1)∗), ¨E0(A(1)∗)
)
⇒ coHH s(A(1)∗, A(1)∗)
E∗,∗,∗1 ∼= F2[x10]/(x410) ⊗F2 E(x20) ⊗F2 P(h10, h11, h20)
ds,t,ur : E s,t,ur → E s+1,t−r,ur ,
(HH-May:)
E s,t,u1 ∼= coHH
s,t,u
(
˙E0(A(1)∗), ˙E0(A(1)∗)
)
⇒ coHH s(A(1)∗, A(1)∗)
ds,t,ur : E s,t,ur → E s+1,t−r,ur ,
(HH-May with coeffs. in F2:)
E s,t,u1 ∼= coHH
s,t,u
(
˙E0(A(1)∗), F2)
)
⇒ coHH s(A(1)∗, F2)
ds,t,ur : E s,t,ur → E s+1,t−r,ur ,
(Abelianizing-to-HH-May:)
E s,t,u1 ∼= coHH
s,t,u
(
¨E0(A(1)∗), ¨E0(A(1)∗)
)
⇒ coHH s( ˙E0A(1)∗, ˙E0A(1)∗)
E∗,∗,∗1 ∼= F2[x10]/(x410) ⊗F2 E(x20) ⊗F2 P(h10, h11, h20)
ds,t,ur : E s,t,ur → E s+1,t−r,ur ,
where P denotes a polynomial algebra (over F2) and E an exterior algebra (over F2),
and there exists a morphism of spectral sequences from the HH-May spectral sequence to
the HH-May spectral sequence with coefficients in F2. We write s for the cohomological
degree, t for the filtration degree, and u for the internal/topological degree. Here (and
elsewhere) we write xi0 for the cohomology class of the cyclic cobar 0-cocycle ξi,0 and
hi j for the cohomology class of cyclic cobar 1-cocycle 1
[
ξi, j
]
, where ξ1,0, ξ1,1, ξ2,0 are the
dual basis elements to the elements ¨Sq1, ¨Sq2, ¨Q0, respectively, in ¨E0A(1). (Of course the
machinery we are using produces much more than just these four spectral sequences; but
these four are the ones we will actually use in this paper.)
The tridegrees of the generators of coHH∗,∗,∗
(
¨E0(A(1)∗), ¨E0(A(1)∗)
)
, and cocycle rep-
resentatives for those cohomology classes in the cyclic cobar complex, are as follows:
x10 = [ξ1,0] ∈ coCH0,1,1
(
¨E0(A(1)∗), ¨E0(A(1)∗)
)
x20 = [ξ2,0] ∈ coCH0,4,3
(
¨E0(A(1)∗), ¨E0(A(1)∗)
)
h10 = [1 ⊗ ξ1,0] ∈ coCH1,1,1
(
¨E0(A(1)∗), ¨E0(A(1)∗)
)
h11 = [1 ⊗ ξ1,1] ∈ coCH1,2,2
(
¨E0(A(1)∗), ¨E0(A(1)∗)
)
h20 = [1 ⊗ ξ2,0] ∈ coCH1,4,3
(
¨E0(A(1)∗), ¨E0(A(1)∗)
)
Proof. Consequence of Propositions 2.6, 3.2 and 3.7 and Lemmas 4.1 and 4.2. 
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Proposition 4.4. The HH-May spectral sequence with coefficients in F2, from Proposi-
tion 4.3, is isomorphic (beginning with the E1-term) to the classical May spectral sequence
for A(1), Ext∗,∗,∗E0 A(1)(F2, F2) ⇒ Ext∗,∗A(1)(F2, F2). (See e.g. Example 3.2.7 of [11] for this spec-
tral sequence.)
Proof. The cyclic cobar complex of A(1) with coefficients in F2 is isomorphic to the clas-
sical (non-cyclic) cobar complex of A(1), as in Definition A.1.2.11 of [11]. and the May
filtration on one coincides with the May filtration on the other. 
4.2. d1-differentials.
Proposition 4.5. In both the abelianizing spectral sequence and the abelianizing-to-HH-
May spectral sequence, the d1 differentials are given on the multiplicative generators by
d1(x10) = 0,
d1(x20) = x10h11 + x210h10,
d1(h10) = 0,
d1(h11) = 0, and
d1(h20) = h10h11.
Using these formulas and the Leibniz rule, we get the d1 differential on all elements of the
E1-terms of the abelianizing and abelianizing-to-HH-May spectral sequences.
Proof. In Proposition 4.3 we gave cocycle representatives for the six multiplicative gen-
erators. We then easily compute the d1 differentials on those generators using the method
described in Proposition 2.6:
d(ξ1,0) = 0,
d(ξ2,0) = ξ1,0 ⊗ ξ1,1 + ξ1,1 ⊗ ξ1,0
+ 1 ⊗ ξ2,0 + ξ2,0 ⊗ 1
+ ξ2,0 ⊗ 1 + 1 ⊗ ξ2,0
= ξ1,0 ⊗ ξ1,1 + ξ1,1 ⊗ ξ1,0
d(1 ⊗ ξ1,0) = 0,
d(1 ⊗ ξ1,1) = 0,
d(1 ⊗ ξ2,0) = 1 ⊗ 1 ⊗ ξ2,0 + 1 ⊗ ξ2,0 ⊗ 1
+ 1 ⊗ ξ1,0 ⊗ ξ1,1 + 1 ⊗ 1 ⊗ ξ2,0
+ 1 ⊗ ξ2,0 ⊗ 1
= 1 ⊗ ξ1,0 ⊗ ξ1,1.
Here ξ1,1 is the dual basis element to Sq2, so ξ1,1 = ξ
2
1,0 in the associated graded of the
abelianizing filtration, but ξ1,1 is indecomposable in the associated graded of the May fil-
tration. Using the product on dual Hochschild cohomology from Proposition 2.6, we get
that these cocycles represent the cohomology classes 0, 0, x10h11+ x210h10, 0, h10h11, respec-
tively. 
Now one has enough information to do a routine computation of the cohomology of
the E1-term, and get the E2-term. While h20 is not a cocycle in the E1-term, its square is,
THE HOCHSCHILD HOMOLOGY OF A(1). 15
and we follow the traditional (due to May’s thesis) notational conventions of May spectral
sequences by writing b20 for h220.
We present the E2-term as a spectral sequence chart.
Conventions 4.6. In all the spectral sequence charts in this paper,
• the vertical axis is the homological degree,
• the horizontal axis is the Adams degree, i.e., the internal/topological degree minus
the homological degree,
• horizontal lines (whether curved or straight) represent multiplication by x10,
• vertical lines represent multiplication by h10, and
• diagonal lines represent multiplication by h11.
Here is a spectral sequence chart illustrating the E2-term of the abelianizing and abelianizing-
to-HH-May spectral sequences (their E2-terms are abstractly isomorphic as bigraded F2-
vector spaces, if one forgets about the filtration degree and only keeps track of the coho-
mological and Adams degrees), reduced modulo the ideal generated by b20:
(4.2.1) 0 1 2 3 4 5 6 7 8 9 10
0
1
2
3
4
The classes whose names are not implied by the lines representing various multiplica-
tions are as follows:
• the class in bidegree (1, 5) is x210(h10x20 + x10h20), which we abbreviate as z,
• and the class in bidegree (0, 6) is x310x20, which we abbreviate as x6.
The spectral sequence’s E2-term is b20-periodic, that is, there exists a class (not pictured)
b20 in bidegree (2, 4) each of whose positive integer powers generates an isomorphic copy
of the chart 4.2.1.
Consequently, as a trigraded F2-algebra, the spectral sequence’s E2-term is isomorphic
to:
F2[x10, h10, h11, z, x6, b20] modulo relations x410, x10h11 = x210h10,
h10h11, x10z = h10x6, h11z, z2,
x10x6, zx6, x
2
6,
with generators in tridegrees:
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Class Coh. degree Ab. degree Top. degree Adams degree
x10 0 1 1 1
x6 0 7 6 6
h10 1 1 1 0
h11 1 2 2 1
z 1 7 6 5
b20 2 8 6 4
4.3. d2-differentials.
Proposition 4.7. The abelianizing-to-HH-May spectral sequence collapses at E2, i.e.,
there are no nonzero differentials longer than d1 differentials. Consequently, the spec-
tral sequence chart 4.2.1 describes the E1-term (and also the E2-term) of the HH-May
spectral sequence, as well as the E2-term of the abelianizing spectral sequence.
Proof. An easy dimension count on the E2-term 4.2.1 gives us that the F2-vector space
dimension of the s-row is 3s + 5. By Proposition 2.5 and Corollary 3.5, this is the correct
dimension for the E∞-term. So there can no further nonzero differentials in the spectral
sequence, since any such differentials would reduce the F2-vector space dimension of some
row. 
Proposition 4.8. The d2 differentials on the multiplicative generators of the E2-term of the
HH-May spectral sequence, as well as the abelianizing spectral sequence, are as follows:
d2(x10) = 0,
d2(h10) = 0,
d2(h11) = 0,
d2(z) = 0,
d2(x6) = 0, and
d2(b20) = h311.
Using these formulas and the Leibniz rule, we get the d2 differential on all elements of the
E2-term of the abelianizing spectral sequence.
Proof. For x10, h10, and h11, same computation as Proposition 4.5. For z, x6, inspection of
the tridegrees of elements rules out all nonzero possibilities for d2.
For the differential d2(b20): we see from inspection of the tridegrees that the only pos-
sible nonzero differential on b20 would have to hit a scalar multiple of h311, and this differ-
ential indeed occurs, using Proposition 4.4 to map the HH-May spectral sequence to the
classical May spectral sequence for A(1), in which the differential d2(b20) = h311 is classical
and well-known (see e.g. Lemma 3.2.10 of [11]). 
So the only nonzero d2 differentials are the d2-differential d2(b20) = h311 and its products
with other classes. By the Leibniz rule, d2(b220) = 0, so the spectral sequence’s E3-term
is b220-periodic. We now draw a chart illustrating the E3-term, modulo the two-sided ideal
generated by b220:
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(4.3.1)
0 1 2 3 4 5 6 7 8 9 10 11
0
1
2
3
4
5
The entire pattern described by the chart 4.3.1 repeats: there is the periodicity class
(not pictured) b220 in bidegree (4, 8), which maps, under the map of spectral sequences
of Proposition 4.4, to the element in Ext4,8A(1)(F2, F2) which is the image in the associated
graded of the Adams filtration of the famous real Bott periodicity element in π8(ko).
The classes whose names are not implied by the lines representing various multiplica-
tions are as follows, and whose names were not already given in our description of the
E2-term, are as follows:
• the class in bidegree (4, 3) is h10b20, which we abbreviate as w4,
• the class in bidegree (5, 2) is x10b20, which we abbreviate as w5,
• and the class in bidegree (9, 3) is zb20, which we abbreviate as w9.
Finally, we write b for b220, so that the spectral sequence’s E3-term is multiplicatively
generated by elements:
Class Coh. degree Ab. degree Top. degree Adams degree
x10 0 1 1 1
x6 0 7 6 6
h10 1 1 1 0
h11 1 2 2 1
z 1 7 6 5
w4 3 9 7 4
w5 2 9 7 5
w9 3 15 12 9
b 4 16 12 8 .
In Proposition 4.4 we constructed a map from the HH-May spectral sequence to the
classical May spectral sequence computing Ext∗,∗A(1)(F2, F2). We now draw the E3 ∼= E∞-
term of that classical May spectral sequence, using the same conventions as charts 4.2.1
and 4.3.1, so that one can easily see the (surjective) map of spectral sequence E3-terms:
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(4.3.2)
0 1 2 3 4 5 6 7 8 9 10 11
0
1
2
3
4
5
Again, there is a periodicity class (not pictured) b = b20 in bidegree (4, 8), i.e., cohomo-
logical degree 4 and topological degree 12 (hence Adams degree 8).
Proposition 4.9. In the abelianizing and the HH-May spectral sequences, all dr differen-
tials are zero, for all r > 2.
Proof. We simply check that there can no nonzero dr differentials, for r > 2, on the
multiplicative generators x10, x6, h10, h11, z,w4,w5,w9, b of the E3-term of the abelianizing,
equivalently (starting with E3), the HH-May spectral sequence. In the proof of Proposi-
tion 4.8, we showed that x10, h10, h11, and x6 all do not support differentials of any length
whatsoever. The remaining classes are all incapable of supporting nonzero dr differentials,
for r > 2, for degree reasons: there are no classes in the correct tridegree for any of these
classes to hit by a dr differential, if r > 2. 
Theorem 4.10. The spectral sequence chart 4.3.1 displays (by reading across the rows)
the Hochschild homology HH∗(A(1), A(1)). In particular, the F2-vector space dimension
of HHn(A(1), A(1)) is:
dimF2 HHn(A(1), A(1)) =

2n + 5 if 2 | n
2n + 6 if n ≡ 1 mod 4
2n + 4 if n ≡ 3 mod 4.
Hence the Poincare´ series of the graded F2-vector space HH∗(A(1), A(1)) is
5 + 8s + 9s2 + 10s3 + 8s41−s
1 − s4
.
If we additionally keep track of the extra grading on HH∗(A(1), A(1)) coming from the
topological grading on A(1), then the Poincare´ series of the bigraded F2-vector space
HH∗,∗(A(1), A(1)) is
(4.3.3)
(
(1+u)
(
1+u2+ su(1+u2+u5)+ s2u2(1+2u5+u7)+ s3u3(1+u4+u5+u6+u9)
+
s4u4(1 + u4 + u5 + u9)
1 − su
)
+ u6 + su2 + su8 + s2u4
)
1
1 − s4u12
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where s indexes the homological grading and u indexes the topological grading, as in
Proposition 4.3.
Proof. This information is read off directly from the spectral sequence chart 4.3.1. (Note
that the horizontal axis in the chart 4.3.1 is the Adams degree, i.e., u − s, not the inter-
nal/topological degree, i.e., u, so one must be a little careful in reading off the series 4.3.3
from the chart.) 
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