In this study, we propose a method to determine the weight of decision makers (DMs) in group multiple criteria decision making (GMCDM) problems with interval data . Here, we obtain an interval weight for each DM and then the relative closeness of each decision from the negative ideal solution (NIS) and the positive ideal solution (PIS) is then computed. In the proposed method, after weighting the decision matrix of each DM, the alternatives are ranked using interval arithmetic. A comparative example along with a real world problem on air quality assessment is given to illustrate our method.
Introduction
Multiple Criteria Decision Making (MCDM) problems are an important field of study in management, decision science and operations research [1] . This field has attracted the attention of many researchers in last decade and so far many approaches were presented to solve the MCDM problems [2] . In MCDM problems, the aggregated performance of alternatives is measured based on a set of criteria. Based on this assessment, the alternatives are ranked and the alternative which has the best aggregate performance is selected for implementation [3] [4] [5] [6] [7] [8] .
The employed methods to assess the aggregate performance of alternatives are different in using the aggregate functions. For instance, the simple additive weighting (SAW) method [9] employs a simple aggregate function, the technique for order preference by similarity to ideal solution (TOPSIS) [9] and Vlse Kriterijumska Optimizacija I Kompromisno Resenje (VIKOR) [10] which seek for an alternativea compromise solution -that is close to the positive ideal solution (PIS) as possible and as far away from the negative ideal solution (NIS) as possible. The analytical hierarchy process (AHP) [11] in which DM provides pairwise comparison judgments on a ratio scale from 1 to 9. The Simple Multi Attribute Rating 3 been obtained as a real number; therefore the weight of each DM is an exact number which is not compatible with the interval nature of problem. Besides, transforming the interval numbers to the exact one will lead to loss some of the information. Jahanshahloo et al. [36] developed the TOPSIS method for MCDM problems with interval numbers. In their research, first the PIS and the NIS are determined by a special algorithm and then the distance of each alternative from the PIS and the NIS are obtained by interval arithmetic. Sayadi et al. [37] extended the VIKOR method in the presence of interval numbers. In their method, first the PIS and the NIS are determined, then utility and regret measures and VIKOR index are obtained for each alternative; finally VIKOR indexes which are interval numbers were compared together. For this purpose, a coefficient called the optimism level of DM is introduced and by using it, interval numbers are compared and the alternatives are ranked. Dymova et al. [39] provided a development of interval TOPSIS method. Their proposed method is fundamentally different from similar methods. The first difference is that, the interval numbers are compared then the PIS and the NIS are determined. The second difference is that the separation measures of each alternative from the NIS and the PIS are obtained by calculating the separation between centers of intervals. Using this measure does not require the Euclidean distance or the Hamming distance to compute the distance of each alternative from the PIS and the NIS. Rezaei and Salimi [38] provided a method for ABC inventory classification with interval numbers. In their method, an interval programming problem is solved which its objective function minimizes the total costs (control cost and no-control cost). Hafezalkotob et al. [40] developed interval Multiplicative Multi-Objective Optimization based on Ratio Analysis (MULTIMOORA) method. In their study, the decision matrices are normalized and weighted. Then, to rank the alternatives the interval numbers are compared by their degree of possibility. Liu and Li [41] considered interval MAGDM problems. Their method first considers an exogenous weight for each DM. Next, the weight of each DM is obtained by adjusting these exogenous weights and using plant growth simulation algorithm (PGSA). To be noted that, their method ranks the DMs and does not rank the alternatives. Also, the weight of each DM is strongly influenced by the primary exogenous weights and as a result the final ranking is not unique because these primary weights are subjective. Wanke et al. [44] proposed an integrated fuzzy MCDM neural-network approach to predict the performance of ASEAN banks. A Hybrid MCDM model including Interval Rough AHP (IRAHP) and Multi-Attributive Border Approximation Area Comparison (MABAC) proposed by Pamuˇcar et al. [42] . The model is then employed to solve a GMCDM problem and the weight of criteria is determined by IRAHP approach.
Feng et al. [43] combine DEMATEL, analytical network process (ANP), and interval VIKOR to solve the product optimization problem. Hajek and Froelich [45] proposed an integrating of OPSIS with interval-valued intuitionistic fuzzy cognitive maps for effective group decision making. Frini and Ben Amor [46] proposed a temporal outranking method, named MUPOM (MUlti-criteria multi-Period Outranking Method), which accommodates the requirements of sustainable development and demonstrates how the paradigm behind outranking methods can be of use in processing temporal impacts 4 of decisions. The proposed method is structured in four phases: multi-criteria aggregation, temporal aggregation, exploitation and follow-up.
As mentioned, sometimes information of decision makers or the performance of each alternative under each criterion is not available as a crisp number and we just know the range of these values. This means that, the values are available as interval numbers. Compared to fuzzy MCDM papers there are less papers concern with interval MCGDM problems. Further, the whole computations are not completely based on interval arithmetic in most interval MCGDM. For instance, to calculate the distance of each decision from PIS and NIS, calculations are done as crisp numbers and not interval numbers [35] . The current paper makes five major contributions. First, the proposed approach incorporates the interval data into the MCDM problems and all calculations are done in interval form. Second, given that the primary information are interval and since the endogenous weights are obtained from the primary data, the weights are obtained as interval and this is more consistent with the interval nature of the problem and seems more logical. Third, the opinion of each DM on the performance of alternatives under criteria is expressed by an interval matrix and the PIS and the NIS are obtained as interval matrices. Fourth, we obtain the ranking order of DMs using the relative closeness of each individual decision matrix to the NIS and the PIS and then the weight of each DM is obtained as an interval number. Ultimately, all alternatives are ranked after weighting the decision matrices.
The rest of this study is organized as below: In the following section some preliminaries on interval numbers and their arithmetic are given. Section 3 is devoted to the proposed method and its algorithm. A numerical example taken from literature is given to compare our method and those published in literature in section 4. To demonstrate relevancy of our method, a real case related to the assessment of air pollution is provided in this section as well. Conclusions appear in section 5.
Interval definitions and arithmetic
Now, some interval definitions and arithmetic are given. These preliminaries will be used in next sections [47] [48] [49] . 
Where  
(2) Construct a matrix called the complementary matrix as below:
(3) Sum up all components in each row of matrix P together and let:
, , , 
The proposed method
In this section, we present our method. Here, the opinion of each DM on the performance of each alternative under criteria is expressed by a non-negative interval matrix. Let 
   is a non-negative interval number and k ij x shows the opinion of kth DM on the performance of ith alternative under the jth criterion. So: 
First, to normalize the decision matrix we define: 
rr   is a non-negative interval number and
Further, the weighted decision matrices are obtained as:
Then the average of weighted matrices is considered as the PIS. Thus
where
 . Next, we define the NIS as follows: The separation measures of the decision matrix of kth DM from the PIS and the NIS, which are interval numbers, are calculated using the following formulas, respectively:
and decision matrix which is farther away from the NIS and the closer to the PIS is preferred. But, the decision matrix which is closer to the PIS is not essentially the same as that farther away from the NIS [50] . So we should calculate the relative closeness of each decision matrix with respect to the PIS. Since the main idea of the proposed method is taken from TOPSIS, the relative closeness of kth decision matrix with respect to the PIS, which is an interval number, is calculated as below:
, , , ,
where 
So the weight of each DM is obtained as an interval number which is more reasonable. Nevertheless, if one need to rank the DMs, the complementary matrix P is used to rank all DMs in descending order by employing k RC values. For this purpose, each decision matrix is weighted as below:
Then, the collective matrix V is constructed by
Due to this fact that each row of matrix V corresponds to an alternative, hence these rows should be compared together. For this purpose, define: , , , , Step 2. Compute weighted interval matrix k V by Eq. (8).
Step 3. Employ Eqs. (9) and (10) to compute the PIS and the NIS, respectively.
Step 4. Compute the separation measures of decision matrix of kth   , ,..., kt 12  DM from the PIS and the NIS by Eqs. (11) and (12), respectively.
Step 5. Obtain the relative closeness of decision matrix of kth   , ,..., Step 6. Apply Eq. (14) to determine the weight of kth   , ,...,
Step 7. Weigh the decision matrices using Eq. (15).
Step 8. Utilize Eq. (16) to construct collective matrix V .
Step 9. Calculate interval numbers Step 10. Employ Eq. (18) 
Illustrative examples
In this section a comparative example along with a real case is given to clarify the proposed method.
Example 1.
We reconsider the example presented in Liu and Li [41] with six alternatives, four criteria and four DMs. The judgment information of four DMs is shown in Tables 1-4 .
Liu and Li (2015) first consider an exogenous weight for each DM. Based on Liu and Li [41] , the subjective weights are . , . , . . Then, the weight of each DM is obtained by adjusting these exogenous weights and using plant growth simulation algorithm (PGSA). Their method ranks the DMs and does not rank the alternatives. Now, we apply the proposed method assuming the same importance for all DMs. After performing the steps of the proposed method and obtaining , ; , , ,
, we insert the primary exogenous weights ( . , . , . , .
, by Eq. (20) . As seen in Table 5 , the ranking of DMs from both methods is the same, but as mentioned, primary exogenous weights are very influential in Liu and Li method and it is necessary to determine those at the beginning of the procedure. This is noteworthy that the proposed method does not depend on choosing the primary weights. In step 1, since all criteria are cost type, we normalize the matrices using Eq. (7). (Tables 11-15 ).
In step 3, determine the PIS ( + A ) and NIS ( A  ) by Eqs. (9) and (10) respectively (Tables 16 and 17 ). In step 4, apply Eqs. (11) and (12) (Table 18 ). In step 7, utilize Eq. (15) to weigh the decision matrices. In step 8, construct matrix V by Eq. (16), which are shown in Table 19 .
In step 3 . This means that the best alternative is A 1 , hence the first day has the best air quality.
As seen in Table 18 , Table 18 shows that in ranking based on "farther away from the NIS is better" the fourth DM is placed in the last rank, while the decision of this DM is closest to the PIS. But in the ranking based on K RC values, be closer to the PIS and farther away from the NIS are considered simultaneously, and a DM which it's decision is closer to the PIS and farther away from the NIS, will be assigned a higher weight and a DM which it's decision is farther away from the PIS and closer to the NIS, will be assigned lower weight, because it's opinions were biased (directed) or false.
Conclusions
In this study, we employed the interval numbers to include uncertainly in decision making process.
Thanks to the abilities of interval numbers we presented a new approach to solve GMCDM problems in the presence of interval data. Here we proposed an interval based approach to weigh the DMs and rank the alternatives. The proposed model provides more reasonable results since it produces interval weights which are consistent with given data. 
