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Abstract—Support vector machine algorithms are considered
essential for the implementation of automation in a radio access
network. Specifically, they are critical in the prediction of the
quality of user experience for video streaming based on device
and network-level metrics. Quantum SVM is the quantum ana-
logue of the classical SVM algorithm, which utilizes the properties
of quantum computers to speed up the algorithm exponentially.
In this work, we derive an optimized preprocessing unit for
a quantum SVM that allows classifying any two-dimensional
datasets that are linearly separable. We further provide a result
readout method of the kernel matrix generation circuit to avoid
quantum tomography that, in turn, reduces the quantum circuit
depth. We also derive a quantum SVM system based on an
optimized HHL quantum circuit with reduced circuit depth.
Index Terms—quantum support vector machine, noisy inter-
mediate scale quantum computers, HHL, algorithm
I. INTRODUCTION
Machine learning (ML) algorithms such as support vec-
tor machine (SVM), K-Means or simple linear regression
solvers are crucial functional blocks of the user-data and
management planes of a radio access network. Support vector
machine algorithms, for example, are considered essential for
the implementation of automation in a radio access network.
Specifically, they are critical in the prediction of the quality
of user experience for video streaming based on device and
network-level metrics [1]. In a live network and because of
the large amount of training data, the training process of
supervised ML algorithms is usually very time-consuming,
and these algorithms need to be executed in specific hard-
ware. An example of hardware specificity is a processor that
exploits the properties of quantum mechanics, i.e., a quantum
computer. Currently available quantum machines, also named
noisy intermediate scale quantum (NISQ) computers, bear the
promise of better performance on many tasks than current
classical computers, but the quantum noise and decoherence
time of the qubits limits the size of quantum circuits that can
be reliably executed [2]. Thus, there is a need to reduce the
complexity of quantum algorithms to observe expected results
on NISQ computers. This paper introduces a quantum SVM
system that is suitable to be implemented on NISQ computers.
SVM is a supervised machine learning technique for solv-
ing classification problems. It can classify vectors into two-
subgroups, but in order to execute the SVM algorithm on a
quantum machine, the algorithm needs to be redesigned so that
the properties of quantum mechanics are fully exploited. The
quantum support vector machine (QSVM) can quadratically
or exponentially speed up the original classical algorithm
depending on the circuit design chosen. In this paper, we
explore the QSVM algorithm, and we find that:
1) Optimizing the preprocessing unit for the QSVM sys-
tem allows the QSVM model to classify any two-
dimensional datasets that are linearly separable by a line
crossing the origin
2) Using a classical result readout method of the training-
data oracle allows us to avoid using the quantum tomog-
raphy technique, and using a new training-data oracle
allows us to reduce the quantum circuit depth for small-
scale training data
3) Proposing a new Harrow/Hassidim/Lloyd (HHL) quan-
tum circuit allows us to use a shorter-depth circuit and
observe better results on real quantum computers, and
redesigning the result readout method enables us to solve
QSVM problems
This paper is organized as follows: Section II reviews
the SVM algorithm, NISQ computers and basic concepts of
quantum computing; Section III introduces the related works
in this area; Section IV provides the implementation method
of our QSVM system; Section V introduces the datasets,
platforms, metric and the baseline of our implementation;
Section VI shows the results of both our implementation and
the prior art; and Section VII is the final conclusion.
II. BACKGROUND
A. SVM algorithm
The SVM classification algorithm can classify data into two
sub-groups. Let us assume there are M training data points
~xi, i = 1, . . . ,M , and each data has a label +1 or −1. Let
us also assume that the number of dimensions of the feature
space is N . In this case, the training data can be written as
{(~xi, yi) : ~xi ∈ RN , yi = ±1}.
Fig. 1 shows an example of SVM classification with N = 2.
As shown in the figure, the goal of SVM is to find the
maximum-margin hyperplane ~w · ~x + b = 0 that can divide
the data into two classes and make the distance between
the classes the furthest. The number of dimensions of the
hyperplane is N − 1, which in our case equals to 1.
The training data points ~xi will be classified into the +1
class if the inequality ~w · ~xi + b > 1 is fulfilled; or the data
points will be classified into the −1 class if the inequality
~w · ~xi + b 6 −1 is fulfilled. Thus, the classification set of
equations can be written as:
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Machine learning (ML) algorithms such as support vec-
tor machine (SVM), K-Means or simple linear regression
solvers are crucial functional blocks of the user-data and
management planes of a radio access network. Support vector
machine algorithms, for example, are considered essential for
the implementation of automation in a radio access network.
Specifically, they are critical in the prediction of the quality
of user experience for video streaming based on device and
network level metrics [1]. In a live network and because of
the large amount of training data, the training process of
supervised ML algorithms is usually very time-consuming, and
these algorithms need to be executed in specific hardware. An
example of hardware specificity is a processor that exploits the
properties of quantum mechanics, i.e., a quantum computer.
Currently available quantum machines, also named Noisy in-
termediate scale quantum (NISQ) computers bear the promise
of better performance on many tasks than current classical
computers, but the quantum noise and decoherence time of the
qubits limits the size of quantum circuits that can be reliably
executed [2]. Thus, there is a need to reduce the complexity
of quantum algorithms to observe expected results on NISQ
computers. This paper introduces a quantum SVM system that
is suitable to be implemented on NISQ computers.
SVM is a supervised machine learning technique for solv-
ing classification problems. It can classify vectors into two-
subgroups, but in order to execute the SVM algorithm on a
quantum machine, the algorithm needs to be redesigned so that
the properties of quantum mechanics are fully exploited. The
quantum support vector machine (QSVM) can quadratically
or exponentially speed up the original classical algorithm
depending on the circuit design chosen. In this paper, we
explore the QSVM algorithm and we find that:
1) Optimizing the preprocessing unit for the QSVM sys-
tem allows the QSVM model to classify any two-
dimensional datasets that are linearly separable by a line
crossing the origin
2) Using a classical result readout method of the training-
data oracle allows us to avoid using the quantum tomog-
raphy technique; and using a new training-data oracle
allows us to reduce the quantum circuit depth for small-
scale training data
3) Proposing a new Harrow/Hassidim/Lloyd (HHL) quan-
tum circuit allows us to use a shorter-depth circuit and
observe better results on real quantum computers; and
redesigning the result readout method enables us to solve
QSVM problems
This paper is organized as follows: Section II reviews
the SVM algorithm, NISQ computers and basic concepts of
quantum computing; Section III introduces the related works
in this area; Section IV provides the implementation method
of our QSVM system; Section V introduces the datasets,
platforms, metric and the baseline of our implementation;
Section VI shows the results of both our implementation and
the prior art; and Section VII is the final conclusion.
II. BACKGROUND
A. SVM algorithm
The SVM classification algorithm can classify data into two
sub-groups. Let us assume there are M training data points
~xi, i = 1, . . . ,M , and each data has a label +1 or −1. Let
us also assume that the number of dimensions of the feature
space is N . In this case, the training data can be written as
{(~xi, yi) : ~xi ∈ RN , yi = ±1}.
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Fig. 1: An example of SVM classification
{
yi = +1 if ~w · ~xi + b > +1
yi = −1 if ~w · ~xi + b 6 −1 (1)
or in a simpler manner:
yi(~w · ~xi + b) > 1 (2)
The margin between two classes can also be represented by
the distance between two support hyperplanes ~w·~x+b = 1 and
~w·~x+b = −1. With the expressions of the support hyperplanes
defined, the distance between them can be represented by 2‖~w‖ .
Thus, SVM aims at maximizing the margin 2‖~w‖ , which is the
same as minimizing ‖~w‖
2
2 . The Lagrange’s method is then used
to solve this problem [3].
B. Noisy Intermediate Scale Quantum (NISQ) Computers
Noisy Intermediate Scale Quantum (NISQ) computers refer
to near-term 50−100 qubits quantum computers that can solve
some problems that classical computers cannot, but they are
not advanced enough to realize fully fault-tolerant quantum
computation [2]. NISQ computers do not have enough qubits
to do the error correction, so they have to directly use the
imperfect physical qubits to implement quantum computing
algorithms and operations.
Thus, when we run quantum circuits on real quantum
computers, we have to consider their imperfectness, such as the
decoherence. Quantum decoherence, i.e., the loss of quantum
coherence, describes the phenomenon that qubits in a quantum
computer will lose their quantum mechanical properties as the
time goes by due to their interaction with the environment [4].
Because of the limited coherence time of quantum computers,
only quantum circuits that are short enough can be reliably
run on them, and there is a need to reduce the circuit depth,
which is the length of the longest path in a quantum circuit.
Otherwise, the result will not be as expected.
C. Basic Quantum Computing Concepts
1) One single qubit and quantum superposition: The bit
is the fundamental unit of a classical computer and has two
possible states: 0 and 1. Similarly, the qubit (quantum bit) is
the fundamental unit of a quantum computer, and it also has
two possible states 0 and 1 but only after measurement or
observation. Before measurement, a qubit can stay in both 0
and 1 simultaneously, i.e., superposition.
A qubit can be written as a unit vector in a two-dimensional
complex vector space C2. A qubit in state zero is written as
|0〉; a qubit in state one is written as |1〉, and they are defined
as:
|0〉 =
(
1
0
)
|1〉 =
(
0
1
) (3)
where |·〉 is a ket, and it is a standard notation for describ-
ing quantum states. Ket notation together with its conjugate
transpose, the bra 〈·|, is known as the Dirac notation.
Any arbitrary one-qubit quantum state |ψ〉 can be repre-
sented by:
|ψ〉 = a0|0〉+ a1|1〉 = a0
(
1
0
)
+ a1
(
0
1
)
=
(
a0
a1
)
(4)
where |a0|2 + |a1|2 = 1. This shows one of the most
important characteristics of qubit, superposition, which means
that a qubit can stay in state zero and state one at the same
time until it is observed. According to the quantum mechanics
laws, after measurement or observation, the qubit will collapse
in one or the other state and there will be a probability |a0|2
to observe |0〉 and a probability |a1|2 to observe |1〉. The one-
qubit quantum state |ψ〉 can also be regarded as a point (θ, φ)
on the Bloch sphere, as shown in Fig. 2, where a0 = cos( θ2 )
and a1 = eiφsin( θ2 ).
For example, a qubit can be in the superposition state
1√
2
(|0〉 + |1〉), which can be generated through a Hadamard
gate on a |0〉 quantum state. After measuring this qubit, the
probabilities of getting zero or one states are both 12 .
ϕ
θ
x
y
z = |0〉
−z = |1〉
|ψ〉
Fig. 2: Bloch sphere representation of a qubit
2) Multiple qubits and quantum entanglement: Qubits can
also be combined together to form multi-qubit system, whose
matrix form can be calculated by the tensor product of all
qubits. For example, a two-qubit system can be represented
by four basis states: |00〉, |01〉, |10〉, |11〉, and each of them,
in its matrix form, is a four-dimensional vector:
|00〉 = |0〉 ⊗ |0〉 =
(
1
0
)
⊗
(
1
0
)
=
1⊗
(
1
0
)
0⊗
(
1
0
)
 =
100
0
 (5)
3Note that the other three basis states can be obtained
similarly. A two-qubit system can exist in a superposition of
these four basis states:
|ψ〉 = a0|00〉+ a1|01〉+ a2|10〉+ a3|11〉
= a0
100
0
+ a1
010
0
+ a2
001
0
+ a3
000
1
 =
a0a1a2
a3
 (6)
where a0 to a3 are the amplitudes (also named weights and
coefficients) of the basis. Similar to the case of one qubit, |ai|2
represents the probability of measuring state |i〉, and the sum
of |ai|2 for all states shall be 1:
3∑
i=0
|ai|2 = 1 (7)
Generalizing, every n-qubit quantum state can be repre-
sented by a 2n-dimensional complex vector in the Hilbert
space:
|ψ〉 =
2n−1∑
i=0
ai|i〉 (8)
After the measurement, the probability of |ψ〉 to collapse
into state |i〉 is |ai|2 where
∑2n−1
i=0 |ai|2 = 1.
Besides superposition, the entanglement among multiple
qubits is another important characteristic of qubits. Entangle-
ment is a quantum physics phenomenon, which describes the
interaction of pairs or groups of qubits. The state of each qubit
cannot be described independently; rather, it has to be regarded
as a whole.
Examples for quantum entanglement are the Bell states, also
called the Einstein-Podolsky-Rosen (EPR) states. One of the
Bell states is 1√
2
(|00〉+ |11〉), which indicates two entangled
qubits in two possible quantum states, |00〉 and |11〉, such that
when the first qubit is in the zero state, the other one is also in
the zero state; when the first qubit is in the one state, the other
one is also in the one state. The two qubits cannot be described
independently, but we can describe them as a whole: they are
always in the same state. This Bell state 1√
2
(|00〉 + |11〉) is
also denoted as |+〉, and it is generated through two quantum
gates, the Hadamard gate and the CNOT (controlled NOT)
gate, as shown in Fig. 3.
|0〉 H •
|0〉
Fig. 3: The generation of the Bell state
The number of basis states a quantum system contains
increases exponentially with the number of qubits. Thus,
the properties of superposition and entanglement can enable
one qubit to contain two bits of information; two qubits to
contain four bits of information; n qubits to contain 2n bits
of information. Therefore, quantum computers have a much
larger computational power than classical computers.
1
Gate Symbol Matrix form or
 
explanation
one- 
qubit 
gate
Hadamard H
1√
2
(
1 1
1 −1
)
Pauli-X (X) X
(
0 1
1 0
)
phase-shift Rk
(
1 0
0 e
2pii
2k
)
phase-shift
with k = 2 S
(
1 0
0 i
)
Y rotation Ry(θ)
(
cos( θ
2
) −sin( θ
2
)
sin( θ2) cos(
θ
2 )
)
multiple-
qubit 
gate
controlled-
NOT
(CNOT)
•
 0 001 1 000 0 100
0 010

Toffoli/
CCNOT
•
•

00000001
00000010
00000100
00001000
00010000
00100000
10000000
01000000

SWAP ××
 0001 0100 0010
1000

other 
circuit
symbols
qubit Wire carrying one qubit
measurement Projection a quantum stateonto |0〉 and |1〉
controlled
gate 1
•
U
The gate U will act on the 
target qubit only when the 
control qubit equals to |1〉
controlled
gate 2 U
The gate U will act on the 
target qubit only when the 
control qubit equals to |0〉
inverse gate U†
A gate representing the 
inverse transform of the
original gate U
TABLE I: Quantum gates and quantum circuit symbols
3) Quantum gate and quantum circuit: In classical comput-
ers, there are logic gates, such as AND gate, OR gate, XOR
gate, and NOT gate, etc., and these are the building blocks of
conventional digital circuits. In quantum computers, we have
quantum logic gates and can transform quantum states to other
quantum states. Table I relates some fundamental quantum
gates and their matrix representation.
Different from the classical logical gates, there exist infinite
different quantum gates. This is because quantum gates can be
represented by unitary matrices and any transform using the
unitary matrix can be considered a quantum gate. An N ×N
complex matrix U is a unitary matrix if it satisfies:
U†U = UU† = IN (9)
where U† is the conjugate transpose of U , and IN is the
N ×N identity matrix.
The number of input qubits and output qubits of the
quantum gate should be the same, and a quantum gate acting
on n qubits should be represented by a 2n×2n unitary matrix.
Thus, a quantum gate operating on a quantum state can be
calculated by a point multiplication of a 2n × 2n matrix and
a 2n× 1 vector. The result of the transform is a new quantum
state represented by a vector of the same size as the original
vector.
A series of quantum gates in a designed sequence will build
up to a quantum circuit. A quantum circuit is designed to
transform an initial quantum state into a quantum state with
our desired probability distribution.
4III. RELATED WORK
A. QSVM algorithm
There are two methods for implementing QSVM on a
quantum computer. One is based on Grover’s Search algo-
rithm, with quadratic speedup [5]; the other one is based on
the HHL algorithm, with exponential speedup [6]. The HHL
algorithm [7], named after its authors, Aram Harrow, Avinatan
Hassidim, and Seth Lloyd, is the quantum algorithm for linear
systems of equations. It can extract certain properties of ~x
satisfying A~x = ~b, where A is an N × N matrix, and ~b is a
vector with size N × 1. The computational complexity of the
classical SVM algorithm is O[log(−1)poly(NM)], and it is
proportional to the polynomial in NM . Here N is the number
of dimensions of the data, M is the number of training data,
and  is the accuracy. The QSVM based on the HHL algorithm,
as in ref. [6], can achieve O[log(NM)] performance on both
training and testing processes, and thus, it can exponentially
speed up a calculation when compared to the classical SVM
algorithm.
As shown in [6], by employing the least-squares reformu-
lation of the support vector machine described in [8], we can
change the original SVM problem, a quadratic programming
problem, into a problem of solving a linear equation system:
F
(
b
~α
)
≡
(
0 ~1T
~1 K + γ−1I
)(
b
~α
)
=
(
0
~y
)
(10)
where K is the M × M kernel matrix and its elements
can be calculated by Kjk = k(xj , xk) = ~xj · ~xk when a linear
kernel is chosen; γ is a user-defined value to control the trade-
off between training error and SVM objective; ~y is a vector
storing the labels of the training data, and I is the unit matrix.
So the only unknown term in this linear equation is the vector(
b
~α
)
. In here, both ~α and b are parameters for calculating
the SVM classifier, the decision hyperplane for splitting data
into two sub-groups. Once the parameters of the hyperplane
are determined, thanks to the linear system solving algorithm,
the HHL algorithm, a new data point ~x0 can be classified
according to:
y( ~x0) = sgn(~w · ~x0 + b)
= sgn(
M∑
i=1
αik(~xi · ~x0) + b) (11)
where ~xi with i = 1, . . . ,M is the training data; αi is
the ith dimension of the parameter ~α; ~w is the slope of the
hyperplane, which can be calculated through the parameter ~α.
Parameter b is the offset of the hyperplane, which in our case
is chosen to be 0, and the sign function sgn() is defined as:
sgn(x) =
{
1, if x > 0
−1, if x < 0 (12)
B. QSVM implementation
The authors in [9] introduce a method to implement
the QSVM with exponential speedup based on the physical
implementation of the Nuclear Magnetic Resonance (NMR)
technique. The QSVM system in this implementation can be
used in the optical character recognition (OCR) problem to
distinguish between the handwritten “6” and “9” images. In
this reference, the problem is further simplified by using the
non-offset reduction: b is set to 0, so Equation 10 can be re-
written as:
F~α = ~y (13)
The implementation process described in [9] can be divided
into three parts: 1) the preprocessing unit, 2) the generation
of kernel matrix K, and 3) the QSVM quantum circuit for
classification and the result readout. However, there exist some
drawbacks in this implementation:
1) The QSVM system is limited to classify the handwritten
“6” and “9” images in the specific OCR dataset, but is
not designed for other datasets.
2) The arccot() function in the preprocessing unit to cal-
culate the rotations is only suitable for data in certain
quadrants, which will limit the classification accuracy.
3) When generating the kernel matrix, the time-consuming
quantum tomography [10] is needed to calculate the
density matrix of the first qubit of the circuit.
4) The quantum circuit for QSVM classification is too
complex to be executed on a superconducting quantum
computer, for example, the IBMQX2 quantum computer
provided by IBM.
IV. OUR IMPLEMENTATION OF QSVM SYSTEM FOR NISQ
COMPUTERS
In this section, we propose an implementation of QSVM
system for NISQ computers, which can overcome the prob-
lems of reference [9]. The implementation consists of three
units: the preprocessing unit, the generation of kernel matrix
and the optimization of the HHL quantum circuit for QSVM
classification.
A. Preprocessing unit
As shown in Fig. 4, the preprocessing unit comprises four
sub-steps: i) calculating the horizontal (HR) and the vertical
ratios (VR); ii) linear mapping; iii) L2 normalization and, iv)
calculation of the rotation angles.
4. Trigonometric 
function
66
Printed or hand-written 
’’6’’ and ’’9’’ images
1. Calculate 
HR and VR
e.g. (HR, VR) = 
(1.751, 0.355)
2. Linear 
mapping
Two-dimensional 
data
𝐿2-norm two-
dimensional data
3. Normalization
Angles
Load into 
quantum circuits
Two-dimensional 
data
e.g. (𝑣1, 𝑣2) = 
(1.657, -0.0827)
e.g. (𝑥1, 𝑥2) = 
(0.999, -0.0499)
e.g. 𝜃 = -0.0499 
radian
e.g. 
Fig. 4: Data preprocessing flow chart
51) Step i. Calculating the HR and VR: This step is specific
for the OCR dataset, and it converts the character images data
into two-dimensional data (HRi,VRi), where i = 1, . . . ,m
and m is the number of test data. The ratios are defined as:
HR =
number of black pixels in the left half
number of black pixels in the right half
VR =
number of black pixels in the upper half
number of black pixels in the lower half
(14)
2) Step ii. Linear mapping: In this step, we use the linear
mapping to adapt the training data and test data to make the
matrix F = K + γ−1I generated by the training data to have
a simpler form. For the OCR dataset, the linear mapping is
given by [9]:
(~vi)1 = HRi × 1.3− 0.62
(~vi)2 = VRi × 0.95− 0.42 (15)
To make the QSVM system suitable for classifying not only
the OCR dataset but any other two-dimensional datasets that
can be linearly separated by a line crossing the origin, we
need to modify the previous linear mapping. In this step, a
way of calculating the new coefficients for the linear mapping
is provided, so no matter how the dataset changes, we can
always use the same QSVM quantum circuit, which has the
same decision model to classify the test data.
The linear mapping maps both the training and test data.
We map the training data to ensure that the eigenvalues of
the matrix F can be represented by two qubits, and we
need to do the same thing to the test data as well. Let us
consider an example without linear mapping. In this case,
the matrix F calculated from the training data may have
the following values:
(
1 0.8
0.8 1
)
. The calculated eigenvalues
of this matrix are 0.2 and 1.8, which can be denoted by
the binary numbers 0.0011 . . . and 1.1100 . . ., and to store
these binary eigenvalues, we need a lot of qubits. To reduce
the length of eigenvalues and the number of qubits, we can
linearly map the training data to make F =
(
1 0.5
0.5 1
)
. Now,
the eigenvalues are 0.5 (binary representation is 0.1) and 1.5
(binary representation is 1.1), and can be represented by two
qubits.
Thus, for datasets other than the OCR dataset, we just
need to recalculate the coefficients in Equation 15. The new
equations are then defined as follow:
(~vi)1 = (ti)1 × a+ b
(~vi)2 = (ti)2 × c+ d (16)
where (ti)1 and (ti)2 are the first and second dimen-
sions of the training data of a new dataset. After this
new linear mapping and the L2 normalization, the training
data ((~xi)1, (~xi)2) = (
(~vi)1
|~vi| ,
(~vi)2
|~vi| ) will equal to the OCR
dataset’s preprocessed training data, which are (0.987, 0.159)
and (0.345, 0.935), and the kernel matrix K up to a con-
stant factor tr(K), Kˆ = K/tr(K), can be approximated to(
0.5 0.25
0.25 0.5
)
. From Equation 15 and knowing the values of
the training data n1, n2, n3 and n4, then we can solve the
unknown paramenters a, b, c, d by the solving the equations:
a(t1)1 + b√
(a(t1)1 + b)2 + (c(t1)2 + d)2
= 0.987 ≡ n1 (17)
c(t1)2 + d√
(a(t1)1 + b)2 + (c(t1)2 + d)2
= 0.159 ≡ n2 (18)
a(t2)1 + b√
(a(t2)1 + b)2 + (c(t2)2 + d)2
= 0.345 ≡ n3 (19)
c(t2)2 + d√
(a(t2)1 + b)2 + (c(t2)2 + d)2
= 0.935 ≡ n4 (20)
where (t1)1, (t1)2, (t2)1 and (t2)2 are the first and second
dimensions of the two training data of the new dataset and are
known values. The analytic equations for a, b, when c and d
take any arbitrary values, are:
a =
n1 · n4 · (c(t1)2 + d)− n2 · n3 · (c(t2)2 + d)
n2 · n4 · ((t1)1 − (t2)1)
b =
x1 · n2 · n3(c(t2)2 + d)− x2 · n1 · n4(c(t1)2 + d)
n2 · n4 · ((t1)1 − (t2)1)
(21)
Then we can input the calculated coefficients a and b, and
the arbitrary chosen coefficients c and d to the left-hand side
of Equation 17 and 18, to check whether the n1 and n2 are
positive. The n1 and n2 might be negative numbers, because
we introduced the square and square root operations into the
previous equations. If n1 and n2 are negative, we can choose
the values of c and d again so that n1 and n2 become positive.
That will give us the proper values for a, b, c and d.
3) Step iii. L2 normalization: This step transfers the two-
dimensional data ((~vi)1, (~vi)2) into ((~xi)1, (~xi)2), fulfilling
|(~xi)1|2 + |(~xi)2|2 = 1, so each data ((~vi)1, (~vi)2) is normal-
ized to a point on the unit circle. The normalization is defined
as:
(~xi)1 =
(~vi)1
|~vi|
(~xi)2 =
(~vi)2
|~vi|
(22)
where each data point then can be denoted by a one-qubit
quantum state:
|xi〉 = (~xi)1|0〉+ (~xi)2|1〉 (23)
4) Step iv. Calculation of the rotation angles: The one-
qubit quantum state |xi〉 is usually obtained by a rotation
gate acting on an initial quantum state |0〉, with a certain
angle. The authors in reference [9] use the arccot() function
to calculate the rotation angle, which is only suitable for test
data in specific quadrants.
The results of classifying 100 random-generated points by
calculating the angles with θi = arccot(
( ~xi)1
( ~xi)2
) are shown in
Fig. 5b. As shown from the graph, the points are not only
classified by the expected boundary, but also by the x-axis.
Thus, the classification is correct only if the data points are
in the first or second quadrant. If, instead, we calculate the
angles θi by θi = arctan(
( ~xi)2
( ~xi)1
), the classification results for
100 random-generated points on the unit circuit are shown
in Fig. 5a. Note that the points are not only classified by
the expected boundary, but also by the y-axis. Thus, the
classification is correct only if the data points are in the first
or fourth quadrant. Similarly, if we calculate the angles by the
trigonometric function θi = arctan(
( ~xi)1
( ~xi)2
), the classification
results of the 100 data are shown in Fig. 5c.
To make the classification results correct regardless of the
quadrant the data points belong to, we combine the above three
6functions to calculate the angles. If ((~xi)1, (~xi)2) are known,
then the set of classifying equations are:
1st quadrant, θi = arctan(
( ~xi)2
( ~xi)1
) or arccot( ( ~xi)1
( ~xi)2
)
2nd quadrant, θi = arccot(
( ~xi)1
( ~xi)2
)
3rd quadrant, θi = arctan(
( ~xi)1
( ~xi)2
)
4th quadrant, θi = arctan(
( ~xi)2
( ~xi)1
) or arctan( ( ~xi)1
( ~xi)2
)
(24)
The results after using the equations above are shown in
Fig. 5d. The points are now only separated by the classification
boundary, as we expected. 6
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B. Generation of kernel matrix
1) Training-data oracle without quantum tomography:
Reference [9] provides a quantum circuit with a training-data
oracle to generate the kernel matrix, followed by the quantum
tomography technique to calculate the density matrix of the
first qubit. Quantum tomography, or more specifically the
quantum state tomography, reconstructs the quantum state or
density matrix of a circuit by measuring different observables
on many identically fabricated circuit replicas, so it is a time-
consuming technique that needs a lot of observations [11].
We propose to use a classical method for result readout of
the training-data oracle circuit in [9], which only uses the raw
counts of the possible states of the circuit, and does not need
the quantum state tomography. The method is the following:
After measuring the quantum state of the training-data
oracle, we get a 2-qubit state such as |ψ〉 = α0|00〉+α1|01〉+
α2|10〉 + α3|11〉, where the amplitudes α0 to α3 can be
obtained by the raw counts of the possible states. We can
first further calculate |ψ〉 as:
|ψ〉 = a0|00〉+ a1|01〉+ a2|10〉+ a3|11〉
= (|a0|2 + |a2|2)
(
a¯0
a¯2
)
⊗ |0〉+ (|a1|2 + |a3|2)
(
a¯1
a¯3
)
⊗ |1〉
def
= p0|ψ0〉 ⊗ |0〉+ p1|ψ1〉 ⊗ |1〉 (25)
where a¯0, a¯1, a¯2, a¯3 are the normalized amplitudes, which
satisfy:
|a¯0|2 + |a¯2|2 = 1
|a¯1|2 + |a¯3|2 = 1
(26)
Then the density matrix ρ of the first qubit can be calculated
by:
ρ = p0|ψ0〉〈ψ0|+ p1|ψ1〉〈ψ1|
= p0
(
a¯0
a¯2
)
(a¯0 a¯2) + p1
(
a¯1
a¯3
)
(a¯1 a¯3) (27)
And this density matrix ρ is equal to Kˆ = K/tr(K)
[9], which is the kernel matrix divided by its trace tr(K),
calculated by the sum of the main diagonal elements.
2) Trade-off between the circuit depth and the number of
qubits in the training-data oracle : The training-data oracle in
[9] contains two controlled rotation gates, and when executed
on a real quantum machine, each rotation gate needs to be
implemented by four elementary gates, as shown in Fig. 6
[12]. This gives a circuit depth of 9 for the original training-
data oracle.
• • •
Ry(θ) = Ry(− θ2 ) Ry( θ2 )
Fig. 6: Quantum circuit implementing a controlled-Ry gate
Let us assume that we want to load more training data,
for example, four training data. The training-data oracle for
four training data is shown in Fig. 7, where each controlled
controlled rotation gate in this circuit needs to be implemented
by 10 elementary gates, as shown in Fig. 8 [12]. 1
|0〉 H • •
|0〉 H • •
|0〉 Ry(2θ1) Ry(2θ2) Ry(2θ3) Ry(2θ4)
Fig. 7: The original training-data oracle when loading four
training data
1
• • •
• = • • • • • •
Ry(θ) Ry(
θ
4 ) Ry(− θ4 ) Ry(− θ4 ) Ry( θ4 )
Fig. 8: Quantum circuit implementing a CC −Ry gate
This leads to a circuit depth of 41 for the circuit in
Fig. 7. As mentioned before, NISQ computers have limited
coherence time and a quantum circuit with depth 41 will fail
to be computed on IBMQX2. To reduce the circuit depth, we
propose a new training-data oracle for generating the kernel
matrix K, at the expense of using more qubits when loading
more than two training data. We would like to design a
new training-data oracle to prepare a state |φ〉 as dictated by
Equation 28.
|φ〉 =
M∑
i=1
|i− 1〉 ⊗ |xi〉
= |0〉 ⊗ |x1〉+ |1〉 ⊗ |x2〉+ · · ·+ |M − 1〉 ⊗ |xM 〉
=

( ~x1)1
( ~x1)2
( ~x2)1
...
( ~xM )1
( ~xM )2
 (28)
The new training-data oracle is shown in Fig. 9. After
running the quantum circuit, we can measure the respective
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[9] contains two controlled rotation gates, and when executed
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[12]. This gives a circuit depth of 9 for the original training-
data oracle.
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Fig. 6: Quantum circuit implementing a controlled-Ry gate
Let us assume that we want to load more training data,
for example, four training data. The training-data oracle for
four training data is shown in Fig. 7, where each controlled
controlled rotation gate in this circuit needs to be implemented
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Ry(θ) Ry(
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Fig. 8: Quantum circuit implementing a CC −Ry gate
This leads to a circuit depth of 41 for the circuit in
Fig. 7. As mentioned before, NISQ computers have limited
coherence time and a quantum circuit with depth 41 will fail
to be computed on IBMQX2. To reduce the circuit depth, we
propose a new training-data oracle for generating the kernel
matrix K, at the expense of using more qubits when loading
more than two training data. We would like to design a
7new training-data oracle to prepare a state |φ〉 as dictated by
Equation 28.
|φ〉 =
M∑
i=1
|i− 1〉 ⊗ |xi〉
= |0〉 ⊗ |x1〉+ |1〉 ⊗ |x2〉+ · · ·+ |M − 1〉 ⊗ |xM 〉
=
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|0〉 Ry(2θ1)
|0〉 Ry(2θ2)
...
...
...
|0〉 Ry(2θn)
Fig. 9: New training-data oracle of generating K
The new training-data oracle is shown in Fig. 9. After
running the quantum circuit, we can measure the respective
state of each qubit to obtain M two-dimensional results(
(~xi)1
(~xi)2
)
, i = 1, . . . ,M , and calculate the tensor product of
all two-dimensional results
(
(~xi)1
(~xi)2
)
to obtain the state |φ〉.
Knowing |φ〉, the matrix Kˆ can be determined by the partial
trace of 1M |φ〉〈φ|:
Kˆ = K/tr(K) = trB(
1
M
|φ〉〈φ|) (29)
The comparison between the two training-data oracles with
regards to the circuit depth and the number of qubits in the
circuit is shown in Table II. As we can see, there is a trade-
off between the circuit depth and the number of qubits in
the training-data oracles. Since our QSVM system is based
on small-scale training data, we choose the new training-data
oracle in our implementation.
number of
training data
circuit depth of the
training-data oracle
number of qubits in
the training-data oracle
original new original new
2 9 1 2 2
4 41 1 3 4
...
...
...
...
...
M 3M2 − 2M + 1 1 log2M + 1 M
TABLE II: The comparison of two training-data oracles
The matrix Kˆ obtained by the new-training data oracle using
IBM’s quantum computer, IBMQX2, is
(
0.5 0.240
0.240 0.5
)
. As
related in [9], Kˆ is the kernel matrix K divided by tr(K).
For our normalized training data, tr(K) = 2, because the
two main diagonal values of the kernel matrix, Kjj for
j = 1, 2, can be calculated by Kjj = ~xj · ~xj = 1 and
they sum up to 2. Thus, the kernel matrix K is equal
to K = 2 ×
(
0.5 0.240
0.240 0.5
)
=
(
1 0.48
0.48 1
)
. In our
implementation, the user-defined parameter γ is set to be a
relatively big value to shift the weight on the training error to
avoid misclassification. By setting γ = 23, as an example, we
can then calculate the matrix F by:
F = K + γ−1I =
(
1 + γ−1 0.48
0.48 0.5 + γ−1
)
≈
(
1 0.5
0.5 1
)
(30)
C. Optimized HHL quantum circuit for QSVM
To implement QSVM with a short-depth quantum circuit,
we modify the optimized HHL circuit provided in reference
[13] and propose a result readout method to make the circuit
suitable for QSVM classification problems.
Reference [13] introduces an optimized quantum circuit of
implementing the HHL algorithm, which can reduce the circuit
depth from 18 to 7. However, the quantum circuit is only
designed for the cases where the matrix
(
1.5 0.5
0.5 1.5
)
with
eigenvalues 1 and 2, is used as the input of the HHL algorithm.
To make the circuit suitable for our implementation, i.e., where
matrix F =
(
1 0.5
0.5 1
)
with eigenvalues 0.5 and 1.5, is used
as the input of the HHL algorithm, we need to change the
original X gate into a controlled-X gate and the original two
SWAP gates into two X gates. The modified quantum circuit
is shown in Fig. 10.
A B C
|q1〉 = |0〉 X X • H |0〉
|q2〉 = |0〉 • X • H |0〉
|q3〉 = |0〉 H • H |x〉
|q4〉 = |0〉 H(pi8 ) H( pi16 ) |1〉
1
Fig. 10: Optimized HHL quantum circuit for QSVM classifica-
tion. It comprises three parts: part A, phase estimation;
Part B, controlled rotation; and Part C, inverse phase
estimation. The two X gates can be cancelled out.
After the Hadamard gate and the two controlled-NOT gates,
the first three qubits become a 3-qubit Greenberger-Horne-
Zeilinger state (GHZ) state, 1√
2
(|000〉 + |111〉). The original
design has a X gate on the second qubit, changing the GHZ
state into 1√
2
(|010〉+ |101〉), where the first two qubits encode
the eigenvalues of the matrix
(
1.5 0.5
0.5 1.5
)
, |λ1〉 = |01〉 and
|λ2〉 = |10〉. If we use the control-X gate (the X gate will
act on the target qubit when the control qubit is in the state
|0〉) instead, the GHZ state will be changed into 1√
2
(|010〉+
|111〉), where the first two qubits encode the eigenvalues of
the matrix
(
1 0.5
0.5 1
)
, |01〉 and |11〉. The Control-X gate
followed by a X gate and a Hadamard gate, will end the
phase estimation part A in Fig. 10. The controlled rotation
part B in Fig. 10 contains a X gate and two H(θ) rotations.
The X gate function is to find the reciprocals | 1λi 〉, i = 1, 2
from the eigenvalues |λi〉, i = 1, 2. The H(θ) gate is defined
8as H(θ) =
(
cos(2θ) sin(2θ)
sin(2θ) −cos(2θ)
)
[13]. The final part of the
circuit, C in Fig. 10 is composed of two Hadamard gates for
computing the inverse phase estimation.
The quantum circuit in Fig. 10 solves the matrix inversion
problem, ~α = F−1~y. However, we also need to calculate the
parameters α1 and α2 of the hyperplane in order to solve
QSVM classification problems. The parameters α1 and α2 will
define the decision boundary to separate the test data points.
They can be calculated as:
α1 = |a1|
α2 = −|a3| (31)
where the coefficients a1 and a3 are the amplitudes of
|0001〉 and |0011〉 quantum states, respectively, obtained after
running Fig. 10’s quantum circuit. Once the two parameters
of the decision boundary are known, together with the third
parameter b = 0 for our non-offset case, we can classify each
test data by Equation 11.
V. METHODOLOGY
Our QSVM implementation adopts the linear kernel, and it
is to solve the non-offset QSVM problems, so the expected
datasets should be linear separable by a line crossing the
origin. The implementation is tested by two datasets, the OCR
dataset and Iris dataset.
A. Datasets
1) OCR dataset: The optical character recognition (OCR)
dataset [14] contains the handwritten images of numbers 0
to 9, and there are 100 different images for each number. In
our implementation, the printed version of the letters “6” and
“9” are used as the two training data, and the handwritten
“6” and “9” images in the OCR dataset are used as test data.
Thus, there are 200 test data in total, half of which belong
to the +1 class, i.e., handwritten “6” images, and the other
half belong to the −1 class, i.e., handwritten “9” images. The
layout of all test data during different preprocessing steps is
shown in Fig. 11. The blue points refer to data “6”, and the
red points refer to data “9”. Fig. 11a shows the layout of the
two-dimensional features, (HRi,VRi). Fig. 11b and Fig. 11c
show the features after linear mapping and normalization,
respectively. Fig. 11d shows the final two-dimensional data
((~xi)1, (~xi)2), which are the data points after linear mapping
and normalization.
2) Iris dataset: The Iris dataset [15] contains 50 sam-
ples from three different species of the iris flower: “setosa”,
“versicolor” and “virginica”. Each data in the dataset has
four dimensions, “sepal.length”, “sepal.width”, “petal.length”
and “petal.width”. Our QSVM system is currently a non-
offset system and limited to two-dimensional test data that can
be linearly separated into two subgroups by a line crossing
the origin. Thus, we choose only two classes, “setosa” and
“versicolor”, and two dimensions from the original data:
“sepal.width” as the first dimension of the test data, and
“petal.length” as the second dimension. In total, there are 100
test data, half of which belong to the +1 class, i.e., “setosa”,
and the other half of which belong to the −1 class, i.e.,
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where the coefficients a1 and a3 are the amplitudes of
|0001〉 and |0011〉 quantum states, respectively, obtained after
running Fig. 10’s quantum circuit. Once the two parameters
of the decision boundary are known, together with the third
parameter b = 0 for our non-offset case, we can classify each
test data by Equation 11.
V. METHODOLOGY
Our QSVM implementation adopts the linear kernel, and it
is to solve the non-offset QSVM problems, so the expected
datasets should be linear separable by a line crossing the
origin. The implementation is tested by two datasets, the OCR
dataset and Iris dataset.
A. Datasets
1) OCR dataset: The optical character recognition (OCR)
dataset [14] contains the hand-written images of numbers 0
to 9, and there are 100 different images for each number. In
our implementation, the printed version of the letters “6” and
“9” are used as the two training data, and the hand-written
“6” and “9” images in the OCR dataset are used as test data.
Thus, there are 200 test data in total, half of which belong
to the +1 class, i.e., hand-written “6” images, and the other
half belong to the −1 class, i.e., hand-written “9” images.
The layout of all test data during different preprocessing steps
is shown in Fig. 11. The blue points refer to data “6”, and
the red points refer to data “9”. Fig. 11a shows the layout of
the two-dimensional features, (HRi,VRi). Fig. 11d shows the
final two-dimensional data ((~xi)1, (~xi)2), which are the data
points after linear mapping and normalization respectively.
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Fig. 11: OCR data layout in different steps of preprocessing unit
2) Iris dataset: The Iris dataset [15] contains 50 sam-
ples from three different species of the iris flower: “setosa”,
“versicolor” and “virginica”. Each data in the dataset has
four dimensions, “sepal.length”, “sepal.width”, “petal.length”
and “petal.width”. Our QSVM system is currently a non-
offset system and limited to two-dimensional test data that can
be linearly separated into two subgroups by a line crossing
the origin. Thus, we choose only two classes, “setosa” and
“versicolor”, and two dimensions from the original data:
“sepal.width” as the first dimension of the test data, and
“petal.length” as the second dimension. In total, there are 100
test data, half of which belong to the +1 class, i.e., “setosa”,
and the other half of which belong to the −1 class, i.e.,
“versicolor”. The initial layout of these 100 test data points is
shown in Fig. 12a.
The mean value of all data in +1 class is designed to be
the first training data, and similarly, the mean value of all
data in −1 class is designed to be the second training data.
Both the training data and test data should be linearly mapped
first, using the new coefficients calculated by Equations 17
to 20, then normalized and converted into rotation angles. The
test data after linear mapping is shown in Fig. 12b, and the
normalized test data with and without the linear mapping is
shown in Fig. 12c and 12d.
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Fig. 12: Iris data layout in different steps of preprocessing unit
B. Executing platforms and hardware
In our implementation, two quantum platforms, pyQuil and
Qiskit, are used to execute the quantum circuits. All simu-
lations are run on pyQuil, while all real quantum computer
executions are run on Qiskit.
1) pyQuil and the Wavefunction Simulator: pyQuil [16]
is a quantum computing software development kit (SDK)
provided by a start-up quantum computing company, Rigetti. It
is Python-based, and users can test their quantum algorithms
by simulating quantum circuits and also executing quantum
programs on Rigetti’s actual quantum harwdare.
The Wavefunction Simulator is pyQuil’s tool to provide the
wave function. A wave function is a mathematical description
of the quantum state of a quantum system. It comprises
complex-valued amplitudes, and we can derive the probabili-
ties of the possible measurement states from the amplitudes.
Different from quantum computers or local simulators, which
Fig. 11: OCR data layout in different steps of preprocessing unit
“versicolor”. The initial layout of these 100 test data points is
shown in Fig. 12a.
The mean value of all data in +1 class is designed to be
the first training data, and similarly, the mean value of all
data in −1 class is designed to be the second training data.
Both the training data and test data should be linearly mapped
first, using the new coefficients calculated by Equations 17
to 20, then normalized and converted into rotation angles. The
test data after linear mapping is shown in Fig. 12b, and the
normalized test data without and with the linear mapping is
shown in Fig. 12c and 12d.
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where the coefficients a1 and a3 are the amplitudes of
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Fig. 11: OCR data layout in different steps of preprocessing unit
2) Iris dataset: The Iris dataset [15] contains 50 sam-
ples from three different species of the iris flower: “setosa”,
“versicolor” and “virginica”. Each data in the dataset has
four dimensions, “sepal.length”, “sepal.width”, “petal.length”
and “petal.width”. Our QSVM system is currently a non-
offset system and limited to two-dimensional test data that can
be linearly separated into two subgroups by a line crossing
the origin. Thus, we choose only two classes, “setosa” and
“versicolor”, and two dimensions from the original data:
“sepal.width” as the first dimension of the test data, and
“petal.length” as the second dimension. In total, there are 100
test data, half of which belong to the +1 class, i.e., “setosa”,
and the other half of which belong to the −1 class, i.e.,
“versicolor”. The initial layout of these 100 test data points is
shown in Fig. 12a.
The mean value of all data in +1 class is designed to be
the first tr ining data, an similarly, the mean value of all
data in −1 class is designed to be the second training data.
Bo h the training data and t st data should be linearly mapped
firs , using the new coefficients calculated by Equations 17
to 20, then normalized and o verted into rotation angles. The
test da a after linear m pping is shown in Fig. 12b, and t
normalized t st data with a d without the linear mapping is
shown n Fig. 12c and 12d.
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Fig. 12: Iris data layout in different steps of preprocessing unit
B. Executing platforms and hardware
In our implementation, two quantum platforms, pyQuil and
Qiskit, are used to execute the quantum circuits. All simu-
lations are run on pyQuil, while all real quantum computer
executions are run on Qiskit.
1) pyQuil and the Wavefunction Simulator: pyQuil [16]
is a quantum computing software development kit (SDK)
provided by a start-up quantum computing company, Rigetti. It
is Python-based, and users can test their quantum algorithms
by simulating quantum circuits and also executing quantum
programs on Rigetti’s actual quantum harwdare.
The Wavefunction Simulator is pyQuil’s tool to provide the
wave function. A wave function is a mathematical description
of the quantum state of a quantum system. It comprises
complex-valued amplitudes, and we can derive the probabili-
ties of the possible measurement states from the amplitudes.
Different from quantum computers or local simulators, which
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1) pyQuil and the Wavefunction Simulator: pyQuil [16]
is a quantum computing software development kit (SDK)
provided by a start-up quantum computing company, Rigetti. It
is Python-based, and users can test their quantum algorithms
by simulating quantum circuits and also executing quantum
programs on Rigetti’s actual quantum harwdare.
The Wavefunction Simulator is pyQuil’s tool to provide the
wave function. A wave function is a mathematical description
of the quantum state of a quantum system. It comprises
complex-valued amplitudes, and we can derive the probabili-
ties of the possible measurement states from the amplitudes.
Different from quantum computers or local simulators, which
have to run the quantum programs for many iterations to get
the probability distribution of the quantum states, the Wave-
function Simulator enables us to get the theoretical amplitude
distribution of the quantum states directly after running the
quantum program once.
In this paper, the simulations of all quantum circuits are
implemented by pyQuil’s Wavefunction Simulator, because the
quantum circuits involve some gates that are not commonly
used, and pyQuil allows us to define our own gates with
unitary matrices.
2) Qiskit and IBMQX2 quantum computer: Qiskit [17] is
a Python-based open-source SDK for creating quantum com-
puting programs provided by IBM. It works with the quantum
language OpenQASM. Users can design quantum circuits,
simulate quantum programs by using their host computers as
local simulators, or even get access to IBM Q Experience
[18]’s remote quantum computers through this SDK. Qiskit
also provides an error-correction tool, Ignis [19], to character-
ize and mitigate part of the noise present in quantum circuits
and devices, and that is why we choose IBM’s quantum
hardware.
In this paper, all quantum algorithms running on a real
quantum computer are implemented by Qiskit, error-correction
tool Ignis, and IBM Q Experience’s 5-qubit superconducting
quantum computer, IBMQX2. Currently, Qiskit does not sup-
port user-defined gates, so some uncommon gates, such as
the H(θ) gate in Fig. 10, can not be directly implemented
by Qiskit. To solve this problem, we first compile the gate in
pyQuil, and then apply the elementary gates after compilation
to Qiskit. Each algorithm is executed for 8192 iterations,
in order for us to obtain the probability distribution of the
quantum states.
When executing quantum circuits on IBMQX2, we also
need to consider the quantum chip interconnect architecture.
The IBMQX2 chip interconnect is shown in Fig. 13. As
described in [20] a CNOT gate can only be implemented
between two connected qubits, and a qubit at the tail of an
arrow can only be the control qubit, while the qubit at the
head of the arrow can only be the target qubit. When running
the quantum circuit depicted in Fig. 10’s on IBMQX2, we will
need to consider the qubits interconnections. Let us consider
the two CNOT gates needed to prepare the GHZ state. In this
case, we can use IBMQX2’s Q2 qubit to implement the |q1〉
of the algorithm; IBMQX2’s Q1 qubit to implement the |q2〉;
IBMQX2’s Q0 qubit to implement the |q3〉; and IBMQX2’s
Q3 qubit to implement the |q4〉 of the algorithm.
ܳ଴ ܳଵ
ܳସ ܳଷ
ܳଶ
Fig. 13: The architecture of IBM Q Experience’s 5-qubit quan-
tum computer, IBMQX2, cited from [20]
C. Metric for measuring the similarity between two probabil-
ity distributions
Our implementation uses relatively small-scale training data,
so the classification accuracy itself sometimes is not enough
to evaluate the performance of a quantum circuit. Jensen-
Shannon (JS) divergence [21] is a metric to calculate the
difference between two probability distributions, and it can
also be used to measure the distinguishability between two
quantum states [22]. To better evaluate the performance of a
quantum circuit, especially when the circuit runs on a noisy
quantum computer, we introduce JS divergence as another
metric to calculate the difference between the probability
distribution obtained from the IBMQX2 and the theoretical
probability distribution from the local simulator. JS divergence
is chosen here as it can overcome the Kullback-Leibler (KL)
divergence’s drawback of asymmetry.
Let us assume that we have two probability distributions P1
and P2, then the JS divergence between them can be calculated
by:
DJS(P1||P2) = 1
2
DKL(P1||P1 + P2
2
) +
1
2
DKL(P2||P1 + P2
2
) (32)
where DKL stands for the KL divergence, defined as:
DKL(P1||P2) = −
∑
i
ln
P1(i)
P2(i)
(33)
The JS divergence, fulfilling DJS(P1||P2) = DJS(P2||P1),
is a symmetric metric for measuring the similarity between
two probability distributions. The JS divergence between any
two probability distributions is always in the range of [0, 1].
The closer the JS divergence is to 0, the more similar the two
probability distributions are.
D. Optimized baseline
In reference [9], the training and testing process provided
is too time-consuming to be implemented on a quantum
computer on the cloud, especially when there are a lot of test
data. For every new-coming test data, the QSVM classification
circuit (circuit depth is 22) needs to be run once to get the
classification result. Assuming we have m test data points,
both the training part of the circuit (the matrix inversion), and
the testing part of the circuit (the training data oracle and the
Ux0 ) of the circuit need to be run for m times. This causes a
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Fig. 14: The quantum circuit of QSVM classification, as part of
the optimized baseline
lot of redundancy, and the total circuit depth for m test data
x0 is (20 + 2)×m = 22m.
To remove the redundancy and in turn, the circuit depth,
we propose a new process of testing optimizedbaseline, that
together with the preprocessing unit and the kernel matrix
generation, it is used as a baseline for the comparison with
our QSVM implementation. For this optimized baseline, a new
quantum circuit without the testing part is proposed, and it is
shown in Fig. 14. Note that the measurement is changed from
the fourth qubit |q4〉 to the third qubit |q3〉. Instead of running
the whole QSVM classification circuit m times, we only need
to run the quantum circuit in Fig. 14 once, and use the classical
result readout method to classify all test data into two classes.
The total circuit depth of this optimized baseline is 18,
which is a 99% reduction on the total circuit depth for
m = 100. This optimized baseline uses classical result readout
methods to replace part of the quantum circuit and accelerate
the execution process of the QSVM system. In the following,
we will describe the classical result readout method.
After running the quantum circuit depicted in Fig. 14 the
measured result of all four qubits can be represented by the
equation:
|ψ〉 = |q1q2q3q4〉 = a0|0000〉+ a1|0001〉+ · · ·+ a15|1111〉 (34)
where a0, a1, . . . , a15 are the amplitudes of the quantum
basis states |0000〉 to |1111〉.
If we define the third qubit (the measured qubit) to be |q3〉 =
α1|0〉+ α2|1〉, then α1 and α2 can be calculated by:
α1 = a0 + a1 + a4 + a5 + a8 + a9 + a12 + a13
α2 = a2 + a3 + a6 + a7 + a10 + a11 + a14 + a15
(35)
because the sum of all the coefficients of the quantum states
that can be represented by |q1q20q4〉 is equal to (a0 + a1 +
a4 + a5 + a8 + a9 + a12 + a13), and similarly, the sum of all
coefficients that can be represented by |q1q21q4〉 is equal to
(a2 +a3 +a6 +a7 +a10 +a11 +a14 +a15). Knowing α1 and
α2, we can use Equation 11 to classify each test data.
The optimized baseline can greatly reduce the execution
time on the simulator while ensuring the accuracy, as shown
in Table III.
The readout of the third qubit’s coefficients in the optimized
circuit makes the training time longer, but the test time and
total time are greatly reduced from 6.145 seconds to 0.0324
1
Implementation in [9] Optimized baseline
OCR dataset Iris dataset OCR dataset Iris dataset
Training time 0.000213 0.000242 0.0305 0.0181
Test time 6.145 5.962 0.00186 0.000959Total time 0.0324 0.0191
TABLE III: The comparison of QSVM execution time on both
datasets, using [9]’s implementation and the opti-
mized baseline
seconds for the OCR dataset, and from 5.962 seconds to
0.0191 seconds for the Iris dataset.
VI. RESULTS AND DISCUSSION
A. Results on the Pyquil’s Wavefunction Simulator
1) Simulated classification results of the QSVM system in
the prior art: In this work, the QSVM system provided by
reference [9] is only re-implemented on the simulator, but not
on the quantum computer IBMQX2, because for every new
test data, the QSVM classification circuit needs to be run again
and the whole process is too time-consuming. What is more,
as shown in the following sections, the optimized baseline’s
circuit in Fig. 14 is already too long to converge to a successful
result on a real superconducting quantum computer, so there
is no need for running the more complex quantum circuit in
[9] on IBMQX2.
The classification result of 200 OCR test data running on
the Wavefunction Simulator of pyQuil is shown in Fig. 15a.
The blue points stand for the data classified into “6”, while the
red points stand for the data classified into “9”. The green and
orange stars are the two training data. The test data that are
correctly classified are denoted by the dot points “·”, while the
data that are wrongly classified is denoted by the cross “×”.
The classification accuracy is calculated by the percentage of
test data classified correctly, which in this case is 74.5%. The
test data in the fourth quadrant are wrongly classified because,
in the preprocessing unit, the arccot() function to calculate
rotation angles only works for the data in the first or second
quadrants.
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Fig. 15: Classification results of the QSVM system in reference
[9]
The classification result of the Iris dataset on pyQuil’s
Wavefunction Simulator is shown in Fig. 15b. The blue points
stand for the test data classified into the +1 class, ”setosa”,
and the red points stand for the test data classified into the
−1 class, ”versicolor”. The data that is correctly classified is
denoted by the dot points ”·”, while the data that is wrongly
classified is denoted by the cross ”×”. The green and orange
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stars are the two training data. The classification accuracy is
97%.
2) Simulated classification results of the optimized baseline:
The classification results using the optimized baseline and the
quantum circuit in Fig. 14 can be found in Fig. 16, where the
blue lines denote the decision boundary. The results for the
OCR dataset are shown in Fig. 16a. Compared to the results of
reference [9] QSVM system in Fig. 15a with accuracy 74.5%,
the optimized baseline has an accuracy 98%, because of the
new combined set of equations defined in Equation 24 are
suitable for data points in all quadrants.
The results for the Iris dataset are shown in Fig. 16b.
Compared to the results shown in ref. [9] (Fig. 15b), the
accuracy of the optimized baseline remains the same, 97%.
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Fig. 16: Classification results of the optimized baseline
3) Simulated classification results of the optimized HHL
quantum circuit for QSVM classification: The classification
results using the optimized HHL quantum circuit in Fig. 10
are shown in Fig. 17. Fig. 17a shows the results on the OCR
dataset, with 98% accuracy. Fig. 17b shows the results for the
Iris dataset with 97% accuracy.
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Fig. 17: Classification results of our QSVM implementation
B. Results on IBMQX2
Although the optimized baseline method can significantly
reduce the execution time of QSVM algorithm, as well as
maintain the accuracy, the quantum circuit in Fig. 14 (circuit
depth 20) is still too complicated to run on a current quantum
computer. As shown in Fig. 18a, the probability distribution
of running the quantum circuit in Fig. 14 on IBMQX2 is very
different from that on a local simulator, which has no noise
or decoherence error.
The optimized HHL quantum circuit for QSVM classifica-
tion shown in Fig. 10 has a circuit depth of 7. As shown in Fig.
18b, the probability distribution of running the quantum circuit
of Fig. 14 on IBMQX2 is more similar to the probability
distribution obtained on a local simulator, compared to Fig.
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Fig. 18: Probability distributions of the state after running quan-
tum circuits on IBMQX2
18a. All the cases are executed 20 times to decrease the
random error before drawing the figures.
We calculate the JS divergence between the probability
distributions obtained from IBMQX2 and the local simulator,
for both quantum circuits in Fig. 14 and Fig. 10. We observe
that the JS divergence of the quantum circuit in Fig. 14 is
0.603, and that of Fig. 10’s circuit is 0.130, which means that
the probability distribution of running the quantum circuit in
Fig. 10 is closer to its ideal distribution as shown from the
simulator.
The classification results on IBMQX2 quantum computer
using the optimized HHL quantum circuit in Fig. 10 are shown
in Fig. 19. Fig. 19a shows the results on the OCR dataset, with
99.5% accuracy. Fig. 19b shows the results on the Iris dataset
with 98% accuracy.
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Fig. 19: Classification results using the optimized HHL quantum
circuit for QSVM, running on IBMQX2
VII. CONCLUSIONS
In this work, we implemented a new QSVM algorithm
that leads to better classification results for the OCR dataset
and Iris dataset on both the simulator and the real quan-
tum computer IBMQX2. The implementation comprises three
parts, preprocessing unit, the kernel matrix generation and
the optimized HHL quantum circuit for QSVM classification.
Specifically, we derive an optimized preprocessing unit for a
quantum SVM that allows classifying any datasets. We further
provide a result readout method of the kernel matrix generation
circuit to avoid quantum tomography that in turn, reduces
the quantum circuit depth. We also derive a quantum SVM
system based on an optimized HHL quantum circuit with
reduced circuit depth. After implementing quantum circuits
with shorter depth, we observe more accurate results on actual
quantum computers, by reducing the JS divergence between
probability distributions of an actual quantum computer and
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the ideal simulator by 78.4%. This points towards the great
potential of using NISQ computers to compute machine learn-
ing algorithms like SVM. This current implementation of
QSVM is still limited, as it can only classify linearly separable
datasets, and the decision boundary has to cross the origin.
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