Imaging with seismic data is typically carried out under the assumption of single scattering. Here we illustrate a theory that includes multiply scattered waves in the imaging process. We estimate artifacts in the image caused by internal multiples rather than estimating the multiples themselves in the data. The theory behind this approach comes from a series derived from the LippmannSchwinger equation and the Bremmer coupling series. From this theory two images are formed, one with all the data and the other with the estimated artifacts from first-order internal multiples. The construction of the second image requires knowledge of the velocity model to the depth of the up to down reflection in the internal multiple. We illustrate this theory with a synthetic data example and examine the sensitivity of the method to the velocity model.
Introduction
We develop an explicit scheme for modeling and imaging with triply scattered waves, which can be extended to higher order scattering by recursion. This scheme is integrated in the downward continuation, or 'waveequation', approach to migration and estimates the artifacts in the image caused by internal multiples, rather than estimating the multiples themselves. We require knowledge of the velocity model to the depth of the shallowest reflector involved in the triple scattering. This is implicitly the depth where the image is currently being formed.
In our approach, we develop a hybrid series between the Lippmann-Schwinger series [6] and the generalized Bremmer coupling series [3] . Both these series have been used for SRME [1, 10] , as well as for internal multiple attenuation [10, 5, 8] . Our approach does not require the traveltime monotonicity condition introduced by ten Kroode [8] , and can be used in the presence of caustics.
The scattering series
We model multiple scattering through a hybrid between the generalized Bremmer and Lipmann-Schwinger series. Let the components of U denote the up-and down-going wave constituents and the subscript indicate how many times the constituent has scattered, then
Here V represents a matrix of reflectivities, and L0 denotes the diagonal matrix of one-way propagators (or Green's functions) evaluated in the background velocity model. Let R denote the restriction of the wavefield to depth z = 0, and (H denotes the Hilbert transform in time)
represent the operator that decomposes the wavefield into its up-and down-going constituents. We define M0 = RQ −1 L0. The data are then modeled as
(3) The leading order term on the right-hand side represents the singly scattered or Born contribution. This contribution is written explicitly in terms of the propagator H of the double-square-root (DSR) equation as
), E2 : a(z, r, s) → δ(t)a(z, r, s), while a = 2c −3 0 δc if c0 denotes the smooth background velocity and δc denotes the velocity contrast. In the above, we note that the propagator of the wave equation, G, is related to the one-way propagators by G = Q * − G−Q− for the up-going constituents. Together the E1 and E2 operators represent the adjoint of the imagining condition; they take an image and create from it data with t = 0 and s = r.
Inverse scattering
In inverse scattering the goal is to solve for V in terms of the data d (cf. (3)). We write the series
subject to the following relation between the Vm = Vm(d),
If we ignore the second term on the right-hand side, the problem of expressing V in terms of the data reduces to inverse scattering in the Born approximation [7] . The single-scattering imaging procedure can be split into two steps. First, from (4) the downward continuation to depth z,d
followed by application of the imaging condition
where R1 = E * 1 and R2 = E * 2 are the usual imaging conditions (t = 0 and h = 0), and W is directly related to Q−,s(z)Q−,r(z). The pseudodifferential operator, ψ, accounts for amplitude corrections [7] . We apply (8)- (9) to (7), from which we obtain an image (first term on the right-hand side) minus artifacts (second term).
Artifacts due to internal multiples in imaging
The estimation of artifacts in imaging from triply scattered waves is obtained in the following way:
(a) We use (8) to estimated1(z), the data downward continued to the depth z.
(b) We estimated3, the triply scattered data downward continued to depth z given bỹ (10) restrictingd1 to t > 0; this equation is illustrated below
Note the similarity between (10) and the SRME procedure [4, 2, 9] . (e) The image estimated in (d) feeds back into the estimation of the multiples; this appears as the (E1a)(z, s , r ) factor in (10).
(f ) We estimate the artifacts in the image by applying (9) tod3, i.e.,
The estimate of a3 can then be subtracted from the estimate of a1 to form the final image estimate.
Lens Model
We illustrate the method with a synthetic data example. The velocity model is shown in Figure 1 and consists of a single layer beneath a low-velocity lens. The lens is located in the center of the model; it is circular with Gaussian velocity variations, a diameter of 600 m and a maximum contrast of −2 km/s. Shot records were generated at a spacing of 10 m from a lateral distance of 9 to 11 km, using finite difference modeling. We use a double-square-root propagator that works in midpointoffset coordinates rather than shot and receiver. To accommodate this choice, we use a subset of the available offsets so that each midpoint has the same number of offsets. The data from a midpoint of 9.8 km are shown in Figure 2 . The first arrival is highlighted in this figure to show the triplications caused by the lens more clearly.
To estimate the multiple, we propagate the data to 2 km, the top of the layer, and again show the cmp at midpoint 9.8 km in Figure 3 along with the estimated multiples at this depth. Note that the caustic has been removed by the propagation through the lens and that the multiple is accurately estimated. Both the data and the estimated multiples are propagated through the model, forming an image at each depth step. Figure 4 compares the estimated artifact with the artifact seen in the image; AGC has been applied to highlight the artifact in the image.
To illustrate the dependence of this method on the background velocity model, we perturb the velocity and estimate the artifacts caused by internal multiples in the incorrect velocity model. In theory, from equations (11) and (12), knowledge of the velocity is necessary only to the depth of the shallowest reflection, in this case the top of the layer at 2 km depth. To test this we add a second lens, with properties identical to the first lens, below the layer. Because the perturbation depends on midpoint the estimated multiple also depends on midpoint. Although the estimated artifact does not match the image artifact as well in this case as when the correct velocity is used, the estimate remains quite good, as shown in Figure 5 . The theory presented here does require knowledge of the velocity model to the depth of the up to down reflection (top of layer at 2 km depth). To test the sensitivity of the method to errors in this velocity, we move the lens 200 m shallower than in the correct velocity model. In Figure 6 , we demonstrate that we can still estimate the multiple with reasonable accuracy with this velocity perturbation.
Discussion
We have described a method to estimate imaging artifacts caused by first-order internal multiples. This method requires knowledge of the velocity model down to the top of the layer that generates the multiple (the depth of the up-to-down reflection). The main computational cost of the algorithm comes from the downward continuation of the data and the internal multiples. By estimating the multiple on downward continued data, rather than in surface data, we avoid difficulties caused by caustics in the wavefield or the failure of the traveltime monotonicity assumption. In addition, estimating artifacts in the image rather than estimating multiples in the data shows clearly which part of the image has been contaminated by internal multiples, even if those multiples are poorly estimated or incompletely subtracted.
