A new method is proposed to eliminate impulse noise with a random intensity distribution in digital images. The method is based on impulse noise detection by means of a self-organizing tree map (SOTM) and a class of noise-exclusive adaptive filters. The SOTM classifies the image pixels into clusters and locates the cluster centers that represent the mean intensities of the impulse noise. Based on the detected impulse noise, the noise-exclusive filters are applied only to the corrupted pixels, using the true neighborhood information to estimate the pixel values. The filtering scheme presented can suppress impulse noise effectively while preserving image edges and fine details. Experimental results demonstrate that the performance of the noise-exclusive adaptive filters are superior to that of the traditional median filter family.
Introduction
When images are coded and transmitted over a noisy communication channel, images are often corrupted by impulse noise. Impulse noise is a very annoying problem in TV picture transmission. Therefore, removal of impulse noise from images becomes an essential issue in image transmission. There are two models for impulsive noise. 1 In the first model, all noise pixels have one of two fixed values, as shown in Fig. 1͑a͒ . This kind of impulse noise was successfully eliminated by the method proposed in Ref. 2 . The second model enables the intensity of the impulses to follow random distributions. Without losing generality, the two models can be merged into one and mathematically expressed as z i j ϭ ͭ d p ϩn gu with probability p p d n ϩn gu with probability p n s i j with probability 1Ϫ͑ p p ϩp n ͒,
͑1͒
where s i j denotes the pixel values of the original image, d p and d n denote the mean values for positive and negative impulse noises, n gu follows a random distribution with zero mean, and z i j denotes the pixel values of the degraded images. The situations where n gu follows a Gaussian distribution and a uniform distribution are shown in Figs. 1͑b͒ and 1͑c͒, respectively.
A variety of adaptive nonlinear filtering techniques has been proposed for recovering images degraded by the impulse noise. For instance, the median filter and its derivatives, the generalized median filters ͑including the center weighted median filter, max/median filter, multistage median filter, etc.͒, and nonlinear mean filters have demonstrated their ability to remove impulse noise. [3] [4] [5] [6] These filtering schemes are based on sliding a window over each pixel in the image and using local statistics to estimate each pixel value. They tend to have two potential problems. The first problem is that each of the pixels in the image is modified irrespective of whether it is noise corrupted or a real signal point. This tends to change the signal structure, smears thin lines, and causes streak effects. The second problem is that, because the estimation of median type filters relies on the local statistics, the performance of these filters depends strongly on the noise model and the error rate. The accuracy of estimation decreases as the impulse noise increases.
In view of these two problems and considering the impulse noise distribution model, a self-organizing tree map ͑SOTM͒ is proposed in this paper. This neural network is capable of classifying the image pixels into clusters and locating the cluster centers, which represent the means of impulse noise. The principle idea of the approach is to avoid processing pixels that are not corrupted by impulse noise and to use true information only to estimate the corrupted pixel values. The estimation is not based only on the local statistics, but also takes into account the global information of the image. The proposed adaptive approach can suppress impulse noise following the model of Eq. ͑1͒ effectively while genuinely preserving image integrity.
The impulse noise removing procedure consists of two steps: the detection of the impulse noise and the reconstruction of the image. In Sec. 2, we explain the principle of impulse noise detection by means of an SOTM. We then describe the noise-exclusive filtering algorithms in Sec. 3. In Sec. 4, the performance of our proposed scheme is compared with that of some traditional median type filters. Some conclusions are drawn in Sec. 5.
SOTM for Dynamic Vector Quantization

SOTM Model: Architecture and Algorithm
Vector quantization can be seen as a mapping from an n-dimensional Euclidean space onto a finite set of prototypes. Algorithms for prototype generation and clustering attempt to organize unlabeled feature vectors into natural clusters in such a way that the entities within a cluster are more similar to each other than those in different clusters and to represent them compactly with one or more prototypes. The K-means and the self-organizing map ͑SOM͒ are considered two popular algorithms for such purposes. However, they have some undesirable properties. One problem with K-means is that it does not preserve topological relations in the input space. For SOM, when an input vector distribution has a prominent shape, the results of the best-match computations tend to be concentrated on a fraction of nodes in the map. Therefore, the reference vectors lying in zero-density areas may be affected by input vectors from the surrounding nonzero distribution areas. This may cause statistical instability. 7 Based on the idea of an SOM, we propose a new mechanism called the SOTM in which the relationships between the output nodes can be defined adaptively during learning. The clustering algorithm begins from an isolated node and coalesces the nearest patterns or groups according to a hierarchy control function from the root node to the leaf nodes to form the tree, as shown in Fig. 2 . The SOTM mapping projects an input pattern xϭ(x 1 ...x N )R N onto a tree node. With every node i, a weight vector w j ϭ͓w 1 j ,...,w N j ͔ T R N is associated. The proposed approach has the advantage of K-means, accurately locating cluster centers, and the SOM topology preserving property. The property of K-means can be seen from the following algorithm. Within a given period of the hierarchy control function, the weight vectors of the tree nodes converge to the mean of their corresponding input vectors as the learning rate ␣(t) decreases. The SOTM provides a better and faster approximation of prominently structured density functions. The SOTM algorithm is summarized as follows:
1. Initialize the weight vector with a random value ͑we randomly take a training vector as the representative of the root node͒. 2. Acquire a new input vector, and compute the distances d j between the input vector and all the nodes using
where J is the number of nodes.
3. Select the winning node j* with minimum d j .
where H(t) is the hierarchy control function which decreases with time, H(t)
controls the levels of the tree. then assign x to the jth cluster, and update the Self-organizing tree map
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weight vector w j according to the following learning rule:
where ␣(t) is the learning rate, which decreases with time, 0Ͻ␣(t)Ͻ1. Else form a new subnode starting with x. 5. Repeat by going back to step 2.
Learning in the SOTM takes place in two phases: the locating phase and the convergence phase. The adaptation parameter ␣(t) controls the learning rate, which decreases with time as weight vectors approach the cluster centers. It is given either by a linear function ␣(t)ϭ(1Ϫt/T 1 ) or by an exponential function ␣(t)ϭexp(Ϫt/T 2 ). Here T 1 and T 2 are constants that determine the decreasing rate. During the locating phase, global topological adjustment of the weight vectors w j takes place, and ␣(t) is maintained relatively large during this phase. Initially, ␣(t) may be chosen as 0.8 and decreased with time. After the locating phase, a small ␣(t) for the convergence phase is required for the fine adjustment of the map.
The hierarchy control function H(t) controls the levels of the tree. It begins with a large value and decreases with time. It adaptively partitions the input vector space into smaller subspaces.
In our experiments, H(t) is defined as H(t)ϭ(1Ϫt/T 3 ) or H(t)ϭexp(Ϫt/T 4 ). Note that T 3 and
T 4 are also constants that control the decreasing rate.
With the decreasing of hierarchy control function H(t), a subnode forms a new branch. The evolution process progresses recursively until it reaches the leaf node. The entire tree structure preserves topological relations from the root node to the leaf nodes.
The dynamic SOTM topology is demonstrated in two experiments. In Fig. 3 , the learning of the tree map is driven by sample vectors uniformly distributed in the five squares. The tree mapping begins from the root node and gradually generates its subnodes as H(t) decreases. The waveforms of the H(t) function and learning rate ␣(t) are shown in Fig. 4 . Each time as H(t) decreases, ␣(t) begins from the initial state again. For certain H(t), ␣(t) decreases with time. By properly controlling the decreasing speed of ␣(t), the SOTM will find the cluster center just as K-means does. During vector quantization, an N-dimensional vector in Euclidean space is approximated by its closest representative among the finite set of the tree nodes ͑reference vectors͒. In the node organizing process, the optimal number of the output nodes can be obtained, as shown in Fig. 5 , by visualizing the tree map evolution.
Another merit of the SOTM topology is shown in Fig. 6 . From this figure, it can be seen that all the tree nodes are situated within the area of the distribution. The entire tree truthfully reflects the distribution of the input space. Using these nodes as code vectors, the vector quantization distortion can be kept to a minimum. For comparison, the SOM is also used to work on these two examples. Figures 5͑i͒  and 6͑e͒ show that although the SOM topology exhibites the distribution of the structured input vectors, it also introduces false representations outside the distribution of the input space.
Feature Selection and Impulse Noise Detection
Impulse noise detection is, in fact, a special application of the vector quantization. From the statistical viewpoint, the impulse noise should be characterized by its distribution of the probability density function. Our goal is to attempt to find the reference vectors that represent the impulse noise instead of using local statistics to compare each pixel with a threshold. 8 Traditional approaches usually attempt to use local statistics to remove the impulse noise. A well-known approach is the median technique. Because the median technique is based on the order statistics, it possesses the property of robust estimation. Its correct estimate probability is given by 
Pϭ
when only positive or negative impulses exist. However, this probability will decrease as impulse noise increases. Sometimes the local information does not represent the characteristics of the impulse noise very well. A detailed explanation is now given. We attempt to take the advantage of the robust estimation property of median filter and also use the neural network's pattern classification ability. Although the motivation of this work is similar to the one proposed in Ref. 2 , the impulse noise detection model is substantially enhanced by introducing the SOTM. The SOTM can suppress not only fixed value impulse noise but also impulse noise with a random intensity distribution, since the SOTM can classify input vectors into clusters and find the center of each cluster. For each pixel, the features used for the input vectors are the pixel value and the median deviation, which is obtained from the difference between the pixel value and the median in a square window. The distribution of the input vectors is shown in Fig. 7 in terms of the 2-D probability density function. The vertical axis denotes the pixel value and the horizontal axis denotes the distribution of the median deviation. Negative impulse noise coalesces at the top left of the figure, signals are shown as bright vertical bar in the center, and positive impulse noise is at the right bottom. Although the median deviation fully reflects the characteristic of the impulse noise, the impulse noise still can not be completely determined by the local statistics. For instance, in Eqs. ͑6͒ and ͑7͒, both pixels in the center of the window represent positive impulses, and it is hard to say that the pixel in Eq. ͑7͒ is due to impulse noise. However, by classifying the clusters using the SOTM, we can choose the cluster centers that have the largest and smallest values of median deviation to represent positive and negative impulse noise, respectively. Going back to the 1-D distribution in Figs. 1͑b͒ and 1͑c͒ , it can be seen that the cluster centers with a proper variance will cover all of the impulse noise. The approach of using SOTM in impulse detection is obviously superior to the local detection approach. The advantage is that the method not only considers the local features, but also takes into account the global information in the image.
Noise-Exclusive Filtering
Since the cluster centers, which represent the means of the impulse noise, have been detected, the recovering of image becomes the process of matching pixels with the cluster centers. If the pixel value lies in the interval of one of the impulse noise cluster centers plus the variance, then the pixel is determined to be impulse noise. Two noiseexclusive filters, the noise-exclusive median ͑NEM͒ filter 2 and the newly proposed noise-exclusive arithmetic mean ͑NEAM͒ filter, are used to restore the impulse corrupted images. The window size of these filters may vary, as does the traditional median-type filters. The impulse noiseexclusive scheme is incorporated in the filtering by applying the filters to the impulses, but without affecting the uncorrupted pixels. The NEM enables only uncorrupted pixels inside the window to participate in ordering, while the NEAM filter calculates arithmetic means from those uncorrupted pixels. Since both filters use true information in the window to estimate the corrupted pixel, the quality of the restored image is ensured. For example, in Eqs. ͑6͒ and ͑7͒, the results obtained by the NEM filter and the NEAM filter are It can be seen that the NEM filter is a natural and logical extension of the median filter. The median filter takes the median value within a window that may contain some contaminated pixels. Its aim is to reduce the probability of taking the extreme value, whereas the NEM filter first eliminates the extreme values in the window, then takes the median. Since the estimation of the NEM filter is based on the reduced original sample space, its estimation accuracy is better than that of the median filter. The statistical analysis of the NEM filter is given in Ref. 2. Therefore, the NEM filter possesses all the good properties that the median filter has, such as edge preserving, robust estimation, etc., without changing the structure of the signals.
Combining the NEM and the NEAM filters can even further improve their performance. Among the remainder of the pixels, comparison with the range value is performed. If the value is greater than a predefined value V, we choose the median, otherwise we choose the mean. For instance, for Eq. ͑8͒, the range value is equal to 65, so we use NEM filter. The adaptive procedure further ensures the accuracy of the estimation.
If we apply the NEAM filter to the degraded image, the operation can be simplified and computing time can be reduced, because no sorting operation is involved. In fact, the ␣-trimmed mean filter 9 is a special case of the NEAM filter when both negative and positive impulses exist.
Proof. We give the general expression of the NEAM filter as follows:
If we do the sorting before eliminating the noise pixels in the window, then calculate the exclusive mean, the preceding formula becomes
Let pϭp n ϭ p p , then This is the case of the ␣-trimmed mean 9 :
where 0р␣р0.5 and ͑•͒ is the nearest integer to •. The NEAM filter is in two ways superior to the ␣-trimmed mean filter. The first is that it does not require a sorting operation. It simply calculates the mean from the uncorrupted pixels. The second is that it can handle unevenly distributed positive and negative impulses.
Experimental Results
The proposed scheme has been extensively tested. One of the examples is illustrated in this paper. The image ''flower'' in Fig. 8͑a͒ is corrupted by 20% positive and negative impulse noise, as shown in Fig. 8͑b͒ . In the image, n gu follows a Gaussian distribution with standard deviation ϭ10. The images processed by the median filter, the central weighted median ͑CWM͒ filter, the max median filter, and the multistage median filter are given in Figs. 8͑c͒, 8͑d͒, 8͑e͒, and 8͑f͒, respectively. In Figs. 8͑g͒ and 8͑h͒ , the images are processed by the NEM filter and the proposed NEAM filter. From Fig. 8͑c͒ , it can be seen that the median filter is robust against impulse noise. It has the property of preserving sharp edges in the image. One difficulty with the median filter is that it removes fine image details. The generalized median filters have been used in an attempt to improve the performance of the median filter. The CWM filter puts more emphasis on the central weights, aiming to increase the signal preservation. The max median filter takes the j'th largest value in the window, instead of the median, as the output. The multistage median filter preserves details in horizontal, vertical and diagonal directions by including enough subfilters that are sensitive to these directions. However, all these filters obtain detail preservation at the cost of poor noise suppression, as shown in Figs. 8͑d͒, 8͑e͒ , and 8͑f͒. To obtain the same noise suppression effect as the median filter, large windows must be applied. But this causes more blur effect than that of the median filter.
From Figs. 8͑g͒ and 8͑h͒, it can be seen that NEM and NEAM filters thoroughly overcome the drawback of the median filter. The key point is to keep the integrity of the image ͑to avoid unnecessary processing to pixels that are not corrupted by impulse noise͒ and to use the true information to estimate the contaminated pixels.
The corresponding normalized mean square errors ͑NMSE͒,
are also calculated, where f i j is the original image, y i j is the filtered image, and N is the width and height of the image. In Table 1 , we show the error introduced to the original image by each filtering operation.
Conclusions
In this paper, we extended the idea of the SOM and developed the SOTM. This model is more suitable to the structured input distribution. Fully utilizing the SOTM pattern classification ability, the impulse noise cluster centers can be determined. Based on the detected impulse noise, two noise-exclusive filters are applied. Due to the combination of the neural-network-guided impulse noise detection and the noise-excluding estimation, the proposed scheme is able to effectively eliminate impulses with random intensity distributions while retaining image integrity. The visual example evidently shows that the proposed filters outperform the traditional median-type filters in the aspects of noise suppression, edge and fine detail preservation, and minimal signal distortion.
