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Abstract
Mehrotra and Ozevin [7] computationally found that a weighted primal barrier decomposition algo-
rithm significantly outperforms the barrier decomposition proposed and analyzed in [11; 6; 8]. This
paper provides a theoretical foundation for the weighted barrier decomposition algorithm (WBDA)
in [7]. Although the worst case analysis of the WBDA achieves a first-stage iteration complexity
bound that is worse than the bound shown for the decomposition algorithms of [11] and [6; 8],
under a probabilistic assumption we show that the worst case iteration complexity of WBDA is
independent of the number of scenarios in the problem. The probabilistic assumption uses a novel
concept of self-concordant random variables.
Key Words: Two stage Stochastic Programming, linear-quadratic programming, Bender’s decom-
position, large scale optimization, nondifferentiable convex optimization




Zhao [11] developed a log-barrier decomposition algorithm (BDA) for two-stage stochastic linear
programs (TSSLP). Mehrotra and Ozevin [6; 8] extended Zhao’s analysis to more general two-stage
stochastic quadratic and semi-definite programs. The essential feature of these algorithms is that
they perform primal Newton iterations on a barrier function for the first problems. The gradient
and Hessian required to compute the Newton direction of the primal barrier algorithm are com-
puted by solving second-stage centering problems which decompose in the number of scenarios.
For two stage stochastic programs with discrete support, starting from a suitably centered first-
stage solution (sufficiently accurate solution for the barrier problem with parameter µ = µ0) [11; 8]
showed that for a short-step primal interior algorithm the number of first-stage Newton iterations
required to obtain a suitably centered solution (for µ = µk) of a two-stage stochastic linear or
semi-definite program is O(
√
n+Kn̂ ln(µk/µ0)). Here n is the dimension of the first stage linear
and/or semi-definite cone, n̂ is the dimension of the second stage linear and/or semi-definite cone,
and K is the number of scenarios in the stochastic program. The value µk is chosen to ensure
that the computed solution has ε-accuracy in the objective function for any ε > 0. The long-step
analysis in [11; 8] proves a worst case bound of O((n +Kn̂) ln(µk/µ0)) primal Newton iterations.
The long-step primal interior algorithms are known to take fewer iterations in practice even though
they have an inferior worst case bound.
In their computational experiments Mehrotra and Ozevin [7] found that a log-barrier decomposi-
tion algorithm which weighs the second-stage barrier parameters with corresponding probabilities
achieves significantly superior performance when compared to the standard decomposition approach
analyzed in [11; 6; 8]. The purpose of this paper is to provide a theoretical foundation for the al-
gorithm proposed in [7]. In particular, we show that the complexity of the long-step WBDA is
O(K(n + n̂) ln(µk/µ0)) first-stage Newton iterations. Under a probabilistic assumption we show
that the complexity of the long-step WBDA is O(K̃(n+ n̂) ln(µk/µ0)) first-stage Newton iterations
for problems with discrete or continuous support, where K̃ is a self-concordance parameter of a
random matrix appearing in the computations. This bound is independent of the number of second-
stage scenarios when K̃ does not depend on K. As in [11; 6; 8] these bounds are shown under the
assumption that the second-stage centering problems are solved exactly. The analysis of BDA in
[11; 6; 8] and the one presented here is based on showing that the log-barrier functions associated
with two-stage stochastic programs are strongly self-concordant and form a self-concordant family
(see Appendix A). For simplicity we perform this analysis for TSSLP.
This paper is organized as follows. Section 2 describes the weighted barrier recourse formulation of
TSSLP, establishes its basic properties, and compares it with the standard barrier recourse formu-
lation. Additional notation, and assumptions are also introduced in this section. Section 3 gives
expressions for the gradient and Hessian of the barrier recourse with respect to the first stage vari-
ables, and with respect to the barrier parameter. Some basic bounds on the derivative of the barrier
recourse function and second stage solutions are also proved in this Section. Section 4 shows that
the second stage solutions are real analytic functions of the barrier parameter and the first stage
solutions. Section 5 shows that the expected barrier recourse function is also a real analytic func-
tion of the first stage solutions. Section 6 establishes bounds on the value of the self-concordance
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parameters under a probabilistic assumption. Section 7 establishes worst case bounds on the value
of self-concordance parameters for problems with finite support. Section 8 provides a convergence
analysis of WBDA. Appendix A gives the definition of a self-concordance function and the self-
concordant barrier. Appendix B gives the definition of a real analytic function and a sufficient
condition for a function to be a real analytic function. Appendix B also gives sufficient conditions
for commuting the integration with derivatives. Appendix C proves a generalized Holder, and a
projection inequality needed in the analysis of Section 6.
2. Barrier Recourse Formulations of TSSLP
2.1 Assumptions and Notations for TSSLP
The two-stage stochastic linear program (TSSLP) with recourse is:





ρ̃ξ(x) := minyξ∈Pξ(x) pξ
T
yξ, Pξ(x) := {yξ | W ξyξ = hξ − T ξx, yξ ∈ Rnξ+ }, ξ ∈ Ξ. (2.3)
Here Ξ is the support of random parameters ξ̃ with probability distribution F (ξ), A ∈ Rm×n,
b ∈ Rm, and c ∈ Rn. For a realization ξ of ξ̃, T ξ ∈ Rmξ×nξ , and W ξ ∈ Rmξ×nξ .
We define feasibility sets:
P1 := {x | x ∈ P, E[ρ̃(x)] <∞},Po := int(P1),
for x ∈ Po, and any realization ξ ∈ Ξ,Pξo (x) := {yξ | W ξyξ = hξ − T ξx, yξ ≥ 1ι e > 0},
and Dξo(x) := {(zξ, sξ) | W ξ
T
zξ + sξ = pξ, sξ ≥ 1ι e > 0}.
We make the following assumptions:
A1 The matrices A and W ξ, ∀ξ ∈ Ξ have a full row rank.
A2 The set Po is non-empty and bounded set.
A3 For some ι > 0, sets Pξo (x) and Dξo(x) have a feasible solution and they are bounded for all
x ∈ Po. In particular, let ‖yξ‖ ≤ ι̃ <∞.
Assumption A1 is for convenience. We can satisfy this assumption by deleting linearly dependent
rows in A and W ξ. Assumptions A2, A3 require that the first and second-stage problems (2.1–
2.3) and their dual have a strictly feasible solution. These assumptions also imply that problems
(2.29–2.32) below have a unique optimum solution. The assumption that the feasible region has a
non-empty interior and it is bounded is standard in interior point methods. Note that Assumption
A3 also rules out situations where the second stage problem may be infeasible for a scenario. We
may ensure Assumptions A2 and A3 by introducing artificial variables and bounds on variables
when ξ̃ has finite support.
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In the case where ξ̃ has a finite support Ξ = {ξ1, . . . , ξK} with probabilities {π1, . . . , πK}, the
entities T ξ, W ξ, pξ, hξ, yξ, sξ, zξ, ρ̃ξ(·), ρξ(·), Pξ(x), Pξo (x), and Dξo(x) are denoted by T i, W i, pi,
hi, yi, si, zi, ρ̃i(·), ρi(·), P i(x), P io(x), and Dio(x), i = 1, . . . ,K. In this case (2.1–2.3) is:
minx∈Pc




ρ̄i(x) := minyi∈Pi(x) pi
T
yi, for i = 1, . . . ,K. (2.5)
If all scenarios are equally likely, then πi = 1/K, e.g., when scenarios are generated from the sam-
ple average approximation method [3; 10]. We will use this value of πi when stating our iteration
complexity results in the analysis. In addition, for simplicity, n̂ = n1 = . . . = nK = nξ, and
m̂ = m1 = . . . = mK = mξ.
2.2 The Weighted Log-Barrier Problem
The dual of (2.3) is given by
max(zξ,sξ)∈Dξ(x)(h
ξ − T ξx)T zξ, Dξ(x) := {(zξ, sξ) | W ξT zξ + sξ = pξ, sξ ≥ 0}. (2.6)
The weighted barrier problems for (2.1–2.3, 2.6) are defined as:
minx∈Po η(µ, x), η(µ, x) := cTx− µ
∑n




ξ(x, µ)dF (ξ), (2.8)






j , for ξ ∈ Ξ, (2.9)





We denote the optimum solution of the first-stage problem (2.7) by x(µ) and the optimum solution
of the second-stage problems (2.9–2.10) by (yξ(µ, x), sξ(µ, x), zξ(µ, x)). For a given µ the first order
KKT-conditions for the first-stage problem (2.7) are:
∇η(µ, x)−ATλ = 0, Ax = b. (2.11)
Since problems (2.9) and (2.10) are respectively convex and concave, yξ and (zξ, sξ) are optimum
solutions of (2.9) and (2.10), respectively, if and only if they satisfy the KKT-conditions:
Y ξsξ = µe,
W ξyξ = hξ − T ξx,
W ξ
T
zξ + sξ = pξ, (2.12)
yξ > 0, sξ > 0.
The following theorem shows that as µ→ 0, the objective value of TSSLP evaluated at the optimum
solution of the first stage barrier problem (2.7) converges to the optimum objective value of TSSLP.
Hence, we can solve a sequence of (2.7) with decreasing value of µ to solve TSSLP.
Theorem 2.1 Consider TSSLP (2.1–2.3) and the associated weighted barrier problem (2.7–2.10),
and let X ∗ be the set of optimum solutions of (2.1–2.3). Suppose TSSLP (2.1–2.3) satisfies As-
sumptions A1–A3. Then,
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(i) The second-stage primal-dual central path {yξ(µ, x), zξ(µ, x), sξ(µ, x), µ > 0} is well defined
for any x ∈ Po.
(ii) limµ→0E[ρ(µ, x)] = E[ρ̃(x)].
(iii) The problem (2.7) has a unique minimizer x(µ) for all µ > 0.
(iv) limµ→0 η̃(ρ(x(µ))) = η̃(x∗) for some x∗ ∈ X ∗.
We need the following lemma in the proof of Theorem 2.1. It provides bounds on the magni-
tude of second stage solutions and related quantities generated during the course of the barrier
decomposition algorithm.
Lemma 2.1 Let (yξ(µ, x), zξ(µ, x), sξ(µ, x)) be the solution of (2.12). Let Qξ(µ, x) :=
Y ξ(µ, x)1/2Sξ(µ, x)−1/2 = 1√µY











I  (Rξ(µ, x)Rξ(µ, x)T )−1,















where T ξj = T
ξej, and we have assumed that ‖T ξj ‖ ≤
√
ι̂, j = 1, . . . , n.
Proof: We let T = T ξ and Tj = T
ξ
j . Since, Q
ξ(µ, x) =
(
Y ξ(µ, x)Sξ(µ, x)
)−1/2
Y ξ(µ, x), we have
‖Qξ(µ, x)‖∞ ≤ 1µ‖y
ξ(µ, x)‖∞ ≤ ι̃µ . Also, from (2.12) we have p− µY
ξ(µ, x)−1e−W T zξ(µ, x) = 0.










(ŷ − yξ(µ, x))T p
µ
+ n̂ ≤ ‖p‖1‖ŷ − y
ξ(µ, x)‖∞
µ



























(2ι̃‖p‖1 + n̂µ) .
Since
uT (Rξ(µ, x)Rξ(µ, x)
T
)u = uT (WQξ(µ, x)
2










(WW T )−1  (Rξ(µ, x)Rξ(µ, x)T )−1, (2.14)
where ι̂ = max{‖Tj‖2, ι (2ι̃‖p‖1 + n̂µ)} 
Proof of Theorem 2.1. Assumption A3 and the strict convexity (concavity) of the objective
functions in (2.9–2.10) imply that for every µ > 0 and x ∈ Po the KKT-conditions (2.12) have a









i (µ, x)−n̂µ lnµ <∞ because of (2.13) in Lemma 2.1. Hence, E[ρ(µ, x)] <∞
for every ∞ > µ > 0. Let yξ∗ = argminyξ∈Pξ(x) pξ
T
yξ. Clearly, 0 ≤ pξT (yξ(µ, x))− pξT yξ∗. Also,
from (2.12) we have,
pξ
T
yξ(µ, x)− pξT yξ∗ = sξT (µ, x)(yξ(µ, x)− yξ∗) ≤ n̂µ.
Hence,
0 ≤ E[ρ(µ, x)]− E[ρ̃(x)] ≤ n̂µ, (2.15)
and (ii) follows. The existence and uniqueness of x(µ) now follows because the set Po is bounded
with a non-empty interior and η(x, µ) is a strictly convex function. We now prove (iv). Let x̂(µ)
be a minimizer of (2.16):





= η̃(x∗)− η̃(x̂(µ)) + η̃(x̂(µ))− µ
n∑
i=1















ln(x̂i(µ)/xi(µ))− η(µ, x(µ))− E[ρ̃(x(µ))] + E[ρ(µ, x(µ))]. (2.17)
We now bound terms in the right hand side of (2.17). Let ∂η̂(µ, x) represent a subgradient (gradient
if differentiable) of η̂(µ, x) with respect to x, and X̂(µ) = diag(x̂1(µ), . . . , x̂n(µ)). The KKT-
conditions at x̂(µ) ensure that
∂η̂(µ, x̂(µ)) +ATπ = c+ ∂E[ρ̃(x̂(µ))]− X̂−1(µ) +ATπ = 0. (2.18)
Hence,
(c+ ∂E[ρ̃(x̂(µ))])T (x̂(µ)− x∗) = µX̂(µ)−1(x̂(µ)− x∗). (2.19)
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Since, ∂η̃ (x̂(µ)) = (c+ ∂E[ρ̃(x̂(µ))]) and because η̃(·) is a convex function, we have
0 ≥ η̃(x∗)− η̃(x̂(µ)) ≥ (∂η̃ (x̂(µ)))T (x∗ − x̂(µ)) = µX̂(µ)−1(x∗ − x̂(µ)) ≥ −nµ. (2.20)
Also,
η̂(µ, x̂(µ))− η(µ, x(µ)) = η̂(µ, x̂(µ))− η(µ, x(µ)) + E[ρ(µ, x̂(µ))]− E[ρ(µ, x̂(µ))]
= η(µ, x̂(µ))− η(µ, x(µ)) + E[ρ̃(x̂(µ))]− E[ρ(µ, x̂(µ))]
≥ E[ρ̃(x̂(µ))]− E[ρ(µ, x̂(µ))]
≥ −n̂µ (using (2.15)). (2.21)
Furthermore,
η̂(µ, x̂(µ))− η(µ, x(µ)) = η̂(µ, x̂(µ))− η(µ, x(µ)) + E[ρ̃(x(µ))]− E[ρ̃(x(µ))]
= η̂(µ, x̂(µ))− η̂(µ, x(µ)) + E[ρ̃(x(µ))]− E[ρ(µ, x(µ))]
≤ E[ρ̃(x(µ))]− E[ρ(µ, x(µ))]
≤ 0 (using (2.15)). (2.22)
From (2.18) we also have (c+ ∂E[ρ̃(x̂(µ))])T (x̂(µ) − x(µ)) = µX̂(µ)−1(x̂(µ) − x(µ)). Hence, we
have a constant θ1 satisfying
eT X̂(µ)−1x(µ) = n+
1
µ
(c− ∂E[ρ̃(x̂(µ))])T (x̂(µ)− x(µ))
≤ n+ 1
µ




The last inequality holds because Po is bounded, hence ‖x̂(µ)−x(µ)‖ is bounded, and ∂E[ρ̃(x̂(µ))]
is bounded because the set of subgradients of a convex function is bounded [2, Proposition 1.1.2].




(c−∇E[ρ(µ, x(µ))])T (x(µ)− x̂(µ)) ≤ n+ θ2
µ
. (2.24)
The bounds in (2.23–2.24) imply (n+ θµ)



























The result in (iv) now follows by using (2.15,2.20–2.22,2.26) in (2.17). 
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2.3 Comparison of the Weighted Barrier with the Standard Barrier Formulation
In this section we discuss the subtle difference between the weighted barrier problems (2.7–2.10)
and those considered in [11; 6; 8]. Zhao [11], and Mehrotra and Ozevin [6; 8] consider the following






i(µ, x), where (2.27)




j=1 ln yj , for i = 1, . . . ,K, (2.28)
and show that the central path associated with (2.27–2.28) is same as the central path associated
with the extensive barrier formulation of (2.4–2.5). Furthermore, the analysis in [11; 6; 8] shows
that the number of first-stage iterations required in the primal barrier algorithm is of the same
order as the number of iterations required to solve the extensive barrier formulation using standard
primal (or primal-dual) interior point methods.
In comparison the weighted barrier (2.7–2.10) introduced in Mehrotra and Ozevin [7] considers
minx∈Poη(µ, x), η(µ, x) := cTx− µ
∑n





ρi(µ, x) := minyi∈Pio p




j , for i = 1, . . . ,K. (2.31)
The difference between (2.27–2.28) and (2.29–2.31) is that the latter scales the log-barrier for the
second-stage problem with scenario probabilities. Consequently, we can view the weighted barrier
as an expected value of the second-stage barrier subproblems. We denote the optimum solution
of the first-stage problem (2.29) by x(µ) and the solution of the second-stage problems (2.31) by
(yi(µ, x), si(µ, x)). Note that for simplicity we have used the same notation to define E[ρ(µ, x)]
and η(µ, x) for both the discrete and the continuous support case.












s.t. Ax = b, x ≥ 0,
Wiyi = hi − Tix, yi ≥ 0, i = 1, . . . ,K.
The following proposition states that the central path associated with (2.29-2.31) and (2.32) are
same. Its proof follows from considering KKT-conditions for (2.29–2.31) and (2.32).
Proposition 2.1 For a given µ > 0, if (x(µ)∗, y1(µ)∗, . . . yK(µ)∗) is the optimum solution of
(2.32), then x(µ)∗ is the optimum solution of (2.29), and (y1(µ)∗, . . . yK(µ)∗) are the optimal
solutions of subproblems (2.31). Conversely, if for a given µ, x(µ)∗ is the optimum solution
of (2.29) and (y1(µ)∗, . . . , yK(µ)∗) are the optimum solutions of (2.31) with x = x(µ)∗, then
(x(µ)∗, y1(µ)∗, . . . , yK(µ)∗) is the optimum solution of (2.32). 
2.4 A Weighted Barrier Decomposition Algorithm
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The weighted barrier decomposition algorithm presented in this section is a standard primal inte-
rior point method, which reduces µ by a constant factor at each iteration and seeks to approximate
the minimizer x(µ) by taking one or more Newton steps. The novelty is in computing the Newton
direction from the solutions of the decomposed second-stage problems using (6.3), (6.6), or (7.9),
(7.11) in the finite support case. Starting from an appropriately centered solution, the algorithm
approximately traces the central path. The procedure terminates with µ sufficiently small to gen-
erate a strictly feasible ε-optimum solution of (2.1), or (2.4) in the finite support case.
At an iterate xk the Newton direction dx is computed from
∇2η(µk, xk)dx −ATdλ = −∇η(µk, xk) +ATλ,Adx = 0. (2.33)
Let β > 0, γ ∈ (0, 1) and θ > 0 be suitable scalars. We make their values more precise in Theo-
rems 8.1 and 8.2. The desired precision ε, a µ0 > 0 and a suitably centered initial point x0 ∈ Po
are assumed given as input.
Weighted Barrier Decomposition Algorithm.
Initialization. x = x0; µ = µ0, k = 0.
Step 1.
1.1. Compute ∇η[ρξ(xk, µk)],∇2η[ρξ(xk, µk)] from (6.3), (6.6), or (7.9), (7.11) in the
finite support case.
1.2. Compute the Newton direction (dx, dλ) from (2.33).




dTx [∇2η(µk, xk)]dx. If δ ≤ β go to Step2.
1.4. Set xk = xk + θdx and λk = λk + θdλ, and go to Step 1.1.
Step 2. If µ ≤ ε stop, otherwise set µk+1 = γµk, xk+1 = xk, λk+1 = λk, k = k + 1, and go
to Step 1.1.
In the case of finite support, a practical approach to initialize the algorithm was studied in Mehrotra
and Ozevin [7], while a theoretical approach was presented in Zhao [11]. In the above algorithm we
assume that we can find exact solutions of the optimality conditions (2.12) and compute∇E[ρ(µ, x)]
and ∇2E[ρ(µ, x)] exactly. These assumptions considerably simplifies the complexity analysis. A
practical implementation of this algorithm will use approximations of ∇E[ρ(µ, x)],∇2E[ρ(µ, x)]
and an approximate solution of (2.12) (see [7] for further discussions).
The iterate xk is close to the central path at iteration k of the algorithm, i.e. δ(µk, xk) ≤ β. In the
short-step algorithm after reducing the parameter from µk to µk+1 = γµk, we have δ(µk+1, xk) ≤ 2β.
In this variant just one Newton step with step size θ = 1 (i.e., one loop of Step 1) suffice to give a
new point xk+1 with δ(µk+1, xk+1) ≤ β. In the long-step algorithm µ is decreased by an arbitrarily
constant factor (λ ∈ (0, 1)), and several damped Newton steps are taken to restore proximity
δ(µk+1, ·) to the central path. Although the worst case complexity of the long-step algorithm is
worse than the complexity of the short-step algorithm, it performs much better in practice. The
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theoretical complexity results for these algorithms are given in Section 8.
3. Derivatives of the Barrier Recourse Function
In this section we give explicit expressions for derivatives of yξ(µ, x), sξ(µ, x) and zξ(µ, x) with
respect to x and µ. We further give expressions for derivative of ∇xρξ(µ, x) with respect to µ.
These expressions are used during the analysis in the following sections. We let y∗ := yξ(µ, x),
s∗ := sξ(µ, x), and z∗ := zξ(µ, x). Also, Y ∗ = diag(y∗1, . . . , y
∗
n̂), S
∗ = diag(s∗1, . . . , s
∗
n̂), p := p
ξ,
W := W ξ, and T := T ξ. From (2.10–2.12) we have
ρξ(µ, x) = (hξ − T ξx)T zξ(µ, x) + µ
nξ∑
j=1
ln sξj(µ, x) + n
ξµ(1− lnµ). (3.1)
From (2.12) we get






WY ∗S∗−1p = (R∗R∗T )−1R∗Q∗(p− µY ∗−1e), (3.3)
where




Y ∗ and R∗ := R∗(µ, x) := WQ∗. (3.4)
3.1 Derivatives with respect to x
Differentiating (2.12) with respect to x gives
Y ∗∇xs∗ + S∗∇xy∗ = 0,
W∇xy∗ = −T, (3.5)


























matrices, i.e., they are matrices whose columns are vectors of partial derivatives of s∗, y∗ and z∗
















Differentiating (3.1), using KKT conditions (2.12), and Jacobian expressions from (3.6) gives
∇xρξ(µ, x) = −T T z∗ = −T T (R∗R∗T )−1R∗Q∗(p− µY ∗−1e). (3.7)
Also using (3.6) and differentiating (3.7) gives






3.2 Derivatives with respect to µ
We use the the symbols (·)′ and (·)′′ to represent first and second derivatives of an entity with
respect to µ. Differentiating (2.12) with respect to µ gives
Y ∗s∗′ + S∗y∗′ = e,
Wy∗′ = 0, (3.9)
W T z∗′ + s∗′ = 0.
Solving (3.9) we obtain











Differentiating (3.7) with respect to µ and by using (3.10) we get
(∇xρξ(µ, x))′ = −T T z∗′ =
1
µ1/2
T T (R∗R∗T )−1R∗e. (3.11)














































where using (3.10) implies[
Y ∗2e
]′
= 2Y ∗y∗′ = 2Q∗2(I −R∗T (R∗R∗T )−1R∗)e. (3.13)
Now differentiating (3.1) and using (2.12) we obtain
ρξ(µ, x)′ = dT y∗′ −
n̂∑
i=1
ln y∗i − µ
n̂∑
i=1








ln y∗i = −
n∑
i=1




0 ≤ −ρξ ′′(µ, x) = eTY ∗−1y∗′ (3.14)
= eTY ∗−1Q∗(I −R∗T (R∗R∗T )−1R∗)Q∗Y ∗−1e









4. Analytic Properties of the Second-Stage Solutions
We will follow the notation from Section 3. The goal of this section is to show that all higher
partial derivatives of y∗, s∗, and z∗ are bounded. Consequently, we also show that y∗, s∗, and
z∗ are analytic functions of x and µ. To simplify notation throughout this section we define
x0 := µ, x := (x0, x1, . . . , xn) while treating the barrier parameter µ as a variable. We use µ
to represent a particular choice of x0. To simplify expressions we also assume that n̂µ = O(1),
‖dξ‖, ‖T ξ‖ = O(1), ι = O(1), and ι̃ = O(1).
4.1 Infinite Differentiability of the Second-Stage Solutions
Equations (3.5, 3.9) inductively define all higher derivatives of s∗ and y∗ with respect to x. In




















represent the vector of kith




Here ki represents the number of times a partial derivative with respect to variable i is repeated.
We follow the convention that the 0th order partial derivative of a vector function is the vector
itself.
Proposition 4.1 Let y∗ := yξ(µ, x) s∗ := sξ(µ, x), and z∗ := zξ(µ, x) be the solution of (2.12).






i. For k ≥ 2, the partial


























In the special case where the partial derivatives are taken with respect to the same variable, the











= 0, i = 0, . . . , n. (4.2)




















































































Proof: The proof of (4.2) follows by induction and taking the partial derivatives of the first equation
in (3.5,3.9) repeatedly. The recursion in (4.1) follows by using (4.2) while taking partial derivatives
with respect to variables x0, . . . , xn. (4.3) follows from using the implicit function theorem. 
4.2 Bounds on Partial Derivatives of the Second-Stage Solutions
The discussion in Section 4.1 shows that s∗, y∗, and z∗ are infinitely differentiable functions of x.
We now show that all partial derivatives computed in (4.3) are bounded. We need the following
well known result on Catalan numbers in the subsequent analysis.
Proposition 4.2 Let p(1) = 1 and p(k) =
∑k−1









Proof: p(k) is the k − 1st Catalan number Ck−1. For Catalan numbers, Ck = 2k!k! k+1! . 















where p(k) is the k − 1st Catalan number, and θ = max{ι̂, n̂}/µ1/2.









































= 0, i = 1, . . . , n, j = 1, . . . , n̂,
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or equivalently, for k ≥ 2
Y ∗∆ki s











= 0, i = 1, . . . , n, j = 1, . . . , n̂. (4.4)
Multiplying both sides in (4.4) by (Y ∗S∗)−1/2 = 1√µI gives
Q∗∆ki s
∗ +Q∗−1∆ki y











= 0, i =, . . . , n. (4.5)
Since from the last two equations in (4.3), for k ≥ 2, (Q∗∆ki s∗)T (Q∗
−1∆ki y
∗) = 0, from (4.5) we






































Here the last equality used Proposition 4.2. 
The following technical combinatorial equality is needed to establish a bound on the partial deriva-
tives of y∗ and s∗ with respect to several variables.


































If we stop condensing the terms after l1, . . . , ln steps, (following the step used to obtain (4.1)) while
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The result follows by comparing the coefficients of each term in (4.6) with (4.7). 
The following Lemma bounds the partial derivatives of y∗ and s∗ with respect to several variables.
Lemma 4.1 is a special case of Lemma 4.2.
Lemma 4.2 Let k =
∑n
i=0 k





























, where p(k) is the k− 1st
Catalan number.


























































































{l0, . . . , ln} such that
∑n
j=0 l
j ≤ k − 1. Now for any k0 . . . kn such that
∑n
j=0 k
j = k, since
(Q∗∆(k
0,...,kn)s∗)T (Q∗−1∆(k





































































































































li ∈ {0, . . . , ki}
(


















































Lemma 4.3 Let k =
∑n
j=0 k











∥∥∥∥ ∂kz∗∂xknn · · · ∂xk00
∥∥∥∥ ≤ θ̂kk!µk . (4.9)
16
Proof: The inequalities in (4.8) follow from combining Lemma 4.2, Lemma 2.1, (2.14), and noting





≤ 4k−1/k. From (3.6) we have ∂z∗∂xi = (R
ξRξ


















Hence, ∥∥∥∥ ∂kz∗∂xk00 . . . ∂xknn
∥∥∥∥2 = 1µ (v̂k0,...,kn)T (R∗R∗T )−1v̂k0,...,kn , (4.10)
where v̂k
0,...,kn := (R∗R∗T )−1/2R∗vk
0,...kn if k ≥ 2, and v̂k0,...,kn = (R∗R∗T )−1/2Ti, if k = 1, and
ki = 1, i = 1, . . . , n, v̂k
0,...,kn = (R∗R∗T )−1/2R∗e, if k = 1, and k0 = 1. Now by observing that
(R∗)T (R∗R∗T )−1R∗ is an orthogonal project matrix and using (2.14) we have (4.9) for k = 1. Also
using (2.14) and that (R∗)T (R∗R∗T )−1R∗ is an orthogonal projection matrix from (4.10) we have∥∥∥∥ ∂kz∗∂xk00 , . . . , ∂xknn
∥∥∥∥ ≤ ι̂µ ∥∥∥vk1,...,kn∥∥∥ ≤ ι̂p(k)θkµk/2 = θ̂kk!µk ,
where the last inequality uses the bound on
∥∥∥ 1√µvk1,...,kn∥∥∥ proved during the proof of Lemma 4.2.
This concludes the proof of (4.9). 
4.3 Real Analytic Function Properties of the Second-Stage Solutions
Theorem 4.1 Let y∗, s∗, z∗ be solutions of (2.12). For any x ∈ Po and µ > 0, the functions y∗,
s∗, and z∗, are real analytic functions of x = (x0, . . . , xn).
Proof: It is sufficient to show that the Taylor expansion of these functions agree with the function
at all points in a neighborhood of a given point x. Let x̂ = x+ th,
∑n
i=0 |hi| = 1, t > 0. From the
Taylor expansion of y∗j :































































where the last inequality follows from using Lemma 2.1, and observing that the definition of θ̂
in the bound of this Lemma is independent of x, since in Assumption A3 the constants ι, ι̃ are
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independent of x. The bound in (4.11) goes to zero for t sufficiently small (t < µk/θ̂)as k → ∞.
Hence, yξ is a real analytic function. The proof that sξ, and zξ are real analytic functions is similar.

5. Analytic Properties of the Expected Barrier Recourse Function




in (2.8) are bounded. This property is used to commute the integral with differential when finding




with respect to x for the stochastic programming problems with
continuous support. We also show that E[ρξ(µ, x)] is a real analytic function of x.




0 . . . ∂x
kn
n








Also, there exists a constant θ′ ≥ 0 such that
‖∇xρξ(µ, x)‖ ≤ θ′. (5.2)







where θ̂ is defined in Lemma 4.3.
Proof: The relationship (5.1) follows from (3.7). From (3.7) and (3.2) we have
(∇ρξ)T∇ρξ = zξTT ξT ξT zξ ≤ O(zξT zξ)
= O
(
(pξ − µY ξ−1e)TW ξT (W ξW ξT )−2W ξ(pξ − µY ξ
)
≤ O(‖pξ − µY ξ−1e‖2) = O(‖pξ − sξ‖2) := θ′
Hence, ‖∇ρξ‖ ≤ O(‖pξ‖+µ‖Y ξ−1e‖). Now (5.2) follows from using (2.13). Also (5.3) follows from
(5.1) and using Lemma 4.3. 
Theorem 5.1 Let E[ρξ(µ, x)] =
∫
Ξ ρ
















∇2xρξ(µ, x)dF (ξ). (5.6)
Furthermore, for all x ∈ Po and µ > 0, E[ρξ(µ, x)], E[∇ρξ(µ, x)], and E[∇2ρξ(µ, x)] are real
analytic functions of x. In addition, E[∇ρξ(µ, x)] and E[∇2ρξ(µ, x)] are real analytic functions of
µ.
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Proof. Since ρξ(µ, x) is a bounded function for all ξ ∈ Ξ, it is Lebesgue-integrable (also Riemann-
integrable). Equalities (5.4–5.6) follow because from Proposition 5.1 the partial derivatives of
ρξ(x, µ) are bounded and Theorem B.2 applies. We now show that E[ρξ(x, µ)] is a real analytic
function of x. From Proposition 5.1 and Theorem B.2 we have
∂kE[ρξ(µ, x)]





∂knxn · · · ∂k1x1
dF (ξ). (5.7)
From (5.7) and using (5.2 –5.3) we have∣∣∣∣ ∂kE[ρξ(µ, x)]∂knxn · · · ∂k1x1
∣∣∣∣ ≤ ∫
Ξ
∣∣∣∣ ∂kρξ(µ, x)∂knxn · · · ∂k1x1






Now let x̂ = x+ th,
∑n
i=1 |hi| = 1, t > 0. The Taylor expansion of E[ρξ(µ, x)] is given as:






























































where the last inequality follows from using (5.8), and observing that the definition of θ̂ is indepen-
dent of x. Since for all µ > 0 the bound in (5.9) goes to zero for t sufficiently small as k →∞, we
conclude that E[ρξ(µ, x̂)] is a real analytic function. E[∇xρξ(µ, x)] and E[∇2xρξ(µ, x)] are proved
to be a real analytic function of x and µ by following the above proof for each element. 
6. Self-Concordance Under a Probabilistic Assumption
In this section we show that the self-concordance parameters of η(µ, x) do not depend on the
number of scenarios under a probabilistic assumption. For this purpose we use a concept of a self-
concordant random variable and self-concordant random matrix [5]. Mehrotra [5] shows that many
known random variables (uniform, gamma, Chi-square, Normal, bounded, etc.) are self-concordant
with a constant random variable dependent self-concordance parameter.
6.1 The Gradient and Hessian of Expected Barrier Recourse Function
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As a consequence of Theorem 5.1, (3.7), and (3.8) and we have










zξ(µ, x)dF (ξ), (6.3)














T ξdF (ξ). (6.6)
6.2 The Self-Concordance Property of the Barrier Recourse Family
Lemma 6.1 For any µ > 0, ρξ(µ, x) is strongly µ-self-condordant on Po. In particular, for x ∈ Po
and µ > 0,
|∇3xρξ(µ, x)[h, h, h]| ≤ 2µ−1/2(hT∇2xρξ(µ, x)h))3/2. (6.7)











hT∇2xρξ(µ, x)h (6.8)∣∣∣{hT∇2xρξ(µ, x)h}′µ∣∣∣ ≤ 2√n̂µ hT∇2xρξ(µ, x)h. (6.9)
Proof: Let ρ(µ, x) := ρξ(µ, x), φ(t) := hT∇2xρξ(µ, x+ th)h, R(t) := Rξ(µ, x+ th), Y (t) := Y ξ(µ, x+
th), S(t) := Sξ(µ, x + th), Q(t) = Qξ(µ, x + th), R := R(0), Q := Q(0), T := T ξ, and W := W ξ.
Since ∇2xρ(µ, x) in (3.8) is a positive definite matrix, ρ(µ, x) is a convex function. Also,
dφ(0)
dt =
∇3xρ(µ, x)[h, h, h]. Now,∣∣∣∣dφ(t)dt
∣∣∣∣ = ∣∣∣∣hT ddt [∇2xρ(µ, x+ th)]h
∣∣∣∣
=
∣∣∣∣hT ddt [T T (R(t)R(t)T )−1T ]h
∣∣∣∣ (using (3.8))
=





∣∣∣∣hTT T (R(t)R(t)T )−1W [ ddt(Q(t)2)
]








































































(hT∇2xρ(µ, x)h))3/2 (using (3.8)).
This proves (6.7). Now to show (6.9) observe that from (3.11) we have∣∣∣∣ ddµ{hT∇xρ(µ, x)}













where the last inequality follows because RT (RRT )−1R is an orthogonal project matrix. Now let





























hT∇2xρ(µ, x)h.  (6.13)
6.3 The Self-Concordance Property of the Expected Barrier Family
We now study the self-concordance properties of η(µ, x).
Definition 6.1 Let ς : Ω → R be a random variable with probability measure F ς . We call ς an
α-self-concordant random variable if∣∣E[ς3]∣∣ ≤ 2α−1/2(E[ς2])3/2. (6.14)
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Let P : Ω → Rm×n be a random matrix with probability measure F ς . The matrix P is called an
α-self-concordant random matrix if∣∣E[‖Ph‖3]∣∣ ≤ 2α−1/2(E[‖Ph‖2])3/2, for all h ∈ Rn. (6.15)
Lemma 6.2 Let Rξ := Rξ(µ, x), K̃ = max{1, K̂} and assume that P ξ := (RξRξT )−1Rξ is a
4
K̂
-self-concordant random matrix. Then, the function η(µ, x) defined in (2.7) is strongly µ/K̃-self-
concordant on Po. In particular,∣∣∇3xη(µ, x)[h, h, h]∣∣ ≤ 2K̃1/2√µ (hT∇2xη(µ, x)h)3/2 .
Proof. Since P ξP ξT = (RξRξT )−1, the self-concordance assumption on P ξ implies that for all h ∈










= K̂1/2(E[hT∇2xρξ(µ, x)h])3/2. (6.16)































(E[hT∇2xρξ(µ, x)h])3/2 (using (6.16))
















µ(hi/xi)2 + (E[hT∇2xρξ(µ, x)h])
)3/2




















6.4 Parameters of the Self-Concordance Family
Theorem 6.1 The family of functions η(x, µ) is a strongly self-concordant family with parameters
α(µ) = µ
K̃
, γ(µ) = ν(µ) = 1, ξ(µ) =
√
K̃(n+n̂)
µ and σ(µ) =
√
n̂
µ . In particular, for any µ > 0,
x ∈ Po and h ∈ Rn we have∣∣∣∣ ddµ{∇η(µ, x)Th}
∣∣∣∣ ≤ [n+ n̂µ ∇2η(µ, x)T [h, h]
]1/2
, (6.17)





∇2η(µ, x)[h, h]. (6.19)
Proof. Condition (SF1) in Definition A.2 is easy to verify. Lemma 6.2 shows (SF2) for our choice of
α(µ). We now show (SF3). By differentiating (6.3) with respect to µ, using (3.11) and Theorem 5.1
we get





















































where the last inequality uses the fact that RξT (RξRξT )−1Rξ is an orthogonal project matrix,∫
Ξ dF (ξ) = 1, and (6.6). Also, using (3.11), and Proposition C.2 in the first inequality below, we
have
























































































From (6.6) and differentiating with respect to µ and using Theorem 5.1, for any h ∈ Rn we have∣∣∣∣ ddµ{hT∇2η(µ, x)h}























7. Properties of the WB Recourse Function under Finite Support
In this section we establish the self-concordance properties of the barrier recourse function in the
worst case under the finite support assumption. The analysis of this section parallels the analy-
sis in Section 6 for the discrete case. The barrier decomposition algorithm based on the bounds
given in this section achieves an iteration complexity that is slightly worse than the iteration
complexity proved in Zhao [11]. In particular, the long step iteration complexity in Zhao [11] is
O(n+Kn̂ ln(1/ε)) as compare to O(K(n+ n̂) ln(1/ε)) proved here for the algorithm in Section 2.4.
This is because the self-concordance parameter α for η(x, µ) in Lemma 7.2 is worse than the self-
concordance parameter for the log-barrier function (2.27).
The dual of (2.31) is:
max(zi,si)∈Di(x)(h
i − T ix)T zi, Di(x) := {(zi, si) | W iT zi + si = di, si ≥ 0}. (7.1)
The barrier problem associated with (7.1) is defined as:









j(µ, x) + n
iµ(1− lnµ). (7.3)
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Since the objective in problems (2.31) and (7.2) are respectively convex and concave, yi and (zi, si)
are optimal solutions of (2.31) and (7.2), respectively, if and only if they satisfy the KKT conditions:
Y isi = µe,W iyi = hi − T ix,W iT zi + si = di, yi > 0, si > 0. (7.4)
From (7.4) we get
zi = (RiRiT )−1RiQi(di − Y i−1e), where Qi := Y i1/2Si−1/2 and Ri := W iQi. (7.5)
7.1 Computation of ∇η(µ, x) and ∇2η(µ, x)
Let (yi, zi, si) := (yi(µ, x), zi(µ, x), si(µ, x)) be the optimum solution of (2.31,7.1). Differentiating
(7.4) with respect to x and µ we get
Y i∇xsi + Si∇xyi = 0, Y isi
′ + Siyi′ = e,
W i∇xyi = −T i, W iyi
′ = −T i,
W i
T∇xzi +∇xsi = 0, W i
T
zi
′ + si′,= 0
(7.6)

















































Differentiating (7.3) and using the optimality conditions (7.4) and (7.7) we get
∇xρi(µ, x) = −T i
T














∇xη(µ, x) = c− µX−1e−
K∑
i=1






∇2xη(µ, x) = µX−2 +
K∑
i=1





Then substituting for ∇xzi in (7.10) we get










7.2 Self-Concordance of the Recourse Function
The following lemma is a consequence of Nesterov and Nemirovskii [9, Proposition 5.1.5] as noted
by Zhao [11, Lemma 1] in the context of linear two-stage stochastic programs. See Mehrotra and
Ozevin [6] for a direct proof.
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Lemma 7.1 For any µ > 0, ρi(µ, x) is strongly µ-self-condordant on P1,i, i = 1, . . . ,K. In partic-
ular,
|∇3xρi(µ, x)[h, h, h]| ≤ 2µ−1/2(∇2xρi(x, µ))[h, h])3/2. (7.12)
















hT∇2xρi(µ, x)h.  (7.14)
We now discuss the self-concordance properties of η(µ, x).
Lemma 7.2 The function η(µ, x) defined in (2.29) is strongly µK -self-concordant on Po. In par-
ticular, ∣∣∇3xη(µ, x)[h, h, h]∣∣ ≤ 2K1/2µ1/2 (hT∇2xη(µ, x)h)3/2 .
























































∇3xη(µ, x)[h, h, h]
)1/3
This proves that η(µ, x)) is µK -self-concordant. 
7.3 Parameters of the Self-Concordance Family {η(µ, x), µ > 0}
In this section we prove the values of the self-concordance family parameters for the discrete case.
Theorem 7.1 The family of functions η(µ, x) is a strongly self-concordant family with parameters
α(µ) = µK , γ(µ) = ν(µ) = 1, ξ(µ) =
√
K(n+n̂)
µ and σ(µ) =
√
n
µ . In particular, for any µ > 0,
26





∇2η(µ, x)T [h, h]
]1/2
, (7.15)
{∇η(µ, x)T }′[∇2xη(µ, x)]−1{∇η(µ, x)}′ ≤ µ−1(n+ n̂), (7.16)




∇2η(µ, x)[h, h]. (7.17)
Proof. Condition SF1 in Definition A.2 is easy to verify. Lemma 7.2 shows Condition SF2. We





































Then, DDT = ∇2xη(x, µ). Differentiating (7.9) with respect to µ and applying (7.7) gives





T (RiRiT )−1Rie = Dḡ, (7.18)
where ḡ := 1
µ1/2
(
−e, π11/2(R1R1T )−1/2R1e, . . . , πK1/2(RKRKT )−1/2RKe
)
= D̄T e,
hT {∇η(x, µ)}′ = hTDD̄T e ≤ ‖hTD‖2‖D̄T e‖ = ‖D̄T e‖
√
hT∇2xη(x)h, and








≤ µ−1(n+ n̂), (7.19)
where the last inequality uses the fact that RiT (RiRiT )−1Ri is an orthogonal project matrix,
n̂ = ni, i = 1, . . . ,K and
∑K
i=1 π
i = 1. Also, using (7.19)
{∇η(µ, x)T }′[∇2xη(µ, x)]−1{∇η(µ, x)}′ = ḡTDT (DDT )−1Dḡ ≤ ḡT ḡ ≤ µ−1(n+ n̂).
Differentiating (7.11) with respect to µ and using Lemma 7.1, for any h ∈ Rn we have
|{hT∇2η(µ, x)h}′| = |hTX−2h+
K∑
i=1
















8. Convergence Analysis for the Weighted Barrier Algorithms
Theorems 8.1 and 8.2 below give complexity results for the short-step and long-step variants of
Algorithm 1.
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Theorem 8.1 Consider the discrete and continuous versions of stochastic linear programs (2.1–
2.3) and (2.29–2.31), respectively. Let µ0 be the initial barrier parameter, ε > 0 the stopping
criterion and β = (2 −
√
3)/2. If the starting point x0 is sufficiently close to the central path,
i.e. δ(µ0, x0) ≤ β, then the short-step algorithm reduces the barrier parameter µ at a linear rate
and terminates within O(
√
(n+m)K lnµ0/ε) iterations when solving (2.29–2.31). If the self-
concordance assumption in Lemma 6.2 is satisfied, then the short-step algorithm terminates in
O(
√
(n+m)K̃ lnµ0/ε) iterations (2.1–2.3) and (2.29–2.31).
Theorem 8.2 Consider the discrete and continuous versions of stochastic linear programs (2.1–
2.3) and (2.29–2.31), respectively. Let µ0 be the initial barrier parameter and ε > 0 be the stop-
ping criterion and β = 1/6. If the starting point x0 is sufficiently close to the central path,
i.e. δ(µ0, x0) ≤ β, then the long-step algorithm reduces the barrier parameter µ at a linear
rate and terminates within O((n + m)K lnµ0/ε) iterations when solving (2.29–2.31). If the the
self-concordance assumption in Lemma 6.2 is satisfied, then the long-step algorithm terminates in
O(
√
(n+m)K̃ lnµ0/ε) iterations when solving (2.1–2.3) and (2.29–2.31).
We now prove Theorems 8.1 and 8.2. The proof given here follows the steps of proofs in [11; 6],
and it is given here for completeness. In this section we give a proof of Theorems 8.1–8.2 for
the worst case analysis of the discrete case. The proof under the self-concordance assumption is
identical, where K is replaced by K̃ in various inequality in the proofs of this section. The following
proposition follows directly from the definition of self-concordance.





T∇2η(µ, x)∆x. Then, for δ < 1, τ ∈ [0, 1] and any h ∈ Rn we have
(1− τδ)2hT∇2η(µ, x)h ≤ hT∇2η(µ, x+ τ∆x)h ≤ (1− τδ)−2hT∇2η(µ, x)h. (8.1)
In order to estimate the number of Newton steps needed for recentering the centrality measure
δ(µ, x), and the first stage objective η(µ, x) are used to measure progress for short and long step
algorithms respectively. The following lemma describes the behavior of the Newton direction.
Lemma 8.1 [9, Theorem 2.2.3] For any µ > 0 and x ∈ Po, let ∆x be the Newton direction calcu-





x∇2η(µ, x)dx. Then, the following relations hold:
(i) If δ < 2−
√






(ii) If δ ≥ 2−
√
3, then η(µ, x)− η(µ, x+ θdx) ≥ µK [δ − ln(1 + δ)], where θ = (1 + δ)
−1.
8.1 Complexity of the Short-Step Algorithm
We will show that in the short-step version of the algorithm a single Newton step is sufficient for
recentering after updating the barrier parameter µ. To this end we will make use of [9, Theorem
3.1.1], which is restated for the present context in the next proposition.
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ln γ−1. Suppose δ(µ, x) ≤ κ, and µ+ :=
γµ satisfies ϕκ(η;µ, µ+) ≤ 1− δ(µ,x)κ . Then, δ(µ
+, x) ≤ κ.
Lemma 8.2 Let β = (2 −
√
3)/2, and µ+ = γµ where γ = 1 − σ/
√
(n+ n̂)K and σ ≤ 0.1. If
δ(µ, x) ≤ β then δ(µ+, x) ≤ 2β.
Proof. Let κ = 2β = 2−
√














(n+ n̂)K)−1 ≤ 1
2
≤ 1− δ(µ, x)
κ
.
Using Proposition 8.2 gives δ(µ+, x) ≤ κ = 2β. 
From Lemma 8.1 and Lemma 8.2 it is clear that we can reduce µ by the factor γ = 1−σ/
√
(n+ n̂)K,
σ < 0.1 at each iteration and a single Newton step is sufficient for recentering.
Theorem 8.1 follows.
8.2 Complexity of the Long-Step Algorithm
For the analysis of the long-step algorithm we use η(µ, x) as the merit function since the iterates
generated by the less conservative long-step algorithm may violate the condition δ < 2 −
√
3 re-
quired in part (i) of Lemma 8.1. Our analysis follows the template in Zhao [11].
Assume that we have a point xk−1 sufficiently close to x(µk−1). The barrier parameter from µk−1
is reduced to µk = γµk−1, where γ ∈ (0, 1). The long step algorithm generates a finite sequence of
points x̃1, . . . , x̃N ∈ Po and finally sets xk = x̃N when x̃N is sufficiently close to x(µk). We need to
upper bound N , the number of damped Newton iterations needed for recentering. From Lemma
8.1(ii) at any x̃i ∈ Po a damped Newton step with step size θ = (1 + δ)−1 decreases η(µk, x̃i) at
least by a certain amount which depends on the current value of δ and µ, when δ is ‘large’, i.e.,
when x̃i is not close to x(µk). Consequently, it is sufficient to prove a bound on
φ(µk, xk−1) := η(µk, xk−1)− η(µk, x(µk))
to bound N . This bound is established in Lemma 8.4 below. The next proposition and lemma give
upper bounds on φ(µk−1) and φ′(µk−1), respectively.
Proposition 8.3 [11, Lemma 7] For any µ > 0 and x ∈ Po, let d̃x := x − x(µ) and define





x∇2η(µ, x)d̃x. If δ̃ < 1, then








Lemma 8.3 Let d̃x and δ̃ be as defined in Proposition 8.3. For any µ > 0 and x ∈ Po, if δ̃ < 1,
then |φ′(µ, x)| ≤ −
√
n+ n̂ ln(1− δ̃).
Proof. For any µ > 0, applying chain rule we can write
φ′(µ, x) = η′(µ, x)− η′(µ, x(µ))−∇η(µ, x(µ))Tx′(µ). (8.3)
The optimality conditions (2.11) imply that ∇η(µ, x(µ))Tx′(µ) = 0.
Therefore,
φ′(µ, x) = η′(µ, x)− η′(µ, x(µ)). (8.4)
From (6.18 or 7.16) we have
{∇η(µ, x)T }′[∇2η(µ, x)]−1{∇η(µ, x)}′ ≤ µ−1(n+ n̂). (8.5)










∆̃xT∇2η(µ, x(µ) + τ∆̃x)∆̃x
]1/2
[

























n+ n̂ ln(1− δ̃) 
Lemma 8.4 Let µ > 0 and x ∈ Po be such that δ̃ < 1, where δ̃ is defined in Proposition 8.3. Let
µ+ = γµ with γ ∈ (0, 1). Then, η(µ+, x)− η(µ+, x(µ+)) ≤ O(n+ n̂)µ.
Proof. By differentiating (8.3) and using ∇η(µ, x(µ))Tx′(µ) = 0 we have
φ′′(µ, x) = η′′(µ, x)− η′′(µ, x(µ))− {∇η(µ, x)T }′x′(µ). (8.6)
By taking the derivative of the optimality conditions (2.11) we have
{∇η(µ, x(µ))}′ +Hx′(µ)−ATλ′(µ) = 0, Ax′(µ) = 0, (8.7)
where H = ∇2η(µ, x(µ)). Solving (8.7) gives
x′(µ) = −[H−1 −H−1AT (AH−1AT )−1AH−1]{∇η(µ, x(µ))}′.
Now we have
−{∇η(µ, x)T }′x′(µ) = {∇η(µ, x(µ))T }′[H−1 −H−1AT (AH−1AT )−1AH−1]{∇η(µ, x(µ))}′
≤ {∇η(µ, x(µ))T }′H−1{∇η(µ, x(µ))}′ ≤ µ−1(n+ n̂). (8.8)
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The last inequality above follows using (6.18 or 7.16). We now bound the first two terms in the
right-hand-side of (8.6).
From (3.14–3.15), 0 ≤ −ρξ ′′(µ, x) ≤ n̂/µ. Hence, using Theorem B.2






Hence, for any x ∈ Po
0 ≤ −η′′(µ, x) ≤ n̂
µ
. (8.9)
Now using the bounds given in (8.8), and (8.9) from (8.6) we get
φ′′(µ, x) ≤ n+ 2n̂
µ
. (8.10)
Using Proposition 8.3, Lemma 8.3 and (8.10) we have
φ(µ+, x)




























n+ n̂(µ− µ+) ln(1− δ̃) + (n+ 2n̂)(µ− µ+) ln γ−1 . (8.11)
Since γ and δ̃ are absolute constants (8.11) implies that η(µ+, x)− η(µ+, x(µ+)) ≤ O(n+ n̂)µ and
proves the lemma. 
Note that Proposition 8.3, Lemma 8.3 and Lemma 8.4 require δ̃ be less than one. However, we
cannot evaluate δ̃ since we do not explicitly know x(µ). The lemma below shows that δ and δ̃ are
proportional to δ.
Proposition 8.4 [11, Lemma 9] For any µ > 0, x ∈ Po, let dx be the Newton direction defined











δ ≤ 1/6, then 23δ ≤ δ̃ ≤ 2δ. 
Lemma 8.1 implies that each line search should decrease the value of η by at least µ[δ− ln(1 + δ)].
Therefore, in view of Lemma 8.1 and Lemma 8.4 it is clear that after reducing µ by a factor
γ ∈ (0, 1), at most O((n + n̂)K) damped Newton iterations will be needed for recentering. Also,
the long-step variant algorithm updates barrier parameter µ at most O(lnµ0/ε) times. Theorem
8.2 follows from Lemma 8.1 (ii), Lemma 8.4, and Proposition 8.4.
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9. Concluding Remarks
In this paper we analyzed a prototype interior decomposition algorithm (WBDA) for two stage
stochastic linear programs which uses a weighted barrier function. This algorithm was previously
found to be more practical in the computational results of Mehrotra and Ozevin [7]. Our analysis
here shows that the worst case first-stage iteration complexity of the weighted barrier decomposition
algorithm in the finite scenario case is only slightly worse than the worst case iteration complexity
of the barrier decomposition algorithm analyzed in [11; 8]. Interestingly, under a probabilistic
assumption the weighted barrier decomposition algorithm has a worst case iteration complexity
that depends only on a self-concordance parameter of a random matrix appearing in the algorithm,
which is possibly independent of the number of scenarios (amount of discretization of a continuous
random variable). The analysis of WBDA under the probabilistic self-concordance assumption is
performed for problems under continuous support. This analysis also establishes several differen-
tiability and analytic properties of the barrier recourse function. Our analysis assumes that we
can compute the gradient and Hessian of the barrier recourse under continuous support exactly. In
practice, this is not possible in general (except for some simple recourse problems) because numeri-
cal methods are required for integration, and because we can not compute exact solutions of second
stage problems when we discretize a continuous problem. A more refined analysis that removes
these assumptions remains a topic of future work. We point out that Mehrotra and Ozevin [7]
numerically studied the issues of solving the second stage problems approximately, warm-starting
algorithm for solving the second stage problem, practical first stage Newton step length, a practical
choice of the proximity measure, selection of an initial barrier parameter and an initial solution.
A proper resolution of these issues is important for developing practical implementations of WBDA.
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Definition A.1 [9, Definition 2.1.1 and 2.3.1] Let C ∈ Rn be an open nonempty convex subset of
R, ψ : C → R, and α > 0. The function ψ is called α-self-concordant on C with the parameter α,
if ψ is a convex function on C, ψ ∈ C3, and for all x ∈ C and h ∈ E
|∇3ψ(x)[h, h, h]| ≤ 2α−1/2(∇2ψ(x)[h, h])3/2.
An α-self-concordant function ψ is called strongly α-self-concordant on C if ψ(xi) tends to infinity
along every sequence {xi ∈ C} converging to a boundary point of C. Furthermore, an α-self-
concordant function ψ(x) has a complexity value ϑ, or we say that ψ(x) is a ϑ-self-concordant-





Definition A.2 [9, Definition 3.1.1] A family of functions {ψ(µ, x), µ > 0} is strongly self-
concordant on nonempty convex domain C ∈ Rn with continuous positive differentiable parameter
functions α(µ), γ(µ), ν(µ), ξ(µ), and σ(µ) if following properties hold:
(SF1) Convexity and differentiability. ψ(µ, x) is convex in x, continuous in (µ, x) ∈ C and is twice
continuously differentiable in x.
(SF2) Self-concordance of members. For any µ > 0, ψ(µ, x) is α(µ)-self-concordant on C.
(SF3) Compatibility of neighbors. For every (µ, x) ∈ R+×C and h ∈ Rn, ∇xψ(µ, x), ∇2xψ(x, µ) are
continuously differentiable in µ, and
|{hT∇xψ(µ, x)}






′ − {ln γ(µ)}′hT∇2xψ(µ, x)h| ≤ 2σ(µ)hT∇2xψ(µ, x)h. (A.3)
B Analytic Functions
Definition B.1 [4] A real valued function ψ(x) : X → R is called a real analytic function on its
domain X if it is infinitely differentiable at all points in X , its Taylor series expansion at any point
x ∈ X is convergent, and the Taylor series expansion agrees (gives) the function value at all points
x̂ sufficiently close to x. A vector (matrix) valued function is called a real analytic vector (matrix)
function if all its elements are real analytic functions.
Proposition B.1 [4] If the derivative of a real valued function ψ(x) is bounded by θk, then ψ(x)
is a real analytic function in a neighborhood of x̄.
Theorem B.1 [1] Let X be an open subset of Rn, and Ξ be a measure space. Suppose that the
function ψ : X × Ξ → R satisfies the following conditions (1–3):
1. ψ(x, ξ) is a Lebesgue-integrable function of ξ for each x ∈ X .
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2. For almost all ξ ∈ Ξ, ψ(x, ξ) is continuous in x.
3. There is an integrable function Θ : Ξ → R such that |ψ(x, ξ)| ≤ Θ(ξ) for all x ∈ X .
Then,
∫
Ξ ψ(x, ξ)dω is a continuous function of x ∈ X . 
Theorem B.2 [1] Let X be an open subset of Rn, and Ξ be a measure space. Suppose ψ : X×ξ → R
satisfies the following conditions (1–3):
1. ψ(x, ξ) is a Lebesgue-integrable function of ξ for each x ∈ X .
2. For almost all ξ ∈ Ξ, the derivative ∂ψ(x,ξ)∂xi exists for all x ∈ X .
3. There is an integrable function Θ : Ξ → R such that
∣∣∣∂ψ(x,ξ)∂x ∣∣∣ ≤ Θ(ω) for all x ∈ X .











C Generalized Holder and Projection Inequalities
We need the following Lemmas in the analysis of Section 6. Lemma C.1 is a generalization of
Holder’s inequality. Proposition C.2 is a generalization of the result that the 2-norm of a vector
does not increase upon its orthogonal project onto a subspace.
Proposition C.1 Let aξ := aξ(x, µ), bξ := bξ(x, µ) : (Ξ, F (ξ), (X , µ)) → Rn be bounded vector
functions with support Ξ and measure F (ξ). Then,∫
Ξ
























































The second inequality above uses Young’s inequality. 
Proposition C.2 Let Bξ := Bξ(x, µ) : (Ξ, F (ξ), (X , µ)) → Rm×n be a bounded real matrix function
with support Ξ and measure F (ξ), and assume that ḡξ := ḡξ(x, µ) : (Ξ, F (ξ), (X , µ)) → Rn is a















ḡξT ḡξdF (ξ). (C.2)
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Proof: Let us consider a generalized least-squares minimization problem
min
u∈Rm









































ḡξT ḡξdF (ξ). (C.3)













Now substituting this value of u∗ in (C.3) and observing that minE[‖BξTu − gξ‖2] ≥ 0 gives us
the desired result.
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