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Resumo
O desenvolvimento de escoamentos turbulentos na presença de paredes ocorre tanto
em aplicações industriais quanto na natureza. Essa classe de escoamentos turbulentos
possui grandes diferenças comparando-se com turbulência livre e os avanços em técnicas
experimentais e poder computacional estão permitindo entender mais profundamente
sobre as estruturas turbulentas encontradas em tais escoamentos. Neste trabalho,
estudamos escoamentos turbulentos incompressíveis e compressíveis em canais utilizando
a técnica de simulação de grandes escalas. Escoamentos incompressíveis em canais com
variações de forma são estudados com o propósito de se entender os efeitos de variação de
gradiente de pressão e curvatura na formação de instabilidades de streaks. Além disso,
os efeitos de variação de forma na anisotropia do escoamento também são investigados
através de uma análise dos invariantes to tensor de Reynolds e do balanço espectral
de energia cinética turbulenta. Escoamentos supersônicos em canais lisos também são
analisados com o intuito de se compreender os efeitos de compressibilidade e número de
Reynolds na turbulência e a importância dos modos hidrodinâmicos, térmicos e acústicos
nas estruturas turbulentas coerentes. Para isso, uma análise dos efeitos de velocidade
de advecção de estruturas de velocidade e propriedades termodinâmicas é apresentada.
Finalmente, técnicas de análise modal são aplicadas para investigar a física das estruturas
coerentes em escoamentos supersônicos na presença de paredes para diferentes números
de Mach e Reynolds.
Palavras-chave: Escomentos turbulentos, camada limite, CFD, LES
Abstract
The development of turbulent flows in the presence of walls occurs in both industrial
and nature applications. This class of turbulent flows has great differences when compared
to free turbulence and the advances in experimental techniques and computational power
allow a deeper understanding of the turbulent structures found in such flows. In this work,
we study incompressible and compressible turbulent flows in channels using the large
eddy simulation technique. Incompressible flows in channels with shape modifications are
studied in order to understand the effects of pressure gradient variations and curvature
in the formation of streak instabilities. In addition, the effects of shape variation on flow
anisotropy are also investigated through an analysis of the anisotropic Reynolds stress
tensor invariants and the turbulent kinetic energy spectral balance. Supersonic flows over
smooth channels are also analyzed in order to understand the effects of compressibility and
Reynolds number on turbulence and the importance of the hydrodynamic, thermal and
acoustic modes in the coherent turbulent structures. This analysis is performed through
an assessment of the advection velocities of the velocity components and thermodynamic
properties in different regions of the boundary layer. Finally, flow modal decomposition
techniques are applied to investigate the physics of coherent structures in supersonic
wall-bounded flows for different Mach and Reynolds numbers.
Keywords: Turbulent flows, boundary layer, CFD, LES
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1 INTRODUCTION
1.1 Turbulence in fluids
Most flows found in nature and in practical engineering applications are turbulent.
Consequently, it is essential to understand the physical mechanisms that govern this
type of phenomenon. In fluid dynamics, turbulence is a flow regime characterized by
chaotic and stochastic features. Nevertheless, organization and coherence may also be
found in some flow patterns. Turbulent flows are unstable and contain fluctuations. Its
most important characteristic is a significant disparity of spatial and temporal scales.
The larger turbulent structures, or eddies, are controlled by the geometry (boundary
conditions) that generates them, while the viscosity of the fluid controls the smaller scales.
The turbulent regime is predominant in most flows since small injected perturbations
are naturally amplified, generating instabilities that lead to flow transition. The first
recognition of a turbulent flow was made by Leonardo da Vinci more than 500 years ago
(Tsinober, 2009). Figure 1.1 shows a sketch of a turbulent flow by da Vinci who was the
first to identify the state of fluid motion named as “la turbolenza”.
Figure 1.1: Sketch of a turbulent flow by Leonardo da Vinci.
The concept of turbulence was revisited and studied by Hagen (1839) and Reynolds
(1883) centuries after da Vinci in their pipe flow experiments. Since the famous Reynolds
experiments in a pipe, in 1883 (Reynolds, 1883), the turbulent state of fluid flows has
challenged the scientific community. The pioneering work by Reynolds (1895) consisted in
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the use of statistical methods to characterize the properties of turbulence. In his paper, the
Reynolds stresses appeared for the first time in the Navier Stokes equations as unknown
variables which led to the turbulence “closure problem”. Years later, Taylor (Taylor, 1921,
1935) worked on one of the first statistical theories to describe the Reynolds stresses.
Over the last century, brilliant minds supported the fluid mechanics community to better
understand the physics of turbulent motions in fluids. Some examples are L. Prandtl, T.
von Kármán, G. I. Taylor, L. Richardson, A. Kolmogorov, S. Corrsin, G. Batchelor among
others. Currently, although we already have a well-established mathematical formulation
to describe turbulent fluid flows, e.g. the Navier-Stokes equations, we still do not fully
understand several details of turbulent motions in fluids.
The strong non-linearities associated with the inertial processes, together with the
viscous effects, represent the root of the multiscale nature of turbulence. Richardson
(1922) proposed the first ideas of energy transferring among scales that became known
as the energy cascade theory for isotropic turbulent flows. In this theory, turbulence is
composed of eddies of different sizes. The larger scale structures are of the order of the
boundary conditions of the problem and, since such large-scale structures are unstable,
they break-up and transfer energy to the smaller scales. The non-linearity of the process
would make the energy transfer occur among all scales. However, a net energy transfer is
from the larger scales to the smaller ones, as shown in Fig. 1.2. According to Richardson’s
theory, this process of energy transferring predominates from the largest scales to the
smaller ones occurs in an inviscid way. Based on a local equilibrium hypothesis, a
production mechanism injects turbulent kinetic energy, TKE, into the flow at the largest
scales. Then, there is the transfer of energy among the scales, represented in the figure as
the energy cascade, and, finally, the dissipation of energy occurs due to viscous processes
at the smaller scales.
Figure 1.2: Sketch of the energy cascade in a turbulent flow.
Kolmogorov (1962) postulated his famous similarity hypothesis for isotropic turbulence
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in high Reynolds numbers. Kolmogorov said that the energy spectrum should be
self-similar with three distinct regions as can be seen in Fig. 1.3. The inertial range should
follow a power law as E(k) = C2/3k−5/3. In the previous expression for the turbulent
kinetic energy spectrum, the term C is a constant,  is the TKE dissipation, and k is the
wavenumber. The first region in Fig. 1.3 is the so-called energy-containing/production
range. In this region the production of turbulence predominates and the eddies have
a size of the integral length scale, being very anisotropic and unstable. In the inertial
subrange the energy transport between scales in an inviscid way prevails and the energy
spectrum follows the −5/3 power law described above. The last region is the dissipation
range, where turbulence is more isotropic and tends to have more universal statistics,
depend only on viscosity. In this latter region, we still have energy transferring until the
smallest turbulent scales, called Kolmogorov scales. However, in this region, viscous
effects predominate dissipating the smaller scales and converting kinetic energy into
internal energy. The Kolmogorov theory is known as one of the greatest achievements in
turbulence.
Figure 1.3: Sketch of an energy spectrum for isotropic turbulence at a very high
Reynolds number, according to Kolmogorov’s theory.
Other significant contributions in the topic of turbulence were developed by Batchelor
and Townsend (1949) through the discovery of turbulence as an intermittent process that
deviates from Gaussianity and by Crow and Champagne (1971) and Brown and Roshko
(1974) who were responsible for making the first measurements of coherent structures.
Finally, since this work presents a computational study of wall-bounded turbulent flows,
it is also important to praise the work by Kim et. al (1987), who, in 1987, performed
the first direct numerical simulations, DNS, of turbulent channel flows opening a new era
in turbulence research. These DNS made it possible to measure statistics that were not
accessible by experiments at that time.
28
1.2 Wall turbulence
A particular case of turbulence is that where the flow is wall-bounded, for instance,
in external boundary layers, channel and pipe flows. Over the past years, wall-bounded
flows have attracted considerable attention from scientists, because of their complexity
and challenges. Those flows are inhomogeneous and highly anisotropic, and have
been intensively investigated due to their technological importance for the aerospace,
mechanical and chemical engineering sectors. In this thesis, we are interested in the
investigation of turbulence in channel flows. We simulate scenarios where the flows occur
in the presence of pressure gradients and curvature and compare these configurations to
others where these effects are not present.
Since the first DNS of a plane turbulent channel flow at Reτ =180 (Kim et. al,
1987), the increase in computational resources made possible to other researchers to
simulate higher Reynolds number flows. Some examples are the works by Mansour
et. al (1988), Spalart (1988), Antonia and Kim (1994), Moser et. al (1999) and
Jiménez and Hoyas (2008), to name a few. All these authors studied wall-bounded
flows in several configurations, from boundary layers to channels. Recently, Lee and
Moser (2015a) performed a DNS of a turbulent channel flow at the highest Reynolds
number available in the literature, Reτ = 5200. Smits et. al (2011) pointed out that
there are considerable differences between high-Reynolds and low-Reynolds turbulence
for wall-bounded flows. It is only recently that we can observe such effects thanks to
DNS (Bernardini et. al, 2014; Lee and Moser, 2015a) and experimental data (Hutchins
and Marusic, 2007; Monty et. al, 2007; Samie et. al, 2018). This work shows that the
Kolmogorov theory previously described is not accurate for highly anisotropic flows and
low-Reynolds turbulence (Schiavo et. al, 2017). Hutchins and Marusic (2007) and Monty
et. al (2007) showed that very-large-scale motions, VLSMs, or superstructures, exist at
all Reynolds numbers and that they can achieve 15δ ∼ 30δ, where δ is the relevant length
scale in the flow. The importance of such structures increases with Reynolds number as
it leads to higher energy content and more interaction of VLSMs with the smaller scales
near the wall (Smits et. al, 2011).
1.3 Coherent structures
Turbulent flows are represented by complex multi-scale phenomena and chaotic
motions. Despite its complexity, we can find some more elementary components referred
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to as coherent structures or quasi-coherent structures. These structures are normally
identified by flow visualization, conditional sampling techniques or other methodologies,
and are difficult to define precisely (Pope, 2000). According to Robinson (1991) definition,
coherent structures are “regions of the flow field in which flow variables exhibit significant
correlations with themselves or other variables over space/time intervals remarkably
higher with respect to the smallest scales of the flow”. A better understanding of
the evolution of coherent structures in boundary layers can bring new insights on two
important subjects of modern fluid dynamics: control of turbulence and improvement of
predictive models for numerical simulations of turbulent flows. Concerning turbulence
control, some important applications are reduction of skin friction in wall-bounded flows,
delay of separation in wake flows, noise reduction in aerodynamic problems and the
increasing of mixing in free shear flows (Alfonsi, 2006). The development of predictive
models is related to both the development and improvement of turbulent closure models
for RANS simulations. The organization of turbulence in wall-bounded flows has been
extensively studied and their near wall cycle can be explained in terms of the following
coherent structures:
Streaks
Streaks are coherent structures which have been first observed by Kline et. al (1967) in a
water channel flow using tiny hydrogen bubble visualizations. They appear as alternating
low and high momentum regions in an wall parallel plane of wall-bounded flows. They
are elongated in streamwise and thin in the spanwise directions. We can divide them in
two categories: low-speed and high-speed streaks. The latter usually occur in the near
wall region for y+ < 40, and the former predominate in y+ < 10. The low-speed streaks
are slower then the local mean velocity while the high-speed streaks are faster. Figure
1.4 shows contours of velocity fluctuations exhibiting low-speed and high-speed streaks by
light and dark colors, respectively, in a compressible turbulent channel flow. Low-speed
streaks have half of the local mean speed and can extend in length to 1000 viscous (wall)
units and 20 viscous units width. They also tend to be longer than the high-speed streaks
with transversal spacing of 100 viscous units in the mean as seen by Kline et. al (1967).
They show a characteristic behavior called as bursting where streaks slowly start to lift
downstream moving away form the wall. When they reach a certain wall distance, y+ ≈10,
they start to move faster away from the wall in a process called ejection or streak lifting.
After this process, the streak starts to oscillate until it breaks-up or bursts. Low-speed




Figure 1.4: Contours of streamwise velocity fluctuation field, u′, for a turbulent channel
flow, where x is the streamwise direction, z, is the spanwise wall direction and δ the
channel half hight. Simulation at Reτ ≈ 1000 and the average Mach number = 2 at the
center line.
Wallace et. al (1972) defined the Reynolds shear stress events in terms of
quadrant motions, uv, according to the signs of the streamwise and wall-normal velocity
fluctuations. In the second and fourth quadrants of figure 1.5, where the Reynolds shear
stress events are negative, there are ejections and sweeps. Ejections in Q2 quadrant, occur
when u < 0 and v > 0 and bring momentum from the inner to the outer layer. In this








Figure 1.5: Joint probability density function of streamwise and wall-normal velocity
components, u and v.
represented by structures which have higher streamwise velocity fluctuations and that are
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dragged closer to the wall. They are represented in the Q4 quadrant, when u > 0 and
v < 0. The events in the second and forth quadrants are responsible to produce turbulent
kinetic energy in a boundary layer. Wallace et. al (1972), using conditional average,
showed that sweeps contribute more than ejections to the production of turbulence. Figure
1.6 indicates ejection events in light colors for a channel flow. The contours represent the
streamwise velocity fluctuation field as function of wall normal and spanwise directions.
Figure 1.6: Contours of streamwise velocity fluctuation field, u′, for a turbulent channel
flow, where x is the streamwise direction, y, is the wall-normal direction and δ is the
half channel height.
Vortical structures
A vortex is a structure that exhibits circular or spiral instantaneous streamlines such
as the ones shown in Fig. 1.7. The figure shows iso-surfaces of Q-criterion for a turbulent
channel flow which represents regions where rotation, or vorticity, are grater than shear
stresses. Important vortical structures are the streamwise vortices or rolls which are
responsible for the formation of high and low speed streaks in the inner-layer as seen in Fig.
1.8. The streamwise vortices are large counter-rotating rolls that occur at y+ <100 and are
identified as dominant structures in this region. The streamwise rolls are regenerated by
other streamwise vortices creating a cycle. Their rotation are associated with production
of sweeps and ejections and exchanging streamwise momentum between different regions of
the boundary layer. Horseshoe or hairpin vortices are double-cone wall-attached vortices
as shown in Fig. 1.7. They originate from the stretching of perturbed streamwise vorticity.
This structure is often described as having two counter-rotating streamwise oriented legs
connected to a spanwise oriented head through a neck. Theodorsen (1952) predicted that
hairpins heads should be inclined at 45o to the wall. The shape and size of hairpins near
the wall strongly depend on the Reynolds number and, in general, they can span the
entire boundary layer thickness.
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Figure 1.7: Hairpin packet for a turbulent channel flow. This figure shows iso-surfaces of
positive Q criterion colored by u velocity. The x,y and z axis are the streamwise,
wall-normal and spanwise directions. Simulation at Reτ ≈ 175 and the average Mach =
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Figure 1.9: Contours of streamwise velocity field, u, for a compressible turbulent channel
flow showing turbulent bulges. In figure x is the stramwise direction, y, is normal wall
direction and δ the channel half hight. Simulation at Reτ ≈ 1000 and the average Mach
= 2 at the center line.
Large and very-large scale motions
Wall-bounded flows can also have large scale motions, LSM, which have orders of 1δ -
4δ of length. These large structures are called bulges and can be observed in Fig. 1.9. The
bulges are three-dimensional large-scale motions that were first reported by Falco (1977)
in boundary layers. They occur in the outer-layer region of turbulent boundary layers and
are associated with turbulent/nonturbulent interfaces. Other authors associate turbulent
bulges with hairpin vortex packets (Head and Bandyopadhyay, 1981). Bulge-like motions
are also observed in internal flows such as channels and pipes. For internal flows they will
be obscured by interactions with surfaces.
The very-large scale motions (VLSMs), also called as superstructures, are turbulent
coherent structures larger than the mean bulges. They occur in boundary layers, channel
and pipe flows, and can be found in the logarithmic and outer layer regions (Balakumar
and Adrian, 2007; Hutchins and Marusic, 2007). VLSMs are associated with groups of
hairpin packets or bulges advected as whole structures as seen in Fig. 1.10. There is
a significant research focus in LSMs and VLSMs since they contribute to an important
amount of turbulent kinetic energy and become more relevant in high Reynolds turbulence
(Ganapathisubramani et. al, 2003; Smits et. al, 2011). The understanding of the
dynamics and organization of these structures are essential to bring new insights of wall









Figure 1.10: Sketch proposed by Kim and Adrian (1999) showing that packets align
coherently to form very-large scale motions.
1.4 Flows with pressure gradient variations
Over the years, a considerable number of computational simulations and experiments
were conducted to investigate boundary layers in cases where there were no changes in
the pressure gradient. That research allowed a better description of the boundary layer
structure and the effects and dynamics of the VLSMs. Nevertheless, our understanding of
wall turbulence, especially in accelerating and decelerating situations, is still quite limited.
Boundary layers in the presence of an adverse pressure gradient, APG, have additional
features. For example, the flow can detach creating a separation bubble due to the
pressure gradient. Although we can find in literature data from some carefully performed
experiments about such flows, most of them provide only single-point turbulence statistics
at a few sections of the boundary layer. Patel and Sotiropoulos (1997) performed several
experiments to investigate the flow recovering after it passed by a curvature region. They
pointed out that wall-curvature has a strong effect in the growth and decay of vortices
near wall. Aubertine and Eaton (2005) investigated near-wall behavior of the Reynolds
stresses and the velocity profiles in APG boundary layers far from separation. They
showed that the mean velocity profiles have a logarithmic region, but the outer layer does
not collapse indicating that the boundary layer is not in equilibrium.
Some authors argue that APG boundary layers do not follow the von Kármán’s log
law between the two limits, zero pressure gradient, ZPG, and separation. Therefore, in
those cases the velocity profiles should scale with ((ν/ρ)(dp/dx))1/3. Knopp et. al (2015)
investigated such scaling for the boundary layer velocity profiles in experiments. It is
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known that in APG, the turbulent kinetic energy production peak moves away from the
wall, whereas in ZPG its maximum occurs around y+ = 10-20. This displacement of the
turbulence intensity peak is usually correlated with the evolution of the inflection point
in the mean velocity profile.
Regarding numerical simulations, Marquillie et. al (2008, 2011) investigated
convergent-divergent channels with adverse pressure gradient regions using DNS. They
analyzed the formation of a second production peak of turbulent kinetic energy in APG
regions in their simulations. They also found a sharp increase of TKE in those regions and
pointed out that such effect was a result of the streak bursting process which is largely
intensified by the adverse pressure gradient. They observed a sudden growth of the
turbulence intensity arising from inflectional instabilities of the streaks due to imposition
of the APG region using DNS and linear stability theory. Mollicone et. al (2017) studied
turbulence anisotropy in channel flows with curvature and recirculation bubbles. They
showed that isotropy is restored at small scales and that the isotropy recovery rate is
controlled by the Reynolds number. Jesus et. al (2015) analyzed the differences between
wall-resolved LES and RANS using different turbulence models. They simulated some
geometries of convergent-divergent channels, and pointed out that eddy viscosity and
Reynolds stress models, used in RANS, are not able to predict the correct flow behavior
in the APG region, including re-attachment points.
More recently Cuvier et. al (2017) performed experiments of APG boundary layers
using 16 PIV cameras. They generated a large public database of APG boundary layers
at high Reynolds numbers, Reθ ≈ 10000 ∼ 17700. One of the goals of these authors was to
investigate convergent-divergent channels flows by analyzing energy transferring similarly
to recent investigations for flat channel flows (Mizuno, 2016; Andrade et. al, 2018; Lee
and Moser, 2019) in the Fourier space.
1.5 Compressible flows
The previous discussion before this section was concerned with turbulence in
incompressible flows. Compressible turbulence has not been so extensively studied and
present additional difficulties. For examples, such flows have non-zero dilatation resulting
from density variations, fluctuations of thermodynamic properties and, in some cases,
the existence of shock and expansion waves, including their interaction with turbulent
structures. In supersonic flows, turbulent fluctuations do not only affect velocity and
pressure, but they can also have a considerable effect on density and temperature
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variations. The local flow speeds can become higher than the speed of sound so acoustic
pressure waves no longer communicate information faster than the convective velocity of
turbulent eddies.
Compressible turbulent flows may be divided in two groups: one where compressibility
effects due to turbulent fluctuations are not important and another where such fluctuations
play a key role in the physical mechanisms of turbulence. The former group is assumed to
follow Morkovin’s hypothesis (Morkovin, 1962), which postulated that thermodynamic
pressure and total temperature fluctuations are negligible for small turbulent Mach
numbers. His hypothesis led to the strong Reynolds analogy, SRA. According Morkovin’s
hypothesis, the compressibility effects manifest itself in terms of mean density variations
and can be modeled by adaptations of classical incompressible models. Boundary layers
with zero or weak pressure gradients at freestream Mach numbers less than 5 should be
an example of the first group. On the other hand, for the second group, fluctuations of
the thermodynamic properties should be important. This second class of flows include,
for example, the hypersonic regime.
Some authors have shown that Morkovin’s hypothesis and the SRA are not accurate
for some flow configurations. Bradshaw (1974) was the first to reformulate the SRA by
assuming that the density fluctuations are weak. Later, Huang et. al (1995) proposed that
temperature fluctuations could be modeled by assuming an isobaric polytropic process for
the thermodynamic fluctuations. Lechner et. al (2001) studied TKE and Reynolds stress
budgets in channel flows and concluded that the assumption of isobaric fluctuations was
a reasonable approximation close to the wall region but these authors noticed that such
assumption fails in the outer region of the boundary layer. Zhang et. al (2014) proposed
a new analogy called generalized Reynolds analogy, GRA, for compressible wall-bounded
turbulent flows based on DNS of turbulent channel flows. This topic is still open and such
analogies fail especially when there is heat flux through the wall (Hadjadj et. al, 2015).
In terms of DNS of turbulent compressible flows, Coleman et. al (1995) pioneered
the simulation of channel flows between isothermal walls. Gerolymos et. al (2013) and
Gerolymos and Vallet (2014) performed channel flow simulations for a wide range of
Mach numbers and studied the scaling of pressure, density, temperature and entropy
fluctuations in their turbulent transport budgets. They also extended their analyses to
the Reynolds stress dissipation (Gerolymos and Vallet, 2016). Hadjadj et. al (2015)
analyzed channel flows with cold and adiabatic walls showing that SRA was not accurate
even in the supersonic regime. Duan et. al (2010, 2011) performed DNS of hypersonic
turbulent boundary layers to investigate the effects of wall temperature, Mach number,
and high enthalpies. An analysis of the turbulent structure at moderate Reynolds numbers
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was made by Pirozzoli and Bernardini (2011). The latter authors pointed out some
small compressibility effects on the size of eddies. Recently, Dupuy et. al (2019) studied
spatial and spectral energy exchanges associated with the turbulence kinetic energy in
compressible channel flows with strong temperature gradients.
1.6 Objectives
The primary objective of this work is to study wall-bounded turbulent flows using
high-fidelity numerical simulations. This thesis can be divided into two distinct parts.
The first one addresses the investigation of incompressible channel flows with and without
pressure gradient variations, and the second one concerns the investigation of compressible
supersonic flat channel flows. In the first part of this thesis, the main goals are the
analysis of turbulent incompressible flows in regions with curvature to evaluate the effects
of pressure gradients in the flow statistics. These effects are analyzed in terms of the
production, transport, viscous diffusion and dissipation appearing in the turbulent kinetic
energy, TKE, and Reynolds stress budgets. The effects of curvature and changes of
pressure gradient are investigated including the mechanism of streak instability, which has
been shown to be relevant in such regions. We consider two different channel geometries
in order to further separate influences from wall curvature, flow separation and adverse
pressure gradients. The individual processes of the TKE budget are studied in both
physical and Fourier spaces. Proper orthogonal decomposition, POD, is employed to
understand the role of the most energetic structures in the TKE budgets and the flow
anisotropy.
The second part of this thesis consists of an investigation of compressibility effects
on turbulence statistics for supersonic channel flows. We perform a study of Mach
number effects concerning the mean statistics, second-moment closure, and the turbulent
kinetic energy budget. A new analysis addressing how turbulent structures are advected
is presented for the first time for compressible flows. A combination of POD and
Fourier decomposition is also applied to characterize the behavior of large-scale motions
in supersonic wall-bounded flows. The dynamics of the large-scale motions, LSMs, is
investigated for the hydrodynamic and thermodynamic fluctuation fields.
38
1.7 Notes about the thesis organization
This chapter shows an overview turbulent wall-bounded flows and the objectives of
this thesis. The test cases analyzed here are numerically obtained using large-eddy
simulation, LES. Such simulations are performed using high-order numerical methods.
The theoretical and numerical formulations, upon which the present numerical tools are
based, are discussed in Chapter 2 and Chapter 3, respectively.
This thesis presents results obtained by the author that already appear in published
articles or that will be submitted for publication in the near future. The papers are
organized into chapters as follows:
• Chapter 4 presents a study of incompressible channel flows with curvature. The
effects of curvature and changes of pressure gradient are investigated including the
mechanism of streak bursting, which has been shown to be relevant in such regions.
We consider two different channel geometries in order to further separate influences
from wall curvature, flow separation and adverse pressure gradients. Turbulent
kinetic energy and Reynolds stress budgets are investigated at separation and
re-attachment points showing their similarities for different Reynolds numbers.
• Chapter 5 presents a study of incompressible channel flows with pressure gradient
variations imposed by curvature. The aim of this study is to analyze the TKE
budgets both in physical and Fourier spaces to characterize the individual processes
as function of their spanwise wavelength. POD also is also employed to understand
the role of the most energetic structures in flow statistics and the role of anisotropy
in the flows.
• Chapter 6 presents an assessment of compressibility effects on turbulence in
supersonic channel flows. The effects Reynolds and Mach numbers are investigated
in the flow statistics. The effects of large-scale motions are analyzed using a
combination of POD and Fourier decomposition. The dynamics of the large-scale
motions are investigated for the hydrodynamic and thermodynamic fluctuation
fields.
In sequence Chapter 7 have the general concluding remarks and suggestions for future
work. There is additional information concerning the derivation of the spectral turbulent
kinetic energy equation in Appendices A and complementary results of the study of
advection velocity in Appendices B.
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2 THEORETICAL FORMULATION
This chapter introduces the governing equations that model the present wall-bounded
turbulent flows. These equations are derived from basic principles such as mass
conservation, Newton’s second law, and the energy equation of thermodynamics.
Throughout this thesis, this set of equations will be called the Navier-Stokes equations
following the typical literature of computational fluid dynamics. Since incompressible and
compressible turbulent flows are investigated in this work, the Navier-Stokes equations
are presented in the appropriate forms suitable for the study of such flows. Independently
of their compressibility, turbulent flows are characterized by a broad range of spatial and
temporal scales and the numerical approach of large eddy simulation (LES) is chosen to
study the dynamics of the most energetically relevant scales. This methodology solves the
spatially filtered Navier-Stokes equations, which are also briefly discussed in this chapter.
Therefore, the theoretical formulation described here summarizes the models employed




The unsteady motion of a compressible viscous fluid under the hypothesis of continuum
is described by the Navier-Stokes equations. This set of equations is derived from the
physical balance of fluxes in a given control volume and they enforce the conservation
of mass and energy, as well as Newton’s second law, within the control volume. These
equations constitute a set of parabolic-hyperbolic equations which can be written in the















[(E + p)uj − τijui + qj] = ρfiui ,
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where ρ is the fluid density, ui is the i-th component of the velocity vector, p is the static
pressure, τij is the viscous stress tensor, fi is an external force term, E is the total energy
















where the term µ is the dynamic viscosity, δij is the Kronecker delta and β is the bulk
viscosity, which is also known as volume viscosity. The latter has an important role in
the study of dense gases or in flows involving shock and expansion waves. Monoatomic
gases have β = 0 whereas β 6= 0 for polyatomic gases. Therefore, setting β = 0 yields the
Stokes approximation.
An important aspect of the Navier-Stokes equations is that they are not closed; i.e,
there are more unknown variables than available equations. In order to close the system of
equations, one must consider some constitutive relations which carry physical information
about the fluid under study. In the compressible flows in this work, we assume the fluid
to behave as a perfect gas which is an approximation frequently utilized in aeronautical
and aerospace applications. The law that represents a perfect gas is given by
p = ρRT = ρ(γ − 1)e , (2.3)
where R stands for the gas constant, T is the absolute temperature, and γ is the ratio of
specific heats which can be assumed to be γ = 1.4 for air. Other constitutive relations
include the definition of the internal energy, for a calorically perfect gas, as
e = CvT =
R
γ − 1T , (2.4)
where Cv is the gas specific heat at constant volume, and the heat flux vector given by
Fourier’s law of heat conduction as
qi = −κ ∂T
∂xi
. (2.5)
In the equation above, κ is the thermal conductivity of the fluid.







The dynamic viscosity coefficient is obtained as a function of temperature by the








2 T∞ + S
T + S . (2.7)
In the equation above, µ∞ and T∞ are reference values taken from a standard atmosphere
condition and S = 110.4K. The kinematic viscosity coefficient, ν, is defined as ν = µ/ρ.
The thermal conductivity can be also related to the Prandtl number, Pr, as
κ = Cpµ/Pr , (2.8)
where Cp is the gas specific heat at constant pressure which is defined as Cp=Cvγ. In this
work, the Prandtl number is assumed to be Pr = 0.72 for air.
2.1.2 Incompressible flows
As a first approximation, one might consider a flow where the changes in the density
are negligible and, therefore, the flow is said to be incompressible. Furthermore, if thermal
effects are also considered negligible, the viscosity can be approximated by a constant.




























The incompressible flows analyzed in this work do not contain discontinuities so the
equations are solved in nonconservative form. Notice that, in this case, the continuity
equation has been reduced to an auxiliary condition and, thus, we only have the
momentum equations to compute both the velocity and pressure fields. This leads to
the pressure-velocity decoupling problem and the Poisson equation is added to close the
system through a relation that couples velocity and pressure fields while satisfying the
continuity equation for an incompressible flow.
In the literature, there are several ways of solving the problem of pressure-velocity
decoupling. One of the most well-known approaches is to work with the Navier-Stokes
equations in the rotational form. In other words, one uses the vorticity transport
to avoid the pressure term (Leonard, 1980). Another alternative consists in the
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application of methods based on artificial compressibility, also known as methods of
pseudo-compressibility (Steger and Kutler, 1977; Chorin, 1967). However, the most
common approach for the solution of the incompressible Navier-Stokes equations consists
in the pressure correction methods based on the resolution of a Poisson equation that is
formulated for pressure, (Moin and Kim, 1980; Patankar, 1980). The Poisson equation is
obtained by taking a divergence of the momentum equations. This latter option is used
to perform the pressure-velocity coupling along this thesis.
2.2 Filtered Navier-Stokes equations
2.2.1 Incompressible flows
Turbulence is characterized by a large disparity of spatial and temporal scales.
Numerical simulations of turbulent flows can be performed using different formulations
in order to describe the relevant scales responsible for the flow dynamics. For example,
the direct numerical simulation (DNS) methodology consists in solving the entire range
of spatial and temporal scales in the turbulent flow. The problem with such approach
is the high computational cost imposed by the high Reynolds numbers found in realistic
applications.
An alternative approach that leads to a significant reduction in computational cost is
the large eddy simulation (LES) methodology which models the smaller, least energetic
turbulent scales and solve the larger scales, mostly affected by the topology of flow. In
other words, LES models the high wavenumber turbulent scales with a subgrid model.
This methodology still requires a considerable amount of computational resources to solve
high Reynolds number wall-bounded flows. However, with the increase in computing
power of modern parallel computers, LES has become more feasible, being applied for
large-scale industrial problems.
Both DNS and LES have been widely used in the literature to study the physical
phenomena associated with transition and turbulence. Despite the filtering of small flow
scales, LES is still able to capture the main unsteady features in turbulent flows since it
solves the large scales accurately. Moreover, one expects that the statistics of the smaller
scales have a more universal character.
The principles of LES consists of applying a filtering procedure to the Navier-Stokes
equations. Primarily, a general flow variable f(~x, t) is split in two parts, a filtered quantity
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f¯(~x, t), related to the larger scales, and a residual quantity corresponding to subgrid
content, f 8(~x, t).
f(~x, t) = f¯(~x, t) + f 8(~x, t) . (2.10)
For more information, the books of Pope (2000), Sagaut (2006) and Garnier et. al (2009)
are suggested. According to Leonard (1975), the large-scale field of a function f(~x, t) can




f(~x, t)G(~x− ~ξ) d3~ξ . (2.11)
In this filtering process, classical properties from a Reynolds decomposition are not valid,
for example:
ui u8j 6= 0 , (2.12)
ui 6= ui .
Applying the filtering process, Eq. (2.11), into Eqs. (2.9), one obtains the LES



































where τ sgs is known as the residual-stress tensor and is given by
τ sgsij = uiuj − ui uj . (2.14)
The residual-stress tensor is originated from the filtering process of the nonlinear terms,
uiuj. This tensor can be further decomposed into a sum of three tensors: the subgrid
Reynolds stress tensor, τRij , the cross-tensor Cij, and the Leonard tensor Lij,
τ sgs = τRij + Cij + Lij , (2.15)
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where
SGS Reynolds stress tensor: τRij = u8i u8j ,
Cross tensor: Cij = u8i u8j + u8i u8j , (2.16)
Leonard tensor: Lij = ui uj − ui uj .
According to Silveira Neto et. al (1993), the subgrid Reynolds stress tensor is around
40 times larger than the Leonard and cross tensors in a channel flow with a sudden
expansion. These tensors can be neglected when using schemes of up to third order
accuracy. However, when applying higher order schemes for the solution of the LES
equations, it is more adequate to consider these tensors in the numerical methodology.
An alternative is using of implicit large-eddy simulation, or ILES, where the subgrid
terms are not considered. In ILES, it is assumed that the discretization errors mimic
the physics of unresolved turbulent motions. In this category we find upwind schemes in
the convective terms, explicit dissipation terms or even frequency low-pass filters used for
stabilizing the simulation (Sagaut, 2006).
2.2.2 Subgrid modeling
As previously discussed, the filtering procedure introduces new terms into the
incompressible flow of the Navier-Stokes equations. The absence of equations for closing
these new terms is known as the turbulence closure problem (Pope, 2000; Wilcox, 1993). In
a Reynolds-averaged Navier-Stokes (RANS) formulation, this issue is known as turbulence
modeling and, in LES, as subgrid scale modeling. The development of subgrid models is
an area of intense research and there are several options in the literature depending on
the specific application. For the incompressible simulations performed in this work, eddy
viscosity models which are based on the Boussinesq hypothesis are employed. In such






kk = −2νsgsS¯ij , (2.17)











In Eq. (2.17), νsgs is the eddy viscosity which, for the classical subgrid model of
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Smagorinsky, is estimated based on a local equilibrium hypothesis. It is assumed that
the energy produced at the large resolved scales is completely transferred to the smallest,
unresolved, scales (Pope, 2000). After some scaling and dimensional arguments that
energy production and dissipation of the small scales are in equilibrium, the eddy viscosity
in the Smagorinsky model is given by
νsgs = C2s∆2|S¯| , where |S¯| =
√
2S¯ijS¯ij . (2.19)
Here, Cs is a model constant and ∆ is the filter width. Despite being flow dependent,
the constant is commonly given a value around 0.2 which may be obtained assuming a
Kolmogorov spectrum and the filter width within the inertial range Lilly (1966).
The classical Smagorinsky model is typically found to not represent the eddy viscosity
profile correctly in wall-bounded flows. An analysis of the scales of turbulent fluctuations
in the near wall region leads to a cubic profile for the eddy viscosity along the normal
direction, νsgs ∼ y3, where y represents the normal distance from the wall. In order to
recover the correct behavior of the eddy viscosity near the wall, different approaches have
been proposed, from simple explicit damping to more elaborate models.
In this work, we use the so-called wall adapting local eddy viscosity, WALE, model
(Nicoud and Ducros, 1999) which is based on the Boussinesq hypothesis. This model
has an elegant solution to solve the near-wall region in fine grids. The model produces
the correct profile of the eddy viscosity in the proximity of the wall by using a velocity
scale for the definition of the eddy viscosity based not only on the strain-of-rate tensor
but also on the square of the velocity gradient tensor. The LES solver employed for the
incompressible flows in this work allows the application of other subgrid models, such as
the classic and dynamic Smagorinsky models. However, we decided to use the WALE
model following the ideas from Kuban et. al (2012) who have shown that this model
produces similar results compared to the dynamic Smagorinsky model for channel flows,
but at lower computational costs.























S¯aij is written as







and the filter width is defined as
∆ = (∆x∆y∆z)1/3 . (2.23)
Notice that the WALE model also includes one arbitrary constant, Cw, in the definition
of the eddy viscosity. In the work of Kuban et. al (2012) a value of Cw = 0.4 was found
to produce good results for channel flows when compared to DNS.
2.2.3 Compressible flows
A more sophisticated procedure is required to perform LES of compressible flows.
The fluid density is not a constant anymore and the direct application of the filter
process discussed previously would generate unknowns that depend on the subgrid density
fluctuation. Hence, similarly to the Favre averaging procedure, a density weighted filter
can be applied to the compressible form of the Navier-Stokes equations, Eq. (2.1). This
procedure is employed not only to avoid additional unknown terms into the formulation,
but also to maintain the structure of the corresponding non-filtered equations. The change




and a scalar variable can be split into a low wavenumber contribution, fˇ , and a high
wavenumber contribution, f 88
f(~x, t) = fˇ(~x, t) + f 88(~x, t) . (2.25)















[(E + p)]uˇj − τˇijuˇi + qˇj +Qsgs] = ρuˇifi ,
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Note that these equations are similar to Eq. (2.1), only with the addition of the SGS
terms into the momentum and energy equations, modeling the effect of the subgrid-scale
turbulence. The SGS terms can be written as
















We can notice that several new terms appear in Eqs. (2.28) and (2.29). Normally only the
effects of the convective term in Eq. (2.28) and the heat flux term in (2.29) are considered,
with the other ones being commonly neglected. This approach is a more traditional way
of performing LES of compressible flows, but it is not the one adopted in this work.
2.2.4 Subgrid models with artificial fluid properties
Compressible flows may contain steep gradients such as shock waves, contact surfaces
or material discontinuities. Such flow features can generate non-physical spurious
oscillations that cause instabilities in the simulation when high order schemes are used.
Normally, traditional LES subgrid models add numerical viscosity to provide the correct
energy transfer rate through the cutoff wavenumbers. This can be explained by physical
arguments regarding the effects of unresolved eddies on resolved scales trying to model
Eqs. (2.28) and (2.29) (Cook, 2007). These LES subgrid models do not have sufficient
dissipation for smearing out the discontinuities to numerically resolvable scales.
The approach used here is not based in a explicit filtering process as shown before, Eq.
(2.26). Here, the Navier-Stokes equations are solved as in Eq. (2.1) by dynamically adding
localized high-wavenumber biased artificial diffusivity (shear viscosity, bulk viscosity, and
thermal diffusivity) to damp the unresolved gradients of turbulence, shock waves, and
contact discontinuities. This methodology is based on the ideas of Cook and Cabot (2004,
2005) who added hyperviscosities to remove energy above the Nyquist wavenumber, pi/∆,
without corrupting the remaining flow. This methodology is known in the literature as
localized artificial diffusivity (LAD) or artificial fluid properties for LES (AFLES) and
it can be seen as a SGS model. This approach has been extensively used to simulate
shock-turbulence interaction problems with high order numerical schemes (Morgan et. al,
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2013; Franko and Lele, 2013; Tritschler et. al, 2014; Weber et. al, 2014). Details about
the methodology will be discussed in the following chapter of the numerical methodology.
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3 NUMERICAL METHODS
The Navier-Stokes equations previously presented cannot be solved analytically for a
general flow. Thus, it is necessary to numerically solve these equations. This chapter
presents the numerical formulations employed for the compressible and incompressible
simulations carried out in this work. These formulations describe the methods
implemented on the CFD tools for the current LES calculations. The MFLOPS3D and
Miranda codes are employed to solve the incompressible and compressible Navier-Stokes
equations, respectively. The MFLOPS3D code solves channel flows and boundary
layers using a pseudo-spectral methodology. The Miranda code solves the compressible
Navier-Stokes equations in a curvilinear domain using high-order compact finite difference
schemes. Their spatial and temporal discretization, as well as their solution procedure,
are discussed in the following sections.
3.1 Numerical methodology for incompressible flow
simulations
The MFLOPS3D was developed at the Laboratoire de Mécanique de Lille, in Lille,
France. It solves the three-dimensional incompressible Navier-Stokes equations in domains
consisting of either a flat-plate with freestream boundary conditions or a channel with
parallel-walls. In both cases, a bump profile can be installed in one of the walls to
introduce pressure gradients and curvature. Therefore, the MFLOPS3D code can be used
to study both spatially developing boundary layers or fully-developed channel flows.
In the following sections, we start with a description for the treatment of geometries
involving a bump profile. Then, the spatial and temporal discretization procedures
are explained followed by a description of the pressure-velocity coupling. Finally, the
approach used in the channel spanwise direction, including the methodology for parallel
computations is presented. More details can be found in previous work that used the
MFLOPS3D code such as Marquillie and Ehrenstein (2003), Marquillie et. al (2008) or
Marquillie et. al (2011).
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3.1.1 Coordinate transformation
The MFLOPS3D code was developed to study the effects of adverse pressure gradients
on boundary layers and channel flows. The pressure gradient is created by means of
a bump installed on a flat wall surface. The treatment of the geometry consists in
mapping the physical domain with the bump into a Cartesian domain by means of a
transformation of coordinates. Figures 3.1 and 3.2 show examples of a physical domain
and the corresponding mapped computational domain, respectively.
Figure 3.1: Physical domain of a channel flow including a bump profile on the bottom
wall.
Figure 3.2: Computational domain corresponding to the mapped configuration of Fig.
5.1.
In the following formulation, the coordinates with no underline represent those of the
physical space, indicated in Fig. 3.1. On the other hand, the terms underlined represent
those of the transformed space, shown in Fig. 3.2. Temporal and spatial transformations
are given by
t = t , x = x , y = 1
Lx
[1− γ (x)] y + γ (x) , z = z , (3.1)
with
γ (x) = Lx + η(x)
η(x)− Lx , (3.2)
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where Lx is the channel length in the x direction and η is the bump profile coordinate
in the physical space. With the coordinate transformation, the gradient and Laplacian
operators can be rewritten in the physical domain (x, y, z) as
∇ = ∇η +Gη and (3.3)
∇2 = ∆η + Lη . (3.4)
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η − Lx . (3.9)
The filtered continuity and momentum equations, (2.13), are written in terms of the
transformed coordinates by using the gradient and Laplacian operators defined in terms
of the new coordinates as
∇η · ~u + Gη · ~u = 0 and (3.10)
∂~u
∂t






−∇η · τ sgs −Gη · τ sgs . (3.11)
The Poisson equation for pressure can also be written in the new coordinate system as
∆ηp+ Lηp = J(u, v, w)−∇ · (∇η · τ sgs −Gη · τ sgs) , (3.12)
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In the study of turbulence, accurate results rely on resolving both the dynamics of
large and small scales. The solution of the latter requires fine meshes and high-resolution
schemes. Traditional low-order CFD methods are not recommended for this task because
of their low resolution and dissipative properties. Such methods require even more refined
meshes to capture the small turbulent fluctuations in the flow. Thus, in the study of
turbulence, it is desirable to use low dissipation and dispersion, high-resolution schemes.
Such properties are usually found in spectral methods and centered high-order schemes.
The MFLOPS3D code employs a combination of high-order finite differences and
spectral methods for the spatial derivatives. A finite difference scheme is used to
compute derivatives in the streamwise direction, x. The wall normal, y, and spanwise, z,
directions are dicretized using Chebyschev polynomials and Fourier series, respectively.
The streamwise direction, x, is approximated by an 8th order finite difference scheme for
the first derivatives and a 4th order scheme for the second derivatives. The interior points
of the domain use centered differences while those in the proximity to boundaries employ
a non-centered formulation.












Aiuj+1 = ert , (3.14)
where Bi and Ai are coefficients of the stencil calculated through a Taylor table. For the
current incompressible simulations, the schemes are explicit and derivatives at neighbor
points are not employed. The coefficients used in the different schemes are presented
in Table 3.1 and aspects of the construction of such schemes can be found in Hirsch
(1988) and Lomax et. al (2001). Close to the boundaries, in cases where there is no
periodicity in the x direction, we use centered schemes of lower order and, at the last
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Table 3.1: Coefficients of the finite difference schemes used by MFLOPS3D.
























































-1 16 -30 16 -1 O(∆x4)
point, an asymmetric scheme is used. Figure 3.3 shows the schemes used in the vicinity
of the boundaries. In order to discretize the second derivatives, a centered scheme of 4th
order of accuracy is used and asymmetric schemes of the same order are applied near the
boundaries.
i=1 i=2 i=3 i=4 i=5 i=6 i=7 i=8
8th order centered
 6th order centered
   4th order centered
4th order biased
...
Figure 3.3: Schematic view of the numerical schemes applied in MFLOPS3D to compute
the first derivatives near the boundaries.
Spectral methods are used for computing derivatives in the y and z directions. In
these cases, Chebyschev polynomials and Fourier transforms are employed to account
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for solid walls and periodic boundary conditions, respectively. The spectral methods
are derived from analytical solutions of partial differential equations based on series
expansions of orthogonal functions. These functions are smooth and the solution error
of the differential equation is minimized according to a given criterion. The advantage of
this class of methods is the so-called exponential convergence that enables high resolution
with relatively few degrees of freedom. One should have in mind, however, that spectral
methods are limited to solutions for simple geometries.
The most common basis functions are those of Fourier, Legendre, and Chebyshev. The
polynomials of Chebyshev are eigenfunctions of the singular problem of Sturm-Liouville
(Canuto et. al, 1988). These polynomials are Fourier cosine functions with a variable
change that allows their application in non-periodic problems. Similar to the Fourier
series, the Chebyshev polynomials are also orthogonal functions and can be written as a
function of the mesh points.
The calculation of derivatives using Chebyshev polynomials can be performed in the
physical space by multiplying the Chebyshev matrix Dci,j by the variable fj evaluated at





= Dci,j fj , (3.15)

















In the equations above, the terms yj represent the distribution of collocation points, also




, j = 0, 1, ..., N . (3.17)
Along the channel spanwise direction, z, Fourier series are employed in the










for the direct and inverse transforms. In these equations, the term ˆ( ) indicates a variable
in the Fourier domain, where k is the wavenumber. In the Fourier domain, a derivative
can be easily computed as a simple multiplication given by
dnfˆ
dzn
= (ik)nfˆ . (3.20)
The MFLOPS3D solver computes all derivatives in the Fourier space, except those of
the nonlinear terms which are computed in the physical space. In the Fourier space, the
derivatives of nonlinear terms would become convolution integrals which are expensive to
compute. A fast Fourier transform (FFT) algorithm is used to transform the variables
between the physical and Fourier spaces. The conventional 2/3 rule (Canuto et. al, 1988)
is employed to remove aliasing errors of the discrete Fourier transform in the nonlinear
terms. This procedure allows the solution of a two-dimensional problem for each Fourier
mode.
3.1.3 Time integration
For the temporal discretization, an implicit-explicit method is used. The implicit
scheme corresponds to a three-point backward Euler method of second order. This scheme
is used for the Cartesian components of the Laplacian operator. The remaining terms
are treated by a second order Adams-Bashforth method. More details on the numerical
formulation used can be found in Marquillie et. al (2008) and Karniadakis et. al (1991).
In the discrete form, the equations are given by
∇η · ~un+1 +Gη · ~un+1 = 0 , (3.21)




+ fn,n−1 , (3.22)
∆ηpn+1 = [−Lηp+ J(u, v, w)−∇ · (∇η · τ sgs − Gη · τ sgs)]n,n−1 , (3.23)
where
fn,n−1 = − 4 τ ~un + τ ~un−1 − [Lη ~u]n,n−1 + (3.24)
+ Re [(~u · ∇η) ~u + (~u ·Gη) ~u]n,n−1 − [∇η · τ sgs + Gη · τ sgs]n,n−1 ,
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with
τ = Re2 ∆t . (3.25)
In previous expressions, the bracketed terms [.]n,n−1 represent the contributions to the
time step of the explicit Adams-Bashforth method, which have to be interpreted as
[.]n,n−1 = 2 [.]n − [.]n−1 . (3.26)
The coupled solution of Eqs. (3.21)-(3.23) is obtained using a fractional step method
and further details of such methodology can be found in Kim and Moin (1985) and
Karniadakis et. al (1991). Initially an intermediate pressure p∗ is computed as
∆ηp∗ = [J(u, v, w)− Lηp−∇ · (∇η · τ sgs −Gη · τ sgs)]n,n−1 . (3.27)
A Neumann boundary condition, ∂p/∂n = 0, is enforced for the pressure in the normal
wall direction as
∇ηp∗ · ~n =
[
3~un+1 − 4~un + ~un−1
2∆t − [~u · ∇η~u+ (~u ·Gη)~u+Gηp+ (3.28)
1
Re
(∇× (∇× ~u))−∇η · τ sgs −Gη · τ sgs]n,n−1
]
· (~n+ ~nη)−∇η[p]n,n−1 · ~nη ,
where ~n is the vector normal to the domain boundaries, split into a Cartesian component






)2 (~n+ ~nη) . (3.29)






. A more detailed information
about this boundary condition can be found in Karniadakis et. al (1991) and Hugues and
Randriamampianina (1998).
Using this intermediate pressure, intermediate velocity components ~u∗ are calculated
from (3.22). A pressure correction is then defined based on the intermediate and the new
velocity components as





Substituting the velocity at the n + 1 time step from (3.30) into the discrete continuity




2 ∆t (∇η · ~u
∗ + Gη · ~u∗) − Lηφk . (3.31)
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using the Neumann boundary condition
∇ηφk+1 · ~n+Gηφk+1 · ~nη = ∇ηφk · ~nη . (3.32)
After convergence of the pressure correction iteration, the new velocity and pressure
components can be obtained as
~un+1 = ~u∗ − 2 ∆t3 (∇ηφ + Gηφ) , (3.33)
pn+1 = p∗ + φ . (3.34)
3.1.4 Boundary conditions
The boundary conditions used by the MFOPS3D are inlet, outlet, no slip and
periodicity. The no slip boundary condition specifies the velocity components at the
solid wall as zero and computes the pressure field to ensure that at each step in time
∇ · ~u = 0 is satisfied. The pressure field at each step in fractional time is given by Eq.
(3.28), more details on the boundary condition can be found Karniadakis et. al (1991)
Hugues and Randriamampianina (1998).
The outlet boundary condition is given by the a linear advection equation in the






= 0 , (3.35)
where Uc is the eddy advection velocity with changes with wall distance. In this work, Uc
is computed as an average velocity profile in z direction at the outflow plane.
It is difficult to enforce a turbulent inlet boundary condition in DNS and LES (Moin
and Mahesh, 1998). One of the most used solutions is that adopted in this work, which
consists in performing a separate simulation to generate the turbulent inlet boundary
condition in the channel. Turbulent inlet boundary condition is defined by a simulation
of a periodic channel in streamwise direction. After flow achieves statistically stationary
regime, the channel outlet plane is recorded. This temporal history of the velocity
components is imposed as a Dirichlet boundary condition in a non-periodic channel flow.
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walls
Figure 3.4: Schematic of the channel turbulent inlet boundary condition.
3.2 Numerical methodology for compressible flow
simulations
Compressible large eddy simulations are performed using the Miranda code which
was developed in the Lawrence Livermore National Laboratory, Livermore, USA. The
solver is designed for DNS and LES of multicomponent flows with turbulent mixing.
Additional physics packages include magneto-hydrodynamics, grey-radiation, self-gravity,
thermonuclear fusion and tabular equations of state. In the present work, only the fluid
dynamics module is used. This module solves the compressible Navier-Stokes equations,
Eqs. (2.1), previously described. The solver has already been employed and validated for
the solution of several problems of compressible flows such as the Richtmyer-Meshkov
instability (Olson and Greenough, 2014b,a; Tritschler et. al, 2014), flows along
over-expanded planar nozzles (Olson and Lele, 2013a,b), inertial-confinement-fusion
problems (Weber et. al, 2014) and supernovae studies (Cabot and Cook, 2006).
3.2.1 Coordinate transformation
The Miranda code can solve the Navier-Stokes equations in Cartesian, cylindrical,
spherical or general curvilinear coordinates. The equations are implemented in Cartesian
coordinates (x, y, z) and the gradient, divergence, Laplacian and curl operators are
transformed according to the coordinate system. The compressible Navier-Stokes can
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= Φ , (3.36)















Along this thesis, we may switch between the notations (x, y, z) = (x1, x2, x3) and
(Fx, Fy, Fz) = (Fx1 , Fx2 , Fx3) for Cartesian components. In Eq. (3.36), Q represents the
vector of conserved variables, Fxj , is the j-th component of the flux vector, and Φ is a












ρu1uj + pδ1j − τ1j
ρu2uj + pδ2j − τ2j
ρu3uj + pδ3j − τ3j











The equations above can be transformed from a Cartesian coordinate system, (x, y, z),
to a curvilinear coordinate system, (ξ, η, ζ). The advantage is that the curvilinear
coordinate system is aligned with the grid and, in the computational domain, we may




















































All the compressible simulations are performed using the curvilinear coordinate system
described above.
3.2.2 Spatial discretization
The numerical scheme employed for the spatial discretization is a 10th-order accurate
compact scheme (Lele, 1992) which provides spectral-like resolution being non-dissipative
and low-dispersive. Such method is appropriate for the investigation of physical
phenomena involving wave propagation, for example, turbulence and acoustics. This
method requires a solution of a pentadiagonal system given by the following expression
βf ′j−2 + αf ′j−1 + f ′j + αf ′j+1 + βf ′j+2





where f ′j represents the derivative of f at node j, ∆ is the spacing between nodes, and
the coefficients are given by
α = 12 , β =
1
20 , a =
17
12 , b =
101
150 , c =
1
100 .
When the boundary conditions are not periodic, the stencil is constructed to guarantee
conservation such only boundary nodes contribute to the boundary fluxes (Lele, 1992).
At points j = 4 and j = N − 3
α = 4.632718759.38146875 , β =
0.451390625
9.38146875 , a = 2
6.66984375
9.38146875 , b = 4
1.53
9.38146875 , c = 6
0.015
9.38146875 .
At points j = 3 and j = N − 2
α = 4.743510.67175 , β =
0.2964375
10.67175 , a = 2
7.905
10.67175 , b = 4
1.23515625
10.67175 , c = 0 .
At points j = 2 and j = N − 1
α = 14 , β = 0 , a =
3
2 , b = 0 , c = 0 .
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At points j = 1 and j = N
f ′1 + f ′2 =
(





f ′N + f ′N−1 =
(5





Finite difference schemes are different from spectral methods since they are known
to have aliasing in the larger wavenumbers resolved by mesh. For this reason, a high
order compact filter is applied to partial de-aliasing of the solutions. The filter is used to
damp the the largest wavenumbers which are “seen” by the numerical scheme but are not
accurately resolved. Figure 3.5 shows the current numerical scheme resolution and the
compact filter transfer function. This partial de-aliasing of the solutions is accomplished













































Figure 3.5: (a) Plot of modified wavenumher vs wavenumher for first derivative
approximations comparing resolution between 10th order compact scheme and spectral
method; (b) Filtering transfer function vs wavenumber for the pentadiagonal compact
scheme shown before.
by applying an 8th-order compact filter to the conserved variables ρ, ρui and E after each
substep of the Runge-Kutta scheme.
The compact filter is designed to remove the top 1/10th of the wavenumbers in as
sharp a manner as possible. Therefore, results remain independent of the frequency of
the filter application (which depends on ∆t). The filter stencil is given by
βf j−2 + αf j−1 + f j + αf j+1 + βf j+2 = afj +
b
2(fj−1 + fj+1)
+ c2(fj−2 + fj+2) +
d
2(fj−3 + fj+3) +
e
2(fj−4 + fj+4) , (3.47)
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where f j is the filtered variable and the coefficients employed for the inner-points are
α = 0.66624 , β = 0.16688 , a = 0.99965 , b2 = 0.66652
c
2 = 0.16674 ,
d
2 = 4× 10
−5 ,
e
2 = −5× 10
−6 . (3.48)
For non-periodic boundary conditions the coefficients at points j = 4 and j = N − 3 are
given by
α = 0.66624 , β = 0.16688 , a = 0.99968 , b2 = 0.66652
c
2 = 0.16672 ,
d
2 = 4× 10
−5 , e = 0 , (3.49)
while, at points j = 3 and j = N − 2, the coefficients are defined as
α = 0.66624 , β = 0.16688 , a = 0.99952 , b2 = 0.66656
c
2 = 0.1668 , d = 0 , e = 0 , (3.50)
and, at points j = 2 and j = N − 1, the stencil is reduced, with the coefficients given by
α = 0.4997 , β = 0 , a = 0.9997 , b2 = 0.49985c = 0 , d = 0 , e = 0 . (3.51)
Finally, at the boundary point, f = f .
3.2.3 Time integration
The compressible flow equations are integrated using an explicit 5 stage 4th-order
Runge-Kutta scheme derived by Kennedy et. al (1999). This particular RK4 scheme is
optimized to reduce memory usage. It requires only two-registers of memory per equation








Qη+1 = Qη +Bη+1Qη+1∗
η = 1, ..., 5 (3.52)
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where ∆t is the time step, η is the RK4 stage, Q represents the vector of conserved










B5 = 1348533437543/7166442652324 .
The fraction of ∆t for which the solution advances after each substep is
η = 1⇒ 494393426753/4806282396855
η = 2⇒ 4702696611523/9636871101405
η = 3⇒ 3614488396635/5249666457482
η = 4⇒ 9766892798963/10823461281321
η = 5⇒ 1 .
This particular RK4 scheme is chosen for its broad stability properties for both convective
and viscous terms.


















where (u, v, w) = ~u and, also, by the maximum viscous CLF conditions in the domain.




















In the equation above, a is the local sound speed. The simulation time step is finally
chosen to be
∆t = MIN(∆tCFL, 0.2∆tµ, 0.2∆tβ, 0.2∆tκ) . (3.57)
The compact filter helps preventing the artificial fluid properties (discussed in the
following section) from becoming too large. For example, without this filter, β∗ can
become extremely large in the vicinity of strong shocks, thus driving the stable viscous
timestep to zero and bringing the simulation to a halt.
3.2.4 Artificial fluid properties
The solver also uses the artificial fluid properties for LES (AFLES) method proposed
by Cook (2007) which applies artificial fluid diffusivities (shear viscosity, bulk viscosity,
and thermal diffusivity) to damp the unresolved gradients of turbulence, shock waves, and
contact discontinuities. The AFLES implementation follows the typical localized artificial
diffusivity (LAD) approach developed by Kawai et. al (2010). This methodology is based
on the ideas of Cook and Cabot (2004, 2005) who added hyperviscosities to remove energy
content above the Nyquist wavenumber without corrupting the remaining flow.
In addition to physical fluid properties, an artificial component is added to help keeping
the flow field smooth with respect to the grid scale. This is accomplished by adding
grid-dependent components to the transport coefficients appearing in Eqs. (2.1), (2.2)
and (2.5). In this sense, the transport coefficients are computed as
µ = µf + µ∗ , (3.58)
β = βf + β∗ , (3.59)
κ = κf + κ∗ , (3.60)
where the f subscripts denote physical fluid properties and the symbols with an asterisk
denote artificial properties.
Like fluid properties, artificial properties should be positive definite and frame
invariant. Furthermore, they ought to be well behaved and remain applicable in the
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incompressible limit; e.g., viscosity should not depend on sound speed. Unlike fluid
properties, artificial properties should vanish in smooth regions while providing strong












where Cµ, Cβ and Cκ are constants and Fµ, Fβ and Fκ are the functions that detect the
unresolved subgrid-scale eddies, and the steep gradients introduced by shock waves and
contact surfaces (Kawai et. al, 2010).
In this work the sensor functions are Fµ = (SijSij)1/2, Fβ = ∇ · ~u and Fκ = e which
are the same options chosen by Cook (2007). In the equations above, ∆ = (∆x∆y∆z)1/3
is the local grid spacing and ∆ξl is the grid spacing in the computational domain, which
is equal to one. The computation of the artificial properties require the application of a
derivative term which is a polyharmonic operator, ∇r. For example, this term denotes
a series of Laplacians for r = 4, corresponding to the biharmonic operator, ∇4 = ∇2∇2.
This operator imbues the models with kr wavenumber damping, similar to a spectral
vanishing viscosity (Karamanos and Karniadakis, 2000). The overbar (f) denotes a










, L = 4∆ . (3.65)
The Gaussian filter eliminates cusps introduced by the absolute value operator which,
in turn, ensures that the artificial transport properties are positive definite. For Cartesian





12960(fj−1 + fj+1) +
1997
25920(fj−2 + fj+2)
+ 14912960(fj−3 + fj+3) +
107
103680(fj−4 + fj+4) . (3.66)
The non-dimensional constants appearing in Eqs. (3.61)-(3.63) depend on r, but do not
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require adjustment from flow to flow. Setting r = 8, the following values have been found
to work well for a wide variety of test problems: Cµ = 0.002, Cβ = 1, Cκ = 0.01 and
CD = 0.003.
The eighth-order derivatives appearing in the AFLES operators are computed























where f (8)j represents the 8th derivative of f at node j, ∆ is the spacing between nodes,
and the coefficients are given by
α = 1429 , β =
3
58 , a =
4200
29 , b = −
3360
29 , c =
1680
29 , d = −
480
29 , e =
60
29 . (3.68)
This derivative is only computed for inner-points and, when the boundary conditions are
not periodic, the following coefficients are used at points j = 4 and j = N − 3
α = −46 , β =
1
6 , a = b = c = d = 0 , (3.69)
while, at points j = 3 and j = N − 2, the following coefficients are used
α = −12 , β = a = b = c = d = 0 . (3.70)
At the boundary points and at j = 2 and j = N − 1, all the coefficients are zero and,
hence, only the unitary diagonal term remain in the linear system. This is not an issue
because this operator is only used as a kind of ringing sensor by the LAD method.
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4 INVESTIGATION OF THE EFFECTS OF
CURVATURE AND CHANGES IN PRESSURE
GRADIENT
4.1 Chapter summary 1
This chapter presents a study of fully turbulent channel flows using incompressible LES
calculations. The effects of curvature and changes of pressure gradient are investigated
including the mechanism of streak instabilities, which has been shown to be relevant
in such regions. We consider two different channel geometries in order to further
separate influences from wall curvature, flow separation and adverse pressure gradients.
Turbulent kinetic energy and Reynolds stress budgets are investigated at separation and
re-attachment points. The study shows that the streak instability mechanism persists
at higher Reynolds numbers than discussed in the literature and without the effects of
wall curvature in the adverse pressure gradient regions. Moreover, the observed effects
are also present regardless of the existence of flow separation. Finally, the study of
turbulent kinetic energy budgets indicates that, independently of the flow condition, there
are well-defined patterns for such turbulent properties at separation and re-attachment
points.
4.2 Introduction
Turbulence is observed in several flows present in nature and in industrial applications.
It is characterized by a large disparity of spatial and temporal scales. In order to accurately
resolve these scales, direct numerical simulation (DNS) and large eddy simulation
(LES) have been used to study the physical phenomena associated with transition and
turbulence. DNS resolves all ranges of scales in a turbulent flow. In LES, the larger
scales, which are mostly affected by the topology of the flow, are effectively resolved. The
high wavenumber turbulent scales are modeled by a subgrid model, since these smaller
scales are less energetic and their statistics have a more universal character. One should
expect lower requirements in terms of mesh resolution and time step restrictions in LES
1Portions of this chapter were published as Schiavo et. al (2015) Int. J. of Heat and Fluid Flow.
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calculations, once the small turbulent scales are modeled. Therefore, LES has lower
computational costs when compared to DNS, although it is still able to capture the main
unsteady features in turbulent flows.
In industrial applications, the accurate prediction of separation and re-attachment
points in turbulent flows is an important factor in the design of aircraft and
turbo-machinery. Adverse pressure gradient (APG) regions change the shear stress
distributions and this can often change the dynamics of the flow, leading to flow
separation. Currently, the application of Computational Fluid Dynamics (CFD) tools,
which solve the Reynolds-averaged Navier-Stokes (RANS) equations, is common practice
in industry. However, RANS turbulence models are still not capable of adequately
predicting the flow features in adverse pressure gradient (APG) regions in spite of
continuous improvements to such models.
The study presented by Jesus et. al (2014) indicates that two-equation eddy-viscosity
models tend to either under-predict or over-predict flow separation. Reynolds stress
transport models show improved results, especially with regard to the extension of the
separated flow region. Nevertheless, no RANS model is fully accurate in skin friction
calculations (Jesus et. al, 2014; Jeyapaul and Rumsey, 2013) for APG regions. The
issues that prevent RANS models from accurately predicting the flow physics along APG
regions have been associated with the inability of such models in correctly capturing
flow separation and re-attachment locations (Jeyapaul and Rumsey, 2013; Menter et.
al, 2003). However, the present results suggest that the behavior of the skin friction
coefficient in APG regions of smooth bumps does not depend on flow separation. In other
words, the behavior of attached and mildly separated flows is very similar, indicating that
the prevailing physical mechanism is mostly associated to the adverse pressure gradient
condition.
In the present work, wall-resolved LES of incompressible turbulent flows are presented
for convergent-divergent channels with adverse pressure gradient regions. Simulations
are performed for Reynolds numbers Reτ = 617 and 950. The current LES results are
compared to DNS performed by Laval et. al (2012) and Marquillie et. al (2011) for
the lower Reynolds number case here investigated, Reτ = 617, and excellent agreement
is observed. The work considers two different channel geometries in order to separate
influences from wall curvature, flow separation and adverse pressure gradients on the
physical mechanisms present at such channel flows. The effects of APG regions are
evaluated through the analysis of friction coefficient distributions and turbulent kinetic
energy (TKE) budgets, including the role of production, transport and dissipation of
turbulence. Streaks are coherent structures which alternate low and high momentum
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regions in wall-bounded flows. They were first observed by Kline et. al (1967) in a water
channel flow and they excite secondary instabilities which evolve into streamwise rolls
(Waleffe, 1997). The streak bursting process was investigated by several authors for flat
wall-bounded flows (Kline et. al, 1967; Waleffe, 1997; Brandt and de Lange, 2008) but they
were not extensively explored for curved surfaces. Marquillie et. al (2008) discussed about
the streak bursting phenomenon in APG regions in curved surfaces. In this work, their
analyses of streak bursting in APG regions are extended to moderate Reynolds numbers.
The study shows that there is a sharp increase in the turbulent kinetic energy in APG
regions. This behavior persists at higher Reynolds numbers and regardless of the existence
of flow separation regions. Marquillie et. al (2011) pointed out that such effect could be
related with the streaks becoming unstable by APG. Finally, turbulent kinetic energy and
Reynolds stress budgets are investigated at separation and re-attachment points. Such
study indicates that, independently of the flow condition, there are well-defined patterns
for these turbulent properties at separation and re-attachment points.
4.3 Results for straight channel flow
Straight channel flow solutions are required in the present work in order to generate
the inlet flow conditions for the LES calculations of the convergent-divergent channels.
The channel geometry analyzed has 2pi, 2.0 and pi dimensionless units in the streamwise,
transversal and spanwise directions, respectively. The streamwise and the spanwise
directions are considered periodic. The simulations are run for Reynolds numbers based
on the friction velocity of Reτ = 617 and 950. For the lower Reynolds number, there
are DNS data available in the literature for one of the convergent-divergent channels
considered in the present work, and hence the interest in this Reynolds number.
Furthermore, since there are DNS results for a straight channel flow at Reτ = 590
in the work of Moser et. al (1999), the present simulation at Reτ = 617 is also used to
compare flow statistics with the literature data. Since the present difference in Reynolds
numbers is not significant, one should expect a good correlation between the present LES
and the DNS data from Moser et. al (1999). Statistics for the straight channel flow are
computed by a temporal averaging process using 641 velocity and pressure fields equally
distributed in time. The data is also spatially averaged in the periodic directions, x and
z. The simulation is performed over 38.2 channel flow-through periods and statistics are
collected using the last 12.7 channel flow-through periods. The mesh employed in the
simulations has 320× 128× 128 points in the x, y and z directions, respectively.
70
For the present mesh, resolution along the wall is given by ∆x+ ≈ 11, ∆y+ ≈ 0.2
and ∆z+ ≈ 14. These values are given in wall units. Figure 4.1 shows the ratio between
maximum grid spacing for each mesh point, ∆max, and the Kolmogorov scale, η. The







Here, ν is the kinematic viscosity and  is the dissipation of turbulent kinetic energy.
Results displayed in Fig. 4.1 show that ∆max/η along the channel height vary between
∆max/η ≈ 11 near the wall and ∆max/η ≈ 3 at the channel center. This indicates that the
present LES calculations should be able to capture the dynamics of the most energetic
scales. According to Pope (2000), to perform a DNS, all length and time scales have to be
resolved and the computational cost is proportional to Re3. Although the mesh employed
here has a good spatial resolution for a LES in the present Reynolds number, it is still
not fine enough to capture the full physics of the dissipation range to perform a DNS.
Moreover, the time scales should be also smaller and ∆max/η ≈ 2.1 in the entire domain
for a DNS (Pope, 2000).
∆max/η
y"






Figure 4.1: Ratio between grid spacing and the estimated Kolmogorov scale along the
channel half height at Reτ = 617.
Figure 4.2(a) presents normalized boundary layer profiles calculated by the present
LES and DNS data from Moser et. al (1999) in terms of u+ = 〈u〉/uτ , where uτ is the
friction velocity. In this figure, the symbol 〈 〉 means that the data is computed using
a temporal average and a spatial average in the periodic directions. The ( )′ is used to
represent fluctuations from a Reynolds decomposition, u = 〈u〉+u′. In the viscous sublayer
region, the present LES results show a good comparison with the DNS data and the law
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of the wall. In the logarithmic region, the LES velocity profile is slightly shifted compared
to the DNS data, although the slope is identical to that of the DNS data. Figure 4.2(b)
displays the Reynolds stresses and turbulent kinetic energy profiles, normalized by friction
velocity squared. Results are presented along the wall normal direction, in terms of wall
units. In Fig. 4.2(b), solid lines indicate the DNS data, whereas the dashed lines represent
the current LES calculations. All LES profiles show good comparison to the corresponding
DNS results, although the peak values of 〈u′iu′j〉 computed by LES are slightly higher than
the reference DNS data. This behavior is common in LES calculations, which tend to

















































Figure 4.2: (a)Normalized boundary layer profiles for LES calculations at Reτ = 617
and DNS data at Reτ = 590. (b) Reynolds stress and turbulent kinetic energy profiles
from LES calculations at Reτ = 617 (dashed lines) and from DNS data at Reτ = 590
(solid lines).
In Fig. 4.3, one can observe contours of streamwise velocity flutuations, u′, normalized
by the standard deviation, σu, which is computed along the homogeneous direction, z.
These results are shown for a specific snapshot of the flow in a x+− z+ plane for y+ = 15.







The contours displayed in Fig. 4.3 show the formation of streamwise streaks at the buffer
layer region, y+ = 15. These coherent structures are commonly found in boundary layers
(Marquillie et. al, 2011; Schoppa and Hussain, 2002). The negative values show low speed
streaks and the positive values represent high speed streaks.
Figure 4.4 shows the balances of the individual components of the Reynolds stress
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Figure 4.3: Plane at y+ = 15 of the streamwise velocity fluctuation along the z
direction, normalized by the standard deviation.







= Pij + Tij +Dij +Dρij + Φij − ij . (4.3)
This equation indicates the balance of advection, production, turbulent transport, viscous
diffusion, pressure diffusion, pressure strain and dissipation for the individual terms of the
Reynolds stress tensor. Clearly, for a statistically stationary flow, the time derivative must
be zero. The terms in the right-hand side are defined as



































































The pressure strain term vanishes in the turbulent kinetic energy balance due to the
incompressibility condition, ∇ · ~u′ = 0.
Detailed analyses of the turbulent kinetic energy budget for the straight channel
simulation, performed at Reτ = 617, is plotted against DNS data in Fig. 4.4. The DNS
calculation is performed at Reτ = 590. All balance components are normalized by u4τ/ν.
The comparison between DNS and LES data shows good agreement, which indicates that
the present LES calculations are able to capture the physics of the turbulent straight
channel flow. The profiles show the contributions of advection, production, turbulent
transport, dissipation, viscous diffusion, pressure strain and pressure diffusion to the total
budget, in each case. Figure 4.4 shows, in the left column, the results in a logarithmic
scale, whereas the right column presents the same results in a linear scale.
In the viscous sublayer, y+ < 5, the u′u′ and w′w′ normal stresses have a large
contribution from viscous diffusion and from dissipation. Consequently, k has the same
behavior as u′u′ and w′w′ in this region. The u′v′ stress has a large contribution from
pressure strain and diffusion effects in the viscous sublayer region. The pressure strain is a
redistribution term of the Reynolds stress tensor, and it is responsible in draining energy
from one component and redistribute it to others. In the buffer layer, 5 < y+ < 30, one can
observe a peak of production in u′u′, with a lower intensity distribution for dissipation,
diffusion and transport effects. The other normal stresses do not present such intense
production mechanism in this region of the boundary layer and this is in agreement with
boundary layer theory for a flat plate. The u′v′ term has a peak of production generated
by the velocity gradient. The w′w′ normal stress has the effects of pressure strain and
pressure diffusion, which are dominant effects in the buffer and logarithmic layers for
this normal stress. In the regions in which there is a production peak, the dissipation
computed is smaller than that observed in the reference DNS data. This behavior can be
attributed to the need of adding the subgrid scale (SGS) contributions to the dissipation
term. Such difference is clearly observed in the buffer layer. Finally this analysis of the
straight channel flow shows the good quality of the LES calculations when compared to
DNS results.
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Figure 4.4: Turbulent kinetic energy and Reynolds stress budgets for the straight
channel flow: LES (gray lines) at Reτ = 617 and DNS (black lines) results at Reτ = 590.
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4.4 Results for convergent-divergent channel flow
4.4.1 Wallturb geometry
The channel profile under study is displayed in Fig. 4.5. It combines an initial favorable
pressure gradient region in the convergent part with an adverse pressure gradient region
in the divergent part. This channel profile was studied in wind tunnel experiments at
at Reτ ≈ 6500 (Bernard et. al, 2003; Kostas et. al, 2005), and using DNS calculations
(Fournier et. al, 2010; Marquillie et. al, 2008, 2011) at lower Reynolds numbers. The DNS
calculations were performed for Reτ = 180, 395 and 617, during the Wallturb European
Project (Stanislas et. al, 2009). For all calculations performed in the present work, as
well as in the DNS computations, the convergent-divergent channel has dimensions of
4pi, 2.0 and pi dimensionless units in the streamwise, transversal and spanwise directions,
respectively.
Figure 4.5: Wallturb channel geometry.
Initially, LES computations for a straight channel at Reτ = 617 and 950, as described
in the previous section, are performed to generate turbulent inlet boundary conditions to
be used in the present convergent-divergent channel. As described, periodic channel flows
for each Reynolds number are calculated in order to provide the inlet conditions. After
statistical convergence of such calculations, the velocity vectors at a plane normal to the
streamwise direction are stored for two channel flow-through periods and such velocity
histories are imposed as inlet conditions in the convergent-divergent channel simulations.
Computations for Reτ = 617 are performed using a computational mesh with 512 ×
129 nodes in the streamwise and transversal directions, respectively, and 128 Fourier
modes in the spanwise direction. The case of Reτ = 950 employs two different meshes,
a coarser mesh with 448 × 97 grid points in the streamwise and transversal directions,
and 128 Fourier modes in the spanwise direction, and a finer mesh employing 1024× 193
grid points in the streamwise and transversal directions, and 256 Fourier modes in the
spanwise direction. A time step of 0.001 dimensionless time units is employed for all flow
configurations analyzed. Mesh details, including the refinement levels in terms of wall
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units at the top of the bump, are presented in Table 4.1. As one can see, all present mesh
resolutions are adequate for wall-resolved LES calculations (Choi and Moin, 2012). The
reference DNS of the convergent-divergent channel, at Reτ = 617, uses the same domain
configuration, but with a finer mesh which has 2304×385×576 points in the streamwise,
transversal and spanwise directions, respectively.
Table 4.1: Mesh configurations for LES test cases.
Reτ Nx Ny Nz Statistics Domain ∆x+ ∆y+ ∆z+
617 512 129 128 4pi × 2× pi 21 0.17 21
950 448 97 128 4pi × 2× pi 24 0.45 31
950 1024 193 256 4pi × 2× pi 16 0.11 15
The flow statistics for these cases are computed by a temporal average and a spatial
average in the periodic direction, z. For Reτ = 617 and for the finer mesh at Reτ = 950,
the flow is simulated for 4.0 channel flow-through periods and the statistics are computed
using the last 2.8 channel flow-through periods. The statistics are computed using 281
velocity and pressure fields equally distributed in time. For the coarser mesh at Reτ = 950,
the flow simulation is advanced for 3.4 channel flow-through periods and the statistics are
computed using the last 2.1 channel flow-through periods. In this case, 217 velocity and
pressure fields equally distributed in time are used to compute the flow statistics.
Figures 4.6 and 4.7 present the distributions of the mesh resolution, in wall units, in
all three directions, at the channel lower wall, which is the most critical region of the
flow. The values of ∆x+, ∆y+ and ∆z+ obtained for all cases indicate the good quality
of the mesh resolutions used. The wall resolution in the transversal direction is shown
in a separate plot since the magnitude is quite different from that observed in the other
directions. The computational mesh employed in the Reτ 617 case have uniform grid
spacing in x and z directions, with the same grid spacing, it can be observed in Fig. 4.6
∆x+ = ∆z+ for the Reτ 617 case. Figure 4.8 presents the ratio between maximum grid
spacing at a given mesh point, ∆max = max (∆x,∆y,∆z), and the estimated Kolmogorov
scale at that point, for the complete flowfield at Reτ = 617 and 950. For the latter case,
the results shown correspond to the finer mesh. It can be observed from the figure that
the ratio ranges from approximately 5 to 20 for the Reτ = 617 case. Actually, throughout
most of the flowfield the ratio is around 5 to 8. For the finer mesh in the Reτ = 950 case,
these values are even smaller.
Figure 4.9(a) presents the skin friction coefficient distributions at the bottom wall
for the Reynolds numbers under study. One can see that LES results at Reτ = 617
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Figure 4.7: Mesh spatial resolutions along the lower wall for Reτ = 950 in wall units.
Finer mesh results are displayed in black lines and courser mesh results, in grey lines.
LES calculations show a separation region at the top of the bump, followed by flow
re-attachment still over the bump. In both DNS and LES results, it can be seen that,
after the initial decrease in the skin friction coefficient, as the flow goes over the top of
the bump, a strong recovery of Cf is observed downstream of the separated flow region.
The friction coefficient distributions obtained with the coarser and finer meshes at Reτ =
950 are very similar to each other. Hence, all forthcoming results for Reτ = 950 are
presented only for the finer mesh. The separation region is smaller for Reτ = 950, when
compared to the lower Re case, as one could expect. The changes in the separation and,
especially, re-attachment points for different Reynolds numbers are also clearly seen in
the figure. Figure 4.9(b) shows results for the maximum turbulent kinetic energy along
the transversal direction, normalized by the square of the friction velocity computed at
the channel inlet. A large peak of TKE is observed in the adverse pressure gradient region
for both Reynolds numbers studied. The figure further indicates that the peak in TKE is
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(a) Reτ = 617
(b) Reτ = 950
Figure 4.8: Ratio between grid spacing, ∆max, and the estimated Kolmogorov scale, η.
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Figure 4.9: (a) Friction coefficient along the bottom wall for the current LES
computations and for the reference DNS (Laval et. al, 2012); (b) Distribution of the
maximum turbulent kinetic energy along the transversal direction, normalized by the
square of the friction velocity at the channel inlet, for Reτ = 617 and for the fine mesh
at Reτ = 950.
more pronounced for Reτ = 950 and that it occurs further upstream when compared to
the lower Reynolds number case, as also expected.
Some studies based on DNS results for the same bump profile at Reτ = 617, which are
presented in Marquillie et. al (2011) and in Laval et. al (2012), indicate the existence of a
near wall streak instability mechanism associated with adverse pressure gradient regions
and flow separation. Particularly, these references demonstrated the correlation between
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the formation of a second peak in the turbulent kinetic energy profile near the wall and
the instability of low-speed streaks. It should be noticed that, in the cited studies, the
presence of streak instabilities was observed both in the bottom wall, where there is flow
separation, and at the top wall, where the flow remains attached and has no curvature
effect. The present results seem to indicate that the same mechanism is present in the
LES calculations up to Reτ = 950. Furthermore, the current results also reinforce the
observation that the adverse pressure gradient condition is the main factor in the definition
of the more relevant turbulent physics near the wall along the rear portion of the bump
(Jesus et. al, 2014).
Figures 4.10(a) and 4.10(b) present contours of u′/σu, showing streaks close to the
bottom wall, along a surface defined by the computational plane corresponding to y∗ =10,
for Reτ = 617 and 950, respectively. The streak bursting phenomenon is evident from
these figures at approximately x = 6, for both Reynolds numbers. These results are in
agreement with those present by Marquillie et. al (2011) and Laval et. al (2012). The
low-speed streaks at Reτ = 950 display a thinner structure than those observed at Reτ =
617, and the bursting phenomenon at Reτ = 950 seems more intense than that at Reτ =
617. This behavior explains the higher values of turbulent kinetic energy observed for the
Reτ = 950 case in Fig. 4.9(b).
Figure 4.11 presents a plot of the Q criterion (Jeong and Hussain, 1995) for the present
LES calculations of the convergent-divergent channel flow at Reτ = 617. In this figure, the
turbulent structures generated by the bursting of streaks in the adverse pressure gradient
region can be clearly seen. One can also observe the formation of hairpin vortices in the
same region. The Q criterion is defined as
Q = 12 (||Ωik|| − ||Sik||) , (4.11)
where ||Ωik|| and ||Sik|| are obtained as
||Ωik|| = [trace (ΩijΩjk)]
1
2 , (4.12)
||Sik|| = [trace (SijSjk)]
1
2 . (4.13)
Here, Sij is the velocity strain tensor, i.e., the symmetric portion of the velocity gradient
tensor, and Ωij is the rotation tensor for the fluid element, i.e., the antisymmetric portion
of the velocity gradient tensor.
Figure 4.12(a) presents results of P11, production of the 〈u′u′〉 Reynolds stress
component, normalized by u4τ0/ν. Here, uτ0 is the friction velocity computed at the
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(a) Reτ = 617
(b) Reτ = 950
Figure 4.10: Contours of u′/σu showing streaks close to the bottom wall, along a surface
defined by the computational plane corresponding to y∗ =10, for Reτ = 617 and 950.
channel inlet. The figure shows the production curves for the LES calculations for Reτ =
617 and 950. It must be emphasized that in this figure, and all other subsequent figures in
the chapter, we are using y+ as the distance normal to the wall, instead of the transversal
direction. Similarly, for all profiles presented in the next figures, the u′ and v′ fluctuation
velocity components denote the tangential and normal velocity components, respectively.
In these curves, one can observe the formation of a second peak of production for both
Reynolds numbers. This behavior was identified by Laval et. al (2012) using DNS
calculations at Reτ = 617. The present results demonstrate that the same behavior
persists for the higher Reynolds number case. This second peak is typical of very high
Reynolds number wall-bounded turbulent flows as discussed by Smits et. al (2011). In
this sense, the streak instability phenomenon changes the behavior of the current low
Reynolds number flow to that of a very high Reynolds number one. Another way to
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Figure 4.11: Isosurface of Q criterion, for Q = 2, colored by the u velocity component
for the bump simulation at Reτ = 617.
visualize this flow feature is through observation of Figs. 4.10(a) and 4.10(b), where the
bursting mechanism generates finer turbulent scales typical of higher Reynolds number
flows. Figure 4.12(b) presents the Cf distributions for Reynolds numbers and it identifies
the points where the second production peaks appear. The Cf curves show that the
second production peaks appear downstream of the re-attachment points, specifically in
the Cf overshoot points.
A comparison of TKE and Reynolds shear stress profiles, obtained by the present LES
calculations at Reτ = 617, at some longitudinal stations, with those calculated by DNS,
is shown in Fig. 4.13. It is clear from the figures that a very good agreement is obtained
between the LES and DNS results. Moreover, the effect of the streak bursting mechanism
or the pressure gradient can be responsible for the rapid increase in TKE in the APG
region. In the figure, one can observe that, at x = 5.2, which corresponds to the top of
the bump, the values of TKE and Reynolds shear stress profiles are comparatively low.
As one moves into the adverse pressure gradient region, there is a large increase in the
magnitude of TKE and of 〈u′v′〉, as demonstrated in the figure.
Figures 4.14 and 4.15 show a comparison of the turbulent kinetic energy and the
Reynolds stress budget profiles at separation and re-attachment points for Reτ = 617 and
950. The data in these plots are normalized by u4τ0/ν, because uτ vanishes at such points.
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Figure 4.12: (a) Profiles of production of the 〈u′u′〉 Reynolds stress component,
normalized by u4τ0/ν, downstream of the reattachment point; (b) Friction coefficient
distributions along the bottom wall displaying, in the circles, the points where the
production profiles are extracted.
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(b) Reynolds shear stress profiles.
Figure 4.13: TKE and Reynolds shear stress profiles, normalized by u2τ0 , at different
longitudinal stations.
similarly to y+, but computed using uτ0 .
Figure 4.14 presents the TKE and Reynolds stress budget profiles at the respective
separation points for Reτ = 617 and 950. For the Reτ = 617 case, the separation point
is located at x = 5.74 and, for Reτ = 950, the separation is at x = 5.81. The TKE and
the Reynolds stress budgets are very similar, despite the different Reynolds numbers. It
can be observed from the figure that the balance components are very small throughout
the profile, except in the turbulence production region at y∗ ≈ 20. Figure 4.14 also shows
that the TKE budgets are essentially composed of 〈u′u′〉/2, i.e., the influence of the other






























































































Re  950 - x = 5.81
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Re  950 - x = 5.81
Figure 4.14: Turbulent kinetic energy and Reynolds stress budget profiles for the
Wallturb geometry for Reτ = 617 (left) and 950 (right) at separation points.
Figure 4.15 shows the TKE and Reynolds stress budget profiles at the respective
re-attachment points for Reτ = 617 and 950. As previously observed in the friction
coefficient distributions, Fig. 4.9(a), the re-attachment points are at different locations
for the different Reynolds numbers. For the Reτ = 617 case, it is located at x = 6.65,
whereas for Reτ = 950, it is at x = 6.32. As before, and in spite of the fact that the
re-attachment points are at different locations, one can observe that the TKE budgets are
similar. In other words, the data from different Reynolds numbers actually show good
correlation at separation and re-attachment points, when properly normalized.
Figure 4.15 also presents a comparison of the k budget with the 〈u′u′ + w′w′〉/2
budget at the re-attachment points. It can be observed that the TKE budget is mainly
composed by the contributions of 〈u′u′〉 and 〈w′w′〉. Therefore, it is clear that the influence
of 〈v′v′〉 to the TKE budget is not significant at the re-attachment points, for both
Reynolds numbers. Furthermore, both 〈u′u′〉 and 〈w′w′〉 components are responsible for












































Re  617 - x = 6.65


































































































Re  617 - x = 6.65








































































































































Re  950 - x = 6.32










































Re  617 - x = 6.65










































Re  950 - x = 6.32
Figure 4.15: Turbulent kinetic energy and Reynolds stress budget profiles for the
Wallturb geometry for Reτ = 617 (left) and 950 (right) at re-attachment points.
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Furthermore, these figures also show that, at the separation points, there is a
weakening of the viscous terms in the TKE balance, that is, viscous diffusion and
dissipation are very small near the wall. On the other hand, at the re-attachment points,
these components are very important near the wall. Moreover, one can also notice that,
at re-attachment points, the production peaks move away from the wall and are located
at y∗ ≈ 40.
4.4.2 Modified Wallturb geometry
A new convergent-divergent channel geometry is developed in the present work in
order to further address issues associated with the adverse pressure gradient regions,
but without effects of mean flow separation. In this fashion, the authors can isolate
the adverse pressure gradient effects from the flow separation effects. This new channel
geometry is based on the Wallturb profile, except that the configuration is modified in
order to elongate the divergent portion of the channel, thus reducing the proneness of
flow separation, and also to eliminate any geometric wall curvature along most of adverse
pressure gradient region, between 6 < x < 10. The new convergent-divergent geometry
is analyzed at a flow condition with Reτ = 617. The geometry is obtained by modifying
the rear portion of the original bump. The modified region starts at the top of the original
bump, at x = 5.2, and ends at x = 10.8 at the original bottom wall of the channel. A
cubic spline polynomial is used enforcing tangent continuity at the starting point and
curvature continuity at the ending point. The modified geometry is shown in Fig. 4.16.
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Figure 4.16: Modified Wallturb channel geometry.
The mesh used for flow simulation at Reτ = 617 is identical to that used for the
Wallturb channel at the same Reynolds number. Therefore, 512 × 129 nodes are used
in the streamwise and transversal directions, respectively, and 128 Fourier modes are
employed in the spanwise direction. Figure 4.17 presents, for the complete flowfield, the
ratio between the maximum grid spacing, that is, the maximum among ∆x, ∆y and ∆z
at a given mesh point, and the estimated Kolmogorov scale at that point. It can be
observed from the figure that this ratio ranges from approximately 4 to 16. These results
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indicate that the current mesh should provide enough resolution to allow capturing of
a large portion of the dynamics of smaller scales, as in the calculations for the original
Wallturb geometry.
Figure 4.17: Contours of the ratio between grid spacing and Kolmogorov scale at Reτ =
617 for the modified geometry.
Figure 4.18 shows a comparison between the two channel profiles together with the
comparison of the friction coefficient distributions at Reτ = 617. It can be observed
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Figure 4.18: Friction coefficient distribution results at the lower wall for the two channel
geometries at Reτ = 617.
that the friction coefficient distribution for the new geometry has the same behavior as
that observed in the Wallturb geometry in the convergent portion of the channel. In the
divergent part, i.e., in the APG region, it is observed that there is no mean flow separation
along the modified channel profile. Moreover, the skin friction coefficient distribution
shown in Fig. 4.18 also has a rapid recovery in the APG region, therefore displaying, in
this sense, a behavior very similar to what is observed for the previous geometry.
Figure 4.19 presents the evolution of the Reynolds shear stress component, u′v′, and of
the turbulent kinetic energy profiles at several stations along the channel lower wall. The
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stresses are normalized with respect to the friction velocity at the inlet of the channel.
Similarly, the dimensionless distance to the wall, y∗, is obtained with regard to the
inlet friction velocity. A sudden increase in the TKE and in the Reynolds shear stress
component profiles can be observed in the plots corresponding to station x = 7.0. This
large increase is associated with the streak instability mechanism and it is similar to the



































































Figure 4.19: Evolution of the turbulent kinetic energy and the Reynolds stress
component u′v′, at the lower wall along normal lines.
This result indicates that, even without flow separation, the streak bursting mechanism
is present. Hence, it is clear that this mechanism is associated with the presence of the
adverse pressure gradient region. It is also true, however, that the magnitudes of the
peak values of TKE and Reynolds shear stress component profiles are larger for the
Wallturb geometry at Reτ = 617. This observation can be verified by the comparison
of the results in Fig. 4.13 with those in Fig. 4.19. Therefore, the existence of mean
flow separation seems to increase the effects of the streak bursting mechanism, but it is
not a necessary condition for the development of the mechanism. Further visualization
of the presence of the streak bursting mechanism for the modified configuration can be
seen in Fig. 4.20. This figure shows a top view of instantaneous longitudinal velocity
component fluctuations, normalized by the standard deviation, u′/σu, for the modified
channel geometry at Reτ = 617. The break up of the flow-aligned elongated streaks into
smaller scale structures is also clearly seen for the present configuration, as it was evident
in Fig. 4.10(a) for the Wallturb channel geometry.
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Figure 4.20: Contours of u′/σu showing streaks close to the bottom wall, along a surface
defined by the computational plane corresponding to y∗ =10, for the modified channel at
Reτ = 617.
4.5 Conclusions
The chapter presents a study of the evolution of the turbulent kinetic energy and
Reynolds stress budgets for incompressible flows with adverse pressure gradients, using
wall-resolved LES calculations. The study considers two convergent-divergent channel
geometries, of which one was originally developed for the Wallturb European Project.
The second geometry was developed by the authors in an attempt to provide a gentler
divergent channel profile, in order to eliminate any presence of mean flow separation for
the Reynolds numbers of interest here.
The results for the Wallturb convergent-divergent channel profile at Reτ = 617 are
validated against DNS data available in the literature, and a very good agreement is
achieved. It is observed that the skin friction coefficient distribution at Reτ = 950 has
the same overall behavior as that observed for the lower Reynolds number case. In
particular, a sharp decrease and recovery of the skin friction coefficient is observed in the
adverse pressure gradient (APG) regions for the Reynolds numbers studied. Both test
cases exhibit flow separation in the APG region, although for Reτ = 950 the separation
is smaller, as expected.
A comparison of the TKE and the Reynolds stress budget profiles were done at
separation and re-attachment points for Reτ = 617 and 950. Despite the fact that
separation and re-attachment points at different longitudinal locations for different
Reynolds numbers, the TKE and the Reynolds stress budgets are very similar at the
corresponding points. The results seem to suggest that there is a standard distribution
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for the TKE budgets both at separation and re-attachment points, independently of
the specific Reynolds number for that particular calculation. The results show that,
at separation points, the balance components are very small throughout the profile,
except in the turbulence production region. They also show that the TKE budget is
essentially composed of 〈u′u′〉, i.e., the influence of the other normal stresses to the TKE
budget is not significant at the separation points. On the other hand, at re-attachment
points, the TKE budget is mainly composed by the contributions of 〈u′u′〉 and 〈w′w′〉.
Moreover, both 〈u′u′〉 and 〈w′w′〉 components are responsible for the dissipation and
viscous diffusion contributions close to the wall in the TKE balance for the re-attachment
points. Furthermore, the results still demonstrate that, at the separation points, there
is a weakening of the viscous terms in the TKE balance, that is, viscous diffusion and
dissipation are very small near the wall. On the contrary, at the re-attachment points,
these components are very important near the wall. Finally, it can be observed that, at
re-attachment points, the production peaks move away from the wall, compared to the
behavior at the separation points.
A new convergent-divergent channel geometry is developed in order to further address
issues associated with the adverse pressure gradient regions, but without any effects of
flow separation. The new geometry is studied at a flow condition with Reτ = 617. The
streak instability mechanism, observed in the Wallturb configuration, is again present in
the new configuration. The phenomenon can be observed both from results in terms of the
evolution of TKE and Reynolds shear stress profiles as well as from fluctuation velocity
component visualizations near the wall. The streak instability leads to the formation of
a second peak of production away from the wall, a behavior that is found in very high
Reynolds number wall-bounded turbulent flows.
The flow statistics observed in the new configuration is completely similar to that seen
in the Wallturb geometry, except that there is no flow separation in the modified profile.
Hence, the results reinforce that the streak bursting mechanism is associated with the
presence of the adverse pressure gradient regions. It is true that the magnitudes of the
peak values of TKE and Reynolds shear stress component are larger for the Wallturb
geometry at the same Reynolds number. Therefore, the existence of mean flow separation
seems to intensify the effects of the streak bursting mechanism, but it is not a necessary
condition for its development.
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5 ANISOTROPY AND ENERGY TRANSFERRING
IN FLOWS WITH SEPARATION AND
RE-ATTACHMENT
5.1 Chapter summary 1
Numerical simulations are employed to investigate the turbulent kinetic energy,
TKE, budgets in turbulent channel flows with pressure gradients and separation.
Incompressible, highly-resolved large eddy simulations, LES, are performed for Reτ =
170 and 615 to investigate the flow developing along a convergent-divergent channel. The
aim of this study is to analyze the TKE budgets both in physical and Fourier spaces to
characterize the important scales in the individual processes in such turbulent flows. The
study is performed for different positions along the channel where favorable and adverse
pressure gradients are present. Proper orthogonal decomposition, POD, is employed to
understand the role of the most energetic structures in the TKE budgets. Results indicate
that such structures account for most of the turbulent effects present in the flow, except
for the transport term. A spectral TKE equation in Fourier space is developed for flows
with one homogeneous direction to characterize the turbulent processes as a function of
the wavelength in the channel spanwise direction. The results show that viscous effects
occur at the same range of wavelengths for which production is found, and that TKE
is transported to the near-wall region, being dissipated by large spanwise scale motion.
They also show that favorable pressure gradients change the distribution of processes along
the spanwise wavelengths. In the adverse pressure gradient region, TKE is transported
both towards the wall and towards the center of the channel, where it is balanced by the
advection term.
5.2 Introduction
Wall-bounded turbulent flows with pressure gradients are found in several applications
of scientific and technological interest as, for example, flows developing along wings,
1Portions of this chapter were published as Schiavo et. al (2016) in the 46th AIAA Fluid Dynamics
Conference and Schiavo et. al (2017) in Physics of Fluids.
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turbine blades, rocket engine nozzles, wind tunnels, aircraft engine inlets and other
converging-diverging piping systems employed to control gas flow. In some cases, the
presence of flow separation may occur adding complexity to the physical phenomena
involved. The correct prediction of separation and re-attachment points is of paramount
importance for understanding the loss of aerodynamic efficiency in the aforementioned
engineering devices and it has also fundamental implications in pressure drag increase,
unsteady loading and noise generation.
In industrial applications, the solution of the Reynolds-averaged Navier-Stokes
equations, RANS, remains the main flow simulation methodology due to the lower
computational cost compared to higher-fidelity approaches such as direct numerical
simulation, DNS, and large eddy simulation, LES. However, RANS turbulence closure
remains a problem far from being solved in a more universal way and, despite the increase
in computational power, DNS and wall resolved LES are still non-viable for the simulation
of complex flow configurations with realistic Reynolds numbers typical of aeronautical and
mechanical engineering applications.
Second and higher order moment RANS closure models have been developed due to
the need to accurately predict complex flows (Launder and Shima, 1989; Kurbatskii and
Poroseva, 1999). These higher order closures have shown advantages and are potentially
more universal than the lower order ones, but they require more equations to be solved
(Jeyapaul et. al, 2015). The studies presented by Jesus et. al (2014, 2015) indicate that
two-equation eddy-viscosity models either under-predict or over-predict flow separation.
These authors show that transitional models, which usually solve an additional equation
to account for the laminar kinetic energy, tend to obtain improved results in adverse
pressure gradient, APG, regions, especially with regard to the extension of the separation
bubble. They also discuss that some Reynolds stress models tend to over-predict the
extent of separation regions.
Several RANS turbulence models require the solution of a transport equation for the
turbulent kinetic energy, TKE. Among these, the most popular are the k- and k-ω families
of two-equation models (Pope, 2000). In this context, the analysis of the TKE equation
is of paramount importance to improve the problem of turbulence closure, especially in
flows with pressure gradients and separation. Kim et. al (1987) and Mansour et. al
(1988) pioneered the work with DNS that presented turbulent kinetic energy budgets as a
function of the wall distance for channel flows, whereas Spalart (1988) analyzed the TKE
budgets for flat plates using DNS. In a similar context, other studies were also conducted
for plane channels and boundary layers at low turbulent Reynolds numbers (Antonia and
Kim, 1994; Moser et. al, 1999).
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Jiménez and Hoyas (2008) performed several DNS calculations of plane channel flows
and investigated the scaling factors for budgets at low and moderate Reynolds numbers.
They found that, for y+ > 150, the TKE budgets had an improved scaling with u3τ/h.
On the other hand, the buffer layer region had a better scaling with u4τ/ν where uτ is
the friction velocity, h is the the channel half height and ν is the kinematic viscosity.
Currently, such studies are presented for a wide range of Reynolds numbers (Jiménez and
Hoyas, 2008; Smits et. al, 2011; Lee and Moser, 2015a) for straight channels flows.
Marquillie et. al (2008) and Laval et. al (2012) investigated turbulent kinetic energy
budgets in channels with strong adverse pressure gradients. They noticed a large increase
in the production of turbulent kinetic energy in the APG region and showed that such
behavior was related to a streak instability mechanism excited by the adverse pressure
gradient (Marquillie et. al, 2011). Schiavo et. al (2015) extended the analyses from
Marquillie et. al (2011) for higher Reynolds numbers and also found similar patterns
occurring in the TKE and Reynolds stress budgets at separation and re-attachment points
in APG regions.
Recently, Lee and Moser (2015b) and Mizuno (2016) performed DNS of straight
channel flows and developed TKE and Reynolds stress budget equations in the Fourier
space. These spectral formulations were obtained by applying Fourier transforms along the
two homogeneous directions of the straight channels to the set of equations developed by
Lumley (1967). With such formulations, those authors investigated the scale dependence
of the transport of TKE and showed that a portion of the turbulent kinetic energy was
transported to the near-wall region and dissipated by large scale motion.
In the present work, LES of incompressible wall-bounded turbulent flows are presented.
Simulations are performed for a convergent-divergent channel for Reτ = 170 and 615
based on the inlet friction velocity and, therefore, the current turbulent flows develop
under favorable and adverse pressure gradients, and include separation. Turbulent kinetic
energy budgets are presented for different regions of the flow and proper orthogonal
decomposition, POD, is used to reconstruct the budgets considering the most energetic
scales of the flow in order to evaluate their role in the physical processes related to
the TKE. A study in terms of the Reynolds stress anisotropy is presented through the
evaluation of the trajectories of the invariants of the anisotropy tensor along the Lumley
triangle for different regions of the flow. This analysis shows that the most energetic
POD modes carry the anisotropy of the flow leading to similar trajectories in the Lumley
triangle as in the original flow field.
The POD reconstructed TKE budgets can bring important information for the
development of novel reduced order models, ROMs. For example, POD-Galerkin ROMs
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employ POD modal bases to rewrite the Navier-Stokes equations and the basis truncation,
typical of such methods, can create numerical instabilities. This problem appears due to
the unbalance in the TKE budget in the ROM and it may be addressed using turbulence
models (Cazemier et. al, 1998; Östh et. al, 2014; Protas et. al, 2015). However, this
approach can destroy consistency between the original partial differential equations and
the ODE system of the ROM (Balajewicz et. al, 2016). More recently, other alternatives
have been proposed to deal with this problem via a minimal rotation of the projected
subspace (Balajewicz et. al, 2016). This approach is able to account for the contribution
of the truncated modes while keeping the consistency between the full and reduced order
models. The present results show that the POD basis truncation causes the unbalancing
of the TKE budget since different processes in the budget are spread along different POD
modes. Besides the dissipation term, we show in this work that other important missing
terms, such as the turbulent transport, may play an important role in the development
of consistent and stable ROMs.
Finally, an assessment of the spectral TKE budgets is performed for both Reynolds
numbers analyzed here in order to characterize how the different processes in the budgets
are distributed in the wavenumber space. We show the development of the spectral TKE
equation for flows with one homogeneous direction which, in the present study, is the
spanwise direction. Instead of deriving the spectral TKE equation from the two point
correlation function (Lee and Moser, 2015b; Mizuno, 2016), here, we obtain the equation
directly for the velocity fluctuation transport equation.
5.3 Methodology
The convergent-divergent geometry under study is shown in Fig. 5.1. This channel
combines an initial favorable pressure gradient, FPG, in the upstream portion of the
bump with an adverse pressure gradient, APG, along its downstream region. This bump
profile was previously studied both in wind tunnel experiments at high Reynolds numbers
(Bernard et. al, 2003), and by DNS calculations (Marquillie et. al, 2008, 2011) at low
Reynolds numbers. The DNS calculations were performed in the range of Reτ = 395 to
615 during the Wallturb European Project (Stanislas et. al, 2009). Schiavo et. al (2015)
also investigated the flow along this channel using LES at moderate Reynolds numbers in
the range of Reτ = 615 to 950.
In the present work, we employ wall-resolved LES for flow simulations at Reτ = 170
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Figure 5.1: Convergent-divergent channel geometry.
in a channel with 2.0, 4pi and 3pi length units in the wall normal, streamwise and spanwise
directions, respectively. For the simulations performed at Reτ = 615, the bump is installed
in a channel with the same wall normal and streamwise dimensions as for the lower
Reynolds number case. However, it has pi length units in the spanwise direction. All
length scales are presented in non-dimensional units using the half height of the channel
inlet, h, as the characteristic length.
From previous work, it is known that large-scale streamwise structures of O(10h)
may be present in the current wall-bounded flows (del Álamo et. al, 2004; Hutchins and
Marusic, 2007; Monty et. al, 2007). Chin et. al (2010) discusses about the influence of
the streamwise domain length on the calculation of statistics from DNS of turbulent wall
bounded flows. Following the ideas from the previous reference, in order to evaluate the
dimensions of the current straight channel flows, Fig. 5.2 shows the two-point correlation
of the u-component of velocity along the streamwise direction of the channel, Ruu. These
correlations are measured at different wall-normal positions and one can see that, for
both Reynolds numbers analyzed, the correlations exhibit a significant decay. Smits et.
al (2011) present a discussion on the presence of very large scale motions, VLSMs, in
turbulent wall bounded flows. However, the importance of such VLSMs is more evident
at higher Reynolds numbers. In terms of the spanwise extension, it is also recommended
that this length has at least 3h to avoid the space periodicity from affecting the flow
statistics (Flores and Jiménez, 2010). With these values in mind, the present channel
dimensions are chosen considering the available computational resources and satisfying
the recommendations from previous work.
5.4 Simulation setup and validation of results for
straight channel flows
This section presents the details of the simulation setups for the flow configurations





























(b) Reτ = 615.
Figure 5.2: Two-point correlation of the u-velocity component along the straight channel
streamwise direction computed at different wall-normal positions.
the LES calculations of straight channel flows at Reτ = 170 and 615. The LES of the
straight channels are performed to generate the turbulent inlet boundary condition for the
convergent-divergent channels. In these cases, we employ the same domain dimensions
and mesh setups used in the convergent-divergent channels. However, for the straight
channels, both the streamwise and spanwise directions are set as periodic. After statistical
convergence is achieved for the straight channel flows, the velocity vectors at a plane
normal to the streamwise direction are stored and imposed as inlet conditions in the
simulations of the LES calculations of the convergent-divergent channels.
5.4.1 Mesh configuration and resolution
Table 5.1 presents the details of the simulated flow domains for the different Reynolds
numbers analyzed together with information in terms of mesh resolution. Simulations for
Reτ = 170 employ 512×97×256 grid points in the streamwise, wall normal and spanwise
directions, respectively. For Reτ = 615, the computational mesh has 512× 129× 256 grid
points. A non-dimensional time step of 0.001 is employed for all simulations, which is
equivalent to that used in Marquillie et. al (2008), taking into consideration that the grids
in the reference are finer than ours. Such time step corresponds to a maximum convective
CFL number of CFLc ≈ 0.05 and a maximum viscous CFL number of CFLv ≈ 1 in all
simulations. Here, the non-dimensional time is computed using the mean velocity at the
inlet centerline and the half height of the channel inlet as characteristic scales.
Figure 5.3 presents the details in terms of mesh resolution for all three directions, in
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Case Reτ Lx/h Ly/h Lz/h nx × ny × nz ∆x+ ∆z+ ∆y+ Nf TU/Lx
Straight 170 4pi 2 3pi 512× 97× 256 4 6 0.1 401 15.9
Straight 615 4pi 2 pi 512× 129× 256 15 8 0.2 900 8.0
Conv-Div 170 4pi 2 3pi 512× 97× 256 11 17 0.2 1401 13.9
Conv-Div 615 4pi 2 pi 512× 129× 256 34 17 0.3 1751 13.9
Table 5.1: Details of the domain dimensions and mesh configurations for the current
LES. The values of wall units correspond to the maximum value at the lower wall. Lx,
Ly and Lz, and nx, ny and nz correspond to the channel length and number of points in
the x, y and z directions, respectively. Nf is the number of files used to compute the
statistics, T is the time for which the statistics are collected, after discarding initial
transients, and U is the mean velocity in the inlet centerline.
wall units, along the channel lower wall. The maximum values in the channel lower wall,
in terms of wall units, are also shown in Table 5.1 and one can see that the values of ∆x+,
∆y+ and ∆z+ measured in the figure indicate the capability of the current large eddy
simulations to capture the important flow dynamics near the wall. For the current lower
Reynolds number straight channel flow, the near-wall mesh provides sufficient resolution
for a DNS calculation. However, away from the wall, the mesh is more adequate for a
high-resolution LES calculation. For both the straight and convergent-divergent channels,
at the higher Reynolds number, and for the lower Reynolds number convergent-divergent
channel flow, the meshes are adequate for a wall-resolved large-eddy simulations.
It can be seen in Table 5.1 that the flows in the convergent-divergent channels are
simulated for shorter time periods than those for the straight channels. The reason is that
the simulation costs of the former are around 10 times more expensive than for the latter.
The straight channel employs a Cartesian mesh and requires only 1 correction step for
convergence of the Poisson equation. However, the simulation on the convergent-divergent
requires the computation of several terms in a transformed coordinate system. Moreover,
it takes around 10 to 15 correction steps to converge the Poisson equation.
5.4.2 Results of straight channel flows
Before we present the results for the convergent-divergent channel, a validation of the
current analysis in terms of TKE budgets is performed for the straight channels. Results
of turbulent flows along straight channels are compared to DNS data from Moser et.
al (1999) for similar Reynolds numbers, Reτ = 180 and 590. Although the reference
Reynolds numbers are not the same, they are sufficiently close to allow comparison of
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Figure 5.3: Spatial mesh resolution, in wall units, along the channel lower wall. Curves
of ∆x+ and ∆z+ shown in the left figure and curves of ∆y+ presented in the right figure.
results. The turbulent kinetic energy transport equation can be written as
∂k
∂t
= A+ P + T +D +Dρ −  . (5.1)
This equation indicates the balance of advection, production, turbulent transport, viscous
diffusion, pressure diffusion and pseudo-dissipation for the turbulent kinetic energy.
Clearly, for a statistically stationary flow, the time derivative must be zero. The terms in
the right-hand side of the previous equation are defined as
Advection A = −〈uj〉 ∂k
∂xj
, (5.2)































Figure 5.4 shows a comparison of TKE budgets obtained for straight channel flows
obtained by the present LES and DNS data available in the literature (Moser et. al,
1999). The left figure shows the current LES data at Reτ = 170 and the DNS data at
Reτ = 180 while the right figure compares the LES results for Reτ = 615 to the DNS
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(a) Comparison between current LES at Reτ =
170 and DNS at Reτ = 180(Moser et. al, 1999).







(b) Comparison between current LES at Reτ =
615 and DNS at Reτ = 590(Moser et. al, 1999).
Figure 5.4: TKE budget for a straight channel normalized by u4τ/ν. Lines with symbols
represent the current LES data and solid lines without symbols represent DNS data.
data at Reτ = 590. In both figures, the LES data is presented using different color lines
with symbols while the DNS results are shown by solid lines without symbols. Both the
DNS and LES data are presented using lines with the same colors for similar terms in the
TKE budgets.
One can observe the good agreement between LES and DNS for both cases analyzed
and all components of the budget, except the pseudo-dissipation, which, for both Reynolds
numbers analyzed, has lower levels in the LES along the buffer layer region. This behavior
is expected in the LES results since the budgets are computed using the filtered variables
and a portion of the dissipation comes from the subgrid-scale model. This means that,
in the forthcoming results, one can expect small under predictions in the TKE budget
analyses for the pseudo-dissipation term. However, it does not mean that the TKE
balance is not closed and, in fact, the balance term can be seen as a good estimation for
the modeled content of the pseudo-dissipation.
5.5 Study of convergent-divergent channel flows
5.5.1 Flow topology
In this section, mean flow results are presented for the convergent-divergent channel
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Figure 5.5: Mean flow streamlines along the convergent-divergent channel for Reτ = 170
(upper figure) and Reτ = 615 (lower figure).
figure, the solution obtained for Reτ = 170 shows a large separation bubble developing
downstream of the bump as a result of the adverse pressure gradient region. The lower
figure shows the mean flow streamlines for the higher Reynolds number configuration,
Reτ = 615. This case has a smaller separation bubble which cannot be visualized in the
figure. For both figures, the dashed lines normal to the lower wall indicate the positions
of probe locations for which further analyses in terms of TKE budgets and anisotropy are
conducted. For both cases, the probes are positioned upstream the convergent portion of
the channel, at x = 2, at the point of maximum friction coefficient, x = 4.4, and inside
the separation bubbles, x = 7.6 and x = 6.36 for Reτ = 170 and 615, respectively.
Figure 5.6 presents results in terms of friction coefficient, Cf , and pressure gradient,
dp/dx. It should be mentioned that, instead of showing values of dp/dx, other
non-dimensional parameters could be used to evaluate the pressure gradient, such
as the Clauser parameter given by β = (dp/dx) (δ∗/τw). However, for the present
flow configurations, this parameter would have singularities at the separation and
re-attachment points, since the wall shear stress approaches zero at these regions. The
circles appearing in the Cf distributions for both Reynolds numbers indicate the probe
locations already shown in the mean flow streamline plots. For both turbulent flows
analyzed, the friction coefficients display similar patterns reaching a maximum Cf in the
FPG region. These maximum values are Cf = 3.70× 10−3 and 2.46× 10−2 for Reτ = 170
and 615, respectively. At the separation points, the friction coefficients are similar for
the low and high Reynolds number cases analyzed, Cf = 1.54 × 10−3 and 1.04 × 10−3.























Figure 5.6: Distribution of friction coefficient along the channel lower wall for both
Reynolds numbers (left figure) and pressure gradient along the lower wall (right figure).
points occur at the same position, x = 5.75. On the other hand, the re-attachment
location occurs earlier for the higher Reynolds number, at x = 6.63, and later for the
lower Reynolds number, at x = 8.63. In other words, the separation bubble has around 3
times the characteristic length, h, for the lower Reynolds number case and it has around
one characteristic length for the higher Reynolds number flow.
The distribution of pressure gradient along the lower wall of the channel can be seen in
Fig. 5.6 for both Reynolds numbers analyzed. Favorable pressure gradients are observed
along the convergent portion of the channel and they present peak values at the same
location for both cases investigated. The adverse pressure gradient regions occur along
the divergent section of the channel and a first peak is observed at the separation point.
After the first peak, a reduction in the magnitude of the APG is noticed followed by
another peak. For the Reτ = 170 case, one can observe that the reduction in pressure
inside the separation bubble is sufficient to create a small FPG region. While a similar
trend is found for the higher Reynolds case, it is not strong enough to induce a FPG
region.
5.6 Proper Orthogonal Decomposition
In order to analyze the effects of the most energetic flow structures, proper orthogonal
decomposition, POD, is employed to reconstruct some flow statistics. POD is a
powerful method of data-analysis used to obtain a low-dimension approximation of a
high-dimensional process. It was introduced in the context of turbulence by Lumley (1967)
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to analyze coherent structures in turbulent flows. POD is a useful modal decomposition
for inhomogeneous unsteady flows and its fundamental idea is to decompose a set of
fluctuation fields, “snapshots”, into a sum of spatial orthonormal modes organized by
their energy. The velocity field can be decomposed by
~u (~x, t) = 〈~u (~x)〉+ ~u′ (~x, t) = 〈~u (~x)〉+
N∑
n=1
a(n) (t) ~φ(n) (~x) , (5.8)
where ~φ(n) represents a set of space-dependent orthonormal modes, a(n) is a
time-dependent mode amplitude, N is the number of snapshots and n represents the
mode index. A reconstructed fluctuation flowfield can be approximated by
u˜′ (~x, t) ≈
M∑
n=1
a(n) (t) ~φ(n) (~x) , (5.9)
where M is the number of modes use in the reconstruction. For practical applications,
the decomposition can be carried out using the classical method or the snapshot method
(Sirovich, 1987). In this work, we employ the vectorial POD with the snapshot method
which, for incompressible flows, is constructed using a temporal correlation matrix based






~u′ (~x, t1) .~u′∗ (~x, t2) d~x . (5.10)
The matrix above is symmetric positive semi-definite, so we can compute the eigenvalues
and eigenvectors using singular value decomposition (SVD). The POD spatial modes can
be computed by a linear combination of the snapshots into an orthonormal set of basis
functions





′ (~x, tk) , (5.11)
where λn are the eigenvalues and ξk,n represent the sets of eigenvectors of the correlation
matrix C. The term k represents the kth column of ξ in the eigenvalue problem Cξ = λξ.




In order to demonstrate the methodology some reconstructions were done for the
straight channel at Reτ =170. Figure 5.7 presents contours of u′/σ showing streaks close
to the bottom wall of the channel, along a surface defined by the computational plane
normal to the wall at y+ = 9.2, for the straight channel at Reτ = 180. Here, σ is
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the standard deviation of velocity for the current snapshot in the homogeneous direction.
Figure 5.7 also shows a comparison between the original snapshot from the LES calculation
and the POD reconstruction using the 10, 20 and 40 most energetic modes. It can be
observed that all the POD reconstructions have a good agreement with the original data
and capture the streaks present in the flowfield; in other words, the streaks are responsible
for a large portion of the energy in the near-wall flowfield. In the reconstruction of 10
modes, we can see that only the main streaks appear in the flow field, whereas in the
reconstruction with 20 and 40 modes it is possible to capture the finer scales in the low
speed streaks.
(a) Full model. (b) POD reconstruction - 10 modes.
(c) POD reconstruction - 20 modes. (d) POD reconstruction - 40 modes.
Figure 5.7: Contours of u′ normalized by its standard deviation, σ, at y+ =9.2 showing
streaks close to the bottom wall.
Figure 5.8(a) shows a comparison between the full model and the POD reconstructions
for the straight channel. In this figure, on can see a vertical plane positioned at the center
of the span showing the streamwise velocity component for reconstructions with 10, 20
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and 40 modes. In this case we cannot observe a good agreement of the reconstructions,
especially in the center line. Figure 5.8(b) shows the signal of two probes where one is
located at the channel center (0, y/δ = 1, 1.5pi) and the other at (0, y+ = 9.2, 1.5pi), in the
region of the streaks. One should notice that with 20 modes, we are able to reconstruct
the flow near the wall, whereas we cannot reconstruct the finer dynamics appearing in
the outer layer. It is found that the streaks have a slower dynamics compared those in
the center line. Streaks are present in all the 20 first most energetic modes and we can












Probe 1 - y/  = 1
Probe 2 - y+ = 9.2
(b)
Figure 5.8: Comparisons between the full model (snapshot) and POD reconstructions.
(a) Vertical plane at the channel center line. Black circles represent probe locations. (b)
Reconstruction of temporal data using probes positioned at (0, y/δ = 1, 1.5pi) and at
(0, y+ = 9.2, 1.5pi).
5.6.1 TKE budgets
After the validation of the TKE budgets for the straight channel flows and introduction
of the POD technique, we present a comparison of TKE budgets for x = 4.4 (FPG region)
and inside the separation bubble (APG region) in Fig. 5.9. Both results are normalized
by u4τ/ν. In the FPG region, one can notice that, in the viscous sub-layer, the viscous
diffusion is balanced by the dissipation for both Reynolds numbers analyzed. In the buffer
layer, production reaches a peak which is balanced by turbulence transport, diffusion
and dissipation. Differently from the straight channel flow, the advection and pressure
diffusion terms become relevant in the logarithmic layer along the FPG region. Moreover,
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the magnitude of the production peak is reduced compared to the viscous terms in the
FPG region, as opposed to the behavior observed in the straight channel flow. Here, in
order to analyze the effects of the most energetic flow structures the budgets of turbulent
kinetic energy are reconstructed using the first POD modes which provide 25% of the
energetic content in the POD eigenvalue spectrum.
The POD reconstructions are able to represent most of the features present in the
TKE budget obtained by the full LES dataset, however, with lower magnitudes since
the effects of the smaller turbulent scales are missing. It is important to notice that
there is a significant contribution of the most energetic scales to the viscous diffusion and
the dissipation terms close to the wall. The turbulent transport as well as the pressure
diffusion and the advection terms are not fully reconstructed by the POD and, therefore,
the TKE balance is positive along the log-layer for the Reτ = 170 case.
For the higher Reynolds number flow, the turbulent transport term is also poorly
reconstructed and the balance has a more evident peak value at the end of the buffer layer.
It is clear that the terms which are not correctly reconstructed by the POD depend mostly
on the finer, less energetic, turbulent scales. However, the energetic turbulent scales are
responsible for an important content of the production, dissipation and diffusion terms,
and the overall pattern of the TKE budgets reconstructed using these scales is similar to
the original budget for both Reynolds numbers analyzed, especially close to the wall.
Inside the separation bubble, very close to the wall, dissipation is mostly balanced
by viscous diffusion. However, the pressure diffusion increases in the viscous sub-layer,
reaching a peak that counter-balances both viscous processes. One should observe that
the POD reconstruction is able to recover the overall pattern of the pressure diffusion
close to the wall, indicating that the most energetic flow structures have an important
role in this term. The production peak moves away from the wall (in terms of wall units)
and occur in the shear layer of the separation bubble. In this region, the TKE budgets
show an unbalance and such behavior is due to the effects of the SGS model which are not
included in the pseudo-dissipation term, as mentioned before. Here, the production term
is balanced by the transport, advection and dissipation terms. In the peak region of the
production term, the turbulent transport becomes important to the TKE balance and the
POD reconstructions are not able to represent such feature of the budget since the small,
less energetic, scales have an important role for this term. At the same time, advection
and transport counter-balance each other after the production peak and, while the POD
reconstruction can recover the advection term, it is not able to obtain the transport term.
The POD reconstructions indicate that the most energetic turbulent scales are
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Figure 5.9: TKE budgets of the full model and the POD reconstructions, both
normalized by u4τ/ν. Budgets at x = 4.4 in the four upper figures and budgets inside the
separation bubble in the four lower figures (x = 7.6 and x = 6.36 for Reτ = 170 and 615,
respectively).
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production, for the current convergent-divergent channel flows. One should notice that,
in wall bounded flows, the pseudo-dissipation and viscous diffusion terms have great
contributions from these energetic scales. The turbulent transport term is not clearly
observed inside the separation bubble when the most energetic modes are employed in
the TKE budget reconstruction. This effect leads to large peaks in the balance term in the
same location of the production peak. Therefore, this term should be properly accounted
for in the development of stable ROMs.
5.6.2 Characterization of the state of anisotropy
In order to further assess the effects of the most energetic scales on the current
turbulent flows, we characterize the state of anisotropy of the Reynolds stresses under
different pressure gradients. In order to perform such study, the state of anisotropy
is analyzed through the trajectories of the invariants of the anisotropy tensor in the
Lumley triangle (Choi and Lumley, 2001). For completeness, a brief explanation of the





− δij3 . (5.13)
When turbulence becomes isotropic, the anisotropy tensor vanishes. Using the
invariants of a second-order tensor, the Reynolds stress anisotropy tensor can be
characterized by three independent invariants, I, II and III given by
I = bii , II = −bijbji2 , III =
bijbjkbki
2 . (5.14)
In this case, the first invariant vanishes, I = 0, because the trace of the anisotropy tensor,
bii, is zero. Therefore, the behavior of the Reynolds stress anisotropy tensor is described
by the second and third invariants (Lumley and Newman, 1977; Lumley, 1979). Choi and
Lumley (2001) introduce the new variables, ξ and η, in order to investigate the nonlinear











Thus, at any location, the state of anisotropy of the Reynolds stresses can be characterized
plotting the ξ-η values in the Lumley triangle (Pope, 2000).
In the “triangles” shown in Fig. 5.10, 3-D isotropic behavior is observed at the origin
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of the ξ-η coordinate system. Therefore, anisotropy can be measured by a departure
from the origin. The upper limit of the triangle represents a state of 2-D turbulence and
the left and right sides of the triangle represent axisymmetric turbulence. In particular,
along the line η = −ξ, one eigenvalue of the anisotropy stress is small and the state of
turbulence is that of axisymmetric contraction. On the other hand, at the line η = ξ, one
eigenvalue of the anisotropy stress is large and the turbulence state is characterized as that
of axisymmetric expansion. The top right corner represents the one-component turbulence
state. All points inside the Lumley triangle represent realizable states of turbulence.
The analysis procedure adopted here is as follows. First, we employ the POD to
reconstruct the flowfield including only the most energetic modes based on the POD
eigenvalue spectrum. Then, the trajectories in the Lumley triangle are constructed
using the new reconstructed flowfields to perform an assessment of the effects of the
most energetic turbulent structures in the flow anisotropy. Results are presented for
reconstructions including adverse and favorable pressure gradients. The reconstructions
are performed at x = 2, before the convergent region of the channel, at x = 4.4, in the
region of maximum Cf , and inside the separation bubble.
Figure 5.10 presents a comparison of the trajectories along the Lumley triangle
computed using the LES results and the POD calculations obtained using 25%, 50%
and 75% of the flow energy. Results for Reτ = 170 and 615 are shown in the left and
right columns, respectively. Therefore, we can perform an assessment of the large, most
energetic, scales in the return to isotropy for both Reynolds numbers analyzed. The results
shown for the plane region at x = 2.0 demonstrate that the trajectories computed using
POD are similar to those obtained by the full LES dataset for a straight channel flow.
This indicates that a reconstruction with 25% of the flow energy is enough to describe
the main features of the anisotropy in a plane channel. One can observe that, when the
flowfield is reconstructed with the most energetic flow structures, the path to isotropy
is truncated earlier in the Lumley triangle, as expected. The trajectories become closer
to the state of 1-D turbulence in the right corner of the triangle when the flowfield is
reconstructed using 25% of the flow energy. In this case, the most energetic structures
are mainly composed by b11 in the buffer layer region.
In the FPG region, one can observe a good overall agreement among the trajectories
computed using the POD modal bases and that obtained by the full model for the Reτ =
170 case. For the higher Reynolds number case, Reτ = 615, the POD trajectories show a
good agreement in the near wall region, while the 2-D turbulence state occurs. In this case,
the POD reconstructions are only able to capture the Reynolds stresses anisotropy close
to the wall. This indicates that a reduced energy reconstruction is sufficient to describe
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Figure 5.10: POD reconstructions of the trajectories along the Lumley triangle. Results
for Reτ = 170 shown in the left column and for Reτ = 615 in the right column.
Trajectories measured at x = 2, 4.4 and inside the recirculation bubble at x = 7.6 and
x = 6.36 for Reτ = 170 and 615, respectively.
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the main features of the anisotropy in the FPG region for the lower Reynolds number
case while the smaller scales play an important role for the higher Reynolds number flow
configuration analyzed.
In the separation bubble, along the APG region, one can see a good comparison
in the trajectories among the POD reconstructions and the full model. The reduced
energy models tend to depart earlier from the axisymmetric contraction region to the
axisymmetric expansion region. A similar feature is observed for the FPG region.
However, the overall path to isotropy is conserved in the APG region. We should also
mention that although the pathways in the Lumley triangle are recovered by the reduced
energy models, it does not mean that the Reynolds stresses are completely recovered.
In fact, only their anisotropies are recovered but not their magnitudes. These results
indicate that low energy models may be enough to describe the anisotropy of the present
wall bounded turbulent flows, especially close to the wall.
5.6.3 Spectral TKE budgets
In order to investigate the scale dependence of the dynamics of the different processes
appearing in the TKE budget, we perform a spectral analysis of Eq. 5.1. A similar
study was recently performed by Mizuno (2016) and Lee and Moser (2015b) considering
two homogeneous directions in a straight channel flow. In the present simulations, the
spanwise direction is the homogeneous direction. However, due to the presence of the
convergent-divergent portion, the streamwise direction is not homogeneous. The present
study allows an assessment of the effects of pressure gradients in the scale dependence of
the dynamics of the individual terms appearing in the TKE budget.




= A˜+ P˜ + T˜ + D˜ + D˜p − ˜ . (5.16)
The equation above presents a balance between spectral advection, production, turbulent
transport, viscous diffusion, pressure diffusion and pseudo-dissipation for the turbulent






Considering one homogeneous direction in the flow, the separate terms of the budget are
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defined as














































































and a complete derivation of the terms appearing in Eq. 5.16 can be found in the Appendix
section.
Figure 5.11 presents the components of the spectral TKE budget for the straight
channel at Reτ = 170 and 615, in solid and dashed lines, respectively. All components
are pre-multiplied by the spanwise wave number, κz, and normalized by their maximum
value. The components are plotted as a function of the spanwise wavelength normalized
by the viscous scale, λ+z , in the horizontal axis and y+ in the vertical axis. Dark colors
represent 0.7 of the maximum value of the component and light colors represent 0.3 of
the maximum value. Positive values are shown in red and negative values in blue. The
advection term is not presented since it is null for a straight channel flow.
One can observe that the distributions of the spectral components along λ+z and y+
are similar for both Reynolds numbers when they are normalized by the local viscous
scale. The peak of the spectral production occurs at λ+z ≈ 100, in the buffer layer region
and, also along this region, the spectral transport has a large negative peak. Hence, the
turbulent kinetic energy is transported from the production region in the buffer layer to
the near-wall region, where it is dissipated. It is interesting to notice that the negative
values of the transport term appear away from the wall, similarly to Fig. 5.4, and they
are related to smaller spanwise scales. On the other hand, the transport term is positive
closer to the wall and it is associated with larger spanwise scales. The viscous diffusion
and pseudo-dissipation occur in the viscous sub-layer and they are concentrated in scales
within approximately 100 viscous lengths. Pressure diffusion has a small role in the TKE
budgets for the straight channel. As shown in Figs. 5.4 and 5.11 it appears close to the






















Figure 5.11: Components of the spectral turbulent kinetic energy budget for the straight
channel flow. Results are presented for Reτ = 170 in solid lines and Reτ = 615 in dashed
lines. Dark colors represent 0.7 of the maximum value of the component and light colors
represent 0.3 of the maximum value. Positive values are shown in red and negative
values in blue.
previously observed in the POD reconstructions and they are a strong indication of the
lack of separation of scales in wall bounded flows, where production and dissipation are
present in the large most energetic turbulent scales.
These results differ from the classical turbulence theory which states that production
and dissipation predominate at different wavenumbers, the former at the lower
wavenumbers and the latter at the higher wavenumbers. This behavior may be explained
by the fact that the Reynolds numbers simulated are not high enough and, hence,
dissipation is found in a close range of wavelengths as that found for the production
term (Smits et. al, 2011). Another explanation could be that the effects of turbulence
anisotropy are changing the distribution of the turbulent processes along the length scales.
It is important to mention that the behavior observed in the present results for the
turbulent transport term was also recently seen by Mizuno (2016) and Lee and Moser
(2015b) for a higher Reynolds number straight channel flow.
Figure 5.12 shows the spectral TKE budgets for the convergent-divergent channel at
the point of maximum friction coefficient, x = 4.4, in the favorable pressure gradient
region. For both the FPG and APG regions, the spanwise wavelengths are normalized
by the local viscous scales. It should be mentioned that the spectral budgets for the






















Figure 5.12: Components of the spectral turbulent kinetic energy budget for the
convergent-divergent channel at x = 4.4, in the favorable pressure gradient region.
Results are presented for Reτ = 170 in solid lines and Reτ = 615 in dashed lines. Dark
colors represent 0.7 of the maximum value of the component and light colors represent
0.3 of the maximum value. Positive values are shown in red and negative values in blue.
since the latter allows an additional averaging in the streamwise direction, which increases
the sample rate in 512 times. In other words, it is very difficult to further improve the
smoothness of the plots because of the lack of homogeneity in the streamwise direction.
While for the straight channel flows we can make use of this homogeneity to improve the
statistics in the flow direction, the same is not true for the more complex channel with
the bump.
It can be noticed that the favorable pressure gradient shifts the peak regions where the
maximum spectral production and dissipation terms occur to λ+z ≈ 250 for both Reynolds
numbers analyzed. In this case, a considerable increase in the wall shear occurs due to the
favorable pressure gradient (see Fig. 5.6). For the current range of Reynolds numbers,
coherent structures such as streaks considerably contribute to the TKE production. It
is plausible that, here, the viscous scale δν = ν/uτ reduces faster than the turbulent
structures react to the changes in wall shear and, therefore, the normalization λ+z = λz/δν
leads to an increase in the spanwise wavelength where the production term appears.
All the terms in the spectral TKE budget span a wider region in terms of the






















Figure 5.13: Components of the spectral turbulent kinetic energy budget for the
convergent-divergent channel inside the separation bubbles, in the adverse pressure
gradient region at x = 7.6 and x = 6.36 for Reτ = 170 and 615, respectively. Results are
presented for Reτ = 170 in solid lines and Reτ = 615 in dashed lines. Dark colors
represent 0.7 of the maximum value of the component and light colors represent 0.3 of
the maximum value. Positive values are shown in red and negative values in blue.
above. Moreover, the previous normalization employed for the straight channel flow does
not provide a good scaling for the present FPG case. The shape of the spectral transport
term is similar to that obtained for the plane channel region. For the current case, the
advection term appears in the transition between the viscous sub-layer and the buffer layer
and the pressure diffusion term extends from the near wall region to the log-layer. Both
terms are positive and are composed by a broader range of spanwise scales than the other
terms. In the favorable pressure gradient region, the TKE transport term has a similar
behavior compared to that of the straight channel flow. That is, there is a large negative
peak of the transport term of TKE at the same location where the peak production occurs,
and a positive peak of TKE transport occurs closer to the wall. Moreover, the results
indicate that TKE is transported from the smaller to the larger scales in the spanwise
direction. Overall, the spectral TKE budgets for the straight channel flow and for the
convergent channel flow are similar, despite the presence of the advection term in the
latter. Therefore, the former case provides important information for modeling purposes.
Figure 5.13 shows the results obtained for the convergent-divergent channel flow inside
the separation bubble, in the APG region. One can observe that the production peaks
occur in different locations along y+ for Reτ = 170 and 615. This is due to the different
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sizes of the separation bubbles, which shifts the production spectra to regions closer to the
shear layers of the bubbles. The pseudo-dissipation and the viscous diffusion processes
are concentrated very close to the wall, agreeing with the behavior observed in the TKE
budgets from Fig. 5.9.
Moreover, the pressure diffusion term is also present close to the wall, where it is
mostly positive as in Fig. 5.9. The peak regions in these processes are observed for the
same spanwise wavelengths as in the straight channel, at λ+z ≈ 100, and the normalization
by viscous scales provides a good scaling for the current APG case. On the other hand,
production has peak values at larger scales.
From Fig. 5.13, it can also be seen that the advection term is shifted in a similar fashion
as the production. While in the FPG region this term contributes mostly positively to the
spectral TKE budget, in the APG region, it is negative. Finally, the transport term shows
a different trend for the separation bubbles compared to the previous cases. It has negative
peaks in regions similar to those in which production has positive peaks. However,
positive transport appears close to the wall, at smaller spanwise scales, differently from
the previous cases for which the transport term is composed by larger spanwise scales
close to the wall. Furthermore, further away from the wall, the transport term is positive
and composed by a broad range of spanwise wavenumbers. The TKE transported away
from the wall is balanced by the pressure and advection terms in the APG region.
5.7 Conclusions
This chapter presents a study of the turbulent kinetic energy, TKE, budgets and
turbulence anisotropy for wall-bounded flows including pressure gradients and separation.
Wall-resolved large eddy simulations, LES, are employed and the methodology is first
validated for straight channel flows at Reτ = 170 and 615.
Turbulent kinetic energy budgets are presented for different regions of the
convergent-divergent channel and we employ proper orthogonal decomposition, POD,
reconstructions of the flow in order to assess the effects of the most energetic modes
on the individual terms appearing in the TKE budgets. In flow reconstructions which
encompass 25% of the total flow energy, it is found that most of the routes to isotropy
are recovered in the Lumley triangle, guaranteeing that the anisotropy of the flows are
accounted for in the POD reconstructions. The reconstructions of the TKE budgets using
25% of the model energy show that the most energetic structures have a large contribution
to production, pseudo-dissipation, viscous diffusion and pressure diffusion. The latter is
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shown to be important in order to balance the viscous terms close to the wall, in adverse
pressure gradient, APG, regions with separation. However, turbulent transport is poorly
resolved in the POD reconstructions, and its absence in the reconstructed TKE budgets
leads to a lack of TKE closure inside the separation bubble, where a production peak
is observed. For those cases, the modeling of this term should be accounted for in the
derivation of stable reduced order models.
A spectral TKE equation in Fourier space is developed for flows with one homogeneous
direction. This spectral formulation is employed to characterize the turbulent processes
as a function of the wavelength in the channel spanwise direction. Results obtained by
this formulation confirm the behavior previously found in the reconstructed TKE budgets,
i.e., viscous processes, such as diffusion and pseudo-dissipation, occur for similar spanwise
wavelengths for which turbulence is produced. These results indicate different trends when
compared to the classical isotropic turbulence theory in which production and dissipation
are related to low and high wavenumbers, respectively.
Turbulence anisotropy is responsible for the changes in the distribution of the turbulent
processes along the spanwise length scales at the range of Reynolds numbers analyzed
in the present work. It is found that the peaks of spectral production, diffusion and
pseudo-dissipation are occurring around 100 spanwise viscous lengths for the straight
channel and separation bubbles in both Reynolds numbers studied. It is also observed
that the favorable pressure gradient, FPG, shifts the peaks of these processes to λ+z ≈ 250.
These results indicate that regions with large favorable pressure gradients can change the
distribution of processes along the spanwise wavelengths. Such behavior is associated to
the fact that the viscous scale, δν = ν/uτ , reduces faster than the turbulent structures
react to the changes in wall shear and, therefore, the λ+z = λz/δν normalization leads to
an increase in the spanwise wavelength where the production term appears. Moreover, the
present results also demonstrate that, similarly to the straight channel flow, the turbulent
kinetic energy in the FPG region of the convergent-divergent channel flow is transported
from the smaller to the larger spanwise scales.
For the APG case, the production term has a peak along the shear layer of the
separation bubble. For this case, the spectral budget shows that turbulent kinetic energy
is transported both towards the wall, where viscous processes are responsible for its
dissipation, and towards the center of the channel. Differently from the behavior observed
in the FPG region, in the separation bubble, the transport of TKE occurs from the larger
to the smaller spanwise scales. Furthermore, for the TKE transported towards the center
of the channel, advection and pressure diffusion act as a sink of turbulent kinetic energy,
balancing the budget at similar spanwise scales compared to the turbulent transport.
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6 SUPERSONIC CHANNEL FLOWS
6.1 Chapter summary
In this chapter, we present an assessment of compressibility effects on turbulence
statistics. Using the Miranda code, we employ LES to carry out simulations for Reynolds
numbers Reτ ≈ 175, 460 and 1000 and Mach numbers ranging between 2 and 4. We
investigate the Mach number effects on the mean statistics, second-moment closure,
and turbulent kinetic energy budgets. Considerable compressibility effects are found
on the turbulent transport for the turbulent kinetic energy budgets. Furthermore, we
perform an analysis on the advection velocity of eddies for streamwise fluctuations where
we investigate different streamwise wavelengths and the effects of Reynolds and Mach
numbers. Finally, a combination of POD and Fourier transforms are also applied to
characterize the behavior of large-scale motions in supersonic wall-bounded flows. In this
context, we find sweep and ejection modes in the largest streamwise wavelengths.
6.2 Introduction
The design of high-speed vehicles has been a research topic for decades. The transonic
aircraft appeared around the end of the Second World War, and the first successful
supersonic flight was achieved in 1947, breaking the sound barrier. This achievement
unlocked a new frontier for technological development (Anderson Jr., 1991), and more
progress was achieved during the space race. Several vehicles achieved supersonic speeds.
For instance, the Concorde aircraft reached Mach 2 and, nowadays, military aircraft are
capable of flying at Mach around 3. Hypersonic speeds are reached by the X-15 aircraft,
which can fly at Mach 7, and the Apollo capsule, that successfully re-entered the Earth’s
atmosphere at Mach 36. Hence, transonic, supersonic and hypersonic flow regimes find
several scientific and technological applications as, for example, the design of aircraft,
launch vehicles, and gas turbines.
In the past decades, several discoveries were made in the theory of incompressible
turbulent flows through experiments, direct numerical simulations, DNS, and large-eddy
simulations, LES. However, compressible turbulence has not been so extensively studied
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in comparison to the incompressible case. Moreover, compressible turbulent flows have
additional difficulties; for example, they have distinct physical characteristics such as
the non-zero dilatation resulting from density variations and the existence of shock and
expansion waves (Kim and Park, 2010).
In supersonic flows, turbulent fluctuations do not only affect velocity and pressure, but
they can also have a considerable effect on density and temperature variations as well.
The local flow speeds can become larger compared to the speed of sound, so acoustic
pressure waves are no longer communicating information faster than the convective flow
of turbulent eddies. In compressible turbulence, we can also have shock-waves interacting
with turbulent structures which change the characteristic time and length scales of
turbulence considerably (Andreopoulos et. al, 2000).
Kovasznay (Kovasznay, 1953) suggested the decomposition of turbulent fluctuations
into vorticity, entropy, and acoustic modes. He performed a small perturbation analysis,
valid for weak fluctuations of vorticity, pressure, and entropy, to show how acoustic
waves may accompany vorticity fluctuations and how entropy is changed in regions
of different shear (Andreopoulos et. al, 2000). Kovasznay’s decomposition can be
applied in homogeneous shear flows. However, in boundary layers, its application is
not straighforward. For such flows, Doak (1989) developed another decomposition which
can be applied to non-uniform flows where shear and viscosity fluctuations are relevant.
Such methodology splits the momentum vector into hydrodynamic, acoustic and thermal
components without the need of linearization of the Navier Stokes equations.
Coleman et. al (1995) pioneered the study of compressible turbulent plane channel
flows performing DNS between two isothermal walls. These authors introduced a
body-acceleration term in order to keep the mass flow constant. Huang et. al (1995) also
analyzed channel flows and showed that the strong Reynolds analogy, SRA, which assumes
negligible total temperature fluctuations (Morkovin hypothesis) is not accurate for low
supersonic Mach numbers. They also proposed that temperature fluctuations could be
modeled by assuming an isobaric polytropic process for the thermodynamic fluctuations
(Gerolymos and Vallet, 2014). In such flows, the density fluctuations influence on the
Reynolds shear stress and wall-normal turbulent temperature transport is small. More
recently Trettel and Larsson (2016) developed an alternative to Van Driest transformation
(Van Driest, 1951) for the scaling of mean velocity profiles. Their transformation is based
on log-layer scaling and near-wall momentum conservation and works better for a wide
range of Mach numbers.
Lechner et. al (2001) studied turbulent kinetic energy and Reynolds stress budgets
in channel flows. They concluded that the assumption of isobaric fluctuations was a
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reasonable approximation close to the wall region, y+ ≈ 9, but they noticed that the
assumption fails in the outer region. More recently Zhang et. al (2014) proposed the
generalized Reynolds analogy, GRA, for compressible wall-bounded turbulent flows based
on DNS of turbulent channel flows. Gerolymos et. al (2013) and Gerolymos and Vallet
(2014) studied channel flows in a wide range of Mach numbers and investigated the scaling
of pressure, density, temperature and entropy fluctuations in their turbulent transport
budgets. Duan et. al (2010), Duan et. al (2011) and Duan and Martín (2011) performed
DNS of hypersonic turbulent boundary layers to investigate the effects of wall temperature,
Mach number, and high enthalpies.
In this chapter, we present highly-resolved LES of compressible turbulent channel
flows. Simulations are carried out for Reynolds numbers Reτ ≈ 175, 460 and 1000 and
Mach numbers between 2 and 4. The compressibility effects are analyzed in terms of mean
properties, second-moment closure and in the turbulent kinetic energy budgets. Moreover,
we also analyze the eddy advection velocities for different streamwise wavelengths. We
examine Taylor’s frozen-turbulence assumption in supersonic wall-bounded flows and
apply the Proper Orthogonal Decomposition, POD, to characterize the large-scale motion
close to the wall.
6.3 Simulation setup
This section presents the details of the simulation setup for the flow configurations
analyzed. The present simulations are performed for a straight channel with adiabatic
walls and periodic boundary conditions in the streamwise and spanwise directions. We
simulate five different cases by changing the channel flow Reynolds and Mach numbers.
The mesh configuration and the domain dimensions can be found in Table 6.1. This table
also brings information about the simulation time and number of snapshots employed to
collect statistics. Simulations performed forReτ ≈ 175 employ an 8pi×2×3pi domain in the
streamwise, wall normal, and spanwise directions, respectively. For Reτ ≈ 460 and Reτ ≈
1000, we employ a smaller computational domain with 4pi× 2× pi non-dimensional units.
The higher Reynolds number flows have smaller turbulent structures when compared to
those at Reτ ≈ 175. Therefore, in such cases, the domain dimensions were reduced to keep
similar mesh resolutions in terms of wall units. We use 1500 flow snapshots to compute the
statistics of each case throughout 10 viscous time scales, t+ = 10, after discarding initial
transients. The Mach numbers computed at the channel center line are also provided in
the table as MCL. We can notice that there are two Reynolds number definitions in this
work. One is based in the viscous scales and properties at wall, Reτ = uτδ/νwall, and the
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other is based in mean properties at the center line, Reh = 〈uCL〉δ/〈νCL〉. It is important
to mention that for the same Reτ , the increase of Mach number creates differences in Reh.
Such behavior occurs because the flow is compressible and there are mean density and
temperature gradients in the wall-normal direction.
Simulation Reτ Reh MCL Lx/h Ly/h Lz/h nx × ny × nz Nf t+
R175M2 197 7430 2.2 8pi 2 3pi 512× 128× 256 1500 10
R175M3 175 9441 3.0 8pi 2 3pi 512× 128× 256 1500 10
R175M4 149 14323 4.2 8pi 2 3pi 512× 128× 256 1500 10
R460M2 463 22046 2.3 4pi 2 pi 512× 192× 256 1500 10
R1000M2 1028 38743 1.9 4pi 2 pi 512× 224× 256 1500 10
Table 6.1: Details of the computational domain sizes and mesh configurations for the
current large eddy simulations. Lx, Ly and Lz, and nx, ny and nz correspond to the
channel length and number of points in the x, y and z directions, respectively. Nf is the
number of snapshots used to compute flow statistics, t+ = t uτ/δnu is the time for which
the statistics are collected after discarding initial transients. MCL stand for Mach
number computed at the channel center line. The Reynolds numbers definitions are
Reτ = uτδ/νwall and Reh = 〈uCL〉δ/〈νCL〉, where the subscript ( )wall and ( )CL denote
properties at wall and center-line regions, respectively.
Large-scale streamwise structures of O(10h) may be present in the current
wall-bounded flows (del Álamo et. al, 2004; Hutchins and Marusic, 2007; Monty et.
al, 2007). Chin et. al (2010) discusses the influence of the streamwise domain length
on the calculation of statistics from DNS of turbulent wall-bounded flows. Flores and
Jiménez (2010), recommended that the spanwise length has at least 3 times half of the
channel height, h, to avoid the space periodicity from affecting the flow statistics. It is
also important to point out that the DNS has a large enough streamwise length to capture
very large-scale motions, VLSMs, that occur in turbulent wall-bounded flows (Smits et.
al, 2011). Thus, the present channel dimensions are chosen considering the available
computational resources and, at the same time, following the previous recommendations
found in literature. The convection velocity and the dynamics of the large scale motions
will be discussed in the following sections.
Table 6.2 displays the information about mesh resolution in terms of wall units. Every
simulation has ∆x+, ∆y+ and ∆z+ values consistent with wall-resolved LES and the
simulations at Reτ ≈ 175 and Reτ ≈ 460 are almost DNS in terms of mesh resolution.
The simulation at Reτ ≈ 1000 does not have the same level of mesh resolution when
compared to the other ones because of the high computational cost. Even so, the high
Reynolds number case is still a wall-resolved LES and, therefore, it has enough resolution
to be used for the study turbulent boundary layers.
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Simulation Reτ MCL ∆x+ ∆y+wall ∆y+CL ∆z+ TCL/Tw Cf
R175M2 197 2.2 9.7 0.5 6.4 7.3 0.64 0.00426
R175M3 175 3.0 8.6 0.4 5.7 6.4 0.52 0.00360
R175M4 149 4.2 7.3 0.4 4.9 5.5 0.36 0.00278
R460M2 463 2.3 11.4 0.5 11.4 5.7 0.59 0.00331
R1000M2 1028 1.9 25.2 0.6 23.4 12.6 0.74 0.00397
Table 6.2: Details of the mesh resolution in terms wall units and temperature ratio
between channel center line and wall, and values of friction coefficient, Cf , for each case.
Before introducing the results, it is important to clarify the notation used in this
chapter. In compressible turbulence, two distinct flow decompositions are usually
employed for mean and fluctuation fields: the Reynolds and Favre decompositions. The
Reynolds decomposition was described in previous chapters and the Favre decomposition
is a density weighted average where f˜ = 〈ρf〉/〈ρ〉. Here, we are using the following
notation
Reynolds decomposition: f = 〈f〉+ f ′ (6.1)
Favre decomposition: f = f˜ + f ′′ (6.2)
where 〈 〉 and (˜ ) are the averaged terms and ( )′ and ( )′′ represent the fluctuation
terms.
6.4 Mean flow and Reynolds stresses
Figure 6.1 shows a comparison between averaged property profiles for the compressible
channel flows. Figure 6.1(a) brings results of velocity profiles normalized by the friction
velocity using the Van Driest transformation. The solutions obtained for the different
Reynolds numbers show a good agreement in the viscous sublayer region. The velocity
profiles also follow the logarithmic law of wall, but some are slightly shifted. For example,
for the lower Reynolds number cases (Reτ ≈ 175), small deviations can be observed
compared to the logarithmic region with the law of the wall. These deviations could be
related to the low Reynolds number flow. Mach number effects are not evident for the low
Reynolds number flows, however, along the log region, one can observe that the velocity
profile has a small increase with the Mach number. The best fit is obtained for the Reτ ≈
460 case which shows an excellent agreement along the log region. The results obtained
for the higher Reynolds number simulation at Reτ ≈ 1000 also show a deviation from the
log region. Such feature could be related to the lower relative mesh resolution for this
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simulation compared to those at lower Reynolds numbers.




























































Figure 6.1: (a) Boundary layer profiles computed using the Van Driest transformation.
Dimensionless ratio θf = 〈f − fCL〉/〈fw − fCL〉, for (b) temperature, (c) density and (d)
kinematic viscosity.
Figures 6.1(b), 6.1(c) and 6.1(d) shows profiles of the dimensionless temperature,
density and dynamic viscosity, respectively. The variables are plotted using the following
normalization θf = 〈f−fCL〉/〈fw−fCL〉, where ()w and ()CL indicate properties measured
at wall and center-line regions, respectively. One can observe that the dimensionless
temperature ratio, θT , shows a good agreement between different Mach numbers for
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Reτ ≈175. On the other hand, this normalization does not show a good fit for different
Reynolds numbers. The same behavior is seen in the kinematic viscosity ratio θµ. Such
behavior can be explained by the fact that kinematic viscosity is a function of temperature.
The dimensionless density ratio, θρ, does not show a good fit neither for different Mach nor
Reynolds numbers, which indicates that this normalization is not adequate for density.
The results for Reτ ≈ 460 are slightly discrepant in the viscous region when compared with
other Reynolds numbers and such behavior is only observed in thermodynamic properties.
In Figs. 6.2 and 6.3, one can see the normalized Reynolds stress profiles obtained for
Reτ ≈ 175, 460 and 1000 using the Favre averaging procedure. We compare our results to
incompressible DNS data at Reτ = 180, 590 and 1000 from Moser et. al (1999) and Lee
and Moser (2015a). In these figures, solid lines correspond to incompressible DNS data
while the dashed lines correspond to a flow at Mach≈2, the dashed-dot lines represent the
solution obtained for Mach≈3 and, finally, the dashed lines with circles represent results
obtained for Mach≈4.






















Figure 6.2: Comparison of Reynolds stress profiles. Solid lines represent incompressible
DNS data at Reτ 180 (Moser et. al, 1999). Dashed lines represent results for the
R175M2 case, dashed-dot lines represent results for the R175M3 case, and dashed lines
with circles represent results obtained for the R175M4 case.
The compressibility effects can be clearly seen in Fig. 6.2. We verify that
compressibility tends to reduce the magnitude of the Reynolds stresses in a more clear
fashion compared to the results observed in the velocity profiles. For all Mach numbers, a
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good agreement is observed in the viscous and buffer layers for Reτ ≈ 175. The increase in
Mach number leads to a reduction in the magnitude of the Reynolds stresses especifically
along the logarithmic region and outer layer. This effect is observed for all Reynolds
numbers investigated and it is more pronounced in the normal stress components u˜′′u′′
and w˜′′w′′. Along and beyond the log region, the viscous stresses decay and the total shear
is dominated mainly by non-linear effects arising from the Reynolds shear stresses. From
Figs. 6.2 and 6.3, we can see different trends between the incompressible and compressible
data. For example, Reτ ≈ 460, we see a higher reduction in the Reynolds stresses
compared to the other cases analyzed. This could be due to larger disparity between
the Reynolds number from the current LES (460) and the incompressible DNS (590).


















(a) Reτ ≈ 460.


















(b) Reτ ≈ 1000.
Figure 6.3: Comparison of Reynolds stress profiles; (a) solid lines represent
incompressible DNS data at Reτ 590 and dashed lines correspond to data from the
present case R460M2; (b) solid lines represent incompressible DNS data at Reτ 1000
and dashed data correspond to case R1000M2.
6.5 TKE budgets
Several RANS turbulence models require the solution of a transport equation for the
turbulent kinetic energy, TKE. Thus, we can employ the Boussinesq approximation to
obtain the Reynolds stresses. For example, among the RANS models which consider
the Boussinesq approximation, the most popular are the k −  and k − ω families of
two-equation models. In this context, the analysis of the TKE equation is of paramount
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importance to improve the problem of turbulence closure. The TKE equation for a
compressible flow is given by
∂k
∂t
= C + P + T +K +D −  . (6.3)
This equation indicates the balance of convection, production, transport, compressibility,
viscous diffusion and pseudo-dissipation for the turbulent kinetic energy. Clearly, for a
statistically stationary flow, the TKE time derivative must be zero. Moreover, for an
incompressible flow the K-component must also vanish. The terms in the right-hand side
of the previous equation are defined as
Convection C = −∂u˜jk
∂xj
, (6.4)




























































Figure 6.4 shows a comparison of TKE budgets computed for the supersonic channel
flows obtained by the present LES and for incompressible DNS data from the literature
(Moser et. al, 1999), at similar Reynolds number. The figure compares data for Reτ ≈
175 where solid lines correspond to incompressible flow data, dashed lines represent data
obtained for Mach≈ 2, dashed-dot lines correspond to data obtained for Mach≈ 3, and
dashed lines with symbols represent data computed for Mach≈ 4. The TKE budgets are
normalized by u4τ/ν computed at the wall.
Firstly, one can observe that the LES solutions follow the incompressible DNS data
for all components of the budget and their balances are very close to zero, as expected.
This behavior indicates that there is a good convergence of the flow statistics and that
the current large eddy simulations have adequate mesh resolution to resolve the flow
physics. It is evident that there is a Mach number dependency in the compressible flows
even though the K component is negligible. This indicates that the difference between
compressible and incompressible cases do not come from the fluctuations of dilatation.
Such differences may come from the mean density and temperature profiles as pointed
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Figure 6.4: TKE budgets normalized by u4τ/ν at the wall. Solid lines represent
incompressible DNS data at Reτ 180 (Moser et. al, 1999). Dashed lines represent
solutions from the R175M2 case, dashed dot lines correspond to results for the R175M3
case, and dashed lines with circles correspond to data for the R175M4 case.
out by an explicit dependency of the Mach number on the TKE budget.
From the TKE budgets, one can see that the production and transport terms increase
with the flow Mach number. The transport term is the most affected with respect to
the flow Mach number. We observe in Fig. 6.2 that the Reynolds shear stress is almost
unaltered with an increase of Mach number in the production peak region at y+ ≈ 10.
On the same line, the mean velocity profile is not affected by the flow Mach number, as
previously observed. In this way, the increase in the production peak may be a result of the
increase of mean density gradient in this region. This can be asserted since the production
depends on both the mean flow and Reynolds stresses, besides the mean density. Finally,
the diffusion shows a reduction with the Mach number whereas dissipation is almost
not affected by compressibility. Since here we are performing LES, it is likely that the
differences to the DNS data in the diffusion profiles along the log region are caused by
the artificial diffusivity of the LAD scheme, which acts as a subgrid scale model in the
present simulations.
Finally, Fig. 6.5 shows a similar comparison of TKE budgets for the higher Reynolds
numbers investigated, Reτ ≈ 460 and 1000. The same behavior observed in the lower
Reynolds number case is found in the Reτ ≈ 460 and 1000, except for the production
term which, now, is similar to the incompressible flow data.
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(a) Reτ ≈ 460.




















(b) Reτ ≈ 1000.
Figure 6.5: TKE budgets normalized by u4τ/ν values at the wall; (a) solid lines represent
the incompressible DNS data at Reτ 590 and dashed lines correspond to results from
case R460M2; (b) solid lines represent the incompressible DNS data at Reτ 1000 and
dashed lines represent results from case R1000M2.
6.6 Instantaneous fields
In this section, the flow structures are investigated by visualizations of instantaneous
velocity and temperature fluctuation fields in a plane parallel to the wall. This analysis
allows a first assessment of the Mach number effects in the turbulent structures. Figure 6.6
shows a comparison between the velocity and temperature fluctuation fields at y+ ≈ 11, in
the buffer-layer region. Results are obtained for Reτ ≈ 175 and MCL = 2 and 4. Velocity
fluctuations are normalized by the mean velocity on the channel center line, 〈u〉CL, and
the temperature fluctuatios are normalized by the mean wall temperature.
In the figures, one can observe alternating high and low-speed streaks in the velocity
fluctuations, typical of turbulent wall-bounded flows. From direct inspection, these
structures do not present a clear Mach number dependency as their amplitudes and
sizes are not affected by Mach number variation. On the other hand, the temperature
fluctuations show a clear change in amplitude with the increase in Mach number. However,
the sizes of the structures do not seem to be altered. We can also notice some streak
structures in the temperature fields. However, they do not have the same sizes as
those observed in the velocity fields. While velocity streaks are composed by higher
spanwise wavenumbers, the temperature streaks seem to be composed by lower spanwise
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Figure 6.6: Instantaneous fields of the streamwise velocity and temperature fluctuations
at y+ ≈ 11. On the left, figures correspond to the velocity fluctuations normalized by
〈u〉CL. On the right, figures correspond to temperature normalized by the mean wall
temperature. Upper figures correspond to case R175M2 and lower figures to case
R175M4.
wavenumbers. Similar behavior was also seen by Gerolymos and Vallet (2014) for channels
with isothermal wall and by Hadjadj et. al (2015) for flat plate boundary layers with
adiabatic walls.
Figure 6.7 presents an similar analysis of the flow structures, now for the channel center
line. Again, results are presented for Reτ ≈ 175 and MCL = 2 and 4. We can notice from
the velocity fluctuation fields that turbulence is more isotropic along the center line. This
occurs because all the normal components of the Reynolds stresses have similar magnitude
(Choi and Moin, 2012). It is possible to see that, in the channel center line, the velocity
fluctuation field is now affected by the increase in Mach number. Such behavior occurs
because the flow field has the same Reynolds number in the near wall region, Reτ ≈
175, but it has a different Reynolds numbers in the center line ( Reh ≈7000 and 14000).
Firstly, it seems the the higher Mach number has fluctuations at lower magnitudes. This
can be noticed by the smaller number of black and white spots in the flowfield compared
to the lower Mach number case. Moreover, for the higher Mach number case, the flow
has finer velocity scales. On the other hand, for the temperature fluctuations it appears
that the increase in the flow Mach number leads to turbulent structures with larger sizes
as can be seen by a visual inspection of temperature hot spots in black. The findings in
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this section motivate us to perform a more careful analysis of the turbulent structures in
the flow. Such analyses will be presented in the following sections.
Figure 6.7: Instantaneous fields of the streamwise velocity and temperature fluctuations
at the channel center line. On the left, figures correspond to the velocity fluctuations
normalized by 〈u〉CL. On the right, figures correspond to temperature normalized by the
mean wall temperature. Upper figures correspond to case R175M2 and lower figures to
case R175M4.
Here, we apply a two-point correlation function in order to better understand the
correlation between hot spots and the velocity field. The flow organization can be
evaluated in terms of the averaged three-dimensional two-point correlation function as
Rut(∆x, y, y˜,∆z) =
〈u(x)T (x˜)〉
〈u′T ′〉 . (6.10)
Figure 6.8 shows the values of three-dimensional two-point correlation function, Rut, at
y = δ for Reτ ≈ 175 at MCL = 4. We can observe that the turbulent hot spots are
anti-correlated with the stream-wise velocity field in the channel center-line. We can also




Figure 6.8: Three-dimensional two-point correlation function, Rut, at y = δ for Reτ ≈
175 at MCL = 4. Correlation function computed using the streamwise velocity
component and temperature fluctuations fields.
6.7 Advection velocities of flow structures
In this section, we present an analysis in terms of the advection velocities of flow
structures for different regions of the boundary layer. This study is performed for
structures of different streamwise wavelengths. The advection velocity is an important
parameter to understand the dynamics of the different turbulent eddies. Following the
work of del Álamo and Jiménez (2009), who studied incompressible boundary layers,
in this thesis, the advection velocities of the structures are obtained by a minimization








= 0 . (6.11)
Here, φ can be any flow variable and Cφ is the advection velocity of such variable.











where kx is the streamwise wavenumber, (ˆ) denotes a variable in the Fourier space, ∗
represents the complex conjugate and = corresponds to the imaginary part of a complex
number.
In Eq. (6.12), the time derivative must be accurately computed in order to obtain
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meaninfully converged accurate results. Here we follow the same ideas of del Álamo
and Jiménez (2009) which consist in approximating ∂tφ by the right-hand sides of the
Navier-Stokes equations, Eq. (2.1). Hence, it is possible to compute the time variations
















[pδij − τij] + fi . (6.14)
One important difference compared to the work by del Álamo and Jiménez (2009) is
that, in the current investigation of supersonic wall-bounded flows, we can analyze the
advection velocities of structures of temperature, density and pressure. In the reference
above, the flows were incompressible and iso-thermal and, therefore, did not allow the
study of the quantities above. In order to compute temporal derivatives of pressure and
temperature fluctuations, we can multiply the momentum equation by ui, Eq. (2.1), and












Using Eq. (6.15) together with the law for a perfect gas, it is possible to find expressions for
the evolution of other thermodynamic properties. For example, the evolution of pressure
fluctuations is given by
∂p′
∂t




























In compressible flows, information is not only propagated by the mean flow velocity
but also by other characteristic speeds which involve the speed of sound, a. These
characteristic speeds are given by the eigenvalues of the Euler equations. For example,
along the streamwise direction, the characteristic speeds are u, u+a and u−a. Therefore,
one expects turbulent structures being propagated with the speeds corresponding to the
eigenvalues of the Euler equations and the speed of sound should play an important role
in the propagation of acoustic quantities, for instance.
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Figure 6.9 displays the advection velocities of the u, v and w velocity components
for the highest Reynolds number simulated, Reτ ≈ 1000, at MCL ≈ 2. The results are
normalized by the local mean velocity and the local mean speed of sound. The contours
are plotted as a function of the streamwise wavelength normalized by the viscous scale,
λ+, and the continuous black lines delimit the region where contour levels are 1.0. Hence,
the lines represent either structures moving with the mean flow speed or at sonic speed.
These figures are also plotted as a function of the distance from the wall in terms of wall
units. Therefore, with such plots, it is possible to identify if flow structures of different
sizes (streamwise) move with different flow speeds at different positions in the channel.
(a) Cu/〈u〉. (b) Cv/〈u〉. (c) Cw/〈u〉.
(d) Cu/〈a〉. (e) Cv/〈a〉. (f) Cw/〈a〉.
Figure 6.9: Contours of advection velocities, Cφ, for Reτ ≈ 1000 at MCL = 2. The
continuous black lines delimit the areas where contour levels are 1.0 .
In Fig. 6.9(a), we can observe that the smaller streamwise turbulent structures of
u are transported with the mean flow velocity 〈u〉 in the region above the buffer layer.
Closer to the wall, in the buffer and viscous layers, the structures are transported with
higher flow speeds compared to the local mean flow. An interesting feature is observed
for the larger structures of λ+x > 3000 which are advected at higher flow speeds compared
to the local mean flow even along the log region. A similar observation is provided by
Jiménez (2018) for incompressible boundary layers. The behavior of structures of the
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w component of velocity is similar to that of the u velocity structures as can be seen
in Fig. 6.9(c). However, the higher advection velocities are even more pronounced for
the large-scale structures. On the other hand, structures of the wall-normal component of
velocity seem to be advected at the mean flow velocity for all streamwise length scales (see
Fig. 6.9(b)). From Figs. 6.9(d)-(f), one can see that the velocity structures are supersonic
above the buffer layer. However, large-scale structures of u and w become supersonic
even close to the wall, in the viscous layer. This occurs in a region of large shear stress,
close to the production peak, and it may indicate that eddies in the logarithmic region
are accelerating those in the proximity of the wall by shear.
(a) Cρ/〈u〉. (b) CT /〈u〉. (c) Cp/〈u〉.
(d) Cρ/〈a〉. (e) CT /〈a〉. (f) Cp/〈a〉.
Figure 6.10: Contours of advection velocity, Cφ, for Reτ ≈ 1000 at MCL = 2. The
continuous black lines delimit the area where contour levels are 1.0 .
Figure 6.10 shows the study of advection velocity for the thermodynamic variables
and the same flow conditions as in the previous figure. There are two distinct regions of
propagation: the outer layer, above y+ = 200, and the near-wall region which includes the
buffer and log layers, below y+ = 200. Pressure, density, and temperature fluctuations are
advected by the mean flow in the outer layer region, similarly to the velocity structures.
However, for the near-wall region, we observe that the thermodynamic properties have
different propagation speeds compared to the velocity components. Except for the
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smaller streamwise scales, these properties are advected faster than the speed of sound.
Larger streamwise wavelengths have higher advection velocities. It is possible that these
structures propagate with the characteristic speed u+a, considering that u is still subsonic
very close to the wall. Acoustic pressure disturbances are known to travel at these
speeds in compressible flows. These results support the idea that flow structures of
thermodynamic properties have different dynamics than those of velocity components
for the current Reynolds and Mach numbers.
Figure 6.11 presents an analysis of Reynolds number effects on the advection velocities
of flow structures for the u velocity component and MCL = 2. There is a clear Reynolds
number effect on the advection velocities and an increase in Reynolds number leads to
a faster propagation of the larger scale structures. For example, Figs. 6.11(a)-(c) show
(a) Reτ ≈ 175. (b) Reτ ≈ 460. (c) Reτ ≈ 1000.
(d) Reτ ≈ 175. (e) Reτ ≈ 460. (f) Reτ ≈ 1000.
Figure 6.11: Contours of advection velocity, Cu, for MCL = 2. Figures (a)-(c)
normalized by the local mean speed and figures (d)-(f) normalized by the mean speed of
sound. The continuous black lines delimit the area where contour levels are 1.0 .
that, for Reτ ≈ 175, structures of all wavelengths propagate with the mean flow in the
region above the buffer layer. On the other hand, structures of larger wavelenghts are
advected at speeds higher than those of the mean flow for Reτ ≈ 460 and 1000. This
effect is more evident for the higher Reynolds number analyzed. One can also see from
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Figs. 6.11(d)-(f) that an increase in the flow Reynolds number leads to a reduction in the
region of supersonic propagation of the u velocity structures. From these figures, it is
possible to notice that the lower Reynolds number flows become supersonic earlier close
to the wall. This effect can be due to the temperature variations close to the wall. For
higher Reynolds numbers, friction effects are more pronounced close to the wall, which
is adiabatic. Hence, the heat is transferred to the flow in the proximity of the wall,
increasing its temperature and speed of sound. Then, the Mach number is reduced in
these cases. The opposite trends should occur for the lower Reynolds numbers which
should have lower temperatures near the wall. In these cases, the speed of sound will also
be lower leading to higher local Mach numbers.
In Fig. 6.12, we can observe a study in terms of Mach number effects in the advection
velocity of u velocity structures for Reτ ≈ 175. For this particular flow condition,
the increase in Mach number does not cause a significant variation in the advection
velocities. Further results obtained for other Reynolds and Mach numbers and other
velocity components, and for thermodynamic properties, are shown in the Appendix B.
(a) Mach ≈2. (b) Mach ≈3. (c) Mach ≈4.
Figure 6.12: Contours of advection velocity, Cu, normalized by the local mean velocity
for Reτ ≈ 175 . The continuous black lines delimit the area where contour levels are 1.0 .
6.8 Proper orthogonal decomposition and coherent
turbulent structures
We employ POD to investigate the presence of coherent turbulent structures in the
present supersonic channel flows. POD is a method of data analysis which is usually
applied to obtain a low-dimension approximation of a high-dimensional process. The
technique employed in this chapter is more sophisticated than the traditional POD which
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was introduced in the previous chapter. However, the main idea is the same; POD is
applied to decompose the unsteady flows into a modal basis. Here, the fluctuation fields
are decomposed by a triple decomposition taking advantage of the periodic boundary
conditions. For example, the present flow is homogeneous in the x and z directions that
can be decomposed in terms of Fourier modes, while the y direction is decomposed in
POD modes. A possible application of POD in the current study consists in obtaining flow
reconstructions combining a set of Fourier and POD modes. Hence, it would be possible to
understand the role of the most energetic coherent structures on the flow. Moreover, POD
allows the explanation of certain features observed in the previous analyses of advection
velocities for the larger scale motion.
We apply the following approach to the present POD reconstruction











lk (y) e2pii(xl/Lx+zk/Lzl) , (6.18)
where φˆ(n) represents a set of space-dependent orthonormal eigenfunctions, a(n) is a
time-dependent mode amplitude, N is the number of snapshots, and n represents the
mode index. A reconstructed fluctuation field can be approximated by
f











lk (y) e2pii(xl/Lx+zk/Lz) , (6.19)
where Nx and Nz are the number Fourier modes in the x and z directions, respectively,
and M is the number of POD modes used in a particular reconstruction. For practical
applications, the decomposition can be carried out using the classical method or the
snapshot method (Sirovich, 1987). For incompressible flows, it can be shown that the
POD correlation matrix can be optimally built using the kinetic energy (Bergmann et.
al, 2005). For compressible flows, the calculation of the correlation matrix is more
complicated since it could use different norms as discussed by Rowley et. al (2004).
For example, both kinematic and thermodynamic variables contribute to the total energy
and there is no consensus about the best norm to project the POD basis in compressible
flows. While some authors still apply a norm based on the kinetic energy to analyze
turbulent structures, other authors employ norms based on the total energy and include,
for example, the speed of sound as an important variable. In investigations of coherent
structures in aeroacoustic problems, pressure based norms are used to predict the acoustic
field (Freund and Colonius, 2009; Ribeiro and Wolf, 2017). In the development of
POD-Galerkin projection models, other combinations are commonly used (Rowley et.
al, 2004). Here, we test two different approaches to build the correlation matrix: a norm
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based on the kinetic energy and another based on the internal energy. The former is
applied in order to minimize the error when looking for hydrodynamic structures, and it






~u′ (y, t1) · ~u′∗ (y, t2) dy . (6.20)
On the other hand, the internal energy norm should be used to minimizes the projection






T ′ (y, t1) · T ′∗ (y, t2) dy . (6.21)
In order to analyze the presence of coherent energetic structures, we apply the POD to
reconstruct fluctuation fields for the Reτ ≈175 case at MCL = 2 using the kinetic energy
norm. Figure 6.13 shows reconstructions of the fluctuation field for u, v and p for the
larger wavelengths in x, and a fixed instant t. The reconstructions are performed using
the first Fourier mode in the streamwise direction, x, and an integration over all Fourier
modes in the channel spanwise direction, z. The two most energetic POD modes in y
are employed. In other words, only the most energetic structures that have a wavelength
equal to the length of the channel are reconstructed.
(a) p′ . (b) u′ . (c) v′ .
Figure 6.13: Reconstructed fluctuation field for Reτ ≈ 175 and MCL ≈ = 2. Fields are
reconstructed using the 2 most energetic POD modes for every λz and the largest
streamwise wavelength, λx = 8pi.
In Fig. 6.13(a), we can see that the pressure mode represents the propagation of
a plane wave of height 2h. The same behavior was also observed, but not shown, for
other streamwise wavelengths, λx. In Fig. Fig. 6.13(b), one can see that coherent
structures have fluctuation peaks around the buffer layer, where the production peak is
observed. The reconstruction of the u′ and v′ fields, Figs. 6.13(b) and (c), show large
structures of height proportional to h. Such structures may be associated with ejections
and sweeps which appear in the quadrant regions Q2 and Q4 of the u′v′ diagram at very
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large wavelengths. We can confirm this information from a comparison of these figures
when we see that u′ and v′ are almost pi out of phase. In these cases, ejections and sweeps
may occur. The former appear when positive values of v′ carry low streamwise velocity
fluid pockets from the wall upwards, and the latter occur when the opposite is true
(Jiménez, 2018). Some authors (Wallace et. al, 1972; Lu and Willmarth, 1973) argue
that such events are the main contributors to the exchange of streamwise momentum
among different layers of the flow, and ultimately to the generation of the turbulent
drag. Another interesting feature of Figs. 6.13(b) and (c) is that, while the peaks of the
streamwise velocity fluctuations appear close to the wall, those of the normal component
of velocity appear slightly away from the wall. For wall-bounded turbulent flows, it is
well known that wall-normal fluctuations are small close to the wall.
(a) Reconstructions with 16 λx/δ 68pi. (b) Reconstructions with λx/δ =8pi.
Figure 6.14: Reconstruction of streamwise velocity fluctuation fields in a channel
cross-section for Reτ ≈ 175 at MCL = 2. Fields are reconstructed using the 2 most
energetic POD modes for every λz and 1 6 λx/δ 6 8pi (200 / λ+x / 5000) and λx/δ ≈
8pi (λ+x ≈ 5000).
Figure 6.14 shows reconstructions of the fluctuation fields for u′ for the same instant
t as before using different combinations of λx in a channel cross-section. Fields are
reconstructed using the two most energetic POD modes for every λz. Along the channel
direction, the structures are reconstructed using either 16 λx/h 6 8pi (200 / λ+x / 5000)
or λx/h ≈ 8pi (λ+x ≈ 5000). One can see that structures of distinct spanwise wavelengths
are present in the outer and buffer layers. It is possible to visualize streaky structures
close to the wall with small spanwise wavelengths, and which interact with the larger
structures in the outer layer by shear. This interaction creates an exchange of streamwise
momentum among the different layers and leads to the acceleration of the small scale
structures in the proximity of the wall as observed in the previous analysis of advection
138
velocities. It is important to notice that most of the features seen in the reconstruction
using the largest streamwise wavelength are also present in the reconstruction with more
wavelengths (16 λx/δ 6 8pi). It means that the very large scale motions (VLSM) are
very energetic and have an essential role in the flow dynamics. The inclusion of other
streamwise wavelengths in the POD reconstruction has an impact mostly on the near-wall
streaky structures, but not on the VLSMs on the outer layer.
Figs. 6.15 and 6.16 present visualizations of the channel x-z plane where POD
reconstructions are obtained using streamwise wavelengths in the range 1 6 λx/δ 6
8pi. Reconstructions are performed for different wall parallel planes in terms of u′ and
T ′. In Fig. 6.15, we show the results for a plane in the buffer layer region, y+ = 11,
and results obtained along the channel centerline are shown in Fig. 6.16. We can observe
that, for the velocity fluctuations, low and high-speed streaks are reconstructed by the
first two POD modes. These streaks seem to be composed by small spanwise wavelengths
(high spanwise wavenumbers). The POD reconstruction of the temperature fluctuations,
on the other hand, show a combination of similar streaky structures compared to those
observed by u′ with larger spanwise structures. Hence, different coherent structures are
observed for the velocity and temperature fields, and the latter show larger structures
both in the streamwise and spanwise directions. It seems that, close to the wall, VLSMs
of T ′ span the entire length of the channel in the flow direction.
Figure 6.16 shows the POD reconstructions at the channel center line. Both velocity
and temperature fields have structures of similar size. We can notice the presence of
large hot and cold spots in the temperature fluctuation field. These packets of seem to be
anti-correlated with those found in the velocity field. Figure 6.17 shows two scatter plots of
the reconstructed fluctuation fields from Figs. 6.15 and 6.16. The first plot presents the u-v
velocity correlation in the buffer layer at y+ = 11. As expected, the events predominate
in regions Q2 and Q4 which therefore reinforce the idea of momentum exchange between
inner and outer layers. The second plot shows the velocity-temperature correlation in
the centerline. The results also confirm the behavior observed in Fig. 6.16 in which the
velocity and temperature are anti-correlated for the large streamwise wavelengths.
6.9 Conclusions
We performed large-eddy simulations with wall resolution for supersonic turbulent
channel flows at Reynolds numbers Reτ ≈ 175, 460 and 1000 and Mach numbers around
2, 3 and 4 (for Reτ ≈ 175). Simulations were carried out using a combination of high-order
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(a) u′/〈u〉CL
(b) T ′/〈T 〉CL
Figure 6.15: Reconstructed fluctuation fields for Reτ ≈ 175 at MCL = 2 at y+ = 11.
Fields are reconstructed using the 2 most energetic POD modes for every λz and
streamwise wavelengths in the range 1 6 λx/δ 6 8pi (200 / λ+x / 5000).
compact finite difference schemes where localized artificial diffusivities are employed as a
subgrid scale model. The flow setup was chosen in order to capture large scale turbulent
motions in both the streamwise and spanwise directions.
Results are presented in terms of mean velocity profiles, Reynolds stress distributions
and turbulent kinetic energy budgets. For the former, Mach number effects are not
observed. However, for the Reynolds stresses, compressibility effects are mostly observed
in the logarithmic region of the boundary layer. However, for the viscous and buffer layers,
the compressible flow data is identical to those obtained by DNS for incompressible flows
at similar Reynolds numbers. The budgets of turbulent kinetic energy show that the
levels of the production peaks are reduced with the Mach number. These effects could
be associated to a reduction in the mean density profile near the wall. Compressibility
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(a) u′/〈u〉CL
(b) T ′/〈T 〉CL
Figure 6.16: Reconstructed fluctuation fields for Reτ ≈ 175 and MCL = 2 at the channel
center line. Fields are reconstructed using the 2 most energetic POD modes for every λz
and streamwise wavelengths in the range 1 6 λx/δ 6 8pi (200 / λ+x / 5000).
effects are also shown to be relevant for the turbulent transport term in the buffer layer
region.
An assessment in terms of velocity fluctuations was performed for the u-velocity
component. This study was conducted based on the convection velocity of this property
for different wall-normal positions on the channel and for different streamwise wavelengths.
Here, we analyzed the convection velocities of streamwise turbulent structures for different
Mach numbers with respect with local mean flow velocity and the speed of sound. It was
shown that, closer to the wall, in the buffer and viscous layers, the larger turbulent
structures are transported with higher flow speeds compared to the local mean flow
velocity. This behavior occurs in a region of intense shear stress, close to the production
peak, and it may indicate that eddies in the logarithmic region are accelerating those in
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Figure 6.17: Reconstructed scatter plots for the R175M2 case. Data for u′-T ′ is
measured at the channel center line and for u′-v′ measured at y+ = 11. Plots are
reconstructed using the 2 most energetic POD modes for every λz and 1 / λx/δ / 8pi
(200 / λ+x / 5000).
the proximity of wall by shear mechanisms. It was also demonstrated that the increase of
Reynolds number leads to a more pronounced effect of large scale motions being advected
by higher speeds away from the wall. In the study of advection velocities, it was also
shown that the lower Reynolds number flows become supersonic earlier close to the wall
due to temperature variations.
A combination of proper orthogonal decomposition, POD, and Fourier transforms was
applied to characterize the behavior of large-scale motions in supersonic wall-bounded
flows. We showed that, for the most energetic streamwise structures, the u′ fluctuation
peaks appeared in the buffer layer, where the production peak was also observed. The
reconstructions of u′ and v′ showed large structures of height proportional to h. Such
structures were shown to be associated with ejections and sweeps. It was also shown
that the structures composed by the largest wavelength, 8pi, are also visualized in other
reconstructions in the range 1 6 λx/δ 6 8pi. This indicates that very large scale motions
are very energetic.
Finally, reconstructions of the fluctuation fields for u′ and T ′ as function of different
wall parallel planes indicate that large scale velocity and temperature fluctuations are
anti-correlated in the channel centerline. It was also possible to observe that small scale
streaky structures close to wall interact with larger scale structures in the outer layer by
shear. This interaction creates an exchange of streamwise momentum among the different
layers and leads to the acceleration of the small scale structures in the proximity of the
wall, as observed in the analysis of the advection velocities.
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7 CONCLUSIONS, CONTRIBUTIONS AND
RECOMMENDATIONS
7.1 General conclusions and contributions
The work presented in this thesis addresses two different problems: 1) the study
of incompressible turbulent channel flows with variations in the pressure gradient and
2) the investigation of supersonic turbulent flat channel flows. These studies are
accomplished using high-fidelity numerical simulations, in particular, wall-resolved large
eddy simulations, LES. The numerical frameworks employed in the current computations
employ a suit of high-order schemes for spatial discretization. Both the incompressible
and compressible flows are analyzed for Reynolds numbers in the range Reτ ≈ 175 - 1000.
The latter are simulated for supersonic flows with Mach numbers between M ≈ 2 and 4.
Below, a description of the main conclusions and contributions of this thesis are presented
for the different flow configurations analyzed.
Incompressible flows
• Discovery of a pattern in the TKE and Reynolds stress budgets for turbulent flows
with separation and re-attachment
In the study of convergent-divergent channel flows, a pattern was found in the
TKE and Reynolds stress budget profiles at separation and re-attachment points
for Reτ = 617 and 950. Despite the fact that separation and re-attachment points
occur at different longitudinal locations for different Reynolds numbers, both the
TKE and Reynolds stress budgets are very similar at the corresponding points.
The results suggest that there is a standard distribution for the TKE budgets both
at separation and re-attachment points, independently of the specific Reynolds
number. The prediction of separation and re-attachment points are currently a
challenge for RANS formulations and this discovery could be used to improve the
current turbulence models. This work led to a first journal publication along the
current studies and a manuscript was published in the International Journal of Heat
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and Fluid Flow.1
• Streak instability phenomenon persists independently of separation and curvature
effects
We found that there is a sharp increase in TKE in the APG region of the studied
channel flows. This phenomenon is described by other authors (Marquillie et.
al, 2011) as a result of the streak instability phenomenon caused by the adverse
pressure gradient. It is known that streaks should become unstable and burst under
APG regions generating a peak of TKE. RANS turbulence models fail drastically
to predict this sharp increase of TKE. We discovered that such instability is
independent of wall curvature and flow separation. We also found that the same
behavior also occurs for higher Reynolds numbers than previously studied in the
literature. The current results reinforce that the APG is the mechanism for such
instability. This discussion was also reported in the International Journal of Heat
and Fluid Flow1.
• Current LES database added to NASA Turbulence Modeling Resource
A large database of incompressible turbulent channel flows was generated using
LES. The simulation of the convergent-divergent channel flow at Reτ = 950 was
added to the NASA Turbulence Modeling Resource (TMR) repository. The TMR
is a repository focused in providing validation cases for CFD turbulence models. 2
• Effects of anisotropy and energy cascade in boundary layers
POD reconstructions were employed together with a novel spectral TKE
formulation, which was developed in the present work, to analyze the distribution
of the individual TKE processes along different regions of the boundary layer. This
analysis was performed for a range of wavelengths in the channel homogeneous
direction. We found that viscous processes, such as diffusion and pseudo-dissipation,
occur for similar spanwise wavelengths for which turbulence is produced. These
results indicate different trends when compared to the classical isotropic theory
of turbulence in which production and dissipation are related to low and high
wavenumbers, respectively. Turbulence anisotropy is responsible for the changes
in the distribution of the turbulent processes along the spanwise length scales at the
1Published as Schiavo et. al (2015) Int. J. of Heat and Fluid Flow.
2NASA TMR:https://turbmodels.larc.nasa.gov/Other_LES_Data/conv-div-channel20580les.html
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range of Reynolds numbers analyzed. In low Reynolds turbulence the separation of
scales was not found. This work led to a second manuscript which was published in
the journal Physics of Fluids 3
Compressible flows
• Compressibility effects in mean statistics
Mach number effects were observed in the Reynolds stresses, mostly in the
logarithmic region of the boundary layer. However, for TKE budgets,
compressibility effects were more pronounced in the buffer layer region. Production
and turbulent transport were the most affected terms due to an increase of Mach
number and both terms were reduced with the increase in compressibility. We
showed that the effects in the TKE budget are mostly associated with a reduction
in the mean density profile near the wall.
• Advection of large-scale motions
It was shown that, closer to the wall, in the buffer and viscous layers, the larger
turbulent structures are transported with higher flow speeds compared to the local
mean flow velocity. This behavior occurs in a region of intense shear stress, close
to the production peak, and it may indicate that eddies in the logarithmic region
are accelerating those in the proximity of wall by shear mechanisms. Such effect
is more pronounced in the superstructures of large streamwise wavelengths. We
demonstrated that the increase in Reynolds number spreads this effect to the
logarithmic region. We also showed that Taylor’s frozen turbulence hypothesis
is accurate above y+ =11 for low turbulent Reynolds numbers. A study of the
advection velocities for structures of thermodynamic properties is shown here for
the first time.
• Turbulent structures and flow reconstructions with proper orthogonal decomposition
We showed that turbulent structures have different patterns for hydrodynamic and
thermodynamic quantities. Mach number was shown to affect such structures
depending on the boundary layer region. Close to the wall, the velocity
structures did not show an effect of compressibility but temperature structures
3Portions were published as Schiavo et. al (2016) in the 46th AIAA Fluid Dynamics Conference and
Schiavo et. al (2017) in Physics of Fluids.
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had larger intensities and larger scales for higher Mach numbers. On the other
hand, in the channel center line, velocity structures seemed to be composed
of higher wavenumbers for the higher Mach number. In the same region, the
temperature structures showed the opposite behavior. We demonstrated using
POD reconstructions that very large scale motions are the most energetic flow
structures. Those superstructures are proportional to the channel half height for
the velocity components, whereas pressure behaves like plane waves. We found a
behavior associated with ejections and sweeps in the VLSMs of velocity components.
Through the application of POD, it was also possible to observe that small scale
streaky structures close to wall interact with larger scale structures in the outer layer
by shear. This interaction creates an exchange of streamwise momentum among the
different layers and leads to the acceleration of the small scale structures in the
proximity of the wall, as observed in the analysis of the advection velocities. Finally
we showed that streamwise velocity and temperature fluctuations are anti-correlated
in the largest wavelengths. Moreover, the large scale structures of temperature
fluctuations are composed of lower spanwise wavelengths compared to those of
velocity fluctuations.
7.2 Recommendations for future work
Further analyses need to be made for a better understanding of the origin of the
second peak appearing in the Reynolds stress production near the wall in adverse pressure
gradient regions. It would be interesting to correlate this effect with the intensity of the
pressure gradient. We also suggest the investigation of the pressure gradient and curvature
influences in the coherent structures along different regions of the boundary layer. In
relation to the boundary layer profiles, similar analyses are suggested here, but without
the upper channel wall, in a realistic boundary layer configuration. This would help to
isolate the flow confinement effects from pressure gradient effects. In this way, it would
be possible to draw specific conclusions about the velocity profiles and to investigate
the behavior of each of the regions of the turbulent boundary layer when subjected to a
variation of pressure gradient.
Another point that can be explored includes consideration of simulations at higher
Reynolds numbers. A similar analysis as that presented in this work could clarify
important informations, for example, if the lack of separation of scales in the TKE budgets
is caused by the Reynolds number or the turbulence anisotropy. The high fidelity database
could be used to analyze the behavior of RANS turbulence models and, eventually,
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to propose better calibrations for boundary layers with adverse pressure gradient and
separation.
In terms of compressible flows, the compressibility effects could be investigated for
higher Reynolds numbers. It is also recommended that a more precise investigation is
made concerning the effects of different POD norms in the reconstruction of coherent
structures. Novel norms based on hydrodynamic, acoustic or entropy fluctuations
could help us to clarify the interaction among vorticity, acoustic and entropic modes.
An analysis of the interaction among the previous modes could also be thought in
terms of the Kovasznay decomposition. Further analysis in terms of three-dimensional
correlations could also be performed for compressible flows, similarly to those presented
for incompressible flows. These analyses could be shown for hydrodynamic as well as
thermodynamic properties. Investigations of advection velocities of turbulent structures
could be presented as functions of streamwise and spanwise wavelenghts for different
positions in the wall-normal direction. Finally, further studies of acoustic, hydrodynamic
and entropy waves could be performed using the momentum potential theory in
combination with proper orthogonal decomposition.
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APPENDIX A : TURBULENT KINETIC ENERGY
IN FOURIER SPACE
In Sec. 5.6.1, the classic equation of the turbulent kinetic energy budget is presented
together with that for the turbulent kinetic energy in Fourier space, considering one
homogeneous flow direction. Here, we present a procedure to obtain the TKE equation
in Fourier space considering the x3 direction as homogeneous. Firstly, one should start































= 0 . (A.1)
Assuming that x3 is a homogeneous direction in the flowfield, one can use the following
relation
f(x, y, z, t) = 〈f(x, y)〉+ f ′(x, y, z, t) . (A.2)
Using the definition of the Fourier transform as
fˆ(x, y, κz, t) =
∫ ∞
−∞
f(x, y, z, t)e−iκzzdz = F (f) , (A.3)
where κz is the wavenumber in the homogeneous direction, z or x3, and i =
√−1, one
can apply the Fourier transform to the velocity fluctuation equation, Eq.(A.1), and to its
complex conjugate. Then, after multiplying the former equation by ûi′
∗ and the latter
equation by ûi′, one can calculate a temporal average of both equations. Here, ∗ represents
the complex conjugate and the temporal average is defined as 〈f〉 = 1
T
∫ T
0 fdt, where T is






































































































= 0 . (A.5)
In Eqs. (A.4) and (A.5), we can verify that the terms associated to the Reynolds


























δ(κz) = 0 ∀κz , (A.7)
since
δ(κz) =
 +∞, if κz = 0 ,0, if κz 6= 0 , ûi′ =
 0, if κz = 0 ,∃, if κz 6= 0 . (A.8)


































































= 0 . (A.9)













































































Knowing the following property fg∗ + f ∗g = 2< (fg∗) = 2< (f ∗g), the third term of















In the previous equation, the < term refers to the real part of a complex value. The fourth










































































































In Eq. (A.14), the = term refers to the imaginary part of a complex value. The pressure





































From the continuity equation, we can simplify the pressure term since the pressure strain
166




































































































































Replacing Eqs. (A.12), (A.13), (A.14), (A.16) and (A.19) into Eq. (A.9), and dividing the










































































 = 0 . (A.21)
Equation (A.21) is the turbulent kinetic energy transport equation written in the Fourier
167
space, considering the x3 flow direction as homogeneous. A simplified version of this
spectral TKE equation can be finally written as
∂k̂
∂t
= A˜+ P˜ + T˜ + D˜ + D˜p − ˜ . (A.22)
where A˜ is the TKE convection by the meanflow for each wavenumber




















































































APPENDIX B : ADVECTION VELOCITIES
In Sec. 6.7, we discussed about how the fluctuations are advected in different
wall-normal regions of a turbulent compressible channel flow. Here, we present a complete
assessment of the Mach number effects in the advection velocities of flow structures. In
Figs. B.1-B.4, the Mach number effects are shown for Reτ ≈ 175.
Figure B.1: Contours of advection velocities normalized by the local mean velocity for
Reτ ≈ 175. Upper, middle and lower rows represent Cu, Cv and Cw, respectively. First,
second and third columns correspond to results at flow Mach numbers 2, 3 and 4,
respectively. The black lines delimit the area where contour levels are 1.0 .





Figure B.2: Contours of advection velocities normalized by the local mean speed of
sound for Reτ ≈ 175. Upper, middle and lower rows represent Cu, Cv and Cw,
respectively. First, second and third columns correspond to results at flow Mach
numbers 2, 3 and 4, respectively. The continuous black lines delimit the area where
contour levels are 1.0 .





Figure B.3: Contours of advection velocities normalized by local mean velocity for
Reτ ≈ 175. Upper, middle and lower rows represent Cρ, Cp and CT , respectively. First,
second and third columns correspond to results at flow Mach numbers 2, 3 and 4,





Figure B.4: Contours of advection velocities normalized by the local mean speed of
sound for Reτ ≈ 175. Upper, middle and lower rows represent Cρ, Cp and CT ,
respectively. First, second and third columns correspond to results at flow Mach






Figure B.5: Contours of advection velocities normalized by the local velocity for MCL ≈
= 2. Upper, middle and lower rows represent Cu, Cv and Cw, respectively. First, second
and third columns correspond to results at Reτ ≈ 175, 460 and 1000, respectively. The





Figure B.6: Contours of advection velocities normalized by local speed of sound for
MCL ≈ = 2. Upper, middle and lower rows represent Cu, Cv and Cw, respectively. First,
second and third columns correspond to results at Reτ ≈ 175, 460 and 1000,





Figure B.7: Contours of advection velocities normalized by local mean velocity for
MCL ≈ = 2. Upper, middle and lower rows represent Cρ, Cp and CT , respectively. First,
second and third columns correspond to results at Reτ ≈ 175, 460 and 1000,





Figure B.8: Contours of advection velocities normalized by local mean speed of sound
for MCL ≈ = 2. Upper, middle and lower rows represent Cρ, Cp and CT , respectively.
First, second and third columns correspond to results at Reτ ≈ 175, 460 and 1000,
respectively. The black lines delimit the area where contour levels are 1.0.
