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Abstract
To ensure the discrete maximum principle or solution positivity in finite volume schemes, diffusive flux is
sometimes discretized as a conical combination of finite differences. Such a combination may be impossible
to construct along material discontinuities using only cell concentration values. This is often resolved by
introducing auxiliary node, edge, or face concentration values that are explicitly interpolated from the
surrounding cell concentrations. We propose to discretize the diffusive flux after applying a local piecewise
linear coordinate transformation that effectively removes the discontinuities. The resulting scheme does not
need any auxiliary concentrations and is therefore remarkably simpler, while being second-order accurate
under the assumption that the structure of the domain is locally layered.
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1. Introduction
Diffusion in an anisotropic discontinuous environment plays a role in various fields of engineering, such
as subsurface flows. Steady state diffusion of a solute with concentration C in a bounded domain Ω ⊂ R3 is
modeled by the following boundary problem:
∇ · u = g, (1)
u = −D∇C, (2)
C = gD on ΓD, (3)
u · n = gN on ΓN, (4)
u · n = Ψ(C − gR) on ΓR, (5)
where u is the velocity, g is the volumetric source term, n is the unit vector normal to ∂Ω pointing outward,
Ψ is the transfer coefficient, ΓD ∪ΓR = ΓD ∪ ΓR, ΓD ∪ΓN ∪ΓR = ∂Ω, ΓD ∪ΓR 6= ∅, and ΓD, ΓN, and ΓR are
mutually disjoint. Diffusion tensor D is symmetric, positive definite, and piecewise continuous. Connected
subsets of Ω in which D is continuous are called material zones, and the interfaces between them are referred
to as material interfaces. Presumably, mesh faces coincide with material interfaces, i.e. D is continuous
within mesh cells.
Various numerical schemes are used to solve this problem. Most of them produce non-physical oscillations
and negative concentration values in particular cases. Nevertheless, certain schemes are specifically designed
to address these issues. One such finite volume scheme appeared in [1] and was further developed in
[2, 3, 4, 5, 6, 7, 8, 9]. These schemes do not satisfy the maximum principle, but they guarantee that the
concentration does not become negative.
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In addition to the primary concentration unknowns associated with mesh cells, these schemes use aux-
iliary concentration values located in faces and elsewhere. Face concentration values are easily determined
from the continuity, but some kind of interpolation must be used to determine other auxiliary values. The
interpolation method presented in [7] performs this task using piecewise linear interpolation and convex
combinations. It satisfies the maximum principle and is second order accurate even when it uses interpola-
tion nodes at the opposite sides of a material discontinuity. Since a simple brute force search for collocation
points that form a convex combination can result in a combinatorial explosion, in [7] we proposed a complex
but efficient alternative search algorithm based on Delaunay triangulations.
In this paper we deploy the piecewise linear transformation introduced in [7] directly in the velocity
decomposition, without any auxiliary concentration variables. Such a scheme is simpler than [7] because the
complicated construction of convex combinations is avoided. In addition, fluxes over discontinuities do not
need special treatment, resulting in further simplification.
The paper is organized as follows: in §2 we explain how to use the piecewise linear transformation to
obtain a one-side flux approximation. In §3 the one-side fluxes are combined in the usual fashion to obtain
a two-point scheme. Euler implicit temporal discretization of the time-dependent problem is presented in
§4. Numerical tests presented in §5 show that the accuracy and the convergence rate do not change much
in comparison to [7], and thus the simpler scheme should be the method of choice. Moreover, it is shown
that a single iteration is sufficient to maintain the second order accuracy in a time-dependent problem.
2. Fluxes and piecewise linear transformation
The piecewise linear transformation used here to approximate the flux was constructed in [7]. The main
steps are repeated for convenience.
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Figure 1: It is assumed that the structure of the domain is locally layered.
We assume that some neighborhood of point x0 ∈ Ω consists of layers Ω−m, . . . , Ωn, m ≥ 0, n ≥ 0, with
interfaces that are either planes or approximated by planes (see Fig. 1). The diffusion tensor is allowed
to have discontinuities between layers, but it is assumed to be constant or almost constant within each
layer, thus D|Ωi = Di. This assumption needs to hold only locally — the diffusion tensor is allowed to vary
smoothly within layers on a larger scale. We assume that the concentration changes linearly in each layer
C(x) = Ci +Gi · (x− xi), xi ∈ Ωi. (6)
This function must satisfy two conditions:
1. It must be continuous, and
2. The flux through each interface must be continuous.
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The two conditions eliminate all but four degrees of freedom in the piecewise linear function C(x), which
may be written as
C(x) = C0 +G0 · F (x), (7)
where F : R3 → R3 is a piecewise linear transformation depending on the diffusion tensors and geometry
but not on the concentration. In [7] we derived explicit formulas to compute F .
In [7] we evaluate (7) to obtain the concentration values at points. In contrast, in this paper (7) is not
evaluated at points: instead, the gradient of (7) is used to approximate the normal velocity component
nf ·u in some mesh face f . We assume that this face belongs to cell T and that nf points outside from this
cell. For point x0 in (6) we take the centroid xT ; thus C0 = CT in (7). We need to determine the three
components of G0. These are found by solving a linear system consisting of three equations of the following
types:
F (xT ) ·G0 = CT − CT if T is a mesh cell, (8)
F (xn) ·G0 = gD(xn)− CT if xn is a node in ΓD, (9)
F (xf ) ·G0 = gD(xf )− CT if f is a face in ΓD, (10)
nTf D(xf )∇F (xf )G0 = −gN(xf ) if f is a face in ΓN, (11)(
F (xf ) +
1
Ψ
nTf D(xf )∇F (xf )
)
·G0 = gR(xf )− CT if f is a face in ΓR. (12)
Point xf is the centroid of face f . The last equation follows from
− nTf D(xf )∇F (xf )G0 = Ψ(CT +G0 · F (xf )− gR(xf )) (13)
and may be written in a form similar to (9) and (10):
F
(
xf +
1
Ψ
D(xf )nf
)
·G0 = gR(xf )− CT if f is a face in ΓR. (14)
Three equations of the form (8)–(12) constitute a linear system
MG0 = r. (15)
If this system has a unique solution G0 = M
−1r, then the normal velocity component at face f can be
approximated as
nf · u ≈ −nTf D(xf )M−1r = −α · r (16)
because f ⊂ Ω0 and ∇F ≡ I in Ω0. Coefficient vector α is determined by solving
MTα = D(xf )nf . (17)
Equations that make up the system (15) are chosen in such a way that the obtained coefficients α are
non-negative. The search for these equations is performed by testing all combinations of neighboring cells
and boundary conditions belonging to the candidate set, in the same way that the brute force strategy in
[7] works. The candidate set is initialized with cell T , cells that share a face with T , boundary faces of T
and Dirichlet boundary nodes of T . If equations leading to non-negative α are not found, the candidate
set is extended by adding all neighboring cells, boundary faces and Dirichlet boundary nodes of the current
member cells, until non-negative α is obtained.
If matrix M in (15) is ill-conditioned, this typically results in large coefficients α. The resulting in-
terpolation is inaccurate, so the combination is discarded if some αi‖ti‖/‖Dnf‖ is larger than a suitably
chosen value Amax discussed in the next section, where ti is the vector multiplying G0 in the corresponding
equation (8)–(12).
If more than one conical combination is found, we apply a strategy similar to the one used in [2]: starting
with combinations containing the cell that shares the face f with the cell T , we choose the first encountered
conical combination such that maxi(αimi)/‖D(xf )nf‖2 ≤ 1, where mi is the 2-norm of the ith row of matrix
M . If no such combination is encountered, then we choose the one for which this ratio is minimal.
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2.1. Alternative: harmonic averaging points
Let points x1 and x2 be separated by a material interface. The same two conditions leading to trans-
formation F were used in [10] to compute the concentration at a suitably chosen point at the interface as
a convex combination of concentration values at x1 and x2. Such so-called harmonic averaging point can
be used in (8) in the place of T , as an alternative to transformation F . The two approaches are equivalent
under certain conditions:
• Either x1 or x2 is equal to xT ;
• The concentration at the harmonic averaging point is evaluated implicitly;
• Points x1 and x2 are in neighboring layers;
• Neumann and Robin boundary conditions in faces not belonging to Ω0 are not used in (15).
The notion of harmonic averaging points could be extended to interpolate over multiple layers and to deploy
boundary conditions in a similar way this is done here.
3. Non-linear two-point scheme
As usual, finite volume discretization is performed applying the divergence theorem to the integral of (1)
over the mesh cell T : ∮
T
u · ndS =
∑
f
χT,fuf =
∫
T
gdT, uf =
∫
f
u · ndS, (18)
where nf is the fixed unit normal vector associated with face f , and χT,f = 1 if nf points outside of T , or
χT,f = −1 otherwise.
The two-point scheme is constructed in a similar way as in [2, 6], but simpler because the discontinuities
do not need to be treated separately. Approximation (16) can be written as
nf · u ≈
∑
i
αi(CT − Ci) +
∑
j
αjgN(xj). (19)
The convex combination of such expressions that correspond to the cells T+ and T− sharing the internal
face f
uf
|f | ≈ µ+
∑
i
α+i (C+ − C+i ) +
∑
j
α+j gN(x
+
j )
− µ−(∑
k
α−k (C− − C−i ) +
∑
l
α−l gN(x
−
l )
)
(20)
is chosen in such a way that the contributions of concentration values other than C+ and C− cancel, together
with the contributions of inflow Neumann faces. Here C± denotes the concentration in cell T±. Thus weights
µ+ and µ− are determined such that
µ+ + µ− = 1, −µ+d+ + µ−d− = 0, (21)
where
d± =
∑
i
xi 6=x∓
αiC
±
i −
∑
j
gN(x
±
j )<0
α±j gN(x
±
j ). (22)
If d+ + d− 6= 0, then
µ+ =
d−
d+ + d−
, µ− =
d+
d+ + d−
. (23)
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Otherwise we take µ± = 12 .
In this way flux approximation (20) reduces to a two-point formula
uf ≈M+f C+ −M−f C− + rf , (24)
where
M±f = |f |
µ±∑
i
α±i + µ∓
∑
k
xk=x±
α∓k
 , rf = |f |
µ+∑
j
α+j gN(x
+
j )− µ−
∑
l
α−l gN(x
−
l )
 . (25)
Fluxes through Dirichlet faces are discretized in the same way as in [2, 6], treating the boundary face as a
flat cell of zero volume. The same technique is applied to Robin faces by treating the Robin condition at
xf as a Dirichlet condition specified at xf +
1
ΨD(xf )nf (see (14)).
Experiments have shown that it is better to accept relatively large coefficients α than to extend the
candidate set, which also increases the error due to the increased distances between points. From (22) and
(23) we see that large coefficients in a one-side flux cause the weight assigned to this flux to be small and
the weight assigned to the opposite flux to be large. In this way the influence of inaccurate interpolation
vanishes. Owing to this fortunate circumstance, we only discard combinations if αi‖ti‖/‖Dnf‖ is larger
than Amax = 1000 for some i.
Finite volume discretization with fluxes as in (24) results in a non-linear system A(C)C = b(C), where
vector C contains concentration values in all cells.
Starting with someC0, consecutive iterations are computed by solving the linearized systemA(Cn)Cn+1 =
b(Cn) until the convergence criterion
‖A(Cn)Cn − b(Cn)‖
‖b(Cn)‖ < ε (26)
is met.
If Cn is non-negative, then A(Cn) is an M-matrix because coefficients M±f in (24) are non-negative,
which follows from the non-negativity of d±, (23), and (25). In the absence of Neumann outflow boundaries
and if gD ≥ 0 and gR ≥ 0, the right-hand side is non-negative. Therefore Cn+1 is non-negative as well, and
by induction the concentration is non-negative in each iteration.
4. Time-dependent problem
A transient problem is obtained by adding a time derivative to the continuity equation (1):
∂C
∂t
+∇ · u = g (27)
when t > t0. For this equation to have a unique solution, in addition to boundary conditions (3)-(5), one
also needs to specify an initial condition C|t=t0 = C0. Condition ΓD ∪ ΓR 6= ∅ is no longer necessary.
Using Euler implicit discretization, we obtain
|T |C
n+1
T − CnT
∆tn+1
+
∑
f
χT,f
(
M+,n+1f C
n+1
+ −M−,n+1f Cn+1− + rn+1f
)
=
∫
T
gn+1dT (28)
in the place of (18), where ∆t is the time step and the last superscript indicates the time level.
At each time level this non-linear system is solved using Picard linearization
|T |C
n+1,m+1
T − CnT
∆tn+1
+
∑
f
χT,f
(
M+,n+1,mf C
n+1,m+1
+ −M−,n+1,mf Cn+1,m+1− + rn+1,mf
)
=
∫
T
gn+1,mdT,
(29)
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where the superscript after the time level indicates the iteration number.
To preserve the second-order accuracy, one must take ∆t = O(h2), where mesh parameter h is propor-
tional to the longest edge length.
Inspired by [11, 12, 13], for the initial approximation we take
Cn+1,0T = max(C
n
T + ∆t
n+1C˙nT , 0), C˙
n
T =
CnT − Cn−1T
∆tn
. (30)
Such an initial value violates the mass conservation property, but it is used only to compute coefficients
M±f in the first iteration. The conservation and positivity of subsequent iterations follow from the matrix
structure. Moreover, since the error of the initial value is already O(∆t2), a single iteration in each time
step is enough to maintain the O(∆t) = O(h2) accuracy at the end of the time stepping process.
Extrapolation (30) cannot be used in the first time step because C˙0T is not known. It is suggested in
[11, 12, 13] to calculate C˙0T from the truncation error obtained by substituting the initial solution into the
stationary problem. However, finite volume schemes are inconsistent in the finite difference sense so C˙0T
obtained in this way is inaccurate. One can take C1,0T = C
0
T instead. If a single iteration is performed, the
error O(∆t) is introduced only at the first time step while all other steps add O(∆t2), so the total error is
still O(∆t). Alternatively, one may compute a few iterations in the first time step.
5. Examples
The following examples demonstrate that, on average, the proposed scheme is not less accurate and does
not require more iterations than the more complicated version presented in [7].
We report the numbers of iterations n6 and n9 until convergence is achieved with ε = 10
−6 and ε = 10−9,
respectively. Linear systems are solved using the BiCGStab solver with an accuracy of 10−12.
The following norms are used to quantify the concentration and flux errors:
εC2 =
[∑
T (C(xT )− CT )2|T |∑
T (C(xT ))
2|T |
]1/2
, εCmax =
maxT |C(xT )− CT |
[
∑
T (C(xT ))
2|T |/∑T |T |]1/2 ,
εu2 =
[∑
f (u(xf )− uf/|f |)2|f |∑
f (u(xf ) · nf )2|f |
]1/2
, εumax =
maxf |u(xf ) · nf − uf/|f ||[∑
f (u(xf ) · nf )2|f |/
∑
f |f |
]1/2 , (31)
where CT is the computed concentration in cell T , uf is the computed flux through face f , and C(x) and
u(x) are the exact concentration and velocity functions, respectively.
Example 1. This is a modified version of an example that appeared in [2]. The domain is the unit cube.
The diffusion tensor is
D =
{
D1 if x < 0.5
D2 otherwise
, D1 =
 3 1 01 3 0
0 0 1
 , D2 =
 10 3 03 1 0
0 0 1
 . (32)
The source term is chosen such that the exact solution is
C =
{
1− 2y2 + 4xy + 2y + 6x if x < 0.5,
3.5− 2y2 + 2xy + x+ 3y otherwise. (33)
The exact concentration is set at z = 0 and z = 1, the exact flux is specified at y = 0 and y = 1, and the
Robin condition is prescribed at x = 0 and x = 1. We take gR|x=0 ≡ 0 and gR|x=1 ≡ 10, while Ψ is chosen
so (33) is the solution.
This problem was solved on three types of meshes: cubic, triangular prismatic, and tetrahedral. The errors
and iteration numbers given in Table 1 show that there is little difference in the accuracy and convergence
rate, compared with the previous version of the scheme [7].
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Current scheme Previous scheme
h 1/10 1/20 1/40 1/80 1/10 1/20 1/40 1/80
Hexahedral grids
εc2 7.64e-4 1.98e-4 5.09e-5 1.31e-5 7.15e-4 1.91e-4 4.97e-5 1.25e-5
εcmax 3.12e-3 9.88e-4 3.08e-4 9.43e-5 3.00e-3 1.44e-3 5.90e-4 2.19e-4
εu2 4.53e-3 1.89e-3 7.40e-4 2.76e-4 3.89e-3 1.48e-3 5.46e-4 1.98e-4
εumax 2.88e-2 1.71e-2 9.18e-3 4.61e-3 1.85e-2 9.94e-3 5.07e-3 2.60e-3
n6 28 52 81 107 38 62 87 115
n9 45 84 143 205 61 100 154 220
Prismatic grids
εc2 4.78e-4 1.05e-4 2.48e-5 5.64e-6 4.41e-4 9.74e-5 2.31e-5 5.49e-6
εcmax 4.87e-3 2.25e-3 6.68e-4 2.95e-4 3.92e-3 1.68e-3 5.27e-4 2.17e-4
εu2 4.04e-3 2.21e-3 1.15e-3 5.84e-6 3.92e-3 2.16e-3 1.14e-3 5.83e-4
εumax 4.31e-2 2.35e-2 1.38e-2 7.74e-3 2.81e-2 1.55e-2 8.10e-3 4.50e-3
n6 39 65 88 110 50 72 95 117
n9 63 112 164 230 82 126 179 240
Tetrahedral grids
εc2 5.70e-4 1.41e-4 2.94e-5 7.45e-6 6.83e-4 1.65e-4 3.20e-5 7.42e-6
εcmax 6.15e-3 2.32e-3 7.59e-4 2.61e-4 8.96e-3 4.30e-3 1.02e-3 3.68e-4
εu2 5.15e-3 2.37e-3 1.15e-3 5.59e-4 5.06e-3 2.37e-3 1.15e-3 5.58e-4
εumax 3.47e-2 1.49e-2 8.18e-3 2.61e-3 3.15e-2 2.09e-2 8.17e-3 6.03e-3
n6 96 159 220 279 97 158 226 290
n9 147 260 384 534 150 259 393 549
Table 1: Errors and iteration numbers in Example 1.
Example 2. This is a modified version of an example used in [7]. The domain is again a unit cube. The
diffusion tensor is
D = (1 + 0.25 cos(x+ y − z)) ·
{
D1 if x < 0.5
D2 otherwise,
(34)
D1 =
 1 0 00 1 0
0 0 1
 , D2 =
 100 0 00 0.01 0
0 0 1
 . (35)
The source term is chosen such that the exact solution is
C =
{
cos(pix) sin(piy) + 1 if x < 0.5,
0.01 cos(pix) sin(piy) + 1 otherwise.
(36)
The exact concentration is prescribed at x = 1, y = 0, and y = 1, and the exact flux is specified elsewhere.
Table 2 shows the errors and iteration numbers.
In this example the scheme reduces to a linear one on structured grids, therefore convergence is achieved
in a single iteration. This was not the case with scheme [7], owing to the treatment of Dirichlet boundary
conditions. The change also results in smaller errors on structured and prismatic grids. This is only possible
because the anisotropy axes are aligned with the grid, which was not the case in the previous example.
The present example was also solved on Kershaw meshes [14]. The errors and iteration numbers are
shown in Table 3. No more than one candidate set extension was necessary to find the cells and boundary
conditions that give non-negative coefficients α in (16), in comparison to [7] where up to 11 extension
rounds were necessary to find convex combinations on the same meshes. As explained in [7], to find a
convex combination for a mesh node that does not belong to the convex hull of nearby collocation points, a
large number of extensions is necessary. Kershaw grids contain such nodes. On the other hand, the new
scheme does not use interpolated point values so it does not suffer from this problem.
Example 3. The diffusion tensor is
D =
 D1 if x < 0.1D2 if x < 0.95− 0.75yD3 otherwise, (37)
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Current scheme Previous scheme
h 1/10 1/20 1/40 1/80 1/10 1/20 1/40 1/80
Hexahedral grids
εc2 2.39e-3 5.98e-4 1.49e-4 3.73e-5 5.28e-3 1.04e-3 2.17e-4 5.34e-5
εcmax 6.66e-3 1.69e-3 4.25e-4 1.06e-4 3.22e-2 8.07e-3 2.94e-3 7.78e-4
εu2 4.21e-3 1.05e-3 2.62e-4 6.56e-5 3.14e-2 1.08e-2 3.56e-3 1.46e-3
εumax 1.28e-2 3.20e-3 7.99e-4 1.99e-4 2.79e-1 1.60e-1 8.50e-2 4.13e-2
n6 1 1 1 1 2 4 4 4
n9 1 1 1 1 4 6 7 7
Prismatic grids
εc2 1.43e-3 3.58e-4 8.92e-5 2.12e-5 3.53e-3 8.05e-4 1.51e-4 3.13e-5
εcmax 5.53e-3 1.78e-3 4.18e-4 1.07e-4 2.36e-2 8.21e-3 2.05e-3 5.19e-4
εu2 4.90e-3 1.26e-3 3.96e-4 1.92e-4 2.80e-2 1.07e-2 3.63e-3 1.31e-3
εumax 5.77e-2 2.03e-2 1.22e-2 8.82e-3 3.79e-1 2.06e-1 1.02e-1 5.36e-2
n6 6 8 11 17 6 8 11 16
n9 10 15 22 36 10 14 21 35
Tetrahedral grids
εc2 1.03e-3 1.74e-4 3.45e-5 7.08e-6 1.02e-3 1.74e-4 3.48e-5 7.10e-6
εcmax 1.21e-2 1.50e-3 3.92e-4 9.44e-5 1.23e-2 1.50e-3 4.00e-4 1.02e-4
εu2 2.49e-2 8.98e-3 4.19e-3 1.99e-3 2.31e-2 8.56e-3 4.09e-3 1.96e-3
εumax 2.02e-1 1.49e-1 6.59e-2 4.21e-2 2.03e-1 1.01e-1 4.62e-2 2.53e-2
n6 54 88 147 231 56 89 154 239
n9 91 164 313 571 94 166 323 579
Table 2: Errors and iteration numbers in Example 2.
Current scheme
h 1/8 1/16 1/32 1/64 1/128
εc2 2.38e-2 2.08e-2 1.44e-2 6.62e-3 2.21e-3
εcmax 1.21e-1 9.32e-2 6.06e-2 2.85e-2 9.21e-3
εu2 3.67e-1 2.55e-1 1.52e-1 7.56e-2 2.95e-2
εumax 2.52 1.92 9.04e-1 5.58e-1 3.21e-1
n6 59 118 203 381 635
n9 91 186 331 670 1239
Previous scheme
εc2 2.11e-1 2.07e-2 1.44e-2 6.62e-3 2.21e-3
εcmax 7.91e-1 9.38e-2 6.06e-2 2.84e-2 9.21e-3
εu2 5.51e-1 2.41e-1 1.52e-1 7.51e-2 2.93e-2
εumax 3.90 1.42 8.37e-1 5.34e-1 3.13e-1
n6 63 118 206 384 636
n9 97 199 335 674 1241
Table 3: Errors and iteration numbers on Kershaw grids in Example 2.
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D1 =
 3 1 01 3 0
0 0 1
 , D2 =
 10 3 03 1 0
0 0 1
 , D3 =
 1.2 1 01 2 0
0 0 1
 . (38)
The exact concentration is a piecewise linear function
C =
 1 + 6x+ 4y if x < 0.11.5 + 7x+ 4y if x < 0.95− 0.75y−2.3 + 5x+ 7y otherwise. (39)
The exact concentration is set at z = 0 and z = 1, the exact flux is specified at y = 0 and y = 1, while the
Robin condition is set elsewhere with gR|x=0 ≡ 0, gR|x=1 ≡ 11, and with Ψ chosen accordingly. The problem
was solved on the unit cube using tetrahedral, prismatic and hexahedral grids of various sizes. The obtained
concentration was exact in all cases.
Example 4. This example was taken from [2]. The domain is a unit cube with two holes [0, 1]3\S1\S2,
S1 = [3/11, 4/11]× [5/11, 6/11]× [0, 1], S2 = [7/11, 8/11]× [5/11, 6/11]× [0, 1]. The diffusion tensor is
D = Rz(−θ) diag(1, 10−3, 1)Rz(θ), (40)
where Rz(θ) is the matrix of rotation by angle θ = 67.5
◦ around the z axis. Concentration 0 is set in S1,
concentration 1 is set in S2, and the no-flow condition is specified at the remaining boundary.
The example was solved on a range of hexahedral grids. The minimal and maximal concentrations and
the iteration numbers are shown in Table 4. This example demonstrates that the scheme preserves positivity.
The maximum principle violation is somewhat lesser than in [2], owing to the implicit treatment of Neumann
boundary conditions.
Current scheme Previous scheme
h 1/11 1/22 1/44 1/88 1/11 1/22 1/44 1/88
Cmin 1.50e-2 3.55e-3 5.66e-4 5.36e-5 1.47e-2 3.51e-3 5.61e-4 5.33e-5
Cmax 1.47 1.35 1.08 1.02 1.56 1.38 1.08 1.02
n6 119 360 816 1063 129 346 813 1063
n9 230 788 1998 3136 240 777 2001 3138
Table 4: Concentration span and iteration numbers in Example 4.
Example 5. Example 4 was modified to demonstrate that positivity is preserved in the presence of disconti-
nuities. The domain is [0, 1]3\S1\S2, S1 = [0.2, 0.4]× [0.4, 0.6]× [0, 1], S2 = [0.6, 0.8]× [0.4, 0.6]× [0, 1]. The
diffusion tensor is given by (40), where θ = 22.5 ◦ if (x < 0.5∧ y < 0.5)∨ (x > 0.5∧ y > 0.5) and θ = 67.5 ◦
otherwise. The boundary conditions are the same as in the previous example.
The example was solved on a range of hexahedral grids. The minimum and maximum concentration
values, as well as the iteration numbers, are given in Table 5. Positivity is preserved but, unlike the previous
example, it is not evident that the maximum principle violation reduces as the grid is refined.
Current scheme Previous scheme
h 1/10 1/20 1/40 1/80 1/10 1/20 1/40 1/80
Cmin 2.57e-3 1.06e-3 1.18e-4 7.47e-6 1.20e-3 1.05e-3 1.15e-4 7.23e-6
Cmax 1.17 1.53 1.72 1.33 1.06 1.49 1.731 1.34
n6 76 188 461 861 103 213 484 877
n9 140 389 1090 2457 185 432 1133 2475
Table 5: Concentration span and iteration numbers in Example 5.
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Example 6. We modified Example 1 to test the behavior of the new scheme in the transient case. The
exact solution is
C = et
{
1− 2y2 + 4xy + 2y + 6x if x < 0.5,
3.5− 2y2 + 2xy + x+ 3y otherwise. (41)
The initial solution at t = 0 and the source term are chosen accordingly. The boundary conditions and the
diffusion tensor are as in Example 1.
The problem was solved on the same series of tetrahedral grids as in Example 1 using one, two, and three
iterations per time step ∆t = 1.6h2. Such a time step was chosen because it generates an error of the same
order of magnitude as the spatial discretization error. For comparison, on the coarser grids the problem was
also solved using ∆t = 10−5 and as many iterations as necessary to reach ε = 10−9. The errors at t = 2
given in Table 6 show that a single iteration is sufficient to maintain second order accuracy, although the
maximal flux error is significantly reduced if two or three iterations are performed.
h 1/10 1/20 1/40 1/80 1/10 1/20 1/40 1/80
∆t = 1.6h2, 1 iteration ∆t = 1.6h2, 2 iterations
εc2 2.88e-3 6.48e-4 1.36e-4 3.23e-5 2.34e-3 4.77e-4 8.87e-5 2.20e-5
εcmax 2.88e-2 7.70e-3 1.93e-3 5.73e-4 2.19e-3 6.39e-3 1.71e-3 5.39e-4
εu2 7.71e-3 2.98e-3 1.32e-3 6.02e-4 5.59e-3 2.42e-3 1.17e-3 5.64e-4
εumax 7.46e-2 6.19e-2 3.23e-2 1.93e-02 5.27e-2 3.05e-2 9.84e-3 8.44e-3
∆t = 1.6h2, 3 iterations ∆t = 10−5, ε = 10−9
εc2 2.41e-3 5.34e-4 1.07e-4 2.60e-5 1.65e-3 3.85e-4
εcmax 2.09e-2 6.29e-3 1.71e-3 5.40e-4 1.72e-2 5.47e-3
εu2 5.23e-3 2.37e-3 1.15e-3 5.61e-4 5.12e-3 2.36e-3
εumax 3.72e-2 1.44e-2 8.24e-3 5.60e-3 3.60e-2 1.45e-2
Table 6: Concentration errors in Example 6.
6. Discussion and conclusion
We have demonstrated that there is little difference in accuracy and convergence rate between the current
scheme and [7]. They both preserve solution positivity. Since the current scheme is much simpler, it should
be used instead of [7].
To construct conical combinations (16), a more sophisticated search strategy could be devised, such as
the one presented in [7]. However, the need to do so is lesser than in the case of convex combinations
because the computational effort is smaller. There are two reasons for this. The first reason is that we have
not encountered a case where the cells and boundary conditions used to construct system (15) were more
than three cells away. For comparison, up to 11 candidate set extension rounds were necessary to represent
Kershaw grid node values as convex combinations in [7]. Second, three vectors suffice to construct a conical
combination, while in general four points are necessary for a convex combination — so the systems are
smaller and fewer in the case of conical combinations, even for the same number of extensions.
In practice, we have never come across a situation in which the proposed algorithm did not yield a conical
combination. However, this may happen in the case presented in [7], where the diffusion tensor varies in a
sharp domain corner. In such a case we suggest modifying the mesh. Situations where a discontinuity meets
the boundary, which required the introduction of auxiliary variables in the earlier versions of the scheme,
do not present a difficulty in the current version.
Maximum principle violations are due to the way the one-side fluxes are combined in §3 and can be
severe, as shown in Example 5. Nevertheless, this is not related to the technique of using piecewise linear
transformation in linear flux reconstruction. The same technique can be used in combination with a variety
of other finite volume schemes, such as [15, 16].
It was demonstrated that in the transient case a single iteration per time step is enough to maintain the
second order spatial accuracy with Euler implicit scheme, provided that sufficiently small time steps and
the proposed initial guesses are used.
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