Abstract. Kernels of integral transforms of the form k(xy) are called Fourier kernels. Hardy and Titchmarsh [6] and Watson [15] studied selfreciprocal transforms with Fourier kernels on the positive half-real line R + and obtained nice characterizing conditions and other properties. Nevertheless, the Fourier transform has an inherent complex, unitary structure and by treating it on the whole real line more interesting properties can be explored. In this paper, we characterize all unitary integral transforms on L 2 (R) with Fourier kernels. Characterizing conditions are obtained through a natural splitting of the kernel on R + and R − , and the conversion to convolution integrals. A collection of concrete examples are obtained, which also include "discrete" transforms (that are not integral transforms). Furthermore, we explore algebraic structures for operator-composing integral kernels and identify a certain Abelian group associated with one of such operations. Fractional powers can also be assigned a new interpretation and obtained. 
Introduction
The Fourier transform is one of the most powerful methods and tools in mathematics (see, e.g., [3] ). Its applications are especially prominent in signal processing and differential equations, but many other applications also make the Fourier transform and its variants universal elsewhere in almost all branches of science and engineering. Due to its utter significance, it is of interest to investigate the Fourier transform from a fundamental point of view.
In Hardy and Titchmarsh [6] and Watson [15] , those authors look at some fundamental properties of the Fourier transform and ask the following question:
[
Q] What types of integral transforms behave in a way similar to the Fourier transform?
There, by "similar-to-Fourier" they used the following criteria:
(1) the integral transform is self-reciprocal on R + = (0, ∞):
(xy)k(yz)f (z) dz dy
just like the Fourier cosine transform:
f (x) = π 2 Ê + Ê + cos(xy) cos(yz)f (z) dz dy;
(2) the kernel of the integral transform is a Fourier kernel, i.e., of the form k(xy).
A characterizing condition on such k(xy) in terms of the Mellin transform has been obtained in [6] and [15] :
is the Mellin transform of k. This is an outstanding result, among others such as concrete examples of k, summability results, etc., in [6] , [15] and [13] . They have stimulated many other papers, see [2] , [4] , [8] , [9] , [10] , [16] , for example. It is noteworthy that the original papers of Hardy and Titchmarsh and Watson have also greatly influenced (almost) all follow-up studies in the sense that the space of all [2] , [4] , [8] , [9] , [10] , [16] dwells on L 2 (R + ) rather than on L 2 (R). Important and interesting as those cited references are, we know that the Fourier transform has an inherent complex structure and is (more) naturally defined on R (rather than R + ). Why don't we revisit the same problem studied by those analysts on the entire R as a complex transform? This motivates the study in this paper, i.e., we wish to consider [Q], but use the following criteria:
(A) the integral transform is unitary; (B) the integral kernel is Fourier, i.e., of the form k(xy). (Same as (2) above.)
Items (A) and (B) above are motivated by the well known Fourier-transform propertiesf
so that we have FF = id, where id denotes the identity operator, and the kernel is k(xy) = e −ixy / √ 2π. Thus, the Fourier transform itself is unitary, with a kernel k(xy), satisfying both (A) and (B) above. In other words, the
To answer the posed question [Q], we adopt a basic approach different from the earlier references by using the Fourier transform itself instead of the Mellin transform, as we feel that this seems to be a more natural thing to do here. A key technique converts a Fourier kernel into a convolution kernel of the form k(x − y); cf. (8)- (11) . The integral transform is split into a sum of two with convolution kernels. Since much is well understood for convolution integrals, we are able to find characterizing conditions, given in Theorem 2.3, for such kernels. Comparison with the Mellin transform result is also made in Theorem 2.4. This is done in Section 2 of the paper.
In Section 3, a set of concrete examples are given and tabulated from the characterizing conditions.
In Section 4, we explore the algebraic structures of the associated operators and kernels. An Abelian group is identified.
In Section 5, we further introduce the notion of "Fourier-like" kernels, offering an even closer resemblance to the Fourier transform kernel.
In Section 6, we investigate the possibility of taking "fractional powers" and assign a new meaning in order for an analogue to be possible.
Concluding remarks are given in Section 7.
Fourier-type transforms, splitting and conversion to convolution
We begin by considering a function (or a distribution in a certain class) k and associate to it an operator K by
Its complex-conjugate operator is then
The main task of this section is to characterize all k such that KK = id. Such an operator K satisfying KK = id is known to be a unitary operator on the Hilbert space L 2 (R). Let K be the collection of all such k. It is clear that the kernel function τ (x) := e −ix / √ 2π of the Fourier transform belongs to K. We initially consider K a linear operator on S(R − ) ⊕ S(R + ), where S(R ± ) is the Schwartz class of C ∞ functions that decrease rapidly at 0 and ±∞; see [5] , for example. Let
Definition 2.1. Let f be any function or distribution on R. We define f + and f − by
Thus K can be extended to L 2 (R). For the amenability of the problem to subsequent analysis, at this point we perform a natural splitting of the kernel k:
where p(x) = k + (x) and q(x) = k − (x). From the functions p and q we define operators P and Q by
Then the induced operator splitting for K is
Thus
where
Note that each of the four operators P, Q, L, S maps
hold. Similarly, (6) holds for f ∈ L 2 (R − ). It follows that (6) holds for f ∈ L 2 (R) and therefore P P + QQ = id, and P Q + QP = 0.
Consider an operator T defined by T f(
, and it maps a kernel defined on R + to a kernel defined on R.
It follows that
Hence,
Combining these two equations, we obtain
Combining the above equality and a similar equality forQQ, we obtain
It is clear that all reasoning and steps are reversible. Thus, we obtain the following.
Theorem 2.3. (Characterizing conditions)
Let k be a kernel, and let k's splitting be (3) . Define u, v in terms of p, q as in (10) and (11) . Then k ∈ K if and only if uu + vv = 1 and uv + vu = 0, (13) or, equivalently,
Corollary 2.4. For u and v given in Theorem 2.3, there are real functions α and ϕ for which
By (10) and (11), we have
is the Mellin transform. A crucial property of the Mellin transform is
Even though our treatment here does not use the Mellin transform, it is still useful to see what the characterizing conditions may look like if that transform is actually used. It also serve as a connection and comparison with the earlier works. Thus we present the following.
Theorem 2.5. (Characterizing conditions in terms of the Mellin transform) Let k(xy) be a Fourier kernel (on R) such that (A) and (B) are satisfied. This holds if and only if
where κ + and κ − are, respectively, the Mellin transforms of k + and k − of the Fourier kernel k, κ ± (s) = κ ± (s), I 2 is the 2 × 2 identity matrix, and s can be analytically continued on C.
Proof. For any C ∞ function f with compact support on R, we have f (x) = f + (x) + f − (x). Let k(xy) be a Fourier kernel satisfying (A) and (B), and let
and
Here (19) and (20) are exactly (4) in long hand by noting that k + = p and
Taking the Mellin transforms of (19) and (20) and using (17), We obtain
where γ ± , κ ± and φ ± are, respectively, the Mellin transforms of g ± , k ± and f ± . We thus have
Similarly, from the reciprocal relation
we obtain
From (21) and (22), we now conclude (18).
The equation (18) is actually a generalization of the characterizing condition K(s)K(1 − s) = 1 obtained by Hardy and Titchmarsh [6] and Watson [15] .
Corollary 2.6. Let κ + and κ − satisfy (18). Then
Note that (23) is equivalent to (14) . Remark 2.1 In comparison between Theorem 2.3, Corollary 2.4 and Theorem 2.5, we feel that Corollary 2.4 offers perhaps the simplest form of the characterizing conditions, in terms of circular complex functions. Its group structure is well understood. This fact, and other advantages, will be exploited in the subsequent sections.
Examples of discrete and integral Fouriertype transforms
In this section, we apply the results of Section 2 to calculate a number of linear transformations whose kernels k are in K. A mixture of of discrete and integral transforms are obtained, based on the special forms of u and v. 
, and
where Γ is the usual gamma function [1, Chap. 6], and
. We now work out k.
. By a substitution t → e πi/4 t (this is formal calculation; to be rigorous, one needs to consider path integrals on the complex plane), we obtain
It follows (cf. also [7, p. 116 
Remark 3.1. Note that on R + , the map
was discovered earlier by Hardy and Titchmarsh [6, p. 123 ], which could be viewed as the restriction of our Example 3.3 on R + . Nevertheless, an analogue of our Example 3.4, i.e.,
was not mentioned in [6] . Note that Examples 3.3-3.7 above furnish linear transformations that are "discrete" (in the sense that they are not really integral transforms). On the other hand, Examples 3.8-3.12 to follow furnish "hybrid-type" integral transformations in the sense that they are Fredholm integral operators of the second kind.
Example 3.11. Let h(t) be a polynomial of complex coefficients such that h is non-vanishing on R. Then the functions u(t), v(t) defined by
satisfy (14) . Putting h(t) = t + i yields
Example 3.12. Let ϕ(t) be the continuous, odd function on R such that
Then u, v satisfy (37); we will see later, in Section 5, that the corresponding function k(x) is called "Fourier-like". Now we havê
The following Table 1 gives a somewhat organized summary of the above examples.
To conclude this section, we mention that there remain a large number of interesting cases of u and v not included above, but, unfortunately, the evaluation and determination of explicit expressions of their kernels are so far intractable.
(e 2πi/n − 1) 
Operations on K and certain algebraic group structures
For a function k, let K k be the associated operator as in (2), and denote
e., the set K is closed under the operation .
Proof. Denote the splitting of k as
k(x) = p(x) + q(−x) = p k (x) + q k (−x). Then we have p k = p k p + q k q , q k = p k q + q k p .
It follows from (12) that
From these equations and (15), we obtain
It is then clear that u k , v k satisfy the characterizing conditions (13) in Theorem 2.3. Therefore k ∈ K.
From (24), (25) and (26), we obtain
We have
(Note the distinction between " * " and " ".)
By (27) and (28), we obtain
It follows that the operation * is closed, commutative and associative in K.
Since u δ 1 = 1 and v δ 1 = 0, it follows from (26) that
Thus δ 1 (δ 1 k) = k. By (26) and (30), we obtain
and hence (δ 1 k) = δ 1 (k (δ 1 )). Therefore,
Similarly, we obtain
We therefore conclude the following.
Theorem 4.3. (Group structure)
The set K with the operation * constitutes an abelian group, with unit element δ 1 . For any k ∈ K, its inverse is given by k
Let T = {e iα : α ∈ R} be the unit circle, and let G be the group of functions (e iα , e iϕ ) :
is a group homomorphism. The kernel of the homomorphism is
where N is the subgroup of T × T consisting of (1, 1) and (−1, −1). Therefore K ∼ = G/E. Thus each element of K has uncountably many square roots. Each k in Example 3.8 is a square root of δ 1 and satisfies δ 1 k = k (since u k , v k are even functions). Each k in Examples 3.9 or 3.10 is an n-th root of δ 1 and satisfies
We consider the "square root" k such that k * k = τ . As noted in the previous paragraph, there exist infinitely many such k's. But exactly four of them have analytic u and v. One of such k's has the following u and v:
We emphasize that when we say k is a square root of some , we mean k * k = . This does not imply K k K k = K . In fact, we have the following.
Proposition 4.4. For any
Proof. We first consider the case that
By (12) and (32), we have
Since the two right-side expressions cannot be equal for arbitrary f , regardless of what u k 1 k 2 (t) and u (t) are, we see that
In case u ≡ 0, we have v = 0. The statement can be proved in a similar way by considering the projection Π − onto L 2 (−∞, 0) in place of Π.
The proofs of (ii-iiv) are all similar. Here we will prove only (v).
Since k k = δ 1 for every k ∈ K, it follows that
The second part of (v) is true because u k (t) = u k (−t), u δ −1 * k (t) = v k (t).
Fourier-like kernels
In addition to belonging to K, the Fourier kernel τ : τ (x) = e −ix / √ 2π also enjoys the properties that
when k = τ . The two conditions in (35) may be further used as selective criteria of how closely an integral transform resembles the Fourier transform (in addition to the two criteria (A) and (B) cited in Section 1).
, we see that the second equation in (35) is equivalent to k k = δ −1 . By Proposition 4.5 (v), the two equations are equivalent, and they are both equivalent to 
Theorem 5.2. (i) A member k ∈ K is Fourier-like if and only if
(ii) A member ∈ K is Fourier-like if and only if = k * τ for some k ∈ K with k real. Hence there exist infinitely many Fourier-like kernels.
Proof. (i) By Proposition 4.5 (v), (36) and (37) are equivalent.
(ii) Since (K, * ) is a group, every member has the form = k * τ , where
it follows that (36) holds with k * τ in place of k if and only if k k = δ 1 , which holds if and only if k is real, by Proposition 4.5 (iv). The proof is complete. 
A new meaning of fractional powers
We now work out "fractional powers" of the Fourier transform. For τ (x) = e −ix / √ 2π, the Fourier transform operator is K τ . By Proposition 4.4, no k ∈ K satisfies K k K k = K τ . Literally speaking, fractional powers of the Fourier transform therefore do not exist, in K. We shall give a different meaning to the term of fractional powers.
For
It follows that L is a group with the operator multiplication, and k → L k is a group isomorphism from K to L. We say K is a fractional power of K k if L is a fractional power of L k . Thus K is a fractional power of K k if and only if is a fractional power of k with respect to the multiplication * . Define real functions ϕ(t) on R by −π/4 < ϕ(t) < π/4 and
Then ϕ is analytic and odd.
The function ψ(t) := (cosh πt)/πΓ(1/2 − it) is analytic and satisfies |ψ(t)| = 1 and ψ(−t) = ψ(t). Thus, there is an analytic, odd function α(t)
such that
By (24), (38) and (39), we have
Then
Thus {τ * s } is a family of fractional powers of τ . Let λ : R → K be defined by λ(s) = τ * s . Then λ or the graph H λ of λ is a one-parameter subgroup of K, with λ(1) = τ . Note that such λ is not unique. For instance, μ : (−∞, ∞) → K defined by
is also a one-parameter subgroup of K with μ(1) = τ .
Fractional powers of a Fourier-like kernel are not necessarily Fourier-like. In fact, a square root of a Fourier-like kernel can never be Fourier-like, which is equivalent to the statement that if k is Fourier-like, then k * k is not Fourier-like. This can be seen as follows. Assuming that k is Fourier-like, we have
hence k * k is not Fourier-like. (14) . To see that the corresponding k is Fourier-like, it suffices to verify that
Now, we have = v k (t).
Therefore, k is Fourier-like. Conversely, suppose that k is Fourier-like. Then
It is straightforward to verify that there are exactly four solutions for u k (0): 
where m = 1, 3, ε = ±1. 
Then U, V correspond to a Fourier-like kernel in K, and
for t ≥ 0. Since both pairs U, V and u k , v k satisfy (37), it follows that (44) actually holds for all t ∈ R. Therefore, (40) holds. The proof is complete. 
Concluding remarks
We have explored some fundamental properties of the important Fourier transform through the unitarity and Fourier kernel properties by generalizing earlier works done by Hardy and Titchmarsh [6] and Watson [15] . A collection of interesting new transformations and group structures have been discovered through our derived characterizing conditions. These serve as evidence to support our point of view of the advantages of using unitarity (rather than self-reciprocity) to characterize the Fourier transform. Obviously, there remains to be an even larger set than that in Table 1 of concrete examples to be worked out. They could offer some more insights for Fourier analysis or even new applications to computational science. We hope to continue the investigation in the future.
