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Here we develop a quantitative approach to studying behavioral diversity, which we apply to swimming of the ciliate Tetrahymena. We measure the full-lifetime behavior of hundreds of individual organisms at high temporal resolution, over several generations and in diverse nutrient conditions. To characterize population diversity and temporal variability we introduce a unique statistical framework grounded in the notion of a phenotypic space of behaviors. We show that this space is effectively low dimensional with dimensions that correlate with a two-state "roaming and dwelling" model of swimming behavior. Temporal variability over the lifetime of an individual is correlated with the fraction of time spent roaming whereas diversity between individuals is correlated with the speed of roaming. Quantifying the dynamics of behavioral variation shows that behavior over the lifetime of an individual is strongly nonstationary. Analysis of behavioral dynamics between generations reveals complex patterns of behavioral heritability that point to the importance of considering correlations beyond mothers and daughters. Our description of a low-dimensional behavioral space should enable the systematic study of the evolutionary and ecological bases of phenotypic constraints. Future experimental and theoretical studies of behavioral diversity will have to account for the possibility of nonstationary and environmentally dependent behavioral dynamics that we observe.
biological sciences | systems biology | behavioral variation in microbes P henotypic diversity is the substrate on which natural selection acts and therefore plays a defining role in evolution. Recent technological innovations have dramatically improved measurements of genetic diversity; however, our understanding of phenotypic heterogeneity lags far behind, mainly because defining and measuring phenotypes pose a significant challenge.
A quantitative study of phenotypic diversity rests on the construction of phenotypic spaces. To construct a space of phenotypes requires defining phenotypic states and a measure of similarity or distance between those states. Phenotypic spaces have been constructed for morphological phenotypes, where states are quantified as shapes and distances between shapes are measured via spatial transformations (1) . Examples of phenotypic spaces for morphologies include bird beaks and feet (2, 3) , seashells (4), plants (5) , and bat wings (3) .
Remarkably, for the small number of morphological phenotypes where phenotypic spaces have been constructed, it has been found that these spaces are frequently low dimensional. For example, within the space of all possible shapes of seashells only a small number actually arise in nature (4) . Therefore, lowdimensional phenotypic spaces capture constraints on the diversity of possible phenotypes.
Given the role of phenotypic diversity in evolution, such constraints may reflect the natural history of organisms adapting to their environment (5) such as a Pareto optimal set of solutions corresponding to phenotypic trade-offs between tasks (3). In addition, low-dimensional phenotypic spaces can simplify our understanding of the genetic or epigenetic basis of variation by guiding a systematic search for the genomic basis of variation along specific phenotypic dimensions (5) .
Despite the potential for phenotypic spaces to provide general insights into evolution and genetics, few phenotypic spaces, other than those for morphologies, have been constructed (6) . This limitation is particularly true for behavioral phenotypes where defining states and measuring variation are difficult.
Behavioral states are often defined by stereotyping, where an organism is observed for a small fraction of its lifetime and behaviors are defined manually. This approach has proved powerful for understanding the mechanistic basis of specific behaviors, for example, runs and tumbles in motile bacteria (7) or omega turns in worms (8) . However, full-lifetime measurements of swimming behavior in bacteria have shown that stereotyping often fails to capture the diversity of behaviors exhibited over the lifetime of an individual or between individuals in a population (9, 10) . Therefore, to construct a phenotypic space of behaviors requires (i) full-lifetime measurements of behavior for many individuals and (ii) a flexible definition of behavioral states and a measure of similarity between those states.
Here we measure the full-lifetime swimming behavior for hundreds of single Tetrahymena cells. We establish a flexible definition of behavioral states and explicitly construct a phenotypic space of behaviors. Our central findings are, first, that the behavioral space for this organism is effectively low dimensional and that constraints on behavioral diversity emerge within this low-dimensional behavioral space; and, second, the dynamics of behavioral variation within this space are complex, exhibiting nonstationarity over the lifetime of an individual as well as intricate patterns of behavioral heritability between individuals.
Results
Swimming Behavior of Tetrahymena. In an experiment, a single Tetrahymena cell is placed in a microfluidic chamber (11) filled with growth medium (Fig. 1A) , and its movements are recorded using a custom video microscope (Movies S1 and S2). Our measurements capture swimming behavior through two rounds of division, yielding full-lifetime trajectories for six individuals. We refer to the six individuals arising from a single progenitor as a "family". The depth of microfluidic chambers is chosen so that the motion of Tetrahymena cells is essentially 2D without impairing motility (Fig. S1 ). For Tetrahymena the Reynolds number is ∼10 −3 so viscous effects dominate inertia and all cellular motion is active. An automatic tracking algorithm retains the identity of each cell and the resulting data are 2D trajectories (Fig. 1B) . We present behavioral measurements for wild-type (WT) Tetrahymena thermophila in a variety of environmental conditions and Tetrahymena borealis in a single condition.
Defining Behaviors and a Similarity Measure. We developed a statistical description of behavior based on minimal assumptions about the structure of behavioral variability. Our method, explained in Fig. 1 , is based on distributions of speed ðjvjÞ and angular velocities (ω) rather than absolute locations because the environment is homogenous and isotropic, excluding the boundaries. We divide full-lifetime trajectories into nonoverlapping windows of length t w (2-4 min, Fig. S2 ), and within each window we measure the probability distribution of ðjvj; ωÞ pairs. The resulting histograms P N ðtÞ (Fig. 1F ) represent the behavior of individual N at time t. Constructing histograms is an approximation that allows us to quantify behavior without stereotyping while retaining information about temporal changes of jvjand ω on timescales longer than t w . We define the similarity of two behaviors as the distance between two histograms measured by the Jensen-Shannon divergence D JS ðPjQÞ (12) . The Jensen-Shannon divergence evaluates the overlap between two probability distributions (P and Q) and yields 0 for identical distributions and 1 for distributions that do not overlap.
Measuring Temporal and Population Behavioral Diversity. Using our flexible definitions of behaviors t w and distance ðD JS Þ, we characterize the diversity of swimming behaviors through time and between individuals. To study behavioral variation in time for one individual we compare all behaviors pairwise throughout the lifetime of an individual ( Fig. 2 A and B) . Pairwise comparisons between histograms result in a matrix like the one shown in Fig. 2B , which we call a changeability matrix and denote by C N ðt; t′Þ = D JS ðP N ðtÞjP N ðt′ÞÞ. The structure apparent in the changeability matrix in Fig. 2B reflects the variation in behavior over the lifetime of this individual. For example, it is clear that the swimming behaviors just before and after cell division are very different from the behavior during the rest of the lifetime. Indeed, near the beginning and end of its life Tetrahymena swims more slowly than during the rest of its lifetime (Fig. 1D, Upper) . Although changes in behavior near division events are the most obvious variation during a lifetime of each individual, a range of variations can be uncovered by analysis of the changeability matrix as we discuss below.
By measuring D JS for behaviors exhibited by different individuals we capture individuality. To simplify the presentation of individuality we divide each lifetime into a fixed number of The faster, straighter swimming in the blue segment is apparent as the narrow peak of density centered around ω ∼ 0 (rad/s) and jvj ∼ 375ðμm=sÞ. Although the slower, higher tortuosity swimming behavior in the red and green segments is evident as the density below 200μm=s with a greater range of ω. For a segment centered at time t of individual N, its histogram is denoted P N ðtÞ. We refer to each histogram as a "behavioral state". Color bars reflect the density in each histogram. Differences between behavioral states are measured by the Jensen-Shannon divergence, denoted D JS ðP N ðtÞjP N ðt'ÞÞ. For the dissimilar blue and red segments D JS = 0:44 whereas for the more similar red and green segments D JS = 0:08. Constructing P N ðtÞ histograms from nonoverlapping segments of a fulllifetime trajectory and calculating D JS between each pair of behavioral states yields a changeability ðC N ðt; t′ÞÞmatrix that describes temporal diversity over the lifetime of an individual. Note that the 3 × 3 matrix in A is contained within this matrix (gray lines). The redundant entries in the lower triangle of this matrix are opaque. In C we extend the calculation to capture behavioral diversity between two individuals. Each lifetime is divided into a fixed number of behavioral states (n = 100 in this case) by varying t w for each individual. These states are indexed by s rather than t. With this construction we compute D JS between behavioral states arising from the same individual, as in A and B, and from different individuals. The resulting individuality matrix, I N;M ðs; s′Þ for a pair of individuals, is shown in C. Note that the changeability matrix from C resides on the block diagonal of this individuality matrix, highlighted in gray. behaviors (n) by varying t w between individuals. For the data presented here n = 100 but our results are unchanged for 25 < n < 100 (Fig. S3) . We indicate this difference by indexing behaviors by s rather than t with s = t=T LT , where T LT is the lifetime. We can thus compare behaviors between individuals N and M by computing an individuality matrix: I N;M ðs; s′Þ = D JS ðP N ðsÞjP M ðs′ÞÞ. An example of an individuality matrix for two individuals is given in Fig. 2C . Note that for N = M we recapitulate the changeability matrix for individual N (Fig. 2C, gray box) . We extend this calculation to construct a large individuality matrix for 30 WT T. thermophila individuals in a rich growth medium environment [1× Rich (1xR), Fig. 2D) ]. The matrix in Fig. 2D captures all behavioral diversity present in a population of 30 individuals.
Dimensionality Reduction of Behavioral Space. The individuality matrix in Fig. 2D describes the space of possible behaviors for members of a population. Here we ask: how many dimensions are needed to adequately capture the behavioral variation in Fig. 2D ? We might expect behavioral diversity to be high dimensional, described by many parameters. However, it may be that diverse behaviors are generated in a small number of ways and that the behavioral space is low dimensional.
We ask whether behaviors lie in a low-dimensional space by using metric multidimensional scaling (MDS) (13, 14) to represent behaviors as points in a few dimensions where the Euclidean distances between those points correspond as closely as possible to behavioral distances ðD JS Þ. Metric MDS numerically finds a low-dimensional "embedding" of an individuality matrix. The success of an MDS embedding is measured by computing the error incurred by representing behaviors in a few dimensions or the "stress". Evaluating the dimensionality of an individuality matrix using MDS is accomplished by iteratively embedding the data in an increasing number of dimensions and asking how many dimensions are necessary to obtain a low-stress embedding. Although rigorously determining the intrinsic dimensionality of the data is challenging, a low-stress embedding indicates that the data can reliably be represented in a low-dimensional Euclidean space.
Applying MDS to the individuality matrix shown in Fig. 2D reveals, remarkably, that two dimensions describe the diversity captured by this matrix (Fig. 3 A and F) . We conclude the diversity of swimming behavior of WT T. thermophila in rich medium (1xR) as measured by P N ðsÞ is low dimensional. We have shown that the low-dimensional representation of behavioral diversity that we find is not a trivial consequence of our analytical method. For example, we are able to construct artificial trajectories that require many more embedding dimensions (Fig. S4) . Similarly, the low dimensionality of the observed diversity of behaviors does not seem to depend on the particular choice of the similarity metric or the MDS embedding method. (Fig. S5 and Table S1 ).
The basic features of behavior are clear from the embedding shown in Fig. 3A . First, we find two distinct behavioral regions: one corresponding to the slow swimming behavior just before and after cell divisions (upper left) and another corresponding to the rest of the cells' lifetime (large cloud, center).
Dimensionality Reduction and a Two-State Model of Behavior. In general there is no systematic way to relate the MDS dimensions to the behavior of Tetrahymena. However, we can look for correlations between the location of a behavior in a given dimension and a parameter of interest. To do this we have examined the properties of behaviors ðP N ðsÞÞ as a function of where they lie in the embedding (Fig. 3 B-E ). Fig. 3B shows an example of a near division behavior characterized by very slow swimming, whereas Fig. 3 C-E shows examples of nondivision behaviors that occur during the bulk of the lifetime. We find that behaviors characterized by ballistic swimming and rapid explorations of the chamber ("roaming") have large positive values along MDS dimension 1 (Fig. 3 D and E) . Conversely, behaviors that are characterized by slow swimming, sharp turning, and restricted (Fig. 2D) . Each point in A represents a behavioral state and the Euclidean distances between points approximate the D JS values between each state (Fig. 2D) . (F) two dimensions are sufficient to make the correspondence between Euclidean distances and D JS a good one. We conclude that behavioral diversity is low dimensional (SI Experimental Procedures). (B-D) Examples of two behavioral states and corresponding trajectories (Insets). B is characteristic of behavior near divisions and the cloud of points in the upper left of A corresponds to division behaviors. (C and D) Behavioral states at low and high values of MDS dimension 1, respectively. C is representative of localized "dwelling" behavior and D shows ballistic "roaming" behavior. MDS dimension 1 therefore corresponds to the fraction of time a given behavioral state spends roaming (SI Experimental Procedures). E shows a behavioral state at high MDS dimension 1 and MDS dimension 2 and corresponds to roaming behavior as well, but with a higher speed than in D (arrows), and thus MDS dimension 2 corresponds to the speed of roaming. G plots 100 behavioral states for two individuals with their marginal distributions above and to the right. The variance along MDS dimension 1 is larger than along MDS dimension 2 for both individuals, indicating that temporal diversity (over a lifetime) occurs primarily in MDS dimension 1. Differences between individuals occur primarily along MDS dimension 2 (compare overlap of marginal distributions). H shows an MDS embedding like the one in A except for 171 individuals, 30 WT T. thermophila (TtWT) individuals in each of five environmental conditions and 21 T. borealis (Tb) individuals in 1xR. TtWT:1xR and Tb:1xR populations are represented by contours; other TtWT populations are included but not shown for clarity. The 95% contour for all 171 individuals is shown in gray. I shows the stress as a function of the number of embedding dimensions.
exploration ("dwelling") reside at large negative values along MDS dimension 1 (Fig. 3C) . Variations between behaviors in the speed of roaming are reflected along MDS dimension 2, with faster roaming having larger values (Fig. 3E) .
Therefore, with the exception of behaviors associated with division events, MDS dimension 1 correlates with the fraction of time a behavior spends roaming, and MDS dimension 2 correlates with the roaming speed. This suggests that a two-state roaming-dwelling behavioral model applied to other organisms (15) is appropriate for T. thermophila. We classified behaviors, using a mixture model clustering procedure (16) to determine the fraction of each behavior spent roaming and the speed of roaming. With this model we are able to quantitatively demonstrate the correspondence between the two MDS dimensions in Fig. 3A and a dwelling-roaming model of behavior (Table S2 and Fig. S6 ).
Temporal Diversity and Population Diversity Are Largely in Separate Dimensions. Fig. 3G shows the 100 points associated with each of two individuals from the population in Fig. 3A . This representation of the data reveals that within each individual variation occurs primarily along MDS dimension 1 and between individuals diversity occurs primarily along MDS dimension 2. We find that this trend is consistent across the whole population of WT T. thermophila individuals in 1xR medium. Thus, the two MDS dimensions are associated with changeability and individuality, respectively, and this correlation is strong (correlation coefficient >0.7) and holds statistically for all individuals in the embedding (Table S2 ). We conclude that individuals vary over their lifetime primarily in the fraction of time spent roaming and less in the speed with which they roam, whereas variation between individuals arises mainly in the speed of roaming.
Generality of Low-Dimensional Behavioral Diversity. The lowdimensional representation of behavioral diversity in T. thermophila shown in Fig. 3A motivated us to ask whether behavioral diversity in this organism, and even its close relatives, can be captured in a small number of dimensions. Specifically, does the dimensionality of behavioral diversity increase when cells are subject to different environments? Or is the diversity we observed for WT T. thermophila in the 1xR environment representative of the behavioral repertoire for this organism? To address this we asked whether the low-dimensional representation of behavioral diversity that we found for 30 individuals in a single environment was robust to changes in the environmental conditions and how the dimensionality of behavioral diversity was altered if we included measurements of a closely related species.
We measured the full-lifetime behavior for an additional 120 single cells: 30 WT T. thermophila individuals, five families of six individuals, in each of an additional four conditions. We chose conditions that represent diverse chemical and physical perturbations. First, we doubled the nutrient levels in the rich medium (2xR). Second, for T. thermophila, particulates are important for food vacuole formation and necessary for fast growth (17), so we filtered the 1xR medium of particles larger than 0.2 μm and supplemented it with polymer beads (1xB). Third, because ciliates feed on bacteria, we grew Escherichia coli to high density in 1xR and then sterilized the medium and used this "bacterized" medium (Bac). Finally, we measured 30 individuals in a synthetic medium that supports fast growth [chemically defined medium (CDM)] (18). To assay behavioral diversity more broadly within the genus, we measured 21 T. borealis individuals in the 1xR medium. We chose T. borealis as a representative species of the Tetrahymena genus that was still readily cultured in the laboratory (T. borealis can be grown in 1xR).
From these data we constructed an individuality matrix composed of 171 full lifetimes. This matrix contains all ∼1.4 × 10 7 D JS measurements between 17,100 behavioral states. We performed dimensionality reduction by MDS on this matrix and found, remarkably, that although new regions of behavioral space are explored, the diversity exhibited by all 171 individuals is also approximately two dimensional (Fig. 3 H and I) . Further, the correlation between our low-dimensional representation of diversity and a two-state model of behavior is maintained for individuals in variable environments and T. borealis. We also find that the correspondence between MDS dimension 1 and changeability and MDS dimension 2 and individuality is maintained. We conclude that the low-dimensional behavioral space discovered here applies to diverse environmental conditions and both WT T. thermophila and T. borealis.
Dynamics in Behavioral Space. Here we explore the dynamics of behavioral variation within the behavioral space in Fig. 3 . We study behavioral dynamics within the lifetime of an individual and between individuals in a population.
Nonstationary Behavioral Dynamics. The changeability matrix defines behavioral variation over the lifetime of an individual. In Fig. 4 A-D we show changeability matrices for four WT T. thermophila individuals, two in CDM (Fig. 4 A and B) and two in 1xR (Fig. 4 C and D) . The dynamics are strongly heterogeneous and nonstationary, with qualitative changes in behavioral dynamics even for two isogenic individuals in the same chemical environment. The WT T. thermophila:CDM individual in Fig. 4A exhibits slow variation in its behavior over a period of 6 h whereas the individual in Despite the nonstationarity of behavior we can measure a timescale of behavioral variation by computing a quantity analogous to an autocorrelation function, which we term the behavioral memory:
Memory measures the timescale over which behaviors become dissimilar. Behavioral memory is plotted in Fig. 4 E and F for all WT T. thermophila:CDM individuals and WT T. thermophila:1xR individuals, respectively. As is evident in Fig. 4 E and F, the timescale of behavioral nonstationarity strongly depends on the environmental condition, and memory quantifies this difference. Indeed, we found that the memory of behavior can vary between 9% and 28% of the lifespan (Table S2 ). However, despite the dynamic heterogeneity observed between individuals, we find that the memory is consistent within individuals in a given environmental condition-that is, on average WT T. thermophila: CDM individuals exhibit longer memory than WT T. thermophila:1xR individuals ( Fig. 4 E and F). Thus, memory quantifies the difference in timescale that is apparent in Fig. 4 A-D.
Heritability. By comparing dissimilarities between individuals of known relatedness we quantify behavioral variation between generations. Each group of 30 individuals in a given environmental condition is composed of five families of six "related" individuals. All progenitors from the same condition come from the one batch culture, so their relatedness is not known, but with very high probability (>0.999), they are separated by ≳ 10 generations-we refer to them as "unrelated" individuals. We define heritability as H = hD js ðP N ðsÞjP M ðs′ÞÞi unrel − hD js ðP I ðsÞjP J ðs′ÞÞi rel , where the 〈▪〉 denotes the median behavior for unrelated (N, M) or related (I, J) individuals. Smaller distances between related individuals than between unrelated individuals indicate heritable behavior, and we observe conditions in which swimming behavior is heritable (CDM) and conditions where behavior is not heritable (Bac, "Rel" row in Fig. 4H ). Control experiments indicate that swimming in the same chamber does not cause the heritability we observe (Fig. S7 ).
Heritability is similar to behavioral memory, but it extends the idea to include changes over multiple generations; thus strong heritability indicates that behavioral similarity is slowly lost with successive generations. Conversely, in conditions where heritability is weak (Bac) behaviors can decorrelate, on average, within a single generation.
Closer examination reveals that the structure of behavioral heritability in Tetrahymena is remarkably complex. Within a family of six individuals we distinguish different types of relatedness-"mother"/"daughters" (M/D), "sisters" (S), "cousins" (C), and "aunts"/"nieces" (A/N) ( Fig. 4H ) (we use anthropomorphic terms for convenience, not to connote their meaning for sexually reproducing organisms). A surprising pattern of heritability emerges if we compare the behavior of different types of related individuals with the behavior of unrelated individuals (Fig. 4H ). For instance, in addition to CDM, mother-to-daughter heritability is noticeable in 1xR, but is absent in Bac. In Bac, sisters behave more similarly to each other than to their mothers or unrelated cells (third S row in Fig. 4H ). Variation in the structure of the rows of Fig. 4H shows that the transmission of behavior between generations depends on the environment and that heritability can be present in a population as correlations between mothers and daughters as well as cousins or sisters.
Discussion
Measuring and Quantifying Behavioral Diversity. We have measured swimming behavior for hundreds of individual Tetrahymena and defined behavior using a flexible statistical framework. The underpinnings of our method are (i) a microfluidic-based method for rapidly measuring the full-lifetime behavior of many single cells and (ii) a flexible definition of behavior that allows us to measure similarities (distances) between behaviors.
Our analytical approach allows us to quantitatively characterize the behavioral diversity captured by our measurement. Most previous methods for quantifying behavior are inappropriate for this task because they model motion as a stationary stochastic process (19, 20) . Although such models can describe behavior over short timescales or under specific conditions, they cannot capture nonstationary behavior that occurs over longer timescales and for individuals in diverse conditions. However, Gallagher et al. recently studied Caenorhabditis elegans behavior, using hidden Markov models (HMMs), and revealed behavioral variation in worms similar to that described here (21). Our method provides complementary insights while requiring significantly less parameterization. Due to the large number of parameters required for modeling complex behavioral dynamics using HMMs, we found this approach to be unsatisfactory for our data (SI Experimental Procedures).
With our approach, we have revealed two important aspects of behavioral diversity. First, the behavioral diversity in Tetrahymena can be described in a low-dimensional behavioral space. Second, within this space, behavioral dynamics are strongly heterogeneous on timescales from minutes to multiple generations.
The Dimensionality of Behavioral Diversity. Using dimensionality reduction we found that there are a few biologically relevant dimensions that govern behavioral diversity in a variety of environments and for two species of Tetrahymena. Our statistical framework has permitted us to infer behavioral constraints without a priori choosing the set of behaviors that are observable. Our results provide a striking example of constraints emerging from a statistical description of phenotypic data.
The low-dimensional phenotypic description discovered here might shed light on the origins of phenotypic diversity. Dwelling and roaming behaviors are often associated with "exploration" and "exploitation" of environmental resources, respectively. Our discovery that the speed of roaming varies between individuals but not over the lifetime of one individual might reflect a dispersal strategy in this organism. Although testing such a hypothesis directly is challenging, this aspect of behavior might reflect the natural history of Tetrahymena, a possibility that could be explored by asking whether such constraints apply to similar organisms. Indeed, our data indicate that this constraint is potentially present more broadly in the Tetrahymena genus. Further, similar behavioral states in C. elegans suggest that roaming, dwelling, and slow motility may reflect broadly applicable behavioral constraints (21). Finally, for Tetrahymena, variation in the speed of roaming between individuals might reflect variation in the number of ciliary rows, providing a link between morphological variation and behavioral adaptation.
The microbial context of our study means that the adaptive value of behavioral variation can be studied using experimental evolution. In this context, our approach is equipped to address how behaviors evolve at the individual and population levels. For example, is population-level diversity in the speed of roaming maintained under selection for faster swimming or not? Answering such questions could shed light on the role of constrained behavioral diversity in adaptation.
In addition, it will be intriguing to study the mechanistic implications of these behavioral constraints. With the characterization of phenotypic space provided here, we can now systematically explore how physical, genetic, or epigenetic variation drives behavioral diversity in different directions in behavioral space. Black lines indicate the median (across the population) and dashed lines the 0.1 and 0.9 quantiles. Data for a short time before and after divisions are discarded for this calculation. G shows a schematic individuality matrix for a family of six ("related") individuals arising from a single progenitor. Heritability (H) is defined in the main text as the difference in median individuality between related and unrelated individuals (from different families). The difference between these two quantities is shown in the row labeled "Rel" in H for the five conditions where the TtWT strain was measured. The calculation is repeated, subdividing related individuals into mother-daughter pairs (M/D), sisters (S), aunt-niece (A/N) pairs, and cousins (C). This subdivision is shown schematically in G for a family of six individuals; the phylogeny of a family is shown to the left and above the individuality matrix. Each row of the heritability matrix shown in H corresponds to one such subdivision labeled at the lower right. All measurements of heritability are significant at the 5% level, using a Wilcoxon rank sum test.
Finally, we note that by representing the phenotypic space of behaviors in a Euclidean space we have assumed that behavioral space is a metric space. However, phenotypic spaces need not be metric (22). Although we cannot explicitly test this assumption, we find that our conclusions are robust to using nonmetric MDS where only rank orders of behavioral similarities are preserved (Table S1 and Fig. S3 ). Whether the behavioral space is metric remains an interesting avenue for future work.
Behavioral Dynamics. Within the low-dimensional space of behaviors we have shown that behavioral dynamics over the lifetime of an individual and between individuals are nonstationary. Further, the structure of behavioral nonstationarity is a strong function of the environment (Fig. 4 A-F) . This result has important consequences for behavioral measurements and for understanding behavioral adaptation.
Our measurement of behavioral memory provides a first step to quantifying behavioral nonstationarity and sets a lower bound on the duration of measurements required to capture dynamics. More importantly, given the variation in behavioral dynamics we observe with changes in the environment (Fig. 4 A-D) , it is clear that an understanding of how organisms alter their behavior in time to respond to the environment requires methods for studying nonstationary dynamics.
Our measurements of heritability extend the notion of complex behavioral dynamics from individuals to populations. As a consequence of our observation that behavioral heritability is complex and strongly environmentally dependent, it is clear that considering correlations between cells of different relatedness, beyond just mothers and daughters, is important for understanding how information transmitted between generations can structure diversity in a population. Previous studies showed that generation times and gene expression levels could be passed between generations in bacterial and mammalian cell lineages (23-25). Our measurement extends these results to behavior in a microbe and demonstrates the environmental contingency of this process. Note that our definition of heritability measures behavioral similarity between individuals in contrast to the common notion of heritability in genetics that captures how much phenotypic variation is explained by genetic variation.
It will be interesting to determine whether the nonstationarity in behavioral dynamics and the complex heritability we observe are selected properties of behavior in Tetrahymena. We expect that a systematic study of behavioral variation with changing environmental parameters will shed light on the role of selection in shaping the dynamics of behavioral variation.
Taken together, our results show that behavioral space can be low dimensional and within that space behavioral dynamics are complex, especially when comparing dynamics in different environments. Our work should enable systematic experimental and theoretical studies of how behavioral diversity permits microbes to adapt their behavior over evolutionary timescales.
Experimental Procedures
Measurement and Tracking. For 48 h before an experiment Tetrahymena are grown at room temperature in the medium in which their behavior is measured. Cultures were inoculated from long-term soybean stocks. Microfluidic polydimethylsiloxane (PDMS) chambers were constructed using standard soft lithography techniques (Fig. 1A) . At the beginning of an experiment a single cell is loaded into a circular chamber that is 240 μm deep and 4.9 mm in diameter. The chamber is illuminated by a light-emitting diode and imaged at 15 frames per second through a relay lens, using a commercial webcam image sensor (Logitech). Five microscopes are operated in parallel, and in each chamber the cells are allowed to complete three rounds of division. The temperature during the experiment was held constant at 23°C ± 0.02°C. Because the volume of a cell is ∼ 10 6 times smaller than the volume of the chamber, nutrients are not depleted during the experiment. Tracking is performed after recording using a custom Matlab code, which follows closely previous work (26) (SI Experimental Procedures).
Data Analysis. All analysis was performed with Matlab. Pðjvj; ωÞ histograms were constructed using an optimal binning method (27) and D JS estimates were corrected for bias analytically (SI Experimental Procedures). Metric multidimensional scaling results for the embedding studied in Fig. 3 were robust to repeated runs of the gradient descent algorithm with random initial conditions and simulations demonstrating the nontriviality of the lowdimensional embedding (discussed in SI Experimental Procedures). The classification of behavioral states into a two-state model was accomplished by a Gaussian mixture model clustering procedure (SI Experimental Procedures).
ACKNOWLEDGMENTS. We acknowledge members of our laboratory for fruitful discussions; an anonymous reviewer for pointing out ref. 21; and Nima Arkani-Hamed, Cornelia Bargmann, David Huse, Robert MacPherson, and Meng Chao Yao for useful discussions. S.K. acknowledges funding from the Helen Hay Whitney Foundation. The growth medium 2xR is 1xR with twice the concentration of each ingredient (4% proteose peptone, 0.2% yeast extract, 0.4% glucose, and 0.006% iron) (2). The growth medium 1xB is the 1xR medium that has been filtered with a 0.2-μm sterile filter and then supplemented with 1.57-μm diameter polymethyl methacrylate beads (Bangs Laboratories; P0015700PN) at a density of 6,800 beads/mm 3 or ∼ 3:2 × 10 4 beads per chamber (3). Bacterized medium was prepared by growing Escherichia coli (DH5α) in 1xR media to an optical density of 0.6 before sterilizing via an autoclave. Chemically defined medium was taken directly from Szablewski et al. (4) .
The two strains used in this study were Tetrahymena borealis (SD01609) and Tetrahymena thermophila CU428.2 SD00178. All strains were obtained from the Cornell Tetrahymena Stock Center, http://tetrahymena.vet.cornell.edu.
Microscopy. Imaging. The imaging apparatus consists of a lightemitting diode light source (LuxDrive; 5027 white), a condenser lens (f = 35 mm), a sample stage, a focusing relay lens (NT45-762; Edmund Optics), and an imaging sensor. The image sensor is 1,600 × 1,200 pixels and was taken from a consumer webcam (Logitech Quickcam 9000) that acquires images at 15 Hz. The pixel size of this sensor is 33 μm. An image of the sample plane is focused onto the sensor, using the 1× relay lens. In the arrangement used here the magnification of the optical system is 0.78, giving a pixel size in the object plane of 4:25 ± 0:04μm determined using a US Air Force test target (Edmund Scientific). Movies were recorded using the commercially available Logitech software, compressed, and stored to a disk to be processed at a later time. Imaging uncertainty. Uncertainty in the position as a result of the imaging hardware (e.g., illumination variation, pixel noise, or optical point-spread function) was evaluated using a USAF test target. The movie was recorded for ∼1 min and the resulting 1,000 frames were processed using the same custom MATLAB (Mathworks) algorithms developed for tracking (Tracking section). The centroid positions of the objects from the resulting segmented images were recorded and their deviations across the 1,000 frames were measured to be on average 0.2 μm, with a maximum of 1 μm. There was no clear dependence on this variance with the size of the objects between 10 and 4,500 square pixels. Temperature control. Each microscope was assembled on an optical rail and mounted to an optical breadboard. Four microscopes were housed in a single light tight, thermally insulated box. The air in the box was circulated with a fan. The temperature was controlled using a custom feedback system, using a Peltier heating/ cooling element. The thermometer, located near the sample stages, is a linearized thermistor (Omega Engineering; 44204) with a custom amplifier (5). The thermometer amplifier output is digitized via a LabJack U3 USB DAQ (Labjack; U3-HV) interface with a precision of 1.2 mV (4.8 mK). This temperature is controlled with a proportional integral (PI) feedback loop implemented in MATLAB. This PI feedback stabilizes the measured temperature to the set point with SD of 4.6 mK from the set point across all experiments. The thermometer is calibrated to ±50 mK absolute accuracy. All of the experiments presented here were carried out at 23°C. Chamber fabrication. Microfluidic chambers like the one shown in Fig.  1A of the main text were constructed from polydimethylsiloxane (PDMS), using conventional soft lithography techniques (6). SU8-2075 (Microchem) negative photoresist was spin-cast onto a 4-inch diameter silicon wafer. Four milliliters of photoresist was dispensed onto the center of the wafer and the wafer was spun at 500 rpm for 10 s and then at 1,000 rpm for 30 s to a thickness of 240 μm (Laurell, WS-600-6NPP spin coater). The soft bake was 7 min at 65°C followed by 45 min at 95°C. The wafer was then masked with a printed transparency mask (Pageworks) and exposed to 575 mJ of radiation over 18 s and baked postexposure for 5 min at 65°C and 15 min at 95°C. The resulting mold was developed for 15 min in SU-8 developer. This mold was exposed to tridecafluoro-1,1,2,2 tetrahydrooctyl trichlorosilane for 1 h in mild vacuum to prevent sticking of PDMS. Sylguard 184 Silicone Elastomer (Dow Corning) was mixed with Sylguard 184 curing agent at a ratio of 8:1 and poured onto the silicone mold. This was cured for 25 min at 80°C and then allowed to cool. The PDMS chamber was trimmed using a razor blade and holes were punched using a syringe needle. The chamber was then oxygen plasma treated (Harrick plasma cleaner) and sealed to a glass coverslip before being cured for an additional 1 h at 80°C. The chambers used here were 4.9 mm in diameter and 240 μm deep for a total volume of 4.5 μL.
The single-layer chamber design used in this work is shown in Fig. 1A . The central ring in the chamber is masked during plasm bonding and is therefore not adhered to the coverslip. As a result, when pressure is applied to the input, the chamber distends upward, allowing medium and organism to flow beneath. When a single cell is observed in the chamber, the pressure is released, and the ring of PDMS settles on the coverslip and traps the cell in the chamber. Movie recording is then initiated. Nutrient exhaustion. The volume of a single T. thermophila is approximately 1 millionth the volume of media in the chamber. We have estimated the rate of nutrient uptake based on the work of Andersen et al. (2) to be about 10 −12 g=min. Over the course of the experiment, we therefore estimate on the order of 10 −9 g to be consumed. The chamber starts with 10 −4 g of material; this indicates that only 0.001% of the nutrients are used over the course of the experiment.
Tracking. Image segmentation. To segment swimming cells from stationary background we used a dynamically constructed background image. Each image is captured and imported into MATLAB, using the VideoIO toolbox (Gerald Daley, http://sourceforge. net /projects/videoio/) as a matrix I ij ðtÞ with 1 ≤ i ≤ 1;200 and 1 ≤ j ≤ 1;600, where I ij ðtÞ represents the value of the intensity of the pixel at location ði; jÞ at time t. A dynamic background image (B) is computed with B ij = maxðI ij ðtÞ; I ij ðt + τÞÞ, where τ is set empirically to be 200 s. Thus, objects that do not move for 200 s will not be detected. We find that Tetrahymena generally does not remain stationary for longer than this period. The background subtracted image is segmented for moving objects, using a global threshold that was empirically determined to be 0.2 of the maximum pixel value in an image. In this manner, artifacts due to long-timescale changes in the image over the course of the experiment can be avoided, such as changes in illumination or shifts of the imaged volume.
Moving objects are filtered to retain only the expected number N 0 in the expected size range of the Tetrahymena (>25 square pixels). For each retained segmented object the centroid, area, orientation, and eccentricity are recorded using the regionprops function in the MATLAB Image Processing Toolbox. Tracking. We constructed swimming trajectories from segmented images with custom-written MATLAB code that follows closely a method developed by Jaqaman et al. (7) . Trajectories are created by matching objects in frame t with those in t + 1. This problem can be posed as a linear assignment problem. Each object x i in frame t can be linked to an object x j in frame t + 1 for a cost c link ðx i ; x j Þ. The cost function used is the sum of the Euclidian distance between objects and a weighted difference in area. Alternatively each x i can remain unlinked in frame t + 1 for a cost c lose and x j can remain unlinked to an object in frame t for a cost c find . The total cost of an assignment for all blobs between two frames is given by C = P ijÂ ij c ij , whereÂ ij is the assignment matrix withÂ ij = 1 if x i is linked to x j and 0 otherwise. We use the Jonker-Volgenant algorithm (8) to solve the linear assignment problem and find the assignment matrixÂ ij that has the minimal total cost of assignment between two frames.
Cost matrix construction: The list of N detected particles in frame t is given as X N ðtÞ = fx i ðtÞg for i = 1 : N. For tracking we seek to match these N particles to the M particles detected in frame t + 1 given by X M ðt + 1Þ. Here we define the costs for linking any two particles between frames (c link ) and for leaving particles unlinked (c lose , c find ) and provide the construction of the cost matrix. Because particles may disappear and artifacts may arise during object detection, N does not always equal M. We have used the cost matrix formulation of Jaqaman et al. (7) to account for these possibilities. The cost matrix C is constructed from the actual N × M linking matrix c ij = c link ðx i ðtÞ; x j ðt + 1ÞÞ in the following way,
which is an ðN + MÞ × ðN + MÞ matrix, where c lose is the cost of an object in frame t remaining unassigned, c find is the cost of an object in frame t +1 remaining unassigned, and I n is the n × n identity matrix. The c T ij matrix is added to satisfy the requirements of the linear assignment formulation. We empirically determined the values for finding and losing a particle in frame t as c lose = c find = 1:25 × max
where N = jX N ðtÞj and M = jX M ðt + 1Þj, and i < N and j < M ensure only linking assignments are considered.
Linking costs: The frame-to-frame linking cost function is given by c link À x i ðtÞ; x j ðt + 1Þ Á = Δr À x i ðtÞ; x j ðt + 1Þ Á + αΔA À x i ðtÞ; x j ðt + 1Þ Á ;
where Δr is the displacement of the centroids of the objects and ΔA is the difference in area and α is a scaling factor. In our case, α is set to 0.2. For the segment linking step, let S N be the set of N segments s i to be joined. The cost function to join segment s i to
where Δr ij is the displacement from the end of segment i to the beginning of segment j, Δt ij is the time of the gap in frames, τ is a scaling factor (0.5 in this case), and Δv ij is the projection of the velocity in the last frame of s i onto the velocity in the first frame of s j , normalized to Δr ij . Tracking fidelity. Correct assignments are essential to maintain the identity of individuals over the course of the experiment. In general, when the ratio of the frame-to-frame displacement and the interobject distance is ∼1 and each is small (<212 μm), there is the possibility of an erroneous assignment. Sets of contiguous frames in which this ratio is close to 1 are called "crossover events". This ratio is a function of the average speed of the objects, the frame rate of the movie, and the density of objects.
In an average experiment, there are ∼25 crossover events per object pair per "lifetime" in which the above ratio is <1.6. Across all experiments, 96.2% of the crossover events are correctly assigned by the tracking algorithm. All crossover events are inspected manually and those that are not correctly assigned are corrected by hand. The validity of the hand-scored trajectory is verified by an analysis of the movie and comparison of the resulting lifetimes of individuals, the speed of each, the angular acceleration, and, importantly, the cell size before and after the crossing. As a result, we can easily maintain identity with up to eight individuals in the chamber. From jvðtÞj and ωðtÞ we construct 2D histograms ðPðω; jvjÞÞ as discussed below. Boundary effects. The confined two-dimensional geometry of the chambers used for these experiments requires that we investigate the effects of interactions with the boundaries. First, we study the effects of a cell's proximity to the radial boundary, or the "wall", of the chamber (Fig. S1A, Inset) . Fig.  S1B indicates that beyond a distance of ∼ 40 μm from the wall of the chamber the density of segmented blobs is uniform. This naturally defines a wall interaction region given by an annulus that is 40 μm wide with its outer edge at the wall. We find that the fraction of the total lifetime that an individual spends within this region varies between 5% and 30% across conditions as shown in Fig. S1C . Fig. S1B shows that there is no lasting, measurable, effect on the speed and turning angle distributions of these wall interaction events.
However, Pðω; jvjÞ distributions [Pðjvj; ωÞ histograms section] differ significantly between cells swimming within the wall interaction region and those swimming the bulk of the chamber. The effect of these differences on the quantities calculated here is shown in Fig. S2 B and C. Next, we study the effect of interactions between the "ceiling" and the "floor" of the chamber. These surfaces are perpendicular to the optical axis of the microscope and composed of PDMS and glass, respectively. Fluid dynamic studies of Tetrahymena in confined spaces have been previously conducted by H. Winet (9) . These results indicate that the velocity of a swimming cell should not be altered by confinement to a liquid layer of thickness four times the radius of the cell or ∼80 μm [ figure 6 and table 4 in Winet (9)]. We have confirmed this prediction by making measurements of swimming T. thermophila in chambers of various depths. Three sets of experiments (18 individuals per experiment) were done at three chambers depths, 45 μm, 85 μm, and 240 μm. We see an effect in peak swimming speed, which is the same for 85-and 230-μm geometries, but decreased for 45-μm geometry (Fig. S1E) . We conclude that for the swimming we observe in the 240-μm-deep chambers, where our data were taken, the cells' swimming behavior is not significantly perturbed by their interactions with the floor or the ceiling of the chamber. Pðjvj; ωÞ histograms. The construction of Pðjvj; ωÞ histograms is done in one of two ways. To measure changeability and memory, where absolute time is considered, a trajectory is divided into nonoverlapping windows of fixed width (t w ). We denote these histograms P N ðtÞ, where N is the index of the individual and t the time since the beginning of the lifetime in minutes (Fig. 1D and  Fig. 2B) . We set the nonoverlapping window size to 2,000 frames to maximize the temporal resolution while keeping finite sampling effects to a minimum. With this window size the bias and variance in our estimates of the Jensen-Shannon divergence are small (∼0.01, Bias and Variance sections) and the timescale of 2.2 min is short compared with the lifetime of an individual of 2-6 h, but fast compared with the behavioral dynamics we observe ( Fig. 2 A-C, main text) .
For measurements of individuality (and therefore plasticity and heritability) we divide trajectories into a constant number of bins (100 in all data presented in the main text). In these calculations t w varies from one individual to the next, and a distribution of t w values by condition for wild-type (WT) T. thermophila individuals is shown in Fig. S2A . For these histograms time is normalized to 1 and indexed by s ðP N ðsÞÞ. This was done because the computation of individuality matrices is costly, scaling as Oðn 2 Þ, where n is the number of segments, and this becomes prohibitive for n > 2 × 10 4 . Multidimensional scaling (MDS) embeddings are computationally expensive as well, scaling as Oðn 2 d e Þ, where d e is the dimensionality of the embedding space. Because embeddings are calculated for large individuality matrices (171 individuals), and repeatedly, to measure the sensitivity of the process to errors, it is prohibitive to do so for individuality matrices with hundreds of P N ðsÞ histograms per individual. We therefore chose 100 as the largest number of segments per individual that was computationally tractable while keeping the maximum t w used shorter than the behavioral memory.
In subdividing the trajectory into nonoverlapping windows we lose information regarding the dynamics on timescales shorter than t w minutes and assume that behavior is not dependent on the location of the individual in the PDMS chamber. Our data indicate that the latter assumption is true except at the boundaries of the chamber. To show this we examined the spatial correlation between individuals in the same chamber and compared it to the spatial correlation of individuals in two different chambers. If there were long-lasting spatial heterogeneities that resulted in some "preferred" locations within the chamber, this would be evident as a greater spatial correlation between individuals in the same chamber. We observed no such difference (Fig. S1D) , indicating no large-scale or long-lasting spatial heterogeneity. We also find that excluding the behavior from points in time where the individual is in close proximity to the wall does not alter our estimates of changeability or individuality significantly. We find that the interactions with the boundaries do not significantly alter our measurements of behavioral similarity (Fig. S2) . Jensen-Shannon divergence. As discussed in the main text, we compare Pðjvj; ωÞ distributions [P N ðtÞ and P N ðsÞ], using the Jensen-Shannon divergence, which for two distributions p and q is given by 
The bias is independent of the underlying distributions p α ðα = f1; 2gÞ and depends only on the ratio of the number of occupied states B and the number of observations N. State i is occupied if p i ≠ 0. The bias is then given by
The bias represents the average divergence one would expect to measure between independent samples drawn from identical distributions. This value is systematically biased upward from its true value due to sampling error and decreases with better sampling (larger N). In this work, B p ∼ 40 and N ≥ 1;000, giving a bias of 0.02 bit. We have confirmed this bias estimate by performing numerical simulations on uniform distributions, for which D JS can be calculated analytically. In this regime we find that the bias correction performs well even when N ∼ 3B. Combing the analytical bias correction with the optimal binning strategy further reduces the bias to <3% even for modest values of N. Therefore, we use both this analytical bias estimate and an optimal binning strategy for correcting our measurement of D JS on each pair of histograms. Variance. The uncertainty is given as the variance of Dðh 1 jh 2 Þ:
Grosse et al. (11) show that the uncertainty V ½Dðh 1 jh 2 Þ depends on the number of observations, N, and depends only on terms of Oð1=N 2 Þ and smaller. However, a quantitative estimate of the variance in D JS is important for measuring the significance of the stress in our MDS embeddings (Multidimensional scaling analysis section). We have accomplished this by bootstrapping. To do this we randomly chose 5,000 pairs of histograms from the large individuality matrix used to construct the MDS embeddings in Fig. 3 in the main text (171 individuals, 100 histograms per individual). For each of these pairs of histograms we compute 500 bootstrapped histograms D JS between each pair. We find σ Removing divisions. For all organisms observed, immediately before division and for a short time after division, swimming ceases or nearly ceases (Fig. 1D) . The duration of this period varied from individual to individual and from condition to condition. These periods were included for all analysis except for the analysis of behavioral memory (Fig. 4 E and F) , for which they were removed in the following way. The speed as a function of time was filtered with a median sliding window of 3.3 s. A threshold was then applied at 0.6 of the maximum median filtered speed. All frames before the first crossing and after the last crossing were discarded. Multidimensional scaling analysis. Multidimensional scaling is a dimensionality reduction technique that looks for a low-dimensional representation of data that preserves distances between points. MDS is well suited to our data because our statistical approach measures the dissimilarity between histograms and not their absolute location in a high-dimensional space. The result is a dissimilarity matrix between behaviors. We apply MDS to this matrix.
For all of the embeddings shown we consider all sublifetime representations of behavior. To do this, we divide each lifetime into n nonoverlapping windows of variable length t w depending on the lifetime of the individual, t w = T lifetime =n. The resulting individuality matrix is an M × M dissimilarity matrix with M = n × N, where N is the number of individuals. We have performed MDS embeddings for n = 25, 50, 100 and found that our qualitative conclusions are unchanged over this range of n. We perform MDS on a dissimilarity matrix Δ that is symmetric, has zeros on the main diagonal, and entries δ i;j with 0 ≤ δ i;j ≤ 1.
We use the MATLAB built-in function "mdscale.m" to implement metric MDS. In metric MDS the user specifies a number of embedding dimensions d e for the embedding (d e is less than the rank of the dissimilarity matrix). The goal of the metric MDS optimization is to find the configuration of M points in d e dimensions whose Euclidean distances correspond as closely as possible to the δ i;j . Briefly, a configuration of M points in d e dimensions we denote by X = fx 1 . . . . The configuration X is then optimized under the objective function:
This optimization is accomplished in the "mdscale" implementation by gradient descent. For metric MDS embeddings we used the "metricstress" criterion. For nonmetric MDS embeddings we used the "stress" criterion.
We note that D JS is not a metric because it does not satisfy the triangle inequality. However, metric MDS seeks an embedding of the D JS distances we calculate into a metric Euclidean space. As a result, when we apply metric MDS to D JS , we find some residual stress even when embedding in more than six dimensions ( Fig. S4A and Fig. 3) . However, ffiffiffiffiffiffiffi D JS p is a metric (12), so we also performed metric MDS on ffiffiffiffiffiffiffi D JS p for n = 25, 50, 100, where we find that the stress continuously decreases toward zero, rather than saturating with a fixed amount of residual stress. This indicates that the residual stress observed in the embedding shown in Fig. 3 results from embedding nonmetric distances ðD JS Þ in a Euclidean metric space. Number of embedding dimensions. There is no general way to determine the intrinsic dimensionality of our data, but in some cases we can estimate the number of dimensions required to accurately represent it. To do this we sought an estimate of the minimum significant change in stress obtained by increasing d e by 1 ðjΔS min jÞ. In essence, we must compute an uncertainty in the stress and then ask whether increasing the dimensionality of the embedding reduces the stress by more than this uncertainty. If it does not, than adding a dimension is not significantly (in a statistical sense) reducing the stress. In Eq. S4 δ i;j has a finite variance due to uncertainty in D JS . We propagate this uncertainty to an uncertainty in the stress:
In propagating this error we have assumed that ∂d ∂δ ≈ 0. This amounts to assuming that the embedded distances ðd i;j Þ do not vary significantly for small changes in δ i;j . For n = 25, 50 and D JS we have found numerically that this assumption is a good one, whereas for ffiffiffiffiffiffiffi D JS p this assumption breaks down-that is, the d i;j are changed significantly for small ð ∼ 0:01Þ changes in the δ i;j . In the latter case errors do not propagate in any simple way. As a result, Eq. S5 is approximately correct for embeddings performed on the D JS , but does not provide a reliable measure of uncertainty in the stress for embeddings done with ffiffiffiffiffiffiffi D JS p . To verify this assumption we performed a bootstrapped estimate of the change in stress arising from σ DJS for embeddings with n = 50, by adding independent and identically distributed (i.i.d.) Gaussian random numbers with σ = 0.007 (which corresponds to our bootstrapped estimate of the uncertainty in D JS ) to the δ i;j and recomputing the embedding on these perturbed dissimilarity matrices. We found that the analytical expression for the uncertainty in the stress expressed in Eq. S5 ðjΔSj min = 0:002Þ compares well to bootstrapped estimates jΔSj = 0:0016 ± 0:0007. Bootstrapping for n = 100 was found to be too computationally expensive so these dissimilarity matrices were not included in this analysis. Fig. S4 C and D shows the reduction in stress from sequentially adding dimensions to the embedding for n = 25, 50. For all of these embeddings we find that two to four dimensions are significant as measured by the uncertainty calculated in Eq. S5. Nontriviality of low-dimensional embeddings. We contend that the fact that our behavioral data can be represented in two to three dimensions is nontrivial. Here, we address this in two ways, simulations of synthetic trajectories and analytical limits on dimensionality reduction for random points in high dimensions. First, we used simulations of trajectories constructed from synthetic Pðjvj; ωÞ histograms (Fig. S5) . We constructed three types of mixture distributions with properties similar to those we observe in T. thermophila: One simulation generated trajectories from distributions determined by 11 free parameters (3 hjvji, 3 σ 2 jvj , 3 σ 2 ω , and two mixing proportions) (Fig. S5 A and B) , and a second simulation generated the same histograms subject to the hyperbolic constraint jvj × ω < 1. The hyperbolic constraint mimics a physical constraint by lowering the accessible angular velocities (ω) for rapidly moving cells. This constrained the histograms to have a roaming-dwelling-like structure (Fig. S5 C and  D) . Finally, we simulated trajectories from distributions determined by only 3 free parameters (hjvji, σ 2 jvj , σ 2 ω ) (Fig. S5 E and  F) . For each simulation, trajectories were generated by drawing 2,000 i.i.d. samples from a distribution with randomly chosen means and variances (log-normally distributed) and mixing fractions (uniformly distributed), and this process was repeated 10 times for each simulation. Trajectories from these simulations are shown in Fig. S5 A, C, and E. We then applied our procedure to these trajectories, constructing matrices of D JS and performing metric MDS on those matrices. Fig. S5 B, D, and F shows the stress plots for these embeddings. We find that trajectories constructed from distributions with many free parameters require much higher-dimensional embeddings to be accurately represented. We also find that constraints on the histograms reduce the number of required dimensions for embedding (Fig. S5 F and G) . This provides qualitative support for our claim that lowdimensional embeddings accurately reflect the dimensionality of Pðjvj; ωÞ distributions. It also shows that low-dimensional embedding is not a trivial consequence of our data processing scheme or a trivial property of 2D random trajectories.
Second, we consider the following question: Given a random set of 8,550 points with the same dimensionality as our data, how few dimensions would be required to embed those points in a Euclidean space? This question has been considered analytically and bounds on the number of dimensions required to embed random points are known. Here we compare our results for embeddings of ffiffiffiffiffiffiffi D JS p with these bounds. We find that the 2D representation obtained here is well below the number of dimensions required to represent random points, supporting our claim that our embeddings are nontrivial.
Formally, given a collection of M points fx i . . . x M g, where the distance between them is given by an arbitrary metric Dðx i ; x j Þ (in our case this would be the JS divergence) gives a metric space ðX; DÞ. Let us consider maps from arbitrary metric spaces ðX; DÞ into Euclidean metric spaces, that is, those for which D is the l 2 norm, l d 2 , where d indicates the dimensionality of the target metric space. Thus, we are looking for a map, such that for every x i ∈ X, there is a corresponding f ðx i Þ ∈ X′ such that Dðx i ; x j Þ = l d 2 ðf ðx i Þ; f ðx j ÞÞ. Such a map is called an embedding. Exact embeddings are not generally possible; however, approximate embeddings can often be found if we allow the distances to be distorted. The expansion of a mapping f : X → X′ is given by
and the contraction is the inverse,
The distortion of a mapping is defined as the product of these (13) . This brings us to a general result of Bourgain, that any n-point metric space ðX; dÞ can be embedded in a Euclidean metric space with distortion bounded by logðnÞ. However, this bound does not allow us to fix the dimension d of the target space. To do that, we must consider distortions given by OðnÞ for d = 2 and Oðn ð2=dÞ plog ð3=2Þ ðnÞÞ for d ≥ 3; see Matousek et al. (14) . In our global embedding, we are representing a set of 8,550 points ðn = 8;550Þ and the distortion is ∼2,000; in comparison, the distortion of a random configuration of points is given by OðnÞ ≈ 10;000 (this bound is tight), in two dimensions. Thus, this distortion incurred by embedding our data in two dimensions is fivefold lower than expected for a random set of points. For 3D embeddings, we would expect the distortion of a random collection of points to be 12,000, although we find the distortion to be ∼970. Clearly our data are not scattered randomly throughout a high-dimensional metric space. MDS results and consistency. In Fig. 3 of the main text we claim that the two MDS dimensions correspond to changeability and individuality, respectively. Fig. S6 quantifies this relationship. The correlation between the MDS dimensions and the definitions of roaming and dwelling is discussed below (Definitions of roaming and dwelling section).
To check that our dimensionality reduction results are not idiosyncratic we performed multiple robustness checks on our conclusions from Fig. 3 . We performed both metric and nonmetric MDS on D JS dissimilarity matrices. Nonmetric MDS preserves the rank order of distances without attempting to minimize the differences between δ and d. We performed metric MDS on ffiffiffiffiffiffiffi D JS p ; in these embeddings formal bounds on dimensionality reduction in metric spaces are applicable (13) (Nontriviality of low-dimensional embeddings section). For all of the considered embeddings we found the stress in two dimensions to be low (<0.22). In addition, our interpretation of the first two MDS dimensions, corresponding to changeability and individuality, respectively, was consistent for all of the embeddings we performed (Table S1 ).
The optimization in of Eq. S4 is nonconvex. Therefore, we performed repeated embeddings from random initial configurations (for n = 50). We found that the stress varied by <1% between embeddings. We observed that 0.1% of the points in the embedding changed their relative position significantly from one embedding to the next. These points corresponded to points with high average stress. Given that the embedding does not change significantly between runs we concluded that our results were not strongly variable between local minima.
Finally, to check that our conclusions were not dependent on comparing P N ðsÞ using D JS we calculated individuality matrices ðI N; M Þ, using two other metrics on distributions-the earth mover's distance (EMD) and the Kolmogorov-Smirnov (KS) test statistic on jvj distributions alone. Embedding for both of these distance metrics is shown in Fig. S6 C and D and our interpretations of the dimensions in these embeddings are unchanged (Table S1 ). Definitions of roaming and dwelling. In Fig. 3 we claim that the first two MDS dimensions correspond to a roaming and dwelling model. Here we describe how behaviors are classified into roaming and dwelling and show that these properties correlate with the MDS dimensions. For each individual we construct a fulllifetime histogram P N = hP N ðtÞi where brackets denote an average over time. Two examples of such histograms are shown in Fig. S7 A and B . We then fit a Gaussian mixture model of the formP
where g i ðμ
Þ is a bivariate normal distribution using expectation-maximization with unconstrained covariance. π i are the weights of g i such that
where N is an index over individuals. Information criteria (Bayesian or Akaike) indicate that five independent Gaussians are needed to provide a good fit to the data. We note that this fit could be improved by using a more appropriate mixture model (e.g., one that accounts for the fact that jvj is strictly positive) but that it does provide a reasonable classification of our data. Also, we found that ad hoc thresholding procedures that detected minima in P N give similar correlations between MDS dimensions and properties of the behavior.
We fit Eq. S6 to P N , using expectation-maximization for all 171 individuals that were included in the individuality matrix embedded in Fig. 3 . Fig. S7C shows a scatter plot of jvj 0 and σ ω for all N and i. The g i with high jvj, low σ ω correspond to roaming behavior as indicated in Fig. S7D . For each individual, we classify g i as roaming if jvj 0 > 100μm=s and σ ω < 7rad=s (this results in two to three Gaussians for each individual). We designate the g i with the highest jvj 0 for each individual as the roaming state mode g max . For each behavior, P N ðsÞ, we then classify actions, i.e., ðjvj; ωÞ pairs, as roaming or dwelling by clustering the data according to the Gaussian mixture model ðP N Þ. Examples of clustering results for two full-lifetime histograms are shown in Fig. S7 A and B . Using this classification, we calculate the fraction of the time each P N ðsÞ spends roaming and this quantity is correlated with MDS dimension 1 in Fig. S7 D and G. Finally, for each P N ðsÞ, if more than 50% of the actions in a given behavior are clustered to g max , we compute the mode of speed distribution in the roaming state. This amounts to finding the mode of the speed distribution for behaviors with sufficient density in the roaming state to specify this mode. The jvj corresponding to the this mode is designated the "roaming speed" and is correlated with MDS dimension 2 in Fig. 4 E and G. The correlation for all behaviors from the embedding is shown in Fig. S7 D and E for WT T. thermophila:1xR and in Fig. S7 F and G for all conditions. Table S2 gives the correlation coefficients for the data in Fig.  S7 F and G.
We find that the correlations between the first two MDS dimensions are qualitatively maintained irrespective of the type of MDS applied to the data. Hidden Markov models. As discussed in the main text, Gallagher et al. (15) pursue a hidden Markov model (HMM) strategy for describing behavioral recordings of Caenorhabditis elegans over periods of 1-4 h. By fitting many independent HMMs for different individuals in various environments and with various mutations, they find that the parameter space of HMMs is effectively low dimensional. We explored the possibility of describing behavioral variation in T. thermophila by a similar strategy. However, we found that the nonstationarity present in our behavioral measurements resulted in HMMs describing the behavioral variation poorly. In particular, by definition, the residence time distribution for each state in an HMM is exponential. We found that the HMMs inferred from our data produced state residence time distributions that differed qualitatively from the residence time distributions for T. thermophila (longer tails). There are methods for constructing HMMs with nonexponential residence time distributions; however, these models are ad hoc and require inferring a large number of parameters (16) . As a result, we pursued the analytical method presented here. Moreover, inferring HMMs for different portions of an individual's lifetime resulted in qualitatively different transition matrices-supporting our claim that behavioral dynamics are nonstationary.
Ultimately, our results provide a route to a very similar behavioral characterization to that observed by Gallagher et al. (15) ; however, we do not require explicit specification of emission probability densities or inference of the number of hidden behavioral states. As a result our method is potentially more broadly applicable. It is striking, however, that we find an effectively similar set of behavioral states. It would be interesting to determine whether this three-state characterization of C. elegans behavior is maintained when full-lifetime behavioral variation is measured. The radial average distribution of the centroid location as a function of the distance from the center of the chamber (r). The six traces are constructed from the full lifetimes of all individuals from a single experiment. Note the uniform distribution beyond ∼40 μm from the wall, naturally defining a wall interaction region. The fraction of the total lifetime that an individual spends within this region varies between 5% and 30% across conditions as shown in C. The Bac individuals spend the largest fraction of their lifetime swimming rapidly and therefore the greatest time interacting with the walls. B shows that there is no lasting, measurable, effect on the speed and turning angle distributions of these wall interaction events. Jensen-Shannon divergence estimates are shown, using speed distributions alone, for short (10-frame) segments immediately before and after a wall interaction event of varying durations (blue). The same analysis was repeated for randomly chosen sections of trajectories where no wall interaction occurred (green). We conclude that there is no "memory" in terms of the speed distributions due to wall interaction events. To compute the individuality matrices for Figs. 2 and 3 of the main text we must divide each individual's lifetime into n = 100 equal duration segments. As a result the length of these segments varies from one individual to the next. Here we show a box plot giving the distribution of window sizes, for all 30 individuals in each of five conditions. The comparatively long windows in 1xB are due to the long generation times in that condition. (B and C) Effect of wall removal on individuality and changeability. To measure the effect of wall interactions on our changeability and individuality matrices we recalculated these quantities with and without the wall interactions included (for changeability C walls and C no walls , respectively) for n = 50. We then computed the difference between these matrices. (B) For all 171 individuals used in Figs. 3 and 4 the distribution of these differences is shown. We repeated the calculation for the individuality matrices between all 171 individuals, and the results are shown in C. Because these differences are small, we conclude that our estimates of changeability and individuality are not strongly influenced by cells interacting with the walls of the chamber. . Simulations demonstrate that low-dimensional embeddings are nontrivial. We simulated trajectories for three types of synthetic P N ðjvj; ωÞ histograms: a "high-dimensional" histogram with 11 unconstrained free parameters (A and B), the same histogram with a hyperbolic constraint applied (C and D), and a "low-dimensional" histogram with only 3 free parameters (E and F). A, C, and E show real-space trajectories, and Insets show jvj and ω time series. B, D, and F show stress plots identical to those in Fig. S6 for the trajectories in A, C, and E, respectively. The red line is jΔS min j as in Fig. S6 . Note that the lowdimensional trajectory embeds in fewer dimensions. Fig. 3H . This fraction is plotted by condition for each of the five conditions where the WT T. thermophila strain was studied as well as for T. borealis. Because all points lie above the equality line, the variance due to individuality in MDS dimension 2 is larger than that in MDS dimension 1. (B) For each individual we compute a SD along each of the two MDS dimensions in the embedding shown in Fig. 3 . A histogram of the ratio ðσ MDS1 =σ MDS2 Þ of these SDs shows that for most individuals (98%) it is larger than 1, indicating that changeability occurs primarily in MDS dimension 1. C and D show MDS embeddings using other metrics to compare P N ðsÞ. (B) We computed a distance between P N ðsÞ histograms, using the earth mover's distance (EMD), and then performed an embedding. Because computing the EMD is computationally expensive, we did this for 50 behaviors per lifetime for all 171 individuals. We then performed metric MDS on this dissimilarity matrix and the embedding in two dimensions is shown in C with the corresponding stress plot (Lower). Again, we find that two dimensions capture the variation across the population well. As a second check, we computed the distance between histograms of speed only (1D histograms), using the maximum distance between the cumulative distribution functions [Kolmogorov-Smirnov (KS) test statistic]. (D) Using this metric to measure distances between behaviors, we computed a dissimilarity matrix and embedded the matrix using metric MDS. Again we found that two dimensions were sufficient to represent the diversity represented by 50 behaviors per lifetime for all 171 individuals. For both the EMD and KS measurements of histogram dissimilarity the correlations between the two MDS dimensions and our two-state model of behavior hold. Table S2 . . Because a larger fraction of variance in MDS dimension 2 is due to individuality, this dimension is consistently associated with individuality. σ MDS1 =σ MDS2 > 1 is the fraction of individuals for which the variance in MDS dimension 1 exceeds that in dimension 2. Because this fraction is always large, changeability resides largely in MDS dimension 1. The bottom two rows show results for other metrics: the earth mover's distance (EMD) and the KolmogorovSmirnov test statistic (KS) on cumulative distribution functions of jvj alone. Memory is computed as the first zero crossing of the population's median memory. The last two columns show correlations between MDS dimensions and two-state model correlations. The correlations shown correspond to the embedding in Fig. 3H . ρ 1 is the correlation coefficient between MDS dimension 1 and the fraction of time spent roaming, and ρ 2 is that between MDS dimension 2 and the roaming speed. Correlations depend quantitatively, but not qualitatively, on the type of MDS used or whether we embed ffiffiffiffiffiffiffi D JS p or D JS . Tb, T. borealis.
