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Re´sume´ – Les te´le´phones portables actuels inte´grent des capteurs de re´solutions telles qu’il est difficile d’allier surface silicium, consommation
e´lectrique (1 a` 3 mm2 pour 0,5 watt) et flexibilite´ pour les composants traitant les images qui en sont issues. Pour pouvoir re´pondre a` ces
contraintes, les inte´grateurs utilisent des composants de´die´s induisant des syste`mes peu flexibles, pour lesquels il est impossible de faire e´voluer
les traitements d’images embarque´s alors que la demande en flexibilite´ est croissant. C’est de ce contexte que ce papier pre´sente la nouvelle
architecture eISP (Embedded Image Signal Processor) qui est entie`rement programmable. Cette architecture, valide´e en technologie TSMC 65 nm
assurer la capacite´ de calcul ne´cessaire aux traitements de flux vide´o haute de´finition HD 1080p (16,8 GOPs a` 233 MHz) pour une surface silicium
de 1,5mm2 et une consommation de 250 mW. Le support des formats vide´o HD, qui forment les futurs standards en te´le´phonie mobile, place
l’architecture eISP parmi les plus performantes dans le domaine de l’embarque´ avec sa capacite´ de calcul de 67 MOPs/mW.
Abstract – Today’s smart phones, with their embedded high-resolution video sensors, require computing capacities that are too high to easily
meet stringent silicon area and power consumption requirements (some one and a half square millimeters and half a watt) especially when
programmable components are used. To develop such capacities, integrators still rely on dedicated low resolution video processing components,
whose drawback is low flexibility. With this in mind, our paper presents eISP – a new, fully programmable Embedded Image Signal Processor
architecture, now validated in TSMC 65nm technology to achieve a capacity of 16.8 GOPs at 233 MHz, for 1.5 mm2 of silicon area and a power
consumption of 250 mW. Its resulting efficiency (67 MOPs/mW), has made eISP the leading programmable architecture for signal processing,
especially for HD 1080p video processing on embedded devices such as smart phone.
1 Introduction
Les capteurs vide´o font maintenant partie de notre quotidien
et notamment dans les te´le´phones portables. Les contraintes
de consommation e´lectrique et de surfaces silicium sont dras-
tiques. Il ne´cessaire d’associer au capteur un processeur de trai-
tement du signal permettant non seulement la reconstruction
des images couleur, mais aussi d’en ame´liorer la qualite´ in-
trinse`que. Les consommations e´lectriques consenties dans le
domaine de l’embarque´ sont de l’ordre de quelques centaines
de milliwatts pour une puissance de calcul de plusieurs mil-
liards d’ope´rations par seconde. Aujourd’hui les inte´grateurs
utilisent des composants de´die´s malgre´ leur manque de flexibi-
lite´. Par ailleurs la vide´o Haute De´finition (HD), qui n’est pour
l’heure pas supporte´e par les te´le´phones portables, ne´cessite
une capacite´ de calcul telle (plusieurs dizaines de GOPS) qu’il
est impossible de l’embarquer sur des dispositifs mobiles en
utilisant les architectures programmables usuelles. Dans la me-
sure ou` les clients inte´grateurs veulent souvent utiliser leurs
propres fonctions d’ame´lioration d’image, il est crucial de rendre
flexible et programmable l’ensemble de la structure de cal-
cul en aval du capteur. Dans une premie`re partie, diffe´rentes
me´thodes usuelles de reconstruction et d’ame´lioration d’image
sont pre´sente´es, puis dans une seconde partie, une estimation
des ressources ne´cessaires a` leur exe´cution est donne´e. En-
suite, l’architecture Embedded Image Signal Processor (eISP)
est pre´sente´e. Cette architecture entie`rement programmable est
destine´e a` exe´cuter des traitements en HD 1080p – 1920 ×
1080 pixels a` 25 images par seconde – ce qui permet d’anticiper
les capacite´s a` venir des capteurs vide´o des futurs te´le´phones
portables. Cette architecture, synthe´tise´e en technologie TSMC
65 nm est caracte´rise´e en surface, consommation et puissance
de calcul.
2 Chaıˆne de reconstruction vide´o
Un ensemble de traitements sont ne´cessaires pour l’acqui-
sition et l’ame´lioration des images issues des capteurs cap-
teurs vide´o. De nombreux types de traitements et algorithmes
peuvent eˆtre utilise´s dans la chaıˆne de reconstruction de l’image.
Les images capture´es ne couvrent ge´ne´ralement pas l’ensemble
de la dynamique du capteur en raison de la difficulte´ a` e´valuer
les parame`tres d’exposition. C’est pourquoi une normalisation
d’histogramme[1] ou encore des me´thodes locales adaptatives[2]
permettent d’optimiser l’utilisation de la dynamique disponible
pour le codage des valeurs des pixels.
La re´duction du bruit est une e´tape essentielle. Le rapport signal
sur bruit des images diminue avec la re´duction de la taille des
pixels ce qui est la tendance actuelle dans le domaine des dis-
positifs mobiles de grande consommation, mais d’autres types
de bruits viennent de´grader l’image. Diffe´rentes approches per-
mettent la re´duction du bruit[3]. Le bruit spatial fixe est essen-
tiellement lie´ a` la non uniformite´ des proprie´te´s du substrat et
peut eˆtre caracte´rise´ et supprime´. Le bruit e´lectronique cause´
par l’agitation thermique des e´lectrons, prend la forme d’un
bruit blanc gaussien. Son effet peut eˆtre limite´ en appliquant un
flou gaussien, ou encore un filtre local adaptatif. Enfin, le bruit
dit (( poivre et sel )), est cause´ par des valeurs de pixels aber-
rantes par rapport a` leur voisinage. Ce type de bruit est parti-
culie`rement perceptible a` l’œil. Des filtres me´dians ou des tech-
niques permettant de supprimer les valeurs de pixels extreˆmes
au sein d’un groupe sont adapte´es pour la suppression de ce
type de bruit[1].
Les syste`mes mono-capteurs capturent une image de luminance.
Pour reconstituer l’information couleur, le capteur est recou-
vert d’un filtre alternant les couleurs primaires. Le plus connu
de ces filtres est le filtre de Bayer. La balance des blancs permet
d’ajuster le gain entre ces diffe´rentes couleurs primaires pour
assurer a` l’image finale une teinte naturelle. La litte´rature pro-
pose de nombreuses me´thodes allant du simple (( grey world ))
au retinex. Le de´mosaı¨quage permet de ge´ne´rer trois plans pour
chacune des couleurs (ou luminance/chrominances) a` partir de
l’image brute[4]. Enfin, il est possible d’ame´liorer la qualite´
visuelle des images par le rehaussement des contrastes et des
contours.
Apre`s avoir re´alise´ ces traitements, il est ge´ne´ralement ne´cessaire
d’appliquer un rehaussement des contours, en utilisant un filtre
passe-haut ou encore des filtres locaux adaptatifs. De meˆme
une ame´lioration des contrastes en vue d’un affichage de l’image
est souvent ne´cessaire et peut aller de la simple correction gamma
a` des techniques plus e´labore´es de (( tone-mapping )) [5].
3 Ressources de calcul
L’e´tude d’algorithmes repre´sentatifs des traitements de´crits
dans la section pre´ce´dente permet de de´terminer la puissance
de calcul ne´cessaire a` l’exe´cution d’une chaıˆne de reconstruc-
tion vide´o a` des re´solutions HD 720p et 1080p. Les traite-
ments se´lectionne´s pour re´aliser cette e´tude sont pre´sente´s en
table 1. C’est ainsi qu’il apparaıˆt que plus de la moitie´ des
ope´rations sont de´die´es au calcul d’adresses et au controˆle [6].
La capacite´ de calcul ne´cessaire a` l’exe´cution d’une chaıˆne de
reconstruction utilisant les algorithmes cite´s ci-dessus sur un
flux HD 1080p – 1920 × 1080 a` 25 images par seconde –
TAB. 1 – Exemple de ressources de calcul ne´cessaires a` la re-
construction d’un flux vide´o HD 1080p.
Traitement HD 720p HD 1080p Repre´sen-
19,5 Mpx/sec 51,8 MPx/sec tativite´
(GOPs) (GOPs) (%)
Suppr FPN 0,39 1,06 2%
Bal. blancs 0,71 1,90 4%
De´mosaı¨quage 3,46 9,23 21%
Me´dian 3,68 9,82 22%
Accentuation 8,49 22,63 51%
Total 16,74 44,65 100%
est de 44,6 GOPS tandis que la part de´die´e au calcul est de
moins 15 GOPs. L’essentiel des ressources est utilise´ pour le
rehaussement des contours (51%), le filtrage me´dian (22%), et
le de´mosaı¨quage de l’image brute (21%), comme le montre la
table 1. Cette e´tude permet aussi de de´terminer les ope´rateurs
ne´cessaires au de´roulement des algorithmes.
4 L’architecture eISP
Cette section de´crit l’architecture programmable eISP, qui
est en mesure de traiter des flux vide´o de diffe´rentes re´solution
et notamment HD 720p et HD 1080p. Sa programmabilite´ lui
permet de supporter un large spectre d’algorithmes et notam-
ment ceux ne´cessitant l’acce`s aux voisinages d’un pixel.
4.1 Etat de l’art
Actuellement la plupart de produits commercialise´s inte`grent
des Systems On Chip (SOCs) construit autour de processeurs
embarque´s ge´ne´ralistes couple´s a` des unite´s de calcul de´die´es.
Ces solutions manquent toutefois de flexibilite´ puisque les trai-
tements inte´gre´s sont fige´s durant toute la dure´e du vie du SOC
le plus souvent inte´gre´ au sein de diffe´rentes ge´ne´rations de
produits. La forte demande du marche´ en termes de flexibi-
lite´ au niveau des composants de traitement de vide´o en temps
re´el implique une importante activite´ des e´tablissements de re-
cherche, qu’ils soient acade´miques ou industriels. Par exemple,
l’universite´ de Standford et le Massachusetts Institute of Tech-
nology (MIT) proposent, au travers de la socie´te´ Stream Pro-
cessors Inc., une famille de processeurs[7] capable de traiter
des flux vide´o en temps re´el. Le processeur CRISP[8] pour
(( Coarse-Grained Reconfigurable Image Stream Processor )) per-
met de supporter le traitement de flux vide´o 1080p. Bien qu’il
ne s’agisse pas d’une solution entie`rement programmable, sa
flexibilite´ est ame´liore´e au regard des composants de´die´s. Il
s’ave`re toutefois ne´cessaire de lui associer une me´moire d’image,
particulie`rement couˆteuse en surface. La socie´te´ SiliconHive
licencie l’architecture HiveFlex[9] comportant 4 a` 128 proces-
seurs programmables, tandis que Xetal propose un processeur[10]
programmable massivement paralle`le inte´grant 320 unite´s de
calcul e´le´mentaires. L’architecture SIMPil[11] est conc¸ue pour
que chacun de ses 4096 processeurs travaille sur un bloc de
pixels. Ces solutions peuvent difficilement eˆtre inte´gre´es dans
des syste`mes fortement contraints en raison de leur importante
surface silicium ou consommation e´lectrique. De plus, nom-
breuses sont celles qui doivent eˆtre associe´es a` une me´moire
d’image ce qui ne´cessite plusieurs mm2 en technologie TSMC 65 nm.
4.2 Paralle´lisme
En conside´rant un flux HD 1080p devant eˆtre traite´ en temps
re´el par un processeur fonctionnant a` 233 MHz, seuls trois
cycles d’horloge processeur sont disponibles pour re´aliser les
ope´rations de traitement, ce qui est insuffisant au regard des
dizaines de cycles ne´cessaires pour la re´alisation d’une simple
convolution. Afin de maximiser le temps processeur disponible
par pixel, il est crucial d’exploiter toutes les formes de pa-
ralle´lisme. Le paralle´lisme au niveau des instructions est sup-
porte´ par l’utilisation de processeurs Very Long Instruction Word
(VLIW). Le paralle´lisme spatial l’est par l’utilisation de plu-
sieurs processeurs en paralle`le en leur associant a` chacun un
pixel diffe´rent a` traiter. Le paralle´lisme temporel est exploite´
en enchaıˆnant les diffe´rents traitements ainsi qu’en re´alisant les
ope´rations de controˆle, d’adressage et d’acce`s aux donne´es en
temps masque´.
4.3 Tuile de calcul
L’architecture eISP est compose´e de tuiles de calcul pro-
grammables telles que celle pre´sente´e en figure 1. Elles inte`grent
des processeurs VLIW deux voies spe´cifiquement conc¸us pour
limiter la surface silicium et la consommation e´lectrique. Contrai-
rement aux processeurs VLIW traditionnels, l’ensemble des
ope´rateurs est mutualise´ entre les deux voies d’ou` leur nom
(( SplitWay )). Un tel processeur, de largeur de chemin de 24 bits,
pre´sente une complexite´ de 5200 portes logiques, et peut eˆtre
associe´ a` une me´moire de travail supple´mentaire de 224 mots
de 24 bits. Avec deux instructions par cycle d’horloge proces-
seurs, sa capacite´ est de 466 MOPs a` 233 MHz. Ces proces-
seurs, fonctionnant en mode Multi Single Instruction Multiple
Data (Multi-SIMD). Cette association constitue la partie calcu-
latoire des tuiles, a` laquelle est ajoute´ un gestionnaire de voisi-
nages, dont la fonction est de transformer le flux de pixels en-
trant afin de le rendre directement accessible aux processeurs,
tant au niveau du pixel que du voisinage conside´re´. Ceci, per-
met de masquer les temps d’acce`s aux donne´es, et de suppri-
mer les calculs d’adresses au niveau du programme. Ce ges-
tionnaire de voisinage est conc¸u pour limiter la consomma-
tion et la surface silicium tout en permettant un acce`s direct
a` l’ensemble des donne´es par les processeurs. La tuile com-
porte aussi un module d’entre´es et sortie qui permet d’inte´grer
les valeurs des pixels du flux a` traiter, mais aussi de recons-
truire un flux avec les donne´es calcule´es par la tuile. Une telle
tuile peut inte´grer typiquement quatre a` seize processeurs. Leur
fre´quence de fonctionnement est de´termine´e lors de la com-
pilation du programme, ce qui permet de ge´rer au mieux la
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FIG. 1 – Exemple de tuile de calcul contenant 4 processeurs
SplitWay, ce nombre peut eˆtre adapte´ a` la surface disponible.
consommation du syste`me. Afin d’exe´cuter des traitements com-
plexes, plusieurs tuiles sont associe´es afin de former l’archi-
tecture eISP dans son ensemble. Le transfert des pixels aux
diffe´rentes tuiles est re´alise´ par un bus Time Delay Multiplexed
Access (TDMA) permettant de rendre configurable l’ordre dans
lequel les tuiles se transmettent leurs donne´es. Par ailleurs ce
bus permet de maintenir l’ensemble des tuiles synchronise´es.
5 Imple´mentation et re´sultats
Cette section pre´sente le portage d’une chaıˆne de recons-
truction d’image sur l’architecture eISP. Les algorithmes sont
d’abord pre´sente´s puis leur arrangement sur les diffe´rentes tuiles
de calcul est de´crit. Les surfaces silicium et consommations
e´lectriques sont enfin pre´sente´es.
5.1 Algorithmes
Afin de valider le fonctionnement de l’architecture, une chaıˆne
de reconstruction d’image est porte´e sur les processeurs Split-
Way de l’architecture. Cette chaıˆne comporte les ope´rations
suivantes :
– La suppression du bruit spatial fixe ne´cessite 5 cycles par
pixel et ceci sans acce`s au voisinage du pixel a` traiter.
– La normalisation d’histogramme ne´cessite 8 cycles par
pixel, la me´moire de travail locale a` chaque processeur
contenant les histogrammes partiels.
– La re´duction du bruit est re´alise´e par remplacement de
la valeur du pixel central par la moyenne de ses voisins,
si celui-ci n’en est pas proche (tole´rance de 12,5% soit
1/8). Cette ope´ration, moins couˆteuse qu’un filtre me´dian,
ne´cessite un acce`s au voisinage 5×5 du pixel et 14 cycles
pour eˆtre re´alise´e.
– La correction gamma est re´alise´e en 4 cycles graˆce a` l’uti-
lisation d’une LUT stocke´e dans une me´moire de travail
locale aux processeurs.
– La correction de la balance des blancs est re´alise´e par la
me´thode du (( monde gris )) et ne´cessite 4 cycles.
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FIG. 2 – Proposition d’arrangement des algorithmes sur les
tuiles de calcul.
– Le de´mosaı¨quage biline´aire, porte´ sur un processeur de
l’architecture eISP ne´cessite 10 cycles et l’acce`s a` un voi-
sinage 3× 3.
– Le rehaussement des contours des trois chaıˆnes de cou-
leurs issues du de´mosaı¨quage est re´alise´ par une convolu-
tion 3× 3 et couˆte 12 cycles processeurs.
5.2 Ade´quation algorithme-architecture
L’ensemble des algorithmes pre´ce´dents ne peuvent eˆtre exe´cute´s
sur la meˆme tuile de calcul. Notamment parce que des de´pendances
de donne´es rendent complexe une telle imple´mentation au ni-
veau de l’acce`s aux voisinages. C’est pourquoi l’organisation
de ces algorithmes sur diffe´rentes tuiles permet de rendre pos-
sible leur inte´gration. Il est donc pre´fe´rable d’organiser ces al-
gorithmes tel que pre´sente´ en Figure 2, soit 6 tuiles de 6 pro-
cesseurs chacune. Une telle architecture de´veloppe 16,8 GOPS
– 2,8 GOPS par tuile – a` 233 MHz. Avec une consomma-
tion de 40 mW par tuile, l’efficacite´ de cette architecture est
de 70 MOPs/mW. La surface totale est de 1,5mm2 pour une
consommation de 240 mW.
6 Conclusion
Dans un contexte embarque´ (( dur )) ou` les calculs embarque´s
au sein de dispositifs mobiles sont essentiellement constitue´s
de composants de´die´s, cet article a de´crit l’architecture de cal-
cul eISP entie`rement programmable. Non seulement, la consom-
mation e´lectrique et la surface silicium sont maıˆtrise´es (1,5mm2,
250 mW), mais la puissance de calcul disponible (16,8 GOPS
effectifs) permet de ge´rer des flux vide´o haute de´finition et aux
standards 720p ou 1080p, bientoˆt incontournables en te´le´phonie
mobile. Les re´sultats pre´sente´s s’appuient sur une synthe`se en
technologie TSMC 65 nm pour une fre´quence pouvant aller
jusqu’a` 400 MHz.
De par sa conception, il est possible d’adapter la capacite´ de
calcul de l’architecture en fonction des besoins, en augmentant
le nombre de processeurs par tuile, leurs fre´quences de fonc-
tionnement ou encore le nombre de tuiles de calcul. Une telle
architecture permet d’inte´grer les dernie`res avance´es algorith-
miques. D’autres ame´liorations sont a` l’e´tude comme l’inte´-
gration de coprocesseurs de´die´s. Le spectre des applications
couvert par l’architecture eISP peut ainsi s’e´largir a` d’autres
domaines tels que les te´le´communications.
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