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ABSTRACT
Spectral Problems of Optical Waveguides and Quantum Graphs. (August 2006)
Beng Seong Ong, B.S., University of South Alabama;
M.S., Texas A&M University
Chair of Advisory Committee: Dr. Peter Kuchment
In this dissertation, we consider some spectral problems of optical waveguide and
quantum graph theories.
We study spectral problems that arise when considerating optical waveguides in pho-
tonic band-gap (PBG) materials. Specically, we address the issue of the existence of
modes guided by linear defects in photonic crystals. Such modes can be created for fre-
quencies in the spectral gaps of the bulk material and thus are evanescent in the bulk (i.e.,
conned to the guide).
In the quantum graph part we prove the validity of the limiting absorption principle
for nite graphs with innite leads attached. In particular, this leads to the absence of a
singular continuous spectrum.
Another problem in quantum graph theory that we consider involves opening gaps
in the spectrum of a quantum graph by replacing each vertex of the original graph with a
nite graph. We show that such decorations can be used to create spectral gaps.
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1CHAPTER I
INTRODUCTION
This dissertation addresses two areas of spectral theory. One deals with the so called
photonic crystal waveguides. The other comes from quantum graph theory.
Chapter II starts with the introduction to the wonders of photonic crystals. Through-
out history, mankind has made many technological leaps as a result of deeper understand-
ing and/or modifying of material properties. Starting from the Iron Age, humans have
learned how to modify mechanical properties of existing materials by combining them to
form new materials, such as alloys, plastic and ceramics. In the last century, we learned
how to control electrical properties of materials. Transistor is one of such technological
advances that have revolutionized the world of electronics. With computers and other
electronic equipments widely available and very much depended upon, their impacts are
tremendous in our everyday life.
In the recent decades, a new frontier has emerged with a similar goal, that is to con-
trol the optical properties of materials. If we can engineer materials that prohibit or allow
the propagation of light at certain frequencies, or localize it, our technology would benet
greatly. For instance, one envisions optical integrated circuits, which potentially can op-
erate faster than our current semiconductor ones. The materials that could lead us to such
goal are the so called photonic crystals.
Sections B and C of chapter II contain an exposition and the proofs of our results
concerning existence and connement of guided waves in photonic crystal waveguides.
Namely, we prove existence and connement of guided waves through a linear defect
in a PBG material, provided some strength conditions on the defect. The results are
The journal model is Contemporary Mathematics.
2obtained both for the scalar (corresponding to acoustic or 2D photonic guides) and the full
3D Maxwell cases. See [43, 44] .
Chapter III concerns quantum graphs. In the last couple of decades, engineers have
been able to produce thin, graph-like structures (quantum wires, mesoscopic systems).
The need to study propagation of waves in such structures has lead to the birth of quantum
graph theory. Quantum graphs also arise as simplied model in many areas of science.
Besides quantum wires and mesoscopic system already mentioned, quantum graphs also
arise in modelling free-electron theory of conjugated molecules in chemistry, photonic
crystals theory, scattering theory, quantum chaos and nanotechnology.
Our current technology trend in electronics seems to gear towards faster and smaller
equipment. With the miniaturization scale going towards nano-scale, the theory of quan-
tum graphs is indispensable to our understanding and in making breakthrough in some
areas of nanotechnology.
In sections B and C of chapter III we describe and prove our results concerning spec-
tral properties of quantum graphs.
One of the results concerning quantum graphs that we establish, is validity of the lim-
iting absorption principle and thus absence of singular continuous spectrum for scattering
graphs [49] . The limiting absorption principle is useful for understanding the spectrum
of a quantum graph, which in turn gives us information about quantum dynamics on such
objects.
As in the case of photonic crystal, gaps in the spectrum are essential for quantum
graph studies as well. A standard way to create spectral gaps is to make the medium pe-
riodic. However, this neither guarantees existence of gaps (except in the one-dimensional
case), nor allows easy control over the location of the gaps. We present a novel procedures
of opening spectral gaps in regular nite quantum graphs. This procedure also allows
some control over the location of the gaps. See [45] .
3The results are presented in one paper published [44] , one more accepted for publi-
cation [49] , and two more in preparation [43, 45] .
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SPECTRAL PROPERTIES OF PHOTONIC WAVE GUIDES*
A. Introduction to PBG Waveguides
One could think of a photonic crystal as a block of a dielectric medium (e.g., GaAs) with
holes within its structure arranged in a periodic manner. These holes are lled with a
different dielectric material (e.g., air). Photonic crystals play the role of optical analogs
of semiconductors. In a semiconductor, its atoms are arranged in a periodic lattice. This
periodic structure prohibits electrons to have certain values of energies. These forbidden
energy values form the so-called gaps in the energy spectrum of a semiconductor and they
correspond to values in the spectral gaps of Schr¤odinger operator H = −∆ + V (x) with a
periodic potential V (x). Allowed energy values form the spectral bands. Thus, the energy
spectrum of a semiconductor has a band-gap structure (see Fig. 1). Existence of these
energy gaps is what makes semiconductors so useful.
Fig. 1. Spectral Band-Gap
In the case of a photonic crystal, propagation of monochromatic electromagnetic
*Part of this chapter is reprinted with permission from On guided waves in photonic
crystal waveguides by P. Kuchment and B. S. Ong, Contemp. Math. 339 (2003), 105115.
c© 2003 by AMS.
5waves (instead of electrons) through a block of dielectric material containing holes dis-
tributed periodically and lled with air (or other dielectric material) is studied. See Fig. 2.
Fig. 2. PBG Material
Photonic crystals were rst suggested in 1987, see [25, 62] . Analogously to the
semiconductor case, frequency spectrum of a photonic crystal has a band-gap structure. If
a frequency gap does indeed exist, waves with frequencies within the gap cannot exist in
the medium. Photonic crystals with gaps in their spectra need to be manufactured.
Photonic crystals offer great promises in lasers, high-speed computers and in the area
of telecommunications. Already, ber-optic cables, which guide light, have revolutionized
the telecommunications industry. Photonic crystals provide potentially better means of
guiding and localizing light than current optical materials. There exist several books and
surveys about both physics and mathematics, as well as possible applications of photonic
crystals. See for example, [24, 26, 40] .
A linear photonic band-gap (PBG) waveguide is a linear defect introduced into
6photonic crystal that destroys its periodicity. This could change the spectrum in such
a way that allows waves of certain frequencies, which were originally prohibited from
existing in the defect-less bulk, to propagate within the defect. This suggests that such
linear defects can possibly be used as efcient optical waveguides. Below is a picture of a
more general PBG waveguide (Fig. 3).
Fig. 3. A PBG Waveguide
Current ber optic cables use total internal reection to guide light. However, when
the cable is bent past a certain critical angle, total internal reection fails and signicant
amount of light escapes from the cable. A waveguide carved out of a photonic crystal
does not use the law of total internal reection. Light of frequencies prohibited in the
bulk is conned to the waveguide due to the periodic arrangement of holes surrounding
the waveguide. Hence light is still guided along bends in photonic waveguides.
In order to study propagation of electromagnetic waves in photonic crystal, we must
7turn to Maxwell equations. In cgs units (centimeter, gram, second), they are
∇ ·B = 0 ∇× E + 1
c
∂B
∂t
= 0
∇ ·D = 4piρ ∇×H− 1
c
∂D
∂t
=
4pi
c
J
where E and H are the electric and magnetic elds respectively, D and B are the dis-
placement and magnetic induction elds respectively and ρ and J are the free charges and
currents. The constant c is the speed of light.
In studying photonic crystals, we will only be concerned with a mixed dielectric
medium, a composite of regions of homogeneous dielectric materials, with no free charge
or currents. This means that ρ = 0 and J = 0. In linear media, we can use the constitutive
relation D(x) = ε(x)E(x) where ε(x) here is the scalar real dielectric constant (i.e., we
assume the material to be lossless). See [23] for an explanation of this relation. There
is also a similar relation for B and H, namely B = µ(x)H. However, for most dielectric
materials of interest, the magnetic permeability µ(x) is constant and we may set B = H.
So, we restrict ourselves to linear lossless non-magnetic materials.
Substituting all the above relations into the Maxwell equations, we obtain
∇ ·H(x, t) = 0 ∇× E + 1
c
∂H(x, t)
∂t
= 0
∇ · ε(x)E(x, t) = 0 ∇×H(x, t)− ε(x)
c
∂E(x, t)
∂t
= 0
where x ∈ R3 and t ∈ R.
We restrict ourselves to monochromatic electromagnetic waves and thus we can write
H(x, t) and E(x, t) (with some abuse of notation) as
H(x, t) = H(x)eiωt E(x, t) = E(x)eiωt (2.1)
where ω is the frequency of the monochromatic wave.
8Inserting (2.1) into Maxwell equations, the two divergence equations give conditions
∇ ·H(x) = 0, ∇ ·D(x) = 0
These equations show that there are no point sources or sinks in the displacement and
magnetic elds in the medium. If H(x) = aeik·x is a plane wave, then the zero divergence
condition above requires that a · k = 0.
The two curl equations relating E(x) to H(x) are now reduced to the following
∇× E(x) + iω
c
H(x) = 0 (2.2)
∇×H(x) + iω
c
ε(x)E(x) = 0 (2.3)
We can decouple these equations in the following way, divide the second equation above
by ε(x) and then take the curl on both sides. Use the rst equation above to eliminate
E(x). The resulting equation entirely in H(x) is
∇× 1
ε(x)
∇×H(x) =
(ω
c
)2
H(x). (2.4)
Along with the ∇ · H(x) = 0, this determines H(x). The above is an eigenvalue prob-
lem for the eigenvalue λ =
(ω
c
)2
. By studying the above spectral problem, we gain
understanding of propagation of monochromatic waves in photonic crystals.
Although there is essentially no difference mathematically in studying (2.4) or a sim-
ilar equation in terms of E(x), we have opted to go with (2.4).
9There are three questions that we would want to address about linear PBG waveg-
uides.
1. Under what conditions on the defect will new spectrum arise in the defect-less
medium’s spectral gap (assuming there is a gap)? The next two sections will show
that under some conditions about the defect, creation of new spectrum within the
gap of the defect-less medium is ensured.
2. There are no hard walls to conne waves in photonic waveguides. Will the waves
still be conned within the guides ? The waves are conned because their frequen-
cies are prohibited to exist outside the defect. So, connement in this situation
means that waves must decay exponentially away from the defect, i.e., are evanes-
cent into the bulk. The next two sections will answer afrmatively this question.
3. Lastly, if there are waves that exist and are conned within the defect, will they
propagate ? Or will the waves stuck somewhere within the defect ? This cor-
responds to proving that the operators we consider have no bound states (or L2
eigenfunctions). It has been known that operators of the above type have no singular
continuous spectrum. Thus this is equivalent to proving that the spectra of the above
operators are absolutely continuous. This problem is still unresolved, albeit absence
of bound states is expected.
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B. Existence and Connement of Guided Modes. Scalar Model
If we assume that the photonic crystal is homogeneous in one direction, say in the direction
of z-axis for example, then the eigenvalue problem (2.4) for Maxwell operator can be
simplied. In this situation, the dielectric constant ε(x, y) depends only on (x, y) ∈ R2
rather than on (x, y, z) ∈ R3. In this case every eigenfunction of (2.4) can be classied
into two distinct modes (polarizations). These modes have either the magnetic or the
electric eld perpendicular to the plane of periodicity, see [24] . The mode, where the
magnetic eld is perpendicular to the plane of periodicity, has nonzero eld components
(Ex, Ey, Hz) and is called TE (transverse-electric) mode. The other mode in which the
magnetic eld is parallel to the plane of periodicity is called TM (transverse-magnetic)
mode.
We start with TE mode and show that (2.4) can be reduced to a scalar problem. Let
H = (0, 0, H), divergence free condition for H shows that H does not depends on z. By
a direct calculation,
∇× 1
ε
∇×H = ( ∂
∂z
(−1
ε
∂H
∂x
)
,
∂
∂z
(−1
ε
∂H
∂y
)
,−∇(x,y) · 1
ε
∇(x,y)H).
Since ε and H do not depend on z, the rst two components vanish. Thus the eigenvalue
problem in the vector case (2.4) can be reduced to a scalar one, namely
−∇ · 1
ε(x, y)
∇H =
(ω
c
)2
H
where ∇ = ( ∂
∂x
,
∂
∂y
).
Before we consider the TM mode, we rst have to derive an equation similar to (2.4)
but for E. We take the curl of (2.2) and then use (2.3) to eliminate H. After dividing by ε,
11
the resulting equation entirely in E is
−1
ε
∆E =
(ω
c
)2
E (2.5)
With TM mode, we have E = (0, 0, E). The condition ∇ · εE = 0 and that ε does not
depend on z imply that E also does not depend on z. By direct calculation, we obtain
−∆E = (0, 0,−∆E).
Hence the eigenvalue problem in the vector case (2.5) boils down to a scalar case for TM
mode, namely
− 1
ε(x)
∆E =
(ω
c
)2
E.
We will consider in this section the existence and connement of guided modes for
scalar operators:
A1 := −∇ · 1
ε(x)
∇
or
A2 := − 1
ε(x)
∆
where ε(x) is a bounded positive function. The operators A1 and A2 correspond to the
case of TE and TM modes respectively.
We now describe the mathematical model studied in this section that will encompass
both cases above. This operator also arises in studying acoustic waves in the so called
phononic crystals (or acoustic band-gap structures). Let ε0(x) and ρ0(x) be bounded pos-
itive measurable functions in Rd separated from zero, i.e. 0 < c0 ≤ ε0(x), ρ0(x) ≤ c1 <
∞. It is usually assumed in the photonic crystal theory that both functions are periodic
with respect to a lattice Γ ⊂ Rd, but this is not required for the basic results we obtain in
this chapter.
One can think that the whole space Rd is lled with a dielectric or acoustic material
12
with properties described by the functions ε0 and ρ0 (the physical interpretation of these
functions depends on whether one deals with electromagnetic or acoustic case, but this
will be of no importance for our study). In the case of periodic functions this models a
photonic or phononic crystal. This is our un-perturbed (bulk) medium.
The operator A0 is the self-adjoint realization of
A0 := − 1
ρ0(x)
∇ · 1
ε0(x)
∇ (2.6)
in L2(Rd, ρ0(x) dx) dened by means of its quadratic form∫
ε−10 |∇u|2dx (2.7)
with the domain H1(Rd).
We will consider a defect strip
Sl = {x = (x1, x′) ∈ Rd |x ∈ R, x′ ∈ lΩ},
where Ω is a domain in Rd−1 (e.g., the unit ball centered at the origin) and lΩ is the domain
Ω scaled with factor l. Below is an example of Sl (Fig. 4).
Fig. 4. Sl
13
We now introduce the perturbed medium, for which
ε(x) =


ε > 0 for x ∈ Sl
ε0(x) for x /∈ Sl
, ρ(x) =


ρ > 0 for x ∈ Sl
ρ0(x) for x /∈ Sl
.
Physically, a linear homogeneous defect Sl is introduced into the original medium.
We dene the perturbed operator
A := − 1
ρ(x)
∇ · 1
ε(x)
∇ (2.8)
that corresponds to the modied medium analogously to the background operatorA0. This
operator is self-adjoint in the weighted L2-space L2(Rd, ρ(x) dx), which will from now on
be denoted L2,ρ. Operator A here can be seen to include both cases of the scalar operators
A1 and A2.
Our goal is to show that for any gap (α, β) in the spectrum σ(A0) of the unperturbed
medium and under appropriate conditions on the parameters l, ρ, and ε of the line defect,
spectrum of the perturbed medium arises in the gap.
One naturally wants to interpret this as existence of guided waves in the photonic
waveguide Sl, while this would require proving some additional properties. These are
rst of all connement of the wave to the guide (i.e., evanescence into the bulk), which
is also proven below, and non-existence of bound states (i.e., the fact that the wave is
actually propagating along the waveguide), which we have not been able to prove yet,
although there is little doubt that this is true. Some initial results in this direction have
been obtained in [12, 14, 15] .
The results in this section is contained in [44] . One should mention paper [1]
by H. Ammari and F. Santosa, where spectral properties of the TM mode in a 2D PBG
waveguides were studied in the special case of a linear defect aligned with a periodicity
axis of an otherwise periodic medium (and hence Floquet theory [34, 53] was applicable).
14
In particular, exponential connement of the guided modes (if they exist) for this particular
case was proven there. Existence of guided modes was not established. Some of the
constructions presented here are similar to the ones used in [11] for localized defects.
1. Formulation of the Results
Our main results are the following theorems.
Theorem 1. Let G = (α, β) be a non-empty nite gap in the spectrum of the background
medium operator A0 (in particular, α > 0). Assume that for some δ ∈ (0, β − α
2
) the
following inequality is satised:
l4δ2ρ2ε2 > νd−1, (2.9)
where νd−1 > 0 is the lowest eigenvalue of the bi-harmonic operator ∆2 in Ω with Dirich-
let boundary conditions.
Then any interval of length 2δ in the gapG contains at least one point of the spectrum
σ(A) of the perturbed operator.
This theorem guarantees that when (2.9) is satised, defect modes in the spectral gaps
of the background medium exist, and the corresponding spectrum forms a δ-net in the gap.
Before formulating the next theorem, we remind the reader about existence of the
so called generalized eigenfunction expansions. Generalized eigenfunction u of A is a
function that satises Au = zu for some z in a distributional sense. Generalized eigen-
functions do not have to belong to the domain of A or even to L2 space. In the case of the
operators we consider, for almost all points z ∈ R with respect to the spectral measure,
there is a complete family of generalized eigenfunctions A for operator A. Each u ∈ A is
in H1loc and has the properties
(1 + |x|)−Nu(x) ∈ L2(Rd) and (1 + |x|)−N ∇u(x) ∈ L2(Rd) (2.10)
15
for some N > 0. This is a well known fact for elliptic operators with smooth coefcients
[4] , while for operators of the type we study one can nd the corresponding results in
[27] . We will use the polynomial boundedness condition (2.10) in the following form:
‖u‖L2(K+x) + ‖∇u‖L2(K+x) ≤ CK(1 + |x|)N (2.11)
for any compact K and x ∈ Rd. We summarize (2.11) as polynomial boundedness of
order N .
Theorem 2. If u is a polynomially bounded generalized eigenfunction of A that corre-
sponds to a value z in a gap G of σ(A0), then it decays exponentially away from the defect
strip Sl.
The exact meaning of the exponential decay will be provided in the reformulation of
Theorem 2 given in Theorem 3 of the next subsection.
2. Proofs of the Results
We adopt the following notations: the norm and inner product in L2(Rd) will be denoted
by ‖ · ‖ and 〈·, ·〉 respectively, while those in the weighted space L2(Rd; ρ(x)dx) will be
denoted with the subscript ρ: ‖ · ‖ρ, 〈·, ·〉ρ. Notice that the norms ‖ · ‖, ‖ · ‖ρ, and ‖ · ‖ρ0
are equivalent.
a. Proof of Theorem 1
Let (µ − δ, µ + δ) be a sub-interval of the gap G. The idea of the proof is that under the
conditions of the theorem one is able to provide an approximate eigenfunction u(x) for
the operator A, such that ‖u‖ρ= 1 and
‖Au− µu‖2ρ< δ2. (2.12)
16
Finding such an approximate eigenfunction would imply immediately the statement of the
theorem. This is because showing σ(A) ∩ (µ − δ, µ + δ) 6= ∅ is equivalent to showing
dist(µ, σ(A)) < δ. If µ ∈ σ(A) then we are done and dist(µ, σ(A)) < δ trivially. If
µ /∈ σ(A) then Aµ := A − µI has an inverse. Due to self-adjointness of A in L2,ρ,
we have ‖ (A− µ)−1 ‖ρ≤ dist(µ, σ(A))−1. Suppose a function u has ‖ u ‖ρ= 1, then
1 ≤‖Aµu‖ρ‖A−1µ ‖ρ. It follows that (2.12) implies
1
δ
<
1
‖Aµu‖ρ ≤‖A
−1
µ ‖ρ≤
1
dist(µ, σ(A))
⇒ dist(µ, σ(A)) < δ.
For functions u supported in the defect strip, where ρ(x) = ρ, then
ρ ‖Au− µu‖2=‖Au− µu‖2ρ< δ2 ‖u‖2ρ= ρδ2 ‖u‖2
which is equivalent to
‖Au− µu‖2< δ2 ‖u‖2 .
Thus for a function u supported in the defect strip, (2.12) is equivalent to nding a function
u such that ‖u‖= 1 and
‖Au− µu‖2< δ2. (2.13)
So, let us construct such a function.
Let φ(x′) ∈ C∞0 (Ω) and ψ(x1) ∈ C∞0 (R) be functions of unit L2-norm on Ω and
R respectively. Then for l, n > 0, dene φl(x′) := l(1−d)/2φ(x′/l) and ψn(x1) :=
n−1/2ψ(x1/n) which also have unit L2-norms in the corresponding spaces. Indeed, by
change of variables y′ = x′/l and y1 = x1/n, one obtains∫
lΩ
|φl(x′)|2 dx′ =
∫
Ω
l1−d|φ(y′)|2 ld−1dy′ =
∫
Ω
|φ(y′)|2 dy′ = 1
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∫
R
|ψn(x1)|2 dx1 =
∫
R
n−1|ψ(y1)|2 n1dy1 =
∫
R
|ψ(y1)|2 dy1 = 1.
Introducing k = √µρε, we consider the function
ul,n(x) = φl(x
′)ψn(x1)eikx1 , (2.14)
which will be our candidate for an approximate eigenfunction.
Instead of estimating the left hand side of (2.13), we will estimate ‖ερ (Au− µu)‖2.
Since ε(x) and ρ(x) are positive constants inside the defect, (2.13) is equivalent to
‖ερ(Au− µu)‖2< δ2ρ2ε2. (2.15)
The left hand side can be further simplied to
‖ερ(Au− µu)‖2=‖ερ(−1
ρ
∇ · 1
ε
∇u− µu)‖2=‖−∆u− k2u‖2
Thus the needed inequality (2.15) can be also rewritten as
‖∆u+ k2u‖2< δ2ρ2ε2. (2.16)
Let us calculate directly the left hand side of (2.16) for the function u introduced above.
We start by calculating −∆u:
∆u = ∇ · ((ψ′n + ikψn)φleikx1 , ψneikx1∇x′φl)
= (ψ′′n + 2ikψ
′
n − k2ψn)φleikx1 + ψneikx1∆x′φl
= (ψ′′n + 2ikψ
′
n)φle
ikx1 − k2u+ ψneikx1∆x′φl
Understanding that all norms appearing below as the norms in L2, (2.16) expands to
‖∆u+ k2u‖2=‖(∆x′φl)ψn + φlψ′′n + 2ikφlψ′n‖2
=‖(∆x′φl)ψn + φlψ′′n‖2 +4k2 ‖φlψ′n‖2 .
(2.17)
18
We used the condition that functions φ and ψ are real valued and Pythagorean theorem for
L2-norm .
Let γ > 0. Using the inequality
(a+ b)2 ≤ (1 + γ) a2 +
(
1 +
1
γ
)
b2
and normalization of the functions, we can estimate the last expression from above to get
the following upper bound for the expression in question:
‖∆u+ k2u‖2≤ 1 + γ
ld+3
‖∆φ
(
x′
l
)
‖2L2(lΩ)
+
1 + 1
γ
n5
‖ψ′′
(x1
n
)
‖2L2(R) +
4k2
n3
‖ψ′
(x1
n
)
‖2L2(R)
(2.18)
where we used
‖(∆x′φl)ψn‖2=‖∆φl‖2L2(lΩ)‖ψn‖2L2(R)=‖∆φl‖2L2(lΩ)=
1
ld+3
‖∆φ
(
x′
l
)
‖2L2(lΩ)
‖φlψ′′n‖2=‖φl‖2L2(lΩ)‖ψ′′n‖2L2(R)=‖ψ′′n‖2L2(R)=
1
n5
‖ψ′′
(x1
n
)
‖2L2(R)
‖φlψ′n‖2=‖φl‖2L2(lΩ)‖ψ′n‖2L2(R)=‖ψ′n‖2L2(R)=
1
n3
‖ψ′
(x1
n
)
‖2L2(R) .
All of the above equalities follow directly from denition of L2-norm, separability of the
integrands and chain rule.
By changing variables to (x1/n, x′/l), this expression reduces to
1 + γ
l4
‖∆φ(x′)‖2L2(Ω) +
1 + 1
γ
n4
‖ψ′′(x1)‖2L2(R) +
4k2
n2
‖ψ′(x1)‖2L2(R) . (2.19)
Since n can be chosen arbitrarily large (without changing the defect strip), the last two
terms can be made arbitrarily small (uniformly with respect to k on any nite interval).
Hence, one needs to control only the rst term by an appropriate choice of a test function
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φ. In other words, one is interested in
νd−1 = inf ‖∆φ(x′)‖2L2(Ω),
where the infimum is taken over real functions in C∞0 (Ω) of unit L2-norm. This is then
the lowest eigenvalue of the bi-harmonic operator ∆2 with Dirichlet boundary conditions
in Ω. In particular, νd−1 > 0. Now, due to arbitrariness of γ > 0, our condition boils down
to
νd−1
l4
< δ2ρ2ε2 (2.20)
or
l4δ2ρ2ε2 > νd−1, (2.21)
which proves the statement of the theorem.
b. Proof of Theorem 2
Let G be a spectral gap of A0 and z ∈ σ(A) ∩ G. Let also u(y) be a polynomially
growing generalized eigenfunction for the operatorA that corresponds to z (in the meaning
explained in the introduction). Let x = (x1, x′) ∈ Rd and χx(y) be the characteristic
function of the cube {y | |yj − xj| ≤ 1} centered at x.
We now give a more precise formulation of Theorem 2:
Theorem 3. There exist positive constants C1 and C(z) such that
‖χxu‖ ≤ C1 (1 + |x1|)N e−C(z)dist(x, Sl), (2.22)
where N is the order of polynomial boundedness of u.
Remark 4. One might be concerned with the fact that albeit the eigenfunction decays ex-
ponentially away from the defect strip, the factor in front of the expression grows polyno-
mially along the strip. However, for a generalized eigenfunction that grows polynomially
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one cannot expect anything better. In the periodic situation, using Floquet-Bloch theory,
one can guarantee absence of this growth. Details of this claim will be provided at the end
of this section.
Proof. Dene the sesqui-linear form
Q[ϕ,w] := 〈∇ϕ, 1
ε0
∇w〉 − z〈ϕ,w〉ρ0
with the domain H1(Rd).
Let R(z) = (A0 − z)−1 and ϕ := R(z)χxu. We use here that z is not in the spectrum
of A0. Note that ϕ ∈ D(A0).
Let p = max (2dist(x, Sl), 1) and ξx(y) be a nonnegative smooth cutoff function that
depends on y1 only, is supported in (x1 − (p + 1), x1 + (p + 1)) and such that it is equal
to 1 on [x1 − p, x1 + p]. We assume further that ξx(y) ≤ 1 and |∇ξx(y)| = |ξ′x(y1)| ≤ C
for some constant C and all x, y ∈ Rd. For simplicity of notation, we drop the subscript x
in ξ = ξx. Note that ξu ∈ H1(Rd). Using w = ξu, one gets
Q[ϕ, ξu] = 〈A0ϕ, ξu〉ρ0 − 〈zϕ, ξu〉ρ0 = 〈χxu, ξu〉ρ0 =‖χxu‖2ρ0 .
This means that our goal should be to estimate Q[ϕ, ξu] from above. On the other hand,
using the equality Au = zu, one gets
Q[ϕ, ξu] = 〈∇ϕ, 1
ε0
∇(ξu)〉 − 〈ϕ, ξzu〉ρ0
= 〈∇ϕ, 1
ε0
∇(ξu)〉 − 〈ϕ, ξAu〉ρ0 + 〈ϕ,
ρ
ρ0
ξAu〉ρ0 − 〈ϕ,
ρ
ρ0
ξAu〉ρ0 (2.23)
Before proceeding further, we introduce these two functions
˜(x) =
1
ε0(x)
− 1
ε(x)
, ρ˜(x) =
1
ρ0(x)
− 1
ρ(x)
.
Notice that both these functions are supported inside the strip Sl.
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Returning to (2.23), combine the second and third terms together, we get 〈ϕ, ξρρ˜Au〉ρ0 .
Performing integration by parts on the fourth term of (2.23),
−〈ϕ, ρ
ρ0
ξAu〉ρ0 = 〈ϕ, ξ∇ ·
1
ε
∇u〉 = −〈∇(ξϕ), 1
ε
∇u〉
= −〈ξ∇ϕ, 1
ε
∇u〉 − 〈ϕ∇ξ, 1
ε
∇u〉 (2.24)
By expanding the rst term of (2.23) and add both (2.24) and 〈ϕ, ξρρ˜Au〉ρ0 to it, (2.23)
can be rewritten as
〈∇ϕ, ξ˜∇u〉+ 〈ϕ, ξρρ˜Au〉ρ0 + 〈∇ξ,
u
ε0
∇ϕ− ϕ
ε
∇u〉. (2.25)
Our last task in proving the theorem is to estimate from above the terms in (2.25).
In order to do so, we need an auxiliary statement concerning the exponential decay of the
resolvent, which is a result of [3, 9] :
Lemma 5. [3, 9] There exist a positive number mz that depends only on the distance of
the point z from the gap edges, such that for a positive constant C the following estimates
hold for the local L2(Rd)-norm of the resolvent R(z):
‖χuR(z)χv‖≤ Ce−mz |u−v|
‖χu∇R(z)χv‖≤ Ce−mz |u−v|
(2.26)
for any u, v ∈ Rd. Here the norms in the left hand side are the operator norms in L2(Rd).
We can now get the needed estimates. Let V = [x1− p− 1, x1 + p+ 1]× lΩ. This is
a compact domain that can be covered by the union of p xed size domains Vj = [aj, aj +
2] × lΩ and which contains the supports of (ξ˜) and (ξρ˜). Also note that dist(x, Vj) ≥
dist(x, Sl). Now using the lemma above and (2.11) we get
|〈∇ϕ, ξ˜∇u〉| ≤‖χV∇ϕ‖ ‖ξ˜∇u‖≤ C ‖
∑
j
χVj∇R(z)χxu‖‖
∑
j
χVj∇u‖
≤ Cp2(|x1|+ p+ 1)2Ne−mzdist(x,Sl) ≤ C(|x1|+ 1)2Ne−(mz−η)dist(x,Sl)
(2.27)
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We used here that p = max(2dist(x,Sl), 1). We also denoted by C different constants.
Analogously,
|〈ϕ, ξρρ˜Au〉ρ0| ≤ C|z|
∑
j
‖χVjϕ‖ ‖ξρ˜u‖≤ C(1 + |x1|)2Ne−(mz−η)dist(x,Sl) (2.28)
Let us move now to estimating the last term in (2.25). Denote by a > 0 a number
such that shifts of lΩ by vectors aj with j ∈ Zd−1 cover the whole space Rd−1. We denote
Wj := ([x1 − p− 1, x1 − p] ∪ [x1 + p, x1 + p+ 1])× (lΩ + aj) .
Then Wj = W0 + (0, aj). Notice that W = ∪jWj covers supp∇ξ and dist(x,Wj) ≥
C1(p+ |j|)− C2.
We are now ready to estimate the last term of (2.25) from above. We proceed as
before, using the lemma, the polynomial growth of u, and uniform boundedness of ∇ξ.
|〈∇ξ, u
ε0
∇ϕ〉| ≤ C∑
j
‖χWju‖‖χWj∇R(z)χxu‖
≤ C∑
j
(|x1|+ p+ |j|+ 1)2Ne−mzdist(x,Wj)
≤ C(|x1|+ p+ 1)2Ne−m1zdist(x,Sl)
∑
j
(1 + |j|)2Ne−m2z |j|
≤ C(|x1|+ 1)2Ne−(m1z−η)dist(x,Sl)
(2.29)
where m1z and m2z are positive constants.
The expression |〈∇ξ, ϕ
ε
∇u〉| is estimated analogously. Combining the above esti-
mates, we get
‖χxu‖2≤ C ‖χxu‖2ρ0= Q[ϕ, ξu] ≤ Cη(1 + |x1|)2Ne−m
1
zdist(x,Sl).
This nishes the proof of the theorem.
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If we assume that ε0(x) and ρ0(x) are periodic in the x1-direction with period a, we
can remove the polynomial growth of the eigenfunction along the strip. In the periodic
situation, operator A has a complete set of generalized eigenfunctions that do not grow
in the direction of periodicity, namely x1-direction in this case. Indeed, suppose u is
a generalized eigenfunction of A corresponding to z which satises (2.10). According
to Bloch-Floquet theory, u(x) can be chosen as u˜(x)eikx1 where u˜(x) is periodic in x1-
direction with period a and k = 2pi/a, then u satises:
‖u‖L2(K+x) + ‖∇u‖L2(K+x) ≤ CK(1 + |x′|)N (2.30)
for any compact K and x in Rd.
Theorem 6. If ε0(x) and ρ0(x) are periodic with the same period in the x1-direction then
one can nd a complete family of generalized eigenfunctions that satises (2.30), in which
case
‖χxu‖≤ Ce−C(z)dist(x,Sl) (2.31)
for some constants C, C(z) and generalized eigenfunction u of A with eigenvalue z.
Proof. Due to periodicity of operator and Bloch-Floquet theory, there exists a com-
plete set of generalized eigenfunctions that do not grow in the waveguide’s axial direction.
Then repeating the previous proof one comes up with the estimate (2.31).
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C. Existence and Connement of Guided Modes. Maxwell Equation
We now consider the case of the full Maxwell operator. The results in this section are
contained in [43] . Most of the notations from previous section are employed here as well
with a few differences. Throughout this section, we assume d = 3, i.e., x ∈ R3. The
dielectric properties of the materials are still represented by ε0(x) (unperturbed) or ε(x)
(perturbed) with upper and lower bounds as in previous section. Periodicity of bulk PBG
material is still not assumed. The defect strip Sl is dened in the same way as before with
Ω a unit disc centered at the origin in R2 and Sl now lives in R3.
We use the notation
∇×u = ∇× u = curl u.
The operator M0 is the self-adjoint realization of
M0 := ∇× 1
ε0(x)
∇× (2.32)
in L2(R3; C3) dened by means of its quadratic form∫
ε−10 |∇×u|2dx (2.33)
with the domain H1(R3; C3).
The perturbed operator is
M := ∇× 1
ε(x)
∇×, (2.34)
which corresponds to the modied medium. It is dened analogously as the background
operator M0. This operator is self-adjoint in L2(R3; C3).
From the (2.4), we should be considering the spectrum of the following operator
∇× 1
ε(x)
∇×
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on the space S, where S is the closure inH1(R3; C3) of the linear subset {H ∈ C10 (R3; C3)|∇·
H = 0}. However, the spectra of these two operators differ only at λ = 0. Since any gap
in the spectrum occurs above zero, it is therefore sufcient to consider the unrestricted
operator M .
Our goal is still the same as in previous section, which is to show that for any gap
(α, β) in the spectrum σ(M0) of the unperturbed medium and under appropriate conditions
on the parameters l and ε of the line defect, spectrum of the perturbed medium arises
in the gap. In addition, we want to show connement of the wave to the guide (i.e.,
evanescence into the bulk). The non-existence of bound states has not been established yet
but is generally believed to be true.
1. Formulation of the Results
Our main results are the following theorems.
Theorem 7. Let G = (α, β) be a non-empty nite gap in the spectrum of the background
medium operator M0 (in particular, α > 0). Assume that for some δ ∈ (0, β − α
2
) and µ
is the center of any interval of length 2δ the following inequality is satised:
l4δ2ε2 > ν, (2.35)
where ν > 0 is lowest eigenvalue of the bi-harmonic operator ∆2 acting on a divergence
free R2-valued vector elds on Ω with Dirichlet boundary conditions on ∂Ω.
Then any interval of length 2δ in the gapG contains at least one point of the spectrum
σ(M) of the perturbed operator.
This theorem guarantees that when (2.35) is satised, eigenmodes of the perturbed
medium arise in the spectral gaps of the background medium and furthermore, the corre-
sponding spectrum forms a δ-net in the gap. Before one can fully associate these modes
26
with the guided waves, one needs to establish their connement to the waveguide (i.e.,
their evanescent nature in the bulk of the material). This is achieved in the next result.
We will once again need to use generalized eigenfunction expansions. From [27]
, for the operator of the type we considered, there is a complete family of generalized
eigenfunction of the operator M corresponding to z ∈ R (for almost all such z) with
respect to the spectral measure. Each generalized eigenfunction u ∈ H 1loc(R3,C3) from
this family has the properties that
(1 + |x|)−Nu(x) ∈ L2(R3; C3) and (1 + |x|)−N ∇×u(x) ∈ L2(R3; C3) (2.36)
for some N > 0. The eigenvalue problem Mu = zu is satised in the distributional sense.
Analogous to the previous section, we will use the polynomial bounded-ness condition in
following form:
‖u‖L2((K+x);C3) + ‖∇×u‖L2((K+x);C3) ≤ CK(1 + |x|)N (2.37)
for any compact set K ⊂ R3 and x ∈ R3. We said (2.37) as polynomial bounded-ness of
order N .
Recall that G is a spectral gap of M0 . Let x = (x1, x′) ∈ R3 and χx(y) be the
characteristic function of the cube {y||yj − xj| ≤ 1} centered at x.
Theorem 8. Let u be a polynomially bounded generalized eigenfunction ofM correspond-
ing to z ∈ G ∩ σ(M), then there exist positive constants C1 and C(z) such that
‖χxu‖ ≤ C1 (1 + |x1|)N e−C(z)dist(x, Sl), (2.38)
where N is the order of polynomial bounded-ness of u.
When the bulk medium is assumed to be periodic in the x1-direction, the polynomial
growth in (2.38) disappears:
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Theorem 9. If ε0(x) is periodic in the x1-direction then one can nd a complete family of
generalized eigenfunctions that satises
‖u‖L2((K+x);C3) + ‖∇×u‖L2((K+x);C3) ≤ CK(1 + |x′|)N (2.39)
for any compact set K ⊂ R3, x ∈ R3 and generalized eigenfunction u in the said family.
In this case, we have
‖χxu‖≤ Ce−C(z)dist(x,Sl) (2.40)
for some constants C, C(z) and generalized eigenfunction u of M with eigenvalue z.
2. Proofs of the Results
We adopt the following notations: the norm and inner product in L2(Rn; C3) will be de-
noted by ‖ · ‖ and 〈·, ·〉 respectively.
a. Proof of Theorem 7
Let (µ− δ, µ + δ) be a sub-interval of the gap G. To show σ(M) ∩ (µ− δ, µ + δ) 6= ∅ is
equivalent to showing dist(µ, σ(M)) < δ. If µ ∈ σ(M) then dist(µ, σ(M)) < δ trivially
and we are done. If µ /∈ σ(M) thenMµ := M−µI has an inverse. Due to self-adjointness
of M in L2(R3,C3), we have ‖(M − µ)−1‖= dist(µ, σ(M))−1. Suppose function w has
unit norm, then 1 ≤‖Mµw‖‖M−1µ ‖, then
1 ≤‖Mµw‖ dist(µ, σ(M))−1
⇒ dist(µ, σ(M)) ≤‖Mµw‖ .
So, if ‖Mµw‖< δ then dist(µ, σ(M)) < δ.
So the idea of the proof is to nd a function w(x) with ‖w‖= 1 for the operator M
28
such that
‖Mw − µw‖2< δ2. (2.41)
So, let us construct such a function.
Let g be a smooth divergence free real vector eld on R2 with compact support in
Ω and has unit L2-norm, i.e, g(y, z) = (φ(y, z), ζ(y, z)) where φ, ζ ∈ C∞0 (Ω) and div
g = 0. We dene φl(x′) := l−1φ(x′/l) and ζl(x′) := l−1ζ(x′/l) where (x′ = (y, z)). Let
gl := (φl, ζl) and the following are true of gl
i) ‖gl‖ =1 ∫
lΩ
|gl(x′)|2dx′ =
∫
lΩ
|φl(x′)|2 + |ζl(x′)|2dx′
By a change of variable y′ = x′/l the above becomes
∫
Ω
(|l−1φ(y′)|2 + |l−1ζ(y′)|2)l2dy′ =
∫
Ω
|φ(y′)|2 + |ζ(y′)|2dy′ =
∫
Ω
|g(y′)|2dy′ = 1.
ii) div gl = 0
div gl = l−2
(
∂φ
∂y
(x′/l) +
∂ζ
∂z
(x′/l)
)
= l−2div g(x′/l) = 0.
Let ψ(x1) ∈ C∞0 (R) with a unit L2-norm and dene ψn(x1) = n−1/2ψ(x1/n) for n > 0.
By a change of variable y1 = x1/n, we see that∫
R
|ψn(x1)|2 dx1 =
∫
R
n−1|ψ(y1)|2 n1dy1 =
∫
R
|ψ(y1)|2 dy1 = 1.
Introducing k = √µε, the following function be will our candidate for an approxi-
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mate eigenfunction
wl,n(x) = ψn(x1)e
ikx1


0
φl(x
′)
ζl(x
′)

 , (2.42)
The function wl,n has unit norm in L2 over R× lΩ. Indeed,∫
R
∫
lΩ
|wl,n|2dx′dx1 =
∫
R
|ψn(x1)|2dx1
∫
lΩ
|gl(x′)|2dx′ = 1
Instead of estimating the left hand side of (2.41), we will estimate
‖ε (Mw − µw)‖2. Taking into account that the function w is supported inside the defect,
the needed inequality (2.41) can be also rewritten as
‖ε (Mw − µw)‖2< δ2ε2
⇒‖∇×∇×w − k2w‖2< δ2ε2. (2.43)
Using the identity
∇×∇×w = −∆w +∇(∇ · w)
and that gl is divergence free, we obtain
‖∇×∇×w − k2w‖2=‖


0
−(ψ′′n + 2ikψ′n)φl − ψn∆φl
−(ψ′′n + 2ikψ′n)ζl − ψn∆ζl

‖2
understanding that all of the above norms are in L2(R3; C3).
Using the denition of the L2-norm for vector functions and the condition that func-
tions φ, ζ and ψ are real valued and also through normalization of the functions and change
of variables, the above expression is equal to
1
n4
‖ψ′′‖2L2(R) +
4k2
n2
‖ψ′‖2L2(R) +
1
l4
‖∆φ‖2L2(Ω) +
1
l4
‖∆ζ‖2L2(Ω)
30
+
2
n2l2
〈ψ′′, ψ〉L2(R)
(〈∆φ, φ〉L2(Ω) + 〈∆ζ, ζ〉L2(Ω))
Since n can be chosen arbitrarily large (without changing the defect strip), the terms
with the factor 1/n can be made arbitrarily small (uniformly with respect to k on any nite
interval). Hence, one needs to control only the remaining terms by an appropriate choice
of a divergence free vector eld g. In other words, one is interested in
1
l4
‖∆φ‖2L2(Ω) +
1
l4
‖∆ζ‖2L2(Ω)< δ2ε2 (2.44)
or
‖∆g‖2L2(Ω;R2)< l4δ2ε2 (2.45)
Let
ν = inf ‖∆g‖2L2(Ω;R2)
where the inmum is taken over real vector elds in C∞0 (Ω; R2) with ‖g‖L2(Ω;R2)= 1 and
∇ · g = 0. This is then the lowest eigenvalue of bi-harmonic operator ∆2 with Dirichlet
boundary conditions in Ω on a divergence free subspace. In particular, ν > 0. Hence our
condition boils down to
l4δ2ε2 > ν (2.46)
which proves the statement of the theorem.
b. Proof of Theorem 8
Dene the sesqui-linear form
Q[ϕ,w] := 〈∇×ϕ, 1
ε0
∇×w〉 − z〈ϕ,w〉
with the domain H1(R3; C3).
LetR(z) = (M0−z)−1 and ϕ := R(z)χxu. Here, we use that z is not in the spectrum
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of M0. Note that ϕ ∈ D(M0).
Let p = max (2dist(x, Sl), 1) and ξx(y) be a nonnegative smooth cutoff function that
depends on y1 only, is supported in (x1 − (p + 1), x1 + (p + 1)) and such that it is equal
to 1 on [x1 − p, x1 + p]. We assume further that ξx(y) ≤ 1 and |∇ξx(y)| = |ξ′x(y1)| ≤ C
for some constant C and all x, y ∈ R3. For simplicity of notation, we drop the subscript x
in ξ = ξx. Note that ξu ∈ H1(R3; C3). Using w = ξu, one gets
Q[ϕ, ξu] = 〈M0ϕ, ξu〉 − 〈zϕ, ξu〉 = 〈χxu, ξu〉 =‖χxu‖2 .
This means that our goal should be to estimate Q[ϕ, ξu] from above. On the other hand,
using the equality Mu = zu and easily justiable integration by parts, one gets
Q[ϕ, ξu] = 〈∇×ϕ, 1
ε0
∇×(ξu)〉 − 〈ϕ, ξzu〉
= 〈∇×ϕ, ˜∇×(ξu)〉+ 〈∇×ϕ, 1
ε
∇×(ξu)〉 − 〈ϕ, ξMu〉
= 〈∇×ϕ, ˜∇×(ξu)〉+ 〈∇×ϕ, 1
ε
∇×(ξu)〉 − 〈∇×(ξϕ), 1
ε
∇×u〉
where
˜(x) =
1
ε0(x)
− 1
ε(x)
.
Notice that this function is supported inside the strip Sl. Using the identity ∇×(ξu) =
ξ∇×u+∇ξ × u, the rst two terms above can be combined to obtain
〈∇×ϕ, ˜(ξ∇×u+∇ξ × u)〉+ 〈∇×ϕ, 1
ε
(ξ∇×u+∇ξ × u)〉
= 〈∇×ϕ, ξ˜∇×u〉+ 〈∇×ϕ, (˜+ 1
ε
)∇ξ × u〉+ 〈∇×ϕ, 1
ε
ξ∇×u〉
The term −〈∇×(ξϕ), 1
ε
∇×u〉 can be expanded to
−〈ξ∇×ϕ, 1
ε
∇×u〉 − 〈∇ξ × ϕ, 1
ε
∇×u〉
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Combining the last two expressions, we get
〈∇×ϕ, ξ˜∇×u〉+ 〈∇×ϕ, 1
ε0
∇ξ × u〉 − 〈∇ξ × ϕ, 1
ε
∇×u〉 (2.47)
Our last task in proving the theorem is to estimate from above the terms in (2.47).
In order to do so, we need an auxiliary statement concerning the exponential decay of the
resolvent, which is a result of [10] :
Lemma 10. [10] There exist a positive number mz that depends only on the distance of
the point z from the gap edges, such that for a positive constant C the following estimates
hold for the local L2(R3; C3)-norm of the resolvent R(z):
‖χuR(z)χv‖≤ Ce−mz |u−v|
‖χu∇×R(z)χv‖≤ Ce−mz |u−v|
(2.48)
for any u, v ∈ R3. Here the norms in the left hand side are the operator norms in
L2(R
3; C3).
We can now get the needed estimates. Let V = [x1− p− 1, x1 + p+ 1]× lΩ. This is
a compact domain that can be covered by the union of p xed size domains Vj = [aj, aj +
2] × lΩ and which contains the supports of (ξ˜). Also note that dist(x, Vj) ≥ dist(x, Sl).
Now using the lemma above and (2.37) we get
|〈∇×ϕ, ξ˜∇×u〉| ≤‖χV∇×ϕ‖ ‖ξ˜∇×u‖≤ C ‖
∑
j
χVj∇×R(z)χxu‖‖
∑
j
χVj∇×u‖
≤ Cp2(|x1|+ p+ 1)2Ne−mzdist(x,Sl) ≤ C(|x1|+ 1)2Ne−(mz−η)dist(x,Sl)
(2.49)
We used here that p = max(2dist(x,Sl), 1). We also denoted by C different constants.
Let us move now to estimating the last term in (2.47). Denote by a > 0 a number
such that shifts of lΩ by vectors aj with j ∈ Z2 cover the whole space R2. We denote
Wj := ([x1 − p− 1, x1 − p] ∪ [x1 + p, x1 + p+ 1])× (lΩ + aj) .
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Then Wj = W0 + (0, aj). Notice that W = ∪jWj covers supp∇ξ and dist(x,Wj) ≥
C1(p+ |j|)− C2.
We are now ready to estimate the last term of (2.47) from above. We proceed as
before, using the lemma, the polynomial growth of u, and uniform boundedness of ∇ξ.
|〈∇×ϕ, 1
ε0
∇ξ×u〉| ≤ C∑
j
‖χWju‖‖χWj∇×R(z)χxu‖
≤ C∑
j
(|x1|+ p+ |j|+ 1)2Ne−mzdist(x,Wj)
≤ C(|x1|+ p+ 1)2Ne−m1zdist(x,Sl)
∑
j
(1 + |j|)2Ne−mzC1|j|
≤ C(|x1|+ 1)2Ne−(m1z−η)dist(x,Sl)
(2.50)
where m1z is a positive constant.
The expression |〈∇ξ×ϕ, 1
ε
∇×u〉| is estimated analogously. Combining the above
estimates, we get
‖χxu‖2≤ C ‖χxu‖2ρ0= Q[ϕ, ξu] ≤ Cη(1 + |x1|)2Ne−mz,ηdist(x,Sl).
where mz,η is a positive constant. This nishes the proof of the theorem.
c. Proof of Theorem 9
In this periodic situation, operator M has a complete family of generalized eigenfunctions
that do not grow in the direction of periodicity, namely x1-direction in this case. Indeed,
suppose u is a generalized eigenfunction of M corresponding to z which satises (2.36).
According to Bloch-Floquet theory, u(x) can be chosen as u˜(x)eikx1 where u˜(x) is periodic
in x1-direction with period a and k = 2pi/a, then u satises (2.39). Then repeating the
previous proof, one comes up with the estimate (2.40).
Remark 11. Just like in the scalar case, one needs to show that the discovered modes do
not correspond to bound states. This problem is still open.
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CHAPTER III
SPECTRAL PROPERTIES OF QUANTUM GRAPHS*
A. Quantum Graphs - An Introduction
We rst start with dening what a graph is. A graph Γ consists of a set V (Γ) of points
called vertices together with a set E(Γ) that consists of pairs of vertices. The elements of
E(Γ) are called edges. We will also denote them as V := V (Γ) and E := E(Γ) if there is
no ambiguity about which graphs we are referring to.
Loops and multiple edges between vertices are allowed. If V and E are nite sets, we
said Γ is a nite graph. If either V or E is (countably) innite then Γ is an innite graph.
The degree dv of a vertex v is the number of edges incident to v. We will assume that dv
is positive and nite. Due to positivity of dv, there are no isolated vertices.
A metric graph is a graph Γ such that each edge e is assigned a positive length le ∈
(0,∞] and a coordinate xe along the edge. The subscript e will be dropped if there is
no ambiguity. A metric graph is considered to be a one-dimensional variety. With the
coordinate system xe, the standard notions of analysis like metric, measure, integration,
limit and differentiation along the edges can be employed. Function spaces such as L2(Γ),
where the function belongs to L2(e) on each edge e in Γ can also be introduced.
A quantum graph is a metric graph equipped with a self-adjoint differential operator.
In dening a differential operator on graph, one needs to impose some boundary condi-
tions at the vertices. The simplest of such examples is the operator that acts as− d
2
dx2e
along
the edges on functions that are continuous and such that at each vertex v the sum of the
derivatives along the edges emanating from v is zero. This vertex condition is commonly
*Part of this chapter is reprinted with permission from On the limiting absortion
principle and spectra of quantum graphs by B. S. Ong, Quantum Graphs and Their Ap-
plications, Contemp. Math. 415 (2006). c© 2006 by AMS.
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known as Kirchhoff, Neumann, or zero ux condition.
Quantum graphs naturally arise as simplied models in mathematics, physics, chem-
istry, and engineering. There are systems that have some dimensions too small to be stud-
ied using classical physics, while too large to be considered on the quantum level only.
Such systems are called mesoscopic and may look like surfaces (quantum walls), wires
(quantum wires) or dots (quantum dots). See [22] for more details. Some models of
mesoscopic systems and nanotechnology involve quantum graph theory.
The most important reason for considering quantum graphs is studying propagation
of waves through media that resemble thin neighborhoods of graphs, such as circuits of
quantum wires. Applications also include thin acoustic, quantum and optical waveguides.
Quantum graphs model arising in photonic crystal theory were obtained and studied in
[41, 42] . Further applications of quantum graphs can be found in [36] .
1. More on Graphs and Metric Graphs
Let Γ = (V,E) be a graph. If e = xy is an edge formed by joining two nonadjacent
vertices x, y ∈ Γ then we will denote by Γ+e the graph (V,E∪{e}). If e ∈ E, then Γ−e
is the graph (V,E \ {e}).
We will sometimes consider metric graphs Γ with innite leads. An innite lead is
an edge of innite length with one vertex. One can naturally identify such edge with the
half-axis R+. Innite leads are not edges described in E(Γ). Hence one can assume that
each element of E(Γ) has nite length. We also make the following assumption:
Assumption 1: The lengths of all edges e are uniformly bounded from below:
0 < c ≤ le ≤ ∞, (3.1)
where c is a positive constant. In the case of a nite graph, this is naturally true.
Functions on a metric graph Γ are dened along the edges. A function is said to be
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continuous on Γ if it is continuous along all edges in Γ and at each vertex the function
values from different edges insident to that vertex agree. As mentioned before, with the
edges being identied with segments of the real line, one can dene Lebesgue measure
along the edges of Γ. Thus one can dene in a natural way some function spaces on Γ.
Deniton 1. 1. The space L2(Γ) on Γ consists of functions f that are measurable and
square integrable on each edge e and satisfy
‖f‖2L2(Γ)=
∑
e∈E
‖f‖2L2(e)<∞.
In other words, L2(Γ) is the orthogonal direct sum of spaces L2(e).
2. The Sobolev space H1(Γ) consists of all continuous functions on Γ that belong to
H1(e) for each edge e and satisfy
‖f‖2H1(Γ)=
∑
e∈E
‖f‖2H1(e)<∞.
There is no natural way to dene Sobolev spaces Hk(Γ) of order k > 1.
2. Operators on Graphs
A quantum graph is a metric graph equipped with a self-adjoint differential operator. Some
of the simplest operators frequently encountered in quantum graph theory act on the edges
as the negative second derivative
f(x) → −d
2f
dx2
(x) (3.2)
or more general Schr¤odinger type operator
f(x) → (i d
dx
+ A(x))2f(x) + V (x)f(x).
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Here x denotes the coordinate xe along the edge e. Higher order differential and even
pseudo-differential operators can arise as well. For the remainder of this chapter, we will
only be considering operator that acts as negative second derivative on each edge.
Besides specifying the differential expression of the operator on the edges, we would
also need to describe the operator’s domain, which involves prescribing some boundary
conditions at the vertices. We will only deal with local vertex conditions. In particular, we
are interested in all local vertex conditions that lead to a self-adjoint realization of operator
with differential expression such as (3.2).
In considering local vertex conditions, it sufces to address the problem of self-
adjointness at a single vertex v with degree dv. For functions in H1 on each edge, let
F be the vector (f1(v), . . . , fd(v))t of the vertex values of the function along each edge
adjacent to v (so there are dv edges) and F ′ = (f ′1(v), . . . , f ′d(v))t is the vector of the
derivatives at v taken along the edges in the outgoing directions from v. Then the most
general form of such a (homogeneous) condition is
AvF +BvF
′ = 0 (3.3)
HereAv andBv are dv×dv matrices. The rank of dv×2dv augmented matrix [Av|Bv] must
equal to dv in order to ensure the correct number of independent conditions. The following
theorem from [28] gives necessary and sufcient conditions on the matrices Av and Bv
that lead to the resulting operator being self-adjoint. We state the theorem without proof,
which can be found in [28] .
Theorem 12. Let Γ be a metric graph with nitely many edges. Consider the operator
H acting as − d
2
dx2e
on each edge e, with the domain consisting of functions that belong
to H2(e) on each edge e and satisfy the boundary conditions (3.3) at each vertex. Here
{Av, Bv|v ∈ V } is a collection of matrices of sizes dv × dv such that each matrix [Av|Bv]
38
has the maximal rank. In order for H to be self-adjoint, the following condition at each
vertex is necessary and sufcient:
for any vertex v, the matrix AvB∗v is self adjoint. (3.4)
For the remainder of this chapter, we always assume that Av and Bv in (3.3) satisfy
(3.4).
Let Pv and P1,v be the orthogonal projections in Cd onto the kernels kerBv and kerB∗v
respectively. The complementary orthogonal projectors onto the ranges R := R(B∗v) and
R1 := R(Bv) are denoted as Qv and Q1,v respectively.
Suppose [Av|Bv] is of maximal rank andAvB∗v is self-adjoint, thenQ1BvQ : R→ R1
is invertible and its inverse is denoted by B(−1)v . Also Lv := B(−1)v Av is self adjoint in
QCdv . Then the condition (3.3) is equivalent to
PvF (v) = 0
QvF
′(v) + LvQvF (v) = 0
(3.5)
The proof of conditions (3.5) can be found in [37] . They are more convenient for
quadratic forms and also in proving self-adjointnes of the operator.
In the case of an innite graph, we also make an additional assumption:
Assumption 2: The following estimate holds uniformly for all vertices v:
‖Lv‖Cdv≤ S <∞,
or equivalently ‖B(−1)v AvQv‖Cdv≤ S <∞.
We now dene the operator H more precisely:
Deniton 2. The unbounded operator H in L2(Γ) which acts as the negative second
derivative along the edges, is dened on domain D(H) consisting of functions f such
that
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1. f ∈ H2(e) for each edge e,
2.
∑
e
‖f‖2H2(e)<∞
3. for each vertex v, conditions (3.5) are satised.
We describe the corresponding quadratic form
Deniton 3. The quadratic form h is dened as
h[f, f ] :=
∑
e∈E
∫
e
∣∣∣∣ dfdx
∣∣∣∣
2
dx−
∑
v∈V
〈LvF, F 〉 (3.6)
where 〈, 〉 denotes the standard inner product in Cdv .
The domain of this form consists of all functions f that belongs to H 1(e) for each
edge e and satisfy at each vertex the condition PvF = 0, and such that
∑
e
‖f‖2H1(e)<∞ (3.7)
Remark 13. The rst sum in the denition of h is nite due to Cauchy-Schwartz inequality
and (3.7). Assumption 1, (3.7) and Sobolev trace theorem show that the trace F (v) is
bounded uniformly for all v. Furthermore,
∑
v
‖F (v)‖2≤ C
∑
e
‖f‖2H1(e)<∞.
Using this inequality and assumption 2, we conclude that the second sum in (3.6) is nite,
i.e., ∑
v∈V
〈LvF, F 〉 ≤
∑
v∈V
‖Lv‖‖F (v)‖2<∞
Thus the quadratic form h (3.6) is well dened.
Theorem 14. Let Γ be a quantum graph. Under the denitions given above for the
quadratic form h and operator H , the following statements hold.
1. The operator H is self-adjoint and its quadratic form is h.
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2. Let H0 be the restriction of H onto the sub-domain consisting of all functions from
D(H) with compact support. Then H0 is symmetric, essentially self-adjoint, and its
closure is H .
Proof of the Theorem 14 can be found in [37] . As it was noticed in [57] , when the
assumptions 1 and 2 do not hold, the operatorH0 might not be essentially self-adjoint and
thus some conditions at innity are needed.
3. Examples of Vertex Conditions
One of the most common vertex condition is the Neumann (Kirchhoff) vertex condition.
It is dened as follows
f(x) is continuous on Γ and at each vertex
∑
v∈e
df
dxe
(v) = 0 (3.8)
We can express the above in the form of (3.3) as
Av =


1 −1 0 · · · 0
0 1 −1 · · · 0
· · · · · · 0 1 −1
0 0 0 · · · 0


and
Bv =


0 0 0 · · · 0
· · · · · · · · · · · · · · ·
0 0 0 · · · 0
1 1 1 · · · 1


.
The augmented matrix [Av|Bv] has full rank and AvB∗v = 0, so (3.4) is satised. One can
also nd the orthogonal projection Pv onto the kernel of Bv and Lv = B(−1)v AvQv to cast
the vertex condition in the form (3.5).
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A generalization of the above vertex condition can be dened as above
f(x) is continuous on Γ and at each vertex
∑
v∈e
df
dxe
(v) = αvf(v) (3.9)
for some xed numbers αv’s. We can express the above in the form of (3.3) as well. Matrix
Bv in this case is still same as the above and
Av =


1 −1 0 · · · 0
0 1 −1 · · · 0
· · · · · · 0 1 −1
−αv 0 0 · · · 0


.
The rank of the augmented matrix [Av|Bv] is dv. Since
AvB
∗
v =


0 0 0 · · · 0
· · · · · · · · · · · · · · ·
0 0 0 · · · −αv

 ,
the above is self-adjoint if and only if αv is real.
Another vertex condition is vertex Neumann condition where the derivative along
each edge at each vertex v is required to be zero, i.e. f ′e(v) = 0. There are no restrictions
placed on the function value. In this case one obtains a Neumann boundary value problem
on each edge. The vertex Dirichlet condition is when the function value at each vertex
is zero and no restriction is placed on the derivatives of the function. For this vertex
condition, the operator also decouples but into a Dirichlet boundary value problem on
each edge.
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B. On the Limiting Absorption Principle and Spectra of Quantum Graphs
Consider a nite graph Γ0, whose edges are equipped with coordinates (called x, or xe, if
we need to specify the edge e) that identify them with segments of the real axis. A nite
set B of vertices of cardinality |B| = n, which we will call the boundary of Γ0 is assumed
to be xed. Each vertex v ∈ B has an innite edge (lead) ev attached, which is equipped
with a coordinate that identies it with the positive semi-axis. Thus an innite graph Γ is
formed (see Fig. 5).
Fig. 5. Graph Γ.
This graph is turned into a quantum graph by equipping it with a self-adjoint differ-
ential operator H dened in (2).
We will assume that all boundary vertices v ∈ B have degree two and that the
boundary conditions at any such v are Neumann:
i) f is continuous at each vertex v ∈ B
ii) at each vertex v ∈ B, ∑
v∈e
df
dxe
(v) = 0.
. (3.10)
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Here
∑
v∈e
df
dxe
(v) is the sum of the derivatives of f in the outgoing directions along all
edges emanating from v. In fact, these conditions simply mean that the function and its
derivative are both continuous at v ∈ B.
This assumption on the degrees of boundary vertices and on how the conditions look
like at the boundary B, in fact does not reduce the generality. Indeed, one can always
introduce fake boundary vertices a little bit further away along the innite edges and
consider them as the new boundary. Then our assumptions are automatically satised, and
the operator does not change at all.
It is well known (e.g., [28, 37] and references therein), that the operator H is self-
adjoint, bounded below, and in the case of a nite graph (which Γ is not, but Γ0 is) has
compact resolvent and thus discrete spectrum. The structure of the spectrum of the oper-
ator H on graphs Γ of the type described above has been studied for quite a while (e.g.,
[8, 20, 28, 29, 30, 31, 32, 33, 39, 47, 48, 52, 51] ). It is a common knowledge that it pos-
sesses continuous part lling the nonnegative half-axis, as well as possibly point spectrum
consisting of isolated eigenvalues accumulating at innity. For completeness, we provide a
proof of the following standard statement here (a variation of this proof would use Krein’s
resolvent formula) that claims that the continuous part of the spectrum does not depend on
a nite part of the graph.
Lemma 15. In the presence of innite leads (i.e., if n > 0), the continuous spectrum of
H coincides with the nonnegative half-axis. Eigenvalues of nite multiplicity (including
those embedded into the continuous spectrum) accumulating at innity might be present.
The proof of the lemma uses Glazman’s splitting technique [21] . Let us choose coor-
dinates on each of the innite leads ev, v ∈ B that identify the leads with the nonnegative
half axis. We identify the point v with the coordinate x = 0. So we have Γ = Γ0 ∪ Γ1
where Γ1 is the disjoint union of n copies of half-axes [0,∞). Consider the symmetric
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operator Q that is the restriction of H on the set of those functions f ∈ D(H) that vanish
with their rst derivative at all points v. Then Q naturally splits into the orthogonal sum of
two minimal operators Q0
⊕
Q1 dened on Γ0 and Γ1 respectively. Since Q0 acts on a -
nite graph Γ0 and Q1 is just the direct sum of n copies of minimal operators corresponding
to − d
2
dx2
on the half-axis, we conclude that the continuous spectrum of the closure of Q
is the same as that of Q1. Noticing that H is a nite dimensional extension of Q, one can
employ Theorems 4 and 11 of Chapter I from [21] to imply the statements of the lemma.
The goal of this section is to prove a limiting absorption principle.
Theorem 16. Let R(λ) be the resolvent of H and f be any function from the domain of
H that is compactly supported and smooth on each edge. Then the function (R(λ)f, f)
can be analytically continued from the upper half-plane through R+, except for a discrete
subset of R+.
Corollary 1. The singular continuous spectrum of H is empty and the absolutely contin-
uous spectrum coincides with the nonnegative half axis.
The results in this section is contained in [49] .
1. Dirichlet-to-Neumann Map and Other Auxiliary Considerations
Let us consider the nite part Γ0 of our graph Γ and treat the vertex setB as its boundary.
We need to dene some auxiliary objects related to Γ0.
First of all, we will consider the operator H0 on L2(Γ0) that acts as the negative
second derivative along each edge, and whose domain D(H0) consists of those functions
from the Sobolev space H2(e) on each edge e of Γ0 that satisfy Neumann conditions on B
and satisfy conditions (3.3) at all vertices of Γ0 except those in B. It is standard [37] that
this operator is self-adjoint, bounded below, and has compact resolvent, and thus discrete
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spectrum σ(H0) = {λ1, ..., λn, ...} accumulating to innity. We will denote by R0(λ) the
resolvent of this operator.
One can also dene a linear extension operator E acting from functions dened on
the (nite) set B into the domain of H0
E : Cn 7→ D(H0),
such that (Ef)(v) = f(v) for all v ∈ B and the derivative of Ef at each v ∈ B along any
edge of Γ0 entering v is equal to zero1. Such an operator is indeed easy to construct. For
instance, for any v ∈ B one may dene a function gv which is equal to 1 in a neighborhood
of v, is smooth on each edge entering v, and is supported inside the ball of radius l0/2
centered at v, where l0 is the smallest length of an edge of Γ0. Then one can dene
Ef(x) =
∑
v∈B
f(v)gv(x).
Another operator N that we need is an analog of the normal derivative at the bound-
ary B of Γ0. It acts as follows: for any function f on Γ0 that belongs to H2(e) on any
edge e, one can dene the value Nf(v) for v ∈ B as the derivative of f at v (taken in the
direction towards v):
Nf(v) =
df
dxe
(v),
where xe is the coordinate along e that increases towards v We remind the reader that each
vertex in B has only degree two and only one of the edges connected to each vertex in B
belongs to Γ0. Hence there is no ambiguity in dening N as above.
The main technical tool that we will use is the so called Dirichlet-to-Neumann opera-
tor, very popular in inverse problems [51, 60, 61] , spectral theory [13, 17] , and recently
in quantum graph theory [6, 13, 38] as well. It is a linear operator Λ(λ) (in our case
nite-dimensional) acting on functions dened on B, i.e. Λ(λ) : Cn 7→ Cn. It is dened
1We remind the reader that n = |B|.
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as follows. Given a function φ on B, one solves the following problem on Γ0:

−d
2u
dx2
− λu = 0 on Γ0
conditions (3.3) are satised at all vertices of Γ0 except those in B
u|B = φ
(3.11)
One now denes the Dirichlet-to-Neumann map as follows:
Λ(λ)φ = Nu, (3.12)
which justies the name of the operator. The validity of this denition depends upon
(unique) solvability of the problem (3.11), which holds unless λ ∈ σ(H0).
Lemma 17. 1. The following operator relation holds:
Λ(λ) = NR0(λ)(
d2
dx2
+ λ)E (3.13)
2. The Dirichlet-to-Neumann map Λ(λ) is a meromorphic matrix valued function of λ
with poles on the spectrum of H0.
3. For real values λ ∈ R− σ(H0) the matrix Λ(λ) is Hermitian.
Proof of the Lemma. Let us introduce a new function g = u − Eφ on Γ0. By the
construction of the extension operator E, g clearly satises the same vertex conditions
(3.3) on Γ0−B, as well as the zero Dirichlet conditions on the boundary g|B = 0. We also
note that Ng = Nu, since NEφ = 0 for any φ. This means that (3.11) can be equivalently
rewritten as

−d
2g
dx2
− λg =
(
d2
dx2
+ λ
)
Eφ ∈ L2(Γ0) on Γ0
conditions (3.3) are satised at all vertices of Γ0 except those in B
g|B = 0
.
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In other words, (H0 − λ)g =
(
d2
dx2
+ λ
)
Eφ, which together with the denition of the
Dirichlet-to-Neumann map proves the rst statement of the Lemma.
The second statement of the lemma immediately follows from the rst one together
with the discreteness of the spectrum of H0 and standard analyticity properties of the
resolvent.
The third statement is well known (e.g., [13] ) and can be checked by straightforward
calculation.
2. Proof of the Main Result
The proof of Theorem 16 will use the Dirichlet-to-Neumann map to rewrite the spectral
problem on Γ as a vector valued spectral problem on a half-line with a general Robin
condition at the origin.
First of all, Lemma 15 implies that it is sufcient to prove absence of singular continu-
ous spectrum on the positive half-axis only. Then the statement about absolute continuous
spectrum would follow as well by the same Lemma.
Let R(λ) be the resolvent of H . The rst statement of Theorem 16 is established in
the following
Lemma 18. Let f be a compactly supported function on Γ which is smooth on each edge
and satises the vertex conditions (3.3). Then for any interval [a, b] ⊂ R+ that does not
intersect σ(H0) one has
sup
a ≤ λ ≤ b
0 <  < 1
|(R(λ+ i)f, f)| <∞. (3.14)
In fact, the expression (R(λ)f, f) can be analytically continued through such intervals
[a, b].
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So, now our task is to prove Lemma 18. This will be done using the Dirichlet-to-
Neumann operator to reduce the spectral problem for H on Γ to a vector one on the half-
line.
At this point it will be benecial to have in mind a different geometric picture of Γ
than in Fig. 5. Namely, imagine that all the n innite rays ev, v ∈ B are stretched along the
positive half-axis in parallel, being connected at the origin by the nite graph Γ0 attached
to the rays at the vertices of B (see Fig. 6). Any function u on Γ can now be viewed as the
Fig. 6. A Different Visualization of Γ.
pair (u0, u1), where uj = u|Γj . Functions dened on the part Γ1 of Γ (in particular, u1) can
be interpreted as vector-valued functions on R+ with values in Cn (recall that n = |B|). In
particular, interpreting u1 as such, we can write u|B = u1|B = u(0), where 0 is the origin
in R+.
Let now f = (f0, f1) be as in Lemma 18. Then u = R(λ)f is a function that belongs
to H2loc on each edge and satises vertex conditions (3.3) and the equation
Hu− λu = f. (3.15)
Here u naturally depends on λ. The quantity we need to estimate in (3.14) is now the
inner product (u, f) = (u0, f0) + (u1, f1). Let us write (3.15) and the vertex conditions
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separately for u0 on Γ0 and u1 on Γ1. On the nite graph Γ0 we get

(− d
2
dx2
− λ)u0 = f0
(3.3) satised on vertices of Γ0 except those in B
u0|B = u1(0)
(3.16)
Similarly, on Γ1 we have 

(− d
2
dx2
− λ)u1 = f1 on R+
u′1(0) = Nu0
(3.17)
HereN is the previously introduced normal derivative atB operator on Γ0 and functions
u1, f1 are interpreted as functions on R+ with values in Cn.
Notice that the boundary conditions on B in (3.16) and at zero in (3.17) are just the
vertex conditions (3.3) on B rewritten2.
If now we are able to express Nu0 in terms of u1(0) and f0, we will essentially
separate problems on Γ0 and Γ1. This can easily be done due to Lemma 17. Indeed, if
R0(λ) is the resolvent of the operator H0 studied in the previous section, then clearly one
has
u0 = R0(λ)(
d2
dx2
+ λ)E(u1(0)) +R0(λ)f0 (3.18)
and thus
Nu0 = Λ(λ)u1(0) +NR0(λ)f0 = Λ(λ)u1(0) + g(λ). (3.19)
Here, for a given f0 of the considered class, g(λ) = NR0(λ)f0 is a known meromorphic
vector function of λ in C with singularities only at points of σ(H0).
2When we need to remember that uj(·) also depends on λ, we will write it as uj(·, λ).
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Now the problem (3.17) can be rewritten as

(− d
2
dx2
− λ)u1 = f1 on R+
u′1(0) = Λ(λ)u1(0) + g(λ).
(3.20)
By the construction, Λ(λ) is a meromorphic matrix function in C with self-adjoint
values along the real axis. We also observe that the only memory of the nite part of the
graph is conned to the vector-function g(λ). We also need to remember that u1 must
belong to L2(R+,Cn).
If we now show that both expressions (u1(·, λ), f1(·)) and u1(0, λ) continue analyti-
cally through the real axis except a discrete set, then according to (3.18) the same will hold
for (u0(·, λ), f0(·)), and thus the Lemma and the main Theorem will be proven. Hence,
we only need to concentrate on the vector problem (3.20) on the positive half-axis.
Let us consider the self-adjoint operator P in L2(R+) naturally corresponding to
− d
2
dx2
with the Neumann condition at the origin. Let also r(λ) be its resolvent. We sketch
below the proof of the following well known limiting absorption result:
Lemma 19. For any smooth compactly supported function f on R+ and any interval
(a, b) ⊂ R+, the inner product (r(λ)f, f) as a function of λ can be analytically continued
through (a, b) from the upper half-plane Im λ > 0.
Let us chose in the upper half-plane the branch of
√
λ that has positive imaginary
part. The above lemma then follows immediately from the explicit formula for r(λ):
(r(λ)f)(x) =
i
2
∫ ∞
0
ei
√
λ(x+s) + ei
√
λ|x−s|
√
λ
f(s) ds. (3.21)
This formula also implies that the value (r(λ)f)(0) has the same analyticity property.
In what follows we will abuse notations using r(λ) where in fact one should use
r(λ)
⊗
I (here I is the unit n× n matrix).
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It is not hard to solve (3.17) now. Indeed, after a simple computation one arrives to
the formula for the solution that one can check directly when Im
√
λ > 0:
u1(x, λ) := (r(λ)f1)(x)− iei
√
λxA(λ) (3.22)
where the vector A(λ) is:
A(λ) = Λ(λ)[
√
λ+ iΛ(λ)]−1(r(λ)f1)(0) +
g(λ)√
λ
(3.23)
Notice that the matrix function
√
λ+ iΛ(λ) is meromorphic on the Riemann surface
of
√
λ. Due to self-adjointness of Λ(λ), the values of that function for non-zero real λ
are invertible. Hence, the matrix function
(√
λ+ iΛ(λ)
)−1
is meromorphic on the same
Riemann surface.
Now the quantity of interest becomes
(u1(·, λ), f1(·)) = (r(λ)f1, f1)− i(ei
√
λxA(λ), f1(x)). (3.24)
Lemma 19 implies the needed analyticity of the rst term in the sum. Since Im
√
λ >
0, according to the remarks after (3.21), (r(λ)f1)(0) is analytic hence ei
√
λxA(λ) is analytic
through (a, b) as well save for a discrete set of λ. Thus the nal term in the sum can also
be analytically continued through (a, b) as well outside of a discrete set of λ.
This nishes the proof of Lemma 18.
Since the space of functions f as above is dense in L2(Γ), it is well known that
(3.14) implies absence of the singular continuous spectrum (e.g., Proposition 2 and (18) in
Section 1.4.5 of [63] or pp. 136-139 in Section XIII.6 of [53] ) and thus proves Theorem
16.
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C. Resonant Gap Opening in Quantum Graphs
As we have seen in the case of photonic crystal, gaps in the spectrum are essential for guid-
ing and localizing light. A standard way to create spectral gaps is to make the medium
periodic. Unfortunately, this neither guarantees existence of gaps (except in the one-
dimensional case), nor allows easy control over the location of the gaps.
In this section we present a method of opening gaps in the spectrum of a nite quan-
tum graph by inserting a nite graph (scatterer) to each vertex of the original graph. The
gaps are opened around the eigenvalues of the attached graphs. This is so called resonant
gap opening (vs. the Bragg scattering gaps in photonic crystals). The results in this section
are contained in [45] .
The resonant method of opening gaps has been studied before [2, 50, 55] . In the
case of combinatorial graphs, J. Schenker and M. Aizenman showed in [55] that a simple
method of decorating a graph leads to a very controllable gap structure. In [38] , it was
shown that similar procedure also works for quantum graphs. This decoration procedure
uses graphs that attach sideways to the original graph (Fig. 7).
Fig. 7. Decorations Used by Schenker and Aizenman
However, it is often more convenient to incorporate an internal structure into each
vertex of the original graph rather than attaching it (Fig. 8). This is the case, for instance,
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in thin photonic crystals structures. We will describe this internal structures as spiders
inside vertices of the original graph. We will show that spectral gaps can sometimes be
opened using spider decorations.
Fig. 8. Spider Decoration
Let Γ0 be a nite regular metric graph. Regularity means that the degree n > 0 of
each vertex v is the same.
A path is a non-empty graph P = (V,E) of the form
V (P ) = {v0, v1, . . . , vl}, E(P ) = {v0v1, v1v2, . . . , vl−1vl}
where vertices vi are all distinct. Hence a path does not contain loops. A path is usually
denoted by listing its consecutive vertices as v0v1 . . . vl. The length of a path is the number
of its edges, i.e. |E(P )|. One can also say P is a path from v0 to vl or v0 − vl path. Of
course, a v0 − vl path is also a vl − v0 path. If P = v0 . . . vl is a path with l ≥ 2, then
the graph C := P + vlv0 is a called a cycle. Analogous to paths, we describe C by its
sequence of vertices. The above cycle could be written as v0 . . . vlv0. The length of a cycle
is the number of its edges.
We dene the Dirichlet spectrum σD(Γ0) of Γ0 as the union over all edges e of spectra
of the operators− d
2
dx2
on [0, le] with zero Dirichlet conditions at the endpoints 0 and le. In
54
other words,
σD(Γ0) = {
(
npi
le
)2
| e ∈ E(Γ0), n ∈ N}.
An odd (even) Dirichlet eigenvalue is a Dirichlet eigenvalue (npil−1e )2 with an odd (even)
n.
We will describe now the procedure of inserting a spider into each vertex of Γ0.
Let G be a nite graph (spider) with |V (G)| ≥ n. We assume that a subset B ⊂ V (G)
is selected such that |B| = n, say B = {v1, . . . , vn}. We replace each vertex v in Γ0
with G and then connect each of the edges in Γ0 incident to v to one of the vertices in
B, see g. 9 below. This must be done in one-to-one fashion, which is possible since
|B| = n = deg(v). Any vertices of G that are not in B will be called internal, and
Fig. 9. Replacing Vertex with Spider Decoration
correspondingly B will be considered as the boundary of G.
This new decorated graph will be denoted by Γ. Its set of vertices can be naturally
identied with V (G)×V (Γ0). Its set of edges is correspondinglyE(Γ0)∪(E(G)× V (Γ0)).
We will also use the notation Bv for B × {v} ⊂ V (Γ), i.e. for the boundary of the spider
embedded into the vertex v.
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We also equip this graph Γ with the operator H which acts as − d
2
dx2
along its edges
and whose domain consists of functions f on Γ such that:
1. f ∈ H2(e) on each edge e in Γ,
2. f is continuous and satises the Neumann condition (3.10) at each vertex in B ×
V (Γ0),
3. at vertices of Γ that are not in B × V (Γ0) (i.e., the internal vertices of all spiders), f
satises self-adjoint vertex conditions (3.3):
AvF(v) + BvF′(v) = 0 , v ∈ ∪v∈Γ0(V (G) \Bv). (3.25)
where F(v) be the vector (f1(v), . . . , fd(v))t of the vertex values of the function
along each edge adjacent to v (so there are dv edges) and F′(v) = (f ′1(v), . . . , f ′d(v))t
is the vector of the derivatives at v taken along the edges in the outgoing directions
from v. The matrices Av and Bv are of size n × n and satisfy the conditions in
Theorem 12 from section A of chapter III.
The spectrum of this operator will be denoted σ(H).
1. Auxiliary Dirichlet-to-Neumann Operators
Let H be the operator in L2(G) that acts as − d
2
dx2
on edges with zero Dirichlet conditions
imposed on B and conditions (3.25) at the internal vertices of G. We denote by σ(H) its
spectrum. It is clear, for instance, that when B = V (G) (i.e., when there are no internal
vertices in G), σ(H) = σD(H), and thus the spectrum depends on the edges lengths only.
Let now φ be a function dened on vertices of B. Consider the following problem on
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G: 

−u′′ = λu for each edge e ∈ G
conditions (3.25) are satised on V (G) \B
u|B = φ
(3.26)
If λ /∈ σ(H), then (3.26) can be solved uniquely. For such λ, exactly like it is done in
Section B of this chapter, we can introduce the Dirichlet-to-Neumann operator Λ(λ). It
acts as follows: for a given φ ∈ L2(B) = Cn, one nds the solution u of (3.26) and then
computes the function Nu on B, where N , as before, denotes the sum of outgoing deriva-
tives of u along edges at each vertex in B. Then one denes Λ(λ)φ := Nu. Properties of
this matrix-function of λ have already been discussed in the Section B of this chapter, see
in particular Lemma 17 and considerations before it.
As it was described in Lemma 17, Λ(λ) is a meromorphic matrix function with poles
only in σ(H). We are interested now in the situation of a pole λ0 such that the norm of
the inverse matrix to Λ(λ) tends to zero when λ → λ0. To put it differently, we need that
‖Λ(λ)φ‖ ≥ C(λ)‖φ‖ when λ → λ0, with C(λ) → ∞. Let us discuss how and when this
can happen.
Let us return to the problem (3.26) for some non-zero vector φ, considered for a pole
λ = λ0 of Λ(λ). In this case, since λ0 ∈ σ(H), the problem does not have to have a
solution. The rst result we have shows that if it does have a solution, then Λ(λ)φ has no
singularity at λ0.
Theorem 20. Let λ0 ∈ σ(H) and φ ∈ S, where S is the unit sphere in Cn.
1. If (3.26) for λ = λ0 has a solution, then ‖ Λ(λ)φ ‖< C <∞ when λ→ λ0.
2. If (3.26) for λ = λ0 has no solution for any φ ∈ S, then lim
λ→λ0
‖ Λ(λ)φ ‖= ∞ for all
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φ ∈ S. Moreover, the following estimate holds for λ sufciently close to λ0:
‖ Λ(λ)φ ‖≥ C1|λ− λ0| ‖ φ ‖, (3.27)
where the positive constant C1 is independent of φ.
The proof is presented in the sub-section 3 below.
2. Spectral Gap Opening. Main Results.
We are now ready to state and prove the main result of this section.
Theorem 21. Let λ0 /∈ σD(Γ0) be a pole of Λ(λ) such that the case 2 of Theorem 20 holds.
Let also δ be the distance from λ0 to the set σD(Γ0). Then there exists ε > 0, depending
on the G,B, and δ only, such that there is no spectrum of the operator H on Γ inside the
punctured ε-neighborhood of λ0:
{|λ− λ0| < ε, λ 6= λ0}.
So far, we have only stated results involving Λ(λ), one would like to know directly
some sufcient conditions on the graphG itself that would lead to (3.26) for λ = λ0 having
no solution for any φ ∈ S.
Unfortunately we do not have sufcient conditions on any nite graph G yet but
we do have a result for graph G without any internal vertices, i.e. V (G) = B. Hence
σ(H) on such graph is the Dirichlet spectrum of G. We assume that λ0 =
(
n0pi
l0
)2
∈
σ(H) \ σD(Γ0) and for some n0 ∈ N.
A l0-path refers to a path made up of edges with edge length l0. A l0-cycle in G is a
cycle which every edge in it has length l0. Now we are ready to introduce this condition
on G,
(G1) There exists an odd l0-cycle in G and all vertices in this cycle belong to B. (there
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can be elements of B not in the cycle). For every vertex in B, there is a l0-path from
that vertex to a vertex belonging to an odd l0-cycle.
The following is a theorem about graph G that guarantees gap can be opened at λ0.
Theorem 22. Assume that |V (G)| ≥ 3, condition (G1) are satised and λ0 = (npi/l0)2 is
an odd eigenvalue. Then the problem (3.26) with λ = λ0 has no solution for any φ ∈ S.
The last two theorems imply the following
Corollary 2. Under the conditions of Theorem 22, the conclusion of Theorem 21 about
spectral gaps holds.
3. Proofs of the Results
a. Proof of Theorem 20 - Case 1
We start by proving the rst part of Theorem 20. Let λ 6= λ0. We want to solve the
following spectral problem

−u′′ = λu on each edge e ∈ G
conditions (3.25) are satised on V (G) \B
u|∂G = φ
Suppose we have a function φ˜ on G which is twice differentiable on each edge, satises
vertex conditions (3.25) at the internal vertices of G, and such that φ˜|∂G = φ. Then
w = u− φ˜ solves the following problem:

−w′′ − λw = φ˜′′ + λφ˜ on each edge e ∈ G
conditions (3.25) are satised on V (G) \B
w|∂G = 0
(3.28)
59
By assumption that (3.26) for λ = λ0 has a non-trivial solution, we can choose a φ˜ that
satises (3.26) for λ = λ0. Then solution of (3.28) can be written as
w = R(λ)(λ− λ0)φ˜ = (λ− λ0)R(λ)φ˜, (3.29)
where R(λ) is the resolvent for H . Since λ0 ∈ σ(H) and H is self-adjoint, R(λ) has a
pole of order one at λ0. Then formula (3.29) proves the rst part of the theorem, since the
factor λ− λ0 eliminates the pole.
b. Proof of Theorem 20 - Case 2
Let {ψj}j∈N be a complete set of orthonormal eigenfunctions ofH corresponding to eigen-
values {λj}j∈N. We denote by Ψj(vi) the sum of the outgoing derivatives of ψj at vi along
all edges in G connected to vi. We also use Ψj := (Ψj(v1), . . . ,Ψj(vn))T .
Suppose λ 6= λ0. Let φ be any vector in S. Let φ˜ be a smooth function on each edge
of G, φ˜|∂G = φ and satisfy condition (3.25) on internal vertices of G. As in proof of case
1 of the theorem, u = w + φ˜ where w satises (3.28). We write w in terms of its Fourier
series.
w = R(λ)(φ˜′′ + λφ˜)
=
∑
j
〈R(λ)(φ˜′′ + λφ˜), ψj〉L2(G)ψj
=
∑
j
〈φ˜′′ + λφ˜, R(λ)ψj〉L2(G)ψj
=
∑
j
1
λ− λj 〈φ˜
′′ + λφ˜, ψj〉L2(G)ψj
=
∑
j
1
λ− λj 〈φ˜
′′ + λφ˜, ψj〉L2(G)ψj
We will drop the L2(G) subscript for now. Applying integration by parts twice to the
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integral term above, we have
=
∑
j
1
λ− λj
n∑
i=1
∑
vi∈e
φ˜(vi)
dψj
dxe
(vi)ψj + (λ− λj)〈φ˜, ψj〉ψj
=

∑
λj=λ0
1
λ− λ0
n∑
i=1
∑
vi∈e
φi
dψj
dxe
(vi) +
∑
λj 6=λ0
1
λ− λj 〈φ˜, ψj〉

ψj +∑
j
〈φ˜, ψj〉ψj
=
1
λ− λ0
∑
λj=λ0
n∑
i=1
φiΨj(vi)ψj +
∑
λj 6=λ0
1
λ− λj 〈φ˜, ψj〉ψj +
∑
j
〈φ˜, ψj〉ψj
Clearly
∑
vk∈e,e∈G
dφ˜
dxe
(vk) is analytic with respect to λ for any vk, hence it sufce to only
consider
∑
vk∈e,e∈G
dw
dxe
(vk). Computing
∑
vk∈e,e∈G
dw
dxe
(vk), we get
1
λ− λ0
∑
λj=λ0
〈φ,Ψj〉CnΨj(vk) +
∑
λj 6=λ0
1
λ− λj 〈φ˜, ψj〉Ψj(vk) +
∑
j
〈φ˜, ψj〉Ψj(vk) (3.30)
The last two terms are both analytic on a small neighborhood around λ0. If the sum in the
rst term is nonzero at some vk then Λ(λ)φ has a non-removable singularity at λ0 for all
nonzero φ.
To complete the proof, we need the following lemma to show that if (3.26) for λ = λ0
has no solution for all nonzero φ, then
∑
λj=λ0
〈φ,Ψj〉CnΨj 6= 0
holds for all φ ∈ S.
Lemma 23. If (3.26) for λ = λ0 has no solution for all nonzero φ ∈ Cn then
∑
λj=λ0
〈φ,Ψj〉CnΨj 6=
0 for all nonzero φ ∈ Cn.
Proof: Let φ˜ be a smooth function and φ˜|∂G = φ. We express the solution as u =
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w + φ˜ where w satises
Hw − λ0w = φ˜′′ + λ0φ˜ (3.31)
By hypothesis of the lemma, (3.31) has no solution for φ 6= 0. By Fredholm alternative,
there exists ψj with λj = λ0 such that
〈φ˜′′ + λ0φ˜, ψj〉L2(G) 6= 0
but
〈φ˜′′ + λ0φ˜, ψj〉L2(G) =
n∑
i=1
φ˜(vi)Ψj(vi) = 〈φ,Ψj〉Cn
Next, we consider
〈φ,
∑
λj=λ0
〈φ,Ψj〉Ψj〉 =
∑
λj=λ0
|〈φ,Ψj〉|2 > 0 ,∀φ 6= 0.
Hence
∑
λj=λ0
〈φ,Ψj〉CnΨj 6= 0 for ∀ φ 6= 0. In particular there exist vi such that
∑
λj=λ0
〈φ,Ψj〉CnΨj(vi) 6= 0. 2
This completes the proof of the rst statement of case 2 of theorem 20.
We now prove the inequality (3.27). Firstly, from the proof of lemma 23, we know
that
∑
λj=λ0
|〈φ,Ψj〉|2 > 0 ,∀φ ∈ S. Since the above sum of squares is a continuous positive
function on the compact set S, there exists a positive constant C1 such that
∑
λj=λ0
|〈φ,Ψj〉|2 ≥ C1 > 0 ∀φ ∈ S. (3.32)
Secondly,
∑
j
|〈Ψj, φ〉| is also a continuous positive function on the compact set S,
so there exists a positive constant C2 such that
∑
j
|〈Ψj, φ〉| ≤ C2 ∀φ ∈ S.
62
Dene
fj(λ) =


1 if λj = λ0
1 +
1
λ− λj if λj 6= λ0
Clearly fj(λ) is analytic on some small neighborhood N(λ0) not containing any λj . If
λj 6= λ0 the let C3 := min
λ∈N(λ0)
|λ− λj| > 0. Then clearly for λ ∈ N(λ0),
|fj(λ)| ≤ 1|λ− λj| + 1 ≤
1
C3
+ 1 ,∀ j ∈ N such that λj 6= λ0
Next, assuming φ ∈ S, we estimate the following:
∑
j
|fj(λ)||〈φ˜, ψj〉L2(G)||〈Ψj, φ〉| ≤ C3 ‖φ˜‖L2(G)
∑
j
|〈Ψj, φ〉| ≤ C2C3 ‖φ˜‖L2(G) .
(3.33)
Using the (3.30) and that u = w + φ˜,
|〈Λ(λ)φ, φ〉| ≥ 1|λ− λ0|
∑
λj=λ0
|〈φ,Ψj〉|2 −
∑
j
|fj(λ)||〈φ˜, ψj〉L2(G)||〈Ψj, φ〉|
−|〈Φ, φ〉|
where Φ =
( ∑
v1∈e,e∈G
dφ˜
dxe
(v1), . . . ,
∑
vn∈e,e∈G
dφ˜
dxe
(vn)
)T
.
Using (3.32) and (3.33), we obtain
|〈Λ(λ)φ, φ〉| ≥ C1|λ− λ0| − C2C3 ‖φ˜‖L2(G) − ‖Φ‖ .
Since φ˜ is assumed to be smooth on each edge, it is in H2(e) for each edge e in G. By
using Sobolev trace theorem on each edge, both ‖φ˜‖L2(G) and ‖Φ‖ can be bounded above
by C4 ‖φ‖ for some positive constant C4. Thus we obtained
|〈Λv(λ)φ, φ〉| ≥ C1|λ− λ0| − (C2C3 + C4).
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Finally, for λ sufciently close to λ0, i.e., |λ− λ0| < C12C5 then
1
|λ− λ0|(C1 − C5|λ− λ0|) >
C1
2|λ− λ0|
where C5 = C2C3 + C4. The theorem then follows since |〈Λ(λ)φ, φ〉| ≤‖Λ(λ)φ‖.
c. Proof of Theorem 21
Suppose that λ0 ∈ σ(H) \ σD(Γ0). Let u(x) be an eigenfunction of H corresponding to
an eigenvalue λ. Suppose also that 0 < |λ − λ0| < δ
2
, then λ /∈ σD(Γ0). The spectral
problem Hu = λu on Γ can be rewritten on edges of Γ0 and vertices in Bv, through the
use of the Dirichlet-to-Neumann operator as follows:

−u′′ = λu on each edge of Γ0
u is continuous at each vertex in
⋃
v∈Γ0 Bv
φ′v = −Λ(λ)φv at each vertex v ∈ Γ0
(3.34)
where φv = (u(v1), . . . , u(vn))T , φ′v = (
du
dxe
(v1), . . . ,
du
dxe
(vn))
T
, and {vi} ⊂ Bv.
We have three cases depending on λ.
Case (i): Suppose λ > 0. On each edge e in Γ0 we have sin
√
λle 6= 0 because
λ /∈ σD(Γ0). Thus the solution of −u′′ = λu on e has the following form:
ue(x) =
u(0) sin
√
λ(le − x) + u(le) sin
√
λx
sin
√
λle
(3.35)
where we assume e has coordinate xe in which x = 0 and x = le are the coordinates of the
endpoints of e. Then
due
dx
(x) =
−u(0) cos√λ(le − x) + u(le) cos
√
λx
sin
√
λle
√
λ
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and
‖u‖2H2(e)=
∫
e
(1 + |λ|2)|u|2dx+
∫
e
|u′|2dx
≤ 2(1 + |λ|)
2le
sin2
√
λle
∑
vi∈e
|u(vi)|2.
Summing the above over all edges in Γ0, we have
∑
e∈Γ0
‖u‖2H2(e)≤
∑
e∈Γ0
2(1 + |λ|)2le
sin2
√
λle
∑
vi∈e
|u(vi)|2.
By our assumption that |λ− λ0| < δ
2
, it follows that (1 + |λ|)2 ≤ (|λ0|+ 1 + δ
2
)2. As for
the estimating sin
√
λle term, we can inscribe a triangle inside each hump of | sin
√
λle|
with vertices of triangle at ((n−1)pi, 0), (npi, 0) and (npi/2, 1), n ∈ N, then it follows that
| sin
√
λle| ≥ 2le
pi
min
n
|
√
λ− npi
le
|
There exists a positive constant C depending on λ0 and δ only, such that
2le
pi
min
n
|
√
λ− npi
le
| ≥ 2leCλ0,δ
pi
min
n
|λ−
(
npi
le
)2
|.
By triangle inequality,
min
n
|λ−
(
npi
le
)2
| ≥ min
n
|λ0 −
(
npi
le
)2
| − |λ− λ0| ≥ δ
2
.
Thus, we have
| sin
√
λle| ≥ Cλ0,δle (3.36)
Since Γ0 is nite and using (3.36), we can estimate
∑
e∈Γ0
‖u‖2H2(e)≤ Cλ0,δ
∑
v∈Γ0
∑
vi∈Bv
|u(vi)|2. (3.37)
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Case (ii): If λ = 0, then solution of −u′′ = λu on each e has the following form:
ue(x) =
u(0)(le − x) + u(le)x
le
. (3.38)
Since Γ0 is nite, we have
∑
e∈Γ0
‖u‖2H2(e)= 2
∑
e∈Γ0
2 + l3e
le
∑
vi∈e
|u(vi)|2 ≤ C
∑
v∈Γ0
∑
vi∈Bv
|u(vi)|2. (3.39)
Case (iii): If λ < 0 then solution of −u′′ = λu on each e has the following form:
ue(x) =
u(0) sinh
√−λ(le − x) + u(le) sinh
√−λx
sinh
√−λle
. (3.40)
From [53] , ‖u‖H2(e) is equivalent to the norm dened by (‖u‖2L2(e) + ‖u′′‖2L2(e))1/2.
∑
e∈Γ0
‖u‖2H2(e)≤ C
∫
e
(1 + |λ|2)|u|2dx
= C
∑
e∈Γ0
(|λ0|+ 1 + δ
2
)2le
∑
vi∈e
|u(vi)|2 ≤ Cλ0,δ
∑
v∈Γ0
∑
vi∈Bv
|u(vi)|2. (3.41)
Hence from (3.37), (3.39) or (3.41), we end up with
∑
e∈Γ0
‖u‖2H2(e)≤ Cλ0,δ
∑
v∈Γ0
‖φv‖2 (3.42)
The Sobolev trace theorem then implies that
∑
v∈Γ0
∑
vi∈Bv ,vi∈e
∣∣∣∣ dudxe (vi)
∣∣∣∣
2
≤ C
∑
e∈Γ0
‖u‖2H2(e) (3.43)
Combining (3.42), (3.43) and using the vertex condition of (3.34) we obtain
∑
v∈Γ0
‖Λ(λ)φv‖2=
∑
v∈Γ0
‖φ′v‖2≤ C˜λ0,δ
∑
v∈Γ0
‖φv‖2 (3.44)
If φv = 0 for each v ∈ Γ0 and with λ /∈ σD(Γ0) then u = 0 contradicting that u is an
eigenfunction. So there are φv 6= 0 for some v.
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If now lim
λ→λ0
‖Λ(λ)φv‖= ∞ for all v ∈ Γ0, then we will get a contradiction in (3.44)
when λ and λ0 are sufciently close. More specically, let ε =
C21
2C˜λ0,δ
where C1 is the
constant in (3.27). Hence ε depends only on G, B and δ. If 0 < |λ − λ0| < min{ε, δ
2
},
then
C1
|λ− λ0|
∑
v∈Γ0
‖φv‖2≤ C˜λ0,δ
∑
v∈Γ0
‖φv‖2 (3.45)
The term
∑
v∈Γ0 ‖φv‖2 is nonzero and can be cancelled, we then have
2C˜λ0,δ <
C1
|λ− λ0| ≤ C˜λ0,δ
contradicting (3.44).
d. Proof of Theorem 22
Assume that there exist φ ∈ S such that (3.26) for λ = λ0 has a solution.
First we consider a special case. Suppose there is an odd l0 cycle that contains all
vertices in Bv. Denote the cycle as v1, . . . , vnv1. On each edge connecting vi to vi+1 the
solution has the form ci cos(
√
λ0x) + bi sin(
√
λ0x) with x = 0 representing vi and x = li
representing vi+1. Then u(0) = ci = φi and u(l0) = −ci = φi+1 since λ0 is an odd
eigenvalue and thus cos(
√
λ0l0) = cos(n0pi) = −1. Hence φi = −φi+1.
Since there is an odd number of vertices inGv, we have φ1 = −φ2 = · · · = φn = −φ1
which forces φ1 = 0 and thus φ = 0. Contradicting that φ 6= 0.
Now, we consider the general case. Suppose at vJ0 , φJ0 6= 0. If vJ0 belongs to an odd
l0-cycle, then by argument similar to the special case above, we arrive at a contradiction.
So we assume that vJ0 does not belong to an odd l0-cycle. Then by condition (G1), there is
a l0-path that connects to a vertex vc belonging to an odd l0-cycle. By arguments similar to
the special case above, φc must be zero, otherwise there is no solution to (3.26) for λ = λ0.
We denote the sequence of the vertices in the l0-path as vJ0vJ1 . . . vJk , (vJk := vc) and eJi
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as the edge connecting vJi to vJi+1 for i = 0, . . . , k − 1. On each edge eJi , the solution of
(3.26) for λ = λ0 has the form ci cos(
√
λ0x) + bi sin(
√
λ0x) with x = 0 representing vJi
and x = l0 representing vJi+1 . Hence, we have
φJ0 = −φJ1 = · · · = (−1)k−1φJk−1 = (−1)kφJk = 0.
Thus φ = 0 contradicting that φ 6= 0. Hence a solution for (3.26) for λ = λ0 for φ 6= 0
cannot exist.
4. Some Remarks and Examples
We provide now some examples. Example 1 shows that when λ0 is not an odd eigenvalue,
then there might exist φ 6= 0 such that lim
λ→λ0
‖Λ(λ)φ‖< ∞ or equivalently (3.26) for
λ = λ0 has solution for φ. On the other hand, example 2 shows that the same might
happen when there is no odd cycle (G1 is not satised). Finally, example 3 shows that
when second statement of (G1) is not satised, the same situation might also happen.
Example 4 provides a situation when our technique does work and gaps do open.
Example 1: Suppose G is an equilateral triangle with edge length le := l and λ0 is an
even Dirichlet eigenvalues, i.e. λ0 =
n20pi
2
l2
where n0 is even, then (3.26) for λ = λ0 has
solution for φ = (1, . . . , 1)T , i.e. u(x) = cos(n0pi
l
x) + be sin(
n0pi
l
x) on each edge. The
Dirichlet-to-Neumann matrix is
Λ(λ) =
√
λ
sin(
√
λl)


−2 cos(√λl) 1 1
1 −2 cos(√λl) 1
1 1 −2 cos(√λl)

 .
For φ = (1, . . . , 1)T and λ0 = (n0pil−1)2,then
Λ(λ)φ = 2
√
λ(1− cos(√λl))
sin(
√
λl)
φ
λ→λ0−→ 0
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2
Example 2: Let G be a graph with four vertices and four edges with each vertex
having degree two. Assume that all four edges are of same length l. Thus the graph is a
quadrilateral and
Λ(λ) =
√
λ
sin(
√
λl)


−2 cos(√λl) 1 0 1
1 −2 cos(√λl) 1 0
0 1 −2 cos(√λl) 1
1 0 1 −2 cos(√λl)


.
Take φ = (1,−1, 1,−1)T and λ0 = (n0pil−1)2 where n0 is an odd positive integer. Then
Λ(λ)φ = −2
√
λ(1 + cos(
√
λl))
sin(
√
λl)
φ
λ→λ0−→ 0
2
Example 3: Let G be a graph on 4 vertices and looks like the picture below (see Fig.
10). The side of the equilateral triangle has length l.
Fig. 10. Graph G for Example 3
Take λ0 = (pil−1)2 to be an odd Dirichlet eigenvalues, then (3.26) for λ = λ0 has a
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solution for φ = (1, 0, 0, 0)T . Indeed, the solution u which is zero on the triangle and has
the form sin(pix/l) on the remaining edge.
Λ(λ) =
√
λ
sin(
√
λl)


−p 0 0 q
0 −2 cos(√λl) 1 1
0 1 −2 cos(√λl) 1
q 1 1 −2 cos(√λl)− p


.
where p = cot(
√
λl/2) sin(
√
λl) and q = csc(
√
λl/2) sin(
√
λl). Once again
Λ(λ)φ→ 0
Example 4: Let G be a graph like in the above except all four edges have the same
length l. Also take λ0 = (n0pil−1)2 to be an odd Dirichlet eigenvalue. Then (3.26) for
λ = λ0 does not have a solution for any nonzero φ and Λ(λ) =
√
λ
sin(
√
λl)
A(λ) where
A :=


− cos(√λl) 0 0 1
1 −2 cos(√λl) 1 0
0 1 −2 cos(√λl) 1
1 0 1 −3 cos(√λl)


.
Let p1 = − cos(
√
λl). Note that det(A(λ)) = 3p21(4p21 − 3). For − cos(
√
λ0l) = 1,
det(A(λ0)) = 3 6= 0. Hence
lim
λ→λ0
‖ Λ(λ)φ ‖= ∞.
Remark 24. Conditions of Theorem 22 are rather restrictive. It requires that for a graph
on n vertices, at least n edges need to be of the same length corresponding to the Dirichlet
eigenvalue λ0. By perturbation theory, it is clear that spectral gaps are stable under small
perturbation and hence such restrictive conditions are not necessary.
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CHAPTER IV
SUMMARY
In this dissertation, we described our results concerning two areas of applied spectral the-
ory.
Photonic crystals offer great promises in lasers, high-speed computers and in the area
of telecommunications. Already, ber-optic cables, which guide light, have revolutionized
the telecommunications industry. Photonic crystals provide potentially better means of
guiding and localizing light than current optical materials.
In the area of photonic crystal waveguides (PBG waveguides), we proved existence
and connement of guided waves through a linear defect in a PBG material, provided
some strength conditions on the defect. The results are obtained both for the scalar
(corresponding to 2D photonic or any dimension acoustic guides) and the full 3D Maxwell
cases. See [43, 44] .
The most important reason for considering quantum graphs is studying propagation
of waves through media that resemble thin neighborhoods of graphs, such as circuits of
quantum wires. Applications also include thin acoustic, quantum and optical waveguides.
One of the results in quantum graphs that we have is establishing a limiting absorption
principle and thus absence of singular continuous spectrum for scattering graphs. The
limiting absorption principle is useful in understanding the spectrum of a quantum graph
which in turn gives us information about quantum dynamics on such objects. See [49] .
As we have seen in the case of photonic crystal, gaps in the spectrum are essential
for guiding and localizing light. A standard way to create spectral gaps is to make the
medium periodic. Unfortunately, this neither guarantees existence of gaps (except in the
one-dimensional case), nor allows easy control over the location of the gaps. We present a
novel procedures of opening spectral gaps in regular nite quantum graphs. This procedure
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also allows some control over the location of the gaps. See [45] .
The work done in this dissertation clearly can and needs to be continued further. For
instance, concerning photonic crystal waveguides, one would like to show that the spectra
of Maxwell and Acoustic operators are absolutely continuous (i.e., that no bound states can
arise). Propagation of guided waves in bent waveguides are very important in application
and thus would be a natural choice for the next project.
In quantum graph theory, the resonant gap opening procedure is very important for
applications and thus the technique needs to be extended to any graph (nite or innite).
Also one needs to obtain weaker conditions on the scatters that ensure that gaps can be
opened.
The results are published in one paper [44] , one more paper is accepted for publica-
tion [49] , and two more are in preparation [43, 45] .
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