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Women are dramatically underrepresented in computer science at all levels in academia and ac-
count for just 15% of tenure-track faculty. Understanding the causes of this gender imbalance
would inform both policies intended to rectify it and employment decisions by departments and
individuals. Progress in this direction, however, is complicated by the complexity and decentralized
nature of faculty hiring and the non-independence of hires. Using comprehensive data on both
hiring outcomes and scholarly productivity for 2659 tenure-track faculty across 205 Ph.D.-granting
departments in North America, we investigate the multi-dimensional nature of gender inequality in
computer science faculty hiring through a network model of the hiring process. Overall, we find that
hiring outcomes are most directly affected by (i) the relative prestige between hiring and placing
institutions and (ii) the scholarly productivity of the candidates. After including these, and other
features, the addition of gender did not significantly reduce modeling error. However, gender differ-
ences do exist, e.g., in scholarly productivity, postdoctoral training rates, and in career movements
up the rankings of universities, suggesting that the effects of gender are indirectly incorporated
into hiring decisions through gender’s covariates. Furthermore, we find evidence that more highly
ranked departments recruit female faculty at higher than expected rates, which appears to inhibit
similar efforts by lower ranked departments. These findings illustrate the subtle nature of gender
inequality in faculty hiring networks and provide new insights to the underrepresentation of women
in computer science.
Keywords: network analysis, modeling, gender, social dynamics, employment networks, data science
I. INTRODUCTION
Women continue to be dramatically underrepresented
in computer science, receiving only 18% of bachelors’
degrees and 20% of doctorates in 2011,1 and are esti-
mated to hold fewer than 20% of technical positions in
the computing industry.2 Women are especially under-
represented in the professoriate, making up only 15% of
tenured or tenure-track faculty in computer science de-
partments [1]. Understanding the causes of gender im-
balance in faculty hiring would illuminate the underlying
social processes that shape academic disciplines, and fa-
cilitate efforts both to support equal opportunities and
to address the many non-meritocratic differences in male
and female faculty experiences [2–4]. These differences
include disparities in tenure rates, competency evalua-
tions, remuneration, allocation of research facilities, and
grant competitions. Rectifying these differences and im-
proving the gender balance in computer science would
serve not only to advance social justice but would also
promote the sort of diversity in skills and research ap-
proaches that has been found to improve group perfor-
mance [5], particularly in innovation-focused industries
[6].
∗ samuel.way@colorado.edu
† larremore@santafe.edu
‡ aaron.clauset@colorado.edu
1 http://nces.ed.gov/programs/digest/2013menu_
tables.asp
2 http://cnet.co/1GZh268
Much of the past research on gender imbalance among
faculty has focused on the “leaky pipeline,” the name
given to the observation that women leave science, tech-
nology, engineering and mathematics (STEM) fields at
greater rates than men at every stage of an academic
career, from grade school to full professor [7]. At the
faculty hiring stage of the pipeline, several experimen-
tal studies have aimed to identify the causes of gender
imbalance [8–10]. However, these have yielded inconsis-
tent, even contradictory findings, and little past work has
focused specifically on computer science.
Essentially, faculty hiring is a community-based com-
petitive process of subjective expert evaluations un-
der conflicting and evolving preferences; that is to say,
it’s complicated. These features, along with the non-
independent nature of hiring outcomes, make it difficult
to reliably assess the presence and source of real biases.
Here we investigate the role of gender in faculty hiring in
computer science using a novel network model of the hir-
ing process itself, across institutions and time. We then
use this model to study the hiring histories of individ-
ual institutions and the experiences of individual faculty.
We train this model using comprehensive data on the hir-
ing outcomes, scholarly productivity, and gender of 2659
tenured or tenure-track faculty across all 205 computer
science Ph.D.-granting departments in the United States
and Canada [1].
Many studies have found evidence of gender bias in
academia. For instance, male faculty in the life sci-
ences tend to train fewer female graduate students and
postdocs, relative to female representation in the pool of
trainees [11]. This tendency is more pronounced at elite
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2institutions, which tend to produce the majority of future
faculty [1]. Women often perceive greater barriers to be-
coming faculty than do men [12], which may discourage
them from seeking faculty jobs at all. Both grant pro-
posal and peer review success rates can be higher for men
than for women, because of implicit biases in the evalu-
ations of the competence of women [3, 13]. Technical
disciplines, including computer science, often have a nor-
mative expectation of intellectual brilliance, and in these
fields women are less likely than men to seek doctoral
degrees [14]. Experiments using name and gender varia-
tions on resumes have found that both male and female
faculty members tend to rate male applicants as more
competent, more hireable, and worthy of more mentor-
ing than female applicants [8]. Taken together, it ap-
pears reasonable to expect strong and pervasive evidence
of gender bias in faculty hiring outcomes across computer
science.
Other studies have argued that the evidence of bias
is lacking, even if it may have existed in the past. For
instance, a review of 30 years of research on the leaky
pipeline found that while gender differences were sub-
stantial prior to the 1990s in STEM fields, the gap has
since closed [15]. A separate review article surveyed lit-
erature on mathematical abilities in children, attitudes
toward math-intensive fields, and access to, persistence
in, and remuneration for faculty, concluding that no evi-
dence of systematic gender bias exists today [9]. One re-
cent study controversially claimed to find a 2-to-1 prefer-
ence for female applicants over male applicants in STEM
tenure-track faculty positions, based on a hypothetical
hiring scenario [10]. However, the experimental design
did not include applicant publications, presentations, or
reference letters, and thus it is unclear the degree to
which these results reflect real preferences, aspirations, or
political correctness. Even if the evidence is real, iden-
tifying its cause remains difficult. For instance, some
studies argue that the critical variable underlying female
underrepresentation is not gender itself but differences in
personality [16] and structural position [17]; better access
to resources for hiring, reviewing, and publishing [17–
19]; or the lower likelihood of workplace sexual harass-
ment [20], that happen to correlate with being male.
The role of gender in shaping outcomes in faculty hir-
ing is difficult to assess, in part, because the hiring pro-
cess itself is complicated and opaque. In real faculty
searches, applicants will vary along dimensions of gender,
productivity, subfield, doctoral prestige, postdoctoral ex-
perience, references, and more; applicants apply to many,
but not all searches; and both applicants and institutions
have internal, often undeclared preferences. Our aim in
this paper is not to model all of these complexities. In-
stead, we adopt the more narrow goal of estimating the
effective role of measurable factors like gender, productiv-
ity, and institutional prestige on observed faculty hiring
outcomes. We do this by formulating a network model
of the yearly matching process of applicants to faculty
openings, which we parameterize to allow us to quan-
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FIG. 1. For the 2659 computer science faculty in our sample
(collected in 2011), the distribution of years in which they
were first hired as an assistant professor.
tify the impact of different features of faculty applicants.
This approach allows us to investigate gender balance in
the hiring histories of individual institutions and in indi-
vidual faculty placement.
We begin by describing the faculty hiring and scholarly
productivity data sets and the statistical features we de-
rive from them. We then formulate a network model for
faculty placement, check its accuracy in reproducing pat-
terns found in the real hiring network, and use it to test a
variety of hypotheses about the model features. Finally,
we discuss our results in the context of other findings on
gender inequality and highlight strengths and weaknesses
of our analysis, before concluding.
II. DATA AND FEATURES
The primary data set that we used is a comprehensive,
hand-curated list of the education and academic appoint-
ment histories of tenure-track or tenured computer sci-
ence faculty [1]. This data set covers the 205 departmen-
tal or school-level academic units on the Computer Re-
search Association’s authoritative Forsythe List of Ph.D.-
granting departments in computing-related disciplines in
the United States and Canada.3 For each of these units,
the data set provides a complete list of regular faculty
from the 2011–2012 academic year, and for each of the
5032 faculty listed, it provides partial or complete infor-
mation on their education and academic appointments,
obtained from public online sources, mainly resume´s and
homepages.
Within this group, we selected the 2659 faculty who
both received their Ph.D. from and held their first as-
sistant professorship at one of these institutions, and for
whom the year of that hire is known and occurred in
3 http://archive.cra.org/reports/forsythe.html
31970–2011. Figure 1 shows the distribution of these hire
dates. The first requirement ensured that we modeled the
relatively closed North American faculty market; roughly
87% of computing faculty received their Ph.D. from one
of the Forsythe institutions, and past analysis has shown
that Canada and the United States are not distinct job
markets in computer science [1]. A number of faculty
were removed in this step because the location of their
first assistant professorship was not known; these were
mainly senior faculty. The second requirement allowed us
to extract a yearly time series of applicants and openings,
and thus use a more realistic model of faculty hiring over
time. Of the included faculty, women made up 16.1%,
which was not significantly different from the fraction in
the discarded set (p=0.92, χ2), and the changes in insti-
tutional rank (see next subsection) were not significantly
different between men and women in the discarded set
(p= 0.325, Mann-Whitney). Thus, our inclusion criteria
are unlikely to bias our subsequent results.
We modeled the hiring process using a parametric
model of edge formation in the faculty hiring network,
in which the probability that a particular applicant is
matched to a particular job opening depends on features
of both applicant and opening. These features were (i)
an applicant’s gender, (ii) the prestige of the hiring in-
stitution, (iii) an applicant’s scholarly productivity, (iv)
an applicant’s postdoctoral training, (v) the prestige dif-
ference between doctoral and hiring institution, and (vi)
whether those institutions are in the same or different
geographic regions. For each, we describe the way the
feature was constructed and provide some simple statis-
tics describing their relationship to gender.
Institutional prestige. From the education and ap-
pointment data, we constructed a faculty hiring network,
a directed multigraph where each node is an institution
and each Ph.D. graduate from an institution u who be-
gan as an assistant professor at v is represented by a
single directed edge (u, v). Each node in this network is
annotated with its institution’s prestige rank [1], which
is also given in the primary data set.
The prestige rank of an institution quantifies its ability
to place its graduates as faculty at other prestigious insti-
tutions. Formally, rank(u) is the mean rank of u across
all orderings that have the minimum number of “vio-
lating” arcs, i.e., an upward-pointing arc (u, v), where
rank(v) is better than rank(u). Such a ranking is called
a minimum violation ranking (MVR) and is a common
way to measure prestige in social systems [21, 22]. The
prestige ranking we used was obtained by sampling the
MVRs for the full faculty hiring network, and it repre-
sents a hierarchy on the institutions in which only 12%
of edges violate the ranking, i.e., only 12% of individ-
uals were hired at an institution more prestigious than
their doctorate institution. This ranking correlates with
the popular but widely criticized [23] computer science
ranking by U.S. News & World Reports (r2 = 0.80), but
it has the advantages of covering the complete Forsythe
list and being based on the collective hiring decisions of
the departments themselves.
We constructed two features using these ranks: the
rank difference ∆rank(u, v) between the applicant’s doc-
toral institution u and the hiring institution v, and the
rank(v) of the hiring institution alone.
Comparing female and male faculty in our sample, we
found no significant difference in the ranks of the doctoral
institutions (p= 0.41, Mann–Whitney) or the hiring in-
stitutions (p = 0.12, Mann–Whitney). The distribution
of the rank differences quantifies the degree to which ap-
plicants tend to move up or down the ranking when they
take a faculty position (see Table I). We found no signif-
icant difference in the rank differences between men and
women, both including (p = 0.33, Mann–Whitney) and
excluding “self-hires” (p = 0.11, Mann–Whitney), i.e.,
cases in which a university hires one of its own gradu-
ates. We did find a significant difference in the rates
of self-hires, with 9.4% of women being self-hired com-
pared to 6.1% of men (p = 0.02, χ2). Altogether, men
and women are trained and hired at similar rates across
prestige rankings.
down up
men 1877 (79.3%) 491 (20.7%)
women 357 (81.0%) 84 (19.0%)
TABLE I. Women and men move up in the prestige rankings
at similar rates (excluding self-hires.)
Scholarly productivity. Publication records are an
important factor in the evaluation of faculty candidates.
For each applicant we assigned a feature that captures
their scholarly productivity, controlling for subfield vari-
ations, prior to being hired into their first assistant pro-
fessorship.
To construct this feature we first collected a complete
publication profile for each faculty from DBLP, an on-
line bibliographic database4 that, in late 2015, indexed
over 3.1 million publications written by over 1.6 million
authors, mainly computer scientists, using manual name
disambiguation as necessary. Through this procedure, we
obtained publication records, including titles and publi-
cation dates, for 2528 (95.1%) faculty in our sample. The
few individuals for whom we could not identify a DBLP
profile were assumed to have no publications.
Publication records in DBLP include journal articles,
conference papers (which, in computer science, are peer
reviewed), as well as workshop papers (which often are
not). The perceived value of different publication types,
particular venues, or position in the author list varies by
subfield, and we did not attempt to account for these
differences here. Instead, we used the number of publi-
cations that each faculty had published by one year after
starting their assistant professorship, but normalized to
control for publication rate variability across subfields.
4 http://dblp.uni-trier.de/
4To construct this normalization, we first aggregated the
text contained in all the paper titles of a particular fac-
ulty’s DBLP profile, a technique that is common in se-
mantic analysis of short texts [24]. We then applied La-
tent Dirichlet Allocation [25] to obtain 10 topics or sub-
field distributions over words, which together captured
the total variation in words across all publication records.
As a side effect, we also inferred for each faculty a proba-
bility distribution over subfields that characterizes their
individual publication record. To verify that these distri-
butions were reasonable, we manually inspected the most
common words in each topic and found good agreement
with classic subfields in computer science. Similarly, we
verified that the inferred topic distributions for a set of
well-known computer scientists aligned with their known
specialities.
For each subfield, we computed a distribution over pa-
per counts, weighted by each faculty’s inferred emphasis
on that subfield. For each faculty, we computed a sin-
gle composite z-score for their overall productivity by
taking a weighted average of z-scores over subfield dis-
tributions, with weights given by the faculty’s subfield
probability distribution. The result is a feature that rep-
resents each person’s relative productivity, controlled for
their own distribution of work across subfields and the
norms within those subfields.
Productivity scores do not differ between men and
women. This is true even when we consider only men
and women who moved up the ranks and, separately, men
and women who moved down (p>0.05, Mann–Whitney).
Median productivity scores for men and women in each
of these categories are reported in Table II. We did find
that individuals with postdoctoral experience have signif-
icantly higher productivity scores than individuals with-
out postdoctoral experience (p < 0.01, Mann–Whitney).
This was true for men and women, separately and to-
gether. This is not surprising, as postdoctoral training
allows more time to write papers prior to going on the
faculty job market. As we note below, separate treatment
of productivity and postdoctoral training allowed us to
assess whether or not there is intrinsic value in postdoc
experience beyond providing additional time to publish
papers.
We note that the productivity scores of men and
women do differ when we restrict our analysis to include
men and women hired after 2002 (the median start year
for women). Among these individuals, men are signif-
icantly more productive than women (p = 0.03, Mann–
Whitney). This finding supports the existence of a pro-
ductivity gap in recent years, despite the previously men-
tioned studies, which suggest that such gaps have nar-
rowed or closed over time in other disciplines [17, 26].
Geography and postdoctoral training. Geogra-
phy and postdoctoral training were captured in two bi-
nary features. For the former, we assigned a value of 1 if
the pair (u, v) spanned two institutions in the same geo-
graphic region (U.S. Census regions plus Canada), and a
0 otherwise. For the latter, we assigned a value of 1 if a
down up all
men -0.322 -0.207 -0.327
women -0.331 -0.215 -0.329
TABLE II. Median z-scores by gender and by whether a fac-
ulty moved up or down the ranking for their faculty posi-
tion. We find no significant differences comparing men and
women’s productivity scores in each of these categories. Me-
dian values are negative indicating that productivity scores
are right-skewed due to prolific faculty.
person had any postdoctoral experience recorded in our
primary data set, and a 0 otherwise.
We found no difference in the percentages of men and
women graduating and being hired in the same geo-
graphic region (p = 0.12, χ2). Of the people falling into
this category, we next asked whether movement up or
down in the ranks was linked to gender, and we found
no evidence to suggest that these variables were related
(p = 0.72, χ2). We did find, however, that for individ-
uals who changed geographic regions, men were signif-
icantly more likely than women to have moved up in
rank (p= 0.01, χ2). These results are presented in Ta-
ble III. Additionally, conditioned on moving up the ranks,
men changed geographic regions significantly more than
women (p = 0.03, χ2), with 67.8% of men changing re-
gions compared to only 48.7% of women.
down up
men 1150 (85.7%) 192 (14.3%)
women 220 (92.1%) 19 (7.9%)
TABLE III. For individuals graduating and being hired in
separate geographic regions, men are significantly more likely
to be moving up the ranks (p = 0.01, χ2).
We found that, in general, women were significantly
more likely than men to have postdoctoral experience.
24.1% of women in the dataset completed at least one
postdoc compared to only 19.3% of the men (p = 0.03,
χ2). Having postdoctoral experience, though, did not
make women any more or less likely to move up the ranks
than men (p=0.92, χ2), as displayed in Table IV.
down up
men 347 (86.3%) 55 (13.7%)
women 80 (86.0%) 13 (14.0%)
TABLE IV. For individuals with postdoctoral experience,
men and women move up the ranks at similar rates (p = 0.92,
χ2).
Finally, we note that the role of postdoctoral experi-
ence appears to have changed in recent years. Comparing
individuals whose first assistant professorship began ei-
ther before or after 2002, postdoctoral training rates were
significantly higher following 2002, 28.1% compared to
only 15.5% before 2002 (p< 0.01, χ2). Men and women
received postdoctoral training at similar rates post-2002,
529.5% for women and 27.7% for men (p= 0.68, χ2), but
the men who did were significantly more productive than
the women (p<0.01, Mann–Whitney). We also note that
after 2002 women with postdoctoral training were not sig-
nificantly more or less productive than men without post-
doctoral training (p= 0.44, Mann–Whitney), suggesting
that women faced additional obstacles which limited their
productivity.
III. A MODEL OF THE FACULTY MARKET
Faculty hiring is a complicated process, and the par-
ticular outcome of a faculty search can depend on a sur-
prising variety of factors. Here, we aim to pare down
this complexity to formulate a reasonably simple but still
useful model of the faculty market as a whole in order to
estimate the influence of different features on hiring out-
comes in computer science. Our approach uses a data-
driven statistical model of the observed outcomes and
their features, which is distinct from models of strategic
interactions among departments [27].
We note two key properties of the faculty market: (i)
assistant professor hires are made in rounds, generally
once per year, and (ii) these hires are not independent
of each other. This second property comes from the fact
that two institutions cannot hire the same applicant. A
faculty hiring network (where each directed edge (u, v)
represents the hiring a graduate of node u as an assistant
professor at node v) is thus the accumulation of yearly
sets of such non-independent hiring edges.
We model this network assembly process by modeling
the annual matching of candidates to openings in each
year of the data. Systematic information on unsuccessful
applicants and unfilled openings is not generally available
for any year, and for this reason we make the simplify-
ing assumption that matchings are made among the ob-
served candidates and openings (the positions that were
filled) in each year. This is not an unreasonable assump-
tion: in practice, only a small fraction of faculty openings
go unfilled each year, meaning that the set of successful
applicants is a reasonable approximation of the top can-
didates across all searches. Thus, for each year t, we first
break the observed hiring edges {(ui, v)}t, where i in-
dexes across all candidates, into two “stub” sets, one for
the candidates {ui}t and one for the openings {v}t. We
then generate a matching Mt on these stubs using a prob-
abilistic model f that is parameterized by the pair-level
features described in the previous section.
Regardless of the reasons why, in practice, hiring com-
mittees prefer applicants trained at more prestigious de-
partments about 80% of the time [1]. We model this
and other preferences of a typical hiring committee via a
logistic function for the pairwise probabilistic model:
f(~x[ui, v], ~w) ∝
(
1 + e−~x[ui,v]·~w
)−1
, (1)
where ~x[ui, v] is a vector of features of the candidate-
opening pair ui, v, and ~w is the global set of weights on
those features that we learn from the data.
This choice of f allows us to automatically capture two
important special cases: if f is independent of ~x, then
rank and other features play no role and the matching
is equivalent to the popular configuration random graph
model [28]; when f is a step function on rank, and in-
dependent of other features, then hires are chosen uni-
formly at random from those trained at more prestigious
departments, which is equivalent to the MVR ranking
method used in [1]. The step function is the simplest f
that depends on some of our features, and we use it as a
baseline model later in order quantify the improvement
from incorporating additional model features.
Applicants may also prefer openings at highly ranked
departments, desiring the prestige and resources associ-
ated with these institutions. We model this preference
by filling the openings {v}t sequentially, choosing an
unfilled opening to fill with probability proportional to
1/rank(v) (where more highly ranked departments have
smaller rank scores). Through this sequential matching
process, our model fills each opening in a given year t
from the available candidates in that year. Applying this
process for each year t from 1970 to 2011, the model as-
sembles a full faculty hiring network. It is worth noting
that this model is loosely similar to the popular expo-
nential random graph model [29]; however, in our formu-
lation, edge formation is ordered and not independent,
which requires a slightly different treatment.
We score the quality of our model by measuring its to-
tal error with respect to the observed placements, where
total error is defined as the mean squared error (MSE) in
the placements plus an L1 regularization term to prevent
the model from overfitting. Mathematically,
err =
1
m
m∑
i=1
[observed(ui)−model(ui)]2 + λ
∑
k
|~wk| ,
(2)
where observed(ui) is the observed placement rank of
candidate i and model(ui) is the simulated placement
rank. Using the MSE allows the model to receive par-
tial credit for matching an applicant to an opening with
rank similar to the observed rank, rather than, for ex-
ample, receiving credit only if the applicant matches to
the observed opening (which simply counts the number
of correct placements). To estimate the model’s param-
eters ~w, we use a standard implementation of a direct
search optimization algorithm (Nelder-Mead).
A. Model checking
As a first step, we check that synthetic faculty hiring
networks produced by our model have similar structural
patterns to the observed network. We do this for each of
three choices of f , the logistic function of Eq. (1) using
all six features, as well as its two special cases, a uniform
6model f
observed uniform step logistic
mean geodesic path length 2.23 2.05 ± 0.01 2.07 ± 0.01 2.16 ± 0.01
mean local clustering coefficient 0.25 0.34 ± 0.01 0.38 ± 0.01 0.22 ± 0.01
% reciprocated hires 18.95 14.52 ± 0.81 4.17 ± 0.34 13.93 ± 0.69
% reciprocating institutions 14.25 13.23 ± 0.77 1.72 ± 0.21 9.86 ± 0.61
% self-hires 6.62 0.93 ± 0.18 3.74 ± 0.27 1.95 ± 0.25
% placements within same region 40.54 21.27 ± 0.77 24.48 ± 0.76 29.15 ± 0.75
TABLE V. Network summary statistics used in model checking of uniform, step, and logistic choices of f . In each row, boldface
indicates the model that best reproduces that characteristic of the observed network.
function and a step function. Using standard network
summary statistics [30], such as the mean geodesic path
length and the mean local clustering coefficient, as well as
hiring-specific statistics on reciprocal hiring, self-hiring,
and within-region placement, we compare the observed
and simulated networks. Table V summarizes the results
of this exercise.
In general, we find very good agreement between the
statistical properties of the real network and those gen-
erated by each of our models, with the logistic model
performing best overall. Each of our models underesti-
mates the rates of reciprocal hiring and self-hiring. This
suggests that additional factors not present in our model
likely influence these types of hires, perhaps related to
the pre-existing social and professional connections asso-
ciated with such hires.
Finally, we verify that the feature weights learned by
our model are consistent under cross-validation in which
sets of five randomly selected years of data are set aside
for testing. Feature weights are largely stable across runs
with only minor fluctuations that do not have a signifi-
cant impact on modeling error.
IV. RESULTS
In the following sections, we examine gender’s role in
university faculty hiring at three levels by investigating
(i) system-wide effects, (ii) hiring results for individual
institutions, and (iii) hiring results for individual candi-
dates. We conclude by forecasting when computer sci-
ence will reach gender parity, should women’s presence
in the field continue to grow at the current rate.
A. Market-level analysis
We trained a series of placement models by incorpo-
rating, one at a time, the attributes described in the pre-
vious section. The order in which attributes were added
to the model was determined greedily: each remaining
attribute was added separately to the previous model,
and the attribute producing the greatest reduction of er-
ror was built into the subsequent model. Gender was
incorporated last in order to determine if it significantly
improved modeling results beyond the effects of all other
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FIG. 2. Reduction of modeling error as features are added
to the model. Percent reductions are computed relative to
the step function model as a baseline. Median percent reduc-
tions are reported for each model, and attributes producing
a significant reduction in error (p<0.05, Mann–Whitney) are
marked with braces and asterisks.
variables. Figure 2 shows the extent to which modeling
error decreased as attributes were incrementally incorpo-
rated.
The list of attributes added to the model, in decreasing
order of error reduction, was (i) rank difference between
doctoral and hiring institutions, (ii) scholarly productiv-
ity, (iii) rank of hiring institution, (iv) postdoctoral train-
ing, and (v) whether doctoral and hiring institutions were
in the same geographic region. It is perhaps unsurpris-
ing that rank difference and productivity yield the largest
improvements in modeling results as these attributes are
known to play key roles in faculty hiring. Incorporat-
ing the rank of the hiring institution also significantly
improves modeling results (p < 0.01, Mann–Whitney).
Based on the sign of the inferred coefficient, this suggests
that the most prestigious universities are more selective
in their hires and potentially value prestige more than
lower-ranked universities.
Neither postdoctoral experience nor geographic infor-
7mation alone produced a significant change in modeling
error. Together, however, these features accounted for
a small but significant improvement. Because the pro-
ductivity score had already been greedily added to the
model prior to postdoctoral training, this result implies
that postdoctoral training, in general, is only nominally
useful beyond the extent to which it offers a trainee ad-
ditional time to publish more papers and to thereby in-
crease his or her productivity score. Geographic infor-
mation, similarly, has little effect on modeling error. On
its own, this finding suggests that issues of mobility do
not strongly and systematically affect the placement of
all faculty. We noted in Sec. 2, however, that men who
moved up in the ranks are more likely than women who
moved up to have changed geographic regions. Together,
these findings suggest that mobility may play a small but
real role in placement differences for some groups of men
and women.
Finally, the addition of gender into the placement
model did not significantly improve modeling results. We
found this to be true both when we computed placement
error for all faculty, and for women, separately. That the
incorporation of gender does not significantly improve
global error suggests that gender in and of itself does not
systematically affect all hires beyond potential indirect
effects encoded in other features, such as productivity.
This finding echoes historical work [31], which suggests
that gender discrimination within science is not evenly
distributed and warns that ignoring this non-uniformity
risks promoting inequality.
That being said the weight assigned to gender was
nevertheless non-zero, indicating that a subtle difference
does exist. To convert this difference into more tangi-
ble terms, we calculated the number of additional pa-
pers a female candidate would need to publish in or-
der to achieve the same job placement as an otherwise
equivalent male candidate. Across subfields, on aver-
age, women must publish approximately one additional
paper—a roughly 10% increase in productivity—in order
to compete on even footing with men.
B. Institution-level analysis
For faculty hiring to be free of uniform and system-
atic gender bias does not suggest that inequality cannot
exist at the level of individual institutions. In this sec-
tion, we explore this possibility directly by comparing
the observed hiring at each institution with the distri-
bution of outcomes drawn from our generative model of
faculty placement. Using all features listed in previous
sections, we simulated 1000 complete hiring histories, re-
quiring as before that universities compete for candidates
during each year of the process. For each simulation, we
tracked the number of male and female hires by year
and by institution, resulting in an evaluation of the gen-
der balance of each department, taking into account the
number of women on the job market when the depart-
ment was hiring and the likelihood that those candidates
would have been hired by the institution. The result is
a set of institution-specific assessments that accommo-
date the non-independence of hires while controlling for
placement likelihoods of candidates.
In comparing each institution’s actual number of fe-
male hires to the expected number under simulation, we
find that most institutions perform very closely to their
expected values. There are, however, institutions that
exceed or fall short of the model’s expectations. Figure 3
highlights universities in each of these three categories.
By comparing the results of many institutions, we
asked whether female hiring patterns change as a func-
tion of rank. Figure 4 illustrates the difference between
actual and expected counts of women at the top 50 uni-
versities, sorted by rank. We note that top-ranked in-
stitutions (ranks 1–10) tend to hire more women than
expected, while slightly lower-ranked institutions (ranks
11–20) typically hire fewer. This pattern may suggest
that efforts made by top institutions to rectify instances
of gender imbalance in their own departments could come
at the expense of impeding similar efforts by lower-ranked
institutions.
C. Candidate-level analysis
Having analyzed faculty hiring at the system level and
at the level of individual institutions in previous sections,
we now investigate the placement of individual faculty.
The complete simulations of the faculty market used in
the institution-level analyses were re-analyzed for each
individual faculty. Specifically, for each individual, we
compiled a list of simulated placements and their frequen-
cies, constituting a distribution of plausible outcomes
for that person. By comparing the ranks of the insti-
tutions in an individual’s list of plausible outcomes to
that of their hiring institution, we obtained a distribu-
tion representing the amounts by which each person has
over- or under-performed relative to their simulated out-
comes. We separated these individuals by gender, and
found that men and women meet or exceed model expec-
tations at similar rates, though women are more likely
to exceed expectations (p < 0.01, Mann–Whitney). For
under-performing individuals, however, men tend to fall
short of their expectations by significantly larger amounts
(p<0.01, Mann–Whitney).
We also find that individuals with postdoctoral train-
ing are more likely to outperform model expectations
than those without this experience (p < 0.01, χ2). This
result is true for men and women, both separately and
together, although women tend to exceed their expec-
tations by larger amounts (p < 0.01, Mann–Whitney).
This implies that in the past, postdoctoral experience
may have provided a strategic advantage to women look-
ing to move up the ranks of the prestige rankings. With
more men receiving postdoctoral training in recent years,
however, it appears that what was once a competitive
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FIG. 3. Three examples of model-based sampling of university-specific female hire distributions. Each green trajectory denotes
the cumulative number of hires for a single simulation of the placement model at the indicated university. Running many
simulations creates the distribution over final counts, shown on the right. The actual trajectory of hires made by the institution
(within the data set) and the resulting final count are highlighted in black. UC Berkeley, Princeton, and Brigham Young
represent examples of expected, female-skewed, and male-skewed hiring, as indicated by the location of the actual value within
each sampled distribution.
FIG. 4. Comparison of actual and expected female hiring over
the top 50 institutions. Dots represent actual values minus
expected values calculated from distributions samples as in
Fig. 3. The shaded region denotes the 25th-75th percentiles,
based on modeling outcomes. Six particular universities are
annotated. Top 10 schools hire slightly above expectations
while ranks 11–20 hire below expectations. This suggests that
the efforts by the highly-ranked schools to rectify any gen-
der imbalance may have impeded the efforts of lower-ranked
schools hoping to do the same.
strategy may now be the norm.
Grouping individuals together by hiring year, we in-
vestigated how placement error is distributed over time.
This allows us to assess the degree to which faculty hir-
ing appears to have changed over the timeframe spanned
by the dataset. Like the previous analysis, this is equiv-
alent to looking at the average amount by which men
and women over- or under-perform, collectively, in each
hiring year. For instance, a pattern of women tending
to under-perform early in the time period, and to over-
perform later in the time period would be consistent with
improved conditions for female faculty today. Instead, we
see noisy, but relatively flat functions for the placement
errors for both women and men (Fig. 5), with the differ-
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FIG. 5. Mean placement error by year. Placement error is
computed as the difference between the rank of the institu-
tion where the person was hired and the rank of the insti-
tution where they placed under simulation. Higher variance
in female placement error is within fluctuations expected due
to lower female representation in the data set. Adjusted for
yearly representation in the data, error is neither systemati-
cally increasing nor decreasing in time.
ence in fluctuations by gender attributable to the differ-
ence in sample size. This pattern indicates that model
errors in either direction are equally likely for men and for
women, and for both recent hires and hires from several
decades ago.
D. Long-term forecast for gender parity
Over the four decades spanned by our data, the pro-
portions of received doctoral degrees and assistant pro-
fessor positions held in computer science by women have
both steadily increased, from around 5% to roughly 20%
(Fig. 6). However, the share of new faculty positions held
by women is on average about 1% lower than the share of
doctorates, which reflects the well-documented leakiness
9of the academic training pipeline [7]. While not a large
number in magnitude, a 1% gap is a substantial propor-
tional difference (about 7–20%) given that the gender
ratio is so heavily skewed toward men.
Nevertheless, the long-term trend in computer science
is toward gender parity. To estimate when women and
men will hold equal shares of new faculty positions, we
fitted a simple linear model to the historical trend and
extrapolated it into the future (Fig. 7). Under this model,
the share of positions held by women increases by 0.43%
per year on average, meaning that it will take roughly 60
years from 2012 to reach parity at the assistant professor
level, with a 95% confidence interval of 30–100 years. Full
gender parity across all levels of faculty should then occur
30–40 years later, when the first gender-parity cohort of
assistant professors begins to retire.
V. DISCUSSION
Here, we used a unique data set on the hiring of as-
sistant professors in computer science from 1970–2011
to measure the importance of six features of candidates
on observed hiring outcomes. Among these, doctoral
prestige and scholarly productivity play an outsized role,
while gender alone does not appear to be a significant
factor in the typical hiring decision. At face value, these
findings are consistent with a system that is not overtly
biased by a candidate’s gender.
However, we also found evidence of (i) unexpectedly
gender imbalanced hiring patterns at individual institu-
tions, (ii) significant differences between genders in rates
and the effects of publishing and postdoctoral training,
(iii) differences between men and women who move up
the prestige ranking, and (iv) evidence of that higher
ranked institutions’ success at hiring female faculty may
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FIG. 6. Time series of the fraction of assistant professor
hires since 1970 in our dataset that are women (green; with
95% confidence intervals around the mean), and the fraction
of computer science doctoral recipients since 1970 that are
women (black).
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FIG. 7. Gender ratio of assistant professors in computer sci-
ence, by gender, and a projection for when gender parity will
be reached. If the historical trend continues unaltered, gender
parity will occur in approximately 2075. Shaded regions rep-
resent extrapolated 95% confidence intervals from an ordinary
least squares regression.
be limiting similar efforts at marginally less highly ranked
institutions. The apparent conflict between these two
sets of findings about the same faculty market shows that
the role of gender in faculty hiring is subtle and generally
not well characterized by simple statistics or broad gen-
eralizations. Overall, our results suggest that the actual
faculty hiring market in computer science is neither ex-
tremely dire for women [8] nor extremely favorable [10].
Under our model, the inclusion of candidate gender
did not significantly improve its ability to correctly place
faculty overall. There are at least three plausible inter-
pretations of this behavior. First, gender could be an
irrelevant feature in faculty hiring. This interpretation is
implausible because we also found that gender correlates
with postdoctoral training, productivity, and geographic
mobility, especially in the past 10 years. Second, the ef-
fect of gender may not be included realistically in the
model. Evidently, a uniform penalty or advantage based
on gender does not help reduce placement error rates,
and so the gender feature received a weight near zero.
Or third, the primary effects of gender on placement are
already incorporated into the model through other fea-
tures that correlate with gender.
This latter interpretation is particularly plausible. For
assistant professors who started since 2002, productivity
scores correlate with gender, with men being on average
more productive than women with the same amount of
training (p < 0.01, Mann-Whitney). Moreover, the pro-
ductivity of women with postdoctoral training is not sig-
nificantly different from men without it (p=0.44, Mann-
Whitney), and under our model, women need to be about
10% more productive, on average, in order to place at
equal rates as men. That is, productivity already en-
codes gender-based differences, making a separate gen-
der variable in the model redundant. The origin of this
productivity gap seems unlikely to be related to inherent
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differences in talent or effort, and may instead be related
to differential access to resources and mentoring [19],
greater rates of hostile work environments or sexual ha-
rassment [20], differences in self-perceptions [32], or other
gender-correlated factors. Additional research is needed
to investigate these possibilities.
Our findings that support the existence of a gender-
driven productivity gap in recent years are at odds with
several studies indicating that such gaps have narrowed
over time or perhaps closed altogether in other disciplines
[17, 26]. These studies, however, examine the total num-
ber of publications and citations accumulated over one’s
entire career whereas we focus on an individual’s publi-
cation record up until one year after being hired. Dif-
ferences in productivity at this stage have been noted
previously [33] and are most relevant to our study of fac-
ulty hiring, as these differences likely influence hiring as
well as tenure decisions and thus the individuals observed
in our dataset. Indeed, we find that women are overrep-
resented on the low end of our productivity measure and
publish fewer papers per year on average for the first
several years of employment. A better understanding of
the causes behind this lag in productivity would inform
faculty evaluation procedures and tenure policies, poten-
tially improving retention of women at this career stage.
The productivity gap also suggests that postdoctoral
training has been one way for women to compete on an
equal basis with men in the faculty market. For faculty
who started prior to 2002, the rate of postdoctoral train-
ing was indeed higher among women than men, which
may reflect a compensatory adaptation to a biased sys-
tem [34]. Since 2002, however, these rates have equal-
ized, meaning that in a typical faculty search today, men
are likely to appear more productive, on average, than
women. Institutional self-hiring, i.e., becoming faculty
at one’s doctoral institution, may reflect a separate kind
of compensatory adaptation. Across 40 years, women
have been hired by their doctoral institutions at a greater
rate than men, and this difference has grown significantly
since 2002. Determining the extent to which these pat-
terns reflect strategic responses to a changing market
would shed new light on the underlying market struc-
ture.
The long-term trend in the gender ratio in computer
science faculty hiring is toward parity. The pace, how-
ever, is glacial, and we estimate that it will take roughly
60 years to reach. There are two main reasons to want to
accelerate this trend: (i) social justice and the provision
of equal opportunities [35, 36], and (ii) increased scien-
tific innovation, creativity, and productivity [5, 6, 37, 38].
Achieving parity sooner, however, is likely to require
novel and concerted efforts, as the faculty gender ra-
tio correlates strongly with the doctoral gender ratio
(Fig. 6), suggesting that relatively little has changed, fun-
damentally, over the past 40 years.
For an individual computer science department aim-
ing to improve its faculty gender balance, the non-
independence of hires poses a thorny problem. We ob-
serve a rank-dependent pattern indicating that more
highly ranked departments tend to have better than
expected rates of female faculty hiring and retention
(Fig. 4), potentially at the expense of those departments
ranked just below, e.g., ranks 1–10 vs. 11–19, and ranks
20–25 vs. 26–40. Even if all departments wished to hire
more female faculty, the more highly ranked institutions
will tend to have a competitive advantage in attracting
any candidates. Thus, if many departments are com-
peting to hire a small number of female candidates, the
lower-ranked departments will tend to lose out. Broad-
ening the pool of female candidates is one solution to this
problem, which a recent experimental study showed has
a direct improvement on the gender ratio among faculty
hires [39].
Because the hiring network data set is a snapshot of
regular faculty in the United States and Canada in the
2011–2012 academic year, it necessarily omits any infor-
mation about faculty who left or retired from computer
science prior to 2012, who were hired since 2012, or who
were hired at the associate or full professor level during
our study period, e.g., faculty who spent time in indus-
try or who did their assistant professorship outside of
computer science or outside the U.S. and Canada. As a
result, hiring and retention are confounded in our anal-
ysis, and the current gender imbalance at some depart-
ments may be smaller than what we estimate. Were in-
formation on these missing individuals to become avail-
able, our model could be used to study questions about
the leaky pipeline, e.g., do certain institutions or groups
of institutions contribute more or less to women leaving
the pipeline, or to compare the dynamics of the new-hire
market and the senior-hire market. Another limitation
of this data set is that it does not include information
on other faculty variables, such as their ethnicity, which
can be particularly skewed, e.g., with African American
faculty [40], socio-economic background, or nationality.
These represent important directions for future research.
The productivity feature developed here could poten-
tially be improved. For simplicity, we assigned all publi-
cations equal weight in our analysis, which favors quan-
tity over quality. A better feature, however, would com-
bine a candidate’s scholarly record with an estimate of its
scholarly quality and the author’s level of contribution.
However, such an extension would be highly non-trivial,
in part because quality is difficult to measure accurately
and automatically, across subfields. In fact, reliably as-
sessing publication quality is hard even for humans, par-
ticularly when that contribution is interdisciplinary [41].
An automated tool for doing so would have value both
for the scientometrics and text mining communities as
well as hiring committees.
In our model, we used a logistic function to score po-
tential matchings between candidates and hiring insti-
tutions. Allowing this function to take a more complex
form could improve the model’s accuracy, either through
the incorporation of interaction terms or by adopting a
richer functional form in place of Eq. (1). Though we
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do not explore these possibilities here, such modifications
could enrich future analyses in this area and offer a source
of flexibility for adapting our modeling framework to suit
other applications.
Faculty hiring networks provide a powerful new tool
for understanding the dynamics of academic disciplines,
and for investigating the role of different factors in shap-
ing academic careers. The computer science hiring net-
work reveals substantial evidence that gender inequality
is present, subtle, and non-uniform. For predicting fac-
ulty placement, doctoral prestige and relative productiv-
ity appear to be the most important variables. However,
the correlation between productivity and gender raises
the questions of why, how the gap can be closed, and
how our assessments can be informed by its underlying
causes. Although the details are different, the computing
industry has an equally large gender imbalance. Employ-
ing a similar approach to industrial hiring networks and
productivity may shed new light on its underlying causes
and the means to address it.
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