Abstract-This paper proves the dependence of successful of software project implementation on the software requirements specification (SRS), the actuality and importance of the skill to evaluate the possible success of software project based on the specifications.
INTRODUCTION
The successful implementation of software project is timely completion of software project within the allocated budget and implementation of all required features and functions [1] .
The analytical studies and reviews of recent years gave not very encouraging results in the field of successful implementation of software projects. Statistics of successful implementation of software projects in 1994-2012, according to The Standish Group International (Chaos reports) [1] , shows high portion of unsuccessful (challenged and failed) software projectsfrom 84% in 1994 to 61% in 2012. A large number of software defects occur at the stage of requirements formulation. As shown in [2] , the defects of requirements formulation constitute 10-23% of all defects, and the greater the size of software, the more errors introduced at the requirements formulation. The analysis of defects of the application and embedded software, which led to the famous disasters and accidents and were made at the stage of the requirements formulation, was given in [3] . In [4] [5] [6] the fact is confirmed, that reasons of the almost all disasters and accidents with the software, are in the SRS, i.e. successful of software project implementation depends on its SRS. This experimental evidence directly leads to the need of deepening of the SRS analysis.
The successful implementation of software project at the design stage can be predicted on the basis of the predicted values of software project characteristics [7] the duration, cost, complexity, cross-platform, usability and quality. The analysis of SRS [8] showed, that the requirements of SRS provide to forming set of indicators, on the basis of which the quantitative values of the software project characteristics can be obtained. The analysis of existing mathematical tools for characteristics determination and automated tools for SRS analysis showed, that existing instruments and tools are not suitable for quantitative evaluation of the software project characteristics based on the SRS analysis.
So nowadays the actual and very important task is the analysis of SRS and the skill of prediction of the possible successful implementation of the software project based on the specification analysis. For prediction of success of software project implementation on the analysis of SRS the task of prediction of quantitative values of the project characteristics (project duration, cost, complexity, crossplatform, usability, quality) should be solved. Then the aim of this research is the prediction of the characteristics of software project based on the SRS analysis. And the task of research is development of the model of prediction of the software project characteristics for evaluating the success of its implementation. Further research is devoted to solving this problem -authors first time propose and implement the neural network model of prediction of the software project characteristics for evaluating the success of its implementation based on SRS analysis.
II. THE NEURAL NETWORK MODEL OF PREDICTION OF SOFTWARE PROJECT CHARACTERISTICS
Let the software project was specified by SRS [9] in the following formalized form:
where 1 R is the set of indicators of section 1 of the SRS, 2 R -the set of indicators of section 2 of the SRS, 3 Rthe set of indicators of section 3 of the SRS, 4 R -the set of indicators of section 4 of the SRS. Selection and possible values of SRS indicators from the sets R1-R4 were detailed in [10] . Then prediction of the software project characteristics based on the SRS analysis is in the processing of sets 4 1 R R  of indicators and in the determining of the set of relative values of the software project characteristics:
where Cs is the software project cost, Dsp -duration, Cx -complexity, Cp -cross-platform, Ub -usability, Qs -quality.
Some SRS indicators [10] affect to the above software project characteristics, but the equations are not known, by which the value of the software project characteristic can be calculated based on the set of influential SRS indicators. All available formulas and methods of evaluation of software project characteristics are oriented on the ready source code, but than on SRS. The selection and possible values of SRS indicators for ANN processing were detailed in [10] , so this information is not represented in this paper.
Theorem of Hecht-Nielsen [11] proves the possibility of solving the task of representation of multidimensional function of arbitrary form on the neural network.
So the ANN will be used for implementation of unknown functions of dependences the software project characteristics on the SRS indicators.
The concept of neuronet prediction of software project characteristics based on the SRS analysis is shown on Fig. 1 . Then we will use the proposed concept and will develop the mathematical model of process of characteristics prediction. This model is based on the ANN. This ANN will process the sets of SRS indicators, will provide the approximation of indicators and will provide the predictive quantitative estimates of the software project characteristics.
The choosing of the structure and architecture of the neural network is performed according to the specifics and complexity of the task. The optimal configuration is for solving of certain types of tasks. Since the task of research cannot be reduced to any of the known types, we have solved the task of the synthesis of the new configuration.
Before development of the neural network model the ANN architecture should be selected. For this the most common ANN architectures and their specifics were explored [12] . The analysis of the known ANN architectures showed that the multilayer perceptron is the simplest and most investigated structure. The MLP is the sufficient for the task of prediction of the software project characteristics. The MLP is the best suited to solving of the task of the SRS indicators analysis and software project characteristics prediction. If another type of neural network will used for solving of this task, its nature would be artificially distorted and results of the ANN functioning will inadequate. So the MLP was selected for the development of the neural network model of prediction of the software project characteristics.
In the MLP the neurons contained in the layers, that are arranged one after the other. The relationships between neurons of layers is provided only in the direction from input to output of ANN [11] .
This approach will be reflected by generalized complex ANN of MLP architecture. The structure of the ANN is shown on Fig. 2 . 
III. REALIZATION OF NEURAL NETWORK MODEL OF SOFTWARE PROJECT CHARACTERISTICS PREDICTION
The ANN was realized in Matlab. The function network was used to creation of ANN template. The quantities of the input vectors (function net.numInputs), of the layers (function net.numLayers), of the elements in the each ANN input vector (functions net.inputs{1}.size, net.inputs{2}.size) were identified. The matrices of connect for biases, inputs, layers, outputs and targets have been set (functions net.biasConnect, net.inputConnect, net.layerConnect, net.outputConnect, net.targetConnect).
The ranges of input vectors values were determined by functions: net.inputs{1}.range, net.inputs{2}.range. The quantities of neurons of the ANN layers were specified by functions: net.layers{1}.size, net.layers{2}.size, net.layers{3}.size, net.layers{4}.size.
The function Nguyen-Widrow (initnw) was used as initialization function for each layer of the ANN. For the 1-st -3-rd layers the activation function is the hyperbolic tangent (tansig), for the 4-th (output) layer the activation function is the linear function (purelin).
The operator gensim(net) provides the visualization model in Simulink (Fig. 3-7) . After realization the ANN was trained by two ways. By the first way the ANN was trained so that all values of characteristics are in the range (0; 1]. The value of each characteristic nearly to 0 negatively affects on the project implementation success (high cost, duration and complexity; low quality, usability, cross-platform). The value of each characteristic nearly to 1 positively affects on the project implementation success (low cost, duration, complexity; high quality, usability, crossplatform).
By the second way the ANN was trained so that all values characteristics are also in the range (0, 1]. But the values of characteristics of cost, duration and complexity nearly to 0 positively affects on the project implementation success, and the values of characteristics of usability, quality, cross-platform nearly to 1 positively affects on the project implementation success.
The training outcomes of ANN with training sample of 555 vectors by different training methods by the first way are shown on Fig. 8 , by the second way -on Fig. 9 . The analysis of the results showed that ANN is trained by different methods for different quantity of epochs, but the training performance is approximately the same for all training methods. It is 0.225 for the first way of training and it is 0.175 for the second way of training.
The analysis of the ANN training charts showed that the training performance of ANN decreases with increasing of training sample size.
IV. EXPERIMENTS
We performed the experiments on the practical application of the developed neural network model. For this we considered four alternative software projects developed by different teams of programmers to solving of the same task. The sets R1-R4 of the SRS indicators were formed for the each SRS and submitted for processing to the ANN. We received the following results of ANN functioning (predicted relative values of software project characteristics) - Table I and Table II. Thus, according to the results of Table I and Table II , Project1 has the best relative values of the characteristics among the four projects, therefore it will be the most successful; Project2 has the worst relative values of the characteristics, therefore it will be the less successful (likely failed). Given these results, Project1 was offered to the customer for solving his task, because this project has the best characteristics and highest probable success.
All projects were passed to the implementation. As a result Project1 had the successful implementation (successful project). Project2 was canceled prior to completion (failed project). Project3 had time and cost overruns, Project4 had the less than the required features and functions (challenged projects). Thus, the results of project development confirmed the ANN results.
The obtained from ANN the relative values of the software project characteristics are difficult correctly interpreted, therefore the evaluation of successful of software projects implementation is difficult. The results of ANN, trained by various ways, are almost identical. But the obtained relative values of the software project characteristics are especially difficult correctly interpreted, if ANN was trained by second way. Therefore, the first way of training was selected.
The problem is the inability to compare the obtained results with results of other existing techniques, in the absence of analogous techniques. Analysis [10] shows, that the existing techniques of characteristics determination are not suitable to evaluation of their values at the stage of requirements formulation, since they focus on the ready source code. The known methods of SRS analysis (Using natural language processing technique, Using CASE analysis method, QAW-method, Using global analysis method, O'Brien's approach, Method to discover missing requirement elicitation, Selection of elicitation technique, Comparison and categorization of requirements elicitation techniques, Techniques for ranking and prioritization of software requirements) [13, 14] are not suitable for quantitative evaluation of the characteristics, because all are targeted to control over compliance with requirements of SRS, but none of them define the values of characteristics on the SRS analysis. So we need to select the diversity component for ANN, which will predict the main characteristics of software project based on SRS analysis for further comparison.
V. CONCLUSIONS
The necessity of deepening of the SRS analysis, the dependence of success of software project implementation from the SRS, the impossibility of successful implementation of software projects with failed requirements and SRS, the actuality and importance of the skill of evaluation of the successful of software project implementation based on the SRS have been proven. The neural network model of prediction of the software project characteristics for evaluating the success of its implementation based on analysis of SRS is first time proposed. This model provides prediction of the success of software projects implementation based only on the SRS (unlike the existing models and techniques) and provides complex comparison of software projects taking into account of the predicted values of the main characteristics of the software project.
The evaluations of all main characteristics, provided by ANN, help to "cut off" the software projects with failed SRS. In addition these evaluations help to select the software project that has the best values of characteristics and likely more success of implementation.
During the research the ANN was built in Matlab, was trained with the training sample of 555 vectors by different training methods and by different ways of training.
On the basis of the relative values of the software project characteristics the success of the project is difficult correctly assessed, because the obtained relative values of characteristics are difficult correctly interpreted. Therefore, the prospect for further research of the authors is the development of the method and tools for evaluation of the software project successful. These method and tools are necessary for the support of the customer during the selection of the software project.
