We consider a model for an incompressible visoelastic fluid. It consists of the NavierStokes equations involving an elastic term in the stress tensor and a transport equation for the evolution of the deformation gradient. The novel feature of the paper is the introduction of the notion of a dissipative solution and its analysis. We show that dissipative solutions exist globally in time for arbitrary finite energy initial data and that a dissipative solution and a strong solution emanating from the same initial data coincide as long as the latter exists.
Introduction
We consider T > 0 and a smooth bounded domain Ω ⊂ R d , d = 2, 3, and analyze the following system of partial differential equations
for the velocity of the fluid u : (0, T )×Ω → R d , the pressure p : (0, T )×Ω → R and the deformation gradient F : (0, T ) × Ω → R d×d . System (1) is supplemented by the initial data u(0, ·) = u 0 , F (0, ·) = F 0 in Ω with div u 0 = 0, div F 0 = 0 in Ω. We also add the homogeneous Dirichlet boundary conditions for the velocity, i.e., u = 0 on (0, T ) × ∂Ω.
Concerning the derivation of the above system we note that equation (1) 1 has been obtained via the energetic variational procedure in the special case of the Hookean elasticity, see e.g. [11, Sec. 1.3] , while (1) 3 is just an expression of the time derivative of the deformation gradient, which is originally formulated in Lagrangian coordinates, in Eulerian coordinates, for details see e.g. [13, Sec. 2] . Its physical background is discussed in [6] and [8] , whereas results of numerical simulations based on system (1) are presented in [1, 7, 17] .
The theory concerning strong solutions to (1) has been widely developed. The local in time existence of strong solutions together with a blow-up criterion for a strong solution on the whole space, torus or a smooth bounded domain in R d , d = 2, 3 was proven in [11] . Introducing an auxiliary vector field that replaces the deformation gradient, the authors of the latter paper showed also the global in time existence of strong solution for initial data satisfying certain smallness assumption on the whole space or torus in R 2 . The same result was later obtained in [9] also for the three dimensional situation using a different technique that allows to work directly with the deformation gradient. Also the asymptotic behavior of a strong solution to system (1) was studied. The authors of [10] showed the exponential decay for a strong solution with initial data sufficiently close to the equilibrium. The spatial regularity of strong solutions from results mentioned above is formulated in the framework of Sobolev spaces. The well-posedness of the Cauchy problem for (1) was shown in a functional setting invariant by the scaling of (1) in terms of the Besov spatial regularity in [18] .
The goal of this paper is to investigate the existence of global in time solutions to (1) possibly with general initial data. The main difficulty is to show the convergence of the product F F ⊤ for suitable approximations at least in the sense of distributions, a problem that has not been solved for weak solutions yet. In order to circumvent this difficulty we introduce a new class of dissipative solutions to (1) inspired by the same concept for a hyperbolic system of equations in [4] . We note that this concept of solution for incompressible Euler system was introduced in [12] . Roughly explained, the dissipative solution satisfies (1) in the sense of integral identities with smooth test functions whose part corresponding to the right hand side of (1) 1 contains an extra term regarded as a defect measure. Moreover, a function called a dissipation defect appears in the energy inequality. This dissipation defect is attributed to singularities that may hypothetically emerge during the fluid evolution. It dominates in a certain sense the additional term on the right hand side of the integral formulation of (1) 1 , see (5) .
We end the introductory part with the outline of the paper. In Section 2, after necessary preliminaries we state a precise definition of a dissipative solution to (1) and formulate the main results of the paper concerning the global in time existence of a dissipative solution and the dissipative-strong uniqueness for solutions to (1) . Section 3 is devoted to the proof of the existence result and in Section 4 the uniqueness result is proven. Finally, the Appendix contains several assertions about the space H(Ω).
Formulation of the results
Let us introduce the notation used further. By B(x, r) we mean the ball centered at x with radius r. For vectors and matrices the scalar product is denoted by ·, a centered dot. For a vector a ∈ R l and a matrix B ∈ R m×n the outer product a ⊗ B denotes the tensor with components a i B jk , i = 1, . . . , l, j = 1, . . . , m, k = 1, . . . , n. By M(Ω) we mean the space of Radon measures on Ω and M + (Ω) stands for the space of nonnegative Radon measures on Ω for
) denote the standard Lebesgue and Sobolev spaces. If X is a Banach space of scalar functions then X m stands for a space of vector-valued functions with m components each belonging to X. In a similar way, X m×n is a space of matrixvalued functions. In order to keep the notation short, we write e.g.
֒→ Y , is used for expressing embedding of X to Y that is continuous, compact respectively. The dual of X is denoted X * and the notation ·, · is used for the corresponding duality pairing. By C w ([0, T ]; X) we mean the set of functions f ∈ L ∞ (0, T ; X) such that the real-valued mapping t → φ, f (t) is continuous on [0, T ] for any φ ∈ X * . Further, we set
Let us note that the distributional divergence is considered in the above expression, i.e., for
The following notation is used for the subspaces of
We note that the embedding
holds. By ω we denote a mollifier, i.e.,
. We continue with the introduction of the notion of a dissipative solution. Assuming that
we define a dissipative solution to (1) with initial conditions (2) and dissipation defect D ≥ 0, D ∈ L ∞ (0, T ) as a pair (u, F ) enjoying the regularity
satisfying the energy inequality
for a.a. t ∈ (0, T ) and
The initial conditions are attained in the sense
For the sake of clarity the notation (u, v) = Ω u(x)·v(x) dx is used. Generic constants are denoted by c. For t > 0 and Ω ⊂ R d we use the notation Q t for the time-space cylinder (0, t) × Ω. Having all ingredients introduced we can state the main results of the paper. Dissipative solutions do not provide any information about the form of neither the dissipation defect D nor the corrector R M . Therefore such a notion of solution might seem very weak. Nevertheless, the dissipative solution to (1) can be related to a strong solution to (1) whose existence has been extensively investigated for various types of boundary conditions for the velocity, see e.g. [9, 11] . For the existence result for the problem with the homogeneous Dirichlet boundary condition we refer to [11, Theorem 2.2] . The relation between the dissipative and strong solutions to (1) emanating from the same initial data is formulated in the following theorem.
, be a smooth bounded domain and the initial data enjoy the regularity
Let (u, F ) be a dissipative solution to (1) and (ũ,F ) be a strong solution to (1), i.e.,
and (4) are satisfied with
3 Proof of Theorem 2.1
Approximative system
In this section we introduce and analyze an approximating system to (1). Namely, we consider for ε > 0 the system
in (0, T ) × Ω with boundary conditions u = 0 and (∇F − π ⊗ I)n = 0 on (0, T ) × ∂Ω and initial conditions u(0, ·) = u 0 and F (0, ·) = F 0 in Ω with div u 0 = 0 and div F 0 = 0 in Ω. We note that the function π appearing in (7) is just a multiplier whose presence is due to the constraint div F = 0. The first task is to show the existence of a solution to (7) which is done in the following lemma.
Lemma 3.1. Under the assumptions of Theorem 2.1 there exists a weak solution to approximate problem (7), i.e., a pair (u, F ) possessing the regularity
and satisfying
a.e. in (0, T ). Moreover, (u, F ) fulfills
The proof of the existence is based on the Galerkin method combined with a fixed point argument and it follows the strategy from [2] . We consider
is guaranteed by [14, Theorem 4.11] . We denote by H n the span of functions
2 → H n is the corresponding projection. In order to apply the fixed point argument we need to know that to a given finite dimensional u ∈ V n (t * ), where for 0 < t
there is a unique solution F to the problem
with initial and boundary conditions
The following lemma deals with this issue and with the convergence of a sequence of these solutions.
Lemma 3.2. Let the initial condition from (11) satisfy F 0 ∈ H(Ω).
and {F l } ∞ l=1 be a sequence of corresponding solutions to (1), F is a solution of the same problem corresponding to u. Let all F l and F have an initial datum F 0 . Then
Proof. The existence of F possessing all required properties is shown in several steps. First, the local in time existence of a Galerkin approximation F m of F is proven. Then several uniform estimates on the approximation are collected. These estimates allow for extending the time interval of existence of approximations to (0, t * ) and the limit passage m → ∞ to obtain (1).
Step 1: In order to construct Galerkin approximations, we consider {Φ j } 
Thanks to the properties of
, we derive the system of ordinary differential equations for the function d m in the following form
In order to show the existence of d m that is absolutely continuous on (0,t) for somet ∈ (0, t * ] we apply the Carathéodory existence theorem. Obviously, the right hand side of (15) , sum over i = 1, . . . , m and integrate the resulting equality over (0, t) for t ∈ (0,t) to obtain after obvious manipulations that
Next, using the fact that ∇u
and the uniform bound on P m F 0 we arrive at
Applying the Gronwall inequality we deduce the following uniform estimate
Hence by a standard extension argument one infers the existence of functions d m i , and approximations F m accordingly, on the interval [0, t * ).
Step 2: Next we derive a uniform bound on ∂ t F m . It follows from (14) 1 that
where also the estimates from (16) were used. Therefore we conclude
Combining uniform bounds (16) and (17) we infer the existence of a function F such that
and a not explicitly labeled subsequence
Step 3: The above convergences allow for performing the limit passage m → ∞ in (14) 1 multiplied by an arbitrarily chosen ψ ∈ C 1 c ([0, t * )). Using the density of
from which (1) follows immediately.
Step 4: Let us deal with the attainment of the initial condition. The regularity of F and ∂ t F from (18) and the fact that
) with ξ(0) = −1 we multiply (14) 1 with ξ, integrate over (0, t * ) and pass to the limit m → ∞ using (19) to obtain
Setting ψ = ξ, Φ = Φ i in (20) and integrating by parts in time we compare the resulting identity with (21) to deduce that (
Hence we conclude F (0) = F 0 a.e. in Ω. As F ∈ C([0, t * ]; H(Ω)) we are done. Now we concentrate on the proof of the second assertion of the lemma. Let us consider the difference of weak formulations (1) for F l and F corresponding to u l , u respectively, such that
Taking into account the solenoidality of u l and u we get performing the integration by parts first that I l 1 = 0 and I
Next we apply the Young inequality to obtain
. Hence combining this estimate with (22) one arrives at
The Gronwall lemma and the assumption that F l and F emanate from the same initial datum implies
One easily concludes (13) since e t s u l (τ ) W 1,∞ (Ω) dτ is bounded uniformly with respect to l due to (12) and u l − u L ∞ (0,t;W 1,∞ (Ω)) vanishes in the limit l → ∞.
Proof of Lemma 3.1. Let ε > 0 be fixed. The first step of the proof is the construction of a Galerkin approximation u n of u by a fixed point argument during which also the corresponding F n is constructed locally in time. Then several uniform estimates on the sequence
are collected. Subsequently all elements of {(u n , F n )} ∞ n=1 are shown to exist globally in time with all derived estimates. The last step is the limit passage n → ∞ to obtain a solution to (8).
Step 1: We fix t 0 ∈ (0, T ), n ∈ N and consider v ∈ V n (t 0 ). By (i) of Lemma 3.2 we find the corresponding solution
i where the coefficients c v,i obey the following system of ordinary differential equations
where
Obviously, for a fixed positive b the function
is a Carathéodory function and
Employing the Carathéodory existence theory, c.f. [5, Ch. 1, Theorem 1], we infer the existence of a unique absolutely continuous solution c v = (c v,1 , . . . , c v,n ) to (23) on (0, t 1 ) ⊂ (0, t 0 ) with
accordingly. Moreover, we can find t * ∈ (0, t 1 ) such that u v ∈ V n (t * ). In order to do so we deduce from (23) that u v satisfies
Setting ω = u v in the latter identity one obtains
since all norms are equivalent on H n . Taking into account (24) and the fact that
. At this moment we have guaranteed that the operator S : V n (t * ) → V n (t * ), given by S(v) = u v , is well defined. Apparently, the existence of a solution to (8) is equivalent to the existence of a fixed point of S on V n (t * ). In order to show the existence of this fixed point denoted by u we apply the Schauder fixed point theorem. Let us check its assumptions. Obviously, V n (t * ) is a closed convex subset of C([0, t * ]; H n ). As each element of the range of S is determined by coefficients satisfying (23), and as the right hand side of the identity in (23) 1 is bounded on [0, t * ] uniformly by a constant depending on b, n, L and initial data, functions from S(V n (t * )) are Lipschitz continuous with a uniform Lipschitz constant. By the Arzelà-Ascoli theorem we have that S(V n (t * )) is precompact in C([0, t * ]; H n ), which immediately implies that S(V n (t * )) is precompact in V n (t * ). It remains to show that S is continuous on V n (t * ) with respect to the topology of C([0, t
, where u v m , u v respectively, are determined by coefficients satisfying (23). Using the difference of (23) 
We use the latter identity integrated over (0, t) ⊂ [0, t * ] to estimate
Applying the Gronwall Lemma we infer
It follows from Lemma 3.
The continuity of S is proven. Therefore by the application of the Schauder fixed point theorem the existence of u ∈ V n (t * ) follows. Moreover, u ∈ C 0,1 ([0, t * ]; H n ) and the corresponding F u possesses the regularity specified in the Lemma 3.2 (i). From now on, in order to stress the fact that u ∈ V n (t * ) we use the notation with the superscript n, i.e., u n = u, F n = F u n . Therefore we have proven the existence of a unique solution (u n , F n ) to the system
on (0, t * ).
Step 2: We derive uniform estimates with respect to the Galerkin index n. First, we test (25) 1 with u n to get 1 2
Testing (25) 2 with F n yields
Summing up (26) and (27) and integrating the resulting equality over (0, t) ⊂ (0, t * ) we obtain
which yields
Next, we need information on time derivatives of u n , F n . We start with the estimate of ∂ t u n . To this end we pick ω ∈ L 
Employing the Ladyzhenskaya and Hölder inequalities we get
.
Hence the estimate
follows using (29). It remains to show the bound on
Similarly as above we estimate
Hence we get using bounds on u n , F n from (29) that
Step 3: By the standard extension procedure we can take t * arbitrarily close to t * such that
d×d by a uniform constant only dependent on u 0 and F 0 by (28). Hence regarding (u n (t * ), F n (t * )) as the new initial datum for the Galerkin system and coupled system for F n we repeat the procedure to deduce that the solution (u n , F n ) to (25) as well as all the estimates we have collected can be prolonged on the interval (0, T ). Having estimates (29), (30) and (31) at hand we may invoke the standard compactness arguments including reflexivity, the Banach-Alaoglu theorem and the Aubin-Lions Lemma with W
respectively, for q < 2 * , the Sobolev exponent, to infer the existence of a not explicitly labeled subsequence
We note that for the proof of (32) 4,9 one employs also the additional interpolation using (29) 1, 3 . Convergences (32) 5,10 follow from (32) 4,9 after next selection of subsequences. Energy inequality (9) is a consequence of (28) and the convergences above. Using the regularity of
, and as
Using the same arguments we deduce
Proceeding similarly as in Step 4 of the proof of Lemma 3.2 we show
implying u(0) = u 0 and F (0) = F 0 a.e. in Ω. Let us fix t * ∈ (0, T ) for which convergence (32) 5 is available. Then integrating over (0, t * ) in (26) we have
Passing to the limit n → ∞ by using also (32) 2,9 and the weak lower semicontinuity of the norm in L 2 we deduce that
holds for a.a. t * ∈ (0, T ). We fix t ∈ (0, T ) and find a sequence {t k } ∞ k=1 such that t k → t as k → ∞ and for each k ∈ N (34) holds with t * = t k . Then as (33) is available, the L 2 -norm is weakly lower semicontinuous and ∇u
This together with (33) and the weak lower semicontinuity of the L 2 -norm implies lim sup
Next we combine (33), the fact that u(0) = u 0 and (35) to deduce
which finishes the proof of (10) 1 . Energy estimate (9) and (35) imply lim sup
and repeating the above arguments we conclude (10) 2 .
Having shown the existence of solution to approximative system (7) and its estimates that are independent of the regularizing parameter ε we collect convergences that follow immediately.
Lemma 3.3. Let assumptions of Theorem 2.1 be satisfied and {ε r } ∞ r=1 be a sequence such that
be a sequence of solutions to (7) with ε = ε r constructed in Lemma 3.1. Then the following uniform estimates hold
and there exist a not explicitly labeled subsequence of
Proof. Let us consider the sequence of solutions {(u r , F r )} ∞ r=1 to (7) from the assertion of the lemma. Then the estimates in (36) follow directly from (9) . Moreover, from (8) 1 we get for arbitrary φ ∈ L 2 (0, T ; V(Ω))
Taking into account (36) we deduce
Similarly, fixing an arbitrary Φ ∈ L 2 (0,
The convergences in (37) are obtained as a direct consequence of (36) and (38). Namely, (37) 3 follows by the Aubin-Lions Lemma as W
Proof of Theorem 2.1. We consider a sequence {ε r } ∞ r=1 such that ε r → 0 + as r → ∞. Applying Lemma 3.3 we find a sequence {(u r , F r )} ∞ r=1 of solutions to (7) with ε = ε r and a limit (u, F ). From the energy inequality (9) we infer for a fixed τ ∈ (0, T ) and r ∈ N
Multiplying the latter inequality with θ ∈ C ∞ c ((0, T )), θ ≥ 0 and integrating over (0, T ) we get
We pass to the limit r → ∞ using (37) and arrive at
with the dissipation defect D defined as
for nonnegative measures
The fact that D ∈ L ∞ (0, T ) follows immediately from the regularity of the limit objects |F | 2 ,σ, u and F . The nonnegativity of D is a direct consequence of the weak lower semicontinuity of convex functionals. Fixing t ∈ (0, T ) and setting in (39) θ(τ ) = ω ρ (t − τ ), where ω ρ is a one-dimensional mollifier with ρ < 1 2 min{t, T − t}, and letting ρ → 0 + we infer
for a.a. t ∈ (0, T ). Next we study the convergence of the sequence
for which only an L 1 uniform estimate with respect to the space variable is available. From (36) 3 we infer the existence of a not explicitly labeled subsequence
Obviously
Using the latter convergence and (42) we get
Hence (41) follows by using (37) 2,5 and the equality (42) with G = F (t), w = u δ (t) and Ξ = Ψ(t), where
. Finally, we deal with the attainment of the initial data. The regularity of ∂ t u provided by
see [16, Ch. III, Lemma 1.4] for details. Obviously, performing the limit t → 0 + on both sides of (4) 1 , where we set ψ = ψ 1 ψ 2 for an arbitrary but fixed ψ 1 ∈ C ∞ ([0, T ]) with ψ 1 (0) = 1 and
i.e., u(0) = u 0 a.e. in Ω from which (6) 1 follows by combining (43) with the Helmholtz decomposition of L 2 (Ω) d and the solenoidality of u. It remains to show identity (6) 2 . First, we note that using similar arguments as above we infer
and
Next, we consider the decomposition of a fixed Φ ∈ L 2 (Ω) d×d in the form Φ = Θ + (∇π) ⊤ , where Θ ∈ H(Ω) and π ∈ W 1,2 0 (Ω) d , which is available by Lemma 5.1. Then using (45), (44) and the fact that π can be approximated by a sequence {π
Proof of Theorem 2.2
For the sake of clarity we introduce the energy functional
and the relative energy functional that is understood as a specific distance of a solution (u, F ) and a generic pair (ũ,F )
We expand
In order to conclude the dissipative-strong uniqueness for solutions to (1) we investigate the difference
for a dissipative solution (u, F ) to (1) and the strong solution (ũ,F ) to (1) . Using the regularity of the strong solution (ũ,F ) to (1) and the embedding
Hence by the standard approximation arguments we find sequences
as δ → 0 + . Setting ψ =ũ δ and Ψ =F δ in (4), which is allowed due to properties of the latter functions, and applying convergences (46) we obtain [(u,ũ)] Taking into account that (u, F ) and (ũ,F ) emanate from the same initial data, i.e., E u, F |ũ,F (0) = 0, we deduce u =ũ and F =F a.e. in (0, T ) × Ω by the Gronwall lemma.
Appendix
The section is devoted to several facts, and their proofs, about the space H(Ω). The section begins with the construction of an orthonormal basis of H(Ω) via the spectral decomposition of a certain symmetric and compact operator. Then a variant of the Helmholtz decomposition involving H(Ω) is proven. Our intention is first to construct a certain operator on which we apply the following theorem summarizing results from [3, Section D.5.].
Theorem 5.1. Let H be an infinite dimensional Hilbert space with the scalar product (·, ·) H , K : H → H be a linear compact operator, σ(K) be the spectrum of K and σ p (K) ⊂ σ(K) be the discrete spectrum of K. Then
We start with the analysis of the following Neumann eigenvalue problem in 
The results concerning the latter problem are summarized in the ensuing theorem. Obviously, B is bounded and linear. As an immediate consequence of the Lax-Milgram theorem B is an isomorphism of W(Ω) onto its dual. Let us denote by S the restriction of B −1 on H(Ω).
As H(Ω) ֒→ (W(Ω)) * and W(Ω)
Proof. We consider for a fixed Ψ ∈ L 2 (Ω) d×d the Dirichlet problem (∇π, ∇w) = (Ψ T , ∇w) for all w ∈ W 1,2
Obviously, by the Lax-Milgram theorem there is a unique π ∈ W 48). We see that the distributional divergence of Θ vanishes. Hence we conclude Θ ∈ H(Ω).
