Methods drawn from control theory { Generalised Predictive Control and self-tuning control { are brought together with methods drawn from Neural Networks { Local Model Networks and Modular Neural Networks { to give a multiple-model adaptive algorithm for the control of non-linear systems whose dynamics depend on an unknown external signal. The method overcomes the \stability-plasticity dilemma" noted by Carpenter and Grossberg.
Introduction
In a paper summarising their research into \Adaptive Resonance Theory", Carpenter and Grossberg (1988) emphasise \the basic design problem" for learning machines is the \stability-plasticity dilemma". In other words, this basic problem is to learn without forgetting. In the context of self-tuning control, this has lead to debate about choice of \exponential forgetting factors" which control the rate of learning at the expense of forgetting. Because conventional self-tuning control only involves one estimated model of the controlled system, it is obvious that learning a new model inevitably means forgetting an old one; thus if the controlled process reverts to a previous condition, knowledge of this has been discarded and must be relearned. This con ict between stability and plasticity inevitably arises with a single model; for this reason, a multiple model approach is used here. Naeandra, Balakrishnan, and Ciliz (1995) give a review of some recent work using the multiple model approach in the context of adaptive control and set it in a historical context including the seminal work of Lainiotis (1976a , Lainiotis (1976b . A key aspect of their work is the dual use of models: to provide a set of controllers, each appropriate to a certain operating condition of the controlled system; and to provide a set of errors upon which to base the choice of controller. It is this dual use of multiple models which distinguishes the work from another main use of multiple models { gain scheduling { and provides the basis for the work reported here. Despite the common ground of the multiple model approach the work reported here di ers from that of Naeandra, Balakrishnan, and Ciliz (1995) in a number of ways:
implicit models (Equation 9) are used a generalised predictive control formulation is used the models are explicitly used to overcome the stability-plasticity dilemma. As discussed by _ Zbikowski, Hunt, Dzieli nski, Murray-Smith, and Gawthrop (1994) and by Gawthrop (1996) , the Local Model Network of Foss(1993, 1992) provides a conceptually powerful combination of general Neural Network ideas with conventional linear control techniques to provide an approach to the control of nonlinear systems. The Local Model Network may also be regarded as a multiple-model approach. This approach may be contrasted with the NARMAX-based approach of Leontaritis and Billings (1985) , much used in ANN-based control Chen, Billings, Cowan, and Grant 1990; Narendra 1990; Narendra and Parthasarathy 1990; Narendra and Parthasarathy 1991) where the system model is of the form: y(t) = F(y(t ? 1); :::; y(t ? n y ); u(t ? k); :::; u(t ? k ? n u ))
(1) Indeed, in the introduction to his book (p.8), Harris (1994) comments that the NARMAX approach is \commonly adopted by the majority of the book's contributors".
This approach may be viewed as the natural extension of the conventional black-box ARMA approach to adaptive control pioneered by Astr om and Wittenmark (1973) and Clarke and Gawthrop (1975) . However, as discussed by Kallkuhl and Hunt (1996) the use of Equation 1 has somewhat vague theoretical foundations when regarded as an approximation to as an underlying nonlinear system of the form
One way of contrasting this approach with ours is to realise that the standard approach Chen, Billings, Cowan, and Grant 1990; Narendra 1990; Narendra and Parthasarathy 1990; Narendra and Parthasarathy 1991; K. J. Hunt and Gawthrop 1992) to combining linear control and ANN to give non-linear control is to embed the ANN within an otherwise linear control structure. In contrast, the approach taken here is to embed a number of linear controllers within a network (Gawthrop 1995; Gawthrop 1996) . To distinguish between the two approaches, we make the contrast between: the external net approach comprising a network containing (local adaptive predictive) controllers and the internal net approach comprising an (adaptive predictive) controller containing a network. We advocate the former approach.
The Generalised Predictive Control (GPC) of Clarke, Mohtadi and Tu s (1987a , 1987b , 1989 has proved to be a popular approach to control, particularly in a self-tuning context. Although originally developed in a discretetime context, a continuous-time version is available in both transfer function form (Demircioglu and Gawthrop 1991; Demircioglu and Gawthrop 1992) and state-space form it is the latter version that is used here. Tan and De Keyser (1994) and Saint-Donat, Bhat, and McAvoy (1994) combine GPC and ANN in a form suitable for adaptive control of nonlinear systems. However both use the internal net approach.
As discussed by Ronco, Gollee, and Gawthrop (1996) , we believe that modularity is the key to future developments in ANN in general and their application to control in particular. For this reason, this paper presents an approach to self-tuning predictive control of nonlinear systems based on a clear and transparent decomposition of the controller within a continuoustime LMN framework using an external net. Our approach to ANN based adaptive predictive control may be contrasted with that of Tan and De Keyser (1994) and Saint-Donat, Bhat, and McAvoy (1994) in a number of ways in that our approach 1. uses an external net, as opposed to an internal net, framework; 2. is set in continuous time rather than discrete time;
3. contains a number of locally valid physically transparent models as opposed to a single black-box model with no clear physical signi cance The idea of using multiple models in the context of predictive control has been explored by Chow, Kuznetsov, and Clarke (1995) . They use a single controller whose coe cients are based on interpolating the poles and zeros of the GPCs corresponding to linearised models corresponding to each operating point. Our approach to LMN based predictive control may be contrasted with the multiple model approach of Chow, Kuznetsov, and Clarke (1995) in a number of ways in that our approach 1. is set in continuous time rather than discrete time; 2. contains a number of local controllers whose outputs are interpolated as opposed to a single controller whose coe cients are interpolated. 3. no scheduling signal is explicitly used { the choice of model is autonomous. The outline of the paper is as follows. Sections 2 and 3 provide a summary of (continuous-time) Local Model Networks and Generalised Predictive Control respectively. Section 4 contains the Local Model Network based Generalised Predictive Control and forms the core of the paper and Section 5 gives a self-tuning version. Section 6 illustrates and evaluates the algorithm using a nonlinear process engineering example. Section 7 concludes the paper and point to future research directions.
2 Continuous-time LMN This paper considers the control of nonlinear time varying single-input single output (SISO) systems of the form:
where y,u and x are the system output, control input and state respectively. The (scalar) signal v is a disturbance signal which, typically, changes the dynamics of the system relating y and u. Unlike Gawthrop (1996) , the signal v is unknown precluding gain-scheduling-like approaches to the problem.
As discussed in some detail by Gawthrop (1996) , such systems may be (7) and Y , U and V are the Laplace transforms of y, u and v respectively.
As discussed by Gawthrop (1996) , careful consideration of the linearisation process leads to the conclusion that the polynomials have order one greater than the dimension of the state x and, moreover, that a(0) = a n = 0; b(0)b n = 0
In this paper,as v is unknown, the term d(s)V is not explicitly used, but rather regarded as contributing to an error term. Dividing Equation 6 by the polynomial c(s) and rearranging gives:
where E 0 is an error term including the e ect of V , linearisation error V , and other disturbances. 
Following the discussion by Gawthrop (1996) an array of m models parameterised by^ i can be de ned with corresponding errors e i as:
De ning^ to be the matrix containing the m vectors^ i and e the column vector containing the m corresponding errors gives: e(t) =^ T X(t)
Equation 13 is used in the sequel for selecting an appropriate model.
Continuous-time GPC
The Generalised Predictive Control (GPC) of Clarke, Mohtadi and Tu s (1987a , 1987b , 1989 ) has proved to be a popular approach to control, particularly in a self-tuning context. Although originally developed in a discretetime context, a continuous-time version is available in both transfer function form (Demircioglu and Gawthrop 1991; Demircioglu and Gawthrop 1992) and state-space form (Gawthrop and Siller-Alcala 1995) ; it is the latter version that is used here. GPC is particularly relevant for adaptive control as it is insensitive to system structural parameters such as: system order, system relative degree and number of nonminimum phase zeros. The details of GPC appear in the cited works; only the bare essentials are presented here. Like any other emulator-based controller, GPC can be written in emulator form as:
where R is the Laplace transform of the reference signal r and c(s) is a design polynomial (Gawthrop and Siller-Alcala 1995) . Using the same approach as Gawthrop (1996) , and making use of Equations 8, it follows that this can be rewritten in a form exposing integral action as: Following Naeandra, Balakrishnan, and Ciliz (1995) , the key idea used here is to use the error vector e(t) (Equation 13 ) to determine the`best' model, and corresponding controller, to use at each time t. To provide robustness to sudden disturbances, a ltered squared version e(t) of e is used give by: d e dt (t) = e 2 (t) ? e(t)
The lter time constant is chosen to give a trade o between smoothing extraneous noise and detecting genuine changes in the system.
It is this m dimensional vector e(t) that is used to determine the LMN weighting vector which selects from the vector of possible control signals u (Equation 21 ). This weighing vector corresponds to the`gating function'
of Jacobs and Jordan (1993) and the elements i must satisfy:
There are many possible ways of generating ; one such possibility is the SOFTMAX function (Haykin 1994) 6 An example A detailed model of an experimental heated tank system is given by Costello and Gawthrop (1995) . The system is third order and has a single In all cases, the GPC design parameters (Gawthrop and Siller-Alcala 1995) were as given in Table 1 
Conclusions and further work
We have presented an algorithm which overcomes the \stability-plasticity dilemma" of Carpenter and Grossberg (1988) by combining methods associated with self-tuning control and methods associated with arti cial neural networks.
The algorithm presented here has an ever-growing memory requirement as models are never discarded; even though some of the models may be similar. We believe that the way forward here is to cluster similar models. There are two issues here: to determine which models to combine and how to combine them. There are a number of possible approaches to the former problem. Clustering could be based on the (unit norm) parameter vectors^ i using standard self-organising methods (see Haykin (1994) for a discussion), adaptive resonance theory Carpenter and Grossberg (1988) or progressive learning (Ronco, Gollee, and Gawthrop 1996) . The latter problem is essentially that of deducing a parameter vector describing a number of non-contiguous sets of data; this problem has been addressed by Gawthrop (1984) .
