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THE GALERKIN METHOD FOR PERTURBED SELF-ADJOINT
OPERATORS AND APPLICATIONS
MICHAEL STRAUSS1
Abstract. We consider the Galerkin method for approximating the spectrum
of an operator T + A where T is semi-bounded self-adjoint and A satisfies a
relative compactness condition. We show that the method is reliable in all re-
gions where it is reliable for the unperturbed problem - which always contains
C\R. The results lead to a new technique for identifying eigenvalues of T ,
and for identifying spectral pollution which arises from applying the Galerkin
method directly to T . The new technique benefits from being applicable on
the form domain.
Keywords Eigenvalue problem, spectral pollution, Galerkin method, finite-
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1. Introduction
In general, the approximation of the spectrum of a semi-bounded self-adjoint
a operator T with the Galerkin (finite section) method is reliable only for those
eigenvalues lying below the essential spectrum. Any element from the closed convex
hull of σess(T ) ∪ {∞} can in principle be the limit point of a sequence of Galerkin
eigenvalues; see [12, Theorem 2.1]. This phenomenon is called spectral pollution and
constitutes a serious problem in computational spectral theory; see for example [1, 2,
6, 15]. As is well-known, under fairly mild assumptions on a sequence of trial spaces
the Galerkin method will capture the whole spectrum, although eigenvalues may be
obscured by spectral pollution. In the presence of essential spectrum, the Galerkin
method applied to non-self-adjoint operators is less well understood. Reliability of
the Galerkin method is assured in some situations, notably for compact operators
or operators with compact resolvent and satisfying ellipticity conditions; see for
example [5] and reference therein.
The closed sesquilinear form associated to T we denote by t. Let A be a closed,
|T | 12 -compact operator, such that (T + A)∗ = T + A∗ and for some 0 ≤ α < 1,
β ≥ 0 satisfies
(1.1) |〈Aφ, φ〉| ≤ αt[φ] + β‖φ‖2 for all φ ∈ Dom(t) = Dom(|T | 12 ).
We note that σess(T +A) = σess(T ); see for example [11, Theorem IV.5.35]. In Sec-
tion 2 we shall be concerned with the approximation of the discrete spectrum (iso-
lated eigenvalues of finite multiplicity) of T +A by means of the Galerkin method.
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In Theorem 2.3 we show that if a compact set Γ ⊂ ρ(T + A) does not contain a
limit point of Galerkin eigenvalues for the self-adjoint operator T and sequence of
trial spaces (Ln), then Γ will not contain a limit point of Galerkin eigenvalues for
the operator T + A. Further, if in a region U ⊂ C with U ∩ σess(T ) = ∅, the
self-adjoint operator T does not suffer from spectral pollution for a sequence of
trial spaces (Ln), then Theorem 2.5 states that σ(T +A)∩U will be approximated
and without spectral pollution, and by Theorem 2.9 the Galerkin method will also
capture the multiplicity of eigenvalues in the region.
In Section 3 we employ the preceding results to aid the development of a new
technique for approximating those eigenvalues of T which lie within the closed
convex hull of σess(T )∪{∞} - the region where a direct application of the Galerkin
method is unreliable. This is an issue which has received considerable attention
in recent decades. There are two approaches to the problem. Firstly, general
methods which may be applied to an arbitrary self-adjoint operator, and secondly,
methods designed for a specific class of operator. Examples of the former are
proposed in [8, 12, 16, 18] and can be highly effective. However, application of these
techniques can require a priori information about the spectrum, and always require
trial subspaces to belong to the operator domain rather than the preferred form
domain. The latter is due to requiring matrices with entries of the form 〈Tφ, Tψ〉,
while the Galerkin method requires only matrices with entries of the form t(φ, ψ).
A new method designed for a specific class of operator is studied in [13, 14] and is
applicable to operators of the form T = −∆+q which act on L2(Rn) and L2(0,∞),
respectively. The idea is to apply the Galerkin method to the perturbed operator
−∆ + q + is for a suitably chosen function s. The result of the perturbation is
to lift eigenvalues of T off the real line where they can be approximated without
encountering spectral pollution. Based on this idea and using the form domain, we
consider the Galerkin method applied to T+iQ whereQ is an orthogonal projection.
For a set J ⊂ R and a trial space L we chooseQ to be the orthogonal projection onto
the eigenspace associated to Galerkin eigenvalues contained in J , we then apply the
Galerkin method to T + iQ and a larger trial space. In Theorem 3.6 we show that
if λ ∈ σdis(T )∩J and our trial space L approximates the corresponding eigenspace
sufficiently well, then T + iQ will have eigenvalues in a neighbourhood of λ+ i with
total-multiplicity equally that of λ ∈ σdis(T ). Now applying results from Section
2, we may approximate the non-real eigenvalues of T + iQ, their multiplicities, and
free from spectral pollution. The technique is effectively applied to examples where
eigenvalues are obscured by spectral pollution.
2. The Truncated Eigenvalue Problem
We set m = min σ(T ) and denote by Ht the Hilbert space Dom(t) equipped with
the inner product
〈φ, ψ〉t := (t−m)(φ, ψ) + 〈φ, ψ〉 and norm ‖φ‖2t := (t−m)[φ] + ‖φ‖2.
Throughout, (Ln) ⊂ Dom(t) is a sequence of finite-dimensional subspaces. The
orthogonal projections from H and Ht onto Ln will be denoted by Pn and Pˆn,
respectively. We always assume that the sequence (Ln) is dense in Ht:
∀φ ∈ Dom(t) ∃φn ∈ Ln : ‖φ− φn‖t → 0.
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We define the form
s(φ, ψ) := t(φ, ψ) + 〈Aφ,ψ〉 with Dom(s) = Dom(t),
the sets
σ(T +A,Ln) := {z ∈ C : ∃φ ∈ Ln with s(φ, ψ) = z〈φ, ψ〉 ∀ψ ∈ Ln}
σ(T,Ln) := {z ∈ C : ∃φ ∈ Ln with t(φ, ψ) = z〈φ, ψ〉 ∀ψ ∈ Ln},
and the limit sets
σ(T +A,L∞) := {z ∈ C : ∃ zn ∈ σ(T +A,Ln) with zn → z}
σ(T,L∞) := {z ∈ C : ∃ zn ∈ σ(T,Ln) with zn → z}.
Associated to the restriction of s and t to Ln are operators Sn and Tn which act
on the Hilbert space Ln, and satisfy
〈Snφ, ψ〉 = s(φ, ψ) and 〈Tnφ, ψ〉 = t(φ, ψ).
Evidently, we have σ(T +A,Ln) = σ(Sn) and σ(T,Ln) = σ(Tn).
2.1. Regular Sets. We say that Γ ⊂ C is a Tn-regular set if there exist a δ > 0
and N ∈ N, with
(2.1) min
φ∈Ln
‖φ‖=1
max
ψ∈Ln
‖ψ‖=1
|(t− z)(φ, ψ)| ≥ δ for all z ∈ Γ, and n ≥ N,
or equivalently
(2.2) ‖(Tn − z)φ‖ ≥ δ‖φ‖ for all z ∈ Γ, φ ∈ Ln and n ≥ N.
Similarly, we define Sn-regular sets, and we shall make use of the function
σn(z) := min
φ∈Ln
‖φ‖=1
max
ψ∈Ln
‖ψ‖=1
|(s− z)(φ, ψ)|
= min
φ∈Ln
‖φ‖=1
‖(Sn − z)φ‖
=
{‖(Sn − z)−1‖−1 if z ∈ ρ(Sn),
0 if z ∈ σ(Sn).
Lemma 2.1. If Γ is a Tn-regular set, then Γ ⊂ ρ(T ).
Proof. We suppose the contrary, so that Γ is a Tn-regular set and λ ∈ Γ ∩ σ(T ).
There exists a normalised sequence (ψk) ⊂ Dom(T ) such that ‖(T − λ)ψk‖ < k−1.
For a fixed k, let ψˆn = Pˆnψk. Then for any normalised vn ∈ Ln we have
|t(ψˆn, vn)− λ〈ψˆn, vn〉| = |t(ψˆn − ψk, vn) + t(ψk, vn)− λ〈ψˆn, vn〉|
= |〈ψˆn − ψk, vn〉t + (m− 1)〈ψˆn − ψk, vn〉
+ 〈(T − λ)ψk, vn〉 − λ〈ψˆn − ψk, vn〉|
= |〈(Pˆn − I)ψk, vn〉t + 〈(T − λ)ψk, vn〉
− (λ−m+ 1)〈ψˆn − ψk, vn〉|
= |〈(T − λ)ψk, vn〉 − (λ−m+ 1)〈ψˆn − ψk, vn〉|
< k−1 + |λ−m+ 1|‖ψˆn − ψk‖,
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where the right hand side is less than k−1 for all sufficiently large n. Since ‖ψˆn‖ → 1
it follows that Γ is not a Tn-regular set. The result follows from the contradiction.

Lemma 2.2. Let (φn) be a bounded sequence of vectors with φn ∈ Ln and
max
v∈Ln
‖v‖=1
|(s− z)(φn, v)− 〈x, v〉| → 0 as n→∞.
There exists a u ∈ H and a subsequence nk, such that ‖Aφnk − u‖ → 0. Moreover,
if {z} is a Tn-regular set, then ‖φnk − (T − z)−1(x− u)‖t → 0.
Proof. Suppose that Aφn does not have a convergent subsequence. It follows that
‖|T | 12φn‖ → ∞ and therefore also that t[φn]→∞. We have
〈x, φn〉 ≈ (s− z)(φn, φn) = t[φn] + 〈Aφn, φn〉 − z〈φn, φn〉.
Let M ∈ R be such that ‖φn‖ ≤ M for all n ∈ N. Using (1.1) and recalling that
m = minσ(T ), we obtain
t[φn] ≈ z〈φn, φn〉 − 〈Aφn, φn〉+ 〈x, φn〉
≤ |z|M2 + |〈Aφn, φn〉|+ ‖x‖M
≤ |z|M2 + α〈|T |φn, φn〉+ βM2 + ‖x‖M
≤ |z|M2 + αt[φn] + 2α|m|M2 + βM2 + ‖x‖M.
Therefore
t[φn] ≤ |z|M
2 + 2α|m|M2 + βM2 + ‖x‖M
1− α
which is a contradiction since the left hand side converges to ∞. We deduce that
Aφnk → u for some u ∈ H and subsequence nk.
Suppose now that {z} is a Tn-regular set. Then by Lemma 2.1 we have z ∈ ρ(T ),
hence there exists a vector ψ ∈ Dom(T ) with (T − z)ψ = x − u. Let ψn = Pˆnψ,
then for any normalised vn ∈ Ln we have
t(ψn, vn)− z〈ψn, vn〉 = t(ψ, vn)− z〈ψ, vn〉+ t(ψn − ψ, vn)− z〈ψn − ψ, vn〉
= 〈(T − z)ψ, vn〉+ (t−m)(ψn − ψ, vn) + 〈ψn − ψ, vn〉
− (z −m+ 1)〈ψn − ψ, vn〉
= 〈x− u, vn〉+ 〈ψn − ψ, vn〉t − (z −m+ 1)〈ψn − ψ, vn〉
= 〈x− u, vn〉+ 〈(Pˆn − I)ψ, vn〉t − (z −m+ 1)〈ψn − ψ, vn〉
= 〈x− u, vn〉 − (z −m+ 1)〈ψn − ψ, vn〉
and
t(φn, vn) + 〈Aφn, vn〉 − z〈φn, vn〉 = (s− z)(φn, vn) ≈ 〈x, vn〉.
Hence, we have
t(φnk , vnk)− z〈φnk , vnk〉 ≈ 〈x − u, vnk〉
and
t(φnk − ψnk , vnk)− z〈φnk − ψnk , vnk〉 → 0.
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Since {z} is a Tn-regular set we deduce that φnk − ψnk and t(φnk − ψnk , vnk)
both converge to zero. In particular, we have t[φnk − ψnk ] → 0, and therefore
‖φnk − ψnk‖t → 0, hence
‖φnk − ψ‖t ≤ ‖φnk − ψnk‖t + ‖ψnk − ψ‖t
= ‖φnk − ψnk‖t + ‖(Pˆnk − I)ψ‖t
→ 0.

Theorem 2.3. Let Γ ⊂ C be a compact Tn-regular set. If Γ ⊆ ρ(T +A) then Γ is
an Sn-regular set.
Proof. Suppose the assertion is false. Then there exists a subsequence nk and a
sequence (znk) ⊂ Γ, such that σnk(znk)→ 0 as k →∞. We assume without loss of
generality that σn(zn)→ 0 for some sequence (zn) ⊂ Γ. Since Γ is a compact set it
follows that (zn) has a convergent subsequence, and without loss of generality we
assume that zn → z ∈ Γ. Therefore, for a sequence of normalised vectors φn ∈ Ln
we have
max
v∈Ln
‖v‖=1
|(s− z)(φn, v)| → 0 as n→∞.
By Lemma 2.2 there exists a u ∈ H and subsequence nk with
‖Aφnk − u‖ → 0 and ‖φnk + (T − z)−1u‖t → 0.
Without loss of generality we assume that
‖Aφn − u‖ → 0 and ‖φn + (T − z)−1u‖t → 0.
We note that u 6= 0. We have z ∈ ρ(T + A) and therefore z ∈ ρ(T + A∗). Let
ψ ∈ Dom(T +A∗) be such that (T +A∗− z)ψ = −(T − z)−1u. Set ψn = Pˆnψ, then
‖ψn − ψ‖t → 0, hence t(φn, ψn)→ −t((T − z)−1u, ψ) (see [11, Theorem VI.1.12]).
We obtain
0← (s− z)(φn, ψn)
= t(φn, ψn) + 〈Aφn, ψn〉 − z〈φn, ψn〉
→ −t((T − z)−1u, ψ)− 〈A(T − z)−1u, ψ〉+ z〈(T − z)−1u, ψ〉
= −〈(T − z)−1u, Tψ〉 − 〈(T − z)−1u,A∗ψ〉+ z〈(T − z)−1u, ψ〉
= −〈(T − z)−1u, (T +A∗ − z)ψ〉
= ‖(T − z)−1u‖2,
however, the right hand side is non-zero. From the contradiction we deduce that Γ
is an Sn-regular set. 
2.2. Uniform Sets. We say that an open set U ⊆ C is a Tn-uniform set if:
(1) any compact subset of U ∩ ρ(T ) is Tn-regular
(2) U ∩ σ(T,L∞) = U ∩ σ(T ) ⊂ σdis(T )
(3) if λ ∈ σ(T ) ∩ U and Γ ⊂ U is a circle with center λ and which neither
intersects nor encloses any other element from σ(T ), then for all sufficiently
large n the total multiplicity of those eigenvalues of Tn enclosed by Γ equals
the multiplicity of the eigenvalue λ.
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U is assumed to be a Tn-uniform set for the remainder of this section. For a
λ ∈ σ(T )∩U we denote the corresponding spectral subspace by L({λ}). Let Γ ⊂ U
be a circle with center λ and which neither intersects nor encloses any other element
from σ(T ). We denote by Ln(Γ) the spectral subspace associated to those elements
from σ(T,Ln) which are enclosed by Γ.
We use the following notions of the gap between subspaces L and M:
δ(L,M) = sup
x∈L
‖x‖=1
dist[x,M] and δˆ(L,M) = max{δ(L,M), δ(M,L)},
see [11, Section IV.2] for further details. We shall write δˆt and δt when the norm
employed is ‖ · ‖t.
Lemma 2.4. δˆt(L(λ),Ln(Γ)) = O(δt(L(λ),Ln)).
Proof. Set δt(L(λ),Ln) = εn, m˜ = m − 1 and L˜n := (T − m˜) 12Ln. Then for any
φ ∈ L(λ) with ‖φ‖t = 1 there exists a ψ ∈ Ln such that ‖φ − ψ‖t ≤ εn. Noting
that ‖φ‖2 = 1/(λ− m˜), we obtain
ε2n ≥ ‖φ− ψ‖2t
= (t−m)[φ− ψ] + ‖φ− ψ‖2
= (t− m˜)[φ− ψ] + (1 + m˜−m)‖φ− ψ‖2
= ‖(T − m˜) 12 (φ − ψ)‖2
=
∥∥∥∥ φ‖φ‖ − (T − m˜) 12ψ
∥∥∥∥
2
,
and therefore δ(L(λ), L˜n) ≤ εn.
Let µ ∈ σ(Tn) with eigenvector ψ, then for all v ∈ Ln we have
0 = (t− m˜)(ψ, v)− (µ− m˜)〈ψ, v〉
= 〈(T − m˜) 12ψ, (T − m˜) 12 v〉 − (µ− m˜)〈ψ, v〉.
Setting ψ˜ = (T − m˜) 12ψ and v˜ = (T − m˜) 12 v, the above equation may be rewritten
〈(T − m˜)−1ψ˜, v˜〉 = (µ− m˜)−1〈ψ˜, v˜〉,
and therefore we have the following one-to-one correspondence between σ((T −
m˜)−1, L˜n) and σ(Tn):
µ ∈ σ(Tn) ⇐⇒ 1
µ− m˜ ∈ σ((T − m˜)
−1, L˜n).
Let (P˜n) be the orthogonal projections from H onto L˜n. Since the sequence (Ln)
is dense in Ht it follows that the sequence (L˜n) is dense in H, i.e. that P˜n s−→ I.
Hence, P˜n(T − m˜)−1P˜n s−→ (T − m˜)−1, (λ− m˜)−1 is isolated in σ((T − m˜)−1, L˜∞),
and for all sufficiently large n the total multiplicity of those elements from σ((T −
m˜)−1, L˜n) in a neighbourhood of (λ− m˜)−1 equals dimL(λ). We denote by L˜n(Γ)
the spectral subspace corresponding to those eigenvalues from σ((T − m˜)−1, L˜n)
which are in a neighbourhood of (λ− m˜)−1. Then combining the estimate from the
previous paragraph with [5, Theorem 6.6 and Lemma 6.9] we obtain
(2.3) δˆ(L(λ), L˜n(Γ)) = O(εn).
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Let M ≥ 0 be such that δˆ(L(λ), L˜n(Γ)) ≤Mεn for all n ∈ N. It follows that for
some ψ ∈ Ln(Γ) we have
∥∥∥∥∥φ− (T − m˜)
1
2ψ√
λ− m˜
∥∥∥∥∥ ≤ Mεn√λ− m˜ = ‖φ‖Mεn.
Then
‖φ− ψ‖2
t
= (t−m)[φ− ψ] + ‖φ− ψ‖2
= ‖(T − m˜) 12 (φ− ψ)‖2 + (m˜−m+ 1)‖φ− ψ‖2
= (λ− m˜)
∥∥∥∥∥φ− (T − m˜)
1
2ψ√
λ− m˜
∥∥∥∥∥
2
≤M2ε2n
and therefore δt(L(λ),Ln(Γ)) = O(εn). Since dimLn(Γ) = dimL(λ) < ∞ for all
sufficiently large n, we have the estimate
δt(Ln(Γ),L(λ)) ≤ δt(L(λ),Ln(Γ))
1− δt(L(λ),Ln(Γ)) ;
see [10, Lemma 213]. We deduce that δ˜t(L(λ),Ln(Γ)) = O(εn). 
Theorem 2.5. If U is a Tn-uniform set, then σ(T +A,L∞) ∩U = σ(T +A) ∩U .
Remark 2.6. If the essential spectrum of T is non-empty and λ−e = minσess(T )
then C\[λ−e ,∞) is a Tn-uniform set (though not necessarily the largest). If the
essential spectrum is empty then C is a Tn-uniform set. If T is bounded and
λ+e = maxσess(T ) then C\(λ−e , λ+e ) is a Tn-uniform set (though not necessarily the
largest).
Proof of Theorem 2.5. First we show that σ(T + A,L∞) ∩ U ⊂ σ(T + A). Let
z ∈ ρ(T + A) ∩ U . First suppose that z ∈ ρ(T ). Then {z} is a Tn-regular set
and by Theorem 2.3 also an Sn-regular set. We deduce that z /∈ σ(T + A,L∞).
Suppose now that z ∈ σ(T ) and that z ∈ σ(T +A,L∞). Therefore, for a sequence
of normalised vectors φn ∈ Ln we have
max
v∈Ln
‖v‖=1
|(s− z)(φn, v)| → 0 as n→∞.
By Lemma 2.2 the sequence (Aφn) has a convergent subsequence. Without loss of
generality we assume that Aφn → u, and hence for a normalised v ∈ Ln we have
(2.4) t(φn, v)− z〈φn, v〉 ≈ −〈u, v〉.
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For any y ∈ H there exists a ψ ∈ Dom(T + A∗) such that (T +A∗ − z)ψ = y. Let
ψn = Pˆnψ, then
0← (s− z)(φn, ψn)
= t(φn, ψn) + 〈Aφn, ψn〉 − z〈φn, ψn〉
= t(φn, ψn − ψ) + 〈Aφn, ψn − ψ〉 − z〈φn, ψn − ψ〉+ 〈φn, y〉
= 〈φn, ψn − ψ〉t + 〈Aφn, ψn − ψ〉 − (z −m+ 1)〈φn, ψn − ψ〉+ 〈φn, y〉
= 〈φn, (Pˆn − I)ψ〉t + 〈Aφn, ψn − ψ〉 − (z −m+ 1)〈φn, ψn − ψ〉+ 〈φn, y〉
= 〈Aφn, ψn − ψ〉 − (z −m+ 1)〈φn, ψn − ψ〉+ 〈φn, y〉
≈ 〈φn, y〉,
and therefore φn
w−→ 0. For an arbitrary ψ ∈ Dom(T ) let ψn = Pˆnψ, then
= t(φn, ψ)− z〈φn, ψ〉 − t(φn, ψn) + z〈φn, ψn〉
= (m− 1− z)〈φn, ψ − ψn〉
→ 0.
Then using (2.4) it follows that −〈u, ψ〉 ← t(φn, ψ)−z〈φn, ψ〉 = 〈φn, (T−z)ψ〉 → 0,
which implies that u = 0. Therefore, we have
max
v∈Ln
‖v‖=1
|(t− z)(φn, v)| → 0 as n→∞,
which together with Lemma 2.4 implies that dist(φn, ker(T − z)) → 0 which is a
contradiction since ker(T −z) is finite dimensional and φn converges weakly to zero.
We deduce that σ(T +A,L∞) ∩ U ⊂ σ(T +A).
It remains to show that σ(T + A) ∩ U ⊂ σ(T +A,L∞). Let z ∈ σ(T + A) ∩ U .
Then z ∈ σdis(T +A) and we choose a circle Γ contained in (ρ(T +A) ∪ ρ(T ))∩ U
with center z and which encloses no other element from σ(T +A). By Theorem 2.3,
Γ is an Sn-regular set. Let (T + A − z)φ = 0 and φn = Pˆnφ, then ‖φ− φn‖t → 0
and t[φn] → t[φ]. It follows that (|T | 12φn) is a bounded sequence and therefore
that Aφnj → Aφ for some subsequence nj . We show that in fact Aφn → Aφ.
Suppose the contrary, then there exists a subsequence nk and a δ > 0 such that
‖Aφnk − Aφ‖ ≥ δ for all k ∈ N. However, (|T |
1
2φnk) is a bounded sequence and
therefore Aφnk has a convergent subsequence which must converge to Aφ. From
the contradiction we deduce that Aφn → Aφ. We have
σn(z) ≤ max
v∈Ln
‖v‖=1
|(s− z)(φn, v)|
= max |t(φn, v) + 〈Aφn, v〉 − z〈φn, v〉|
= max |t(φn − φ, v) + 〈A(φn − φ), v〉 − z〈φn − φ, v〉|
= max |〈(Pˆn − I)φ, v〉t + 〈A(φn − φ), v〉 − (z −m+ 1)〈φn − φ, v〉|
= max |〈A(φn − φ), v〉 − (z +m− 1)〈φn − φ, v〉|
→ 0.
Hence, for all sufficiently large n, the function σn(·) has a local minimum inside
the circle Γ and therefore σ(T +A,Ln) intersects the interior of Γ; see [7, Theorem
9.2.8]. The radius of Γ may be chosen arbitrarily small from which we deduce that
z ∈ σ(T +A,L∞), as required. 
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2.3. Multiplicity. We consider an eigenvalue z ∈ σ(T + A) ∩ U where U is a
Tn-uniform set. We denote by Γ a circle contained in U with center z and which
neither intersects nor encloses any additional element from σ(T +A) ∪ σ(T ). The
spectral projections associated to the part of σ(T +A) and σ(T +A,Ln) enclosed
by the circle Γ are defined by
P (z) := − 1
2ipi
∫
Γ
(T +A− ζ)−1 dζ and
Pn(Γ) := − 1
2ipi
∫
Γ
(Sn − ζ)−1 dζ,
respectively. We denote by M(z), K(z), and Mn(Γ) the range of P (z), I − P (z),
and Pn(Γ), respectively. We denote by Ln(Γ) the spectral subspace associated to
those elements from σ(T,Ln) which are enclosed by Γ.
We introduce the operator T with domain Dom(T ) = Dom(T ) ⊖ ker(T − z)
and action T φ = Tφ. Evidently, T is a self-adjoint operator on the Hilbert space
H⊖ ker(T − z) and we have z ∈ ρ(T ). We do not assume that z ∈ σ(T ), so that in
the case where z ∈ ρ(T ) we have T = T and H⊖ ker(T − z) = H.
Lemma 2.7. Let (φn) be a bounded sequence of vectors with φn ∈ Ln and
max
v∈Ln
‖v‖=1
|(s− z)(φn, v)− 〈x, v〉| → 0 as n→∞.
There exists a u ∈ H and subsequence nk, such that ‖Aφnk − u‖ → 0. Moreover,
x− u ⊥ ker(T − z) and distt[φnk − (T − z)−1(x− u), ker(T − z)]→ 0.
Proof. For the first statement see Lemma 2.2. If z ∈ ρ(T ) then for the second
statement see Lemma 2.2. It remains to consider the case where z ∈ σ(T ). Let
φ ∈ ker(T − z), then
〈x− u, φ〉 ≈ t(φnk , φ)− z〈φnk , φ〉 = 0,
and therefore x− u ⊥ ker(T − z). There exists a vector ψ ∈ Dom(T )⊖ ker(T − z)
with (T − z)ψ = (T − z)ψ = x − u. Let ψn = Pˆnψ and vn ∈ Ln with ‖vn‖ = 1,
then arguing precisely as in Lemma 2.2 we have
t(ψn, vn)− z〈ψn, vn〉 = 〈x − u, vn〉 − (z −m+ 1)〈ψn − ψ, vn〉 and
t(φn, vn)− z〈φn, vn〉 = 〈(Sn − z)φn, vn〉 − 〈Aφn, vn〉 ≈ 〈x, vn〉 − 〈Aφn, vn〉.
Hence, we have t(φnk − ψnk , vnk) − z〈φnk − ψnk , vnk〉 → 0, from which we deduce
that dist[φnk −ψnk ,Lnk(Γ)]→ 0. Let xk ∈ Lnk(Γ) be such that φnk −ψnk − xk →
0, and note that (φnk − ψnk) and therefore also (xk) is a bounded sequence in
H. Furthermore, if φnk − ψnk → 0 then we may choose xk = 0 for every k.
If d = dimker(T − z), then dimLnk(Γ) = d for all sufficiently large k. Hence
Lnk(Γ) = span{yk,1, . . . , yk,d} where the yk,j are orthonormal and
t(yk,j , v) = zk,j〈yk,j , v〉 ∀v ∈ Lnk where zk,j ≈ z.
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Hence xk =
∑
αk,jyk,j and
‖φnk − ψnk − xk‖2t = (t− z)[φnk − ψnk − xk] + (z −m+ 1)‖φnk − ψnk − xk‖2
= (t− z)[φnk − ψnk ] +
∑
αk,j(t− z)(φnk − ψnk , yk,j)
+
∑
αk,j(t− z)(yk,j , φnk − ψnk)
+ (t− z)
∑
αk,iαk,j(yk,j , yk,i)
+ (z −m+ 1)‖φnk − ψnk − xk‖2
= (t− z)[φnk − ψnk ] +
∑
αk,j(zk,j − z)(φnk − ψnk , yk,j)
+
∑
αk,j(zk,j − z)(yk,j , φnk − ψnk)
+
∑
|αk,j |2(zk,j − z)
+ (z −m+ 1)‖φnk − ψnk − xk‖2
→ 0.
Using Lemma 2.4 it follows that there exists a sequence yk ∈ ker(T − z) such that
‖xk − yk‖t → 0, and therefore
‖φnk − (T − z)−1(x− u)− yk‖t = ‖φnk − ψ − yk‖t
≤ ‖φnk − ψnk − xk‖t + ‖ψnk − ψ‖t + ‖xk − yk‖t
→ 0.

Lemma 2.8. If M(z) ⊂ Ln for all n ∈ N, then Mn(Γ) =M(z) for all sufficiently
large n.
Proof. Evidently, we have z ∈ σ(T +A,Ln) for every n ∈ N. We denote byMn(z)
the spectral subspace associated to Sn and the eigenvalue z ∈ σ(T + A,Ln). We
note that M(z) ⊆Mn(z) ⊆Mn(Γ) for all n.
Suppose that M(z) $ Mnk(z) for some subsequence nk, and without loss of
generality we assume thatM(z) $Mn(z) for every n ∈ N. Then we may choose a
normalised sequence (φn) with φn ∈Mn(z) and
φn ∈ K(z) and xn := (Sn − z)φn ∈M(z).
To see this, we note that there is at least one vector y ∈ K(z) ∩Mn(z), therefore
P (z)(Sn − z)y + (I − P (z))(Sn − z)y = (Sn − z)y ∈Mn(z)
⇒ (I − P (z))(Sn − z)y ∈Mn(z).
First consider the case where xnk → 0 for some subsequence nk. We assume
without loss of generality that xn → 0. Using Lemma 2.7 and the fact that 0 ≤
dimker(T − z) <∞, we have a u ∈ H, a subsequence nk, and φ ∈ ker(T − z), such
that
‖Aφnk − u‖ → 0 and ‖φnk + (T − z)−1u− φ‖t → 0.
We assume without loss of generality that
‖Aφn − u‖ → 0 and ‖φn + (T − z)−1u− φ‖t → 0.
THE GALERKIN METHOD FOR PERTURBED SELF-ADJOINT OPERATORS 11
We note that φn → −(T − z)−1u+ φ implies that
(T − z)−1u− φ ∈ K(z) and Aφn → −A(T − z)−1u+Aφ.
Let v ∈ Dom(T +A∗) and vn = Pˆnv, then
0← 〈(Sn − z)φn, vn〉
= t(φn, vn) + 〈Aφn, vn〉 − z〈φn, vn〉
→ −t((T − z)−1u− φ, v) − 〈A(T − z)−1u−Aφ, v〉+ z〈(T − z)−1u− φ, v〉
= −〈(T − z)−1u− φ, T v〉 − 〈(T − z)−1u− φ,A∗v〉+ z〈(T − z)−1u− φ, v〉
= −〈(T − z)−1u− φ, (T +A∗ − z)v〉.
It follows that (T − z)−1u − φ ∈ Ker(T + A − z) ⊆ M(z), and we obtain a
contradiction since (T − z)−1u− φ ∈ K(z).
We suppose now that ‖xn‖ ≥ c > 0 for all sufficiently large n ∈ N. Let φˆn =
φn/‖xn‖, then since M(z) is finite dimensional we have for some subsequence nk
(Snk − z)φˆnk → x for some normalised x ∈ M(z).
We assume without loss of generality that (Sn − z)φˆn → x. Using Lemma 2.7 as
above, we may assume that
‖Aφˆn− u‖ → 0 and ‖φˆn− (T − z)−1(x− u)−φ‖t → 0 where φ ∈ ker(T − z).
We note that φˆn → (T − z)−1(x− u) + φ implies that
(T − z)−1(x− u) + φ ∈ K(z) and Aφˆn → A(T − z)−1(x− u) +Aφ.
We have
(T +A− z)((T − z)−1(x− u)+ φ) = x− u+A(T − z)−1(x− u) +Aφ = x ∈ M(z)
which is a contradiction since (T − z)−1(x− u) + φ ∈ K(z).
We have shown that M(z) = Mn(z) for all sufficiently large n. It remains
to show that z is not the limit point of a sequence znk ∈ σ(T + A,Lnk) where
znk 6= z for each k ∈ N. Suppose the contrary and without loss of generality that
(Sn − zn)φn = 0 for some normalised vectors φn ∈ Ln where zn → z, and zn 6= z
for each n ∈ N. Therefore (Sn− z)φn → 0, and using Lemma 2.7 as above, we may
assume that
‖Aφn − u‖ → 0 and ‖φn + (T − z)−1u− φ‖t → 0 where φ ∈ ker(T − z).
Arguing as above, we let v ∈ Dom(T +A∗) and vn = Pˆnv, then
0← 〈(Sn − z)φn, vn〉 → −〈(T − z)−1u− φ, (T +A∗ − z)v〉.
It follows that (T − z)−1u − φ ∈ Ker(T + A − z) ⊆ M(z), and therefore that
φn ≈ ψn ∈ Ker(T +A− z) where ‖ψn‖ = 1. We have
(2.5) 0 = (Sn − zn)φn = (Sn − zn)(I − P (z))φn + (Sn − zn)P (z)φn,
with 0 6= (I−P (z))φn → 0 and (Sn−zn)P (z)φn → 0. To see the latter let vn ∈ Ln
and write P (z)φn = ψn + εnyn where ‖yn‖ = 1 and εn → 0, then
〈(Sn − zn)P (z)φn, vn〉 = t(P (z)φn, vn) + 〈AP (z)φn, vn〉 − zn〈P (z)φn, vn〉
= 〈(T +A− zn)P (z)φn, vn〉
= (z − zn)〈ψn, vn〉+ εn〈(T + A− zn)P (z)yn, vn〉
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that the first term on the right hand side converges to zero is clear, for the second
term we note that (T +A− zn)P (z) is a bounded operator. We denote
φˆn =
(I − P (z))φn
‖(Sn − zn)P (z)φn‖ ∈ K(z),
then using (2.5) we have for some subsequence nk
(Snk − znk)φˆnk = −
(Snk − znk)P (z)φnk
‖(Snk − znk)P (z)φnk‖
→ x for some normalised x ∈ M(z).
We assume without loss of generality that (Sn − zn)φˆn → x ∈M(z).
First consider the case where the sequence ‖φˆn‖ is bounded. Using Lemma 2.7
as above, we may assume that
‖Aφˆn− u‖ → 0 and ‖φˆn− (T − z)−1(x− u)−φ‖t → 0 where φ ∈ ker(T − z).
We note that φˆn → (T − z)−1(x− u) + φ implies that
(T − z)−1(x− u) + φ ∈ K(z) and Aφˆn → A(T − z)−1(x− u) +Aφ.
We have
(T +A− z)((T − z)−1(x− u)+ φ) = x− u+A(T − z)−1(x− u) +Aφ = x ∈ M(z)
which is a contradiction since (T − z)−1(x− u) + φ ∈ K(z).
Suppose now that the sequence ‖φˆn‖ is not bounded. In view of the previous
paragraph we assume that ‖φˆn‖ → ∞. We set φ˜n = φˆn/‖φˆn‖ and obtain
(Sn − zn)φ˜n → 0 ⇒ (Sn − z)φ˜n → 0.
Then using Lemma 2.7 as above, we may assume that
‖Aφ˜n − u‖ → 0 and ‖φ˜n + (T − z)−1u− φ‖t → 0 where φ ∈ ker(T − z).
We note that φ˜n → −(T − z)−1u+ φ implies that
(T − z)−1u− φ ∈ K(z) and Aφ˜n → −A(T − z)−1u+Aφ.
Let v ∈ Dom(T +A∗) and vn = Pˆnv, then
0← 〈(Sn − z)φ˜n, vn〉
= t(φ˜n, vn) + 〈Aφ˜n, vn〉 − z〈φ˜n, vn〉
→ −t((T − z)−1u− φ, v) − 〈A(T − z)−1u−Aφ, v〉+ z〈(T − z)−1u− φ, v〉
= −〈(T − z)−1u− φ, T v〉 − 〈(T − z)−1u− φ,A∗v〉+ z〈(T − z)−1u− φ, v〉
= −〈(T − z)−1u− φ, (T +A∗ − z)v〉.
It follows that (T − z)−1u − φ ∈ Ker(T + A − z) ⊆ M(z), and we obtain a
contradiction since (T − z)−1u− φ ∈ K(z). 
Theorem 2.9. Rank Pn(Γ) = Rank P (z) for all sufficiently large n ∈ N.
Proof. Let span{φ1, . . . , φd} = M(z) where the φj are orthonormal in H, and set
φn,j = Pˆnφj . Note that there exists a sequence εn → 0 such that
(2.6) ‖(I − Pˆn)φj‖ ≤ εn, and |〈φn,j , φn,i〉| ≤ εn for i 6= j.
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Evidently, the vectors {φn,1, . . . , φn,d} form a linearly independent set for all suffi-
ciently large n ∈ N. There exist orthonormal vectors φn,d+1, . . . , φn,n (we assume
without loss of generality that dimLn = n) such that
(2.7) Ln = span{φn,1, . . . , φn,d, φn,d+1, . . . , φn,n}
and
(2.8) span{φn,1, . . . , φn,d} ⊥ span{φn,d+1, . . . , φn,n},
where on both occasions the orthogonality is with respect to H. For 1 ≤ j ≤ d we
set φn,j(t) = tφj + (1− t)φn,j where t ∈ R. Let α ∈ Cn, then
d∑
j=1
αjφn,j(t) +
n∑
j=d+1
αjφn,j =
d∑
j=1
αj(tφj + (1− t)φn,j) +
n∑
j=d+1
αjφn,j
=
n∑
j=1
αjφn,j +
d∑
j=1
αjt(φj − φn,j)
=
n∑
j=1
αjφn,j + (I − Pˆn)
d∑
j=1
αjtφj .
The two summations on the right hand side are orthogonal in Ht. Hence the left
hand side can only vanish if both terms on the right hand side vanish, that is, if
α = 0. We deduce that the vectors {φn,1(t), . . . , φn,d(t), φn,d+1, . . . , φn,m} form a
linearly independent set for every t ∈ R. We define the family of n-dimensional
subspaces
Ln(t) := span{φn,1(t), . . . , φn,d(t), φn,d+1, . . . , φn,n}.
For any ψ ∈ Dom(t), there exist vectors ψn ∈ Ln such that ‖ψ − ψn‖t → 0. Using
(2.7) we have
ψn =
n∑
j=1
αn,jφn,j for some α ∈ Cn.
Note that for some M ∈ R we have ‖ψn‖2 ≤ M for all n. Using (2.6), (2.7) and
(2.8) we have
M ≥ ‖
n∑
j=1
αn,jφn,j‖2
=
n∑
j=1
|αn,j |2‖φn,j‖2 +
d∑
i6=j
αn,jαn,i〈φn,j , φn,i〉
≥
n∑
j=1
|αn,j |2‖φn,j‖2 −
d∑
i6=j
|αn,jαn,i|εn
≥
n∑
j=1
|αn,j |2‖φn,j‖2 − (d2 − d) max
1≤j≤d
{|αn,j |2}εn
≥
(
min
1≤j≤n
{‖φn,j‖2}− (d2 − d)εn
)
max
1≤j≤d
{|αn,j|2}.
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From which it follows that for some K ∈ R we have max1≤j≤d{|αn,j|} ≤ K for all
n. Consider a sequence (tn) ⊂ [0, 1] and the vectors ψn(tn) ∈ Ln(tn) given by
ψn(tn) =
d∑
j=1
αn,jφn,j(tn) +
n∑
j=d+1
αn,jφn,j
=
n∑
j=1
αn,jφn,j + (I − Pˆn)
d∑
j=1
αn,jtnφj
= ψn + (I − Pˆn)
d∑
j=1
αn,jtnφj .
We have
‖ψn(tn)− ψn‖t ≤
d∑
j=1
tn|αn,j |‖(I − Pˆn)φj‖t ≤ K
d∑
j=1
‖(I − Pˆn)φj‖t → 0,
and therefore the sequence (Ln(tn)) is dense in Ht.
Let Sn(t) be the operator acting on Ln(t) which is associated to the restriction
of the form s to Ln(t). We now show that for all sufficiently large n ∈ N we have
(2.9) Γ ⊂ ρ(Sn(t)) for all t ∈ [0, 1].
We suppose that (2.9) is false. Then there exist sequences (wj) ⊂ Γ and (tj) ⊂ [0, 1],
and a subsequence nj , such that
min
φ∈Lnj (tj)\{0}
{‖(Snj (tj)− wj)φ‖
‖φ‖
}
= 0.
However, the sequence of subspaces (Lnj (tj)) is dense in Ht, then by Theorem 2.3
the set Γ is an Snj (tj)-regular set. The assertion (2.9) follows from the contradic-
tion. Consider the projection
Pn(Γ, t) := − 1
2ipi
∫
Γ
(Sn(t)− ζ)−1 dζ : Ln(t)→ Ln(t)
which is the spectral projection associated to Sn(t) and the part of the spectrum
enclosed by the circle Γ. By employing the Gram-Schmidt procedure we may obtain
Ln(t) = span{φˆn,1(t), . . . , φˆn,k(t), φˆn,k+1(t), . . . , φˆn,n(t)}
where the vectors {φˆn,1(t), . . . , φˆn,k(t), φˆn,k+1(t), . . . , φˆn,n(t)} are analytic in t and
orthonormal for each fixed t ∈ [0, 1]. Let Sn(t) be the matrix representation of Sn(t)
with respect to this orthonormal basis, then Sn(t) : Cn → Cn clearly has the same
eigenvalues as Sn(t), and the eigenvalues have the same multiplicities. Evidently,
the spectral projection associated to Sn(t) and the part of the spectrum enclosed
by the circle Γ is analytic in t, and therefore has constant rank for t ∈ [0, 1]. We
deduce that Rank(Pn(Γ, t)) is also is constant for t ∈ [0, 1]. The result now follows
from Lemma 2.8. 
3. Approximation of σdis(T )
We consider now the perturbation T + iQ for an orthogonal projection Q. If
(T + iQ− z)ψ = 0 for some ψ 6= 0 and z /∈ R, then we have
(T − Re z)ψ = iIm zψ − iQψ, 〈Tψ, ψ〉 = Re z‖ψ‖2, ‖Qψ‖2 = Im z‖ψ‖2,
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and hence
‖(T − Re z)ψ‖2 = (Im z)2‖ψ‖2 + (1− 2Im z)‖Qψ‖2
= Im z(1− Im z)‖ψ‖2
from which we obtain the estimate
(3.1) dist(Re z, σ(T )) ≤
√
Im z(1− Im z).
Therefore, information about the location of σ(T ) may be gleamed by studying
the perturbation T + iQ for a suitably chosen projection. In fact, the estimate
(3.1) could be significantly improved if some a priori information is at hand. Let
(a, b) ∩ σ(T ) = λ, then using [9, Lemma 1 & 2] we obtain
(3.2) λ ∈
(
Re z − Im z(1− Im z)
b− Re z ,Re z +
Im z(1− Im z)
Re z − a
)
whenever the interval on the right hand side is contained in (a, b).
Let a, b ∈ ρ(T ) with a < b and set ∆ = [a, b]. For the remainder of this section we
assume that ∆∩σ(T ) = {λ1, . . . , λd} ⊂ σdis(T ) where the eigenvalues are repeated
according to multiplicity. The corresponding spectral projection and eigenspace are
denoted by E(∆) and L(∆), respectively. Denote by Γa and Γb, circles with radius
1 and centers a and b, respectively. We define
U(a, b) :=
{
z ∈ C : a < Re z < b, z belongs to the exterior of circles Γa and Γb,
z 6= λj + i for 1 ≤ j ≤ d
}
,
and, for a compact set X ⊂ U(a, b)
dX := dist(X, σ(T )\∆) and d∆ := dist({λ1 + i . . . , λd + i}, X).
Lemma 3.1. Let ε = ‖(I −Q)E(∆)‖ and c = min{dX − 1− 2ε, d∆ − 3ε}, then
(3.3) ‖(T + iQ− z)u‖ ≥ c‖u‖ for all z ∈ X and u ∈ Dom(T ).
Proof. Let z ∈ X , u ∈ Dom(T ) and E := E(∆). We have ‖(I − E)QE‖ ≤ ε and
therefore ‖EQ(I − E)‖ ≤ ε, then using the equality Q = EQE + (I − E)QE +
EQ(I − E) + (I − E)Q(I − E), we obtain
‖(T + iQ− z)u‖ = ‖(T − z)(I − E)u+ (T − z)Eu+ iQu‖
= ‖(T − z)(I − E)u+ (T − z)Eu
+ i(EQE + (I − E)QE + EQ(I − E) + (I − E)Q(I − E))u‖
≥ ‖(T − z)(I − E)u+ i(I − E)Q(I − E)u
+ (T − z)Eu+ iEQEu‖ − ‖(I − E)QE + EQ(I − E)‖
≥ ‖(T − z)(I − E)u+ i(I − E)Q(I − E)u
+ (T − z)Eu+ iEQEu‖ − 2ε‖u‖.
The vector (T−z)(I−E)u satisfies the estimate ‖(T−z)(I−E)u‖ ≥ dX‖(I−E)u‖,
hence ‖(T − z)(I − E)u+ i(I − E)Q(I − E)u‖ ≥ (dX − 1)‖(I − E)u‖. The vector
(T − z)Eu+ iEQEu satisfies the estimate
‖(T − z)Eu+ iEQEu‖ = ‖(T − z + i)Eu+ iE(Q− I)Eu‖ ≥ (d∆ − ε)‖Eu‖.
Combining these estimates yields required result. 
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We denote by Uε(a, b) the open set contained in U(a, b) and which is exterior to
the circles with centers a, b and radius 1+2ε and the circles with center λj + i and
radius 3ε for 1 ≤ j ≤ d. An immediate consequence of Lemma 3.1 is the inclusion
(3.4) Uε(a, b) ⊂ ρ(T + iQ).
Lemma 3.2. Let ‖(I − Q)E(∆)‖ = 0, then λ1 + i, . . . , λd + i ∈ σ(T + iQ) with
spectral subspace L(∆), and U(a, b) ⊂ ρ(T + iQ).
Proof. The last assertion is an immediate consequence of (3.4). Let (T + iQ−(λj+
i))φ = 0, then (T − λj)φ = i(I −Q)φ and therefore
〈(T − λj)φ, φ〉 = i〈(I −Q)φ, φ〉.
The left hand side is real and the right hand side is purely imaginary, from which
we deduce that (I − Q)φ = 0, therefore (T − λj)φ = 0 and hence φ ∈ L(∆). It
follows that L(∆) is the space spanned by the eigenvectors associated to T + iQ
and the eigenvalues λ1 + i, . . . , λd + i. Suppose that λj + i is not semi-simple. The
geometric eigenspace associated to T + iQ and eigenvalue λj+ i is precisely L({λj})
the eigenspace associated to T and eigenvalue λj . There exists a non-zero vector
ψ ⊥ L({λj}) with (T + iQ− λj − i)ψ = φ ∈ L({λj}). We have
(T − (λj + i))ψ ⊥ L({λj}) with ‖(T − (λj + i))ψ‖ > ‖ψ‖,
and
iQψ = φ− (T − (λj + i))ψ where φ ⊥ (T − (λj + i))ψ.
It follows that ‖Qψ‖2 = ‖φ‖2+‖(T − (λj + i))ψ‖2 > ‖ψ‖2, which is a contradiction
since ‖Q‖ = 1. 
Theorem 3.3. Let Q be finite rank, ‖(I −Q)E(∆)‖ = ε < 1/
√
d,
(3.5) 3ε < r < min
{√
(λj − a)2 + 1,
√
(b− λj)2 + 1
}
− 1− 2ε for 1 ≤ j ≤ d
and Γj the circle with center λj+i and radius r, and set X = ∪dj=1Γj. If Γi∩Γj = ∅
whenever i 6= j, then Γj ⊂ ρ(T + iQ), dist(λj + i, σ(T + iQ)) < r,
‖(T + iQ− z)u‖ ≥ c‖u‖ for all u ∈ Dom(T ) and z ∈ Γj
with c > 0 as in Lemma 3.1, and the dimension of the spectral subspace associated
to T + iQ and the region enclosed by Γj equals the dimension of L({λj}).
Proof. An immediate consequence of the condition (3.5) is that the circle Γj does
not intersect the circles Γa and Γb. Furthermore,
c ≥ min
{
min
1≤j≤d
{√
(λj − a)2 + 1,
√
(b − λj)2 + 1
}
− r − 1− 2ε, r − 3ε
}
> 0,
hence Γj ⊂ ρ(T + iQ) follows from Lemma 3.1. It now suffices to prove the last
assertion.
Let φ1, . . . , φe form an orthonormal basis for L({λj}). Set
φˆk = Qφk and φˆk(t) = tφk + (1− t)φˆk for t ∈ [0, 1].
It is straightforward to show that the condition ‖(I−Q)E‖ < 1/
√
d ≤ 1/√e implies
that {φˆ1(t), . . . , φˆe(t)} form a linearly independent for any t ∈ [0, 1]. Furthermore,
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if we set n = Rank(Q), then similarly to the proof of Theorem 2.9 there exist
vectors {φe+1, . . . , φn} such that
Range(Q) = span{φˆ1, . . . , φˆe, φe+1, . . . , φn}
and {φˆ1(t), . . . , φˆe(t), φe+1, . . . , φn} is a linearly independent set for every t ∈ [0, 1].
We define the family of orthogonal projections Q(t) such that
Range(Q(t)) = span{φˆ1(t), . . . , φˆe(t), φe+1, . . . , φn}.
Let φ ∈ L({λj}) with ‖φ‖ = 1, then φ = α1φ1 + · · · + αeφe and ‖(I − Q)φ‖ ≤ ε,
therefore
‖(I −Q(t))φ‖ ≤ ‖φ− α1φˆ1(t) + · · ·+ αeφˆe(t)‖
= (1− t)‖α1(φ1 − φˆ1) + · · ·+ αe(φe − φˆe)‖
= (1− t)‖(I −Q)φ‖
≤ ε
and we deduce that Γj ⊂ ρ(T + iQ(t)) for all t ∈ [0, 1]. If P (t) is the spectral
projection associated to the operator T + iQ(t) and the region enclosed by the
circle Γ, then we have
P (t) = − 1
2ipi
∫
Γ
(T + iQ(t)− z)−1 dz.
Evidently, P (t) is a continuous family of projections, therefore Rank(P (t)) = e for
all t ∈ [0, 1] follows from Lemma 3.2. 
3.1. Convergence of σ(T + iQn). We now assume that T is a bounded self-
adjoint operator. Denote by En be the spectral measure associated to PnT |Ln
and let Qn = En(∆)Pn. Evidently, (Qn) is a sequence of finite rank orthogonal
projections.
Lemma 3.4. Qn
s−→ E(∆) and ‖(I −Qn)E(∆)‖ = O(δ(L(∆),Ln)).
Proof. Let φ ∈ H, then φ = E(∆)φ + (I − E(∆))φ. For each 1 ≤ j ≤ d we have
PnTPnE({λj})φ → TE({λj})φ = λjE({λj})φ, then it follows from the spectral
theorem that QnE(∆)φ → E(∆)φ. For any µ ∈ ∆ ∩ ρ(T ) we have En(µ)Pn s−→
E(µ) ([11, Theorem VIII.1.15]), from which we deduce that Qn(I − E(∆))φ→ 0.
For the second assertion let (T − λj)ψ = 0 with ‖ψ‖ = 1 and set ψn = Pnψ.
Then
‖(PnT − λj)ψn‖ = ‖(PnT − λj)ψn − Pn(T − λj)ψ‖
= ‖PnT (ψn − ψ)‖
≤ ‖PnT ‖‖(I − Pn)ψ‖
≤ ‖T ‖dist(ψ,Ln)
≤ ‖T ‖δ(L(∆),Ln),
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and
‖(I − En(∆))ψn‖2 =
∫
R\∆
d〈(En)µψn, ψn〉
<
∫
R\(a,b)
|µ− λj |2
dist[λj , {a, b}]2 d〈(En)µψn, ψn〉
≤ 1
dist[λj , {a, b}]2
∫
R
|µ− λj |2 d〈(En)µψn, ψn〉
=
‖(PnT − λj)ψn‖2
dist(λj , {a, b})2
≤ ‖T ‖
2δ(L(∆),Ln)2
dist(λj , {a, b})2 .
Therefore
‖(I − En(∆)Pn)ψ‖ ≤ ‖(I − En(∆))ψn‖+ ‖(I − En(∆)Pn)(ψ − ψn)‖
≤ ‖T ‖δ(L(∆),Ln)
dist(λj , {a, b}) + ‖(I − Pn)ψ‖
≤
( ‖T ‖
dist(λj , {a, b}) + 1
)
δ(L(∆),Ln),
from which the result follows. 
In particular, we have T+iQn
s−→ T+iE(∆). Let Ln(j) be the spectral subspace
associated to those eigenvalues µn,1, . . . , µn,e (repeated according to multiplicity)
of T + iQn which lie in a neighbourhood of λj + i (see Theorem 3.3) and εn :=
‖(I − Qn)E(∆)‖. Theorem 3.3, Lemma 3.4 and [5, Theorem 6.6] together imply
the following estimate
(3.6) δˆ(L({λj}),Ln(j)) = O(δ(L(∆),Ln)).
Lemma 3.5. max1≤k≤e |µn,k − λj − i| = O(δ(L(∆),Ln)2).
Proof. We argue similarly to the proof of [5, Theorem 6.11]. Let ψ1, . . . , ψe be an
orthonormal basis for L({λj}), then the restriction of T + iE(∆) to L({λj}) has
the matrix representation
(3.7) Al,k = 〈(T + iE(∆))ψk, ψl〉 = (λj + i)δlk.
It follows from (3.6) that E({λj})|Ln(j) : Ln(j) → L({λj}) is a bijection for all
sufficiently large n. We set ψn,k := [E({λj})|Ln(j)]−1ψk. Since
(3.8) 〈ψn,k, ψl〉 = 〈ψn,k, E({λj})ψl〉 = 〈ψk, ψl〉 = δlk,
the restriction of T + iEn(∆) to Ln(j) has the matrix representation
Bl,k = 〈(T + iEn(∆))ψn,k, ψl〉,
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and µn,1, . . . , µn,e are the eigenvalues of the matrix B. We have
|Alk −Blk| = |〈(T + iE(∆))ψk, ψl〉 − 〈(T + iEn(∆))ψn,k, ψl〉|
= |〈(T + iE(∆))E(∆)ψn,k, ψl〉 − 〈(T + iEn(∆))ψn,k, ψl〉|
= |〈(iE(∆)− iEn(∆))ψn,k, ψl〉|
= |〈(I − En(∆))ψn,k, ψl〉|
= |〈(I − En(∆))ψn,k, (I − En(∆))Pnψl〉|
≤ ‖(I − En(∆))ψn,k‖‖(I − En(∆))Pnψl‖.
Using Lemma 3.4, the second term on the right hand side satisfies
‖(I − En(∆))Pnψl‖ ≤ ‖(I −Qn)ψl‖+ ‖(I − Pn)ψl‖ = O(δ(L(∆),Ln)).
Since ψn,k = [E({λj})|Ln(j)]−1ψk =: un ∈ Ln(j) and ‖[E({λj})|Ln(j)]−1‖ ≤ M for
some M > 0 and all sufficiently large n, it follows from (3.6) that un = vn + wn
where vn ∈ L(∆) and ‖wn‖ ≤ O(δ(L(∆),Ln)). Hence
‖(I − En(∆))ψn,k‖ = ‖(I − En(∆))un‖
≤ ‖(I − En(∆))Pnvn‖+O(δ(L(∆),Ln))
= O(δ(L(∆),Ln)).
Combining these estimates we obtain ‖A − B‖Ce = O(δ(L(∆),Ln)2). The result
follows from this estimate, (3.7) and (3.8). 
We denote by Uτ,r(a, b) the compact set enclosed by the rectangle {z ∈ C : a ≤
Re z ≤ b and 0 ≤ Im z ≤ 1} and exterior to the circles with centers a, b and radius
1+ τ and the circles with center λj+ i and radius r
2 for 1 ≤ j ≤ d. We have proved
the following Theorem.
Theorem 3.6. There exist sequences (τn) and (rn) of non-negative reals, with
0 ≤ τn = O(δ(L(∆),Ln)) and 0 ≤ rn = O(δ(L(∆),Ln)2),
such that Uτn,rn(a, b)\R ⊂ ρ(T + iQn) for all sufficiently large n. Moreover, if Γj is
the circle with center λj+ i and radius rn, then Γj ⊂ ρ(T + iQn) and the dimension
of the spectral subspace associated to T + iQn and the region enclosed by Γj equals
the dimension of L({λj}).
3.2. Convergence of σ(T+iQm,Ln). In this section we assume that T is bounded
and m ∈ N is fixed. We consider the Galerkin approximation of a non-real eigen-
value µ ∈ σ(T + iQm) which lies in a neighbourhood of λj + i. First, we note that
by Theorem 2.5 there is no spectral pollution away from the real line, hence
σ(T + iQm,L∞)\R = σ(T + iQm)\R.
If Γ ⊂ ρ(T + iQm) is a circle with center µ, which encloses no other element from
σ(T+iQm) and does not intersect R, then by Theorem 2.9, for all sufficiently large n
the multiplicity of those elements from σ(T +iQm,Ln) enclosed by Γ is equal to the
multiplicity of µ. Furthermore, by Theorem 2.3, Γ is a Pn(T + iQm)|Ln -regular set.
With these three properties, the sequence of operators Pn(T + iQm)Pn is said to be
a strongly stable approximation of T + iQm in the interior of Γ; see [5, Section 5.2
& 5.3]. This allows the application of the following well-known super-convergence
result for strongly stable approximations.
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LetM (respectivelyM∗) be the spectral subspace associated to the operator T+
iQm (respectively T − iQm) and eigenvalue µ (respectively µ). Let µ have algebraic
multiplicity e and let z1, . . . , ze be those (repeated) eigenvalues from σ(T+iQm,Ln)
which lie in a neighbourhood of µ and set zˆn = (z1 + · · ·+ ze)/e, then
(3.9) |zˆn − µ| = O(δ(M,Ln)δ(M∗,Ln));
see [5, Theorem 6.11].
We therefore have the following strategy for approximating the eigenvalues in
the region ∆:
(1) calculate σ(T,Lm) and choose Qm = Em(∆)Pm
(2) calculate σ(T + iQm,Ln) for dimLm ≪ dimLn.
Example 3.7. With H = L2(−pi, pi) we consider the bounded self-adjoint operator
Tφ = a(x)φ + 10〈φ, ψ0〉ψ0 where a(x) =
{
−2pi − x for − pi < x ≤ 0,
2pi − x for 0 < x ≤ pi,
and ψk = e
−ikx for k ∈ Z. We have σess(T ) = [−2pi,−pi] ∪ [pi, 2pi], and σdis(T )
consists of the two simple eigenvalues λ1 ≈ −1.64834270 and λ2 ≈ 11.97518502;
see [8, Lemma 12]. We note that the eigenvalue λ1 lies in the gap in σess(T ).
−8 −6 −4 −2 0 2 4 6 8 10 12 14
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σ(T+iQ51,L101)
σ(T+iQ51,L401)
σ(T+iQ51,L1601)
σ(T,L51)
Figure 1. σ(T + iQ51, Ln) for n = 101, 401, 1601 and σ(T, L51).
Let L2n+1 = span{e−inx, . . . , einx}. We find that σ(T,L51) has four eigen-
values in the interval (−pi, pi). With Q51 = E51((−pi, pi))P51 we calculate σ(T +
iQ51,L2n+1) for n = 50, 200 and 800. The results are displayed in Figure 1, and,
consistent with Theorem 3.6, suggest that σ(T + iQ51) has a simple eigenvalue near
λ1 + i. Calculating σ(T + iQ2n+1,L20n+1) with n = 4, 8, 12, . . . , 40 suggests that
we have
(3.10) dist(λ1 + i, σ(T + iQ2n+1,L20n+1)) ≈ O(n−1).
The following estimate holds:
(3.11) δ(L({λ1}),L2n+1) = O(n−1/2);
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dist[λ1 + i,σ(T + Q2n+1,L4n+1)]
dist[λ2,σ(T,L4n+1)]
Figure 2. Convergence to λ1+i using σ(T +iQ2n+1, L4n+1) com-
pared to the convergence to λ2 using σ(T, L4n+1).
see for example [3, Lemma 3.1]. Combining this estimate with Theorem 3.6 we
obtain
(3.12) dist(λ1 + i, σ(T + iQn)) = O(n−1)
which is consistent with (3.10). The latter suggests that in Theorem 3.6 the con-
vergence rate for rn is sharp.
For a fixed and sufficiently large m we denote by M (respectively M∗) the
eigenspace associated to the simple eigenvalue of T + iQm (respectively T − iQm)
which lies in a neighbourhood of λ1 + i (respectively λ1 − i). Then the following
estimates hold:
(3.13) δ(M,Ln) = O(n−1/2) and δ(M∗,Ln) = O(n−1/2);
see for example [3, Lemma 3]. For the approximation of the eigenvalue λj we cal-
culate σ(T + iQ2n+1,L4n+1) with n = 50, 100, 150, . . . , 500. For comparison, we
also approximate the eigenvalue λ2 which lies outside the convex hull of the essen-
tial spectrum and may therefore be approximated without encountering spectral
pollution. The results are displayed in Figure 2 and suggest that
dist(λ1 + i, σ(T + iQ2n+1,L4n+1)) = O(n−1) and(3.14)
dist(λ2, σ(T,L4n+1)) = O(n−1).(3.15)
The convergence in (3.14) is consistent with (3.12), (3.13) and (3.9). The conver-
gence in (3.15) follows from (3.11) and the well-known superconvergence result for
an eigenvalue lying outside the convex hull of the essential spectrum of bounded
self-adjoint operator.
3.3. Unbounded Operators. We now assume that T is bounded from below and
unbounded from above. Let γ < minσ(T ) and consider the operator T − γ. We
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have [a− γ, b− γ] ∩ σess(T − γ) = ∅, and, in particular
(3.16)
[
1
b− γ ,
1
a− γ
]
∩ σess((T − γ)−1) = ∅.
We shall approximate the eigenvalues σ(T )∩ [a, b] by applying the results from the
preceding sections to approximate eigenvalues of (T − γ)−1 in σ((T − γ)−1)∩ [(b−
γ)−1, (a− γ)−1].
Let {µ1, . . . , µk} = [a, b]∩σ(T,Ln) where the eigenvalues are repeated according
to multiplicity. Let {u1, . . . , uk} be a corresponding set of orthonormal eigenvectors.
We write xˆ = (T − γ) 12 x and Lˆn = (T − γ) 12Ln, and note that uˆi ⊥ uˆj for i 6= j
since
〈uˆi, uˆj〉 = (t− γ)(ui, uj) = (µi − γ)〈ui, uj〉 = 0.
Furthermore, we have for some µi ∈ [a, b] and any y ∈ Ln
0 = (t− γ)(ui, y)− (µi − γ)〈ui, y〉 = 〈uˆi, yˆ〉 − (µi − γ)〈(T − γ)−1uˆi, yˆ〉,
so that (µi − γ)−1 ∈ σ((T − γ)−1, Lˆn). Evidently, there is a one-to-one correspon-
dence between σ(T,Ln) and σ((T − γ)−1, Lˆn):
σ((T − γ)−1, Lˆn) =
{
1
λ− γ : λ ∈ σ(T,Ln)
}
.
In particular, we have
σ((T − γ)−1, Lˆn) ∩
[
1
b− γ ,
1
a− γ
]
=
{
1
µ1 − γ , . . . ,
1
µk − γ
}
with corresponding orthogonal eigenvectors given by {uˆ1, . . . , uˆk}. Denote by Qn
the orthogonal projection onto span{uˆ1, . . . , uˆk} ⊂ Lˆn. From the first paragraph
in the proof of lemma 2.4 it follows that δ(L(∆), Lˆn) = O(δt(L(∆),Ln)), then by
Lemma 3.4 we have
Qn
s−→ E(∆) and ‖(I −Qn)E‖ = O(δt(L(∆),Ln)).
Hence, a direct application of Terrorem 3.6 to the bounded self-adjoint operator
(T − γ)−1 and subspaces (Lˆn) yields the following corollary.
Corollary 3.8. There exists sequences (τn) and (rn) of non-negative reals, with
0 ≤ τn = O(δt(L(∆),Ln)) and 0 ≤ rn = O(δt(L(∆),Ln)2),
such that Uτn,rn(1/(b − γ), 1/(a− γ))\R ⊂ ρ((T − γ)−1 + iQn) for all sufficiently
large n. Moreover, if Γj is the circle with center 1/(λj − γ) + i and radius rn, then
Γj ⊂ ρ((T − γ)−1 + iQn) and the dimension of the spectral subspace associated to
(T − γ)−1 + iQn and the region enclosed by Γj equals the dimension of L({λj}).
For a fixed m, let u1, . . . , uk be as above, and consider the eigenvalue problem:
find z ∈ C for which there exists an x ∈ Ln\{0} with
(3.17) (t− γ)(x, y)− iz
k∑
j=1
(t− γ)(x, uj)(t− γ)(uj , y)
(t− γ)[uj ] − z〈x, y〉 = 0 ∀ y ∈ Ln.
Evidently, this is equivalent to the eigenvalue problem: find z ∈ C for which there
exists a xˆ ∈ Lˆn\{0} and
(3.18) 〈xˆ, yˆ〉 − iz
k∑
j=1
〈xˆ, uˆj〉〈uˆj , yˆ〉
‖uˆj‖2 − z〈(T − γ)
−1xˆ, yˆ〉 = 0 ∀ yˆ ∈ Lˆn.
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The solutions to (3.18) are precisely the set {w−1 : w ∈ σ((T − γ)−1 + iQm, Lˆn)}.
Therefore, we may approximate the eigenvalues σ((T −γ)−1)∩ [(b−γ)−1, (a−γ)−1]
by solving (3.17).
Example 3.9. With H = L2(0, 1)⊕ L2(0, 1) we consider the block operator matrix
T =
( −d2/dx2 −d/dx
d/dx 2I
)
with homogeneous Dirichlet boundary conditions in the first component. The same
matrix (but with different boundary conditions) has been studied in [12]. We have
σess(T ) = {1} (see for example [17, Example 2.4.11]) while σdis(T ) consists of the
simple eigenvalue {2} with eigenvector (0, 1)T , and the two sequences of simple
eigenvalues
λ±k :=
2 + k2pi2 ±
√
(k2pi2 + 2)2 − 4k2pi2
2
.
The sequence λ−k lies below, and accumulates at, the essential spectrum. While the
sequence λ+k lies above the eigenvalue 2 and accumulates at∞. Therefore, we have
σess(T
−1) = {0, 1} and σdis(T−1) =
∞⋃
k=1
{
1
λ+k
} ∞⋃
k=1
{
1
λ−k
}⋃{1
2
}
.
Denote by L0h the FEM space of piecewise linear functions on a uniform mesh of
0 0.2 0.4 0.6 0.8 1 1.2
−i
i
 
 
σ(T−1,L1/49)
Figure 3. σ(T−1, L1/49) displaying spectral pollution in the in-
terval (1/2, 1).
size h and satisfying homogeneous Dirichlet boundary conditions, and by Lh the
space without boundary conditions. The subspaces L0h⊕Lh belong to Dom(t). We
define Lh = T
1
2 (L0h ⊕ Lh).
Figure 3 shows σ(T−1, L1/49). The interval (1/2, 1) is filled with Galerkin eigen-
values, however, the interval (1/2, 1) belongs to the resolvent set of T−1. This is an
example of spectral pollution, the interval lies in the gap in the essential spectrum
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σ(T−1+iQ1/49,L1/576)
Figure 4. σ(T−1 + iQ1/49, L1/576) displaying the approximation
of the eigenvalue 1/2 + i.
which is where the Galerkin method is known to be unreliable. We note that the
eigenvalue 1/2 is obscured by the spectral pollution.
Figure 4 shows σ(T−1+ iQ1/49, L1/576) where Q1/49 is the orthogonal projection
associated to σ(T−1, L1/49) and the interval [1/4, 9/10]. Since σ(T
−1)∩ [1/4, 9/10]
consists only of the simple eigenvalue 1/2, the set σ(T−1+ iQ1/49, L1/576) has only
one element with imaginary part near 1, in fact, 1/2 + i ∈ σ(T−1 + iQ1/49, L1/576)
because the eigenvector associated to this eigenvalue is ψ = (0, 1)T ∈ L0h ⊕ Lh,
hence the eigenvalue also belongs to Lh. Therefore, our method has identified this
eigenvalue, and furthermore, Figure 4 suggests that all elements σ(T−1, L1/49) ∩
(1/2, 1) are points of spectral pollution.
We now turn to the approximation of the eigenvalue 1/λ+1 which lies in the gap
in the essential spectrum (0, 1). Figure 5 shows σ(T−1 + iQ1/49, L1/576) where
Q1/49 is now the orthogonal projection associated to σ(T
−1, L1/49) and the interval
[1/20, 1/5].
Since σ(T−1)∩ [1/20, 1/5] consists only of the simple eigenvalue {1/λ+1 }, the set
σ(T−1 + iQ1/49, L1/576) has only one element with imaginary part near 1, this is
an approximation of 1/λ+1 + i. The Galerkin method does not appear to suffer
from spectral pollution in the interval (0, 1/2). Table 1 shows the approximation
of 1/λ+1 using σ(T
−1, Lh/2) and σ(T
−1 + iQh, Lh/2). Both converge to 1/λ
+
1 with
order O(h2).
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Figure 5. σ(T−1 + iQ1/49, L1/576) displaying the approximation
of the eigenvalue 1/λ+1 + i.
h dist((λ+1 )
−1, σ(T−1, Lh/2)) dist((λ
+
1 )
−1 + i, σ(T−1 + iQh, Lh/2))
1/9 1.852226448408184e-004 7.356900130780202e-004
1/19 4.159849994125886e-005 1.656338892411880e-004
1/39 9.875177553464454e-006 3.934129644715903e-005
1/79 2.406805040600091e-006 9.589568304944231e-006
1/159 5.941634519252004e-007 2.367430965052093e-006
1/319 1.476118197535348e-007 5.882392223781511e-007
Table 1. A comparison of the approximation of (λ+1 )
−1 using
σ(T−1, Lh/2) and σ(T
−1 + iQh, Lh/2)
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