Abstract. Query similarity is a core function in many information retrieval applications. A wide variety of similarity metrics can be defined, varying from simple term-based similarities to complex document (result) based similarities. However, no clear evaluation measurement of these different query similarity functions is yet provided. In this paper we show that effective similarity functions induce scale-free σ-similarity graphs.
Introduction
Web search engines keep track of all received queries in log files. For each query Q submitted by a user u, we usually find the following information in the log:
1. Q t the query processing time. 2. Q u the user identifier. This is usually represented by the IP address of user's machine.
Q
T is the set of the query terms. In this work we only consider simple queries composed of a set of words. No boolean operators (i.e. and, or, not) or filtering operators (i.e. near, language filtering, etc.) are considered. 4 . Q R is a ranked list of results returned by the search engine in answer to Q.
S ⊆ Q R is a ranked list of results selected by the user among the list Q R . For each selected document we may save also in the log file the selection time as well as the visualization time of the document.
Mining query log files has a number of useful applications including: search result personalization [19] , result re-ranking [18] , query expansion and reformulation [14] , query recommendation [12] and queries clustering and classification [11] . Defining an effective query similarity function is a central issue in all above mentioned tasks. Different similarities have been proposed in the scientific literature [4, 1] . These cover term-based similarities, result-based similarities, selection-based similarities and graphbased similarities [1] . In each of the above mentioned types of similarities a wide variety of concrete similarities can be conceived. The problem we tackle in this work is how to compare and evaluate different similarity functions in a task-independent way ? Actually, as far as we are aware, no clear methodology is given in the scientific literature for evaluating query similarity measures. Some partial work is given in [15, 4] . The idea we explore in this work is based on defining the concept of σ-similarity induced graph. This is simply defined as follows: Let Q be a set queries. Let sim() be a query similarity function : sim : Q × Q → [0, 1]. Let σ ∈ [0, 1] be a given threshold. The σ-similarity induced query graph is then defined by: G (sim,σ) =< Q, E ⊆ Q × Q >, where E denotes the set of links in the graph. Two queries Q i , Q j are linked if their similarity, as computed by sim(), is greater than σ. The intuition we want to confirm is that effective similarity functions induce a free-scale similarity graphs [17] . One of the major characteristics of free-scale graphs is that they exhibit a high clustering coefficient, as compared to random graphs of the same size [16] . The clustering coefficient defines the probability of having two neighbors of a random selected node linked in the graph. In social graphs, which are one of the most studied scale-free graphs, this can be expressed by the high probability of having " friends of friends being friends themselves". This property is not natural in similarity induced graphs since similarity function in general are not transitive. We claim, that a similarity function inducing a scale-free graph over the set of queries would be an efficient similarity function. As a first step towards assessing this claim, we compute different similarities over a real dataset of query log and we examine if there is any correlation between the scale-free nature of obtained similarity induced graphs and performances obtained by applying the correspondent similarity function in the context of a result re-ranking application [13] . This constitutes no formal proof in any way. However results we obtain allow us to be more confident in believing this intuition.
Next in section 2, we give a short review of the most used query similarity functions. Our approach for evaluating similarities is then described in detail in section 3. Experimental results and learned lessons are given and commented in section 4.
Query similarity functions
Query similarity functions already proposed in the scientific literature fall into one of the four following categories:
-Term-based Similarities: The similarity of two queries is measured by the similarity of used search terms. -Result-based Similarities: The similarity of two queries is measured by the similarity of document lists returned in answer to these queries. Queries may have no terms in common but have an important overlap in their result sets. -Selection-based Similarities: These are basically the same as the result-based functions but applied only to documents selected by users from the whole set of results returned by the search engine. Next in this paper, this type of similarity function will not be considered since the target application we use is a result re-ranking approach in which result selection information is not available at time of similarity computing (see section 3.3). -Graph-based Similarity: Different types of relations can be defined between two queries as described in [1] . These relations can be coded in form of a graph defined over the query set. Notice that these are different form similarity-induced graphs which are introduced earlier in this paper. Relational graphs can then be used to detect similarities among queries in [5, 6] .
Next, in subsequent sections we give some details about each of the above mentioned types of query similarity functions.
Term-based Metrics
Term-based similarities can further be classified according to the following criteria:
1. Term-order Awareness. One of the simplest way to compute query similarity is to compute querie's terms overlap. This is done by applying the classical Jaccard coefficient as follows:
This simple metric does not take term order into account. However, in many cases, term order is significant. For example, the following two queries Q 1 = " OS X" and Q 2 ="X OS" have the maximum similarity as computed by simJaccard() metric. Actually, these queries refer to different computer operating systems: the Mac OS X operating system and a free flavor of Linux: the X/OS operating system. One direct way to take term order into account is to treat query terms as strings, then apply a classical edition similarity [22] . Let C i (resp. C j ) be a the string representing
The edition similarity is given by:
where editDistance is a function computing the minimal cost of transforming C i into C j applying atomic edition operations: adding and suppressing characters. len(c) returns the length of the string c. 2. Terms Pre-processing. Queries terms can be pre-processed before applying similarity functions in the same way terms used to indexing full documents are processed. Some classical text preprocessing operations are white words cleaning and terms stemming [3] . However, since query texts are typically very short list of keywords (in our dataset the average length of query term lists is 2,5), pre-processing (especially whit words removing) is seldom applied. 3. Term-semantic Awareness. Basic term based similarity metrics treat terms as atomic entities. However, in different application fields we may benefit from the availability of a some accepted ontology in order to compute a semantic similarity between terms [23] . However, in general web searching context, it is hard to select the right ontology to use for term similarity computing: In which ontology should we search for jaguar ? Cats, Cars or Operating systems.
Result-based Metrics
Computing queries similarity by computing the similarity of queries results allow to handle, in some way, the problem of term ambiguity and the dual problem of using different terms for designating a same concept. Results of a web query are usually a sequence of U RLs. Different approaches can be applied to compute similarity of two sequences of U RLs One first, and simple, approach, is to consider U RLs as atomic terms and then apply the same Jaccard coefficient formula computing URL overlap r of two queries as follows:
Again, the previous metric does not take into account the sequential order of U RLs in the results lists. In [4] , authors propose a URL-order aware metric based on using Pearson correlation coefficient. In a formal way, let R = Q simResultP earson(Qi, Qj) = Correlation((P osi,1, . . . , P osi,r), (P osj,1, . . . , P osj,r)) (4) Both previous metrics treat URLs as atomic entities. However, URLs are more rich components having addresses the can be used to reveal some similarities, as proposed in [14] , and they index generally text documents that can be processed and for which we can compute some text-based similarity. Thus, more sophisticated result-based similarity metrics can be conceived using U RL similarity metric. A general formula would be the following:
Where simU RL() is a basic U RL similarity metric. A basic metric from computing similarities of U RL contents is the classical cosin() metric given by:
Where w i k is the wight of term w k in the document indexed by U RL i . The termvector representation of documents is generated using classical information retrieval techniques as described in [3] .
Relational Graph-based Metrics
In [1] authors identify different relations that can link queries. These relations are depicted on figure 1. The following basic concepts are then defined applied to define graphs over a set of queries: -Query Instance (QI): this is a query terms and a set of selected URL among the list of results returned by the search engine. Using notations we have introduced in the introduction this can be define by QI =< Q T , p, Q S , Q t >. Where p is the user profile if known. p is taken to be Q u otherwise. -Query Session (QS): one or more query instances with the same user profile.
-URL Cover: the set of selected U RL : Q S .
Based on the above defined concepts, different graphs can be induced:
Word Graph. Vertices are QI (query instances) weighted by the frequency of QI in the dataset. Two vertices
Notice that this graph is coding, in some way, the simple term overlap similarity defined in equation (1) Session Graph. Each vertex is a QI weighted by the number of sessions for whig the QI belongs. Vertex QI i , is linked to QI j , by a directed link if both belongs to the same session and that QI i happens before QI j . URL Cover Graph. Again vertices are QIs. Different types of links are defined depending on the selected results overlap: undirected link if both query instances has the exact selection set, a directed link from QI i to QI i is Q (5) The above defined graphs exhibit different characteristics. Authors, mainly evaluate these in term of sparsity. Word and session graphs are, as expected highly sparse, while URL term graphs are rather dense ones. Such graphs can then be used to compute a similarity between queries as proposed in [5] , where similarity is computed based on the flow in such graphs.
This brief summery of main approaches for defining query similarity metrics shows the wide diversity of approaches the can be used for that purpose.
Complex Network based Similarity Evaluation Approach

Informal Description
The approach we propose, for evaluating and comparing different query similarity metrics is structured into two main steps:
-Construct the σ-similarity induced graphs. For each graph, we compute the characteristics usually applied to define scale-free graphs (see section 3.2). -Apply query similarity metric in the context of a web result re-ranking approach [13] . We search if there is any correlation between the performances obtained from applying a similarity metric and the characteristics of the similarity graph induced by the same similarity metric. Evaluating the obtained performances when applying a given query similarity metric.
The results re-ranking approach is based on mining the log of past processed queries. For each past query Q i we compute a voting function
In other terms, the voting function can give the ranked result list selected by the user from the list of results returned by the search engine in answer to Q. Now having a target query Q T , the system searches for past similar queries. Let k be the number of retrieved past similar queries. For each retrieved similar query we apply the voting function on Q R T . We obtain k potentially different permutations of Q R T . These different permutations are then merged to obtain the final re-raking of Q R [9] . Hence, the re-ranking framework we propose is structured in three main hotsopts 1 : 1) The query similarity metric to use, 2) The voting function to apply and 3) the Permutation merging procedure to apply. Each of these steps can be implemented by a variety of technical approaches. In the current prototype, we have implemented four different query similarity metrics summarized in next table.
In the current implementation of the system, we apply a voting function inspired from the classical voting algorithm [7] . The voting function is implemented as follows: let Q R target be the set of results returned in answer to target query Q target . Let Q s be a past query similar to Q target . Let pos(r, Q Where simU RL(r i , r j ) is a given document similarity metric. Currently this is takes to be the classical cosine document similarity metric. The result of the voting function of past query Q s is the list Q R target sorted in ascending order with respect to computed weights w r . We apply, the original Borda voting algorithm [7] for merging voting results obtained from k similar past queries. We propose to evaluate the correctness of the reranking approach by the value of the edit similarity between the rank proposed by the system and the selection order performed by users (as registered in a log file).
Scale-free Graphs
Different graphs modeling real complex systems have been showed recently to exhibit a common set of features that distinguish them from pure random graphs [16] . Let G =< V, E ⊆ V × V > be a graph. Scale-free graphs have the following main characteristics:
-Small Diameter. The diameter of a graph is given by highest shortest distance between any couple of nodes. In scale-free graphs, this distance is very short compared to the number of nodes in the graph. In many real graphs the diameter is less than 6 stating that we can reach any node from any other nodes by making 6 hops at most. This is the main reason why lot of scale-free graphs are also called small-world graphs [16] . 
where Γ (v) denotes the set of neighbors of node v in the graph. d(v) denotes the degree of node v. This measure estimates the probability that two neighbors of a randomly selected node are linked directly.
The CaSE Re-ranking Approach
Roughly speaking, the basic idea underlaying the proposed approach is to associate with each past query (i.e. source case)
In other terms, the voting function can give the ranked result list selected by the user from the list of results returned by the search engine in answer to Q. Now having a target query Q T , the system searches for past similar cases (i.e. queries) using some query similarity measure. Let k be the number of retrieved past similar queries. For each retrieved similar query we apply the voting function on Q R T . We obtain k potentially different permutations of Q R T . These different permutations are then merged to obtain the final re-raking of Q R [9] . Hence, the reranking framework we propose is structured in three main hotsopts 2 :
-The query similarity metric to apply for retrieving past similar queries.
-The voting function to apply by each retrieved query in order to re-rank results of the current query. -The ranking merging procedure to apply in order to obtain the final rank of results. Table 1 . Implemented query similarity metrics. simU RL() is a basic U RL similarity metric.
Similarity metric Formula
Terme overlap (Jaccard) simJaccard(Qi, Qj) =
Each of these steps can be implemented by a variety of technical approaches. In the current prototype, we have implemented four different query similarity metrics summarized in table 1.
As for the second hotspot, we propose a voting function inspired from the classical Borda voting algorithm [7] . The voting function is implemented as follows: let Q Where simU RL(r i , r j ) is a given document similarity metric. Currently this is taken to be the classical cosine document similarity metric. The result of the voting function of past query Q s is the list Q R target sorted in ascending order with respect to computed weights w r .
Finally, for rank aggregation step, we apply, the original Borda voting algorithm [7] for merging voting results obtained from k similar past queries. More complex and effective list rank merging procedures can also be applied [9] .
Experimentation
Experiments are conducted on a real query log file provided by Microsoft. Data follow the description of a classical query log file as described in section 1. In this experiment we use a set of 200000 queries. These contains 80800 distinct query terms and results are composed of 754000 distinct URLs. We have applied the above described results re-ranking approach using four different query similarity metrics: Jaccard T , Edit T , Jaccard R , and Content R . For each metric we vary the similarity threshold σ from 0.6 to 0.9. Characteristics of induced similarity graphs are given in table 2. In this table, diameter, density and power are those of the biggest connected component.
For all experiments a classical 3-cross validation approach is applied: the query log is divided into three folds: two are used as a learning set and the third as a validation set. Each experiment is repeated three times by changing each round the selected learning/validation folds. Average results of three rounds are given in table1 (last column).
We clearly found that result-based similarities outperforms term-based ones. And that result-based similarity induced graphs exhibit more scale-free features. Resultcontent based similarities give a slightly more enhanced results that results overlap similarity. Again results-content graphs is more similar to scale-free graphs (especially in terms of clustering coefficient which a major metric for characterizing scale-free graphs [16] ). These results enforce our intuition that effective query similarity metric induce scale-free similarity graphs.
Conclusions
In this work we've proposed a new approach for evaluating web search query similarity metrics that can be applied independently of an application type. First experiments, reported here, show that effective similarity metrics define also a scale-free like graphs. Obviously, current experimentation does not allow to generalize these findings. More experimentations are needed in order to take into account other types of similarity metrics as well as other types of information retrieval related tasks (other than results reranking). Current extensions of this work include comparing the topological features of other types of graphs that can be induced by applying a similarity measure on a set of queries, such as K-nearest neighbors graphs (K-NNG) [8] and relative neighborhood graphs [20] .
