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Abstract—To quantify non-Markovianity of tripartite quantum
states from an operational viewpoint, we introduce a class Ω∗
of operations performed by three distant parties. A tripartite
quantum state is a free state under Ω∗ if and only if it is a
quantum Markov chain. Among the sets of operations composed
of local operations and classical and quantum communication,
Ω∗ is maximal in the sense that any operation that does not
belong to Ω∗ can generate non-Markovianity. We introduce
a function of tripartite quantum states that we call the non-
Markovianity of formation, and prove that it is a faithful measure
of non-Markovianity, which is continuous and monotonically
nonincreasing under a subclass Ω of Ω∗. We consider a task
in which the three parties generate a non-Markov state from
scratch by operations in Ω, assisted with quantum communication
from the third party to the others, which does not belong to Ω.
We prove that the minimum cost of quantum communication
required therein is asymptotically equal to the regularized non-
Markovianity of formation. Based on this result, we provide a
direct operational meaning to a measure of bipartite entangle-
ment called the c-squashed entanglement.
Index Terms—Quantum Markov chains, Operational Resource
Theory
I. INTRODUCTION
The conditional quantum mutual information (CQMI) is
defined for a tripartite quantum state and quantifies the
amount of correlation between two subsystems that exists
when conditioned by the third one. CQMI has operational
meanings in the context of quantum state redistribution [1], [2],
conditional decoupling [3], [4] and recoverability [5]. States
for which CQMI is zero are called quantum Markov chains
[6], and the others are called non-Markov states. All Non-
Markov states can be exploited as a resource for conditional
quantum one-time pad [7], which provides another operational
meaning to CQMI. Refs. [8], [9] showed that entanglement of
a bipartite quantum state is equivalent to non-Markovianity of
its tripartite extensions. However, operational understanding
of non-Markovianity of quantum states is relatively limited
[10]–[12], compared to those of quantum Markov chains (see
e.g. [13]), entanglement [14], [15] and that of classical ones
[16]–[23].
The concept of operational resource theory (ORT) has been
applied to various notions in quantum information theory, such
as coherence, asymmetry, athermality and non-Gaussianity
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(see [24] for a review). The approaches based on ORT do
not only provide understanding of these notions from an oper-
ational viewpoint, but also lead to findings of tasks for which
these properties can be exploited as resources. In every ORT,
states of the system are classified into free states and resource
states, and operations thereon are into free operations and the
others. It is required that (i) any free state is generated from
scratch by a free operation, and that (ii) any free operation
keeps the set of free states invariant. The main goal of an
ORT is to obtain conditions under which a resource state is
convertible to another by free operations.
In this paper, we develop an approach in [25] to analyze
non-Markovianity of tripartite quantum states from the view-
point of ORT. We introduce a class of operations performed
by three distant parties, say Alice, Bob and Eve, which we
denote by Ω∗. The class Ω∗ consists of public communication
among the parties, quantum communication from Alice and
Bob to Eve, local operations by each of Alice and Bob, and
local reversible operations by Eve. We prove that the set of
quantum Markov chains and Ω∗ satisfy the conditions for
free states and free operations, namely, Conditions (i) and
(ii) presented above. Among the sets of operations composed
of local operations, classical communication and quantum
communication by the three parties, Ω∗ is maximal in the sense
that any operation that does not belong to Ω∗ can convert a
quantum Markov chain to a non-Markov state. Thereby we
provide a groundwork for an ORT of non-Markovianity.
For evaluating non-Markovianity of tripartite quantum
states, we introduce a function that we call the non-
Markovianity of formation (nMF). We prove that nMF is a
faithful measure of non-Markovianity, which is asymptoti-
cally continuous and monotonically nonincreasing under Ω,
a subclass of Ω∗ that was introduced in [25]. An operational
meaning of nMF is investigated in terms of a task that we call
non-Markovianity generation. The task is for the three parties
to generate a non-Markov quantum state from scratch by
operations in Ω and quantum communication from Eve to the
others, which does not belong to Ω. We consider an asymptotic
limit of infinitely many copies and vanishingly small error.
We analyze the non-Markovianity cost, namely, the minimum
cost of quantum communication per copy required for non-
Markovianity generation. We prove that the non-Markovianity
cost is equal to the reguralized nMF.
A measure of entanglement of a bipartite quantum state
called the c-squashed entanglement [26]–[28] is obtained from
nMF by taking the infimum over all tripartite extensions, anal-
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2ogously to the squashed entanglement obtained from CQMI
[8]. Based on the result of non-Markovianity generation, we
prove that the regularized c-squashed entanglement is equal
to the minimum cost of classical communication required for
a task that we call assisted entanglement dilution. Thereby
we provide a direct operational meaning to the c-squashed
entanglement.
This paper is organized as follows. In Section II, we
introduce the class Ω∗ of operations by the three parties.
We prove that CQMI is monoonically nonincreasing under
Ω∗, and that quantum Markov chains are free states under
Ω∗. Section III provides a definition and properties of nMF.
In Section IV, we introduce a task of non-Markovianity
generation. We prove that the non-Markovianity cost of a
tripartite state is asymptotically equal to the regularized
nMF. Some of the proofs of the main results are provided in
appendices.
Notations: A Hilbert space associated with a quantum system
A is denoted by HA, and its dimension is denoted by dA. A
system composed of two subsystems A and B is denoted by
AB. When M and N are linear operators on HA and HB ,
respectively, we denote M ⊗N as MA ⊗NB for clarity. We
abbreviate |ψ〉A⊗|φ〉B as |ψ〉A|φ〉B . The identity operator on a
Hilbert space is denoted by I . We denote (MA⊗IB)|ψ〉AB as
MA|ψ〉AB , and (MA⊗IB)ρAB(MA⊗IB)† as MAρABMA†.
The identity operation on a system is denoted by id. When
E is a quantum operation on A, we denote (E ⊗ idB)(ρAB)
as (EA ⊗ idB)(ρAB) or EA(ρAB). For ρAB , ρA represents
TrB [ρ
AB ]. We denote |ψ〉〈ψ| simply as ψ. A system composed
of n identical systems of A is denoted by An or A¯, and
the corresponding Hilbert space is denoted by (HA)⊗n or
HA¯. The Shannon entropy of a probability distribution is
denoted as H({pj}j), and the von Neumann entropy of a state
ρA is interchangeably denoted by S(ρA) and S(A)ρ. log x
represents the base 2 logarithm of x. For the properties of
quantum entropies and mutual informations, see e.g. [29].
II. OPERATIONAL FRAMEWORK
In this section, after reviewing the concept of operational
resource theory (ORT), we introduce a class Ω∗ of operations
performed by three distant parties. We prove that the con-
ditional quantum mutual information is monotonically non-
increasing under Ω∗, and that a tripartite quantum state is
a quantum Markov chain if and only if it can be generated
from scratch by an operation in Ω∗. We also prove that Ω∗
is maximal in the set of LOCQC operations. That is, among
the set of operations composed of local operations by each
parties, and classical and quantum communications among the
parties, any operation that does not belong to Ω∗ can generate
and increase non-Markovianity. We introduce a subclass Ω of
Ω∗, that will be considered in the remaining sections.
A. General Concepts of Operational Resource Theory
We briefly review the concept of ORT (see e.g. [24] for the
details). In an ORT, we consider a system equipped with a
certain structure. For example, one may consider a quantum
QB!EQA!E
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Fig. 1. The classes of operations that comprises free operations are depicted.
Any operation in Ω∗ is represented as a composition of operations in the
classes depicted in this figure. We denote classical communication between
Alice and Eve simply by CAE, and one between Bob and Eve by CBE.
system composed of several subsystems, a quantum system
with a fixed Hamiltonian, and one associated with a symmetry
group. The minimal assumptions that any ORT must satisfy
are as follows:
(a) All operations on the system are classified into free
operations and non-free operations.
(b) All states of the system are classified into free states and
resource states.
(c) The set of free states are closed under free operations.
(d) Any free state can be generated from scratch by free
operations.
The main interest in an ORT is on conditions under which a
resource state is convertible to another by a free operation.
Depending on which of (a) and (b) is determined prior to
the other, there are mainly two approaches for constructing
an ORT. The (a)-first approach is logically straightforward,
because the classification in (b) is uniquely determined from
(a) due to Assumptions (c) and (d). The (b)-first approach
is heuristic in general, because the classification in (a) is
not necessary unique for a given classification in (b). For
example, in entanglement theory in which separable states are
regarded as free states, we usually adopt the set of LOCC
(local operations and classical communication) for the set
of free operations. However, LOCC is not the only set of
operations that satisfies Conditions (c) and (d). It is known
that the class of operations called separable operations also
satisfies the two conditions (see e.g. [15] and the references
therein).
Our approach in this paper is the (b)-first one, because we
aim at constructing an ORT in which quantum Markov chains
are regarded as free states. However, for the logical clarity, we
adopt the (a)-first approach in presenting the obtained results,
in which case the free states are defined as the states that
satisfy Condition (d).
B. Free Operations
Consider three distant parties, say Alice, Bob and Eve.
We introduce classes of operations performed by the parties.
3In order that the obtained ORT has operational significance,
we only consider classes of LOCQC operations, i.e., those
composed of local operations by each parties, classical com-
munication and quantum communication among the parties.
The classes are as follows:
LA: local operations by Alice
LB: local operations by Bob
RE: local reversible operations by Eve
QA→E: quantum communication from Alice to Eve
QB→E: quantum communication from Bob to Eve
PA: broadcasting of classical messages by Alice
PB: broadcasting of classical messages by Bob
CA→E: classical communication from Alice to Eve
CE→A: classical communication from Eve to Alice
CB→E: classical communication from Bob to Eve
CE→B: classical communication from Eve to Bob
Here, an operation V : E → Eˆ is said to be reversible if
there exists an operation V∗ : Eˆ → E such that V∗ ◦ V is
the identity operation on system E, i.e., V∗ ◦ V = idE . We
require that Eve cannot refuse to receive classical messages
sent by Alice in PA and one by Bob in PB . This implies that
secret communication channels between Alice and Bob are
not available. We denote by Ω∗ the set of operations that can
be represented as a composition of operations in the above
classes (see Figure 1).
In the rest of this paper, we analyze convertibility of
tripartite quantum states shared among Alice, Bob and Eve,
under Ω∗ and a subclass thereof. The set of all tripartite
quantum states is denoted by Sall.
C. Monotonicity of The Conditional Quantum Mutual Infor-
mation
For a tripartite quantum state ρ on system ABE, the
conditional quantum mutual information (CQMI) is defined
by
I(A : B|E)ρ
:= S(AE)ρ + S(BE)ρ − S(ABE)ρ − S(E)ρ.
Here, S is the von Neumann entropy of the reduced state of
ρ on each subsystem, e.g.,
S(AE)ρ = S(ρ
AE) = −Tr[ρAE log ρAE ]. (1)
For simplicity, we denote I(A : B|E)ρ by MI(ρ). The strong
subadditivity of the von Neumann entropy implies that CQMI
is nonnegative [30]. The following lemma states that CQMI
is monotonically nonincreasing under Ω∗.
Lemma 1 For any ρ ∈ Sall and F ∈ Ω∗, it holds that
MI(ρ) ≥MI(F(ρ)).
Proof: It suffices to prove that MI is monotonically non-
increasing under any class of operations that comprises Ω∗.
Monotonicity of functions under CA→E immediately follows
from one under QA→E, because communicating a classical
message is equivalent to sending a quantum system, under
the condition that the state is diagonal with respect to a
given basis. Monotonicity under PA follows from one under
CA→E and CE→B. This is because broadcasting of a classical
message by Alice is equivalent to Alice’s communicating a
classical message to Eve, followed by Eve’s transferring it
to Bob while keeping the copy thereof. Monotonicity under
LA, PA, CA→E, CE→A and QA→E are equivalent to those
under LB, PB, CB→E, CE→B and QB→E, respectively, due to
symmetry of CQMI in A and B. Therefore, we only need to
prove that MI is monotonically nonincreasing under LA, RE,
CE→B and QA→E.
1) Monotonicity under LA: Due to the data processing
inequality for CQMI, for any ρ ∈ Sall and F ∈ LA,
it holds that I(A : B|E)ρ ≥ I(A : B|E)F(ρ).
2) Monotonicity under RE: Since the quantum mutual in-
formation is invariant under local reversible operations,
we have I(A : BE)ρ = I(A : BE)V(ρ) and I(A :
E)ρ = I(A : E)V(ρ). Thus, by the chain rule of CQMI,
we have I(A : B|E)ρ = I(A : BE)ρ − I(A : E)ρ =
I(A : BE)V(ρ) − I(A : E)V(ρ) = I(A : B|E)V(ρ).
3) Monotonicity under CE→B: The states before and after
classical communication from Eve to Bob is represented
by density operators
ρi =
∑
m
rm|m〉〈m|ME ⊗ ρABEm (2)
and
ρf =
∑
m
rm|m〉〈m|MB ⊗ |m〉〈m|ME ⊗ ρABEm , (3)
respectively. Here, {rm}m is a probability distribution,
{ρm}m is a set of quantum states on ABE, {|m〉}m
is a set of orthonormal pure states, and MB and
ME are “classical” systems in which the messages are
stored. It follows that MI(ρi) = I(A : B|EME)ρi =∑
m rmI(A : B|E)ρm = I(A : BMB |MEE)ρf =
MI(ρf ).
4) Monotonicity under QA→E: Let Q be a quantum system
transmitted from Alice to Eve. By the chain rule of
CQMI, we have I(QA : B|E)ρ = I(Q : B|E)ρ + I(A :
B|EQ)ρ ≥ I(A : B|EQ)ρ. 
D. Quantum Markov Chains are Free States
Tripartite quantum states for which CQMI is zero are called
quantum Markov chains [6]. For a tripartite system composed
of systems A, B and E, the condition is represented as
I(A : B|E)ρ = 0. (4)
We denote the set of quantum Markov chains satisfying (4)
by SMarkov. Ref. [6] proved that Equality (4) is equivalent to
the condition that there exists a linear isometry Γ from E to
E0ELER such that
ΓρABEΓ† =
∑
j∈J
pj |j〉〈j|E0 ⊗ σAELj ⊗ τBERj . (5)
4Here, E0, EL and ER are finite-dimensional quantum sys-
tems, {pj}j∈J is a probability distribution, {|j〉}j∈J is an
orthonormal basis of E0, and σj and τj are quantum states
on systems AEL and BER, respectively, for each j. The
following proposition implies that a state is a free state under
Ω∗ if and only if it is a quantum Markov chain. Thus Ω∗
provides a groundwork for an ORT of non-Markovianity.
Proposition 2 A state σABE can be generated from scratch
by an operation in Ω∗ if and only if σ ∈ SMarkov.
Proof: To prove the “if” part, consider the following pro-
cedure: 1. Alice generates a random variable J which takes
values in J according to a probability distribution {pj}j∈J ,
2. Alice broadcasts J to Bob and Eve, 3. Eve records J on her
register E0, 3. Alice locally prepares a state σAELj and sends
EL to Eve, 4. Bob locally prepares a state σBERj and sends
ER to Eve, 5. Eve applies Γ†, and 6. Alice and Bob discards
J . It is straightforward to verify that any state in the form of
(5) can be generated by this protocol.
To prove the “only if” part, suppose that σ ∈ Sall is a
free state. By definition, for a “dummy” state σ0 := |0〉〈0|A⊗
|0〉〈0|B ⊗ |0〉〈0|E ∈ SMarkov, there exists an operation F ∈
Ω∗ such that F(σ0) = σ. From the monotonicity of CQMI
under Ω∗, it follows that 0 = MI(σ0) ≥MI(σ), which yields
MI(σ) = 0 and thus σ ∈ SMarkov. 
E. Maximality
Among all classes of operations composed of LOCQC (local
operations and classical and quantum communication), the
following classes are not included in Ω∗:
LE\RE: local irreversible operations by Eve
QE→A: quantum communication from Eve to Alice
QE→B: quantum communication from Eve to Bob
SAB: secret communication between Alice and Bob
QAB: quantum communication between Alice and Bob
The following examples show that any operation that does
not belong to Ω∗ can generate non-Markov state from scratch.
Thus Ω∗ is the maximal set of free operations for an ORT of
non-Markovianity.
• LE\RE: Suppose that the three parties initially share a
quantum state
ρ :=
1
2
(|000〉〈000|ABE + |111〉〈111|ABE) ∈ SMarkov.
By Eve randomly performing I are σx with probability
1/2 on her qubit, the above state is transformed to
ρ′ :=
1
2
(|00〉〈00|AB + |11〉〈11|AB)⊗ 1
2
IE , (6)
which is not a quantum Markov chain because MI(ρ′) =
1.
• QE→A: Suppose that the initial state is
ρ := |0〉〈0|A′ ⊗ |Φ2〉〈Φ2|BE
′ ⊗ |0〉〈0|E ∈ SMarkov,
where |Φ2〉 := (|00〉+|11〉)/
√
2 is a Bell state. Eve sends
E′ to Alice, and then Alice discards A′. The obtained
state is
ρ′ := |Φ2〉〈Φ2|AB ⊗ |0〉〈0|E , (7)
which is not a quantum Markov chain because MI(ρ′) =
2.
• QE→B: By exchanging the roles of Alice and Bob in the
above example, it can be shown that quantum communi-
cation from Eve to Bob can generate non-Markov state.
• SAB: Suppose that the three parties initially share a state
ρ := |000〉〈000|ABE ∈ SMarkov. Alice flips a fair coin
and sends the result through a secret communication
channel to Bob. Depending on the result, Alice and Bob
performs I or σx to their qubits, after which the state is
ρ′ :=
1
2
(|00〉〈00|AB + |11〉〈11|AB)⊗ |0〉〈0|E . (8)
This is not a quantum Markov chain because MI(ρ′) = 1.
• QAB: It is straightforward to verify that, by quantum
communication from Alice to Bob, the three parties can
obtain a state of the form (7) from scratch.
F. A Subclass Ω of Ω∗
Let Ω be the class of operations composed of operations
in all classes comprising Ω∗ but CE→A and CE→B. It im-
mediately follows that Ω ⊂ Ω∗. In the rest of this paper,
we consider convertibility of tripartite quantum states under
operations in Ω assisted by non-free operations. Ideally, it
would be desirable to adopt Ω∗ as a class of free operations,
instead of Ω. However, at this point, we have not succeeded in
proving monotonicity of a function (the non-Markovianity of
formation) under Ω∗, which plays a central role in analyzing
non-Markovianity generation protocols (see Section III for the
detail). Thus we adopt Ω for free operations in the this paper.
It should be noted that a tripartite quantum state is a quantum
Markov chain if and only if it is a free state under Ω (see the
proof of Proposition 2 in Section II-D). The structure of an
ORT under Ω have been analyzed in [25].
III. THE NON-MARKOVIANITY OF FORMATION
In this section, we introduce a function of tripartite quantum
states that we call the non-Markovianity of formation (nMF).
We prove its properties such as faithfulness, continuity and
monotonicity under Ω. An operational meaning of the (regu-
larized) nMF will be provided in Section IV in the context of
a non-Markovianity generation protocol .
A. Definition
Consider a tripartite quantum state ρ on system ABE.
Suppose that ρ is decomposed in the form of ρ =
∑
k pkρk,
where {pk, ρk}k is an ensemble of quantum states on ABE.
For each k, define
λ(ρk) := inf
A′B′
inf
ρ˜k
[S(AA′)ρ˜k+S(BB
′)ρ˜k−S(A′B′)ρ˜k ], (9)
5where the infimum is taken over all finite dimensional quantum
systems A′, B′ and all quantum states ρ˜k on AA′BB′E such
that TrA′B′ [ρ˜k] = ρk. Using this function, we define Λ by
Λ(ρ) := inf
K
inf
{pk,ρk}k∈K
[∑
k∈K
pkλ(ρk)
]
, (10)
where the infimum is taken over all finite sets K and ensembles
{pk, ρk}k∈K such that ρ =
∑
k∈K pkρk. The non-Markovianity
of formation (nMF) is defined as
MF (ρ) := S(AB|E)ρ + Λ(ρ), (11)
in which the first term is the conditional entropy defined by
S(AB|E)ρ := S(ABE)ρ − S(E)ρ.
For later convenience, we present an alternative (but equiv-
alent) expression for nMF. Let {pk, |φk〉}k be an arbitrary
ensemble of pure states on AA′BB′EE′ such that
ρABE =
∑
k
pkTrA′B′E′ [|φk〉〈φk|]. (12)
Consider a state of the form
%AA
′BB′EE′K =
∑
k
pk|φk〉〈φk|AA
′BB′EE′⊗ |k〉〈k|K , (13)
where K is a quantum system with an associated orthonormal
basis {|k〉}k. nMF is represented as
MF (ρ) =
inf
A′,B′,E′,K
inf
{pk,|φk〉}
[I(AA′ :BB′|K)% + I(AB :E′K|E)%],
(14)
where the infimum is taken over all finite dimensional quantum
systems A′, B′, E′, finite sets K and ensembles {pk, |φk〉}k∈K
that satisfy (12). Due to the nonnegativity of the (conditional)
quantum mutual information, it immediately follows that MF
is nonnegative. For clarity, we interchangeably denote nMF by
MF (ρ) and MF (A : B|E)ρ. By definition, nMF is symmetric
in A and B, namely, it holds that
MF (A : B|E)ρ = MF (B : A|E)ρ. (15)
B. Properties
The following lemma states that nMF is a measure of non-
Markovianity of quantum states, which has similar properties
as the conditional quantum mutual information. Proofs are
provided in Appendix A and B.
Lemma 3 The non-Markovianity of formation satisfies the
following properties:
(P1) lower bound: MF (ρ) ≥MI(ρ) for any ρ ∈ Sall.
(P2) upper bound: MF (ρ) ≤ 2 min{S(A)ρ, S(B)ρ} for any
ρ ∈ Sall.
(P3) faithfulness: MF (ρ) = 0 if and only if ρ ∈ SMarkov.
(P4) pure states: MF (ψ) = I(A : B)ψ for any pure state ψ
on ABE.
(P5) subadditivity: MF (ρ ⊗ σ) ≤ MF (ρ) + MF (σ) for any
ρ, σ ∈ Sall.
(P6) weak chain rule: For any state on system ABCE, it
holds that
MF (AC : B|E)ρ ≥MF (A : B|EC)ρ.
(P7) conditional convexity: For any ensemble {rm, ρm}m of
states on ABE, and for the state
ρ =
∑
m
rmρ
ABE
m ⊗|m〉〈m|M, 〈m|m′〉=δm,m′ , (16)
it holds that
MF (A : B|EM)ρ ≤
∑
m
rmMF (A : B|E)ρm . (17)
(P8) isometric invariance: For any ρ ∈ Sall and V ∈ RE , it
holds that MF (V(ρ)) = MF (ρ).
(P9) average monotonicity: For any state ρ ∈ Sall and any
measurement on A, it holds that
MF (A : B|E)ρ ≥
∑
m
νmMF (A : B|E)ρm ,
where νm is the probability of obtaining the outcome m,
and ρm is the state after the measurement corresponding
to the outcome m.
(P10) Ω-monotonicity: For any ρ ∈ Sall and F ∈ Ω, it holds
that MF (ρ) ≥MF (F(ρ)).
(P11) asymptotic continuity: For any ρ, σ ∈ Sall satisfying
‖ρ − σ‖1 ≤ , it holds that |MF (ρ) − MF (σ)| ≤
η′() log dAdB , where η′ is a function that satisfies
lim→0 η′() = 0 and is independent of dimensions of
the systems.
Due to the subadditivity (P5), the following limit exists:
M∞F (ρ) := lim
n→∞
1
n
MF (ρ
⊗n). (18)
We refer to this function as the regularized non-Markovianity
of formation. It should be noted that MI also satisfies Proper-
ties (P1)-(P11), saturating inequalities in (P1), (P5) and (P7).
In Section IV, we will consider a task in which a tripartite
quantum state is generated from scratch by operations in Ω
and quantum communication from Eve to Alice and Bob.
We analyze the minimum cost of quantum communication
required for the task. The amount of quantum communication
from Eve to Alice and Bob is quantified simply by the number
of qubits transmitted. That is, for G ∈ QE := QE→A∪QE→B,
we define
Qc(G) := log dimQ, (19)
where Q is the quantum message transmitted in G. The
following lemma states that the increment of nMF under
quantum communication from Eve to the others is bounded
from above by the quantum communication cost. A proof will
be given in Appendix A-L.
Lemma 4 For any ρ ∈ Sall and G ∈ QE, it holds that
MF (G(ρ))−MF (ρ) ≤ 2Qc(G). (20)
As discussed in Section II-F, we have not succeeded in
proving that MF is monotonically nonincreasing under Ω∗.
6The following lemma states that the Ω∗-monotonicity of MF
is equivalent to the property of “conditional linearity”.
Lemma 5 The following conditions are equivalent:
(C1) MF is monotonically nonincreasing under Ω∗.
(C2) MF is monotonically nonincreasing under CE→B.
(C3) MF is invariant under CE→B.
(C4) MF saturates Inequality (17).
(C5) For any state of the form (16), it holds that
Λ(ρ) =
∑
m
rmΛ(ρm). (21)
IV. NON-MARKOVIANITY GENERATION
In this section, we introduce a task in which a non-Markov
state is generated from scratch by operations in Ω and quantum
communication from Eve to Alice and Bob, which does
not belong to Ω. We refer to this task as non-Markovianity
generation. We consider an asymptotic limit of infinitely many
copies and vanishingly small error. The “non-Markovianity
cost” of a tripartite quantum state is defined as the minimum
cost of quantum communication per copy required for non-
Markovianity generation. We prove that the non-Markovianity
cost is equal to the regularized non-Markovianity of formation
(nMF), by which we provide an operational meaning to nMF.
A. Definitions and Results
We first define convertibility of states under operations in
Ω. Due to the condition of reversibility of Eve’s operations,
it is too restrictive to define convertibility of a state ρ1 to ρ2
by the existence of an operation in Ω that maps ρ1 to ρ2.
Thus, we define the convertibility of states under Ω by taking
the degree of freedom of reversible operations by Eve into
account. A rigorous definition is as follows:
Definition 6 A state ρ1 is -convertible to ρ2 under Ω if there
exist operations F ∈ Ω and V ∈ RE such that∥∥F(ρABE1 )− V(ρABE2 )∥∥1 ≤ , (22)
where ‖ · ‖1 is the trace norm defined by ‖A‖1 = Tr|A| for
an operator A.
Let ΩQ be the set of operations that can be represented
as compositions of operations in Ω and QE. We define
convertibility of states under ΩQ analogously to one under
Ω, by taking the quantum communication cost from Eve and
the others into account. For an operation G ∈ ΩQ, we quantify
the total “downward” quantum communication cost by
Qc(G) := inf
{Fk}k,{Gk}k
K∑
k=1
Qc(Gk). (23)
Here, the infimum is taken over all operations {Fk}k and
{Gk}k such that Fk ∈ Ω, Gk ∈ QE and
G = GK ◦ FK ◦ GK−1 ◦ FK−1 ◦ · · · ◦ G1 ◦ F1. (24)
The -convertibility of states under ΩQ is defined as follows:
Definition 7 A state ρ1 is -convertible to ρ2 under ΩQ with
the quantum communication cost N if there exists operations
G ∈ ΩQ and V ∈ RE such that∥∥G(ρABE1 )− V(ρABE2 )∥∥1 ≤  (25)
and
Qc(G) ≤ N. (26)
A rigorous definition of the non-Markovianity cost is as
follows:
Definition 8 A rate R is achievable in non-Markovianity
generation of a state ρ ∈ Sall if, for any  > 0 and sufficiently
large n, the dummy state σ0 := |0〉〈0|A ⊗ |0〉〈0|B ⊗ |0〉〈0|E
is -convertible to (ρABE)⊗n under ΩQ with the quantum
communication cost nR. The non-Markovianity cost of a state
ρ, which we denote by MC(ρ), is defined as the infimum of
rate R that is achievable in non-Markovianity generation of ρ.
The following theorem states that the non-Markovianity cost
of a state is equal to the regularized nMF. Proofs are provided
in the following subsections.
Theorem 9 For any state ρ on ABE, it holds that
MC(ρ) =
1
2
M∞F (ρ). (27)
B. Proof of the Converse Part
The converse part of Theorem 9 is formulated as
MC(ρ) ≥ 1
2
M∞F (ρ), (28)
and is proved as follows. Suppose that a rate R is achievable
in non-Markovianity generation of ρ. By definition, for any 
and sufficiently large n, there exist operations G ∈ ΩQ and
V ∈ RE such that∥∥G(σ0)− V((ρABE)⊗n)∥∥1 ≤  (29)
and
Qc(G) ≤ nR. (30)
Due to Properties (P8) and (P11) in Lemma 3, we have
MF (ρ
⊗n) = MF (V(ρ⊗n)). (31)
and
MF (V(ρ⊗n)) ≤MF (G(σ0)) + 5nη() log dAdB , (32)
respectively, where η is a nonnegative function that satisfy
limx↓0 η(x) = 0. In addition, Lemma 4 yields
MF (G(σ0)) ≤ 2Qc(G). (33)
Combining these all together, we arrive at
1
n
MF (ρ
⊗n) ≤ 2R+ 5η() log dAdB . (34)
By taking the limit of n→∞ and → 0, we have M∞F (ρ) ≤
2R. Since this relation holds for any R > MC(ρ), we obtain
(28). 
7C. Proof of the Direct Part
We prove the direct part of Theorem 9 by constructing a
non-Markovianity generation protocol. The protocol consists
of two steps. In the first step, an ensemble of pure states
is prepared by the quantum reverse Shannon protocol in the
version of [31]. In the second step, unnecessary correlation
in the state is destroyed by conditional decoupling [3]. The
details of the protocol are presented as follows.
1) Quantum State Redistribution: We first review quantum
state redistribution protocol [1], [2], from which direct part of
the quantum reverse Shannon theorem and that of conditional
decoupling are obtained by reduction. Quantum state redis-
tribution is a task in which the S2 part of a four party pure
state Ψ on system S1S2S3SR is transmitted from the sender
to the receiver by sending a quantum message Q. Here, SR
is the reference system that is inaccessible to the sender and
the receiver, S1 is the side information at the sender and S3 is
one at the receiver. They may exploit an entangled state ΦE1E3
shared in advance as a resource, where E1 and E3 are quantum
registers at the sender and the receiver, respectively. At the end
of the protocol, some part of the entanglement resource may be
retrieved in the form of Φ′E
′
1E
′
3 . We are particularly interested
in the limit of many copies and vanishingly small error, and
in the minimum cost of quantum communication required for
the task.
For the block length n, the encoding operation and the
decoding operation are represented by quantum operations
En : Sn1 Sn2E1 → Sn1E′1Q and Dn : Sn3E3Q → Sn2 Sn3E′3,
respectively. The quantum communication cost is quantified
by log dimQ. It was proved in [1], [2] that the minimum
cost of quantum communication is given by the conditional
quantum mutual information of the state Ψ (see also [32]).
Lemma 10 (Corollary of Theorem 1 in [1]: see also [2]) For
any R > 12I(S2 : SR|S3)Ψ,  > 0 and sufficiently large n,
there exist an encoding operation En, a decoding operation Dn
and entangled states ΦE1E3 and Φ′E
′
1E
′
3 such that∥∥Dn◦En((ΨS1S2S3SR)⊗n⊗ΦE1E3)
−(ΨS1S2S3SR)⊗n⊗Φ′E′1E′3
∥∥∥
1
≤  (35)
and
log dimQ ≤ nR. (36)
In addition, we may assume that the encoding operation En is
a linear isometry.
The direct part of the quantum reverse Shannon theorem in
the version of [31] is obtained as a corollary of Lemma 10
by assuming that S3 is a trivial (one-dimensional) system, i.e.,
that the receiver has no side information. By taking the partial
trace over Sn2 S
n
3E
′
3 in (35), we also have∥∥∥TrQ◦En((ΨS1S2SR)⊗n⊗piE1)− (ΨS1SR)⊗n⊗pi′E′1∥∥∥
1
≤ ,
(37)
which is the direct part of conditional decoupling [3].
2) Direct Part of Theorem 9 for Pure States: Suppose that ρ
is a pure state on ABE. Due to (P4) in Lemma 3, nMF is equal
to the quantum mutual information. I.e., for ρ = |ψ〉|〈ψ|ABE ,
we have
M∞F (ψ) = MF (ψ) = I(A : B)ψ. (38)
We construct a protocol based on the quantum reverse Shannon
theorem. That is, we apply Lemma 10 under the following
correspondence:
S1 → E, S2 → A, SR → B, |Ψ〉 → |ψ〉. (39)
We assume that S3 is a trivial system. From Lemma 10, it
follows that for any  > 0, R > 12I(A : B|E)ψ = 12I(A :
B)ψ and sufficiently large n, there exist an encoding linear
isometry Vn : AnEnFE → EnF ′EQ, a decoding operation
Dn : FAQ→ AnF ′A and entangled states ΦFEFA and Φ′F
′
EF
′
A ,
such that∥∥∥Dn◦Vn((ψABE)⊗n⊗ΦFEFA)− (ψABE)⊗n⊗Φ′F ′EF ′A∥∥∥
1
≤  (40)
and that
log dimQ ≤ nR. (41)
Consider the following protocol G1 that is an element of
ΩQ:
1) Alice locally prepares ΦFEFA and sends the FE part to
Eve.
2) Bob locally prepares (|ψ〉ABE)⊗n and sends the AnEn
part to Eve.
3) Eve performs a reversible operation Vn.
4) Eve sends the quantum system Q to Alice.
5) Alice performs an operation Dn and discards F ′A.
It is straightforward to verify from (40) that the state obtained
by this protocol is equal to (ψABE)⊗n ⊗ pi′F ′E up to error .
The quantum communication cost of the above operation is no
greater than nR. Hence a rate R is achievable if R > 12I(A :
B)ψ , which implies MC(ρ) ≤ 12I(A : B)ψ . 
3) Direct Part of Theorem 9 for Mixed States: Let {pk, ρk}
be an ensemble of quantum states on ABE satisfying ρ =∑
k pkρk, and let |φk〉 be a pure state on AA′BB′EE′ such
that TrA′B′E′ [|φk〉〈φk|] = ρk for each k. In addition, let K be
a quantum system with dimension |K|, and define a state
ρˆ :=
∑
k∈K
pkTrA′B′ [|φk〉〈φk|]⊗ |k〉〈k|K . (42)
Fix arbitrary , δ > 0 and choose sufficiently large n. We
introduce the following notations:
kn := (k1, · · · , kn), pkn := pk1 · · · pkn ,
|φkn〉 := |φk1〉 · · · |φkn〉. (43)
We denote by Tn,δ be the set of sequences kn that are δ-
strongly typical with respect to {pk}k (see e.g. [33]). I.e., Tn,δ
is the set of all sequences kn such that∑
k∈K
|pk − fk(kn)| ≤ δ
8for all k ∈ K, where fk(kn) is the empirical distribution
defined by
fk(k
n) :=
|{i|1 ≤ i ≤ n, ki = k}|
n
. (44)
Consider the following protocol G2 that is an element of
ΩQ:
1) Alice randomly chooses kn according to a probability
distribution {pkn}kn , and broadcasts it to Bob and Eve.
2) If kn /∈ Tn,δ , Alice, Bob and Eve prepare the dummy
state σ0 ∈ SMarkov. If kn ∈ Tn,δ , they prepare a state
|φ′kn〉, which is equal to |φkn〉 up to error , by the
protocol G1 presented above.
3) Alice and Bob discard A′n and B′n, respectively, and
erase kn.
This protocol generates a state
ρˆn,δ =
∑
kn∈Tn,δ
pknφ
′A¯B¯E¯E¯′
kn ⊗ |kn〉〈kn|K¯ + p0σ0, (45)
where
p0 := 1−
∑
kn∈Tn,δ
pkn ≤ ,
∥∥∥φ′A¯B¯E¯E¯′kn − φA¯B¯E¯E¯′kn ∥∥∥
1
≤ ,
and consequently, ∥∥ρˆn,δ − ρˆ⊗n∥∥1 ≤ 2. (46)
The quantum communication cost of this protocol is equal to
one in Step 2. Hence, due to the result in Sec.IV-C2, we may
compose G2 so that
Qc(G2) = 1
2
n
(∑
k
pkI(AA
′ : BB′)φk + δ
)
. (47)
The remaining task is to decouple E′K from the other parts.
We adopt the conditional decoupling protocol to address this
task. That is, we apply Inequality (37) by the correspondence:
S1 → E, S2 → E′K, R→ AB, Ψ→ ρˆ. (48)
It follows that, for R = 12 (I(AB : E
′K|E)ρˆ + δ), there
exist a quantum system Q and a linear isometry Vn :
EnE′nKnFE → EnF ′EQ such that∥∥∥TrQ◦Vn((ρˆABEE′K)⊗n⊗piFE )− (ρˆABE)⊗n⊗pi′F ′E∥∥∥
1
≤  (49)
and that log dimQ ≤ nR. Consider the following protocol G3
that is an element of ΩQ:
1) Eve locally prepares piFE , perform Vn and sends quan-
tum system Q to Alice.
2) Alice discards Q.
The quantum communication cost of G3 is bounded as
Qc(G3) ≤ nR = 1
2
n(I(AB : E′K|E)ρˆ + δ). (50)
The total error of the protocol is calculated from (46) and
(49) as
‖G3(ρˆn,δ)− ρ⊗n ⊗ pi‖1
≤ ‖G3(ρˆn,δ)− G3(ρˆ⊗n)‖1 + ‖G3(ρˆ⊗n)− ρ⊗n ⊗ pi‖1
≤ ‖ρˆn,δ − ρˆ⊗n‖1 + ‖G3(ρˆ⊗n)− ρ⊗n ⊗ pi‖1
≤ 3. (51)
From (47) and (50), the total cost of quantum communication
is given by
1
n
(Qc(G2) + Qc(G3))
=
1
2
(∑
k
pkI(AA
′ : BB′)φk + I(AB : E
′K|E)ρˆ
)
+ δ.
By taking the infimum over all ensembles {pk, |φk〉} and all
purifications |φk〉, the R.H.S. of the above equality is equal
to 12MF (ρ). Since δ > 0 can be arbitrarily small, it follows
that a rate R is achievable if R > 12MF (ρ). Hence we obtain
MC(ρ) ≤ 12MF (ρ). By applying this result to the state ρ⊗m,
and by taking the limit of m→∞, we complete the proof of
Theorem 9. 
V. THE C-SQUASHED ENTANGLEMENT
In this section, we apply the result on non-Markovianity
generation (Theorem 9 in Section IV-A) to analyze a measure
of bipartite entanglement called the c-squashed entanglement
(c-SE: [26]–[28]). c-SE is defined for a state ω ∈ S(HAB) by
Esq,c(ω
AB) := inf
{pk,σk}k∈K
∑
k∈K
pkI(A : B)σk ,
where the infimum is taken over all finite sets K and ensembles
{pk, σk}k∈K of states on AB such that∑
k∈K
pkσ
AB
k = ω
AB . (52)
c-SE is different from entanglement of formation [34], in that
σk are not necessarily pure states. The regularized c-squashed
entanglement is defined by
E∞sq,c(ω) := lim
n→∞
1
n
Esq,c(ω
⊗n). (53)
c-SE satisfies monotonicity under LOCC, convexity, sub-
additivity, asymptotic continuity and normalization for pure
states [28]. However, a direct operational meaning of c-SE is
yet unknown. In the following, we prove that c-SE has a clear
operational meaning in terms of a task that we call assisted
entanglement dilution.
A. An Alternative Expression
We prove that c-SE is represented in terms of the non-
Markovianity of formation by “squashing” it, in the same
way as the squashed entanglement [8] is defined from the
conditional quantum mutual information.
Lemma 11 For any bipartite quantum state ωAB , it holds that
Esq,c(ω
AB) = Msq(ω
AB) := inf
ρ
MF (ρ
ABE),
9.
.
.
Eve
BobAlice BobAlice
' ⇣
!⌦n
LOCC
Eve
Fig. 2. Assisted entanglement dilution is depicted. The task is to generate
copies of a bipartite quantum state ω between Alice and Bob by LOCC, with
the assistance of Eve who initially shares resource states ϕ and ζ with Alice
and Bob, respectively.
where the infimum is taken over all quantum states ρABE such
that
TrE [ρ
ABE ] = ωAB . (54)
Proof: First, we prove that Esq,c(ωAB) ≤ Msq(ωAB).
Consider an arbitrary state ρABE satisfying (54), and let
{pk, |φk〉} ∈ K be an ensemble of pure states on AA′BB′EE′
that satisfies ρABE =
∑
k pkTrA′B′E′ [|φk〉〈φk|]. Defining a
state %AA
′BB′EE′K =
∑
k pk|φk〉〈φk| ⊗ |k〉〈k|K , we have
ρ′ABK := TrA′B′EE′ [%] =
∑
k∈K
pkφ
AB
k ⊗ |k〉〈k|K . (55)
It is straightforward to verify that ρ′ is an extension of ωAB .
i.e., TrK [ρ′ABK ] = ωAB . Due to the nonnegativity and
monotonicity of the conditional quantum mutual information
under partial trace, we have I(AA′ : BB′|K)% + I(AB :
E′K|E)% ≥ I(A : B|K)% = I(A : B|K)ρ′ ≥ Esq,c(ωAB).
By taking the infimum over all finite dimensional quantum sys-
tems A′, B′, E′, finite sets K and all ensembles {pk, |φk〉}k∈K,
we obtain Msq(ωAB) ≥ Esq,c(ωAB).
Next, we prove that Esq,c(ωAB) ≥ Msq(ωAB). Let
{pk, σk} be an arbitrary ensemble of states on AB that satisfies∑
k∈K pkσ
AB
k = ω
AB . Let |φ˜k〉ABE˜ be an arbitrary purifica-
tion of σABk for each k, and define |φk〉ABE := |φ˜k〉ABE˜ |k〉K˜ ,
where {|k〉}k∈K is an orthonormal set and E ≡ E˜K˜. Assum-
ing that A′, B′ and E′ are trivial (one-dimensional) systems,
the state corresponding to (13) is given by
%ABEK =
∑
k
pk|φk〉〈φk|ABE˜ ⊗ |k〉〈k|K˜ ⊗ |k〉〈k|K . (56)
Noting that I(AB : K|E)% = I(AB : K|E˜K˜)% = 0, we
obtain
∑
k pkI(A : B)σk = I(A : B|K)% = I(AA′ :
BB′|K)% + I(AB : E′K|E)% ≥ MF (ρ). By taking the infi-
mum over all ensembles {pk, σk}, we obtain Esq,c(ωAB) ≥
Msq(ω
AB) and completes the proof. 
B. Assisted Entanglement Dilution
Consider a task in which Alice, Bob and Eve collaborate
in order that Alice and Bob share copies of the state ωAB .
They are allowed to perform arbitrary LOCC protocols. In
addition, they can exploit bipartite quantum states ϕ and ζ,
which are initially shared between Alice and Eve, and between
Bob and Eve, respectively. We refer to this task as assisted
entanglement dilution. Classical communication by Alice and
Bob to the other parties is regarded as free, but one from Eve
to Alice and Bob is not. Our interest is on the minimum cost
of the latter for achieving the task. We consider a scenario of
infinitely many copies and vanishingly small error. A rigorous
definition is as follows.
Definition 12 Let ωAB be a bipartite quantum states on
system AB. Let Alice, Bob and Eve have quantum registers
A0, B0 and {EA, EB}, respectively, and let Tn be a quantum
operation from A0 ⊗ B0 ⊗ EAEB to A¯⊗ B¯. Tn is called an
(n, )-protocol for generating ωAB , if Tn is an LOCC and
there exist quantum states ξA0EAn and ζ
B0EB
n such that∥∥Tn(ϕA0EAn ⊗ ζB0EBn )− (ωAB)⊗n∥∥1 ≤ . (57)
Let Γ(Tn) be the number of times of classical communica-
tion from Eve to Alice and Bob in a protocol Tn. We denote
by CE→A(γ) (Tn) the bit length of the classical message trans-
mitted in the γ-th communication from Eve to Alice, and by
CE→B(γ) (Tn) that from Eve to Bob, for γ = 1, · · · ,Γ(Tn). The
“downward” classical communication cost of Tn is defined as
the sum of numbers of classical bits transmitted from Eve to
Alice and Bob in Tn. That is, we define
C↓(Tn) :=
Γ(Tn)∑
γ=1
[CE→A(γ) (Tn) + CE→B(γ) (Tn)].
As mentioned above, our interest is on the minimum cost of
downward classical communication per copy for accomplish-
ing this task, in an asymptotic limit of n→∞ and → 0.
Definition 13 A rate R is said to be achievable in assisted
entanglement dilution of ωAB if there exists a sequence of
(n, n)-protocols Tn for generating ωAB (n = 1, 2, · · · ), with
the downward classical communication cost C↓(Tn) ≤ nR
for each n, such that limn→∞ n = 0. The downward
classical communication cost of a state ωAB , which we denote
by C↓(ωAB), is defined as the infimum of rate R that is
achievable in assisted entanglement dilution of ωAB .
The following theorem states that the downward classical
communication cost of a bipartite quantum state is equal to
the regularized c-SE. Proofs are provided in the following
subsections.
Theorem 14 For any bipartite quantum state ωAB , it holds
that
C↓(ωAB) = E∞sq,c(ω
AB). (58)
C. Proof of The Converse Part
The converse part of Theorem 14 is represented as
C↓(ωAB) ≥ E∞sq,c(ωAB). (59)
We prove this by using the converse part of non-Markovianity
generation (Theorem 9). To this end, we introduce the fol-
lowing lemma, which states that any protocol for assisted
entanglement dilution can be converted to a non-Markovianity
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generation protocol, and that the downward classical commu-
nication cost of the former is equal to (half of) the quantum
communication cost in the latter. A proof of this lemma will
be given in Appendix C.
Lemma 15 For any n, l ∈ N and any dilution protocol Tn :
A0⊗B0⊗EAEB → An⊗Bn, there exist a quantum system
Enl and an operation T˜nl : Al0⊗Bl0⊗ElAElB → Anl⊗Bnl⊗
Enl, such that T˜nl ∈ ΩQ and
T ⊗ln = TrEnl ◦ T˜nl, (60)
Qc(T˜nl) ≤
(
l
2
+ 1
)
C↓(Tn). (61)
Proof of Inequality (59): By definition, for any R > C↓(ωAB),
 > 0, n, l ∈ N and sufficiently large n, there exists an
(n, /l)-protocol Tn with the downward communication cost
nR for assisted entanglement dilution of ωAB . That is, for
certain states ϕA0EAn and ζ
B0EB
n , it holds that∥∥Tn(ϕA0EAn ⊗ ζB0EBn )− (ωAB)⊗n∥∥1 ≤ /l. (62)
Due to Lemma 15, there exists an operation T˜nl ∈ ΩQ from
Al0⊗Bl0⊗ElAElB to Anl⊗Bnl⊗Enl that satisfies Condition
(61). Consider a state
ω(T˜nl)AnlBnlEnl := T˜nl((ϕA0EAn )⊗l ⊗ (ζB0EBn )⊗l). (63)
From Lemma 4 and (61), we have
MF (ω(T˜nl)) ≤ 2Qc(T˜nl) ≤ (l + 2)C↓(Tn). (64)
Lemma 11 yields
MF (ω(T˜nl)) ≥Msq(ω(T˜nl)AnlBnl) = Esq,c(ω(T˜nl)AnlBnl).
(65)
Due to (60) and (63), we have
ω(T˜nl)AnlBnl =
(Tn(ϕA0EA ⊗ ζB0EB ))⊗l . (66)
Combining this with (62), it follows that∥∥∥ω(T˜nl)AnlBnl − (ωAB)⊗nl∥∥∥
1
≤ . (67)
Thus, due to the asymptotic continuity of Esq,c, we obtain
|Esq,c(ω(T˜nl)AnlBnl)− Esq,c((ωAB)⊗nl)|
≤ nlη() log dAdB . (68)
From (64), (65) and (68), we arrive at
1
nl
Esq,c((ω
AB)⊗nl) ≤
(
1 +
2
l
)
C↓(Tn)
n
+ η() log dAdB .
By taking the limit of n, l→∞ and → 0, we complete the
proof of Ineq. (59). 
D. Proof of The Direct Part
The direct part of Theorem 14 is represented by
C↓(ωAB) ≤ E∞sq,c(ωAB), (69)
and is proved as follows. Let {pk, σk} be an arbitrary ensemble
of states on AB that satisfies (52), and |φk〉ABE be a purifi-
cation of σABk for each k. We consider a non-Markovianity
generation protocol for the state
ρABEK :=
∑
k
pk|φk〉〈φk|ABE ⊗ |k〉〈k|K . (70)
We apply the protocol G2 presented in Section IV-C3, under
the assumption that A′, B′ and E′ are trivial (one-dimensional)
system. For any  and sufficiently large n, the protocol G2
generates a state ρˆA¯B¯E¯K¯n,δ such that∥∥∥ρˆA¯B¯E¯K¯n,δ − (ρABEK)⊗n∥∥∥
1
≤ . (71)
By tracing out E¯K¯, and noting that ρAB = ωAB , we obtain∥∥∥ρˆA¯B¯n,δ − (ωAB)⊗n∥∥∥
1
≤ . (72)
The quantum communication cost of G2 is given by (47), i.e.,
Qc(G2) = 1
2
n
(∑
k
pkI(A : B)σk + δ
)
. (73)
We construct an assisted entanglement dilution protocol G′2
for ωAB from G2. In G′2, instead of communicating quantum
messages directly to Alice, Eve performs quantum teleporta-
tion by using an entanglement resource shared between Alice
and Eve in advance. The downward classical communication
cost of this protocol is equal to n (
∑
k pkI(A : B)σk + δ). By
taking the limit of n → ∞ and δ → 0, and by taking the
infimum over all ensembles {pk, σk}, we obtain
C↓(ωAB) ≤ Esq,c(ωAB). (74)
The same argument also applies to (ωAB)⊗m for any m ∈ N,
leading to
C↓(ωAB) =
1
m
C↓((ωAB)⊗m) ≤ 1
m
Esq,c((ω
AB)⊗m). (75)
By taking the limit of m→∞, we arrive at (69) and completes
the proof. 
VI. CONCLUSION
In this paper, we proposed a framework for analyzing
non-Markovianity of tripartite quantum states from the view-
point of operational resource theory. In particular, we in-
troduced a measure of non-Markovianity that we call the
non-Markovianity of formation, and provided its operational
meaning in terms of a task of non-Markovianity generation.
A future direction is to formulate distillation and dilution of
non-Markovianity, and analyze the optimal conversion rate for
those tasks. It would also be beneficial to address the resource
theory of non-Markovianity in a general probabilistic scenario
[35].
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APPENDIX A
PROPERTIES OF THE NON-MARKOVIANITY OF FORMATION
In this Appendix, we prove properties of the non-
Markovianity of formation (nMF), presented in Section III.
We first prove an alternative expression (14) for nMF, and
then prove Properties (P1)∼(P10) in Lemma 3, in addition to
Lemma 4. A proof of (P11) will be presented in Appendix B.
A. Proof of Equality (14)
Define
MˆF (ρ) :=
inf
A′,B′,E′,K
inf
{pk,|φk〉}
[I(AA′ :BB′|K)% + I(AB :E′K|E)%].
We prove MF (ρ) = MˆF (ρ) by showing that MF (ρ) ≥ MˆF (ρ)
and MF (ρ) ≤ MˆF (ρ).
To prove the first inequality, let {pk, ρk}k be an arbitrary
ensemble of states on ABE such that ρ =
∑
k pkρk. Let A
′
and B′ be finite-dimensional quantum systems, and consider
a quantum state ρ˜k on AA′BB′E such that TrA′B′ [ρ˜k] = ρk
for each k. In addition, let E′ be a finite-dimensional quantum
system, and |φk〉AA′BB′EE′ be a purification of ρ˜k for each
k. It is straightforward to verify that the ensemble {pk, |φk〉}k
satisfies
ρABE =
∑
k
pkTrA′B′E′ [|φk〉〈φk|]. (76)
Consider a state % defined by
%AA
′BB′EE′K =
∑
k
pk|φk〉〈φk|AA
′BB′EE′ ⊗ |k〉〈k|K . (77)
We have ∑
k
pk[S(AA
′)ρ˜k + S(BB
′)ρ˜k ]
=
∑
k
pk[S(AA
′)φk + S(BB
′)φk ]
= S(AA′|K)% + S(BB′|K)%
= I(AA′ : BB′|K)% + S(AA′BB′|K)%,
in addition to∑
k
pkS(A
′B′)ρ˜k =
∑
k
pkS(A
′B′)φk
=
∑
k
pkS(ABEE
′)φk
=
∑
k
pkS(EE
′)φk +
∑
k
pkS(AB|EE′)φk
=
∑
k
pkS(AA
′BB′)φk +
∑
k
pkS(AB|EE′)φk
= S(AA′BB′|K)% + S(AB|EE′K)% (78)
and
S(AB|E)% − S(AB|EE′K)% = I(AB : E′K|E)%.
In the second and fourth lines of (78), we have used the
fact that |φk〉 is a pure state on AA′BB′EE′ for each k.
Combining all the above equalities, we obtain
S(AB|E)ρ +
∑
k∈K
pk [S(AA
′)ρ˜k+S(BB
′)ρ˜k−S(A′B′)ρ˜k ]
= I(AA′ : BB′|K)% + I(AB : E′K|E)% ≥ MˆF (ρ).
By taking the infimum over all finite-dimensional quantum
systems A′, B′, E′, all finite sets K, all ensembles {pk, ρk}k,
and over all extensions ρ˜k in the L.H.S., we arrive at MF (ρ) ≥
MˆF (ρ).
The converse inequality MF (ρ) ≤ MˆF (ρ) is proved along
the similar line. Note that, for any ensemble {pk, |φk〉}k sat-
isfying (76), we may define ρ˜AA
′BB′E
k := TrE′ [|φk〉〈φk|] and
ρABEk := TrA′B′ [ρ˜
AA′BB′E
k ] to obtain ρ
ABE =
∑
k pkρ
ABE
k .

B. Proof of (P1): lower bound
Let K be a finite set and {pk, ρk}k∈K be an ensemble of
states on ABE such that ρ =
∑
k∈K pkρk. Let A
′, B′ and
E′ be finite dimensional quantum systems. In addition, let
ρ˜AA
′BB′E
k be a state on AA
′BB′E satisfying TrA′B′ [ρ˜k] =
ρABEk , and |φk〉 be a pure state on AA′BB′EE′ such that
TrA′B′E′ [|φk〉〈φk|] = ρk for each k. Let K and K ′ be
quantum systems with dimension |K|, and consider a pure
state on AA′BB′EE′KK ′ defined by
|Φρ〉 :=
∑
k∈K
√
pk|φk〉AA′BB′EE′ |k〉K |k〉K
′
,
where {|k〉}k ∈ K is a set of orthonormal pure states. It is
straightforward to verify that the above state is a purification
of ρABE , and that
TrK′(Φρ) =
∑
k∈K
pk|φk〉〈φk|AA
′BB′EE′ ⊗ |k〉〈k|K . (79)
Consequently, we obtain∑
k∈K
pk[S(AA
′)φk + S(BB
′)φk ]
= S(AA′|K)Φρ + S(BB′|K)Φρ (80)
= S(AA′K)Φρ + S(BB
′K)Φρ − 2S(K)Φρ (81)
= S(AA′EE′K ′)Φρ + S(BB
′EE′K ′)Φρ
− 2S(AA′BB′EE′K ′)Φρ (82)
= S(AE)Φρ + S(A
′E′K ′|AE)Φρ
+ S(BE)Φρ + S(B
′E′K ′|BE)Φρ
− 2S(ABE)Φρ − 2S(A′B′E′K ′|ABE)Φρ (83)
≥ S(AE)Φρ + S(A′E′K ′|ABE)Φρ
+ S(BE)Φρ + S(B
′E′K ′|ABE)Φρ
− 2S(ABE)Φρ − 2S(A′B′E′K ′|ABE)Φρ (84)
= S(AE)Φρ + S(A
′|ABEE′K ′)Φρ
+ S(BE)Φρ + S(B
′|ABEE′K ′)Φρ
− 2S(ABE)Φρ − 2S(A′B′|ABEE′K ′)Φρ (85)
= I(A : B|E)Φρ + S(E)Φρ + I(A′ : B′|ABEE′K ′)Φρ
− S(ABE)Φρ − S(A′B′|ABEE′K ′)Φρ (86)
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= I(A : B|E)Φρ − S(AB|E)Φρ
+ I(A′ : B′|ABEE′K ′)Φρ + S(A′B′|K)Φρ (87)
≥ I(A : B|E)Φρ − S(AB|E)Φρ + S(A′B′|K)Φρ (88)
= I(A : B|E)ρ − S(AB|E)ρ +
∑
k
pkS(A
′B′)φk . (89)
Here, (80) follows from the property of the conditional entropy
for classical-quantum states; (81) from the chain rule of the
von Neumann entropy; (82) due to the fact that Φρ is a
pure state on AA′BB′EE′K; (83) again from the chain rule;
(84) from the monotonicity of the conditional entropy under
discarding of part of the conditioning system; (85) from the
chain rule; (86) by the definition of the conditional quantum
mutual information (CQMI); (87) from the chain rule of the
von Neumann entropy and the fact that Φρ is a pure state on
AA′BB′EE′KK ′; (88) from the nonnegativity of CQMI; and
(89) follows from the fact that TrA′B′E′KK′ [|Φρ〉〈Φρ|] = ρ
and the property of the conditional entropy for classical-
quantum states. Noting that φAA
′BB′E
k = ρ˜
AA′BB′E
k , it fol-
lows that
S(AB|E)ρ +
∑
k∈K
pk[S(AA
′)ρ˜k + S(BB
′)ρ˜k − S(A′B′)ρ˜k ]
≥ I(A : B|E)ρ. (90)
By taking the infimum over all A′, B′, E′, K and
{pk, ρ˜AA′BB′Ek }k∈K satisfying∑
k∈K
pkTrA′B′ [ρ˜
AA′BB′E
k ] = ρ
ABE , (91)
we arrive at MF (ρ) ≥ I(A : B|E)ρ. 
C. Proof of (P2): upper bound
Let A′ be a trivial (one-dimensional) system, and let |φ〉
be an arbitrary pure state on ABB′E such that ρABE =
TrB′ [|φ〉〈φ|]. We have
MF (A : B|E)ρ
≤ S(AB|E)ρ + S(A)φ + S(BB′)φ − S(B′)φ
= S(ABE)φ − S(E)φ + S(A)φ + S(BB′)φ − S(B′)φ
= −S(ABB′)φ + S(A)φ + S(BB′)φ
= I(A : BB′)φ ≤ 2S(A)φ = 2S(A)ρ,
where the fourth line follows from the fact that |φ〉 is a pure
state on ABB′E. Similarly, we also have MF (A : B|E)ρ ≤
2S(B)ρ. 
D. Proof of (P3): faithfulness
The “only if” part simply follows from (P1). To prove the
“if” part, recall that any quantum Markov chain is decomposed
in the form of (5). Relabelling j by k, define
ρk := Γ
†(|k〉〈k|E0 ⊗ σAELk ⊗ τBERk )Γ. (92)
Let |ψσk〉AA
′EL and |ψτk〉BB
′ER be purifications of σAELk
and τAERk , respectively, for each k. Define pure states |φk〉 on
AA′BB′E by
|φk〉 := Γ†|k〉E0 |ψσk〉AA
′EL |ψτk〉BB
′ER . (93)
Consider the state % defined by (13), in which we assume that
E′ is a one-dimensional system. It follows that∑
k
pkTrA′B′ [|φk〉〈φk|] = ρ,
TrE [|φk〉〈φk|] = ψAA′σk ⊗ ψBB
′
τk
(94)
and that
Γ%Γ† =
∑
k
pkψ
AA′EL
σk
⊗ ψBB′ERτk ⊗ |k〉〈k|E0 ⊗ |k〉〈k|K .
(95)
From (94), we have
I(AA′ : BB′|K)% =
∑
k
pkI(AA
′ : BB′)φk = 0. (96)
In addition, due to (95) and the invariance of CQMI under
local isometry, we have
I(AB : K|E)% = I(AB : K|E0ELER)Γ(%) = 0. (97)
Combining these equalities with (14), we complete the proof.

E. Proof of (P4): pure states
Let |ψ〉 be a pure state on ABE, and consider an ensemble
{pk, ρk}k of states on ABE such that |ψ〉〈ψ| =
∑
k pkρk. It
is straightforward to verify that ρk = |ψ〉〈ψ| for all k such that
pk > 0. For each k, let ρ˜k be a state on AA′BB′E satisfying
TrA′B′ [ρ˜k] = ρk = |ψ〉〈ψ|. It follows that there exists a state
ςk on A′B′ such that ρ˜k = |ψ〉〈ψ| ⊗ ςk. Hence we have
S(AA′)ρ˜k + S(BB
′)ρ˜k − S(A′B′)ρ˜k
= S(A)ψ + S(B)ψ + S(A
′)ςk + S(B
′)ςk − S(A′B′)ςk
≥ S(A)ψ + S(B)ψ, (98)
with equality if and only if ςk is a product state between A′ and
B′. This implies that λ(ρk) = S(A)ψ +S(B)ψ for all k such
that pk > 0. Noting that S(AB|E)ψ = S(ABE)ψ−S(E)ψ =
S(AB)ψ , we obtain MF (ψ) = I(A : B)ψ . 
F. Proof of (P5): subadditivity
Consider quantum states ρ on A1B1E1 and σ on A2B2E2,
and fix ensembles {pk, ρk}k and {ql, σl}l such that ρ =∑
k pkρk and σ =
∑
l qlσl. For each k and l, let ρ˜k and σ˜l
be states on A1A′1B1B
′
1E1 and A2A
′
2B2B
′
2E2, respectively,
such that TrA′1B′1 [ρ˜k] = ρk and TrA′2B′2 [σ˜l] = σl. We denote
A1A2 by A, A′1A
′
2 by A
′, B1B2 by B and etc. Noting that
ρ˜k ⊗ σ˜l is an extension of ρk ⊗ σl, we have
S(A1A
′
1)ρ˜k + S(B1B
′
1)ρ˜k − S(A′1B′1)ρ˜k
+ S(A2A
′
2)σ˜l + S(B2B
′
2)σ˜l − S(A′2B′2)σ˜l
= S(AA′)ρ˜k⊗σ˜l + S(BB
′)ρ˜k⊗σ˜l − S(A′B′)ρ˜k⊗σ˜l
≥ λ(ρk ⊗ σl). (99)
By taking the infimum over all ρ˜k, σ˜l, A′1B
′
1 and A
′
2B
′
2, we
obtain
λ(ρk) + λ(σl) ≥ λ(ρk ⊗ σl). (100)
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Thus, using the fact that
ρ⊗ σ =
∑
k,l
pkqlTrA′B′ [ρ˜k ⊗ σ˜l], (101)
we arrive at
Λ(ρ) + Λ(σ)
= inf
K1
inf
{pk,ρk}k∈K1
[∑
k
pkλ(ρk)
]
+ inf
K2
inf
{ql,σl}l∈K2
[∑
l
qlλ(σl)
]
= inf
K1,K2
inf
{pk,ρk}k∈K1
inf
{ql,σl}l∈K2
∑
k,l
pkql(λ(ρk) + λ(σl))

≥ inf
K1,K2
inf
{pk,ρk}k∈K1
inf
{ql,σl}l∈K2
∑
k,l
pkqlλ(ρk ⊗ σl)

≥ Λ(ρ⊗ σ). (102)
Combining this with
S(A1B1|E1)ρ + S(A2B2|E2)σ = S(AB|E)ρ⊗σ, (103)
we obtain the desired result. 
G. Proof of (P6): weak chain rule
Let {pk, |φk〉}k be an ensemble of pure
states on ACA′BB′EE′ such that ρABCE =∑
k pkTrA′B′E′ [|φk〉〈φk|], and define a state % by
%ACA
′BB′EE′K
:=
∑
k
pk|φk〉〈φk|ACA
′BB′EE′ ⊗ |k〉〈k|K . (104)
Due to the chain rule and the monotonicity of CQMI, we have
I(ACA′ : BB′|K)% + I(ACB : E′K|E)%
= I(ACA′ : BB′|K)% + I(C : E′K|E)%
+ I(AB : E′K|EC)%
≥ I(AA′ : BB′|K)% + I(AB : E′K|EC)%
≥MF (A : B|EC)ρ. (105)
By taking the infimum over all A′, B′, E′, K and {pk, φk}k∈K,
we obtain the desired result. 
H. Proof of (P7): conditional convexity
Let A′ and B′ be finite-dimensional quantum systems, and
let K be a finite set. For each m, let {pk|m, ρ˜k,m}k∈K be an
ensemble of states on AA′BB′E such that
ρABEm =
∑
k∈K
pk|mTrA′B′ [ρ˜k,m]. (106)
Define an ensemble {pk,m, ς˜k,m}k∈K,m of states on
AA′BB′EM by
ς˜k,m = ρ˜
AA′BB′E
k,m ⊗ |m〉〈m|M (107)
and
pk,m := pk|mrm. (108)
It follows that
ρABEM =
∑
k∈K,m
pk,mTrA′B′ [ς˜k,m]. (109)
Consequently, we obtain∑
m
rm
∑
k∈K
pk|mλ(ρ˜k,m) =
∑
k∈K,m
pk,mλ(ρ˜k,m)
=
∑
k∈K,m
pk,mλ(ς˜k,m) ≥ Λ(ρ). (110)
By taking the infimum over all ensembles {pk|m, ρ˜k,m}k∈K
for each m, we arrive at∑
m
rmΛ(ρm) ≥ Λ(ρ). (111)
Combining this with
S(AB|EM)ρ =
∑
m
rmS(AB|E)ρm , (112)
we obtain the desired result. 
I. Proof of (P8): isometric invariance
We first prove that Λ(ρ) is monotonically nonincreasing
under operations on E, that is,
Λ(ρ) ≥ Λ(E(ρ)), ∀ρ ∈ Sall, ∀E ∈ LE . (113)
Let {pk, ρk}k∈K be an ensemble of states on ABE such that
ρ =
∑
k pkρk, which yields E(ρ) =
∑
k pkE(ρk). For each
k, let ρ˜AA
′BB′E
k be an extension of ρ
ABE
k . An extension of
E(ρk) is given by ς˜AA′BB′Eˆk = E(ρ˜AA
′BB′E
k ). Noting that
ς˜AA
′BB′
k = ρ˜
AA′BB′
k , we have
S(AA′)ρ˜k + S(BB
′)ρ˜k − S(A′B′)ρ˜k
= S(AA′)ς˜k + S(BB
′)ς˜k − S(A′B′)ς˜k ≥ λ(E(ρk)). (114)
By taking the infimum over all A′, B′, E′ and ρ˜k, the above
inequality yields λ(ρk) ≥ λ(E(ρk)) . Consequently, we obtain
(113) as
Λ(ρ) = inf
K
inf
{pk,ρk}k∈K
[∑
k∈K
pkλ(ρk)
]
≥ inf
K
inf
{pk,ρk}k∈K
[∑
k∈K
pkλ(E(ρk))
]
≥ inf
K
inf
{pk,ρ′k}k∈K
[∑
k∈K
pkλ(ρ
′
k)
]
= Λ(E(ρ)),
where the infimum in the last line is taken over all ensembles
{pk, ρ′k}k∈K such that
∑
k∈K pkρ
′
k = E(ρ).
Let V be a reversible operation from E to Eˆ. It follows
from (113) that
Λ(ρ) ≥ Λ(V(ρ)) ≥ Λ(V∗ ◦ V(ρ)) = Λ(ρ). (115)
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Due to the monotonicity of the conditional entropy, we also
have
S(AB|E)ρ ≥ S(AB|Eˆ)V(ρ)
≥ S(AB|E)V∗◦V(ρ) = S(AB|E)ρ. (116)
Combining these two equalities, we obtain the desired result.

J. Proof of (P9): average monotonicity
Any measurement M on A is represented by
M(·) =
∑
m
|m〉〈m|A0 ⊗Mm(·), (117)
where Mm is a linear CP map from A to Aˆ such that
M¯ := ∑mMm is trace-preserving. Hence, the state after
the measurement is represented by
M(ρABE) =
∑
m
νm|m〉〈m|A0 ⊗ ρAˆBEm , (118)
where we have introduced notations
νm := Tr[Mm(ρ)], ρAˆBEm := ν−1m Mm(ρABE). (119)
We denote by V a linear isometry from A to A0AˆAe such
that a Stinespring dilation of M is given by M(·) =
TrAe [V (·)V †].
Fix an arbitrary ensemble {pk, |φk〉}k of states on
AA′BB′EE′ such that ρ =
∑
k pkTrA′B′E′ [|φk〉〈φk|]. Define
pm|k := ‖〈m|A0V |φk〉‖2,
|φˆmk〉 := p−1/2m|k 〈m|A0V |φk〉.
It is straightforward to verify that
M(|φk〉〈φk|) =
∑
m
pm|k|m〉〈m|A0 ⊗ TrAe [|φˆmk〉〈φˆmk|],
and consequently, that
M(ρABE) =
∑
k
pkTrA′B′E′ ◦M(|φk〉〈φk|)
=
∑
k,m
pkpm|k|m〉〈m|A0 ⊗ TrAeA′B′E′ [|φˆmk〉〈φˆmk|]
=
∑
m
νm|m〉〈m|A0 ⊗
∑
k
qk|mTrAeA′B′E′ [|φˆmk〉〈φˆmk|]
where we have defined qk|m := pkpm|k/νm. Comparing this
with (118), we obtain
ρAˆBEm =
∑
k
qk|mTrAeA′B′E′ [|φˆmk〉〈φˆmk|].
Define states %, %ˆ and %ˆm by
%AA
′BB′EE′K :=
∑
k
pk|φk〉〈φk|AA
′BB′EE′ ⊗ |k〉〈k|K ,
%ˆA0AˆAeA
′BB′EE′K := V %AA
′BB′EE′KV † (120)
and
%ˆAˆAeA
′BB′EE′K
m
:=
∑
k
qk|m|φˆmk〉〈φˆmk|
AˆAeA
′BB′EE′ ⊗ |k〉〈k|K . (121)
Denoting by D the dephasing operation on A0 with respect to
the basis {|m〉}, it is straightforward to verify that
D(%ˆA0AˆAeA′BB′EE′K) =
∑
m
νm|m〉〈m|A0 ⊗ %ˆAˆAeA′BB′EE′Km .
Due to the monotonicity and the chain rule for CQMI, we
have
I(AA′ : BB′|K)% + I(AB : E′K|E)%
= I(A0AˆAeA
′ : BB′|K)%ˆ
+ I(A0AˆAeB : E
′K|E)%ˆ
≥ I(A0AˆAeA′ : BB′|K)D(%ˆ)
+ I(A0AˆAeB : E
′K|E)D(%ˆ)
= I(A0 : BB
′|K)D(%ˆ) + I(AˆAeA′ : BB′|KA0)D(%ˆ)
+ I(A0 : E
′K|E)%ˆ + I(AˆAeB : E′K|EA0)D(%ˆ)
≥ I(AˆAeA′ : BB′|KA0)D(%ˆ) + I(AˆAeB : E′K|EA0)D(%ˆ)
≥ I(AˆA′′ : BB′|KA0)D(%ˆ)
+ I(AˆB : E′K|EA0)D(%ˆ)
=
∑
m
νmI(AˆA
′′ : BB′|K)%ˆm +
∑
m
νmI(AˆB : E
′K|E)%ˆm
≥
∑
m
νmMF (ρm),
where we have denoted AeA′ by A′′ in the ninth line. By
taking the infimum over all A′, B′, E′, K and {pk, |φk〉}k∈K,
we obtain the desired result. 
K. Proof of (P10): Ω-monotonicity
Due to the symmetry of MF (A : B|E) in A and B, we only
need to prove monotonicity of MF under LA, RE, QA→E and
PA. The first three cases directly follow from (P9), (P8) and
(P6), respectively. To prove monotonicity under PA, note that
the state before and after broadcasting of classical message by
Alice is represented by density operators
ρi =
∑
m
rm|m〉〈m|MA ⊗ ρABEm (122)
and
ρf =
∑
m
rm|m〉〈m|MA ⊗ |m〉〈m|MB ⊗ |m〉〈m|ME ⊗ ρABEm ,
(123)
respectively. Due to the average monotonicity (P9) and the
conditional convexity (P7), it follows that
MF (AMA : B|E)ρi ≥
∑
m
rmMF (A : B|E)ρm
≥MF (AMA : BMB |EME)ρ, (124)
which completes the proof. 
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L. Proof of Lemma 4
Let {pk, ρ˜k} be an arbitrary ensemble of states on
AA′BB′EC such that ρABCE =
∑
k pkTrA′B′ [ρ˜k]. We have
MF (AC : B|E)ρ
≤ S(ACB|E)ρ+∑
k
pk[S(ACA
′)ρ˜k + S(BB
′)ρ˜k − S(A′B′)ρ˜k ]
= S(AB|EC)ρ+∑
k
pk[S(AA
′)ρ˜k + S(BB
′)ρ˜k − S(A′B′)ρ˜k ]
+ S(C|E)ρ +
∑
k
pkS(C|AA′)ρ˜k . (125)
Due to the monotonicity and the concavity of the conditional
quantum entropy, we have∑
k
pkS(C|AA′)ρ˜k ≤
∑
k
pkS(C|A)ρ˜k ≤ S(C|A)ρ. (126)
Substituting this to (125), and noting that S(C|E)ρ +
S(C|A)ρ ≤ 2S(C) ≤ 2 log dC , we obtain
MF (AC : B|E)ρ
≤ S(AB|EC)ρ+∑
k
pk[S(AA
′)ρ˜k + S(BB
′)ρ˜k − S(A′B′)ρ˜k ] + 2 log dC .
By taking the infimum over all A′, B′ and {pk, ρ˜k}, we obtain
the desired result. 
M. Proof of Lemma 5
(C1)⇒(C2) follows from the definition of Ω∗. (C2)⇒(C1)
follows from the Ω-monotonicity of MF and symmetry of
MF (A : B|E) in A and B. (C3)⇒(C2) immediately follows
by definition. Equivalence between (C4) and (C5) follows from
(11) and (112).
We compete the proof by showing that (C2)⇒(C4)⇒(C3).
Recall that the states before and after classical communication
from Eve to Bob is represented by density operators (2)
and (3), respectively. Suppose that MF is monotonically
nonincreasing under CE→B, i.e., MF (ρi) ≥ MF (ρf ). Due
to the conditional convexity (P7), we have∑
m
rmMF (A : B|E)ρm ≥MF (ρi) ≥MF (ρf ).
In addition, due to the average monotonicity (P9) under the
measurement on MB with respect to the basis {|m〉}m, we
have
MF (ρf ) ≥
∑
m
rmMF (A : B|E)ρm . (127)
Combining these two inequalities, we obtain MF (ρi) =∑
m rmMF (A : B|E)ρm , which implies (C2)⇒(C4). Next,
suppose that MF saturates Inequality (17), in which case we
have
MF (ρi) =
∑
m
rmMF (A : B|E)ρm = MF (ρf ). (128)
This implies (C4)⇒(C3) and completes the proof. 
APPENDIX B
ASYMPTOTIC CONTINUITY OF THE NON-MARKOVIANITY
OF FORMATION
In this appendix, we prove Property (P11) in Lemma 3, i.e.,
asymptotic continuity of the non-Markovianity of formation.
The proof proceeds along the same line as the proof of
asymptotic continuity of entanglement of formation, in the
version of Corollary 4 in [36].
Theorem 16 For any states ρ and σ on system ABE such
that ‖ρ− σ‖1 ≤ , it holds that
|MF (ρ)−MF (σ)| ≤ 12η(
√
2) log dAdB , (129)
where η is a function defined by
η(x) :=
{
x− x log x (x ≤ 1/e)
x+ 1e (x ≥ 1/e)
.
Proof: Suppose that ‖ρ − σ‖1 ≤ . The Alicki-Fannes
inequality [37] yields
|S(AB|E)σ − S(AB|E)ρ| ≤ 4η(
√
2) log dAdB .
As we prove below, it also holds that
|Λ(ρ)− Λ(σ)| ≤ 4η(
√
2) log dAdB . (130)
Combining these two inequalities, we obtain (129).
To prove (130), we may, without loss of generality, assume
that
Λ(σ) ≤ Λ(ρ). (131)
Due to the condition ‖ρ− σ‖1 ≤  and Proposition 5 in [36],
there exists a purification |ψσ〉ABER of σ and a state θABERρ
such that
‖|ψσ〉〈ψσ| − θρ‖1 ≤
√
2 (132)
and that
θABEρ = ρ
ABE , (133)
θRρ = ψ
R
σ . (134)
Let A′ and B′ be finite dimensional quantum systems, K
be a finite set and {pk, σ˜k}k∈K be an ensemble of states on
AA′BB′E such that
σABE =
∑
k∈K
pkTrA′B′ [σ˜k]. (135)
There exists a quantum operation M : R → A′B′K, which
is in the form of
M(·) =
∑
k∈K
Mk(·)M†k ⊗ |k〉〈k|K , 〈k|k′〉 = δk,k′ ,
such that
σ˜ :=M(ψσ) =
∑
k∈K
pkσ˜
AA′BB′E
k ⊗ |k〉〈k|K . (136)
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It holds that∑
k∈K
pk[S(AA
′)σ˜k + S(BB
′)σ˜k − S(A′B′)σ˜k ]
= S(AA′|K)σ˜ + S(BB′|K)σ˜ − S(A′B′|K)σ˜
= S(A|A′K)σ˜ + S(B|B′K)σ˜ + I(A′ : B′|K)σ˜. (137)
Applying the same map M to the state θρ, we obtain
ρ˜ :=M(θρ) =
∑
k∈K
pkρ˜
AA′BB′E
k ⊗ |k〉〈k|K , (138)
where
ρ˜AA
′BB′E
k := p
−1
k Mk(θρ)M
†
k . (139)
Note that, due to (134), it holds that
Tr[ρ˜k] = p
−1
k Tr[Mk(θρ)M
†
k ] = p
−1
k Tr[Mk(ψσ)M
†
k ] = 1.
In addition, from (133), it follows that∑
k∈K
pkρ˜
ABE
k = TrA′B′K ◦M(θρ) = θABEρ = ρABE .
Thus, similarly to (137), we have
Λ(ρ) ≤
∑
k∈K
pk[S(AA
′)ρ˜k + S(BB
′)ρ˜k − S(A′B′)ρ˜k ]
= S(A|A′K)ρ˜ + S(B|B′K)ρ˜ + I(A′ : B′|K)ρ˜. (140)
Since (134) implies σ˜A
′B′K = ρ˜A
′B′K , we also have
I(A′ : B′|K)σ˜ = I(A′ : B′|K)ρ˜. (141)
Combining (137), (140) and (141), we arrive at
Λ(ρ) ≤
∑
k∈K
pk[S(AA
′)σ˜k + S(BB
′)σ˜k − S(A′B′)σ˜k ]
+ S(A|A′K)ρ˜ − S(A|A′K)σ˜
+ S(B|B′K)ρ˜ − S(B|B′K)σ˜. (142)
From (132), (136), (138) and the monotonicity of the trace
distance, we have
‖ρ˜− σ˜‖1 ≤ ‖θρ − |ψσ〉〈ψσ|‖1 ≤
√
2.
Consequently, the Alicki-Fannes inequality yields
|S(A|A′K)ρ˜ − S(A|A′K)σ˜| ≤ 4η(
√
2) log dA, (143)
|S(B|B′K)ρ˜ − S(B|B′K)σ˜| ≤ 4η(
√
2) log dB . (144)
Hence, from (142), we arrive at
Λ(ρ) ≤
∑
k∈K
pk[S(AA
′)σ˜k + S(BB
′)σ˜k − S(A′B′)σ˜k ]
+ 8η(
√
2) log dAdB .
Taking the infimum over all A′, B′, K and {pk, σ˜k}k∈K, the
above inequality yields
Λ(ρ) ≤ Λ(σ) + 8η(
√
2) log dAdB . (145)
Combining this with (131), we obtain (130) and complete the
proof. 
{M }  {M0 } 
Tn T 0n T˜n
{M˜ } 
T ⌦ln T˜nl
B C
D
Fig. 3. Construction of a protocol T˜nl from an assisted entanglement dilution
protocol T ⊗ln , satisfying the conditions described in Lemma 15, is depicted.
The alphabets over the arrows point to subsections in Appendix C in which
the conversion of protocols are presented.
APPENDIX C
PROOF OF LEMMA 15
In this Appendix, we prove Lemma 15 in Section V-C.
The lemma states that any protocol for assisted entanglement
dilution can be converted to a non-Markovianity generation
protocol, and that the downward classical communication cost
of the former is equal to half of the quantum communication
cost in the latter. To this end, we first introduce a description
of an arbitrary dilution protocol. In particular, we investigate
the description of operations by Eve in detail. Based on
the obtained description, we construct a non-Markovianity
generation protocol from an assisted entanglement dilution
protocol, such that the communication costs satisfies the above
condition (see Figure 3).
A. Description of Dilution Protocols
Without loss of generality, we may assume that any dilution
protocol proceeds as follows. Here, Γ is the number of
communication rounds in the protocol. Symbols Kγ , Lγ , Mγ
and Mˆγ are for random variables that represent the classical
messages communicated among the parties and the outcomes
of the measurement by Eve, respectively. We use the same
symbols for systems in which those variables are registered.
These variables take values in certain finite sets Kγ , Lγ , Mγ
and Mˆγ , respectively.
1) Alice, Bob and Eve recursively apply the following
operation from γ = 1 to γ = Γ:
a) Alice performs a measurement on her system and
obtains an outcome.
b) Alice broadcasts a classical message Kγ to Bob
and Eve.
c) Bob performs a measurement on his system and
obtains an outcome.
d) Bob broadcasts a classical message Lγ to Alice
and Eve.
e) Eve performs a measurement Mγ on her system
and obtains an outcome Mˆγ .
f) Eve broadcasts a classical message Mγ to Alice
and Bob.
2) Alice and Bob perform local operations on their systems.
3) Eve discards all of her systems.
Denoting the cardinality of Mγ by µγ , the total number of
classical bits, broadcasted by Eve from Alice to Bob during
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⇥ +1E +1
Mˆ 
M 
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⇥ E 
Fig. 4. A graphical representation of the γ-th step in an LOCC protocol is
depicted. We denote system E before the γ-th step by Eγ for γ = 1, · · · ,Γ,
respectively.
the protocol, is given by
C↓(Tn) :=
Γ∑
γ=1
logµγ .
It should be noted that all operations in Step (a)-(d) above
belong to Ω.
We denote by Eγ and Eγ+1 the input and output systems of
γ-th measurement by Eve, respectively. Let us introduce the
following notations:
Kγ := (K1, · · · ,Kγ), Lγ := (L1, · · · , Lγ)
Mγ := (M1, · · · ,Mγ), Mˆγ := (Mˆ1, · · · , Mˆγ)
In general, Eve’s measurement in the protocol, as well as
classical messages that she broadcasts, may dependent on
the previous measurement outcomes and messages in the
following way (Figure 4):
• Mγ depends on (Kγ , Lγ , Mˆγ−1),
• Mγ depends on (Kγ , Lγ , Mˆγ).
Here, we have defined Mˆ0 = ∅. In the following, we denote
by Θγ the triplet of random variables (Kγ , Lγ , Mˆγ−1) and
the system in which the variables are registered.
B. Description of Eve’s Measurement
We prove that, without loss of generality, we may assume
that the measurement by Eve in each step is a “noiseless”
measurement. To be more precise, let Tn be an (n, )-protocol
for assisted entanglement dilution of ωAB . There exists an
(n, )-protocol T ′n, which induces the same map as Tn, such
that C↓(Tn) = C↓(T ′n) and that the γ-th measurement by Eve
is represented by a CPTP map M′γ from Eγ to Eγ+1Mγ ,
defined by
M′γ(·) =
∑
mˆ∈Mγ
Mγm(·)Mγ†m ⊗ |m〉〈m|Mγ , (146)
where {Mγm}m∈Mγ is the set of measurement operators.
The proof is as follows. In general, the γ-th measurement
by Eve for a given value θγ of Θγ is represented by a CPTP
map
Mθγγ (·) =
∑
mˆ∈Mˆγ
Mθγγ,mˆ(·)⊗ |mˆ〉〈mˆ|Mˆγ , (147)
where Mθγmˆ are completely positive maps from Eγ to Eγ+1
such that
∑M
mˆ=1Mθ
γ
mˆ (·) is trace-preserving. The message
Mγ is obtained by applying a stochastic map on Θγ and
the measurement outcome Mˆγ . Thus, by incorporating the
message, Eve’s operation is represented by a CPTP map
M¯θγγ (·) =
∑
mˆ∈Mˆγ
∑
m∈Mγ
sγ(m|mˆ, θγ) · Mθγγ,mˆ(·)
⊗ |mˆ〉〈mˆ|Mˆγ ⊗ |m〉〈m|Mγ . (148)
Here, {sγ(m|mˆ, θγ)}|Mγ |m=1 is a probability distribution that
represents the post-processing of the measurement outcome
to obtain the message.
Define a map M¯γ : ΘγEγ → ΘγMˆγMγEγ+1 by
M¯γ(·) :=
∑
θγ
|θγ〉〈θγ |Θγ ⊗ M¯θγγ (〈θγ |(·)|θγ〉),
and let Vγ : ΘγEγ → ΘγMˆγMγEγ+1E˜γ be a linear isometry
such that a Stinespring dilation of M¯γ is given by M¯γ =
TrE˜γ ◦ Vγ . Consider a protocol T ′n in which local operations
and public communication by Alice and Bob are the same as
those in Tn, but the γ-th measurement by Eve is given by
M′γ(·) :=
∑
m∈Mγ
〈m|MγVγ(·)|m〉Mγ ⊗ |m〉〈m|Mγ . (149)
Eve discards all of her systems at the end, including the
systems E˜1 · · · E˜Γ. It is straightforward to verify that the
protocol T ′n induces the same map as Tn, i.e., Tn(ρ) = T˜n(ρ)
for any initial state ρ. 
C. Simulation of Eve’s Measurement by Quantum Communi-
cation
Each measurement by Eve in the protocol T ′n, defined by
(149), and the subsequent broadcasting of classical messages
to Alice and Bob, can be converted to a reversible operation by
Eve, followed by quantum communication from Eve to Alice
and broadcasting of a classical message by Alice. To establish
this, we adopt a protocol called coherent communication [38].
For each γ, let A∗γ and E
∗
γ be d√µγe-dimensional quantum
registers possessed by Alice and Eve, respectively, and let
|Φγ〉A
∗
γE
∗
γ be the maximally entangled state thereon. Let
σm(m = 1, · · · , µγ) be the generalized Pauli operators on E∗γ .
Based on M′γ defined by (146), we introduce the following
operation M˜γ that Eve performs in the γ-th step:
1) After receiving classical messages Kγ and Lγ from
Alice and Bob, Eve performs an isometry Vγ that
satisfies (149).
2) Eve performs a controlled-unitary operation of the form
U
E∗γMγ
γ :=
µγ∑
m=1
σ
E∗γ
m ⊗ |m〉〈m|Mγ . (150)
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3) Eve transmits the system E∗γ to Alice.
Noting that σm|Φγ〉 is orthogonal for m 6= m′, Alice can
perfectly obtain m by performing a measurement on A∗γE
∗
γ .
The quantum communication cost of this protocol is given by
log dimE∗γ = log d√µγe.
Using M˜γ , we construct a protocol T˜n ∈ ΩQ from Tn as
follows:
1) In γ-th step, instead of performing a measurement Mγ
and broadcasting a classical message, Eve performs M˜γ
and sends E∗γ to Alice.
2) In (γ + 1)-th step, before performing the (γ + 1)-
th operation in T˜n, Alice performs a measurement on
A∗γE
∗
γ to obtain m and broadcasts it to Bob and Eve.
It is straightforward to verify that Tn and T˜n induces the same
map.
D. Construction of T˜nl
Let T˜nl ∈ ΩQ be an operation that is constructed from
Tnl := T ⊗ln , along the same line as we have constructed T˜n
from Tn. Without loss of generality, we may assume that
CE→A(γ) (Tn) + CE→B(γ) (Tn) ≥ 1
for each γ, in which case we have
Γ(Tn) ≤ C↓(Tn). (151)
The quantum communication cost from Eve to Alice in the
γ-th step of T˜nl is given by
log
⌈√
µlγ
⌉
≤ log
(√
µlγ + 1
)
= log
√
µlγ + log
(
1 + 1/
√
µlγ
)
≤ l
2
logµγ + 1. (152)
Hence, the total quantum communication cost is calculated to
be
Qc(T˜nl) ≤
Γ(Tn)∑
γ=1
(
l
2
logµγ + 1
)
≤
(
l
2
+ 1
)
C↓(Tn),
where we have used (151) in the second inequality. This
completes the proof of Lemma 15. 
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