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ON THE ORBITAL INSTABILITY OF EXCITED STATES FOR
THE NLS EQUATION WITH THE δ-INTERACTION
ON A STAR GRAPH
Jaime Angulo Pava and Nataliia Goloshchapova∗
Rua do Mata˜o, 1010
Cidade Universita´ria, Sa˜o Paulo - SP, 05508-090, Brazil
Abstract. We study the nonlinear Schro¨dinger equation (NLS) on a star
graph G. At the vertex an interaction occurs described by a boundary condi-
tion of delta type with strength α ∈ R. We investigate the orbital instability
of the standing waves eiωtΦ(x) of the NLS-δ equation with attractive power
nonlinearity on G when the profile Φ(x) has mixed structure (i.e. has bumps
and tails). In our approach we essentially use the extension theory of symmet-
ric operators by Krein - von Neumann, and the analytic perturbations theory,
avoiding the variational techniques standard in the stability study. We also
prove the orbital stability of the unique standing wave solution to the NLS-δ
equation with repulsive nonlinearity.
1. Introduction
Let G be a star graph, i.e. N half-lines joined at the vertex ν = 0. On G we
consider the following nonlinear Schro¨dinger equation
i∂tU(t, x) + ∂
2
xU(t, x) + µ|U(t, x)|p−1U(t, x) = 0, (1)
where U(t, x) = (uj(t, x))
N
j=1 : R × R+ → CN , µ = ±1, p > 1, and nonlinearity
acts componentwise, i.e. (|U|p−1U)j = |uj |p−1uj .
Practically, equation (1) means that on each edge of the graph, i.e. on each
half-line, we have
i∂tuj(t, x) + ∂
2
xuj(t, x) + µ|uj(t, x)|p−1uj(t, x) = 0, x > 0, j ∈ {1, ..., N}.
A complete description of this model requires smoothness conditions along the
edges and some junction conditions at the vertex ν = 0. The family of self-adjoint
conditions naturally arising at the vertex ν = 0 of the star graph G has the following
description
(U − I)U(t, 0) + i(U + I)U′(t, 0) = 0, (2)
where U(t, 0) = (uj(t, 0))
N
j=1, U
′(t, 0) = (u′j(t, 0))
N
j=1, U is an arbitrary unitary
N × N matrix, and I is the N × N identity matrix. Conditions (2) at ν = 0
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define the N2-parametric family of self-adjoint extensions of the closable symmetric
operator [9, Chapter 17]
H0 =
N⊕
j=1
−d2
dx2
, dom(H0) =
N⊕
j=1
C∞0 (R+).
In this paper we consider the matrix U which corresponds to the so-called δ-
interaction at vertex ν = 0. More precisely, the matrix
U =
2
N + iα
I − I, α ∈ R \ {0},
where I is theN×N matrix whose all entries equal 1, induces the following nonlinear
Schro¨dinger equation with δ-interaction (NLS-δ) on the star graph G
i∂tU−HαδU+ µ|U|p−1U = 0. (3)
Here Hαδ is the self-adjoint operator on L
2(G) defined for V = (vj)Nj=1 by
(HαδV)(x) =
(−v′′j (x))Nj=1 , x > 0,
Dα := dom(H
α
δ ) =
V ∈ H2(G) : v1(0) = ... = vN (0),
N∑
j=1
v′j(0) = αv1(0)
 . (4)
Condition at ν = 0 can be considered as an analog of δ-interaction condition for the
Schro¨dinger operator on the line (see [4]), which justifies the name of the equation.
The case α < 0 refers to the presence of the potential well at the vertex, and α > 0
means the presence of a potential barrier. When α = 0, one arrives at the known
Kirchhoff condition which corresponds to the free flow.
It is worth noting that the quantum graphs (metric graphs equipped with a linear
Hamiltonian H) have been a very developed subject in the last couple of decades.
They give simplified models in mathematics, physics, chemistry, and engineering,
when one considers propagation of waves of various types through a quasi one-
dimensional (e.g. meso- or nanoscale) system that looks like a thin neighborhood
of a graph (see [8, 13, 22, 25, 29] for details and references). In particular, a metric
graph appears as the natural limit of thin tubular structure, when the radius of a
tubular structure tends to zero [29].
The nonlinear PDEs on graphs have been studied in the last ten years in the
context of existence, stability, and propagation of solitary waves. For instance, in
[27] the author provides an overview of some recent results and open problems for
NLS on graphs. The analysis of the behavior of the NLS equation on networks
is currently growing subject due to its relative analytical simplicity (the metric
graph is essentially one-dimensional) and various physical applications involving
wave propagation in graph-like structures (see the references in [10, 17, 27]). In
particular, two main fields where NLS appears as a preferred model are nonlinear
optics and Bose-Einstein condensates.
The main purpose of this work is the investigation of the stability properties of
the standing wave solutions
U(t, x) = eiωtΦ(x) =
(
eiωtϕj(x)
)N
j=1
to NLS-δ equation (3). In a series of papers Adami, Cacciapuoti, Finco, and Noja
(see [1] and references therein) investigated variational and stability properties of
standing wave solutions to equation (3) for µ = 1 (attractive nonlinearity). In
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[2] it was shown that all possible profiles Φ(x) belong to the specific family of[
N−1
2
]
+ 1 vector functions (see Theorem 2.6 below) consisting of bumps and tails.
It was proved that there exists a global minimizer of the constrained NLS action for
−N√ω < α < α∗ < 0. This minimizer coincides with the N -tails stationary state
symmetric under permutation of edges, which consists of decaying tails (notice also
that this profile minimizes NLS energy under fixed mass constraint for sufficiently
small mass [3]).
Using minimization property, the authors proved the orbital stability of this N -
tails stationary state in the case −N√ω < α < α∗ < 0.
In [1] it was shown that although the constrained minimization problem does
not admit global minimizers for large mass, the N -tails stationary state is still a
local minimizer of the constrained energy which induces the orbital stability for any
−N√ω < α < 0. The orbital stability of N -tails (bumps) profile was studied in
[5] in the framework of the extension theory. In particular, it was proved that N -
bumps profile Φα0 (for α > 0) is orbitally unstable in E for 1 < p ≤ 3, ω > α
2
N2 , and
3 < p < 5, ω > ω0 >
α2
N2 (see Theorem 1.1 in [5]). Moreover, in [5] we considered
the NLS equation with δ′-interaction.
In the case α < 0 it was shown in [2] that the NLS action functional grows when
the number of tails in the stationary state increases, i.e. one can call the rest of the
profiles (except N -tails stationary state) excited stationary states (see Subsection
2.2). This is a subject of special interest because there are only few cases where
excited states of NLS equations are explicitly known.
In the present paper we provide sufficient condition for the orbital instability
of the excited states of (3). Moreover, we obtain the novel result on the orbital
stability/instability of the standing waves in the case α > 0.
Theorem 1.1. Let α 6= 0, µ = 1, k ∈ {1, ..., [N−12 ]}, and ω > α2(N−2k)2 . Let
also the profile Φαk be defined by (14), and the spaces E, Ek be defined in notation
section.Then the following assertions hold.
(i) Let α < 0, then
1) for 1 < p ≤ 5 the standing wave eiωtΦαk is orbitally unstable in E;
2) for p > 5 there exists ω∗k >
α2
(N−2k)2 such that the standing wave e
iωtΦαk
is orbitally unstable in E as ω ∈ ( α2(N−2k)2 , ω∗k).
(ii) Let α > 0, then
1) for 1 < p ≤ 3 the standing wave eiωtΦαk is orbitally stable in Ek;
2) for 3 < p < 5 there exists ωˆk >
α2
(N−2k)2 such that the standing wave
eiωtΦαk is orbitally unstable in E as ω ∈ ( α
2
(N−2k)2 , ωˆk), and e
iωtΦαk is
orbitally stable in Ek as ω ∈ (ωˆk,∞);
3) for p ≥ 5 the standing wave eiωtΦαk is orbitally unstable in E.
Recently similar results were obtained in [17, Theorem 3.2]. In particular, the
author proved the spectral instability of Φαk in the cases α < 0, k ≥ 1 and α >
0, k ≥ 0. His method essentially uses the generalization of the Sturm theory for the
Schro¨dinger operators on the star graph.
As it was noted above, the Kirchhoff condition on G corresponds to α = 0 in (4).
In [2, Theorem 5] it was shown that for N even there exists one-parametric family
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of soliton profiles given by Φa(x) = (ϕa,j(x))
N
j=1, where
ϕa,j(x) =
{
ϕ0(x− a), j = 1, ..., N/2;
ϕ0(x+ a), j = N/2 + 1, ..., N,
a ∈ R,
while for N odd the unique profile is given by Φ0(x) = (ϕ0(x))
N
j=1, with ϕ0(x)
defined by (21). In particular, Φ0(x) is the stationary state for any N ≥ 2. In [18]
the authors considered the spectral instability of the family Φa(x) for more general
setting (for the generalized Kirchhoff condition), while in [19] they studied orbital
instability of Φ0(x). Namely, the authors proved in [19, Theorem 2.6] that for
2 ≤ p < 5 the standing wave eiωtΦ0(x) is orbitally unstable in E . We complement
this result by the following theorem.
Theorem 1.2. Let ω > 0, then
(i) for 1 < p < 5 the standing wave eiωtΦ0(x) is orbitally stable in Eeq;
(ii) for p > 5 the standing wave eiωtΦ0(x) is orbitally unstable in E.
The instability part was announced in [19, Remark 2.8] without proof.
In Section 4 we consider model (3) with µ = −1 (repulsive nonlinearity). We
prove the following new result on the orbital stability of the unique (N -tails) sta-
tionary state Φα = (ϕα)
N
j=1, where
ϕα(x) =
[
(p+ 1)ω
2
csch2
(
(p− 1)√ω
2
x+ coth−1
( −α
N
√
ω
))] 1
p−1
, x > 0, (5)
with α < 0 and 0 < ω < α
2
N2 . More exactly, we prove
Theorem 1.3. Let α < 0, 0 < ω < α
2
N2 , and Φα be defined by (5). Then the
standing wave eiωtΦα is orbitally stable in E.
Our approach contains new original technique. It does not use variational anal-
ysis, and it is based on the extension theory of symmetric operators, the analytic
perturbations theory, Grillakis-Shatah-Strauss and Ohta approach (see [14, 15, 28]).
Notation. Let A be a densely defined symmetric operator in a Hilbert space H.
The domain of A is denoted by dom(A). The deficiency subspaces and the deficiency
numbers of A are denoted by N±(A) := ker(A∗ ∓ iI) and n±(A) := dimN±(A)
respectively. The number of negative eigenvalues counting multiplicities is denoted
by n(A) (the Morse index ). The spectrum and the resolvent set of A are denoted
by σ(A) and ρ(A).
We denote by G the star graph constituted by N half-lines attached to a common
vertex ν = 0. On the graph we define
Lp(G) =
N⊕
j=1
Lp(R+), p > 1, H
1(G) =
N⊕
j=1
H1(R+), H
2(G) =
N⊕
j=1
H2(R+).
For instance, the norm in Lp(G) is defined by
||V||pLp(G) =
N∑
j=1
||vj ||pLp(R+), V = (vj)Nj=1.
By || · ||p we denote the norm in Lp(G), and (·, ·)2 denotes the scalar product in
L2(G).
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We also denote by E and L2k(G) the spaces
E = {V = (vj)Nj=1 ∈ H1(G) : v1(0) = ... = vN (0)},
L2k(G) =
{
V = (vj)
N
j=1 ∈ L2(G) : v1(x) = ... = vk(x),
vk+1(x) = ... = vN (x), x ∈ R+
}
,
and Ek = E ∩ L2k(G). Finally,
L2eq(G) = {V = (vj)Nj=1 ∈ L2(G) : v1(x) = ... = vN (x), x ∈ R+},
and Eeq = E ∩ L2eq(G).
2. Preliminaries
2.1. Well-posedness. The well posedness is the crucial assumption in the stability
theory. In [2] the problem of well-posedness of the NLS-δ equation has been studied
in the case µ = 1. Recently we have completed and extended mentioned result (see
[5]). Below we recall our results, as well as generalize them on the case µ = −1.
In [5] (see Lemmas 3.1 and 3.3, and the proof of Theorem 3.4) we prove the
following three technical lemmas.
Lemma 2.1. Let {e−itHαδ }t∈R be the family of unitary operators associated to NLS-
δ model (3). Then for every V = (vj)
N
i=1 ∈ E we have
∂x(e
−itHαδV) = −e−itHαδV′ + B(V′),
where B(V′) = (2eit∂2x v˜j)Nj=1, with v˜j(x) =
{
v′j(x), x ≥ 0,
0, x < 0
, and eit∂
2
x is the
unitary group associated with the free Schro¨dinger operator on R.
The proof is based on the following representation of the group e−itH
α
δ for α > 0
(for the case α < 0 see [5, Remark 3.2])
e−itH
α
δV(x) = iπ
∞∫
−∞
e−itτ
2
τRiτV(x)dτ, (6)
where RzV = (H
α
δ + z
2I)−1V has the components
(RzV)j(x) = c˜je
−zx +
1
2z
∞∫
0
vj(y)e
−|x−y|zdy. (7)
The coefficients c˜j are determined by the system
1 −1 0 ... 0
0 1 −1 ... 0
...
...
...
...
0 0 0 ... −1
α
N + z
α
N + z
α
N + z ...
α
N + z


c˜1
...
c˜N
 = −
1
z

t1(z)− t2(z)
...
tN−1(z)− tN (z)
( αN − z)
N∑
j=1
tj(z)

,
(8)
where tj(z) =
1
2
∞∫
0
vj(y)e
−zydy. Another two lemmas follow from formulas (6)-(8).
Lemma 2.2. The family of unitary operators {e−itHαδ }t∈R preserves the space E,
i.e. for U0 ∈ E we have e−itHαδU0 ∈ E.
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Lemma 2.3. The family of unitary operators {e−itHαδ }t∈R preserves the space Ek,
i.e. for U0 ∈ Ek we have e−itHαδU0 ∈ Ek.
Using essentially the above lemmas we prove the following extended well-posed-
ness result.
Theorem 2.4. Let p > 1, µ = ±1. For any U0 ∈ E, there exists T > 0 such that
equation (3) has a unique solution U(t) ∈ C([−T, T ], E)∩C1([−T, T ], E ′) satisfying
U(0) = U0. In particular, if U0 ∈ Ek, then U(t) ∈ Ek. For each T0 ∈ (0, T ) and
p > 2, the mapping U0 ∈ E → U ∈ C([−T0, T0], E) is of class C2.
Furthermore, the conservation of energy and mass holds, that is,
E(U(t)) = E(U0), M(U(t)) = ||U(t)||22 = ||U0||22,
where the energy E is defined by
E(U) = 12 ||U′||22 − µp+1 ||U||p+1p+1 + α2 |u1(0)|2, U = (uj)Nj=1 ∈ E . (9)
Proof. The proof of theorem repeats the one of [5, Theorem 3.4]. We present it
to give a self-contained exposition of the subject. The local well-posedness re-
sult in E follows from standard arguments of the Banach fixed point theorem ap-
plied to nonlinear Schro¨dinger equations (see [11]). Consider the mapping JU0 :
C([−T, T ], E) −→ C([−T, T ], E) given by
JU0 [U](t) = e
−itHαδU0 + µi
t∫
0
e−i(t−s)H
α
δ |U(s)|p−1U(s)ds, (10)
where e−itH
α
δ represents the unitary group associated to model (3). One needs to
show that the map JU0 is well-defined. We start by estimating the nonlinear term
|U(s)|p−1U(s). Using the one-dimensional Gagliardo-Nirenberg inequality one can
show (see formula (2.3) in [2])
||U||q ≤ C||U′||
1
2− 1q
2 ||U||
1
2+
1
q
2 , q > 2, C > 0. (11)
Using (11), the relation |(|f |p−1f)′| ≤ C0|f |p−1|f ′| and Ho¨lder’s inequality, we
obtain for U ∈ H1(G)
|||U|p−1U||H1(G) ≤ C1||U||pH1(G). (12)
Let U0,U ∈ E , then from (10), inequality (12), L2-unitarity of e−itHαδ and eit∂2x ,
and Lemma 2.1, we obtain the estimate
||JU0 [U](t)||H1(G) ≤ C2||U0||H1(G) + C3T sup
s∈[0,T ]
||U(s)||pH1(G),
where the positive constants C2, C3 do not depend on U0. Moreover, from Lemma
2.2 we get JU0 [U](t) ∈ E for all t.
The continuity and the contraction property of JU0 [U](t) are proved in a stan-
dard way. Therefore, we obtain the existence of a unique solution for the Cauchy
problem associated to (3) on E .
Next, we recall that the argument based on the contraction mapping principle
above has the advantage that if the nonlinearity F (U,U) = |U|p−1U has a specific
regularity, then it is inherited by the mapping data-solution. In particular, following
the ideas in the proof of [24, Corollary 5.6], we consider for (V0,V) ∈ B(U0; ǫ) ×
C([−T, T ], E) the mapping
Γ(V0,V)(t) = V(t)− JV0 [V](t), t ∈ [−T, T ].
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Then Γ(U0,U)(t) = 0 for all t ∈ [−T, T ]. For p−1 being an even integer, F (U,U) is
smooth, and therefore Γ is smooth. Hence, using the arguments applied for obtain-
ing the local well-posedness in E above, we can show that the operator ∂VΓ(U0,U)
is one-to-one and onto. Thus, by the Implicit Function Theorem there exists a
smooth mapping Λ : B(U0; δ)→ C([−T, T ], E) such that Γ(V0,Λ(V0)) = 0 for all
V0 ∈ B(U0; δ). This argument establishes the smoothness property of the mapping
data-solution associated to equation (3) when p− 1 is an even integer.
If p−1 is not an even integer and p > 2, then F (U,U) is C [p]-function, and conse-
quently the mapping data-solution is of class C [p] (see [24, Remark 5.7]). Therefore,
for p > 2 we conclude that the mapping data-solution is at least of class C2.
Finally, from the uniqueness of the solution to the Cauchy problem for (3) in E
and Lemma 2.3 we get that for U0 ∈ Ek the solution U(t) to the Cauchy problem
belongs to Ek for any t.
The proof of conservation laws repeats the one in [11] (see Theorem 3.3.1, 3.3.5
and 3.3.9). 
Lemma 2.5. The local solution of the Cauchy problem for equation (3) is extended
globally for p ∈ (1, 5) in the case µ = 1, and for p > 1 in the case µ = −1 (i.e.
T = +∞).
Proof. The case µ = 1 was considered in [2, Corollary 2.1]. For µ = −1 the trivial
inequality
1
2 ||U′||22 + α2 |u1(0)|2 = E(U) + µp+1 ||U||p+1p+1 < E(U)
induces the global existence for any p > 1. 
2.2. Existence of standing waves. Let us discuss briefly the existence of the
standing wave solutions U(t, x) = eiωtΦ(x) to (3). It is easily seen that the ampli-
tude Φ ∈ Dα satisfies the following stationary equation
HαδΦ+ ωΦ− µ|Φ|p−1Φ = 0. (13)
In [2] the authors obtained the following description of all solutions to equation
(13) in the case µ = 1.
Theorem 2.6. Let [s] denote the integer part of s ∈ R, α 6= 0 and µ = 1. Then
equation (13) has
[
N−1
2
]
+1 (up to permutations of the edges of G) vector solutions
Φαk = (ϕ
α
k,j)
N
j=1, k = 0, ...,
[
N−1
2
]
, which are given by
ϕαk,j(x) =

[
(p+1)ω
2 sech
2
(
(p−1)√ω
2 x− ak
)] 1
p−1
, j = 1, ..., k;[
(p+1)ω
2 sech
2
(
(p−1)√ω
2 x+ ak
)] 1
p−1
, j = k + 1, ..., N,
where ak = tanh
−1
(
α
(2k −N)√ω
)
, and ω > α
2
(N−2k)2 .
(14)
Remark 1. (i) Note that in the case α < 0 vectorΦαk = (ϕ
α
k,j)
N
j=1 has k bumps
and N − k tails. It is easily seen that Φα0 is the N-tails profile. Moreover,
the N -tails profile is the only symmetric (i.e. invariant under permutations
of the edges) solution of equation (13). In the case N = 5 we have three
types of profiles: 5-tails profile, 4-tails/1-bump profile and 3-tails/2-bumps
profile. They are demonstrated on Figure 1 (from the left to the right).
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(ii) In the case α > 0 vector Φαk = (ϕ
α
k,j)
N
j=1 has k tails and N − k bumps
respectively. For N = 5 we have: 5-bumps profile, 4-bumps/1-tail profile,
3-bumps/ 2-tails profile. They are demonstrated on Figure 2 (from the left
to the right).
Figure 1
Figure 2
In [2] it was shown that for any p > 1 there is α∗ < 0 such that for −N√ω <
α < α∗ the N -tails profile Φα0 minimizes the action functional
S(V) = 12 ||V′||22 + ω2 ||V||22 − 1p+1 ||V||p+1p+1 + α2 |v1(0)|2, V = (vj)Nj=1 ∈ E , (15)
on the Nehari manifold
N = {V ∈ E \ {0} : ||V′||22 + ω||V||22 − ||V||p+1p+1 + α|v1(0)|2 = 0}.
Namely, the N -tails profile Φα0 is the ground state for the action S on the manifold
N . In [1] the authors showed that Φα0 is a local minimizer of the energy functional
E defined by (9) among functions with equal mass.
Note that Φαk ∈ N for any k. In [2] it was proved that for k 6= 0 and α < 0 we
have S(Φα0 ) < S(Φ
α
k ) < S(Φ
α
k+1). This fact justifies the name excited states for
the stationary states Φαk , k 6= 0. It is worth noting that the profiles Φαk , k 6= 0, are
excited in the sense of minimization of the energy functional. In particular, in [1]
it was shown that E(Φαk (ωk)) < E(Φ
α
k+1(ωk+1)), where ωk and ωk+1 are such that
||Φαk (ωk)||2 = ||Φαk+1(ωk+1)||2 = m, i.e. for a fixed mass constraint. Here Φαk (ω)
stands for Φαk (formally Φ
α
k is a function of ω).
For α > 0 nothing is known about variational properties of the profiles Φαk . In
particular, one can easily verify that S(Φα0 ) > S(Φ
α
k ) > S(Φ
α
k+1), k 6= 0.
3. The orbital stability of standing waves of the NLS-δ equation
with attractive nonlinearity
Crucial role in the stability analysis is played by the symmetries of NLS equation
(3). The basic symmetry associated to the mentioned equation is phase-invariance
(in particular, translation invariance does not hold due to the defect at ν = 0).
Thus, it is reasonable to define orbital stability as follows.
Definition 3.1. The standing waveU(t, x) = eiωtΦ(x) is said to be orbitally stable
in a Hilbert space H if for any ε > 0 there exists η > 0 with the following property:
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if U0 ∈ H satisfies ||U0 −Φ||H < η, then the solution U(t) of (3) with U(0) = U0
exists for any t ∈ R, and
sup
t∈R
inf
θ∈R
||U(t) − eiθΦ||H < ε.
Otherwise, the standing wave U(t, x) = eiωtΦ(x) is said to be orbitally unstable in
H.
3.1. Stability framework. To formulate the stability theorem for NLS-δ equation
(3) we will establish some basic objects. Let Φαk be defined by (14). In what follows
we will use the notation Φk := Φ
α
k . We start verifying that the profile Φk is a
critical point of the action functional S defined by (15). Indeed, for U,V ∈ E ,
S′(U)V =
d
dt
S(U+ tV)|t=0
= Re
(
(U′,V′)2 + ω(U,V)2 − (|U|p−1U,V)2 + αu1(0)v1(0)
)
.
Since Φk satisfies (13), we get S
′(Φk) = 0.
In the approach by [14, 15, 28] crucial role is played by spectral properties of
the linear operator associated with the second derivative of S calculated at Φk
(linearization of (3)). Thus, splitting U,V ∈ E into real and imaginary parts
U = U1 + iU2 and V = V1 + iV2, with the vector functions Uj ,Vj , j ∈ {1, 2},
being real-valued, we get
S′′(Φk)(U,V)
=
[
((U1)′, (V1)′)2 + ω(U1,V1)2 − (p(Φk)p−1U1,V1)2 + αu11(0)v11(0)
]
+
[
((U2)′, (V2)′)2 + ω(U2,V2)2 − ((Φk)p−1U2,V2)2 + αu21(0)v21(0)
]
.
Then it is easily seen that S′′(Φk)(U,V) can be formally rewritten as
S′′(Φk)(U,V) = Bα1,k(U
1,V1) +Bα2,k(U
2,V2). (16)
Here bilinear forms Bα1,k and B
α
2,k are defined for F = (fj)
N
j=1,G = (gj)
N
j=1 ∈ E by
Bα1,k(F,G) =
N∑
j=1
∞∫
0
(f ′jg
′
j + ωfjgj − p(ϕk,j)p−1fjgj)dx + αf1(0)g1(0),
Bα2,k(F,G) =
N∑
j=1
∞∫
0
(f ′jg
′
j + ωfjgj − (ϕk,j)p−1fjgj)dx + αf1(0)g1(0),
(17)
where ϕk,j = ϕ
α
k,j . Next, we determine the self-adjoint operators associated with
the forms Bαj,k in order to establish a self-contained analysis.
First note that the forms Bαj,k, j ∈ {1, 2}, are bilinear bounded from below and
closed. Thus, there appear self-adjoint operators Lα1,k and L
α
2,k associated (uniquely)
with Bα1,k and B
α
2,k by the First Representation Theorem (see [21, Chapter VI,
Section 2.1]), namely,
Lαj,kV =W, j ∈ {1, 2},
dom(Lαj,k) = {V ∈ E : ∃W ∈ L2(G) s.t. ∀Z ∈ E , Bαj,k(V,Z) = (W,Z)2}.
(18)
In the following theorem we describe the operators Lα1,k and L
α
2,k in more explicit
form.
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Theorem 3.2. The operators Lα1,k and L
α
2,k defined by (18) are given on the domain
Dα by
Lα1,k =
((
− d
2
dx2
+ ω − p(ϕk,j)p−1
)
δi,j
)
,
Lα2,k =
((
− d
2
dx2
+ ω − (ϕk,j)p−1
)
δi,j
)
,
where δi,j is the Kronecker symbol.
Proof. Since the proof for Lα2,k is similar to the one for L
α
1,k, we deal with L
α
1,k. Let
Bα1,k = B
α+B1,k, where B
α : E ×E → R and B1,k : L2(G)×L2(G)→ R are defined
by
Bα(U,V) =
N∑
j=1
∞∫
0
u′jv
′
jdx + αu1(0)v1(0),
B1,k(U,V) =
N∑
j=1
∞∫
0
(ω − p(ϕk,j)p−1)ujvjdx.
We denote by Lα (resp. L1,k) the self-adjoint operator on L
2(G) associated (by the
First Representation Theorem) with Bα (resp. B1,k). Thus,
LαV =W,
dom(Lα) = {V ∈ E : ∃W ∈ L2(G) s.t. ∀Z ∈ E , Bα(V,Z) = (W,Z)2}.
The operator Lα is the self-adjoint extension of the following symmetric operator
L0V = (−v′′j (x))Nj=1,
dom(L0) =
V ∈ H2(G) : v1(0) = ... = vN (0) = 0,
N∑
j=1
v′j(0) = 0
 .
Indeed, initially we have L0 ⊂ Lα. Let V ∈ dom(L0) and W = (−v′′j (x))Nj=1 ∈
L2(G). Then for every Z ∈ E we get Bα(V,Z) = (W,Z)2. Thus, V ∈ dom(Lα)
and LαV =W = (−v′′j (x))Nj=1 , which yields the claim.
Arguing as in the proof of Theorem 3.5(iii), we can show that the deficiency
indices of L0 are given by n±(L0) = 1. Therefore, there exists one-parametric
family of self-adjoint extensions of L0. Similarly to [4, Theorem 3.1.1], we can
prove that all self-adjoint extensions of L0 are given by
LβV = (−v′′j (x))Nj=1,
dom(Lβ) =
V ∈ H2(G) : v1(0) = ... = vN (0),
N∑
j=1
v′j(0) = βv1(0), β ∈ R
 .
To show this we assume that L0 acts on complex-valued functions. Then due to [4,
Theorem A.1], any self-adjoint extension L̂ of L0 is defined by
dom(L̂) =
{
F = F0 + cFi + ce
iθF−i : F0 ∈ dom(L0), c ∈ C, θ ∈ [0, 2π)
}
,
INSTABILITY OF EXCITED STATES FOR THE NLS-δ EQUATION ON A STAR GRAPH 11
where F±i =
(
i√±ie
i
√±ix
)N
j=1
, ℑ(√±i) > 0. It is easily seen that for F ∈ dom(L̂)
we have
N∑
j=1
(F)′j(0) = −Nc(1 + eiθ), (F)j(0) = c
(
eiπ/4 + ei(θ−π/4)
)
.
From the last equalities it follows that
N∑
j=1
(F)′j(0) = β(F)1(0), where β =
−N(1 + eiθ)(
eiπ/4 + ei(θ−π/4)
) ∈ R,
which induces that dom(L̂) ⊆ dom(Lβ). Using the fact that Lβ defined on dom(Lβ)
is self-adjoint, we arrive at dom(L̂) = dom(Lβ) for some β ∈ R.
Finally, we need to prove that β = α. Take V ∈ dom(Lα) with V(0) 6= 0,
then we obtain (LαV,V)2 =
N∑
j=1
∞∫
0
(v′j)
2dx + β(v1(0))
2, which should be equal to
Bα(V,V) =
N∑
j=1
∞∫
0
(v′j)
2dx+ α(v1(0))
2 for all V ∈ E . Therefore, β = α.
Note that L1,k is the self-adjoint extension of the following multiplication oper-
ator
L0,kV =
(
(ω − p(ϕk,j)p−1)vj(x)
)N
j=1
, dom(L0,k) = L
2(G).
Indeed, for V ∈ dom(L0,k) we define W =
(
(ω − p(ϕk,j)p−1)vj(x)
)N
j=1
∈ L2(G).
Then for every Z ∈ L2(G) we get B1,k(V,Z) = (W,Z)2. Thus, V ∈ dom(L1,k)
and L1,kV = W =
(
(ω − p(ϕk,j)p−1)vj(x)
)N
j=1
. Hence, L0,k ⊆ L1,k. Since L0,k is
self-adjoint, L1,k = L0,k. The Theorem is proved. 
Remark 2. The above theorem is the generalization of [23, Lemma 10] (for G = R).
It is easily seen from (16) that formally S′′(Φαk ) can be considered as a self-adjoint
2N × 2N matrix operator (see [14, 15] for the details)
Hαk :=
(
Lα1,k 0
0 Lα2,k
)
.
Define
p(ω0) =
{
1 if ∂ω||Φk||22 > 0 at ω = ω0,
0 if ∂ω||Φk||22 < 0 at ω = ω0. (19)
Having established Assumptions 1, 2 in [14], i.e. well-posedness of the associated
Cauchy problem (see Theorem 2.4) and the existence of C1 in ω standing wave, the
next stability/instability result follows from [14, Theorem 3] and [28, Corollary 3
and 4].
Theorem 3.3. Let α 6= 0, k ∈ {1, ..., [N−12 ]}, ω > α2(N−2k)2 , and n(Hαk ) be the
number of negative eigenvalues of Hαk . Suppose also that
1) ker(Lα2,k) = span{Φk};
2) ker(Lα1,k) = {0};
3) the negative spectrum of Lα1,k and L
α
2,k consists of a finite number of negative
eigenvalues (counting multiplicities);
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4) the rest of the spectrum of Lα1,k and L
α
2,k is positive and bounded away from
zero. Then the following assertions hold.
(i) If n(Hαk ) = p(ω) = 1 in L
2
k(G), then the standing wave eiωtΦk is orbitally
stable in Ek.
(ii) If n(Hαk ) − p(ω) = 1 in L2k(G), then the standing wave eiωtΦk is orbitally
unstable in Ek, and therefore in E.
Remark 3. The instability part of the above Theorem is a very delicate point
worth to be commented.
(i) It is known from [15] that when n(Hαk )−p(ω) is odd, we obtain only spectral
instability of eiωtΦk. To obtain orbital instability due to [15, Theorem
6.1], it is sufficient to show estimate (6.2) in [15] for the semigroup etAα,k
generated by
Aα,k =
(
0 Lα2,k
−Lα1,k 0
)
.
In our particular case it is not clear how to prove estimate (6.2).
(ii) In the case n(Hαk ) = 2 (which happens in L
2
k(G) for α < 0) we can apply
the results by Ohta [28, Corollary 3 and 4] to get the instability part of the
above Theorem. We note that in this case the orbital instability follows
without using spectral instability.
(iii) Generally, to imply the orbital instability from the spectral one, the ap-
proach by [16] can be used (see Theorem 2). The key point of this method
is the use of the fact that the mapping data-solution associated to the NLS-
δ model is of class C2 as p > 2 (see Theorem 2.4). For applications of the
approach by [16] to the models of KdV-type see [6] and [7].
3.2. Spectral properties of Lα1,k and L
α
2,k. Below we describe the spectra of
the operators Lα1,k and L
α
2,k which will help us to verify the conditions of Theorem
3.3. Our ideas are based on the extension theory of symmetric operators and the
perturbation theory.
The main result of this subsection is the following.
Theorem 3.4. Let α 6= 0, k ∈ {1, ..., [N−12 ]} and ω > α2(N−2k)2 . Then the following
assertions hold.
(i) If α < 0, then n(Hαk ) = 2 in L
2
k(G), i.e. n(Hαk |L2k(G)) = 2.
(ii) If α > 0, then n(Hαk ) = 1 in L
2
k(G), i.e. n(Hαk |L2k(G)) = 1.
Theorem 3.4 is an immediate consequence of Propositions 1 and 4 below.
Proposition 1. Let α 6= 0, k ∈ {1, ..., [N−12 ]} and ω > α2(N−2k)2 . Then the follow-
ing assertions hold.
(i) ker(Lα2,k) = span{Φk} and Lα2,k ≥ 0.
(ii) ker(Lα1,k) = {0}.
(iii) The positive part of the spectrum of the operators Lα1,k and L
α
2,k is bounded
away from zero, and σess(L
α
1,k) = σess(L
α
2,k) = [ω,∞).
Proof. (i) It is obvious that Φk ∈ ker(Lα2,k). To show the equality ker(Lα2,k) =
span{Φk} let us note that any V = (vj)Nj=1 ∈ H2(G) satisfies the following identity
−v′′j + ωvj − ϕp−1k,j vj =
−1
ϕk,j
d
dx
[
ϕ2k,j
d
dx
(
vj
ϕk,j
)]
, x > 0.
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Thus, for V ∈ Dα we obtain
(Lα2,kV,V)2 =
N∑
j=1
∞∫
0
(ϕk,j)
2
[
d
dx
(
vj
ϕk,j
)]2
dx+
N∑
j=1
[
−v′jvj + v2j
(ϕk,j)
′
ϕk,j
]∞
0
=
N∑
j=1
∞∫
0
(ϕk,j)
2
[
d
dx
(
vj
ϕk,j
)]2
dx+
N∑
j=1
[
v′j(0)vj(0)− v2j (0)
ϕ′k,j(0)
ϕk,j(0)
]
.
Using boundary conditions (4), we get
N∑
j=1
[
v′j(0)vj(0)− v2j (0)
ϕ′k,j(0)
ϕk,j(0)
]
= αv21(0) +
√
ωv21(0)
 k∑
j=1
tanh(−ak) +
N∑
j=k+1
tanh(ak)

= αv21(0) +
√
ωv21(0)(N − 2k)
α
(2k −N)√ω = 0,
which induces (Lα2,kV,V)2 > 0 for V ∈ Dα \ span{Φk}. Therefore, ker(Lα2,k) =
span{Φk}.
(ii) Concerning the kernel of Lα1,k, the only L
2(R+)-solution of the equation
−v′′j + ωvj − pϕp−1k,j vj = 0
is vj = ϕ
′
k,j up to a factor. Thus, any element of ker(L
α
1,k) has the form V =
(vj)
N
j=1 = (cjϕ
′
k,j)
N
j=1, cj ∈ R. Continuity condition v1(0) = ... = vN (0) induces
that c1 = ... = cN , i.e.
vj(x) = c
{ −ϕ′k,j , j = 1, ..., k;
ϕ′k,j , j = k + 1, ..., N
, c ∈ R.
Condition
N∑
j=1
v′j(0) = αvj(0) is equivalent to the equality
c
(
ω(1−p)
2 +
p−1
2
α2
(N−2k)2
)
= 0.
The last one induces that either ω = α
2
(N−2k)2 (which is impossible) or c = 0, and
therefore V ≡ 0.
(iii) ByWeyl’s theorem (see [30, Theorem XIII.14]) the essential spectrum of Lα1,k
and Lα2,k coincides with [ω,∞). Since Φk ∈ L∞(G) and Φk(x) → 0 as x → +∞,
there can be only finitely many isolated eigenvalues in (−∞, ω′) for any ω′ < ω.
Then (iii) follows easily. 
Below using the perturbation theory we will study n(Lα1,k) in the space L
2
k(G)
for any k ∈ {1, ..., [N−12 ]}. For this purpose let us define the following self-adjoint
matrix Schro¨dinger operator on L2(G) with the Kirchhoff condition at ν = 0
L01 =
((
− d
2
dx2
+ ω − pϕp−10
)
δi,j
)
,
dom(L01) =
V ∈ H2(G) : v1(0) = ... = vN (0),
N∑
j=1
v′j(0) = 0
 ,
(20)
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where ϕ0 represents the half-soliton solution for the classical NLS model,
ϕ0(x) =
[
(p+ 1)ω
2
sech2
(
(p− 1)√ω
2
x
)] 1
p−1
. (21)
From definition of the profiles Φαk in (14) it follows
Φαk → Φ0, as α→ 0, in H1(G),
where Φ0 = (ϕ0)
N
j=1. As we intend to study negative spectrum of L
α
1,k, we first
need to describe spectral properties of L01 (which is “limit value” of L
α
1,k as α→ 0).
Theorem 3.5. Let L01 be defined by (20) and k ∈
{
1, ...,
[
N−1
2
]}
. Then the asser-
tions below hold.
(i) ker(L01) = span{Φˆ0,1, ..., Φˆ0,N−1}, where
Φˆ0,j = (0, ..., 0, ϕ
′
0
j
,−ϕ′0
j+1
, 0, ..., 0).
(ii) In the space L2k(G) we have ker(L01) = span{Φ˜0,k}, i.e. ker(L01|L2k(G)) =
span{Φ˜0,k}, where
Φ˜0,k =
(
N−k
k ϕ
′
0
1
, ..., N−kk ϕ
′
0
k
,−ϕ′0
k+1
, ...,−ϕ′0
N
)
. (22)
(iii) The operator L01 has one simple negative eigenvalue in L
2(G), i.e. n(L01) =
1. Moreover, L01 has one simple negative eigenvalue in L
2
k(G) for any k, i.e.
n(L01|L2k(G)) = 1.
(iv) The positive part of the spectrum of L01 is bounded away from zero, and
σess(L
0
1) = [ω,∞).
Proof. The proof repeats the one of Theorem 3.12 in [5].
(i) The only L2(R+)-solution to the equation
−v′′j + ωvj − pϕp−10 vj = 0
is vj = ϕ
′
0 (up to a factor). Thus, any element of ker(L
0
1) has the form V =
(vj)
N
j=1 = (cjϕ
′
0)
N
j=1, cj ∈ R. It is easily seen that continuity condition is satisfied
since ϕ′0(0) = 0. Condition
N∑
j=1
v′j(0) = 0 gives rise to (N − 1)-dimensional kernel of
L01. It is obvious that functions Φˆ0,j, j = 1, ..., N − 1 form basis there.
(ii) Arguing as in the previous item, we can see that ker(L01) is one-dimensional
in L2k(G), and it is spanned by Φ˜0,k.
(iii) In what follows we will use the notation l0 =
((
− d2dx2 + ω − pϕp−10
)
δi,j
)
.
First, note that L01 is the self-adjoint extension of the following symmetric operator
L00 = l0, dom(L
0
0) =
V ∈ H2(G) : v1(0) = ... = vN (0) = 0,
N∑
j=1
v′j(0) = 0
 .
Below we show that the operator L00 is non-negative and has deficiency indices
n±(L00) = 1. First, let us show that the adjoint operator of L
0
0 is given by
(L00)
∗ = l0, dom((L00)
∗) =
{
V ∈ H2(G) : v1(0) = ... = vN (0)
}
. (23)
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Using standard arguments one can prove that dom((L00)
∗) ⊂ H2(G) and (L00)∗ = l0
(see [26, Chapter V,§17]). Denoting
D∗0 :=
{
V ∈ H2(G) : v1(0) = ... = vN (0)
}
,
we easily get the inclusion D∗0 ⊆ dom((L00)∗). Indeed, let U = (uj)Nj=1 ∈ D∗0 and
V = (vj)
N
j=1 ∈ dom(L00), then we get for U∗ = l0(U) ∈ L2(G)
(L00V,U)2 = (l0(V),U)2 = (V, l0(U))2 +
N∑
j=1
[−v′juj + vju′j]∞0
= (V, l0(U))2 = (V,U
∗)2,
which, by definition of the adjoint operator, means that U ∈ dom((L00)∗) or D∗0 ⊆
dom((L00)
∗).
Let us show the inverse inclusion D∗0 ⊇ dom((L00)∗). Take U ∈ dom((L00)∗), then
for any V ∈ dom(L00) we have
(L00V,U)2 = (l0(V),U)2 = (V, l0(U))2 +
N∑
j=1
[−v′juj + vju′j]∞0
= (V, (L00)
∗U)2 = (V, l0(U))2.
Thus, we arrive at the equality
N∑
j=1
[−v′juj + vju′j]∞0 = N∑
j=1
v′j(0)uj(0) = 0 (24)
for any V ∈ dom(L00). Let W = (wj)Nj=1 ∈ dom(L00) be such that w′3(0) = w′4(0) =
... = w′N (0) = 0. Then for U ∈ dom((L00)∗) from (24) it follows that
N∑
j=1
w′j(0)uj(0) = w
′
1(0)u1(0) + w
′
2(0)u2(0) = 0. (25)
Recalling that
N∑
j=1
w′j(0) = w
′
1(0) + w
′
2(0) = 0 and assuming w
′
2(0) 6= 0, we obtain
from (25) the equality u1(0) = u2(0). Repeating the similar arguments for W =
(wj)
N
j=1 ∈ dom(L00) such that w′4(0) = w′5(0) = ... = w′N (0) = 0, we get u1(0) =
u2(0) = u3(0) and so on. Finally taking W = (wj)
N
j=1 ∈ dom(L00) such that
w′N (0) = 0 we will arrive at u1(0) = u2(0) = ... = uN−1(0) and consequently
u1(0) = u2(0) = ... = uN(0). Thus, U ∈ D∗0 or D∗0 ⊇ dom((L00)∗), and (23) holds.
Let us show that the operator L00 is non-negative. First, note that every compo-
nent of the vector V = (vj)
N
j=1 ∈ H2(G) satisfies the following identity
−v′′j + ωvj − pϕp−10 vj =
−1
ϕ′0
d
dx
[
(ϕ′0)
2 d
dx
(
vj
ϕ′0
)]
, x > 0.
Using the above equality and integrating by parts, we get for V ∈ dom(L00)
(L00V,V)2 =
N∑
j=1
∞∫
0
(ϕ′0)
2
[
d
dx
(
vj
ϕ′0
)]2
dx+
N∑
j=1
[
−v′jvj + v2j
ϕ′′0
ϕ′0
]∞
0
=
N∑
j=1
∞∫
0
(ϕ′0)
2
[
d
dx
(
vj
ϕ′0
)]2
dx ≥ 0,
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where the non-integral term becomes zero by the boundary conditions for V and
the fact that x = 0 is the first-order zero for ϕ′0 (i.e. ϕ
′′
0(0) 6= 0). Indeed,
N∑
j=1
[
−v′jvj + v2j
ϕ′′0
ϕ′0
]∞
0
= −
N∑
j=1
lim
x→0+
2vj(x)v
′
j(x)ϕ
′′
0 (x) + v
2
j (x)ϕ
′′′
0 (x)
ϕ′′0(x)
= 0.
Due to the von Neumann decomposition given in Proposition 6, we obtain
dom((L00)
∗) = dom(L00)⊕ span{Vi} ⊕ span{V−i},
where V±i =
(
ei
√±ix
)N
j=1
, ℑ(√±i) > 0. Indeed, since ϕ0 ∈ L∞(R+), we get
dom((L00)
∗) = dom(L∗) = dom(L) ⊕ span{Vi} ⊕ span{V−i},
where
L =
((
− d
2
dx2
)
δi,j
)
, dom(L) = dom(L00), N±(L) = span{V±i}.
Since n±(L) = 1, by [26, Chapter IV, Theorem 6], it follows that n±(L00) = 1.
Next, due to Proposition 7, n(L01) ≤ 1. Taking into account that (L01Φ0,Φ0)2 =
−(p− 1)||Φ0||p+1p+1 < 0, where Φ0 = (ϕ0)Nj=1, we arrive at n(L01) = 1. Finally, since
Φ0 ∈ L2k(G) for any k, we have n(L01|L2k(G)) = 1.
(iv) follows from Weyl’s theorem. 
Remark 4. Observe that, when we deal with the deficiency indices, the operator
L00 is assumed to act on complex-valued functions which however does not affect
the analysis of the negative spectrum of L01 acting on real-valued functions.
The following lemma states the analyticity of the family of operators Lα1,k.
Lemma 3.6. As a function of α, (Lα1,k) is real-analytic family of self-adjoint op-
erators of type (B) in the sense of Kato.
Proof. By Theorem 3.2 and [21, Theorem VII-4.2], it suffices to prove that the fam-
ily of bilinear forms (Bα1,k) defined in (17) is real-analytic of type (B). Indeed, it is
immediate that Bα1,k is bounded from below and closed. Moreover, the decomposi-
tion of Bα1,k into B
α and B1,k, implies that α→ (Bα1,kV,V) is analytic. 
Combining Lemma 3.6 and Theorem 3.5, in the framework of the perturbation
theory we obtain the following proposition.
Proposition 2. Let k ∈ {1, ..., [N−12 ]}. Then there exist α0 > 0 and two analytic
functions λk : (−α0, α0)→ R and Fk : (−α0, α0)→ L2k(G) such that
(i) λk(0) = 0 and Fk(0) = Φ˜0,k, where Φ˜0,k is defined by (22);
(ii) for all α ∈ (−α0, α0), λk(α) is the simple isolated second eigenvalue of Lα1,k
in L2k(G), and Fk(α) is the associated eigenvector for λk(α);
(iii) α0 can be chosen small enough to ensure that for α ∈ (−α0, α0) the spectrum
of Lα1,k in L
2
k(G) is positive, except at most the first two eigenvalues.
Proof. Using the structure of the spectrum of the operator L01 given in Theorem
3.5(ii) − (iv), we can separate the spectrum σ(L01) in L2k(G) into two parts σ0 =
{λ01, 0}, λ01 < 0, and σ1 by a closed curve Γ (for example, a circle), such that
σ0 belongs to the inner domain of Γ and σ1 to the outer domain of Γ (note that
σ1 ⊂ (ǫ,+∞) for ǫ > 0). Next, Lemma 3.6 and the analytic perturbations theory
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imply that Γ ⊂ ρ(Lα1,k) for sufficiently small |α|, and σ(Lα1,k) is likewise separated by
Γ into two parts, such that the part of σ(Lα1,k) inside Γ consists of a finite number
of eigenvalues with total multiplicity (algebraic) two. Therefore, we obtain from
the Kato-Rellich Theorem (see [30, Theorem XII.8]) the existence of two analytic
functions λk,Fk defined in a neighborhood of zero such that items (i), (ii) and (iii)
hold. 
Below we investigate how the perturbed second eigenvalue moves depending on
the sign of α.
Proposition 3. There exists 0 < α1 < α0 such that λk(α) < 0 for any α ∈
(−α1, 0), and λk(α) > 0 for any α ∈ (0, α1). Thus, in L2k(G) for α small enough,
we have n(Lα1,k) = 2 as α < 0, and n(L
α
1,k) = 1 as α > 0.
Proof. From Taylor’s theorem we have the following expansions
λk(α) = λ0,kα+O(α
2) and Fk(α) = Φ˜0,k + αF0,k +O(α
2), (26)
where λ0,k = λ
′
k(0) ∈ R and F0,k = ∂αFk(α)|α=0 ∈ L2k(G). The desired result will
follow if we show that λ0,k > 0. We compute (L
α
1,kFk(α), Φ˜0,k)2 in two different
ways.
Note that for Φk = Φ
α
k defined by (14) we have
Φk(α) = Φ0 + αG0,k +O(α
2),
G0,k = ∂αΦk(α)|α=0 = 2(p−1)(N−2k)ω
(
ϕ′0
1
, ..., ϕ′0
k
,−ϕ′0
k+1
, ...,−ϕ′0
N
)
.
(27)
From (26) we obtain
(Lα1,kFk(α), Φ˜0,k)2 = λ0,kα||Φ˜0,k||22 +O(α2). (28)
By L01Φ˜0,k = 0 and (26) we get
Lα1,kΦ˜0,k = p
(
(Φ0)
p−1 − (Φk)p−1
)
Φ˜0,k = −αp(p− 1)(Φ0)p−2G0,kΦ˜0,k +O(α2).
(29)
The operations in the last equality are componentwise. Equations (29), (27), and
Φ˜0,k ∈ Dα induce
(Lα1,kFk(α), Φ˜0,k)2 = (Fk(α),L
α
1,kΦ˜0,k)2
= −
(
Φ˜0,k, αp(p− 1)(Φ0)p−2G0,kΦ˜0,k
)
2
+ O(α2)
= −αp(p− 1)
(
(N−k)2
k − (N − k)
)
2
(p−1)(N−2k)ω
∞∫
0
(ϕ′0)
3ϕp−20 dx+O(α
2)
= −2αpN−kkω
∞∫
0
(ϕ′0)
3ϕp−20 dx+O(α
2).
(30)
Finally, combining (30) and (28), we obtain
λ0,k =
−2pN−kkω
∞∫
0
(ϕ′0)
3ϕp−20 dx
||Φ˜0,k||22
+O(α).
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It follows that λ0,k is positive for sufficiently small |α| (due to the negativity of ϕ′0
on R+), which in view of (26) ends the proof. 
Now we can count the number of negative eigenvalues of Lα1,k in L
2
k(G) for any
α, using a classical continuation argument based on the Riesz projection.
Proposition 4. Let k ∈ {1, ..., [N−12 ]} and ω > α2(N−2k)2 . Then the following
assertions hold.
(i) If α > 0, then n(Lα1,k|L2k(G)) = 1.
(ii) If α < 0, then n(Lα1,k|L2k(G)) = 2.
Proof. We consider the case α < 0. Recall that ker(Lα1,k) = {0} by Proposition 1.
Define α∞ by
α∞ = inf{α˜ < 0 : Lα1,k has exactly two negative eigenvalues for all α ∈ (α˜, 0)}.
Proposition 3 implies that α∞ is well defined and α∞ ∈ [−∞, 0). We claim that
α∞ = −∞. Suppose that α∞ > −∞. Let M = n(Lα∞1,k ) and Γ be a closed curve
(for example, a circle or a rectangle) such that 0 ∈ Γ ⊂ ρ(Lα∞1,k ), and all the negative
eigenvalues of Lα∞1,k belong to the inner domain of Γ. The existence of such Γ can
be deduced from the lower semi-boundedness of the quadratic form associated to
Lα∞1,k .
Next, from Lemma 3.6 it follows that there is ǫ > 0 such that for α ∈ [α∞ −
ǫ, α∞+ǫ] we have Γ ⊂ ρ(Lα1,k) and for ξ ∈ Γ, α→ (Lα1,k−ξ)−1 is analytic. Therefore,
the existence of an analytic family of Riesz projections α→ P (α) given by
P (α) = − 1
2πi
∫
Γ
(Lα1,k − ξ)−1dξ
implies that dim(ranP (α)) = dim(ranP (α∞)) = M for all α ∈ [α∞ − ǫ, α∞ + ǫ].
Next, by definition of α∞, Lα∞+ǫ1,k has two negative eigenvalues and M = 2, hence
Lα1,k has two negative eigenvalues for α ∈ (α∞ − ǫ, 0), which contradicts with the
definition of α∞. Therefore, α∞ = −∞. 
Remark 5. (i) The idea of using the continuation argument above was bor-
rowed from [23, Lemma 12].
(ii) We note that by Proposition 8 in Appendix, the Morse index n(Lα1,k) in the
whole space L2(G) satisfies the estimate n(Lα1,k) ≤ k + 1 for α < 0, and
n(Lα1,k) ≤ N − k for α > 0.
3.3. Slope analysis. In this subsection we evaluate p(ω) defined in (19).
Proposition 5. Let α 6= 0, k ∈ {1, ..., [N−12 ]}, and ω > α2(N−2k)2 . Let also Jk(ω) =
∂ω||Φαk ||22. Then the following assertions hold.
(i) Let α < 0, then
1) for 1 < p ≤ 5, we have Jk(ω) > 0;
2) for p > 5, there exists ω∗k such that Jk(ω
∗
k) = 0, and Jk(ω) > 0 for
ω ∈
(
α2
(N−2k)2 , ω
∗
k
)
, while Jk(ω) < 0 for ω ∈ (ω∗k,∞).
(ii) Let α > 0, then
1) for 1 < p ≤ 3, we have Jk(ω) > 0;
2) for 3 < p < 5, there exists ωˆk such that Jk(ωˆk) = 0, and Jk(ω) < 0 for
ω ∈
(
α2
(N−2k)2 , ωˆk
)
, while Jk(ω) > 0 for ω ∈ (ωˆk,∞);
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3) for p ≥ 5, we have Jk(ω) < 0.
Proof. Recall that Φαk = (ϕ
α
k,j)
N
j=1, where ϕ
α
k,j is defined by (14). Changing vari-
ables, we get
∞∫
0
(ϕαk,j(x))
2dx
=
(
p+ 1
2
) 2
p−1 2ω
2
p−1−
1
2
p− 1

∞∫
tanh−1
( −α
(2k−N)√ω
) sech
4
p−1 ydy, j = 1, ..., k;
∞∫
tanh−1
(
α
(2k−N)√ω
) sech
4
p−1 ydy, j = k + 1, ..., N
=
(
p+ 1
2
) 2
p−1 2ω
2
p−1−
1
2
p− 1

1∫
−α
(2k−N)√ω
(1− t2)
2
p−1−1dt, j = 1, ..., k;
1∫
α
(2k−N)√ω
(1− t2)
2
p−1−1dt, j = k + 1, ..., N.
Therefore, we obtain
||Φαk ||22 =
(
p+ 1
2
) 2
p−1 2ω
2
p−1−
1
2
p− 1 [
1∫
−α
(2k−N)√ω
k(1− t2)
2
p−1−1dt
+
1∫
α
(2k−N)√ω
(N − k)(1− t2)
2
p−1−1dt].
From the last equality we get
Jk(ω) = Cω
7−3p
2(p−1) 5−p
p−1 [
1∫
−α
(2k−N)√ω
k(1− t2)
3−p
p−1 dt+
1∫
α
(2k−N)√ω
(N − k)(1− t2)
3−p
p−1 dt]
− Cω
7−3p
2(p−1) α√
ω
(
1− α2(N−2k)2ω
) 3−p
p−1
= Cω
7−3p
2(p−1) J˜k(ω),
(31)
where C = 1p−1
(
p+1
2
) 2
p−1 > 0 and
J˜k(ω) =
5−p
p−1

1∫
−α
(2k−N)√ω
k(1− t2)
3−p
p−1 dt+
1∫
α
(2k−N)√ω
(N − k)(1− t2)
3−p
p−1 dt

− α√
ω
(
1− α2(N−2k)2ω
)3−p
p−1
.
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Thus,
J˜ ′k(ω) =
−α
ω3/2
3−p
p−1
[(
1− α2(N−2k)2ω
)3−p
p−1
+ α
2
(N−2k)2ω
(
1− α2(N−2k)2ω
)− 2(p−2)p−1 ]
. (32)
(i) Let α < 0. It is immediate that Jk(ω) > 0 for 1 < p ≤ 5 which yields 1).
Consider the case p > 5. It is easily seen that
lim
ω→ α
2
(N−2k)2
J˜k(ω) =∞, lim
ω→∞
J˜k(ω) =
5−p
p−1N
1∫
0
(1− t2)
3−p
p−1 dt < 0.
Moreover, from (32) it follows that J˜ ′k(ω) < 0 for ω >
α2
(N−2k)2 and consequently
Jk(ω) is strictly decreasing. Therefore, there exists a unique ω
∗
k >
α2
(N−2k)2 such
that J˜k(ω
∗
k) = Jk(ω
∗
k) = 0, consequently Jk(ω) > 0 for ω ∈
(
α2
(N−2k)2 , ω
∗
k
)
and
Jk(ω) < 0 for ω ∈ (ω∗k,∞), and the proof of (i)− 2) is completed.
(ii) Let α > 0. It is easily seen that J˜k(ω) < 0 for p ≥ 5, thus, 3) holds. Let
1 < p < 5. It can be easily verified that
lim
ω→∞ J˜k(ω) =
5− p
p− 1N
∫ 1
0
(1− t2)
3−p
p−1 dt > 0, (33)
and
lim
ω→ α2
(N−2k)2
J˜k(ω) =
{
5−p
p−1 (N − k)
∫ 1
−1(1− t2)
3−p
p−1 dt > 0, p ∈ (1, 3],
−∞, p ∈ (3, 5).
(34)
Let 1 < p ≤ 3, using the fact that J˜ ′k(ω) < 0 we get from (33)-(34) the inequality
Jk(ω) > 0, and (ii) − 1) holds. Let 3 < p < 5, then J˜ ′k(ω) > 0, therefore, from
(33)-(34) it follows that there exists ωˆk >
α2
(N−2k)2 such that J˜k(ωˆk) = Jk(ωˆk) = 0,
moreover, Jk(ω) < 0 for (
α2
(N−2k)2 , ωˆk), and Jk(ω) > 0 for (ωˆk,∞), i.e. (ii) − 2) is
proved. 
Proof of Theorem 1.1. (i) Let α < 0. Due to Theorem 3.4, we have n(Hαk ) = 2 in
L2k(G). Therefore, by Proposition 5(i) we obtain
n(Hαk )− p(ω) = 1
for 1 < p ≤ 5, ω > α2(N−2k)2 , and for p > 5, ω ∈ ( α
2
(N−2k)2 , ω
∗
k). Thus, from Theorem
3.3 (see also Remark 3(ii)− (iii)) we get the assertions (i)− 1) and (i)− 2) in Ek.
Since Ek ⊂ E , we get the results in E .
(ii) Let α > 0. Due to Theorem 3.4, we have n(Hαk ) = 1 in L
2
k(G). Therefore,
by Proposition 5(ii) we obtain
n(Hαk )− p(ω) = 1
for p ≥ 5, ω > α2(N−2k)2 and 3 < p < 5, ω ∈ ( α
2
(N−2k)2 , ωˆk). Hence we get instability
of eiωtΦαk in Ek and consequently in E . From the other hand, for 1 < p ≤ 3, ω >
α2
(N−2k)2 and 3 < p < 5, ω ∈ (ωˆk,∞), we have
n(Hαk ) = p(ω) = 1,
which yields stability of eiωtΦαk in Ek. Thus, (ii) is proved. 
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Remark 6. (i) Let p > 5, α < 0 and ω > ω∗k, then n(H
α
k ) − p(ω) = 2 in
L2k(G), and therefore Theorem 3.3 does not provide any information about
stability of Φk.
(ii) Let p > 3, then the orbital instability results follow from the spectral insta-
bility of Φk applying the approach by [16] (see Remark 3(iii)).
3.4. The Kirchhoff condition.
Proof of Theorem 1.2. The action functional for α = 0 has the form
S0(V) =
1
2 ||V′||22 + ω2 ||V||22 − 1p+1 ||V||p+1p+1, V = (vj)Nj=1 ∈ E .
Then S′′0 (Φ0) =: H0 =
(
L01 0
0 L02
)
, where
L01 =
((
− d
2
dx2
+ ω − pϕp−10
)
δi,j
)
, L02 =
((
− d
2
dx2
+ ω − ϕp−10
)
δi,j
)
,
dom(L01) = dom(L
0
2) =
V ∈ H2(G) : v1(0) = ... = vN (0),
N∑
j=1
v′j(0) = 0
 .
Our idea is to apply the stability Theorem 3.3 (substituting Lα1,k and L
α
2,k by L
0
1
and L02 respectively, and Φk by Φ0).
The spectrum of L01 has been studied in Theorem 3.5. Note that in L
2
eq(G)
the kernel of L01 is empty, moreover, n(L
0
1|L2eq(G)) = 1 since Φ0 ∈ L2eq(G) and
(L01Φ0,Φ0)2 < 0. It is easy to show that L
0
2 ≥ 0 and ker(L02) = span{Φ0} (see the
proof of Proposition 1(i)).
To complete the proof we need to study the sign of ∂ω||Φ0||22. From (31) for
k = 0 and α = 0 it follows that
∂ω||Φ0||22 = Np−1
(
p+1
2
) 2
p−1 ω
7−3p
2(p−1) 5−p
p−1
1∫
0
(1 − t2)
3−p
p−1 dt,
which is obviously positive for 1 < p < 5, and is negative for p > 5. Finally, using
n(H0|L2eq(G)) = 1, by Theorem 3.3, for 1 < p < 5 we get stability of eiωtΦ0(x) in
Eeq, and for p > 5 instability of eiωtΦ0(x) in Eeq and consequently in E . 
Remark 7. (i) An interesting connection with a problem on the line is due to
the fact that the space L2eq(G) is similar to the one studied in [12].
(ii) Note that the orbital instability part of the above theorem follows from the
spectral instability since p > 5 (see Remark 3(iii)).
4. The orbital stability of standing waves of the NLS-δ equation
with repulsive nonlinearity
In this section we study the orbital stability of the standing waves of the NLS-
δ equation with repulsive nonlinearity (µ = −1 in (3)). The case G = R was
considered in [20]. The profile Φ(x) of the standing wave eiωtΦ(x) satisfies the
equation
HαδΦ+ ωΦ+ |Φ|p−1Φ = 0, Φ ∈ Dα. (35)
Equivalently Φ is a critical point of the action functional defined as
Srep(V) =
1
2 ||V′||22 + ω2 ||V||22 + 1p+1 ||V||p+1p+1 + α2 |v1(0)|2, V = (vj)Nj=1 ∈ E .
In the following theorem we describe the solutions to equation (35).
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Theorem 4.1. Let α < 0 and 0 < ω < α
2
N2 . Then equation (35) has the unique
solution (up to permutations of the edges of G) Φα = (ϕα)Nj=1, where
ϕα(x) =
[
(p+ 1)ω
2
csch2
(
(p− 1)√ω
2
x+ coth−1
( −α
N
√
ω
))] 1
p−1
.
Proof. Notice that Hαδ acts componentwise as the Laplacian, thus if Φ = (ϕj)
N
j=1
is the solution to (35), then ϕj is the L
2(R+)-solution to the equation
− ϕ′′j + ωϕj + |ϕj |p−1ϕj = 0. (36)
The most general L2(R+)-solution to (36) is
ϕ(x) = σ
[
(p+ 1)ω
2
csch2
(
(p− 1)√ω
2
x+ y
)] 1
p−1
,
where σ ∈ C, |σ| = 1 and y ∈ R (see [20]). Therefore, the components ϕj of the
solution Φ to (35) are given by
ϕj(x) = σj
[
(p+ 1)ω
2
csch2
(
(p− 1)√ω
2
x+ yj
)] 1
p−1
.
In order to solve (35) we need to impose boundary conditions (4). The continuity
condition in (4) and existence of the limits lim
x→0+
ϕj(x) imply that y1 = ... = yN =
a > 0 and σ1 = . . . = σN = σ. We can omit the dependence on σ without losing
generality. The second boundary condition in (4) rewrites as
N coth(a) =
−α√
ω
. (37)
From equation (37) it follows that 0 < ω < α
2
N2 and a = coth
−1
(
−α
N
√
ω
)
. 
Remark 8. Note that, in contrast to the NLS-δ equation with focusing nonlinearity,
the solution to (35) does not exist for α ≥ 0 due to the fact that the parameter a
in (37) has to be positive to guarantee the existence of lim
x→0+
ϕj(x).
Proof of Theorem 1.3. The proof of the particular case G = R was given in [20].
The global well-posedness of the Cauchy problem for µ = −1 follows from Lemma
2.5. Analogously to the previous case, the second variation of Srep at Φα can be
written formally
(Srep)
′′(Φα) =: Hαrep =
(
Lα1,rep 0
0 Lα2,rep
)
, (38)
with
Lα1,rep =
((
− d
2
dx2
+ ω + pϕp−1α
)
δi,j
)
,
Lα2,rep =
((
− d
2
dx2
+ ω + ϕp−1α
)
δi,j
)
, dom(Lα1,rep) = dom(L
α
2,rep) = Dα,
where δi,j is the Kronecker symbol.
Let us show that ker(Lα2,rep) = span{Φα}. It is obvious that Φα ∈ ker(Lα2,rep).
Any V = (vj)
N
j=1 ∈ Dα satisfies the following identity
−v′′j + ωvj + ϕp−1α vj =
−1
ϕα
d
dx
[
ϕ2α
d
dx
(
vj
ϕα
)]
, x > 0.
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Then we get for any V = (vj)
N
j=1 ∈ Dα \ span{Φα}
(Lα2,repV,V)2 =
N∑
j=1
∞∫
0
ϕ2α
[
d
dx
(
vj
ϕα
)]2
dx+
N∑
j=1
[
−v′jvj + v2j
ϕ′α
ϕα
]∞
0
=
N∑
j=1
∞∫
0
ϕ2α
[
d
dx
(
vj
ϕα
)]2
dx+
N∑
j=1
[
v′j(0)vj(0)− v2j (0)
ϕ′α(0)
ϕα(0)
]
=
N∑
j=1
∞∫
0
ϕ2j
[
d
dx
(
vj
ϕα
)]2
dx > 0.
Thus, ker(Lα2,rep) = span{Φα}. The inequality
(Lα1,repV,V)2 > (L
α
2,repV,V)2, V ∈ Dα \ {0},
implies immediately that Lα1,rep ≥ 0 and ker(Lα1,rep) = {0}.
By Weyl’s theorem, the essential spectrum of Lα1,rep and L
α
2,rep coincides with
[ω,∞). Moreover, there can be only finitely many isolated eigenvalues in (−∞, ω).
Thus, except the zero eigenvalue of Lα2,rep, the spectrum of L
α
1,rep and L
α
2,rep is
positive and bounded away from zero. Therefore, using the classical Lyapunov
analysis and noting that Hαrep is non-negative due to (38), we obtain that e
iωtΦα is
orbitally stable. 
Appendix
For convenience of the reader we formulate the following two results from the
extension theory (see [26]) essentially used in our stability analysis. The first one
reads as follows.
Proposition 6. (von Neumann decomposition) Let A be a closed densely defined
symmetric operator. Then the following decomposition holds
dom(A∗) = dom(A) ⊕N+(A)⊕N−(A). (39)
Therefore, for u ∈ dom(A∗) such that u = f + fi + f−i, with f ∈ dom(A), f±i ∈
N±(A), we get
A∗u = Af + ifi − if−i.
Remark 9. The direct sum in (39) is not necessarily orthogonal.
Proposition 7. Let A be a densely defined lower semi-bounded symmetric operator
(that is, A ≥ mI) with finite deficiency indices n±(A) = n <∞ in the Hilbert space
H, and let A˜ be a self-adjoint extension of A. Then the spectrum of A˜ in (−∞,m)
is discrete and consists of at most n eigenvalues counting multiplicities.
Below, using the above abstract results, we provide an estimate for the Morse
index of the operator Lα1,k defined in Theorem 3.2 in the whole space L
2(G).
Proposition 8. Let α 6= 0, k ∈ {1, ..., [N−12 ]} and ω > α2(N−2k)2 . Then the follow-
ing assertions hold.
(i) If α < 0, then n(Lα1,k) ≤ k + 1.
(ii) If α > 0, then n(Lα1,k) ≤ N − k.
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Proof. (i) In what follows we will use the notation
l
α
k =
((
− d
2
dx2
+ ω − p(ϕk,j)p−1
)
δi,j
)
.
First, note that Lα1,k is the self-adjoint extension of the following symmetric operator
L˜0,k = l
α
k , dom(L˜0,k) =

V ∈ H2(G) : v1(0) = ... = vN (0) = 0,
N∑
j=1
v′j(0) = 0, v1(bk) = ... = vk(bk) = 0
 ,
where bk =
2
(p−1)√ωak and ak is defined in Theorem 2.6. Below we show that the
operator L˜0,k is non-negative, and n±(L˜0,k) = k + 1. Let us show that the adjoint
operator of L˜0,k is given by
L˜∗0,k = l
α
k ,
dom(L˜∗0,k) =
{
V ∈ L2(G) : v1(0) = ... = vN (0), vk+1, ..., vN ∈ H2(R+),
v1, ..., vk ∈ H2(R+ \ {bk}) ∩H1(R+)
}
.
(40)
Using standard arguments, one can prove that L˜∗0,k = l
α
k (see [26, Chapter V, §17]).
We denote
D∗0,k :=
{
V ∈ L2(G) : v1(0) = ... = vN (0), vk+1, ..., vN ∈ H2(R+),
v1, .., vk ∈ H2(R+ \ {bk}) ∩H1(R+)
}
.
It is easily seen that the inclusion D∗0,k ⊆ dom(L˜∗0,k) holds. Indeed, for any U =
(uj)
N
j=1 ∈ D∗0,k and V = (vj)Nj=1 ∈ dom(L˜0,k), denoting U∗ = lαk (U) ∈ L2(G), we
get
(L˜0,kV,U)2 = (l
α
k (V),U)2
= (V, lαk (U))2 +
N∑
j=1
[−v′juj + vju′j]∞0 + k∑
j=1
[
v′juj − vju′j
]bk+
bk−
= (V, lαk (U))2 = (V,U
∗)2,
which, by definition of the adjoint operator, means that U ∈ dom(L˜∗0,k) or D∗0,k ⊆
dom(L˜∗0,k).
Let us show the inverse inclusion D∗0,k ⊇ dom(L˜∗0,k). Take U ∈ dom(L˜∗0,k), then
for any V ∈ dom(L˜0,k) we have
(L˜0,kV,U)2 = (l
α
k (V),U)2
= (V, lαk (U))2 +
N∑
j=1
[−v′juj + vju′j]∞0 + k∑
j=1
[
v′juj − vju′j
]bk+
bk−
= (V, L˜∗0,kU)2 = (V, l
α
k (U))2.
Thus, we arrive at the equality
N∑
j=1
[−v′juj + vju′j]∞0 + k∑
j=1
[
v′juj − vju′j
]bk+
bk−
=
N∑
j=1
v′j(0)uj(0) +
k∑
j=1
v′(bk)(uj(bk+)− uj(bk−)) = 0
(41)
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for any V ∈ dom(L˜0,k).
• Let W = (wj)Nj=1 ∈ dom(L˜0,k) be such that
w′3(0) = ... = w
′
N (0) = w
′
1(bk) = ... = w
′
k(bk) = 0.
Then for U ∈ dom(L˜∗0,k) from (41) it follows that
N∑
j=1
w′j(0)uj(0) = w
′
1(0)u1(0) + w
′
2(0)u2(0) = 0. (42)
Recalling
N∑
j=1
w′j(0) = w
′
1(0) + w
′
2(0) = 0 and assuming w
′
2(0) 6= 0, we obtain
from (42) the equality u1(0) = u2(0). Repeating the similar arguments for W =
(wj)
N
j=1 ∈ dom(L˜0,k) such that w′4(0) = ... = w′N (0) = w′1(bk) = ... = w′k(bk) = 0,
we get u1(0) = u2(0) = u3(0) and so on. Finally taking W = (wj)
N
j=1 ∈ dom(L˜0,k)
such that w′N (0) = w
′
1(bk) = ... = w
′
k(bk) = 0, we arrive at u1(0) = u2(0) = ... =
uN−1(0) and consequently u1(0) = u2(0) = ... = uN(0).
• Let W = (wj)Nj=1 ∈ dom(L˜0,k) be such that w′1(0) = ... = w′N (0) = w′2(bk) =
... = w′k(bk) = 0, then from (41) it follows
k∑
j=1
w′j(bk)(uj(bk+)− uj(bk−)) = w′1(bk)(u1(bk+)− u1(bk−)) = 0.
Assuming w′1(bk) 6= 0, we get u1(bk+) = u1(bk−) or u1 ∈ H2(R+ \ {bk})∩H1(R+).
Analogously we can show that uj ∈ H2(R+ \ {bk})∩H1(R+) for any j ∈ {1, ..., k}.
Thus, U ∈ D∗0,k or D∗0,k ⊇ dom(L˜∗0,k) and (40) holds.
Let us show that the operator L˜0,k is non-negative. First, note that every com-
ponent of the vector V = (vj)
N
j=1 ∈ H2(G) satisfies the following identity
− v′′j + ωvj − p(ϕk,j)p−1vj =
−1
ϕ′k,j
d
dx
[
(ϕ′k,j)
2 d
dx
(
vj
ϕ′k,j
)]
, x ∈ R+ \ {bk}. (43)
Moreover, for j ∈ {k+1, ..., N} the above equality holds also for bk since ϕ′k,j(bk) 6=
0, for j ∈ {k + 1, ..., N}. Using the above equality and integrating by parts, we get
for V ∈ dom(L˜0,k)
(L˜0,kV,V)2 =
k∑
j=1
( bk−∫
0
+
+∞∫
bk+
)
(ϕ′k,j)
2
[
d
dx
(
vj
ϕ′k,j
)]2
dx
+
N∑
j=k+1
∞∫
0
(ϕ′k,j)
2
[
d
dx
(
vj
ϕ′k,j
)]2
dx+
N∑
j=1
[
−v′jvj + v2j
ϕ′′k,j
ϕ′k,j
]∞
0
+
k∑
j=1
[
v′jvj − v2j
ϕ′′k,j
ϕ′k,j
]bk+
bk−
=
k∑
j=1
( bk−∫
0
+
+∞∫
bk+
)
(ϕ′k,j)
2
[
d
dx
(
vj
ϕ′k,j
)]2
dx
+
N∑
j=k+1
∞∫
0
(ϕ′k,j)
2
[
d
dx
(
vj
ϕ′k,j
)]2
dx ≥ 0.
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The equality
k∑
j=1
[
v′jvj − v2j ϕ
′′
k,j
ϕ′k,j
]bk+
bk−
= 0 is due to the fact that bk is a first-order
zero for ϕ′k,j (i.e. ϕ
′′
k,j(bk) 6= 0). Consider
Lk =
((
− d
2
dx2
)
δi,j
)
, dom(Lk) = dom(L˜0,k).
It is obvious that dom(L˜∗0,k) = dom(L
∗
k). Thus, due to Neumann formula (39), we
obtain the decomposition (when L˜0,k and Lk are assumed to act on complex-valued
functions)
dom(L˜∗0,k) = dom(L˜0,k)⊕N+(L˜0,k)⊕N−(L˜0,k) = dom(L˜0,k)⊕N+(Lk)⊕N−(Lk),
where N±(Lk) = span{Ψ0±i,Ψ1±i, ...,Ψk±i}, with Ψ0±i =
(
ei
√±i(x−bk)
)N
j=1
and
Ψm±i =
(
ei
√±i(x−bk)
1
, ..., ei
√±i(x−bk)
m−1
, ei
√±i(|x−bk|−2bk)
m
, ei
√±i(x−bk)
m+1
, ..., ei
√±i(x−bk)
N
)
,
where m ∈ {1, ..., k}. Note that ℑ(√±i) is assumed to be positive.
Since n±(Lk) = k+1, by [26, Chapter IV, Theorem 6], it follows that n±(L˜0,k) =
k + 1. Finally, due to Proposition 7, n(Lα1,k) ≤ k + 1.
(ii) The proof is similar. In particular, we need to consider the operator Lα1,k as
the self-adjoint extension of the non-negative symmetric operator
L˜0,N−k = lαk , dom(L˜0,N−k) = {V ∈ Dα : vk+1(bk) = ... = vN (bk) = 0} ,
where bk = − 2(p−1)√ωak. The deficiency indices of L˜0,N−k equal N − k (when
L˜0,N−k is assumed to act on complex-valued functions). Indeed, basically L˜0,N−k
is the restriction of the operator Lα1,k onto the subspace of codimension N − k. To
show the non-negativity of L˜0,N−k, we need to use formula (43). It induces
(L˜0,N−kV,V)2 =
N∑
j=k+1
( bk−∫
0
+
+∞∫
bk+
)
(ϕ′k,j)
2
[
d
dx
(
vj
ϕ′k,j
)]2
dx
+
k∑
j=1
∞∫
0
(ϕ′k,j)
2
[
d
dx
(
vj
ϕ′k,j
)]2
dx +
N∑
j=1
[
−v′jvj + v2j
ϕ′′k,j
ϕ′k,j
]∞
0
+
N∑
j=k+1
[
v′jvj − v2j
ϕ′′k,j
ϕ′k,j
]bk+
bk−
=
N∑
j=k+1
( bk−∫
0
+
+∞∫
bk+
)
(ϕ′k,j)
2
[
d
dx
(
vj
ϕ′k,j
)]2
dx
+
k∑
j=1
∞∫
0
(ϕ′k,j)
2
[
d
dx
(
vj
ϕ′k,j
)]2
dx +
N∑
j=1
[
v′j(0)vj(0)− v2j (0)
ϕ′′k,j(0)
ϕ′k,j(0)
]
≥ 0.
Indeed,
N∑
j=k+1
[
v′jvj − v2j ϕ
′′
k,j
ϕ′k,j
]bk+
bk−
= 0 (see the proof of item (i)). Moreover,
N∑
j=1
[
v′j(0)vj(0)− v2j (0)
ϕ′′k,j(0)
ϕ′k,j(0)
]
=
v21(0)(p− 1)(ω(N − 2k)2 − α2)
2α
≥ 0.
Finally, due to Proposition 7, we get the result. 
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Remark 10. (i) It is easily seen that
N∑
j=1
[
v′j(0)vj(0)− v2j (0)
ϕ′′k,j(0)
ϕ′k,j(0)
]
=
v21(0)(p− 1)(ω(N − 2k)2 − α2)
2α
≤ 0
for α < 0, and therefore the restriction of Lα1,k onto the subspace
{V ∈ Dα : v1(bk) = ... = vk(bk) = 0}
is not a non-negative operator. Thus, we need to assume additionally that
v1(0) = ... = vN (0) = 0.
(ii) The result of item (ii) (for α > 0) of the above Proposition can be extended
to the case of k = 0, i.e. n(Lα1,0) ≤ N .
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