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Abstract
In a previous paper, we proposed the stochastic generalization of classical second-order two-stage explicit
Runge–Kutta (RK) methods. The obtained stochastic schemes have second order in the weak sense. In this pa-
per, the numerical stability of these RK schemes is studied. The study focuses on stability with respect to the second
moment (MS-stability). Figures of the stability domains of the numerical schemes are shown. Numerical examples
that conﬁrm the theoretical results are also presented.
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1. Introduction
Stochastic differential equations (SDEs) have become an important tool in many scientiﬁc areas due
to its application for modelling dynamical systems. In this paper we consider scalar Itô SDEs
dXt = a(t, Xt ) dt + b(t, Xt ) dWt, t0 tT ,
Xt0 = x0, (1)
where a, b : [t0, T ] × R → R are the drift and diffusion coefﬁcients, {Wt }t0 tT represents the one-
dimensional standardWiener process and, for the sake of simplicity, the initial value x0 ∈ R is nonrandom.
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Then (1) is shorthand for the integral equation
Xt = x0 +
∫ T
t0
a(s,Xs) ds +
∫ T
t0
b(s,Xs) dWs, t0 tT
with the stochastic integral interpreted in the Itô sense, see [15].
Throughout this paper, we suppose that the coefﬁcients a, b are measurable functions and satisfy the
following conditions:
(i) (Lipschitz) There exists a constant K1> 0 such that
|a(t, x)− a(t, y)| + |b(t, x)− b(t, y)|K1 |x − y|
for all t ∈ [t0, T ] and x, y ∈ R.
(ii) (Linear growth bound) There exists a constant K2> 0 such that
|a(t, x)|2 + |b(t, x)|2K2 (1+ |x|2)
for all t ∈ [t0, T ] and x ∈ R.
These requirements ensure existence and uniqueness of solution of the SDE (1). Since the initial value
x0 ∈ R is deterministic, these conditions also guarantee the existence of absolute moments E|Xt |p for
all t ∈ [t0, T ]. For these and other classical results, refer to Arnold [2].
Unfortunately, in many cases analytic solutions of these SDEs are not available and we are forced to
use numerical methods to approximate them. The numerical schemes presented here are all constructed
along time discretizations t0 t1 · · ·  tN = T with constant step size
= T − t0
N
> 0.
Then, tn = t0 + n, n ∈ {0, 1, . . . , N} denotes the nth step point.
We say that a function f (t, x) deﬁned in [t0, T ]×R has polynomial growth (with respect to x) if there
exist constants K > 0 and r ∈ {1, 2, ...} such that |f (t, x)|K(1 + |x|r ) for all t ∈ [t0, T ] and x ∈ R.
Let CP be the space of functions f : [t0, T ] × R→ R for which f and all of its partial derivatives up to
order  have polynomial growth.
A discrete approximation X = {X0, X1, . . . , XN } (based on a step size ) is said to converge weakly
with order  towards the solutionX={Xt } of (1) if for each g ∈ C2+2P there exist constantsKg > 0 (not
depending on ) and 0> 0 such that
|E[g(XN)− g(XT )]|Kg 
for all  ∈ (0, 0).
There are other types of convergence for stochastic schemes, i.e., different ways of measuring the
accuracy of a numerical solution of an SDE. For details of these and other concepts on numerical solution
of SDEs, see e.g. [17,22,30]. Only weakly converging schemes will be considered in this work.
Analogously with the deterministic case, stochastic Taylor schemes are obtained by truncating stochas-
tic Taylor expansions. The practical difﬁculty of employing Taylor approximations is that they require
to determine many derivatives. Schemes of Runge–Kutta (RK) type, i.e. methods which avoid the use of
derivatives have been treated by several authors, see e.g. [1,7,9,17,20–23,25,31,32], among many others.
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In [33] a class of stochastic second order in the weak sense RK schemes were derived. Following the
classical theory of deterministic RK methods, the technique for obtaining the order conditions consisted
in matching the stochastic expansion of the solution generated by the RKmethod with theWagner–Platen
expansion, see [34], of the exact solution. This comparison gives a set of conditions that extend the second-
order RK conditions for deterministic equations. Section 2 is devoted to present brieﬂy this extension.
Also particular solutions of the system of order conditions are shown. These solutions result in an inﬁnite
family of RK schemes.
We are interested in the study of the numerical stability of the above mentioned stochastic RK schemes.
As in the case of order conditions, one expects stochastic stability concepts and results to be an extension
of the deterministic ones. Several kinds of stability have been proposed for SDEs in the literature; for a de-
tailed account of this topic, see Khasminskii [16], where major stability concepts can be found. This work
deals with M-stability, since we study stability with respect to the moments of the solution. To be more
speciﬁc, we are interested in stability with respect to the secondmoment (also calledmean-square stability
or MS-stability) of the solution. This concept is introduced and characterized in terms of the parameters
of the equation in Section 3. Numerical MS-stability is widely used, see e.g. [3–6,8,13,24,26,27].
Numerical MS-stability for the class of RK schemes proposed in [33] is studied in Section 4. Then,
domains of stability are obtained and showed in someﬁgures.This analysis is conﬁrmedwith the numerical
experiments of the last section.
2. Second-order RK schemes
Since our aim is to extend the stability study of second-order two-stage RK methods for ODEs, the
ﬁrst part of this section is devoted to remember, brieﬂy, some concepts from the classical deterministic
theory.
2.1. Ordinary RK schemes
For a scalar ODE dxt = a(t, xt ) dt, t > t0, with initial condition xt0 = x0, a second-order two-stage
RK method, see [18], is of the form
xn+1 = xn + (1k0 + 2k1), (2)
where > 0 is the constant step size,
k0 = a(tn, xn), k1 = a(tn + 0, xn + 0k0) (3)
and the constants satisfy the system
1 + 2 = 1, 02 = 12 , 02 = 12 . (4)
Notice that the methods (2)–(4) can be written
xn+1 = xn + (1− 2)an + 2a
(
tn + 22 , xn +

22
an
)
, (5)
wherean=a(tn, xn) and 2 = 0. So, deterministic second-orderRKmethods forma inﬁnite one-parameter
family.
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2.2. Stochastic RK schemes
For solving the scalar SDE (1), as a generalization of (2) and (3), we proposed in [33] explicit stochastic
RK schemes of the form
Xn+1 =Xn + (1k0 + 2k1)+ s0+ s1+ s2Υ (6)
with
k0=a(tn,Xn),
s0=b(tn,Xn),
k1=a(tn + 0, Xn + 0k0+ s0L),
s1=b(tn + 	0, Xn + 
0k0+ s0M),
s2=b(tn + 	0, Xn + 
0k0+ s0N), (7)
where > 0 is the equidistant nonrandom step size, lower-case Greek letters are parameters and ,, Υ,
L,M,N are random variables of MS order 12 . It was shown that the scheme has order two in the weak
sense if the constants and the random variables fulﬁll the conditions
1 + 2=1,
02=12 ,
02=12 , (8)
2L
(2) 12 Wn,
2L
2
(2) 12 2 (9)
and
+ + Υ (2)Wn,
M+NΥ (2) 12 ((Wn)2 − ),
	0(+ Υ )
(2) 12 Wn,

0(+ Υ )
(2) 12 Wn,
M2+N2Υ (2) 12 Wn, (10)
whereWn areGaussian variables with distributionN(0,) and the notationU
(2) V means that replacing
the variable U by V in a second-order approximation leads to an equivalent approximation, see [33] for
more details. Notice that the equations of the system (8) are the second-order conditions (4) for a classical
two-stageRKmethod. So, the proposed schemes are the stochastic generalization of second-order classical
RK methods.
Each 2 = 0 gives a solution of (8). So, in the deterministic case each 2 = 0 determines a second-order
RK method. Once ﬁxed 2 = 0, the solutions of (9) and (10) give a family of stochastic RK schemes.
Every element of this family can be seen as a stochastic generalization of the deterministic RK method
with parameter 2.
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Particular solutions of (8)–(10) were proposed in [33]. They give different families of RK schemes.
For example, it was shown that for each value 2 12 and 3 /∈ {0, 14√3}, the constants
1=1− 2,
0=0 =
1
22
,
	0=
0 = 1 (11)
and the variables
=12 Wn,
=1
4
Wn − 1− 48
2
3
323
√
− 3
(Wn)
2
√

,
Υ=1
4
Wn + 1− 48
2
3
323
√
+ 3
(Wn)
2
√

,
M=1− 16
2
3
1− 4823
Wn + 831− 4823
√
,
N=1− 16
2
3
1− 4823
Wn − 831− 4823
√
,
L=
(
1
22
− 3
√
22 − 1
2
√
62
)
Wn +
√
22 − 1
2
√
62
(Wn)
3

(12)
give a second-order RK scheme of the form (6) and (7). This means that each ordinary RK scheme with
parameter 2 12 has in this family an inﬁnite number of stochastic generalizations, one for each value
of 3 /∈ {0, 14√3}. In accordance with the notation employed in [33], this family of schemes will be called
family A. The scheme proposed by Platen, see [17, p. 485], belongs to this family; it can be obtained
taking 2 = 12 and 3 =− 14 . From (11) and (12), for all schemes of family A we have
+ + Υ=Wn,

0(+ Υ )=12 Wn,
M+NΥ=12 ((Wn)2 − ),
2L=12 Wn +
√
22 − 1
2
√
6
((Wn)
3 − 3Wn). (13)
The second family of RK schemes proposed in [33], called family B, can be obtained taking (6) and
(7) with the constants
1=1− 2,
0=0 =
1
22
,
	0=
0 =
5
4823
and the variables
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=
(
1− 24
2
3
5
)
Wn,
=12
2
3
5
Wn + 33
√
− 3
(Wn)
2
√

,
Υ=12
2
3
5
Wn − 33
√
+ 3
(Wn)
2
√

,
M=− 1
123
(Wn)
2
√

,
N= 1
123
(Wn)
2
√

,
L=
(
1
22
− 3
√
22 − 1
2
√
62
)
Wn +
√
22 − 1
2
√
62
(Wn)
3

,
for each value 2 12 and 3 = 0.
3. Stability of linear SDEs with multiplicative noise
Following the deterministic case, the essential components to study the stability of stochastic numerical
schemes are: (i) a stochastic test equation; (ii) a deﬁnition of asymptotic stability for the stochastic
equation and a characterization of it in terms of equation parameters; (iii) a corresponding deﬁnition and
characterization for the numerical scheme and (iv) a comparison between the domains of stability of the
equation and the scheme. This section is devoted to the ﬁrst two components. Components (iii) and (iv)
are the subject of Section 4.
(i) In this paper, as stochastic generalization of ordinary linear test equation dxt = xt dt with  ∈ C
we consider the scalar linear test equation of Itô type
dXt = Xt dt + Xt dWt, t > t0, ,  ∈ C, (14)
with nonrandom initial condition Xt0 = x0 ∈ R, x0 = 0. In this equation the noise is multiplicative, that
is, the diffusion coefﬁcient depends onXt . To study stochastic stability, this test equation has been widely
used, see [3,12,13,26]. Linear test equations with additive noise can be found in [3,11,14,28–30].
(ii) The exact solution of (14) is given by
Xt = x0 exp
{(
− 12 2
)
(t − t0)+ (Wt −Wt0)
}
. (15)
Various deﬁnitions have been given for the stability of the equilibrium position Xt ≡ 0 of the linear
equation (14); some of them, when are adapted to numerical schemes, do not work well. For example, the
concept of stochastic asymptotic stability in the large (see [10,19]) does not work since the constraints
in the parameters of the equation allows the existence of sample paths of the solution decreasing to zero
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as t →∞ whereas their distributions increase, see [6,26]. As we have said, this work deals with stability
with respect to the second moment of the (exact or numerical) solution.
The following lemma contains a useful result in order to calculate the moments of the solution:
Lemma 1. Let X be a real-valued normal distributed random variable, X ≡ N(, 2) with > 0. If
 ∈ C then E[eX] = e+(1/2)22 .
Proof. We have
E[eX]= 1√
2
∫ +∞
−∞
exe
− 12
(
x−

)2
dx = e

√
2
∫ +∞
−∞
et−
1
2 t
2
dt
= e
+12 22√
2
∫ +∞
−∞
e−
1
2 (t−)2 dt = e
+12 22√
2
∫ +∞
−∞
e−
1
2 (u−I()i)2 du,
where the changes of variables t = (x − )/ and u= t −R() have been used. Integrating the analytic
function e−z2/2 dz around the rectangular contour with vertices −R, R, R − I()i, −R − I()i, and
taking limit as R →∞, we obtain
∫ +∞
−∞
e−(u−I()i)2/2 du=
∫ +∞
−∞
e−u2/2 du=√2
and the result is proved.
From (15) we have that
|Xt |p = |x0|p exp
{
pR
(
− 12 2
)
(t − t0)+ pR()(Wt −Wt0)
}
and, using Lemma 1, that
E[|Xt |p] = |x0|p exp
{
pR
(
− 12 2
)
(t − t0)+ 12 p2(R())2(t − t0)
}
.
Then
lim
t→∞ E[|Xt |
p] = 0 if and only if 2R()−R(2)+ p (R())2< 0. (16)
The property on the left-hand side of (16) is known as asymptotic stability in pth mean (p> 0) of the Eq.
(14), see [2]. If p = 2, we speak of asymptotic MS-stability. From (16) it follows that the solution of the
test equation (14) is MS-stable if and only if
2R()+ ||2< 0. (17)
Since the second moment of the (complex valued) solution Xt is E[|Xt |2], MS-stability means stability
of the second moment.
362 A. Tocino / Journal of Computational and Applied Mathematics 175 (2005) 355–367
When  = 0, that is, when the equation test is ordinary, MS-stability condition in (17) reduces to
deterministic stability condition R()< 0.
4. Numerical MS-stability of stochastic RK schemes
When we apply a RK scheme (6)–(8) to test equation (14) we obtain the difference equation
Xn+1=Xn
(
1+ + 12 22 + 2L+ (+ + Υ )
+ 
0(+ Υ )+ 2(M+NΥ )
)
. (18)
Then the difference equations for our second-order RK schemes (6)–(10) are of the form (18) with (9)
and (10).
Following the deﬁnition of MS-stability for linear SDEs given in Section 3, we say that a numerical
solution {Xn}n∈N generated by a scheme with equidistant step size applied to test equation (14) is
MS-stable if lim
n→∞ E[|Xn|
2] = 0.
Once chosen a second weak-order RK scheme, sequence (18) depends on the step-size  and on the test
equation parameters , . For a selection of , , , the RK scheme is said to be MS-stable when the
produced sequence is MS-stable. TheMS-stability domain of the RK scheme is made up of the selections
for which the scheme is MS-stable.
An important task is to compare the stability domain for different RK schemes. If all stochastic weak
second-order RK schemes have the same stability domain, as it happens for ordinary RK schemes, there
is no way to select a scheme with better stability properties. But if the stability domain is not the same
for all second-order RK schemes, then we can choose the parameters in (6)–(10) to improve the stability
properties.
Another approach, see [13], is to study for what choices of step-size the numerical method reproduce
the stability properties of the test problem. Then we have to compare the MS-stability domain of the test
equation, determined by (17), with the corresponding domain of the RK method.
We apply a second-order RK scheme of family A given in Section 2 to the test equation (14). From
(13) and (18), the generated sequence {Xn}n∈N veriﬁes
Xn+1=Xn
(
1+ + 1
2
22 + (1+ )Wn + 12 
2((Wn)
2 − )
+ 
√
22 − 1
2
√
6
((Wn)
3 − 3Wn)
)
. (19)
Recall that the schemes of family A depend on the parameters 2 12 and 3 /∈ {0, 14√3}, while the above
expression depends only on 2; this means an identical MS-stability behaviour for all stochastic RK
schemes of family A with the same parameter 2. In other words, all stochastic generalizations of the
same ordinary RK scheme in family A have the same MS-stability domain. The question now is if this
behaviour is the same for every 2 (as in the ordinary case) or, in the contrary, it depends on 2. We prove
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in this section (and conﬁrm with numerical results in Section 5) that the domain of MS-stability of a RK
scheme depends on the parameter 2.
Let us denote Yn= ‖ Xn‖2 = E|Xn|2. Taking the square of the MS norm in (19), by the properties of
the Wiener process Wn, the following one-step difference equation is obtained:
Yn+1 = Yn
(∣∣1+ + 12 22∣∣2 + ||2|1+ |2+ 12 ||42 + 22−14 ||23) . (20)
Following Saito and Mitsui [26], we take hˆ=  and k =−2/. The one-step difference equation (20)
becomes
Yn+1 = RA2(hˆ, k)Yn,
where
RA2(hˆ, k)=
∣∣∣1+ hˆ+ 12 hˆ2
∣∣∣2 + |1+ hˆ|2|hˆk| + 12 |hˆk|2 + 22−14 |hˆ3k| (21)
is the stability function of the schemes with parameter 2 in family A. Then a scheme of family A is
MS-stable for the values hˆ and k satisfying RA2(hˆ, k)< 1. This condition depends on the value of the
parameter 2 12 . From (21) it is obvious that as the parameter 2 increases the domains of stability
DA2 = {(hˆ, k) : |RA2(hˆ, k)|< 1}
becomes smaller. So, the schemes with 2 = 12 have an optimal MS-stability behaviour. For example,
the Platen scheme cited in Section 2, is optimal in this sense. An optimality condition of this kind for a
parameterized family of drift-implicit Euler-type methods was noted by Schurz [28].
Since hˆ= and k=−2/with  and  complex valued, the visualization of the domainsDA2 requires
a graphical representation in the four-dimensional space. An approach is to restrict attention to ,  ∈ R.
Then
RA2 = {(hˆ, k) ∈ R2 : |RA2(hˆ, k)|< 1}
is called the region of MS-stability of the scheme, see [26], and we may obtain a picture of it in the real
plane. Fig. 1 shows how the regions of stability for the schemes of familyA decrease when the parameter
2 increases. It contains the stability regions of schemes with 2 = 12 (top left), 2 = 1 (top right), 2 = 2(bottom left) and 2 = 10 (bottom right).
On the other hand, it can be seen that RA1/2 coincides with the MS-stability function of simpliﬁed weak
second-order Taylor scheme proposed in Kloeden and Platen [17].
We can now compare RK MS-stability regions with the MS-stability domain of test equation (14)
determined by (17). When ,  ∈ R, taking as before hˆ =  and k = −2/, condition (17) becomes
0<k< 2, hˆ < 0. Fig. 2 shows the optimal RK region RA1/2 (shaded) and the test equation MS-stability
region (striped).
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Fig. 1. MS-stability regions of second-order RK schemes of familyA: Top left, = 12 ; top right, =1; bottom left, =2; bottom
right, = 10.
Finally, it can be shown that
RB2(hˆ, k)=
∣∣∣1+ hˆ+ 12 hˆ2
∣∣∣2 + |1+ hˆ|2|hˆk| + 76 |hˆk|2 + 22−14 |hˆ3k|
is the stability function of the RK schemes of family B (see Section 2) with parameter 2. Then we have
thatRB2(hˆ, k)=RA2(hˆ, k)+ 23 |hˆk|2. This equality shows that the region of stability of a scheme in family
A with parameter 2 is greater than the region of a scheme in family B with the same parameter.
5. Numerical experiments
This section is devoted to present numerical results that conﬁrm the above analysis. We have applied
the schemes of familyA with values 2= 12 and 2=1 and equidistant nonrandom step size  to Itô SDEs
of the form
dXt=Xt dt + Xt dWt,
X0=1
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Fig. 2. MS-stability regions of RK schemes of family A with  = 12 (shaded) and MS-stability region of test equation (14)(striped).
in the following cases:
(i) =−100, = 10 and = 0.005,
(ii) =−100, = 10 and = 0.01,
(iii) =−120, = 11 and = 0.01.
Recall that all stochastic RK schemes of family A with the same parameter 2 give the same one-step
difference equation (19).
All the computations have been done in a IBM-PC with Pentium-II processor using Mathematica
and 10,000 independent trials. The computations were made with 16 signiﬁcant digits. To simulate the
Gaussian variables Wn with distribution N(0,) we have taken pseudo-random numbers generated by
Random[NormalDistribution[0,Sqrt[Delta]]] in Mathematica 4.1.
We have the following analysis:
(i) In this case hˆ==−0.5, k=−2/=1, |RA1/2(−0.5, 1)|< 1 and |RA1 (−0.5, 1)|< 1, which means
that both schemes are MS-stable, i.e. asymptotically MS-stable.
(ii) Nowwe have that hˆ=−1, k=1, |RA1/2(−1, 1)|< 1 and |RA1 (−1, 1)|=1, whichmeans that schemes
with 2 = 12 are MS-stable and schemes with 2 = 1 are MS-unstable.
(iii) Notice that we have hˆ = −1.2, k = 121120 , |RA1/2(−1.2, 121120 )|> 1 and |RA1 (−1.2, 121120 )|> 1, which
means that both schemes are MS-unstable.
We have approximated ‖ Xt‖2 = E|Xt |2 at the points t = 0.01, t = 0.02, . . . , t = 0.1. The results,
summarized in Table 1, conﬁrm the above assertions about the MS-stability of the different schemes.
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Table 1
Values of ‖ Xt‖2 = E|Xt |2 using RK schemes of family A with 2 = 12 and 2 = 1 for test examples (i)–(iii)
t ‖ Xt‖2 = E|Xt |2
= 1/2 = 1
(i) (ii) (iii) (i) (ii) (iii)
0.01 0.411954 0.770764 1.084740 0.451287 1.079380 1.475900
0.02 0.108103 0.495601 1.405220 0.186913 0.759998 1.839530
0.03 0.031416 0.475711 1.574980 0.074077 0.906739 1.601040
0.04 0.004084 0.211646 1.884260 0.026857 0.742834 1.440690
0.05 0.001442 0.083163 0.595423 0.007563 0.368934 0.697586
0.06 0.000279 0.025950 0.457976 0.005072 0.178479 0.155599
0.07 0.000036 0.005320 0.346001 0.032196 0.193766 0.607562
0.08 0.000004 0.005709 0.416036 0.007204 0.918150 0.126773
0.09 0.000001 0.000639 0.385677 0.000282 1.038670 0.655552
0.10 0.000000 0.000191 2.955190 0.000100 0.237019 0.206944
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