Purpose: To compare algorithms performing material decomposition and classification in dualenergy CT, it is desirable to know the ground truth of the lesion to be analyzed in real patient data. In this work, we developed and validated a framework to insert digital lesions of arbitrary chemical composition into patient projection data acquired on a dual-source, dual-energy CT system. Methods: A model that takes into account beam-hardening effects was developed to predict the CT number of objects with known chemical composition. The model utilizes information about the x-ray energy spectra, the patient/phantom attenuation, and the x-ray detector energy response. The beamhardening model was validated on samples of iodine (I) and calcium (Ca) for a second-generation dual-source, dual-energy CT scanner for all tube potentials available and a wide range of patient sizes. The seven most prevalent mineral components of renal stones were modeled and digital stones were created with CT numbers computed for each patient/phantom size and x-ray energy spectra using the developed beam-hardening model. Each digital stone was inserted in the dual-energy projection data of a water phantom scanned on a dual-source scanner and reconstructed with the routine algorithms in use in our practice. The geometry of the forward projection for dual-energy data was validated by comparing CT number accuracy and high-contrast resolution of simulated dual-energy CT data of the ACR phantom with experimentally acquired data. Results: The beam-hardening model and forward projection method accurately predicted the CT number of I and Ca over a wide range of tube potentials and phantom sizes. The images reconstructed after the insertion of digital kidney stones were consistent with the images reconstructed from the scanner, and the CT number ratios for different kidney stone types were consistent with data in the literature. A sample application of the proposed tool was also demonstrated. Conclusion: A framework was developed and validated for the creation of digital objects of known mineral composition, and for inserting the digital objects into projection data from a commercial dual-source, dual-energy CT scanner. Among other applications, it will allow a systematic investigation of the impact of scan and reconstruction parameters on kidney stone dual-energy properties under rigorously controlled conditions.
INTRODUCTION
In vivo assessment of renal stone composition can be performed using dual-energy CT (DECT), 1, 2 whereby the CT number ratio (CTR) of the stone at low and high energy is used as a surrogate metric for the effective atomic number, thus differentiating different materials. While dual-energy CT can accurately discriminate uric acid (UA) stones from nonuric acid (NUA) stones, 3 only limited success has been reported in further separating NUA stones (calcium oxalate, hydroxyapatite, cystine, and struvite). 3, 4 A challenge in addressing this limitation is the lack of a reliable reference to use as ground truth. While ex vivo characterization of mineral composition of renal stones can be performed using a combination of micro-CT and infrared spectroscopy techniques, 5 the heterogeneous composition of patient stones introduces uncertainty into the reference standard. In order to improve and expand the classification of renal stones using DECT in vivo, a model that predicts the CTR for a stone of a given chemical composition and a specific CT acquisition protocol and patient size is needed. Such a model would take into account: (a) energy spectra of the x-ray beam; (b) attenuation properties of the patient; (c) energy response of the detector; (d) attenuation properties of the renal stone; and (e) image quality properties of the reconstructed data.
Chen et al. 6 recently developed a lesion insertion tool that allows one to insert liver lesions and lung nodules into patient projection data. Inserting lesions in the projection domain rather than in image domain has several advantages, as it more accurately represents the impact of scan and reconstruction parameters on the appearance of lesion boundaries. In this work, we developed and validated a framework that accurately estimates the CT number for an object of known chemical composition and inserts it into dual-energy projection CT data. The model was tested in renal stone applications to showcase its flexibility and potential.
METHODS

2.A. Estimation of beam hardening and x-ray effective energy spectra
A second-generation dual-source, dual-energy CT scanner (Somatom Flash, Siemens Healthcare, Forchheim, Germany) was used throughout this investigation. The x-ray energy spectra past the tube filtration was provided by the manufacturer, together with the x-ray detector energy response. 7 The beam hardening introduced by the patient and the CT table was modeled by computing the water equivalent diameter (WED) from the reconstructed CT images according to the methodology outlined by AAPM report 220:
where the ROI in the image is large enough to encompass both the table and the phantom.
The physics of x-ray attenuation allows us to model the xray energy spectrum exiting the patient and from there the energy spectrum detected by the x-ray detector:
where DQE is the x-ray detector energy response. From the detected x-ray energy spectra, the effective mass attenuation coefficient and CT number can be computed for any object whose chemical composition and density is known, using xray attenuation tables provided by the National Institute of Standards and Technology (NIST):
where M is the number of elements in the compound, AW the atomic weight of each element, and MW the molecular weight of the compound. Experimental validation of the accuracy of the developed beam-hardening model was performed using iodine (I) and calcium (Ca) inserts embedded in the center of torso-shaped water phantoms covering a clinically relevant range of patient sizes (25 to 50 cm lateral dimension). All available tube potential combinations were tested, (80/Sn140 kV and 100/ Sn140 kV), where "Sn" refers to the additional tin filtration used for the 140 kV tube to better separate the low and highenergy spectra. 10 The average CT number for each insert was recorded from the reconstructed images and compared with the corresponding values estimated from the developed model.
2.B. Generation of digital renal stones of known composition
Seven of the most prevalent renal stone types were included in this investigation. Their chemical composition and tabulated density is summarized in Table I . The effective mass attenuation coefficient for each stone was computed according to Eq. (3) using the relative abundance of each element, and combined to the spectral model described in Eq. (2) for a 32 cm WED water phantom and 80/Sn140 kV energy spectra to generate the estimated CT numbers at high and low energy. The predicted CTR for each stone was compared to the measured values from a population of 43 renal stones scanned under similar parameters and previously reported in the literature. 4 
2.C. Insertion of digital lesions into dual-source, dual-energy CT projection data
The lesion insertion tool developed by Chen et al. 6 was extended to dual-source CT projection data and integrated with the spectral model described above. The framework is summarized in Fig. 1 .
The scanning geometry must be accurately reproduced during forward projection to ensure an accurate insertion of the desired lesion into sinogram data. The angular position of the two tubes and the table movements are especially critical in dual-source, spiral acquisition geometries, as even small errors can result in significant artifacts in images that contain data from low-and high-energy projections, hereafter referred to as mixed images. To validate the accuracy of our tube(s) position readout and forward projection geometry, we compared images reconstructed from the forward projection of a digitized version of the ACR phantom (performed on monochromatic energy spectrum as determined by Chen et al. 6 ) to physically acquired dual-source CT images of the same phantom, in a procedure similar to the one employed by Chen et al. 6 for a single tube. CT number accuracy (Modules 1 and 2 of the ACR phantom) as well as high-contrast resolution (Module 4) were used as figures of merit to validate our model. The ACR phantom was scanned at 80/Sn140 kV and 100/Sn140 kV energy pairs with a helical acquisition (pitch = 0.6), 32 9 0.6 collimation without flying focal spot, and CTDIvol of 12 and 39 mGy, respectively. Images were reconstructed on the scanner using a medium-sharp B40 kernel, 1 mm slice thickness and 22 cm field-of-view. We chose to compare the mixed images (composition fraction = 0.5) reconstructed from the forward-projected data and the physically acquired data, as they are the images most likely to show negative impact from any potential misregistration during the forward projection of the data from the two tubes.
2.D. Sample application
The developed framework for the insertion of arbitrary objects in dual-source, dual-energy CT projections was used to test the limits of a commercial postprocessing software for kidney stones using dual-energy CT data. Multiple digital kidney stones with UA and NUA components were created and inserted into the renal parenchyma of data from a patient scanned with the routine stone composition protocol at our institution. The features of the inserted stones are reported in Table II .
The forward-projected data were reconstructed with a medium-sharp D30 kernel and the reconstructed images evaluated using a commercial software (SyngoVia, Siemens Healthcare, Germany) with the default settings for its kidney stone composition application (resolution: 3; HU threshold: 200). Relevant metrics describing the stone properties, including volume, CTR, and composition classification were extracted and compared to the known information on the digital stones inserted.
RESULTS
3.A. Validation of beam-hardening CT number estimation
The beam-hardening model used in our forward projection was validated with I and Ca test objects (virtual and real) in air and in phantoms from 24 to 45 cm WED. The predicted and measured CT numbers are shown in Fig. 2 . At 80 kV, the percent differences between the measured and predicted CT numbers ranged from À2.2 to 0.1%. At 100 kV, the percent differences ranged from À0.5 to 7.5%, with the highest error occurring in the 45 cm WED phantom. At Sn140 kV, the percent differences ranged from À5.0 to 3.3%. 
3.B. Generation of digital renal stones of known composition
In Table III , we report the CT number ratio from the experimentally acquired renal stones and the simulated ones using the beam hardening and CT number estimation validated in III.A. The largest residual CTR error was well below 6%.
3.C. Validation of forward projection program in dual-source CT data
The largest average CT number difference for the four inserts in the CT number accuracy module of the phantom was 2 HU, as shown in Table IV. In Fig. 3 , we show the reconstructed mixed images from the high-contrast module of the ACR CT phantom for both the original reconstruction ( Fig. 3(a) ) and the forward-projected, digitized phantom at the two energies (Fig. 3(b) ).
3.D. Sample application
In Table V , we report the results of the volume and composition assessment for the virtually inserted stones. A representative coronal view showing all stones is shown in Fig. 4 . The small CYS stone (left kidney, lower pole) is not classified by the commercial software owing to its CTR value being too close to the built-in threshold used to discriminate UA from NUA stones, as well as the relatively small size of the stone itself.
DISCUSSION
A multistep model was developed in this work that allows for the accurate estimation of the x-ray attenuation of arbitrary objects of clinical interest and their insertion into dualenergy CT projection data, provided the knowledge of the chemical composition of the object, the size of the patient/ phantom to insert the object into, the tube x-ray spectra and the x-ray detector energy response.
We validated the developed framework by comparing experimental and simulated CT numbers of iodine and calcium, as well as CTRs for different kidney stones minerals, showing residual errors below 6%, well within the current experimental uncertainty in stone composition assessment. The geometry of forward projection for a dual-source CT scanner was also validated, showing no degradation in CT number accuracy is introduced by the dual-energy forward projection. Although no degradation in spatial resolution was observed, as shown by Fig. 3 , small differences are noted in the reproduced bar patterns of the high-contrast resolution module of the ACR phantom, which show generally brighter edges than in the original data. We believe that these small differences are caused by the edge enhancement provided by the sharp reconstruction kernel in the images used to create the digital ACR phantom prior to forward projection. However, the achieved performance in terms of matching the spatial resolution of the original scan appears to be more than sufficient for any clinical application using the proposed methodology.
The sample application investigated shows the advantages of using digital objects of known dimensions and chemical composition. Knowledge of grand truth in terms of stone volume and composition, combined with the developed ability to insert objects in dual-energy CT projection space enables the comparison of different reconstruction methods, noise levels and quantitation algorithms. Moreover, the developed framework allows to test the accuracy of dual-energy postprocessing applications in ways that are not possible with experimental data alone, since ground truth is known.
This work builds on the previous work by Chen et al. 6 in two aspects. First, it extends the previously developed methodology of inserting digital lesions to dual-source, dualenergy projection data. Additionally, it introduces the modeling the properties of the detected x-ray spectra for a specific tube potential and patient size. This additional step is essential to enable the insertion of lesions, like kidney stones, that are not extracted from existing patient data but are rather created ex-novo and completely arbitrary in shape, chemical composition, and density. Moreover, it allows to adapt the appearance of the inserted lesions, whether in single or dualenergy CT data, to the specific habitus of the patient they are inserted into. This study has limitations. The beam-hardening model used to estimate the CT number of an arbitrary object requires knowledge of the x-ray energy spectra as well as the x-ray detector energy response, which in our case were provided by the manufacturer. However, if this information were not available, it could be empirically derived from transmission measurements. 11 Additionally, the developed model assumes accurate beam hardening and scatter correction in the manufacturers' reconstruction algorithms. For larger phantoms, this is generally difficult to achieve. Insertion of objects into the CT projection data requires decoding of the commercial CT raw data, which is proprietary and therefore difficult to access. In this study, we utilized the vendor-specific reconstruction engine to perform the reconstruction since the data were acquired from a specific scanner. But in general, this methodology does not need the vendor-specific recon engine. Our group developed a vendor-independent standardized raw data format, incorporating details of vendorspecific CT scanner geometries. 12, 13 After converting the vendor raw data format to that standardized format, a generic reconstruction engine can be used to perform the reconstruction.
To conclude, a framework that extends the previously developed lesion insertion tool in the projection domain 6 to allow the insertion of virtual lesions of any chemical composition and to include dual-source, dual-energy CT acquisitions has been developed and validated.
