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A new class of association schemes attached to quadratic forms is obtained. In 
terms of a graph, those schemes are distance regular but generally not distance 
transitive. 0 I985 Academic Press, Inc. 
1. INTRODUCTION 
Association schemes attached to classical groups and classical forms were 
studied extensively by many authors ([7, 3-5, 9, lo], etc.) In particular, 
some association schemes attached to quadratic forms were studied by 
Cameron and Seidel [3], Stanton [9, IO] and more formerly by Carlitz and 
Hodges in an implicit way. (See [7, 9, lo].) Yet the following results 
mentioned in Theorems 1 through 4 below seem to have been unnoticed. 
Let X, be the set of all quadratic forms of an n-dimensional vector space 
V over GF(q), where q is a power of an arbitrary prime p. Then X, has a 
structure of a vector space of dimension n(n - I)/2 over GF(q). Let 
be the set of symmetric relations Ri on X,, defined by 
Rt= 'i(Q1, Q2)l QI, Q, EXnv rank(Q, - QJ = 2i - 1 or 2i}. 
In order to define rank(Q) for Q E X,, we introduce the following notations. 
If q is odd, then let Q also denote the symmetric bilinear form associated 
with Q and let 
V(Q) = {V E V 1 Q(v, W) = 0 for all w  E V}. 
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If q is even, then let f denote the alternating bilinear form associated with Q 
and let 
V,(Q) = Vdf) = {V E V]f(u, w) = 0 for all w  E V}, 
v(Q) = (0 E v,(Q) I Q(o) = 0). 
Then, rank(Q) is defined by rank(Q) = dim(V/V(Q)). (Cf. [6, Chap. 1, 
Sect. 5, 161.) 
THEOREM 1. (X,,, R) forms an association scheme of class [(n + 1)/2]. 
Note that (X,, , R) is different from the previously considered association 
schemes in [3, 7, 9, lo], etc. The reader is referred to [4] (and/or [2,8]) for 
a definition and fundamental properties of association schemes. 
Now, let Y,, be the set of all alternating forms of an n-dimensional vector 
space over GF(q). So, Y,, has a structure of vector space of dimension 
n(n - 1)/2 over GF(q). Let 
R’ = {Rf}, 
be the set of symmetric relations RI on Y,, defined by 
where rank(f) is the rank as an alternating form offE Y,. It is well known 
(and easily verified by using Witt’s theorem (cf. [6, Chap. I, Sect. 111)) that 
(Y,, R’) forms an association scheme of class [n/2]. Properties of the 
association scheme (Y,, , R ‘) were studied extensively by Delsarte and 
Goethals [5], Stanton [9, lo] and others. In particular, all the parameters 
and eigenvalues are calculated explicitly. (See [5, 9, lo].) Here, the 
parameters mean the structure constants (i.e., intersection numbers) Pi,j,k and 
the eigenvalues mean the eigenvalues of the adjacency matrix corresponding 
to each relation RI. (See [4, 2, 81, etc., for the details about the properties of 
intersection numbers and eigenvalues.) Now, we have the following: 
THEOREM 2. All the parameters (and consequently all the eigenvalues) 
of the two association schemes (X,, R) and (Y,, 1, R’) of class [(n + 1)/2] 
are exactly the same. 
We may view (X,, R) and (Y,,+i, R’) as distance regular graphs. Then the 
following theorem holds in spite of the above coincidence of the parameters. 
THEOREM 3. If n > 3, then, unless n = 3 and q = 2, (X,, R) is not 
distance transitive, and hence, not isomorphic to (Y,, , , R’). 
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For the case n = 3 and q = 2, the following theorem holds. 
THEOREM 4. Zf q = 2, then (X,, R) is isomorphic to (Y4, R ‘). 
In Section 2, a proof of Theorems 1 and 2 is sketched. In Section 3, 
Theorems 3 and 4 are proved with some other remarks about the properties 
of (X,,, R). The notations are standard, and the symbol “-” put between two 
subsets of V or X,, always means “the difference as a set.” 
2. SKETCH OF A PROOF OF THEOREMS 1 AND 2 
In order to prove Theorems 1 and 2, we have only to show that the 
following lemma is true (cf. N. L. Biggs [ 1 I). 
LEMMA 2.1. For i,jE {O, l,..., [(n + 1)/2]}, 
is constant (=p,,,,,) whenever (Q,, Q,) E R,, where 
P -0 i.1.j - if Ii-j1 > 1, 
Pi- 
q2i-2(q2i - 1) 
1,l.i = 42-l ’ 
cq2i _ l)(q=+l + qn - q** - q2i-2 - 1) } (2.2) 
Pi,l,i = q2- 1 9 
P 
q4i(qn-2i _ l)(qn-2i+l _ 1) 
1+ 1,l.i = q2- 1 I 
(Note that the right-hand side of (2.2) is the value of the corresponding pi,,,j 
of the association scheme (Y, + 1, R’) of class [(n + 1)/2].) 
Now, (X,, R) has obviously the following two kinds of automorphisms: 
(i) translations t(Ql) (with Q, E X,): Q I+ Q + Q,, and, 
(ii) linear transformations g E GL(n, q): Q I+ Qg, where Qg(u) = 
Q@). 
Let {e,} i < r<,, be a base for V. The equivalence classes of X,, by the action 
of GL(n, q) are determined, and the representatives are given as follows (see 
[6, Chap. I, Sect. 8, 161): 
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For q even: 
&-I,, (;- x,e*)=x,x,+x,x,+ a** +x*m-3XZm--2+x:m-l, 
Cl 
with m = 1, 2,..., [(n + 1)/2] and I= 1. 
CL,1 (,g .,e,) =x*x2 +x,x, + *** + X2m-jX*m-, I 
f 
(2.3) 
where m = 0, l,..., [n/2] and a is either 0 (put 1= 1 in this 
case) or a fixed element such that ax* + x + CI is irreducible 
over GF(q) (1 = - 1). 
For q odd: 
t22m-l,l (+ x,e,)=x,x,+x,x,t...+x,,-,x,,,+Ix:,,, 
iTl 
where m = l,..., [(n t 1)/2] and A is either 1 (I = 1) or a 
fixed nonresidue (1= -1). 
Gzm,, ( t$l W,) =x,x2 +x3x4 t *** + X2m-jX2m-* !  (2.4) 
+x:,-1 -2x:,, 
where m = 0, l,..., [n/2] and A is either 1 (I = 1) or a fixed 
nonresidue (I = -1). 
Therefore, in order to prove Lemma 2.1, we have only to show that the 
number in (2.1) is constant (=P~,~,,) whenever Q, = 0 (the zero form) and 
Q, ranges over all the representatives Qk,,[ (in (2.3) or (2.4)) with k = 2j - 1 
and 2j. 
Now, for each fixed Q, = &, we can calculate the following numbers 
#{Q E X,, 1 rank(Q) = 2, rank(Q - Q2) = h} (2.5) 
and 
#{Q E X, 1 rank(Q) = 1, rank(Q - Q,) = h} (2*6) 
by geometric considerations. At the end of this section, we shall show an 
example of this calculation. But we shall omit the rest of the rather lengthy 
computations involved and only state the results obtained. The results are 
listed in Tables I and II, which are self-explanatory. 
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TABLE I 
For Q, = & with k = 2m - 1 
rank(Q - Q2) rank(Q) = 2 rank(Q) = I 
2m-3 
4 2m-2(q2m-2 - 1) 
q* - 1 
0 
2m-2 
4 
2m-*(F2 - 1) 4 
*m-2 
2m + 1 
q4m(qn-*m - l)(qn-*m+l _ 1) 
q*- 1 0 
2m t 2 0 0 
It should be noted (i) that the values listed in the above tables depend only 
on the rank k of Q, = Qk,, and not on the type 1 of Q,, and (ii) that 
(surprisingly enough) the tables remain the same both for odd and even q, 
although the type I and the parity of q did affect the actual computations. 
Now, Lemma 2.1 is clear for 1 i -j/ > 1, because the triangle inequality 
rank(Q, - QJ + rank(Q, - Q3) > rank(Q, - Q,) is true for any Q,, Q2, 
Q, E X,. The numbers pi-i,i,, and pi+ ,.,,, are proved to be the desired 
constant values from Tables I and II. Since 
Pi-l,l,i+Pi,l,i+P~+l,l,i=#tQ~X~Irank(Q)=lor2} 
= w+* - 1w - 1) 
42-l ’ 
TABLE II 
For Q* = ok,, with k = 2m 
rank(Q - Q,) rank(Q) = 2 rank(Q) = 1 
2m-3 
2m-2 
0 
4 *-*tq*m 1) 
- 
q* - 1 
0 
0 
2m + 1 q*yq=-*rn - l)(qZ” - 1) q*m(qn-*m - 1) 
2mt2 4 
4m+*(qn-*m _ l)(q”-*m--l _ 1) 
q*- 1 0 
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we also have the desired result for JJ~,~,~, which completes the proof of 
Lemma 2.1, and so those of Theorems 1 and 2. 
As an example, we shall calculate the number (2.5) with k = 2m - 1, 
h = 2m - 2 and q = even. 
Let fi be the bilinear form associated with Q,. Let Q E X, be of rank 2 
such that rank(Q + QJ = 2m - 2 and f be the associated bilinear form. If 
Cs(Q2) n v(Q) 4 ~CQ2), take an element ZJ e WQ2) n v(Q)) - UQ2). 
Then v E V,(Q + QJ - V(Q + Q2). This implies that rank(Q + QJ is odd, 
which is absurd. If dim(VJQ*) n V(Q)) < n - 2~2, then rank(f+fi) = 2m, 
which is also absurd. Thus 
vs(Qz) n v(Q) = VQz). (2.7) 
Write V= Vs(Q2) @ W and Vs(Q2) = V(QJ @ (e,), and take a base 
~eil*<i<2m-2 for W such that V(Q) = (ei)ZGis2mPZ 0 V(Qz) and such that 
f2(ej, ezm-l-j) =djj. If we set Q(e,) = x, Q(e,) = y andf(e,, e,) = z # 0, then 
V,(Q + QJ = (zeZmm2 + e,) @ V(QJ. Hence, the condition rank(Q + Q2) = 
2m - 2 is equivalent to the equation (Q + QJ(ze,,,-, + e,) = 0, that is, 
zzQ2(e2,-2> + Q2W +x = 0. (2.8) 
Now the number of the subspaces V(Q) of dimension 2n - 2 which satisfy 
(2.7) is (qzm-’ - l)/(q - 1) . qZmp3, and the number of the triples (x, y, z) 
with z # 0 which satisfy (2.8) is q(q - 1). Therefore, the desired number is 
4 
zm-2 _ 1 
q-l *q 
2m-3 , q(q - 1) = q2m-2(q2m-2 - 1). 
3. PROPERTIES OF THE ASSOCIATION SCHEME (X,,R) 
Since all the parameters (and consequently all the eigenvalues) of (X,, R) 
and (Y,, i, R ‘) are the same by Theorem 2, (X, , R) is a self-dual P- and 
Q-polynomial scheme (in the sense of Delsarte [4]). Here, self-dual means 
that P = Q as matrix. (See [4, 2, 81, etc., for the meaning of P- or 
Q-polynomial scheme.) In particular, the eigenvalues are explicitly calculated 
and are written up by using the orthogonal polynomials named generalized 
Krawtchouk [5] or affine q-Krawtchouk [lo]. 
Now we shall prove Theorem 3. We prove this only for q = even. In 
Lemma 3.7 we treat the case q > 4, and in Lemma 3.18 we treat the case 
q = 2. 
Remark. A proof of Theorem 3 for q = odd is very similar to the proof 
of Lemma 3.7 given below. 
In the remainder of this section, we assume q = even and n > 3. 
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LEMMA 3.1. Let Q, E X, be of rank 2 with associated bilinear form f, . 
Let f2 be an alternating bilinear form of rank 2 such that V(f,) # Vdfi) and 
rank(f, +f2) = 2. Then there exists Q, E X,, of rank 2 with f2 such that 
(Q,, Q,>ER,. 
ProoJ Choose a base {ei} such that 
Qt (I: xiei) = ax: +x,x, t bx:, 
f* (xXiei9: y,ei) =Xzyj tXjy2, 
for some a, b E GF(q). If we let Q, be such that 
Q2 @ x,ei) =X,X, tax:, 
then Q2 has the desired properties. 
The following two lemmas are immediate from the definitions. 
LEMMA 3.2. If Q,, Qz E X, are of rank 1, then (Q,, QJ E R, or R,. 
LEMMA 3.3. Let Q, E X,, be of rank 1 and Q, E X, be of rank 2. Then, 
<Q,, Q,> E RI if and on& if V(QJ 2 V(Q2). 
DEFINITION 3.4. For any subset X of X,,, let 
N(X)=~QEX,](Q,Q’)ER,~~R,~~~~~IQ’EX}, 
N2(X) = N(N(X)). 
LEMMA 3.5. If Q, E X,, is of rank 1, then N2({0, Q,}) = {aQ, la E 
GF(q) 1. 
ProoJ: This is clear from Lemmas 3.2 and 3.3. 
LEMMA 3.6. If Q, E X,, is ofrank 2, then N*({O, Q,}) = (0, Q,}. 
ProoJ Let {et} be a base such that 
Ql (&et) 
2 = b,x; +x1x, + c,x, 
for some b,, c, E GF(q). Let Q, be any nonzero element of N*({O, Q,}). By 
Lemma 3.1, 
V= <V(Q) I Q E WA Q, I>, rank(Q) = 2). 
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Therefore, by Lemma 3.3, rank(Q,) = 2. Again by Lemma 3.3, v(Q,> = 
V(QJ. Write 
Q2 @ x,e,) = b,x: t u,x,x, + c,x: 
where b,, c2 E GF(q) and 0 # a2 E GF(q). Let Q3 be such that 
Q @xjei) =x,x, + b,x:. 
Then Q3 E N({O, Q,}). Hence Q2 E N({Q3}>. Since e, t a2e3 E Vs(Q2 t Q,>, 
this implies that (Q2 + Q,)(e, t a2eJ = 0, namely, 
b,tb,a;==O. 
Similarly, we have 
c2 + c,a; = 0. 
Let Q., be such that 
Q4 (z xiei) =x,xj+x2x3+(b,tc,+l)x;. 
Then Q4 E N((0, Q,}). Hence Q2 E N( { Q4}). This implies 
u2 + b, t c2 t (b, + c, t 1) ~-7: = 0. 
From these three equalities, we have u2 = 1, b, = b, , c2 = c,, as desired. 
LEMMA 3.1. If q > 2, (X,, R) is not distance transitive. 
Proof: This is immediate from Lemmas 3.5 and 3.6. 
In the remainder of this section we assume 4 = 2. In the proofs of most of 
the following lemmas, lengthy computations are required. But, since those 
computations are routine, we do not explain them in detail and so the proofs 
are sometimes sketchy. 
DEFINITION 3.8. If Q,, Q2 E X, are of rank less than or equal to 3 with 
associated bilinear forms f, and f,, respectively, then we define a quadratic 
form Q, * Q2 as follows: 
(i) If rank(f,) = rank(f,) = rank(f, +f2) = 2, then 
(Q, * Q,)(x) = Q,(x) + Qdx) if x E (WJ U.G)), 
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and 
(Q, * Q&x) = Q,(x) + Q,(x) + 1 if x e WC.fh Wd). 
(ii) If f, = 0 or f, = 0 or $i tf2 = 0 or 
rankdf; tfi> = 4, 
then 
Q, * Q, = Q, + Qz. 
The following lemma follows immediately from the definition. 
LEMMA 3.9. Let Q, ,f,, Q,, fi be as in Definition 3.8. Then Q, * Q2 is a 
quadratic form with fi t fi . 
LEMMA 3.10. Zf Q,, Qz, Q3 be such that rank(Q,) < 3 and rank(Q,) < 1 
and rank(Q,) 4 3, then (Q, * Q2) * Q, = Q, * (Q2 * Q3). 
ProoJ: This is because V,(Qi * QJ = V&Q,) and V,(QJ = VS(Q2 * Q3). 
LEMMA 3.11. Let Q,, Q,, Q3 be such that rank(fJ = rankdf,) = 
rank(f,) = rank@ t fi) = rank(f, + f& = 2 and such that rankdf, + f,) = 4, 
where J;. is the bilinear form associated with Qi for i E { 1,2,3}. Then 
(Q, * Q,> * Qx f Q, * (Qz * Qd 
Proof: By definition, 
(<Q, * QJ * Q,>(x) = <Q, t Q, + Q,)(x) if x E (WA v(fJ), 
and 
<Q, * (Qz * Q,>>(x) = <Q, + Qz + Q,)(x) + 1 if x @ (VfJ, UX,)). 
Since (VfA v(f2)) - V(fi), v(fj)) + #, (Q, * Qd * Q3 f QI * (Qz * Qd 
In some cases, Q, * Q, can be described graph-theoretically in terms of 0 
and Q, and Q2 (Lemma 3.12 and Lemma 3.17). 
LEMMA 3.12. Zf Q1,QzEX, are such that (Ql,O)ER, and 
(Q,,O>ER,and(Q,,Q,)ER,,thenN2(10,Q,,Q,J)=10,Q,,Q,,Q,*Q,}. 
Proof: If one of IQ,, Q2, Q, t Q,l is of rank 1, then the proof is easy. 
Thus we assume rank(Q,) = rank(Q,) = rank(Q, + Q2) = 2. Let (ei} be a 
base such that 
QI (\-xiei) = ax: +x1x2 + bx:, 
Q2 (c Xiei) = CX: t X2X3 •k aXi, 
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for some a, b, c E GF(2). We define Q3 by 
Q3 (xxiei) =x;. 
For any u E (e, , e2, eJ - (e, , e3), we define Q,, by 
Let x= {Q E x, 1 v(Q)> v(Q,)n v<Q,>}. Then, by a comPutati% 
XnfWo, Q,, Q21) 
= {0, Q3, Q,, Q, + Qj, Q2, Q, + Q,, Q, * Q,, (Q1 * Qd + Q3, Qul 
2, E (e,, e,, es> - (e,, e3>}. 
Therefore, again by a computation, 
But, from the above list of XnN({O, Q,, Q2}), 
(v(Q) I Q E Xn WI Q, T Q2D9 rank(Q) = 2) = K 
This implies that N(XnN({O,Q,,Q,}))G and so N(X n 
N({O, Q,, Q,}))= {O, Q,, Q2, Q1 * Q2). Thus we have only to show that 
Q, * Q2 E N*({O, Q,, Q,}). Let Q be any element of N({O, Q,, Q21) -X. 
Then Q is of rank 2. Let u be an element of (V(Q,) f7 V(Q,)) - V(Q). Since 
Q E N({Q,)), Q(u) = a. Therefore, Q, * Q2 E N(( Q}), as desired. 
DEFINITION 3.13. For any Q, , Q2 E X, such that (Q, , 0) E R1 and 
<Q270>ER, and (Ql,Q2>ER2, let 
L(Q~,Q,>={QI(Q,O>ER,,(Q,Q,)ER,,(Q,Q,)ER,}, 
M(Q,,Q,>=L<Q,,Q,>nN(L(Q,,Q,>>. 
LEMMA 3.14. Zf Q,, Q2 EX, are of rank 2 such that Q, t Q2 is of 
rank 4, then M(Q,, Q,> = {Q, * Q2}. 
Proof. Let {e,} be a base such that 
Q, (r xiei) = ax: +x,x2 + bxi, 
Q2 (s x,e,) = cx: + x3x4 t dx:, 
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for some a, b, c, d E GF(2). For any nonzero elements u and w  of (e,, ez) 
and (e3, e,), respectively, let t, u be such that (t, u) = (e,, e,) and (u, w) = 
(e3, e,), and we define Q,,, E X, by 
Q,., (X’I + X,U + X,U + X,W + iz xie,) 
= Q,(w) x: + xtx, + Q,(U) xta 
It is clear that this definition does not depend on the choice of t and u. We 
have 
GQl, QJ = IQ, * Qz, <Q, * Q,>+ Q,.wlO#u~ (e,,e,),OfwE (e,,e.a)l- 
Therefore, M(Q,, QJ = {Q1 * Qd 
LEMMA 3.15. If Q,, Q2 E X,, are of rank 2 such that Q, + Q, is of 
rank 3, then M(Q,, QA = {Q, * Q,L 
ProoJ Let {ei} be a base such that 
Q+ ) xiei = ax: + x1x2 + bx:, 
Qz (xx;ei) = cx:+x,x,+(a+ qx:, 
for some a, b, c E GF(2). We define Q3, Q4, Q5, Q, by 
Q3 (x x;ei) =a~: + ~1x2 +x:, 
Q4 (\- xiei) = ax: + ~1x2 +x: + x:, 
Q, (Vxiei) =x:+x,x,+(u+ 1,x:, 
Q6 (1: vi) = x:+x:+x,x,+(a+l)x:. 
For any element u of (e,, e2, e,) - (e,, e,), we define Q, by 
Qu (xv + *z2 Xiei ) = (Q,(U) + 1) XT + X1X3 + (Q,(U) + 1) X: + X2. 
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Then 
L(Qlv QJ = tQl * Q2, Ql + Q2, Qi, Q, I3 4 i & 6, v E (e,, e,, ed - (e,, e3)l. 
Therefore, M(QI, QJ = {Q, * Q2}- 
LEMMA 3.16. If Q, , Q2 E X, are such that mdc(Q,) = 1 and 
runk(Q,) = 2 and rank(Q, + Q,) = 3, then M(Ql, Q,> = iQ, * Qzl- 
Proof. Let {ei} be a base such that 
Q, (xxiei) = ax; + x,x, + bx: 3 
for some a, b E G&‘(Z). For any nonzero element v of (e2, e3) and for any 
element c of GF(2), let w  be such that (v, w) = (e,, e3) and define Q,., by 
=x1x, + x,x, t (Q*(v) t 1) x; + Q,<v>x: t (Q,(w) + c) x;. 
Clearly, this definition does not depend on the choice of w. For any elements 
d, e of GF(2), we define Qd,e by 
Then 
Therefore, M(Ql, Q2) = {Q, * Q2b 
Combining Lemmas 3.14, 3.15 and 3.16, we obtain: 
LEMMA 3.17. If Q,, Q, E A’,, are such that (Q,, 0) E R, and 
(Q2,0>ER, and (QlyQ2)ER,, then WQlTQ2)= iQ,*Q,l. 
LEMMA 3.18. If n > 4 and q = 2, then (X,, R) is not distance transitive. 
Proof. Let Q,, Q2 E X, be such that rank(Q,) = 1 and rank(Q,) = 2. Let 
zi=~(Q,Q’>ltQ,Qi)E.R,,(Q,O)ER,,(Q’,Q,>ER,, 
(Q’, 0) E R, 3 (Q, Q’> E &I 
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for i = 1,2. For any (Q, Q’) E Z,, (Q * Q,, Q’) E R, and (Q, Q, * Q’) E R,. 
Thus, Lemmas 3.12 and 3.17 imply that for any (Q, Q’) E Zi, both 
<Q * Qi> * Q' and Q * <Qt * Q'> are completely determined from the graph 
by means of 0, Q,, Q and Q’. On the other hand, Lemma 3.10 shows that 
(Q * Q,) * Q’ = Q * (Q, * Q’) for any (Q, Q’) E Z,, and, since n > 4, 
Lemma 3.11 shows that (Q * Q,) * Q’ # Q * (Q2 * Q’) for some 
(Q, Q’) E Z,. Therefore, there is no isomorphism that fixes 0 and sends Q, 
to Qz- 
As for Theorem 4, we simply show, without proof, an example of the 
construction of an isomorphism between (X, , R) and (Y4, R ‘) in the 
following two lemmas. 
LEMMA 3.19. If n = 3, then (Q, * Q2) * Q3 = Q1 * (Qz * Q3) for any 
Q, , Q, , Q, E X, . And hence, X, forms an additive group with respect to “*.” 
LEMMA 3.20. Let I/ be a 3-dimensional vector space with base {ei}lqi<3. 
WedefineQiEX,for l<i<6by 
Q, xx,e, =xT, 
( ) 
Q2 (C Xiei) =X:, Q3 (C Xiei) =X:3 
Q4 (2 Xiei) =X2X3, Q, (x Xiei) =X1X3, Qs (1 Xi,,) =X,X2- 
Let W be a 4-dimensional vector space with base (di }0 Cic 3 . We define 
AE Y4for l,<i,<6 by 
fl (rxidi,x yidi) =XOYI +XIYO~ 
f2 (‘ xidi,~ y/d, =XOY~ +XZYO, 
i 
f3 (‘Xidi,z yidi) =xOY~ +x3Y03 
f4 (xxidiy’yidi) =x2y3 fx3y2’ 
f5 (’ Xidi,x yidi =x1~3 +X~YI, 
1 
fe (xxidi>x yidi) =x~YZ +X~YI* 
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Let o be a group isomorphism from X, onto Y4 with respect to “*” in X, and 
the usual addition in Y, such that Qp =fi for 1 < i < 6. Then o is an 
isomorphism between (X3, R) and (Y4, R I). 
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