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OPERATORS∗
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Abstract. In this paper we present benchmark problems for non-self-adjoint elliptic eigenvalue
problems with large defect and ascent. We describe the derivation of the benchmark problem with
a discontinuous coefficient and mixed boundary conditions. Numerical experiments are performed
to investigate the convergence of a Galerkin finite element method with respect to the discretization
parameters, the regularity of the problem, and the ascent of the eigenvalue. This allows us to verify
the sharpness of the theoretical estimates from the literature with respect to these parameters. We
provide numerical evidence about the size of the ascent and show that it is important to consider
the mean value for the eigenvalue approximation.
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1. Introduction. The spectral theory and spectral analysis for elliptic opera-
tors have numerous important practical applications in science and engineering, and
there are also many mathematical applications. If the operator is non-self-adjoint
and/or has complex-valued coefficients in the operator and/or boundary conditions,
the arising sesquilinear form in the variational formulation is not hermitian. Such
problems arise frequently, e.g., in electromagnetic scattering in lossy media, or if
impedance/Sommerfeld-type boundary conditions are imposed (see, e.g., [20]). Also
for the problem of modeling mechanical vibrations, non-self-adjoint eigenproblems
arise in many applications—here, defective eigenvalues can be interpreted physically
as the transition point between an oscillatory and a monotonically decaying behavior
(see, e.g., [8]). As a consequence the algebraic multiplicity of an eigenvalue can differ
from the geometric multiplicity, and this has strong consequences for their numeri-
cal approximation. Classical textbooks on this topic include [5], [7], [9], [21] in the
mathematical and [11], [18], [25] in the engineering literature. While the numerical
a priori/a posteriori analysis and the numerical simulation of eigenvalue problems
for self-adjoint problems are fairly mature and numerous monographs and textbook
chapters exist in the mathematical and engineering literature [1], [4], [5], [10], [17],
[19], [22], [23], [26], [27], [28] the numerical computation of non-self-adjoint eigenvalue
problems is less developed. The standard reference for the numerical analysis of the
Galerkin finite element discretization is the seminal book chapter by Babusˇka and
Osborn [1]; see also [3], [4], [5], [14], [15], [17], [19], [29]. They derive estimates for
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BENCHMARK COMPUTATION OF DEFECTIVE EIGENVALUES A3939
the convergence rates depending on the mesh size, the polynomial order of the finite
element space, the regularity of the elliptic operator, and also on the ascent of defective
eigenvalues.
To the best of our knowledge, systematic numerical experiments on the sharpness
of these estimates with respect to all parameters do not exist in the literature, and it
is the goal of our paper to derive benchmark problems for elliptic eigenvalue problems
with possible large defects and ascents and to verify by numerical experiments the
sharpness of the estimates in [1].
The construction of elliptic eigenvalue problems with large defect is far from
being trivial and very sensitive with respect to the choice of parameters in the elliptic
operator and boundary condition. We have generalized the one-dimensional Green’s
function approach in [12] and [24] in order to construct eigenvalue problems with
large ascent and defect also in higher dimension. The numerical experiments show
very nicely that the estimates in [1] are sharp with respect to all parameters.
The paper is structured as follows.
In section 2 we present the elliptic eigenvalue problem with appropriate coefficients
and transform it to an equivalent eigenvalue problem for a compact operator. The
Galerkin finite element discretization is introduced in section 3, and we recall briefly
the estimates for the convergence rates of the eigenvalues and eigenfunctions from
[1]. Section 4 is devoted to the construction of elliptic eigenvalue problems with large
defect and ascent. We generalize the one-dimensional Green’s function approach from
[12] and [24] to higher dimensions and to eigenvalues with larger defect and ascent.
In section 5 we present the results of numerical experiments and compare them to the
theoretical predictions. These examples show the sharpness of the estimates in [1].
2. Elliptic eigenvalue problems. The computation of eigensystems of partial
differential operators is of utmost practical and mathematical importance, and their
efficient numerical computation is one major field in numerical analysis and scientific
computing. Compared to self-adjoint eigenvalue problems for positive definite oper-
ators, numerical methods for the solution of non-self-adjoint eigenvalue problems are
less developed, in particular, for problems with defective eigenvalues, i.e., eigenvalues
where the algebraic and geometric multiplicity of an eigenvalue are different.
As our model eigenvalue problem we consider the elliptic problem
−div(a∇u) = λu in Ω,
u = 0 on ΓD,
a∇u · n+ cu = 0 on ΓR
such that the arising variational formulation, in general, is non-self-adjoint. Here
Ω ⊂ Rd is a bounded Lipschitz domain whose boundary Γ is split into two disjoint
measurable subsets: the Dirichlet part ΓD and the Robin part ΓR. We always assume
that ΓR has positive surface measure. The unit normal vector field n : Γ → Sd−1 is
defined almost everywhere and oriented towards the exterior of Ω. Let L2 (Ω) denote
the usual Lebesgue space with (complex) scalar product (u, v) =
∫
Ω
uv and norm
‖·‖ = (·, ·)1/2. Let H1 (Ω) denote the standard Sobolev space. We set V := H1 (Ω) if
ΓD = ∅ and V :=
{
u ∈ H1 (Ω) | γDu = 0
}
in the case that ΓD has positive boundary
measure. The standard trace operators are denoted by γD : H
1 (Ω) → ΓD and
γR : H
1 (Ω) → ΓR. If the (d− 1)-dimensional surface measure |ΓR| is positive, the
multiplicative trace inequality holds:
‖γRu‖2L2(ΓR) ≤ Ctrace ‖u‖ ‖u‖H1(Ω) .(2.1)
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A3940 GASSER, GEDICKE, AND SAUTER
(For d = 2, 3, this is the last formula in [16, page 41]. For d = 1 it can be obtained
by applying the fundamental theorem of calculus to the functions Z |u|2 for a suitable
chosen affine function Z).
The variational formulation of the eigenvalue problem is given as follows: Find
(u, λ) ∈ V \ {0} × C such that
A (u, v) = λ (u, v) ∀v ∈ V(2.2)
with
A (u, v) := (a∇u,∇v) + (cu, v)L2(ΓR) .
We assume
a ∈ L∞ (Ω) and ess inf
x∈Ω
(Re a (x)) ≥ α0 for some α0 > 0(2.3)
and that a is sufficiently smooth in an Ω-neighborhood of ΓR such that the trace
γR (a) is well defined. Finally we assume that
c ∈ L∞ (ΓR) and set c0 := ess inf
x∈ΓR
(Re c (x)) .(2.4)
Clearly the sesquilinear form A is non-self-adjoint if Im c 6= 0 on ΓR or Im a 6= 0 in
the L∞ sense.
Lemma 2.1. Suppose (2.3) and (2.4) are satisfied. Let
Λ :=

0 if c0 ≥ 0 ∧ |ΓD| > 0,
α0 if c0 ≥ 0 ∧ |ΓD| = 0,
α0 +
Ctrace|c0|2
α0
if c0 < 0.
Then there exist constants Ccont, ccoer > 0 such that the modified sesquilinear form
AΛ (u, v) := A (u, v) + Λ (u, v) satisfies
|AΛ (u, v)| ≤ Ccont ‖u‖H1(Ω) ‖v‖H1(Ω) ∀u, v ∈ V,
ReAΛ (u, u) ≥ ccoer ‖u‖2H1(Ω) ∀u ∈ V.(2.5)
Proof. (a) Continuity. Let α1 := ‖a‖L∞(Ω) and c1 := ‖c‖L∞(ΓR). For u, v ∈
H1 (Ω) it holds that
|AΛ (u, v)| ≤ α1 ‖∇u‖ ‖∇v‖+ Λ ‖u‖ ‖v‖+ c1 ‖u‖L2(ΓR) ‖v‖L2(ΓR)
≤ α1 ‖∇u‖ ‖∇v‖+ Λ ‖u‖ ‖v‖+ c1Ctrace ‖u‖H1(Ω) ‖v‖H1(Ω)
≤ (α1 + Λ + c1C2trace) ‖u‖H1(Ω) ‖v‖H1(Ω) .
(b) Coercivity. To prove coercivity of AΛ we begin with
ReAΛ (u, u) ≥ α0 ‖∇u‖2 + Λ ‖u‖2 + c0 ‖u‖2L2(ΓR) .
If |ΓD| > 0 and c0 ≥ 0, we have Λ = 0, and the Friedrichs inequality (with constant
cF > 0) implies
ReAΛ (u, u) ≥ cFα0 ‖u‖2H1(Ω) ∀u ∈ V.
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If c0 ≥ 0 and |ΓD| = 0, the choice of Λ leads to
ReAΛ (u, u) ≥ α0 ‖u‖2H1(Ω) ∀u ∈ V.
If c0 < 0, we employ the multiplicative trace inequality (2.1) and a Young’s inequality
for ε > 0
ReAΛ (u, u) ≥ α0 ‖∇u‖2 + Λ ‖u‖2 − |c0| ‖u‖2L2(ΓR)
≥ α0 ‖∇u‖2 + Λ ‖u‖2 − Ctrace |c0| ‖u‖ ‖u‖H1(Ω)
≥ α0 ‖∇u‖2 + Λ ‖u‖2 − Ctrace |c0|
(
ε
2
‖∇u‖2 +
(
ε
2
+
1
2ε
)
‖u‖2
)
.
The choice ε = α02Ctrace|c0| leads to
ReAΛ (u, u) ≥ 3α0
4
‖∇u‖2 +
(
Λ−
(
α0
4
+
C2trace |c0|2
α0
))
‖u‖2 ≥ 3α0
4
‖u‖2H1(Ω) .
Lemma 2.1 implies via the Lax–Milgram lemma that for any continuous antilinear
functional f ∈ V ×, where V × denotes the dual of V , the problem
find u ∈ V such that AΛ (u, v) = (f, v) ∀v ∈ V(2.6)
has a unique solution. Throughout the paper we identify the L2 (Ω) scalar product
with its continuous extension to the antilinear pairing on V × × V .
We say that the problem has regularity r > 0 if for any 0 ≤ s ≤ r, there exists a
constant Cs such that for any f ∈ Hs−1 (Ω) the solution of (2.6) is in H1+s (Ω) ∩ V
and satisfies
‖u‖H1+s(Ω) ≤ Cs ‖f‖Hs−1(Ω) .(2.7)
We say it has adjoint regularity r∗ > 0 if for any 0 ≤ s ≤ r∗, there exists a constant
C∗s such that for any g ∈ Hs−1 (Ω) the solution of the adjoint problem
find z ∈ V such that AΛ (v, z) = (v, g) ∀v ∈ V(2.8)
is in H1+s (Ω) ∩ V and satisfies
‖z‖H1+s(Ω) ≤ C∗s ‖g‖Hs−1(Ω) .(2.9)
It is well known that
min {r, r∗} ≥ r0 > 0
for some r0 depending on the geometry of the domain, the geometry of the disconti-
nuities in the coefficient a, as well as on α0 and ‖a‖L∞(Ω).
From the compact embedding V
c
↪→ L2 (Ω) and Lemma 2.1 it follows that there
exists a compact operator KΛ : V → V such that
AΛ (KΛu, v) = (u, v) ∀u, v ∈ V.
From the theory of compact operators we deduce that (2.2) is equivalent to the fol-
lowing eigenvalue problem: Find (u, µ) ∈ V \ {0} × C such that
KΛu = µu.(2.10)
D
ow
nl
oa
de
d 
01
/0
9/
20
 to
 1
30
.6
0.
47
.1
77
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
A3942 GASSER, GEDICKE, AND SAUTER
The eigenfunctions are the same as for the original problem (2.2), and the eigen-
values are related by
1
µ
= λ+ Λ.
This allows us to apply the spectral theory for compact operators to our problem:
From (2.5) we conclude that Reµ > 0. The smallest integer α such that N ((KΛ −
µI)α) = N ((KΛ−µI)α+1) (whereN denotes the null space) is called ascent of KΛ−µI
and is finite for compact operators. The integer malg = dimN ((KΛ − µI)α) is the
algebraic multiplicity of µ and is finite. The subspace N ((KΛ − µI)α) is called the
space of generalized eigenfunctions corresponding to the eigenvalue µ. The geometric
multiplicity is equal to mgeo := dimN (KΛ − µI) and is always less than or equal to
malg. If mgeo < malg we say that the eigenvalue µ is defective.
3. Finite element discretization. Let T = {Ki, 1 ≤ i ≤ N} denote a con-
forming finite element mesh for the domain Ω (see, e.g., [2], [6]) consisting of (closed)
simplices K. Let hK := diamK and h := max {hK : K ∈ T }, and let ρK denote
the diameter of the largest inscribed ball in K. We assume that the mesh is shape
regular, i.e., all constants in the error estimates, in general, depend continuously on
the shape-regularity constant
csr := max
{
hK
ρK
: K ∈ T
}
and, possibly, increase for large csr. The finite element space is defined by
Vh := {u ∈ V | ∀K ∈ T : u|K ∈ Pp} ,
where Pp denotes the space of d-variate polynomials of total degree p.
The Galerkin finite element method to discretize the eigenvalue problem is given
by
find (uj,h, λj,h) ∈ Vh\ {0} × C such that A (uj,h, v) = λj,h (uj,h, v) ∀v ∈ Vh.
(3.1)
As in the continuous setting (2.10), this problem can be reformulated as an operator
equation. Let KΛ,h : Vh → Vh be given by
AΛ (KΛ,hu, v) = (u, v) ∀u, v ∈ Vh.
Then (3.1) is equivalent to the following: Find (uj,h, µj,h) ∈ Vh\ {0} × C such that
KΛ,huj,h = µj,huj,h
and the relation 1/µj,h = λj,h + Λ holds.
In the seminal work by Babusˇka and Osborn [1] the theory for the numerical
solution of eigenvalue problems for elliptic, possibly non-self-adjoint differential oper-
ators has been developed. One important result is that, for a defective eigenvalue, the
convergence rate suffers from an ascent which is larger than one. From the a priori
error analysis of the finite element method [1, Theorem 8.3], we have that
|λj − λj,h| ≤ Chmin(r+r∗,2p)/α
for the regularity min {r, r∗} > 0 (cf. (2.7), (2.9)) of the original and adjoint sesquilin-
ear form, the polynomial degree p > 0, and the ascent α of the eigenvalue λ. Note that
D
ow
nl
oa
de
d 
01
/0
9/
20
 to
 1
30
.6
0.
47
.1
77
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
BENCHMARK COMPUTATION OF DEFECTIVE EIGENVALUES A3943
the convergence of single eigenvalues deteriorates for large α. In contrast [1, Theorem
8.2] states that there are eigenvalues λjs,h, 1 ≤ s ≤ malg, that converge towards λj ,
and the convergence rate of the mean eigenvalue is independent of the defect∣∣∣∣∣∣λj −
(
1
malg
malg∑
s=1
λ−1js,h
)−1∣∣∣∣∣∣ ≤ Chmin(r+r∗,2p).
Moreover, for the convergence of the corresponding eigenfunctions, we have the fol-
lowing result [1, Theorem 8.4]. Suppose that the discrete generalized eigenfunction
uj,h satisfies (KΛ,h − µj,hI)k uj,h = 0 for some 0 < k ≤ α. Then there exists for
any k ≤ ` ≤ α a generalized eigenfunction uj in the continuous eigenspace such that
(KΛ − µjI)` uj = 0 and
‖uj − uj,h‖H1(Ω) ≤ Chmin(r,p)(`−k+1)/α.
In particular we have for ` = k that
‖uj − uj,h‖H1(Ω) ≤ Chmin(r,p)/α,
or for ` = α that
‖uj − uj,h‖H1(Ω) ≤ Chmin(r,p)(α−k+1)/α.
Suppose that k = 1, i.e., uj,h is an eigenfunction; then for ` = α we get the expected
convergence rate similar to simple eigenvalues:
‖uj − uj,h‖H1(Ω) ≤ Chmin(r,p).
Since the rate of convergence of the eigenvalue error is usually related to the rate of
convergence of the associated eigenfunction, the question arises if any rate between
those two extreme cases can be observed in practice. This motivates the construction
of benchmark examples with (at least) one defective eigenvalue.
4. One-dimensional benchmark problems. In this section, we employ the
general Green’s function approach for the construction of defective eigenvalues. In
[12], [24] this approach has been used to set up a one-dimensional boundary value
problem with eigenvalues of defect 2. Here we consider a more general one-dimensional
boundary value problem to construct eigenvalues with defect 3. Later, in section 5,
this will be generalized to higher dimensional problems with even larger eigenvalue
defects.
Let Ω = (0, 1) be split into subdomains Ω1 := (0, b) and Ω2 := (b, 1) for b ∈ (0, 1).
Let a :=
{
1 in Ω1
aR in Ω2
for aR ∈ C with Re aR > 0. We consider the following transmission
problem:
Lau = λu in Ω\ {b} ,
u (0) = 0, aRu
′ (1) + cu (1) = 0,
[u]b = [au
′]b = 0
(4.1)
with Lau := − (au′)′ and the jump [·]b across b.
Remark 4.1. We do not discuss the case that λ = 0 is an eigenvalue. This case can
be treated by the following analysis by adding Λu on both sides of the first equation
of (4.1) for some Λ > 0 so that (La + Λ)u = λ˜u with λ˜ = λ+ Λ > 0.
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Let V =
{
v ∈ H1 (Ω) | v (0) = 0}, and let V × denote the space of antilinear
functionals on V . Define the sesquilinear form A : V × V → C by
A (u, v) := (au′, v′) + cu (1) v¯ (1) ∀v ∈ V.
The continuity of A (cf. Lemma 2.1) implies that there exists an operatorA : V → V ×
such that
(Au, v) = A (u, v) ∀u, v ∈ V.
The weak form of (4.1) is given by the following: Find (u, λ) ∈ V \ {0} × C such
that
A (u, v) = λ (u, v) ∀v ∈ V
or in operator form
(A− λI)u = 0.
In the following we will derive a representation of the exact solutions for this problem
which will allow us to determine choices of parameters aR, b, c such that an eigenvalue
becomes defective. Let µ :=
{
µL :=
√
λ in Ω1
µR :=
√
λ/aR in Ω2
and vLa,b,c (λ, x) := sinµLx. We
employ the ansatz
u (x) =
{
A1v
L
a,b,c (λ, x) x ∈ Ω1,
A2v
R
a,b,c (λ, x) x ∈ Ω2,
(4.2)
where the coefficients c1, c2 in v
R
a,b,c (λ, x) = c1 sinµRx + c2 cosµRx, x ∈ Ω2, are
chosen such that aR∂xv
R
a,b,c (λ, 1) + cv
R
a,b,c (λ, 1) = 0 is satisfied, i.e.,
vRa,b,c (λ, x) = (c cosµR + µR sinµR) sinµRx+ (µR cosµR − c sinµR) cosµRx.(4.3)
We employ the transmission conditions [u]b = [au
′]b = 0 to see that the coefficients
A1, A2 in (4.2) satisfy the linear relation
Ma,b,c (λ)
(
A1
A2
)
= 0 with Ma,b,c (λ) :=
[
vLa,b,c (λ, b) −vRa,b,c (λ, b)
∂xv
L
a,b,c (λ, b) −a∂xvRa,b,c (λ, b)
]
.
(4.4)
Hence, λ ∈ C is an eigenvalue of problem (4.1) if and only if detMa,b,c (λ) = 0 since
then (4.4) has nontrivial solutions.
Remark 4.2. For λ 6= 0, the matrix Ma,b,c (λ) is not the zero matrix. Hence, the
eigenspace of any eigenvalue λj 6= 0 has dimension 1.
Lemma 4.3. Let λj be an eigenvalue of (4.1). Then, there exists a neighborhood
U (λj) such that vRa,b,c (λj , ·) is not the zero function for all λ ∈ U (λj), i.e., the
coefficients c1 (λ) = c cosµR +µR sinµR and c2 (λ) = µR cosµR− c sinµR in (4.3) are
not vanishing simultaneously in this neighborhood.
Proof. If the coefficients a, b, c are such that vRa,b,c (λj , ·) is the zero function, then
vLa,b,c (λj , ·) satisfies
−∂2xvLa,b,c (λj , ·) = λjvLa,b,c (λj , ·) in Ω1,
vLa,b,c (λj , 0) = v
L
a,b,c (λj , b) = ∂xv
L
a,b,c (λj , b) = 0.
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However, this implies vLa,b,c (λj , ·) = 0, and hence λj cannot be an eigenvalue of
(4.1). By contradiction we may conclude that vRa,b,c (λj , ·) is not the zero function.
Its definition implies that the coefficients c1 (λ), c2 (λ) cannot vanish simultaneously
at λ = λj . Since c1, c2 depend continuously on λ this property carries over to a
neighborhood U (λj) of λj .
In order to determine the defect and ascent of the eigenvalue and a basis for the
generalized eigenspace, we will employ the Green’s function for problem (4.4):
La,xGa,b,c (λ, x, y)− λGa,b,c (λ, x, y) = δ (x− y) , for (x, y) ∈ Ω\ {b} × Ω,
Ga,b,c (λ, 0, y) = 0 and aR∂xGa,b,c (λ, 1, y) + cGa,b,c (λ, 1, y) = 0, in Ω,
[Ga,b,c (λ, ·, y)]b = [a∂xGa,b,c (λ, ·, y)]b = 0, in Ω.
Here, the subscript x in La,x indicates that the differential operator is applied with
respect to the x variable. It is an easy exercise to prove that the Green’s function is
given by
Ga,b,c (λ, x, y) := G
free
a,b,c (λ, x, y) +G
hom
a,b,c (λ, x, y)
with
Gfreea,b,c (λ, x, y) := −
eiµ|x−y|
2 iµ
+

eiµLy
2 iµL
cosµLx in Ω1,
e− iµRy
2 iµR
eiµRx in Ω2
and
Ghoma,b,c (λ, x, y) :=
{
G1 (y) v
L
a,b,c (λ, x) in Ω1 × Ω,
G2 (y) v
R
a,b,c (λ, x) in Ω2 × Ω.
Note that the boundary conditions are already incorporated intoGfreea,b,c. The coefficient
functions G1, G2 are the solution of the system of linear equations
Ma,b,c (λ)
(
G1 (y)
G2 (y)
)
=
(
ga,b,c (λ, y)
fa,b,c (λ, y)
)
;
 ga,b,c (λ, y) :=
[
Gfreea,b,c (λ, ·, y)
]
b
,
fa,b,c (λ, y) :=
[
a∂xG
free
a,b,c (λ, ·, y)
]
b
.
(4.5)
Lemma 4.4. Let λ 6= 0. Then, the functions ga,b,c (λ, ·) and fa,b,c (λ, ·) are linearly
independent.
Proof. We have
ga,b,c (λ, y) =
eiµR(b−y)− eiµR|b−y|
2 iµR
+
eiµL|b−y|− eiµLy cosµLb
2 iµL
,
fa,b,c (λ, y) =
sign (b− y)
2
δ (y) + aR
eiµR(b−y)
2
+
eiµLy
2 i
sinµLb
for δ (y) := eiµL|b−y|−aR eiµR|b−y|.
First case. aR = 1 so that µ = µR = µL =
√
λ. Then
ga,b,c (λ, y) =
eiµ(b−y)− eiµy cosµb
2 iµ
,
fa,b,c (λ, y) =
eiµ(b−y)
2
+
eiµy
2 i
sinµb.
These functions are linearly independent provided (α, β) = (0, 0) is the only solution of
D
ow
nl
oa
de
d 
01
/0
9/
20
 to
 1
30
.6
0.
47
.1
77
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
A3946 GASSER, GEDICKE, AND SAUTER
(α+ iβ) eiµ(b−y) + (β sinµb− α cosµb) eiµy = 0.(4.6)
Since µ 6= 0 the functions eiµ(b−y) and eiµy are linearly independent so that (4.6)
implies α = − iβ and β sinµb = α cosµb. It is a simple exercise to verify that
(α, β) = (0, 0) is the only solution, so we proved the lemma for the first case.
Second case. aR 6= 1 so that µR 6= µL. Observe that the function ga,b,c (λ, ·) is
continuous while fa,b,c (λ, ·) is discontinuous since δ (b) = 1−aR 6= 0. Hence, they are
linearly independent provided ga,b,c is not the zero function. Let 0 ≤ y ≤ b so that
ga,b,c (λ, y) =
eiµLb e− iµLy − cosµLb eiµLy
2 iµL
.
Since e− iµLy and eiµLy are linearly independent the function ga,b,c (λ, ·) is the zero
function if and only if eiµLb and cosµLb are zero. However, this is not possible, and
we proved the lemma also for the second case.
If λ is not an eigenvalue of (4.1) the system (4.5) has a unique solution, and
the Green’s function is well defined. If λ approaches an eigenvalue λj the Green’s
function has a singularity which is related only to the part Ghoma,b,c (λ, ·, ·) since Gfreea,b,c is
a bounded function with respect to λ. The order of singularity (as λ→ λj) depends
on the order of the zero of detMa,b,c (λ) at λ = λj . Expansion of detMa,b,c (λ) about
some λj leads to
detMa,b,c (λ) =
∞∑
`=0
γ` (λ− λj)` for some γ` = γ` (a, b, c, λj) .(4.7)
Theorem 4.5. Let Re aR > 0, and let (uj , λj) ∈ V \ {0} × C\ {0} denote an
eigenpair of (4.1), and let the determinant of Ma,b,c (λ) be expanded according to
(4.7). Let ν denote the largest integer such that γ` = 0 for 0 ≤ ` ≤ ν and we assume
ν <∞, i.e., detMa,b,c is not the zero function to avoid pathological cases. Then, the
ascent αj of λj equals ν. The dimension of the generalized eigenspace is malg = ν
and spanned by
w` :=
d`−1uj
dλ`−1
∣∣∣∣
λ=λj
for 1 ≤ ` ≤ ν.
The functions w` belong to N ((A− λjI)κ) for κ = ` but not for κ < `.
Proof. First, we determine the order of singularity at λ = λj of the Green’s func-
tion. It suffices to study the part Ghoma,b,c (λ, ·, ·) since Gfreea,b,c (λ, ·, ·) does not introduce
poles. The singularity at λj is induced via the coefficients G1, G2 as the solution of
(4.5). For λ being not an eigenvalue of (4.1) we have1
Ghoma,b,c (λ, x, y) :=

〈
M×a,b,c(λ)
 ga,b,c (λ, y)
fa,b,c (λ, y)
,
 vLa,b,c (λ, x)
0
〉
detMa,b,c(λ)
in Ω1 × Ω,〈
M×a,b,c(λ)
 ga,b,c (λ, y)
fa,b,c (λ, y)
,
 0
vRa,b,c (λ, x)
〉
detMa,b,c(λ)
in Ω2 × Ω.
(4.8)
1For a 2 × 2 matrix A = [ a bc d ] we set A×: = [ d −b−c a ]. For u = (ui)2i=1, v = (vi)2i=1 ∈ C2, we
denote by 〈·, ·〉 the bilinear form 〈u,v〉 = u1v1 + u2v2.
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Poles are introduced to the Green’s function via the zeroes of detMa,b,c (λ) (cf. (4.7));
to determine their orders we also have to investigate whether the numerators in (4.8)
can be the zero function for certain values of λj . In the following we will prove
(by contradiction) that the two brackets 〈·, ·〉 in (4.8) are not the zero function in
a neighborhood of an eigenvalue. Since vLa,b,c (λ, ·) and vRa,b,c (λ, ·) are not the zero
function in a neighborhood of an eigenvalue λj (cf. Lemma 4.3) we conclude that
M×a,b,c (λ) (
ga,b,c(λ,y)
fa,b,c(λ,y)
) must be the zero function. Recall that λ 6= 0. From Lemma 4.4
we know that ga,b,c (λ, ·) and fa,b,c (λ, ·) are linearly independent so that there exist
two values y1, y2 ∈ Ω such that the vectors (ga,b,c (λ, yi) , fa,b,c (λ, yi))ᵀ, i = 1, 2, are
linearly independent. Hence Ma,b,c (λ) must be the zero matrix in order that the two
brackets 〈·, ·〉 in (4.8) could be the zero function. However, for λ 6= 0 the matrix entries
vLa,b,c (λ, b) = sinµLb and ∂xv
L
a,b,c (λ, b) = µL cosµLb cannot be zero simultaneously,
and, hence, the matrix Ma,b,c (λ) cannot be the zero matrix (cf. Remark 4.2). From
(4.7) and γ` = 0 for 0 ≤ ` ≤ ν we now can conclude that the order of the pole of the
Green’s function at λj equals ν.
From [24, Theorem 3.1] we know that the ascent of λj equals the order of the
pole ν.
Since the geometric multiplicity of eigenvalues for problem (4.1) equals 1 (cf. Re-
mark 4.2) we get by induction that the space of generalized eigenfunctions is spanned
by the solutions of the following sequence of problems: Set H0 := {0}. For 1 ≤ ` ≤ ν,
let w` ∈ V \H`−1 be a solution of
(A− λjI)` w` = 0 and set H` := H`−1 + span {w`} .
Clearly, we have w1 = uj , and H1 is the (one-dimensional) eigenspace of λj . For
` = 2, . . . , ν we obtain by induction
(A− λjI)` w`−1 = (A− λjI)
(
(A− λjI)`−1 w`−1
)
= 0.
We differentiate this equation with respect to λj and obtain
−` (A− λjI)`−1 w`−1 + (A− λjI)` ∂λjw`−1 = 0.
The first summand vanishes by induction so that w` = ∂λjw`−1 is in H` if we prove
that it is not the zero function. Since uj is an eigenfunction of (4.1) it is the non-
zero function: on Ω1 it is a multiple of sin
√
λjx and on Ω2 a linear combination of
cos
√
λj/aRx and sin
√
λj/aRx so that no derivative with respect to λ is the zero
function. Hence w` ∈ H`.
Remark 4.6. The functions γ` (a, b, c, λ) in (4.7) are transcendental complex-val-
ued functions, and it is a nontrivial task to determine coefficients a, b, c, λ such that
γ` is zero for ` = 0, . . . , ν for some ν > 0. In [13] a procedure is described how
such parameter configurations can be computed to high precision. In the setting of
our paper, we were able to choose these parameters, using the nonlinear solver of
Mathematica applied to the symbolic expression of γ` (a, b, c, λ) and carefully chosen
starting values, such that γ` (a, b, c) = 0 for ` = 0, 1, 2, 3. We conjecture that it is
not possible to find configurations for problem (4.1) such that γ` vanishes at a higher
order.
5. Numerical experiments. In this section we present several numerical exper-
iments that indicate that the Babusˇka–Osborn theory is sharp for defective eigenval-
ues. The numerical experiments below verify that the eigenvalue errors of a defective
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A3948 GASSER, GEDICKE, AND SAUTER
eigenvalue have reduced convergence rates while the mean eigenvalue error converges
with the full rate. We construct two main examples based on the construction in
section 4; one has full regularity, and one has reduced regularity.
In the following figures, we display the errors in terms of the number of degrees
of freedom N , where h ≈ N−1/d for uniform meshes.
5.1. Regular example. In this example we align the jump of the diffusion
coefficient with the mesh so that the diffusion coefficient is piecewise constant on
refined meshes. Although the continuous eigenfunctions are not globally smooth due
to the jumping coefficient, they are piecewise smooth, and if the mesh contains the
jump point as a mesh point we can expect that the convergence orders are not reduced
due to lower global regularity. In this light, we call this set of examples regular
examples.
5.2. One-dimensional example. Let Ω = (0, 1) with a = 1 on [0, 1/2] and
a = aR on (1/2, 1]; using the construction of the previous section, we compute
aR = 0.1069220800406739 + 0.08937533852238478i,
c = −0.9634059612381408 + 0.5989684988897067i
for the first (smallest in magnitude) complex eigenvalue
λ = 5.250721274740938 + 6.750931815875402i,
which has algebraic multiplicity malg = 3 and ascent α = 3 by construction.
In Figure 5.1 we observe convergence rates according to the theory; in case of the
P1 finite element method the convergence is of order O(N−2/3) (due to α = 3) for the
eigenvalue errors |λ−λj,h|, j = 1, 2, 3, and optimal convergence O(N−2) for the mean
eigenvalue error. For the second order P2 finite element method we observe twice the
convergence rate, i.e., O(N−4/3) for the eigenvalue errors and O(N−4) for the mean
eigenvalue error, which show that the theoretical predicted rates are sharp for these
examples.
Next, we investigate the sensitivity of the defective eigenvalue λ. Since the defect
is very sensitive towards the choice of the parameters aR and c, we perturb only the
real part of c by adding a small (real) value δ. In Figure 5.2, we observe that even
very small perturbations δ immediately lead to a splitting of the defective eigenvalue
10 1 10 2 10 3 10 4
10 -5
10 0
1
2/3
1
2
10
1
10
2
10
3
10 -5
10 0
1
4
1
4/3
Fig. 5.1. Regular example with P1 and P2 finite element method (FEM) in one dimension (1d).
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Fig. 5.2. Sensitivity of eigenvalues due to δ perturbations of the real part of c.
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Fig. 5.3. Convergence history for P1 FEM in 1d for δ perturbed problems with clustered eigen-
values.
into three clustered eigenvalues. Even a relatively small perturbation δ = 10−2, of
about 1%, already leads to a significant separation of the eigenvalues of size greater
than 2.
We investigate the transition of the defective eigenvalue into a separated cluster
of eigenvalues in more detail and make the following observations in Figure 5.3. In
the left figure we display the eigenvalue errors |λj − λj,h|, j = 1, 2, 3, for P1 finite
elements and different perturbations δ towards precomputed reference values λj for
the clustered eigenvalues. We computed the reference values with higher order P3
finite elements on fine meshes with high accuracy. In the right figure, we show the
convergence of the mean eigenvalue error towards the defective eigenvalue λ. We
observe that for δ = 10−2 the eigenvalues are well separated; hence the three distinct
eigenvalues converge with optimal rates, and the mean eigenvalue error does not
converge towards the defective eigenvalue λ. Interestingly, for smaller values of δ,
we observe that there seems to be a resolution barrier. Before a certain resolution is
reached, we observe that the eigenvalue errors show the reduced convergence rate of
approximating a defective eigenvalue, and even the mean value converges towards the
defective eigenvalue λ. Once the mesh is fine enough, so that the clustered eigenvalues
can be separated also on the discrete level, the eigenvalue errors converge with optimal
rates, and their mean value stops converging towards the defective eigenvalue.
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In [13], other explicit choices of parameters are given such that the eigenvalue of
the elliptic boundary value problem is defective.
5.3. Higher dimensions. We extend the one-dimensional example to higher
dimensions d = 2, 3 by taking the tensor product of the (generalized) eigenfunctions in
x, y, and z coordinates, which leads to the eigenvalue 2λ in two dimensions of algebraic
multiplicity malg = 9 and the eigenvalue 3λ for d = 3 with algebraic multiplicity
malg = 27. The diffusion coefficient and the boundary conditions are extended by
tensorization to higher dimensions as well.
In two dimensions, we observe in Figure 5.4 for P1 finite elements convergence of
at least O(N−1/5) for the eigenvalue errors and O(N−1) for the mean eigenvalue error.
For P2 finite elements we observe twice the convergence, namely, at least O(N−2/5)
for the eigenvalue errors and O(N−2) for the mean eigenvalue error. This shows
numerically the ascent α = 5. In addition, we observe that some discrete eigenvalues
converge with rates in between those two extreme cases. Some eigenvalues converge
with order close to O(N−2/5) for P1 finite elements and close to O(N−4/5) for P2 finite
elements. Note that one eigenvalue seems to correspond to a discrete eigenvector;
hence it converges with the optimal rate.
For d = 3, we observe in Figure 5.5 convergence rates of the eigenvalue errors as
low as O(N−2/21) for P1 finite elements and O(N−4/21) for P2 finite elements, which
indicate the ascent α = 7. Again the mean eigenvalue errors converge optimally.
10 2 10 4 10 6
10 -4
10 -2
10 0
1
1
1
1/5
1
2/5
10 2 10 4 10 6
10 -5
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4/5
Fig. 5.4. Regular example with P1 and P2 FEM in two dimensions (2d).
10 2 10 4 10 6
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Fig. 5.5. Regular example with P1 and P2 FEM in three dimensions.
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Note that some discrete eigenvalues converge with rates in between the optimal and
reduced ones and that one eigenvalue converges with optimal rate. In particular for P2
finite elements we observe that some eigenvalues converge with order O(N−8/21), and
some even with order O(N−12/21), which relates to convergence order of O(h2k/7) for
k = 2, 3. This confirms the impressive sharpness of the theory and that in principle
any convergence order O(hpk/α) for k = 1, . . . , α can occur, not only in theory, but
as we have demonstrated also in practical computations.
5.4. Examples with reduced regularity. Here, we choose the coefficient a
such that its jump is not aligned with any (refined) mesh. Therefore, we consider
Ω = (0, 1) with a = 1 on [0, 1/3] and a = aR on (1/3, 1], with
aR = 8.834634001449438 + 2.381273183203226i,
c = −23.62602259938114 + 23.10185194698031i,
and the first (smallest in magnitude) complex eigenvalue
λ = 72.26224904068889 + 65.85698689932984i.
By construction λ has algebraic multiplicity malg = 3 and ascent α = 3 for d = 1.
As in the previous example, the tensor product of the (generalized) eigenfunctions
leads to the eigenvalue 2λ with algebraic multiplicity malg = 9 in two dimensions,
and numerically we observe the ascent α = 5.
Note that since the mesh is not aligned with the jump of the diffusion coefficient,
the regularity of the (generalized) eigenfunctions is reduced to H1+r (Ω) for any 0 <
r < 1/2. Therefore, we observe reduced convergence of the eigenvalues due to the
reduced convergence of the (generalized) eigenfunctions on uniform meshes.
In Figure 5.6, we see that the convergence is reduced by two separate issues: the
reduced regularity and the large defect of the eigenvalue. We observe the theoretically
expected suboptimal convergence rates of the mean eigenvalue error of O(N−1) for
both P1 and P2 finite elements due to the reduced regularity. The convergence of
the eigenvalue errors is even further reduced due to the defect α = 3; hence the
convergence is only of order O(N−1/3).
The situation in two dimensions is less clear from the numerical point of view.
In Figure 5.7, we observe in the left figure reduced rates of the mean eigenvalue error
for P1 finite elements on uniform meshes, but still at worst O(N−1/5) convergence of
10 1 10 2 10 3 10 4
10 -2
10 0
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10 0
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1
1
1
1/3
Fig. 5.6. Example with reduced regularity for P1 and P2 FEM in 1d.
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Fig. 5.7. Example with reduced regularity for P1 FEM on uniform and adaptive meshes in 2d.
the eigenvalues, which is expected from the defect of λ but is not further decreased
by the low regularity. This might be a preasymptotic effect. In the right figure
we use an adaptive mesh refinement algorithm [14], [15], [19], [29]. Based on the
previous observation, that even very small perturbations lead to a split of the defective
eigenvalue into clustered eigenvalues, we measure the error of the defective eigenvalue,
as if it was a cluster of eigenvalues, with the a posteriori error estimator
η2h :=
m∑
j=1
∑
T∈T
(
h2T ‖∆uj,h + λj,huj,h‖20,T +
∑
E⊂∂T\∂Ω
hE‖[a∇uj,h · n]‖20,E
+
∑
E⊂∂T∩ΓR
hE‖a∇uj,h · n+ cuj,h‖20,E
+ h2T ‖∆u∗j,h + λ∗j,hu∗j,h‖20,T +
∑
E⊂∂T\∂Ω
hE‖[a∇u∗j,h · n]‖20,E
+
∑
E⊂∂T∩ΓR
hE‖a∇u∗j,h · n+ cu∗j,h‖20,E
)
,
where (λ∗j,h, u
∗
j,h) denotes the jth eigenpair of the adjoint eigenvalue problem. Al-
though η2h provides only a valid upper bound for clustered eigenvalues, we observe in
Figure 5.7 that adaptive mesh refinement based on η2h leads to optimal convergence
of the mean eigenvalue error. By construction, η2h cannot give any a posteriori infor-
mation about the ascent of the eigenvalue. Nevertheless, this experiment illustrates
that an error estimator is in principle able to heuristically detect defective eigenvalues
from their reduced convergence rates, although a theoretical foundation has still to
be developed.
6. Conclusions. We described a constructive way of deriving benchmark prob-
lems with highly defective eigenvalues. We provided the parameters for two such
examples. We confirmed in numerical experiments that the Babusˇka–Osborn theory
is sharp and that convergence rates between the two extreme cases do occur in practi-
cal computations. Since even for nonsmooth eigenfunctions, the mean eigenvalue error
converges faster, one is in principle able to detect defective eigenvalues numerically by
tracking the convergence behavior of the eigenvalues and the mean eigenvalue error
on uniformly or adaptively refined meshes. If the mean eigenvalue error converges
faster, that means that the eigenvalue is defective.
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