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Introduction
Identifying effective literacy instruction programs has been a focal point for governments, educators and parents over the last few decades (Ontario Ministry of Education, 2004 Education, , 2006 Council of Ontario Directors of Education, 2011) . Given the increasing use of computer technologies in the classroom and in the home, a variety of information communication technology (ICT) interventions for learning have been introduced. The variation across studies in factors such as sample size, types of ICT employed, and design of the study, however, make it difficult to reach clear conclusions about the overall effectiveness of these literacy based ICTs. Indeed, meta-analyses have generally been unable find a consistent positive effect for the use of ICTs in the classroom (Andrews, Freeman, Hou, McGuinn, Robinson, & Zhu, 2007; Kulik, 2003; Slavin, Cheung, Groff, & Lake, 2008; Slavin, Lake, Chambers, Cheung, & Davis, 2009; Torgerson & Zhu, 2003) . The lack of a clear, consistent definition of ICT makes the task of investigating the effects of ICT even more challenging (Andrews et al., 2007) . Further research is needed to explore other factors that may be contributing to the inability to assess the effectiveness of ICT in education. Slavin and colleagues (2008) assessed the use of computer-assisted instruction (CAI) on reading in middle and high school students. Eight studies met the inclusion criteria. Slavin and colleagues (2008) reported a mean effect size of +0.10 and concluded
Previous Meta-Analyses
Possible Factors
Tamim and colleagues (2011) suggested that rather than the nature of the technology intervention, other factors such as pedagogy, teacher effectivenss, subject matter and fidelity of implementation may have a greater impact on effect size. In their second-order meta-analysis they validated the approach of synthesizing effect sizes as an appropriate method to use when examining potential factors contributing to the effectiveness of technology in learning (Tamim, Bernard, Borokhovski, Abrami, & Schmid, 2011) . Results from their second-order meta-analyses yeilded two important outocmes. First, their analyses support the potency of ICT interventions as a valuable instructional tool and second, they highlighted the importance of considering potential contributing factors when assessing ICT studies.
Two important factors that could be contributing to the effectiveness of ICT interventions, suggested by Savage and colleagues (2013) , are the training and support that the teacher receives in delivery of the intervention, and the fidelity of implementation. Studies vary in the training and support that teachers receive during and prior to implementation. In many cases training may involve only a single session leaving teachers feeling unprepared (Anderson, Wood, Piquette-Tomei, Savage, & Mueller, 2011) . A recent study revealed not only the importance of proper training and support during initial implementation of an ICT intervention, but also the need for ongoing support throughout the intervention, especially when technology is involved (Anderson et al., 2011) . In addition to training and support, implementation fidelity can also have an impact on the success of an intervention. Research shows that high fidelity of implementation can significantly increase the potential effectiveness of literacy programs (Davidson, Fields, & Yang, 2009) . Also important to note is that training and support, and implementation fidelity are closely linked and that the more training and support that is offered the higher implementation fidelity is likely to be. One other closely related factor that should also be considered is whether the implementation is delivered by a teacher or by a reseracher. It is essential to consider how these factors may have contributed to the outcomes obtained in previous systematic reviews of ICT based intervention studies.
1.3 Implementation. Despite general agreement regarding its importance, the reporting of implementation fidelity in studies is quite low and can have a significant impact on the outcome (McIntyre, Gresham, DiGennaro, & Reed, 2007) . Research has shown that technology integration in education can be influenced by a number of different factors. For example, Wozney and colleagues (2006) found that teaching styles, personal computer use, and technology-related training all played a role in how much technology was being used in the classroom, as well as how it was being used. Similarly Mueller and colleagues (2008) found experience with and attitude towards technology a major factor in classroom integration. It can be expected that the implementation of a technology-based intervention might be similarly influenced by a teacher's comfort, attitude and use of computers. Many ICT studies do not measure or account for fidelity of implementation, which may have a significant impact on the effectiveness of the intervention, especially in situations where the regular classroom teacher is employing the intervention (Campuzano, Dynarski, Agodini, Rall, & Pendleton, 2009; Macaruso, Hook, & McCabe, 2006; Ross, Nunnery, Avis & Borek, 2005) . Therefore, one important step is to measure and take into consideration implementation fidelity of an intervention in order to account for differences in how the intervention was delivered. Furthermore, when designing technology-based interventions another important component should be to increase implementation fidelity by increasing teachers' comfort and use of the technology. The logical way to do this is to offer the necessary training and support to the teachers.
Training and support. Because comfort with technology is an important
predictor of the integration of technology it is essential to provide teachers with appropriate training and support prior to and during the use of technology in the classroom (Wood, Mueller, Willoughby, Specht & DeYoung, 2005) . While training may provide knowledge, it is vital to provide ongoing support until the teacher is comfortable with using the technology in the classroom.
ICT studies in the past have often provided very little if any information on training prior to implementation and when there is mention of training, it is often a oneday type training session (Campuzano et al., 2009; Jones, 1994; Ross, Nunnery, Avis, & Borek, 2005) . Furthermore, in many cases no ongoing support is provided, increasing the likelihood that the teacher is not comfortable with implementing the intervention.
The need for training and ongoing support is especially prevalent in ICT interventions due to the additional variables introduced through often unfamiliar, constantly evolving technology. Anderson and colleagues (2011) found that when implementing a computer-based reading intervention in the classroom, over 84% of support requests revolved around computer hardware and software issues. When constant support was available for the duration of the implementation the support requests made decreased over time (Anderson et al., 2011) . This illustrates the need for on-going support, especially during initial stages of implementation.
1.5 Teacher-delivered versus researcher-delivered interventions. One other factor that may contribute to implementation fidelity is whether the intervention is delivered by a teacher or by a researcher. Research shows that effectiveness of interventions is consistently higher when delivered by a researcher rather than a teacher (Kim, Linan-Thompson, & Misquitta, 2012) .
Variations in implementation of technology-based interventions may be the reason for the inconsistent findings in the effectiveness of these types of interventions.
Contrary to previous findings more recent research has shown that when proper training and support are provided, the significant benefits of ICT can be seen (Anderson et al., 2011) . Therefore improving training and ongoing support when employing technologybased interventions could be an important first step in increasing implementation fidelity.
It is also important to measure the fidelity of the implementation and to take this into consideration when analyzing the effectiveness of an intervention.
Research Questions
This review will reevaluate the implementation and outcome of previous ICT based studies by examining the two key variables: (1) the reported quality of the training and support teachers received for the implementation of the intervention and (2) the reported quality of implementation fidelity. The impact on effect size of teacher-delivered interventions versus researcher-delivered interventions will also be explored. Finally, reviews will be contrasted to examine if the studies selected from different systematic reviews show different patterns.
Method
Study Selection
At the outset, four prominent systematic reviews involving computer-based information and communication technologies for literacy instruction were selected for inclusion in this meta-analysis (Andrews, et al., 2007; Slavin, et al., 2008; Slavin, et al., 2009; Torgerson & Zhu, 2003) . These reviews were selected because they used comparable review criteria: control groups, study duration, and valid achievement measures. One review, Andrews and colleagues (2007) , was subsequently excluded because necessary statistical information (e.g., specific effect sizes, means or mean scores) was not provided in the review.
Of the remaining three review papers, Torgerson and Zhu (2003) The present meta-analyses included all articles that could be retrieved from the original three reviews above. Specifically, Slavin and colleagues (2008) included 8 articles in their review of computer-assisted instruction. Of the 8 articles 6 were located, however, despite diligent searching, 2 were not available and were therefore excluded.
One of the excluded articles was a research report and one was a dissertation (Metrics Associates, 1981; Roy, 1993, respectively) . Slavin and colleagues (2009) included 10 articles in their review of instructional technology in beginning reading. Nine of 10 articles was included while 1 research project was not available and was therefore excluded (RMC, 2004) . Of the remaining 9 articles, 1 reported 4 sub-studies (Campuzano et al., 2009) . Consistent with Slavin and colleagues (2009) the 4 sub-studies were retained as individual studies in the current review. Therefore, 12 studies from Slavin and colleagues (2009) were included in the current analyses. Torgerson and Zhu (2003) included 12 articles. Eight of these articles included 2 sub-studies each. Consistent with Torgerson and Zhu (2003) the sub-studies were maintained separately in the current analyses. Therefore, 20 studies from Torgerson and Zhu (2003) were included in the current analysis.
In total 38 studies computer-based information and communication technologies studies from the 3 previous reviews were included in the current review (see Appendix A for a brief summary of included studies).
Articles from the three reviews did not overlap. Slavin et al. (2008) and Slavin et al. (2009) conducted reviews on different age groups. Slight variations in the search procedures as well as inclusion/exclusion process might account for the lack of overlap in articles between the Slavin reviews and the Torgerson review. For example, Torgerson and Zhu (2003) selected only studies with randomized control trials while Slavin et al. (2008 Slavin et al. ( , 2009 ) required a control group but not necessarily random assignment. On the other hand Slavin et al. (2008 Slavin et al. ( , 2009 ) had other specific requirements such as requiring at least 2 teachers and 15 students in each treatment group and excluded studies with measures inherent to the treatment group and not the control group. Slavin et al. (2008 Slavin et al. ( , 2009 ) also allowed for a variety of articles such as dissertations, while Torgerson and Zhu (2003) excluded formats such as editorials, policy documents, non-systematic reviews, non-evaluated interventions and dissertations.
Evaluating Training/Support and Implementation Fidelity
Two overall evaluation scores were generated for each of the 38 studies. These overall evaluation scores were used in the subsequent analyses One score provided an overall evaluation of the training and support provided in the original study and the second measure provided an overall evaluation of the implementation fidelity. Each of these summary evaluations employed a 4-point scale where 0 = Not Present, 2.3.1 Training/support. The first three questions assessed whether or not training was reported, in how much detail it was described and whether or not it was a 'one-shot' training session. Two questions assessed whether on-going support was reported and in how much detail the support was described.
Fidelity.
The second section of the scoring tool was comprised of four subsections. The first of which assessed the intervention implementation through 3 questions investigating whether the classroom teacher delivered the intervention, and when and how often the participants received in the intervention. Descriptive information was also obtained to identify all persons who provided the intervention (e.g., other than the classroom teacher, paraprofessionals, graduate students etc.). The second subsection employed 4 questions to assess the process of ensuring fidelity. Specifically, whether or not implementation fidelity was measured, in how much detail it was reported, how the observers were trained and how often observations were conducted. The third subsection assessed the implementation fidelity measurement tool that was used in each study. The four questions in this section investigated whether an implementation fidelity measurement tool was used, if there was an explanation of how the implementation fidelity measurement tool corresponded to the intervention, if the data was collected by two or more raters and if inter-rater reliability was reported. The final subsection for fidelity assessed whether the results of the measured implementation was reported, if statistical analyses were used to determine the effectiveness of the interventions, if the impact of the implementation fidelity was discussed and whether or not different levels of implementation were considered in the final student outcomes.
The scoring tool provided a comprehensive summary of support/training and fidelity considerations for each article. Based on the findings of the scoring tool, the overall summary score for training/support and fidelity were assigned.
Procedure
Development of the scoring rubrics began with the construction of the criteria to be included in the scoring tool. The particular elements were derived collaboratively by three raters who reviewed theoretical and empirical work related to instruction, interventions and technology. The three raters then used the scoring tool to independently assess three intervention studies (not part of this meta analysis). Inter-reliability among the three raters was 93.35%.
The 38 articles from the reviews included in the present meta-analysis were scored independently by two raters, one of which was not involved in the development of the scoring tool. The raters then discussed their scoring information. Following discussion, the two raters independently assigned the overall training/support score and the overall fidelity score for each of the 38 articles. Inter-rater reliability for the overall implementation training and support score was 92.9%. Inter-rater reliability for the overall implementation fidelity score was 85.7%. Disagreements were resolved through discussion.
The effect size, sample size of the treatment group, and sample size of the control group reported in each review were recorded. These measures were used in subsequent analyses.
Results
Overall Results
A re-analysis of the 38 studies was conducted after converting all effective size measures to a common measure. colleagues (2008, 2009 ) reported standardized mean difference scores for effect size, while Torgerson and Zhu (2003) reported Hedges g' scores. Software was used to transform all effect size scores into Hedges' g (Comprehensive Meta-Analysis, www.meta-analysis.com). The re-analysis of effect sizes using Hedges' g were conducted using the random effects model. Of the 38 studies 8 had negative effects sizes and 30 had positive effect sizes. Of the 8 negative effect sizes one was statistically significant. Of the 30 positive effect sizes 10 were statistically significant (See Table 1 for complete results). Using Cohen's (1988) definition of effect sizes, the overall effect size for all studies included together was small 0.181 (CI = 0.105 to 0.256) with a standard error of .039 (Cohen,1988) . Cohen (1988) defined effect sizes of .2 to be small, .5 to be moderate, and .8 to be large. The studies were heterogeneous (Q = 114.756, df = 37, p < 0.001). In the studies 67.76% of the variance was due to between studies variance (T 2 = 0.021). Examination of the individual studies as a function of the original review in which they were presented yielded effect sizes that ranged from Cohen's (1988) definition of a small effect size (i.e., 0.010 ) to very large effect sizes (i.e., effect sizes of 1.30 to 2.74) as defined by Rosenthal (1996) .
Specifically, of the 6 studies from the Slavin (2008) systematic review, 4 had very small effect sizes (Chaing, 1978; Liston, 1991; with 2 of these being statistically significant (Liston, 1991 )(ES = 0.060, p = 0.042; ES = 0.130, p < 0.001). One study had a small to moderate effect size (Hunter, 1994) which was statistically significant (ES = 0.309, p = 0.011) and one study had a moderate effect size (Hagerman, 2003) which was also statistically significant (ES = 0.527, p = 0.004). See Table 1 for complete results.
Of the 12 studies from the Slavin (2009) systematic review, 5 had very small effect sizes (Campuzano et al., 2009; Chambers et al., 2006) none of which were statistically significant. Five studies had small effect sizes (Abraham, 1984 , Beasley, 1989 Chambers et al., 2008; Collis et al., 1990; Marcaruso et al., 2006) none of which were statistically significant. One study had a statistically significant moderate to large effect size (Cassidy & Smith, 2005 ) (ES = 0.704, p = 0.001) and another study had a large to very large effect size which was also statistically significant (Erdner et al., 1998) (ES = 1.040, p < 0.001). See Table 1 for complete results.
Of the 20 studies from the Torgerson and Zhu (2003) systematic review, 5 studies had very small effect sizes (Beringer et al., 1998; Golden et al., 1990; Jinkerson & Baggett, 1993; Lin et al., 1991; Reinking & Rickman, 1990 ) none of which were statistically significant. One study had a small effect size (Swanson & Trahan, 1992) which was not statistically significant. Five studies had small to moderate effect sizes (Beringer et al., 1998; Jones, 1994; Matthew, 1996; McArthur et al., 1990; Lin et al., 1991) none of which were statistically significant. Two studies had moderate effect sizes (Heise et al., 1991; Matthew, 1996) one of which was statistically significant (Matthew, 1996) (ES = 0.545, p = 0.020). Four studies had moderate to large effect sizes (Golden et al., 1990; Mitchell & Fox, 2001; Swanson & Trahan, 1992; Zhang & Brooks, 1995) only one of which was statistically significant (Mitchell & Fox, 2001 ) but also had a negative effect size (ES = -0.604, p = 0.038). Two studies had large to very large effect sizes (Jones, 1994; Reinking & Rickman, 1990 ) both of which were statistically significant (ES = 1.251, p = 0.008; ES = 0.925, p = 0.001). Finally, one study had a very large effect size (Zhang & Brooks, 1995) which was also statistically significant (ES = 2.740, p < 0.001). See Table 1 for complete results.
Moderator Variables
Four moderator variables assessed effect sizes in respect to:
1. The systematic review from which they were retrieved.
2. The overall training and support score.
3. The overall implementation fidelity score.
Who delivered the intervention (teacher versus researcher).
For a complete itemization of the moderator variables see Table 2 . 
Who delivered the intervention (teacher versus researcher
Publication Bias
A funnel plot was created to examine possible publication bias. Effect size was placed on the x-axis and sample size was placed on the y-axis. Studies included made a fairly symmetrical funnel (see Figure 1) . The existence of a publication bias is therefore unlikely.
Training and Support and Implementation Fidelity
A Pearson's correlation was conducted to assess the association between training/support and implementation fidelity. There was a strong positive correlation between training/support, and implementation fidelity (r = .613, n = 38, p < .001).
Given that many studies received a score of zero for both training/support and implementation fidelity, which may have inflated the overall correlation, a further exploratory analysis was conducted with only the studies that had scores where these elements were present in the research. When studies were assessed based on descriptions of these two key variables a strong negative correlation between training/support, and implementation fidelity resulted (r = -.653, n = 12, p = .021).
Discussion
The present tertiary meta-analysis provides insight for two key issues. First, the present study provides a foundation for understanding inconsistent outcomes among preexisting ICT literacy intervention meta-analyses. Second, the present study provides evidence of the importance of understanding the context through which ICT interventions are delivered. Specifically, two key instructional implementation considerations, the training and support of those conducting interventions and attention to the fidelity of the intervention program, contribute to successful outcomes.
Consistent with the previous systematic reviews, the overall effect size for literacy-based ICT interventions in the present study was positive but small Slavin et al., 2009; Torgerson & Zhu, 2003) . Interestingly, there were individual studies that yielded learning gains and those that did not. Specifically, 8 of the 38 studies had negative effect sizes, implying that, in these instances, the instructional intervention may actually have been harmful to learning. In addition, 3 studies yielded moderate to large effect sizes but, unexpectedly, were not statistically significant contributors to learning gains (Golden et al., 1990; Swanson & Trahan, 1992; Zhang & Brooks, 1995) .
In these latter studies the small sample may have been a contributing factor to the lack of statistical significance. Most important, however, the variability in outcomes from individual studies provides an important marker that individual differences in the design or execution of the intervention may be critical for ensuring effective instruction when using ICT.
Provision of training and support for those delivering the intervention, for example, was a design feature that positively impacted the effect of the intervention.
When examining training and support it was clear that studies that mentioned training and support with some detail showed moderate effect sizes, which were significantly higher than studies where little or no detail about training and support was mentioned.
Although it may appear intuitive that training and support needs to be a salient component for delivering an effective intervention program, the lack of mention of this design aspect in more than 55% of the studies sampled here suggests that training and instruction needs to be a greater focal point in design. Appropriate training of educators, especially with technology-based instructional programs, has been shown to increase knowledge, and reduce anxiety (Wood et al., 2005) . Increased comfort with such technologies and instructional programs can also impact educator's integration of technology within their classroom (Mueller et al., 2008) . Ongoing support is also critical as it provides educators with opportunity to gain further expertise and skills as well as to problem-solve challenges that may have been unanticipated in a preliminary training session (Anderson et al., 2011) . Attention to training and ongoing support, therefore, can impact the effectiveness of ICT interventions at the outset and throughout the duration of the intervention. In addition, high quality support may also influence educators decisions to continue to use the intervention in an ongoing way after participating in any given research study. What was unexpected in the outcomes of the present study was that only the studies with the second highest ratings for training and support provided the learning advantages, those studies with the highest teaching and support ratings did not differ from those with less or no training and support. One interesting observation was that 4 of the 6 studies with the highest rating were part of a set of studies retrieved from one article (Campuzano et al., 2009) . Each study individually produced a small positive effect on learning. These small gains along with the attention given to training and support suggest that some other feature of the instructional design, content, delivery or participant sample may be contributing to lower learning gains, and in turn, these may have contributed to the limited impact. Previous studies have noted that the Campuzano et al. (2009) cluster of studies, while large in scale and methodologically strong in some respects, reported no data on treatment integrity (see Savage et al., 2013) . Of the other 2 studies with the highest training and support ratings both have atypicalities of possible importance. The Chiang (1978) study is the oldest study included and must therefore have involved technology dating back to the early or mid 1970s which is most likely not representative of more recent studies. This study also obtained a lower treatment fidelity rating (i.e., 1).
The remaining study (Beasley, 1989) was an unpublished Ph.D. thesis. This thesis also reported no data whatsoever on treatment fidelity. Findings from these highest scoring studies for support and training demonstrate the negative correlation between training and implementation. Specifically, although considerable attention was devoted to training instructors in the intervention and providing support, little attention was dedicated to monitoring whether the instructors did indeed follow the intervention protocols. This oversight suggests that treatment fidelity needs to be assessed as stringently as instructional concerns.
Although implementation fidelity was expected to impact on the effect of the ICT intervention, this was not found in the present study. Instead, what was clear was that the vast majority of studies (68%) failed to comment on any aspect involving fidelity. Given the comprehensive nature of the scoring tool which assessed multiple aspects of fidelity (from process to product), this absence of consideration in so many studies is a concern.
Overall training and support, and implementation fidelity showed a strong positive correlation, however, when the 21 studies that reported no information on both factors were removed a strong negative correlation ensued. It is possible that in the remaining studies so much attention was placed on training and support that it came at a cost to implementation fidelity. Training and support without monitoring implementation fidelity may not be sufficient to ensure the success of instructional interventions. It may be the case that some ICT interventions appear to be self-explanatory or intact, however, even when the programs may be well designed and comprehensive, if the instructors do not provide opportunities for the full intervention to occur, even these well-designed programs will fail to provide an ideal instructional aid. More recent studies that have carefully undertaken and documented implementation fidelity and have provided training and just-in-time support have also been successful in showing significant increases in literacy through the use of ICT interventions (Anderson et al., 2011; Savage et al., 2013; Wolgemuth et al., 2011) . Outcomes of the present study, and previous research (Anderson et al, 2011; Savage et al., 2013) suggest that considerable attention needs to be dedicated to both training and implementation.
Interestingly, differences in outcomes were not apparent when researchers or educators delivered the interventions. This finding differs from previous research where larger effect sizes were detected when researchers delivered an intervention in comparison to those delivered by teachers (National Reading Panel, 2000) . An important difference between this previous and present research involves the platform used to deliver the instruction. In previous research individuals, researchers and educators delivered the interventions directly, whereas in the present study the software delivered the instruction facilitated by researchers and/or educators. It is possible that using high quality software ensures equivalence in instruction. The lack of differences when technology is employed suggests that the technology may compensate for some variability and limitations in those delivering the intervention.
In summary, this meta-analysis provides results that suggest that underlying factors in the implementation process of technology-based interventions may be contributing to the modest results found in the effectiveness of ICT studies generally. In particular, the role of training and support seems to influence effect sizes for technology on reading. Where training and support are undertaken fully and diligently, and reported in detail, our research suggests that the overall effect size of ICT is medium, and where not reported, it is small using conventional metrics. Thus despite the existence of several previous findings from meta-analyses suggesting limited effectiveness of ICT interventions, this review demonstrates that ICT interventions can prove to be more effective when implementation factors such as support and training are employed, measured, and clearly reported.
Future Directions
Given that the term "technology" now encompasses such a wide array of tools that it makes it difficult to define exactly what an ICT intervention should look like, it is even more important to attend to key variables that might moderate outcomes. Regardless of the type of technology employed, users need to be sure that they have the skills and knowledge necessary to use the technology effectively throughout the treatment trial and mechanisms must be in place to ensure that reliable, consistent implementation is achieved. 
