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Abstract
Linear error propagation law (LEPL) has been using frequently also for
nonlinear functions. It can be adequate for an actual situation however it
need not be so. It is useful to use some rule in order to recognize whether
LEPL is admissible. The aim of the paper is to find such rule.
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1 Introduction
Error propagation law, mainly in its linear version (LEPL) is frequently used in
practice; sometimes in serious situations. For example let us mention measure-
ment of temperature in nuclear power station.
Effectiveness of the power station is growing with the growing temperature
of the reactor. However it cannot overcome some value, since a terrible disaster
can occur. The temperature is estimated as a nonlinear function of several
measured quantities and the variance of estimated temperature is a starting
point for a control of the temperature of the reactor. Can be used LEPL in this
situation?
A practical rule for the utization of LEPL is given in the paper.
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2 Notation
Let f(·) : Rn → Rs, where Rn is n-dimensional linear vector space and f(·)
be a known vector function, which can be developed in the Taylor series. Let
ξ ∼n (μ,Σ) be an n-dimensional random vector with the mean value E(ξ) = μ
and with the covariance matrix Var(ξ) = Σ.
In the following text it is assumed that the support of the probability measure
of the vector ξ is imbedded into the sphere with the radius of convergence of
the function f(·) (in more detail cf. [3]), or at least that the supporrt can be
trimmed in such a way that it is imbedded into the convergence sphere and at
the same time the needed statistical moments of the trimmed distribution differ
only non-essentially from the original moments.
The notation
ε = ξ − μ = (ε1, . . . , εn)′
is used in the following text. The notation(
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, i = 1, . . . , s,
PF = F(F
′F)−F′,
F− . . . g-inverse of the matrix F, i.e. FF−F = F
(in more detail cf. [5]),
MF = I−PF ,
Is . . . identical s× s matrix,
A+ . . . the Moore–Penrose g-inverse of the matrix A, i.e.,
AA+A = A, A+AA+ = A+, AA+ = (AA+)′,
A+A = (A+A)′,
ξ ∼ Nn(μ,Σ) the vector ξ is normally distributed with the
mean value E(ξ) = μ and with the covariance matrix
Var(ξ) = Σ,
A ≤L B . . . means that B−A is positive semidefinite.
3 Criterion for LEPL
The quadratic version of the Taylor series is





κ(ε) = (κ1(ε), . . . , κs(ε))
′,
κj(ε) = ε
′Fjε, j = 1, . . . , s.
A function f(·) in the following text is assumed to be approximated by (1).
If such approximation is not sufficient for our purposes, then the rules given in
the following text must be replaced by procedures given in [3].
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⎛⎝ Var(ε′F1ε), cov(ε′F1ε, ε′F2ε), . . . , cov(ε′F1ε, ε′Fsε). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
cov(ε′Fsε, ε′F1ε), cov(ε′Fsε, ε′F2ε), . . . , Var(ε′Fsε)
⎞⎠ .
Proof is obvious.









⎛⎝Tr(F1ΣF1Σ), Tr(F1ΣF2Σ), . . . , Tr(F1ΣFsΣ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Tr(FsΣF1Σ), Tr(FsΣF2Σ), . . . , Tr(FsΣFsΣ)
⎞⎠ .
Here the relationship cov(ε′Aε, ε′Bε) = 2Tr(AΣBΣ) is used (cf. e.g., [2]). In
the following text the second term on the right hand side is neglected. A non-






what is approximately the bias E(ξ)−f(μ). The bias of the estimator can be tol-
erated if it is small with a comparison with a standard deviation of the estimator
(cf. some analogy in definition of the intrinsic and parametric curvatures of a
regression model [1] and also the nonlinearity measures in [4].) The covariance
matrix of the estimator is approximately FΣF′. Thus the following definition
can be used in order to obtain a criterion for a utilization of LEPL.









is a criterion function for the random variable h′f(ξ).
Its meaning is obvious. If ch(μ) < ε, then the approximate bias of the
estimator h′f(ξ) from Lemma 2.1 of the quantity h′f(μ) is less than ε-multiple





= h′FΣF′h instead of the precise formula (cf. [3]), since the
nonlineareity is manifested non-essentially.
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Tr(F1Σ), . . . ,Tr(FsΣ)
)















h′(FΣF′ + λmaxMF )h.
Proof The Scheffé inequality [6] is used, i.e. if b ∈ Rs is given vector andW
is a s× s positive definite matrix, then
∀{h ∈ Rs}|h′b| ≤ ε
√
h′Wh ⇔ b′W−1b ≤ ε2.







andW = FΣF′ and FΣF′ + λmaxMF , respectively. 
Definition 3.5 The linearization region for a function f(·) is
















Tr(F1Σ), . . . ,Tr(FsΣ)
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The (1− α)-confidence region for μ, with sufficiently small α must be used
for a check of μ ∈ Lε.











In the following examples estimators of the variance Var[f(β̂)] for frequently
occurring functions are given. Actual values of β are in the regions L. The true







is given in the form 0.025 ± 0.000 056. Here 0.000 56 is
an estimator of the standard error of the estimator of the standard error, i.e.
0.707σ/
√







= 0, i.e., Lε = {β : σ < ε|β|} .



















































= 0.025 183± 0.000 18,
LEPL = 0.025,

































sin2 β, − sinβ cosβ








i.e. λmax = σ2. Further
MF =
(
cos2 β, sin β cosβ
sin β cosβ, sin2 β
)
.










β̂ ∼1 (0.174 533(= 10o), [0.4(= 22.9◦)]2), ε = 0.2,
and







(cos β̂(i) + sin β̂(i))− 1.158 456 = −0.086 950,













(cos β̂(i) + sin β̂(i))
]2⎫⎬⎭
= 0.103 795,√
Var(cos β̂ + sin β̂) = 0.322 172± 0.002 28,
LEPL = 0.324 47,
|b|/σ = 0.269(ε = 0.2).
3) Let









ε = 0.2, β̂ ∼1 (10, (2× 0.2)2),






















= 8.164 14× 107,√
Var[exp(β̂)] = 9 035.56± 63.89,
LEPL = 8 811,
|b/σ| = 0.157(ε = 0.2).
4) Let
f(β) = lnβ, i.e., Lε = {β : β > 0, σ < εβ}.
If























Var(ln β̂) = 0.207 729± 0.001 5,
LEPL = 0.200,
|b/σ| = 0.100(ε = 0.2).
5) Let
f(β) = βk, i.e., Lε =
{
β : σ <
2ε




k = 3, ε = 0.2, β̂ ∼1 (10, 22),























Var[(β̂(i))3] = 609.012± 4.307,
LEPL = 600,





, i.e., Lε =
{




















































= 0.000 345 51± 0.000 002 4,
LEPL = 0.000 300,
|b/σ| = 0.206(ε = 0.2).
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Var(β̂1β̂2) = 9.844± 0.070,
LEPL = 10.05,
|b/σ| = 0.000 7.
8) Let


















2 β2 cos2 β2 + σ22β
2
1
for σ21 = (0.1 m)
2 and σ22 = (48.48 × 10−6 = 10′′)2 are given in the following
table
Table
Values of the function g(·, ··)× 106
25◦ 1.143 1.712 2.277 2.839 3.395
20◦ 1.063 1.591 2.114 2.632 3.143
15◦ 1.005 1.501 1.991 2.473 2.944
10◦ 0.963 1.433 1.891 2.332 2.753
5◦ 0.924 1.347 1.730 2.068 2.361
0◦ 0.000 0.000 0.000 0.000 0.000




















































= 0.000 975 4 m2,√
Var(β̂1 tan β̂2) = (0.031 23± 0.000 22) m,
LEPL = 0.036 7 m,
|b/σ| = 0.016 0.
9) Let 2D coordinates x, y of the point P be transformed into another coor-

















(frequent problem in cartography and geodesy). Let
(β1, β2, β3, x, y) = (100 m, 100 m, 0.785 397(= 45
0), 300 m, 400 m).
The uncertainty of this vector is given by the covariance matrix
Σ = Diag
[
(0.1 m)2, (−0.1 m)2, (0.017453 = 10)2, (0.1 m)2, (0.1 m)2]
(the uncertainties are extremaly large in order to show how the rule works).

















is sufficiently small. In our case
F =
(
1, 0, −x sinβ3 + y cosβ3, cosβ3, sin β3




1, 0, 70.710 700, 0.707 107, 0.707 107





0, 0, 0, 0, 0
0, 0, 0, 0, 0
0, 0, −x cosβ3 − y sinβ3, − sinβ3, cosβ3
0, 0, − sinβ3, 0, 0
0, 0, cosβ3, 0, 0
⎞⎟⎟⎟⎟⎠ ,
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F2 =
⎛⎜⎜⎜⎜⎝
0, 0, 0, 0, 0
0, 0, 0, 0, 0
0, 0, x cosβ3 − y sinβ3, − cosβ3, − sinβ3
0, 0, − cosβ3, 0, 0




1.543 038, −10.661 264














The value ε =
√






is not suitable in this case. The reason is too large uncertainty of
the values β1, β2, β3, x, y.







(0.1 m)2, (−0.1 m)2, (0.017453)2, (0.1 m)2, (0.1 m)2]
= Diag
[
(0.019 m)2, (0.019 m)2, (0.003241 = 11.142′)2, (0.019 m)2, (0.019 m)2
]
,
where 5.38472 = (10
√



























−0.367 693, 2.574 542
)
and √
Var(ξ) = 0.231 m,
√
Var(η) = 1.605 m.




















































0.050 2, −0.343 8
−0.343 8, 2.380 7
)
,
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and √
Var(ξ) = (0.223± 0.002) m,
√
Var(η) = (1.543± 0.010) m,
|bξ/σξ| = 0.014 8, |bη/ση| = 0.003 1.
10) Let in the plane the coordinates of two points P1, P2 be known. At the
point P1 the horizontal angle Θ1 between the directions to the point P2 and to
the point A with unknown coordinates is measured with the standard deviation
σΘ. Analogously at the point P2 the angle Θ2 is measured. Let the distance
between the points P1, P2 be s and the direction from P2 to P1 be given by the
angle α. Then the x coordinate xA of the point A is given by the relationship






























































= −2s sinΘ1 cos(α−Θ1) cos(Θ1 +Θ2)
sin3(Θ1 +Θ2)
.
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thus L = R2 and

































0.5 = 2.057 m.
Values of
√
Var(x̂A) given by simulation (n = 10 000) are between (2.022 ±
0.014) m and (2.075 ± 0.015) m, what means very good agreement LEPL with
simulation.
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