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Abstract 
The bicycle is an efficient way to travel. There are individual and population-level health and wellbeing 
benefits that arise when more people cycle. However, cycling is rare in England and Wales and commuter 
cyclists are disproportionately likely to be male and middle aged (35 to 49). Society therefore misses out on 
the wider benefits of higher cycling levels, and women and certain age groups miss out on the individual 
level benefits. 
This thesis uses geospatial analysis to examine cycling behaviours at multiple scales, seeking to understand 
the interactions between demographics and causal factors of commuter cycling mode share. It also 
examines the influence of vehicular traffic in detail and considers what actions local authorities might take 
to increase cycling levels. 
Using both aggregate (area-based) and network (route based) modelling approaches, it identifies that the 
most important factors influencing cycling behaviours are hilliness, traffic, wealth, temperature and 
population density. Whilst these and other factors differ somewhat in their relative importance between 
demographic groups, differences in cycling rates are best explained by group-specific responses to the 
combined influence of all factors – the relative utility of cycling. On average, women and older (>49) or 
younger (<35) commuters require a higher level of utility before they start cycling to work. Findings also 
show how the different traffic characteristics of a commuter’s route to work - such as vehicle speed, volume 
and direction - have distinct individual and combined influences on cycling propensity. Vehicle speeds are 
shown to be the most influential traffic characteristic. 
Policy should work towards making urban areas compact, dense and traffic free, with vehicle speeds under 
30kph and with suitable levels of cycling infrastructure along key corridors to work. Urban form should be 
designed primarily with female cyclists in mind and male cyclists will benefit accordingly.  
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Executive Summary 
Introduction and research questions (Chapter 1) 
The bicycle is a quiet, efficient, low cost and carbon-free mode of travel accessible to many. Regular cycling 
can improve the mental and physical health of participants and when people choose to cycle instead of 
drive there are population level health benefits associated with reductions in air pollution, road noise and 
social severance (Cohen et al., 2014; Kahlmeier et al., 2011). Encouraging more cycling is therefore of 
interest to local authorities in England and Wales, as they are responsible for the economic, social and 
environmental wellbeing of their regions as well as the health of the people who live within them (Health 
and Social Care Act, 2012; Local Government Act, 2000). 
This thesis focuses on understanding commuter cycling behaviours and identifying how local authorities 
might encourage higher levels of cycling in their regions. Cycling is a transport mode that has much potential 
for growth. Only 2.8% of all commuters in England and Wales cycle to work and just 2.5% of all journeys 
under 8 km are made by bicycle (DfT, 2013; ONS, 2014a). There are also strong demographic biases within 
the cycling population. Women cycle far less than men and younger (<35) and older (>49) commuters are 
less likely to cycle than their middle-aged peers. The magnitude of these differences varies spatially, 
suggesting an interaction between demographics and place. A better understanding of the interaction 
between demographics and place-based determinants (causal factors) of cycling mode share could help 
identify ways to increase cycling rates for specific groups and the wider population. Motorised traffic is one 
determinant of particular interest, since stated preference surveys often identify traffic as a factor which 
affects women and older individuals more than their younger male peers. Accordingly, this thesis looks to 
answer the following research questions: 
a) Why do women cycle to work less than men?  
i) How does gender interact with determinants of commuter cycling mode share? 
b) Why do certain age groups cycle to work less than others? 
i) How does age interact with determinants of commuter cycling mode share? 
c) How does motor traffic influence decisions to cycle to work?  
i) How do different traffic characteristics, such as speed, volume, direction and composition, 
act and interact to influence decisions to cycle to work for different demographics?  
Current understanding (Chapter 2) 
Cycling behaviours are of interest to a wide range of disciplines, including engineering, urban planning, 
transport, health, psychology, economics and marketing. Studies from these disciplines identify a 
correspondingly wide range of determinants that influence cycling behaviours. A range of recent literature 
reviews have explored these determinants from different perspectives (Aldred et al., 2017; Buehler and 
Dill, 2016; Forsyth and Krizek, 2010; Fraser and Lock, 2011; Heinen et al., 2010; Hunt and Abraham, 2007; 
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Pucher et al., 2010; Willis et al., 2015). Heinen et al.’s (2010) review focused on commuter cycling 
behaviours, and as such it provides an appropriate overview of the key determinants relevant to this 
project, as well as a taxonomy for organising them. Determinants identified in their review are summarised 
in Table 1 along with an indication of their presumed direction of action. Since Heinen et al.’s (2010) review 
there has been a growing recognition of the need to understand how determinants interact with each other 
(Handy et al., 2014). The most effective policies will need to differentiate by both population and location 
(Aldred et al., 2016; Damant-Sirois and El-Geneidy, 2015; Harms et al., 2014). It is therefore particularly 
important to understand interactions between location characteristics and population data available to 
planners and policy makers such as age and gender. 
Table 1: Determinants of commuter cycling, based on Heinen et al. (2010) 
Category Determinants 
The built 
environment 
distance (-), town size (-), population density (+), mixed land use (+), cycle paths and lanes (+) and 
their connectedness (+), stop signs and traffic lights (-), traffic (-), surface quality (+), bicycle 
parking, lockers and showers at work (+) 
The natural 
environment 
hilliness (-), pleasing or beautiful surroundings (+), light (+), low temperatures (-), rain (-), wind 
(unknown) 
Socio-economic 
factors 
male (+), age (-), income (+/-), car ownership (-), bicycle ownership (+), part-time working (+), 
children (-), student (+), between jobs (+), physically active (+), higher educated (-), high social 
status (-) 
Psychological 
factors 
positive attitude towards cycling (+), negative perception of consequences of car use (+), 
perception that cycling is normal or approved of by others (social norms) (+), deeply held 
environmental beliefs (+), perceived behavioural control over cycling (+), habits such as cycling in 
free time (+) or using a different transport mode (-), cycling as a child (+) 
Utility factors subjective safety (+), reduced costs (+), short travel times (+), effort (+/-) 
Research design (Chapter 3) 
This research uses both aggregate (ecological or area-based) models and network (route based) models to 
examine commuter cycling behaviours. All models use 2011 census data and adopt a utility maximisation 
framework. Sample populations are targeted at those commuters who travel 2-5 km to work as cycling is 
particularly competitive with motorised alternatives over this distance band (Witlox and Tindemans, 2004). 
The upper limit of 5 km represents a reasonable distance threshold for new or casual cyclists, which is of 
particular interest when encouraging new cycling behaviours (Winters et al., 2011). The lower limit of 2 km 
ensures that determinants identified in the various analyses represent decisions made between cycling and 
a relatively homogenous group of motorised modes that exclude walking. London is not included in the 
analyses because it is a unique city within the UK and a populous outlier in terms of commuting patterns 
(Goodman, 2013, pg. 3). 
The decisions to target the population working 2-5 km from home and to exclude London are later tested 
in a sensitivity analysis in Chapter 6, which finds the results are robust to changes in the sampling conditions. 
Despite an increase in sample size, the proportion of variance explained by the models decreases when 
either a wider distance band is used (2-10 km), or when London’s population is included. 
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Aggregate analyses (Chapters 4 and 5) 
The aggregate analyses examine the determinants of commuter cycling mode share for different 
demographic groups. The relative utility of cycling (𝑍) is described for areas across England and Wales using 
17 determinants of commuter cycling mode share identified as important in the literature: distance, 
population density, cycle paths, cycle lanes, traffic density, hilliness, temperature, sun, rain, wind, wealth1, 
lower social status, children, green votes, bicycle performance relative to the car, traffic risk and parking 
costs. Determinants are quantified using a moving window (operator) to smooth input data. Binary logistic 
regression is then used to estimate the influence determinants have on the probability that a commuter 
cycles to work 𝑃(𝑦 = 1), with area characteristics described by variables 𝑥𝑛 and their coefficients 𝛽𝑛 such 
that for each commuter: 
ln (
𝑃(𝑦=1)
1−𝑃(𝑦=1)
) = 𝑍 =  𝛽0 + 𝛽1𝑥1 + ⋯ + 𝛽𝑛𝑥𝑛       Eq. 1 
Models are run separately for men and women, and then again for men and women of different ages (16-
34, 35-49, 50-74). The zoning system used to define areas is the same as that used in the UK census - Lower 
Layer Super Output Areas (LSOAs), a high resolution zone with an average area of 4.3 km2.  
Findings from the aggregate analyses 
The aggregate models explain a large share of the variation in cycling levels. For example, the female (all 
ages) and male (all ages) models have an 𝑅2 of 0.75 and 0.73 respectively at the LSOA scale, and the age 
segmented models exhibit similarly high 𝑅2s. Hilliness and traffic influences are identified as the most 
important determinants over the 2-5 km distance band, followed by wealth, temperature and population 
density. The proportion of the road network served by cycle paths is found to be insignificant for all 
populations except older males (50-74), whereas the amount of cycle lanes is found to be a positive and 
significant determinant across all populations. Many of the individual determinants of commuter cycling 
mode share differ somewhat in importance between age and gender groups, as illustrated in Figure 1. 
However all groups evaluate their combined effect, the relative utility of cycling, in a similar manner. The 
correlation between measures of relative utility, Z in Eq. 1, for the two most disparate populations (Females 
aged 16-34 and Males aged 50-74) is high with an 𝑅2 of 0.91. Differences in cycling rates are unlikely to be 
driven by single determinants but instead arise because of a differentiated response to the total level of 
utility offered by the local area (e.g. the combined effect of all determinants). Women and older individuals 
require, on average, a higher level of utility in order to cycle to work. This can be seen in Figure 2, which 
illustrates male and female cycling rates against the average utility for an area. The findings underline that 
better cycling environments are more equal environments, strongly so for gender and to a lesser extent for 
age. 
                                                             
 
1 Measured using house prices as income data is not available at a sufficient geographic resolution.  
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Figure 1: The relative importance of different determinants on commuter cycling mode share 
in England and Wales (2-5 km, excluding London) 
 
Figure 2: Actual cycling rates for men and women against the relative utility of cycling (Z) 
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Route based analyses (Chapter 7) 
In the aggregate analyses a rudimentary measure of traffic density is identified as one of the most important 
determinants of commuter cycling mode share. Since traffic flows can be influenced by planning and policy 
decisions, particularly along local road networks, the second set of analyses focus on understanding how 
more sophisticated measures of traffic affect cycling behaviours at the route scale both individually and in 
combination. The route-based analyses consider the relative influence of traffic direction, volume, speed 
and composition along a likely cycling route (the shortest path) for all commuters travelling 2-5 km to work 
in Surrey, UK (n = 172,665). The relationship between these route-level traffic characteristics and whether 
or not the commuter is recorded as a cyclist in the 2011 census is then examined in logit models for different 
populations - all commuters, males, and females. Age groups are not considered since the aggregate 
analyses identified age as less-influential than gender.  
Findings from the network analyses 
Because they operate much closer to the level of the individual, the network models have a low predictive 
power. Nonetheless they expose significant determinants that differentiate the influence of traffic 
characteristics on a route, both individually and as an interaction. Regardless of the volume of traffic, above-
average traffic speeds (>29 kph) along likely cycling routes are shown to have the greatest influence on 
cycling propensity, followed by above average traffic volumes and speeds (as an interaction) across the 
junctions of these routes. In contrast to findings from the aggregate models the proportion of off-road cycle 
infrastructure along a route is shown to have a positive influence on commuter cycling propensity, 
suggesting that the placement of this infrastructure may be particularly important. The percentage of heavy 
goods vehicles either along routes to work or across them at junctions was found to have no influence on 
cycling propensity.  
Targeted application (Chapter 8) 
Using aggregate models to target areas 
It is possible to use both the aggregate and network models to inform recommendations tailored to a single 
local authority. For the aggregate models differences between model-predicted cycling rates and actual 
cycling rates can indicate areas that are performing above or below expectations. Figure 3 shows these 
model residuals across Medium Super Output Areas (MSOAs) in Surrey – an aggregated geographical unit 
formed by combining on average 5 LSOAs, which is at an appropriate scale for informing planning decisions. 
Woking appears to be performing below expectations in contrast to Guildford only a few km away which 
appears to be performing above expectations. Similarly, Staines and Ashford compare poorly against nearby 
Epsom and Ewell. These underperforming areas should be the focus of local planners and policy makers 
who wish to encourage cycling in the local area. The MSOAs with the largest negative residuals are identified 
in Table 2. 
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Figure 3: Aggregate modelling residuals for Surrey (male and female commuters combined) 
Table 2: Surrey MSOAs with the largest negative residuals for commuters working 2-5 km 
from home 
MSOA Code 
Absolute propensity error 
(2-5 km distance band) 
Local Authority District 
E02006465 -5.6% Woking 
E02006412 -4.9% Spelthorne 
E02006461 -4.8% Woking 
E02006327 -4.6% Elmbridge 
E02006458 -4.5% Woking 
E02006397 -4.3% Runnymede 
E02006407 -3.8% Spelthorne 
E02006405 -3.7% Spelthorne 
E02006408 -3.6% Spelthorne 
E02006442 -3.6% Waverley 
 
Using network models to target road segments 
Findings from the network models can be used to identify which sections of Surrey’s roads are deterring 
residents from cycling. First, coefficients from the models are used to estimate the expected number of 
commuters choosing to cycle to work for the current network given existing traffic conditions. A single 
network link is then 'improved’ by ascribing it traffic conditions which do not deter cycling, namely slow 
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vehicle speeds and low vehicle volumes. The predicted change in cycling levels across the network is then 
recorded and the process repeated iteratively for every link. Once completed, all links can be ranked 
according to the number of commuters that would be encouraged to cycle were the link improved. Those 
links that currently discourage the most cyclists should be where Surrey County Council focuses investment. 
Figure 4 illustrates the results of this process for Woking and Guildford, whilst Table 3 identifies the top 10 
links discouraging commuters from cycling across Surrey’s road network. 
 
 
Figure 4: An illustration of the road network links that deter cycling (green links deter the 
least commuters, red links deter the most) 
Table 3: The 10 links in Surrey’s road network that deter the most commuters from cycling 
Street Description Link Nature 
Score  
(commuters discouraged 
from cycling by the link’s 
current traffic 
conditions)  
Crawley Avenue A Road Dual Carriageway 7.3 
Crawley Avenue A Road Dual Carriageway 7.1 
Crawley Avenue A Road Dual Carriageway 5.7 
Billinton Drive Minor Road Single Carriageway 5.5 
Billinton Drive Minor Road Single Carriageway 5.5 
Farnborough Road A Road Dual Carriageway 4.4 
Staines Road A Road Single Carriageway 4.2 
Staines Road A Road Single Carriageway 4.2 
Stanwell Moor Road A Road Dual Carriageway 4.0 
Crawley Avenue A Road Dual Carriageway 4.0 
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Implications and conclusions (Chapter 9) 
The aggregate models identify important differences (and similarities) between key demographic groups in 
their responses to determinants of commuter cycling mode share – interactions between place and 
population characteristics. The results provide quantitative evidence for the theory presented by Aldred et 
al. (2016, pg. 40) that, “all else being equal, we need a more supportive cycling environment for women 
and older people to start cycling, on average, than we do for men”. The network models identify the subtler 
influence of the different characteristics of traffic at a finer spatial resolution. These models can be used to 
provide specific recommendations for individual authorities, or broader recommendations for all local 
authorities. National and local cycling policy should:  
 work towards making towns and cities compact, dense, traffic free and with suitable levels of 
cycling infrastructure 
 design urban form with female cyclists in mind and male cyclists will benefit accordingly  
o in areas that are supportive of cycling there are no strong gender biases in cycling rates – 
more supportive cycling environments are more equal environments, strongly so for gender 
and to a lesser extent for age 
 target higher than average speeds along roads as a priority, followed by higher speeds in 
combination with higher volumes at junctions 
o in particular consider the use of 30kph (20mph) speed limits as a mechanism to encourage 
cycling – the greater the proportion of a route with speeds below 30kph, the more likely 
commuters are to cycle along it 
 recognise the importance of building infrastructure in the right locations 
o the total length of cycle paths in an area (relative to the road network) is not positively 
correlated with cycling propensity, but the the percentage of a commuter’s likely route to 
work served by cycle paths does have a positive correlation with cycling propensity 
Novelty (Chapter 9) 
The findings presented within this thesis are consistent with previous research and the determinants of 
cycling identified using both aggregate and network-level analyses are similar to those identified in previous 
studies (Broach et al., 2012; Misra and Watkins, 2017; Parkin et al., 2008; Rietveld and Daniel, 2004). 
However, this research draws out some important and novel findings: 
 there are significant interactions between gender, age and determinants of commuter cycling 
mode share, as illustrated in Figure 1 (Chapters 4 & 5) 
 differences in observed cycling rates between demographic groups are driven by a differential 
response to the relative utility of cycling in an area rather than strong demographic responses to 
individual determinants (Chapters 4 & 5) 
 traffic speeds along a commuter’s likely route have a greater influence on their propensity to cycle 
to work than traffic volumes (Chapter 7) 
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It has demonstrated the application of some novel methods, including: 
 segmenting aggregate analyses of cycling behaviours by age and gender (Chapters 4 & 5) 
 using a moving window (or operator) to quantify determinants (Chapters 4 & 5) 
 using a shortest path analysis to predict cycling mode choice (Chapter 7) 
And has built on previous studies in an iterative manner: 
 increasing the resolution of the aggregate models (Chapters 4 & 5) 
 using estimated speed limits rather than posted speed limits to avoid multicollinearity issues 
(Chapter 7) 
It also adopts an alternative approach to handling distance decay by targeting a specific distance band to 
give a strong floor and ceiling to the analysis (Chapters 4, 5 & 7). 
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 Chapter 1. Introduction 
This chapter outlines the benefits of cycling, both for participants and wider society. It then 
describes the origins of the project and sets out the key research questions. 
 The societal benefits of cycling 
Travelling by bicycle is efficient, approximately ten times more efficient than the car and three times more 
efficient than walking in terms of the energy used per kilogram-kilometre (Radtke, 2008). Transport 
produces one fifth of the UK’s greenhouse gas emissions, which are the dominant cause of the unequivocal 
warming of our climate (DEC, 2015; IPCC, 2013). The bicycle is not powered by fossil fuels and generates 
almost no emissions. It would benefit society if more trips were made by bicycle, yet currently 80% of trips 
between 3.2 and 8.0 km are made by car and motorbike in the UK (DfT, 2015). An increase in cycling would 
also reduce our dependency on finite resources and conserve them for future generations. 
Regular cycling has physical health benefits for participants (Andersen and Cooper, 2011; Flint et al., 2014; 
de Hartog et al., 2010; Kahlmeier et al., 2011; Kelly et al., 2014; Oja et al., 2011; Rojas-Rueda et al., 2011). 
This holds true even in when it is undertaken in more polluted cities, or in countries where traffic risks are 
higher, or by participants who are already relatively active (de Hartog et al., 2010; Tainio et al., 2015). 
Increased physical health amongst cycling’s participants delivers net economic gains to society (Andersen 
and Cooper, 2011; Hendriksen et al., 2010; Jarrett et al., 2012). Although the relationship between active 
commuting and mental health is less clear, it is understood that increases in any form of exercise are 
beneficial for mental wellbeing (Cohen et al., 2014). Active commuters report being under less strain and 
more focused than their peers, which could translate into increased work performance for those who cycle 
to work and further economic benefits (DfT, 2014; Martin et al., 2014). 
A shift from motorised modes to cycling would have other positive effects at a societal level. The UK 
Department for the Environment, Farming and Rural Affairs (DEFRA) estimates that vehicular road noise 
alone costs British society between seven and ten billion pounds annually in health costs and lost 
productivity (DEFRA, 2014). Furthermore, higher noise levels from roads can reduce the value of nearby 
properties and the available amenity of public spaces (Blanco and Flindell, 2011; Watts et al., 2011). Bicycles 
are much quieter. In addition to generating noise pollution, busy roads create severance issues in towns 
and cities. Strong social networks are important for happiness and quality of life, but high levels of traffic 
along residential streets reduce connections and friendships between residents and diminish the social 
amenity of cities and towns (Appleyard, 1983; Handy, 2002; Hart and Parkhurst, 2011; Mindell and Karlsen, 
2012). Bicycles also take up less road space and therefore increased cycling should reduce congestion and 
delays for those who choose to drive, with further associated economic benefits (Granville et al., 2001). 
Higher cycling rates are not always universally beneficial or desired by the local population. An analysis of 
the health impacts of the bicycle hire system in London identified that the benefits may not apply equally 
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to all demographic groups, with weaker evidence of benefits for women and younger individuals using the 
scheme (Woodcock et al., 2014). In countries where the bicycle is a popular choice of mode, bicycles can 
clutter the streets when not in use and high rates of theft are common (Pucher and Buehler, 2008). Cycling 
infrastructure in London is also occasionally cited as a cause of traffic congestion rather than a solution to 
it (HL Deb, 03 Jul 2017, cols 747-755). Despite these concerns, the balance of evidence is heavily in favour 
of higher cycling rates as a mechanism to reduce resource use, cut CO2 emissions and improve population 
and economic wellbeing. As the MP for Gedling suggested in parliament twenty years ago, “the case for 
encouraging cycling is so obvious […] it should be central to Government policy” (HC Deb, 10 Dec 1997, col. 
959). 
 Organisational context of this project 
Local authorities in the UK provide approximately 700 services for their constituents (Local Government 
Group, 2011). They are required to promote the economic, social and environmental wellbeing of their 
regions (Local Government Act, 2000) and continually work to improve the health of their residents (Health 
and Social Care Act, 2012) whilst ensuring that no one group or area can be unduly disadvantaged by a 
change in services provided (Equality Act, 2010). This is a complex and challenging task since certain services 
might be provided to meet one set of requirements, but can then act in opposition to an alternate set of 
requirements.  
Mobility, or transport, is one of the core services, consuming about 42% of capital spending and 5% of 
revenue spending (DCLG, 2017). It is also a service area that is strongly connected to the wellbeing of 
different regions. The Cabinet Office’s strategy unit identified that transport systems in towns and cities 
had significant externalised costs, primarily due to the regular use of private motor vehicles. These included:  
 £10.9 billion due to delays from congestion 
 £8.7 billion due to road accidents 
 £17.3 to £25.4 billion of health-related costs (air quality, physical inactivity and noise) 
 Between £1.2 to £3.7 billion in costs associated with greenhouse gas emissions 
(Cabinet Office Strategy Unit, 2009) 
Local authorities could advance the economic, social and environmental wellbeing of their region, without 
impacting mobility, by encouraging residents to use higher proportion of public transport and active travel 
modes. In recognition of this opportunity, the Department for Transport (DfT) created the Local Sustainable 
Transport Fund (LSTF). The fund aims to help generate economic growth and reduce carbon by improving 
sustainable transport choices (DfT, 2011). It focuses on the potential of encouraging walking, cycling and 
public transport over short distances, namely trips under 5 miles (8 km), and emphasises the importance of 
local delivery and understanding - coherent with the wider theme of localism within government at the 
time (DfT, 2011, pg. 5).  
In 2012 Surrey County Council, a large local authority in the South of England, submitted two successful 
bids for their TravelSMART project, securing approximately £18m of funding from the LSTF. The broad aims 
of both bids were to promote economic growth and sustainable travel through a mixture of infrastructure 
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development and behavioural change programs (DfT, 2012; Surrey County Council, 2011). A small amount 
of funding was set aside to sponsor a Research Engineer (RE), a student studying towards an engineering 
doctorate with the University of Surrey. At Surrey County Council the RE would be embedded within the 
TravelSMART project team, providing academic insight, conducting research and supporting their work on 
developing sustainable travel within Surrey (TravelSMART, 2018). At the University of Surrey, the RE would 
undertake a sustainability and leadership orientated development programme and be supported 
academically through the Centre for Environment and Sustainability. This doctoral thesis is one of the 
outputs of this collaboration.  
 Current provision and planning for cycling in local authorities 
In 2014, as part of the initial scoping of this project, the RE conducted a survey of local authorities, seeking 
to understand how they currently provide for cycling and examining their approach to developing cycling 
infrastructure (see Appendix A for survey questions). The last published evidence in this area was a review 
by Gaffron (2003) who investigated how local authorities were implementing the national cycling policy of 
the time.  
Survey responses revealed that most of the funding for district level authorities comes through planning 
related mechanisms whereas for both county and unitary authorities the primary source is grant funding 
from central government. The intermittent nature of grant funding and the location constrained nature of 
planning related funding made long term planning difficult for all authorities. Respondents noted that 
investment is often guided “by the need to spend within time limits” and that “a consistent and long term 
allocation of funding for cycle projects would allow [for] a schedule of works. Current funding is piecemeal 
and inconsistent making long term planning difficult”. Few county authorities had a dedicated cycling 
officer, although most unitary and metropolitan boroughs did, and only 60% of all authorities had a cycling 
strategy.  
While nearly every authority had access to a Geographic Information System (GIS) team or specialist, almost 
no proposals for cycling infrastructure were evaluated using GIS tools. This was recognised by many 
authorities as an issue, but they suggested that a “lack of qualified and experienced staff and reducing 
budgets” limited their potential to act upon it. Instead, proposals could be driven by political pressures and 
funding rather than a considered long term plan – “decisions are based mainly on the political landscape at 
the time” and “in the main, [the process of determining where to install cycling infrastructure is best 
described as] random, ad-hoc, and disjointed bottom-up decision-making by local members”. 
The survey itself does not form a central part of this thesis, although findings are referred to in later 
chapters. However, it informed the initial direction of study. Its results revealed a need for better tools and 
approaches for encouraging cycling across the UK, particularly around using GIS systems to intelligently 
target where to develop provision for cycling. This understanding informed the initial research questions.  
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 Research questions 
In line with the broader aims of the LSTF, this thesis focuses on understanding commuter cycling behaviours 
and how to develop cycling within a local authority in the UK. Cycling is a transport mode that has much 
potential for growth. Currently only 2.8% of all commuters in England and Wales cycle to work, and just 
2.5% of trips for any purpose under 8 km are made by bicycle (DfT, 2013; ONS, 2014a). Within the 
population that does cycle to work there are strong demographic biases. On average women cycle far less 
than men and younger (<35) and older (>49) commuters are less likely to cycle than their middle-aged 
peers. The magnitude of these differences varies spatially – for example in Cambridge women cycle to work 
nearly as frequently as men, but in Milton Keynes women are four to five times less likely to cycle to work 
than men. This suggests an interaction between place and demographics, a better understanding of which 
could lead to improved policies and interventions to promote cycling. Results from stated preference 
surveys suggest that women and older individuals may be more sensitive to motor traffic (Aldred et al., 
2017), which would explain some of the differences in cycling rates and is therefore of particular interest. 
However, measuring motor traffic objectively is difficult. It has multiple defining characteristics, including 
speed, volume and composition, the relative importance of which is not yet fully understood. Regardless of 
which determinants are driving demographic differences in cycling rates, it is clear that there are places in 
England and Wales that discourage cycling in some groups more than others. Given the well evidenced 
benefits of cycling, this results in a health and wellbeing inequality that is to the detriment of individuals 
within these groups and wider society. This thesis looks to understand this issue in more detail by answering 
the following research questions: 
a) Why do women cycle to work less than men?  
i) How does gender interact with determinants of commuter cycling mode share? 
b) Why do certain age groups cycle to work less than others? 
i) How does age interact with determinants of commuter cycling mode share? 
c) How does motor traffic influence decisions to cycle to work?  
i) How do different traffic characteristics, such as speed, volume, direction and composition, 
act and interact to influence decisions to cycle to work for different demographics?  
These questions are also of interest to the academic community, particularly when considered concurrently 
– namely not asking ‘what intervention strategy is best (for everyone, everywhere)?’ but instead asking 
‘what intervention strategy is best, for this group, in this particular place?’ (Handy et al., 2014). 
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 Chapter 2. Approaches to studying cycling and 
findings from the literature 
This chapter explores the different approaches that are applied to understand cycling 
behaviours, including the theoretical frameworks and formats used in studies of cycling. It 
then reviews the key findings of these studies and identifies where there are still research 
gaps suitable for further investigation.  
 Common theoretical frameworks when studying cycling 
Cycling behaviours are of interest to a wide range of disciplines, including engineering, urban planning, 
transport, health, psychology, economics and marketing. These disciplines analyse behaviours using 
theoretical constructs and methodologies common to their field. As a consequence the emergent body of 
cycling literature contains a variety of theoretical frameworks and study methods that have been used to 
identify key causal factors (determinants) of cycling behaviours. An overview of these is given below. 
2.1.1 Utility maximisation 
A common approach for examining travel decisions, including cycling, is to assume that individuals act to 
maximise their utility when choosing between different options (Ben-Akiva and Lerman, 1985; McFadden, 
1973). However, individuals do not always appear to make the same choices when they are placed in 
apparently identical situations. To explain these choice inconsistencies, the concept of utility can be viewed 
as either inherently probabilistic, where choices follow a probabilistic distribution, or randomly, where 
differences arise because the observer does not have all the necessary information (Ben-Akiva and Lerman, 
1985, chap. 3). The latter is in line with consumer theory, or Homo Economicus, and is considered the 
dominant format of utility maximisation. Under the framework of random utility maximisation, the utility 
of any option is estimated as a function of its attributes and a random error component, which captures 
measurement errors and the unknown preferences and considerations of the individual (Ortuzar and 
Willumsen, 2011, pg. 230). Individuals are otherwise assumed to have perfect information and to act 
predictably rationally - a rational choice approach. The framework can also be expanded to incorporate 
personal heuristics that may be associated with the time and effort costs required to gather information - 
bounded rationality, and feedback effects associated with anticipated regret - regret minimisation (Bell, 
1982; Loomes and Sugden, 1982; Simon, 1957). An assumption of utility maximisation is common to studies 
of cycling that originate from an economics, engineering, marketing or planning perspective. A clear 
demonstration of its application can be found in Menghini et al. (2010), who examine the route choices of 
cyclists in Zurich, Switzerland, by comparing the estimated utility of different routes.  
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Many studies implicitly assume some form of utility maximisation (Clifton and Handy, 2003). This thesis 
employs random utility maximisation in all analyses of cycling behaviour. The theory, along with its 
application in choice models, is discussed in depth in the next chapter. 
2.1.2 Planned behaviour and interpersonal behaviour 
Cycling research from the psychological disciplines focuses more explicitly on the choice process itself. One 
of the most common psychological frameworks is the Theory of Planned Behaviour or TPB (Ajzen, 1991). 
TPB models the intention to perform a behaviour as a function of an individual’s attitude towards that 
behaviour, the perception of the behaviour’s social acceptability and the individual’s assessment of their 
ability to perform the behaviour. An attitude towards a behaviour can be deconstructed into multiple 
beliefs about the positive or negative value of undertaking that behaviour and an appraisal of their relative 
importance. For example, “cycling the entire journey to work is mentally relaxing for me” is a statement 
that can be used to ascertain a belief, whereas “it is important to me that my commute transport mode is 
mentally relaxing” can be used to estimate that belief’s relative importance (Heinen et al., 2011, pg. 102). 
In a similar manner, the perceived social acceptability of a behaviour, or subjective norm, can be estimated 
by asking individuals to consider whether others in their social sphere think they should perform the 
behaviour. Perceived behavioural control (PBC) can be estimated by asking individuals to consider how 
possible it is to perform a specific behaviour. Together, the attitude towards a behaviour, subjective norm 
and PBC predict behavioural intention, which is assumed to be directly associated with the probability that 
the action will be undertaken. The study by Heinen et al. (2011) provides a good example of the application 
of the Theory of Planned Behaviour: they use it to examine how commuters’ attitudes toward the benefits 
of travel by bicycle influence mode choices over a range of distances in the Netherlands. 
Developments to the Theory of Planned Behaviour have illustrated the potential for including factors that 
describe habits, which may bypass cognitive deliberation, or emotional and affective responses, which may 
confound it. These components are clearly identified in the Theory of Interpersonal Behaviour, along with 
a consideration for facilitating conditions, which intervene between intention and action (Triandis, 1977). 
The Theory of Interpersonal Behaviour (TIB) is less commonly used than TPB, but appears to explain 
behaviours slightly better than TPB due to the addition of the affect and habit components (Egmond and 
Bruel, 2007). Other socio-psychological frameworks are emerging in the cycling literature, such as stages-
of-change models that consider how close commuters are to becoming cyclists and how their perceptions 
change as they take up cycling (van Bekkum et al., 2011; Gatersleben and Appleton, 2007). Research that 
examines cycling behaviours using socio-psychological frameworks can sometimes expose factors that 
might appear irrational to Homo Economicus but which play an important role in explaining behaviours, 
such as social norms. Conversely, these studies can struggle to describe how cognitive processes are 
influenced by external factors (Chatterjee et al., 2013). For example, it may be that a perception that cycling 
is safe strongly influences someone to cycle to work, but it is not clear how actual traffic behaviours and 
the presence of cycling infrastructure influence the perception of safety. 
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2.1.3 Socio-ecological analyses 
Socio-ecological analyses consider individual behaviours to be determined by factors operating at different 
contextual levels, for example individual, interpersonal, community and environmental contexts (Willis et 
al., 2015). The original concept represented the individual at the centre of a series of concentric systems, 
with those closer to the individual assumed to have more influence than those further away 
(Bronfenbrenner, 1979). Some more recent socio-ecological models create complex frameworks that locate 
individual factors as “antecedents, mediators, interprocesses [or] moderators” (Alfonzo, 2005, pg. 817). 
However, many socio-ecological models just recognise that different contextual levels of behavioural 
influences exist and measure their relative importance accordingly (Panter and Ogilvie, 2015). The 
framework is most commonly used in the public health disciplines and consequently is often applied to 
cycling in relation to the health benefits associated with physical activity. An example of its application in 
cycling research can be seen in the work of Badland et al. (2013), who examine how individual, social and 
environmental factors influence the uptake of cycling for recreation and transport in Perth, Australia. 
2.1.4 Social practice theory  
The frameworks described thus far consider individuals as an active participant in choice. An entirely 
different perspective, arising from philosophical and sociological disciplines, considers that travel 
behaviours are informed by structural factors beyond the individual that directly constrain or determine 
‘choices’, a theoretical framework described as social practice theory (Reckwitz, 2002; Savage et al., 2011; 
Shove et al., 2012). From this perspective it is less important to examine choice processes and more 
important to consider the components or structures that form a practice. This supra-individual approach is 
emerging as a framework for understanding systematic and holistic influences on travel behaviours that 
may not fit neatly into utility or socio-psychological models. However, “from the perspective of transport 
policymakers and researchers, sociological contributions can be less accessible than more ‘mainstream’ 
economic, psychological or geographical studies” (Cairns et al., 2014, pg. 115). Nonetheless, Spotswood et 
al. (2015) demonstrate its potential by using social practice theory to explore the views and experiences of 
cyclists and non-cyclists in the UK and express these through themes of meanings, materials and 
competencies associated with the practice of cycling to work.  
2.1.5 Grounded theory 
Clifton and Handy (2003) note that some forms of qualitative research into transport behaviours begin 
deliberately without a research framework and then use findings to develop new theories, a process termed 
grounded theory. The approach is not a theoretical framework in itself, but instead describes the inductive 
methods that can be used to create one. Grounded theory involves a period of preparation designed to 
minimise preconceptions, for example by deliberately not conducting a literature review, followed by a 
period of data collection (usually qualitative) and subsequent analysis (Martin and Gynnild, 2011). Whilst 
the approach is relatively rare in cycling research, Füssl and Haupt (2017) demonstrate how it can be used. 
They conducted interviews with cyclists in Vienna, Austria and used these to develop a unique theoretical 
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framework that links power relations between cyclists and motor vehicles with a cyclist’s self-portrayal or 
identity.  
2.1.6 Overlap, hybrid models and working towards a common framework 
The list of theoretical frameworks described so far is by no means exhaustive. In an analysis of 65 active 
travel research papers that mention a theoretical framework, Götschi et al. (2017) identify 26 which were 
considered to be new. Whilst frameworks are often presented as being distinct, there is a good deal of 
overlap between them. For example, determinants of cycling identified using a utility maximisation 
framework can easily be organised into a different socio-ecological groupings. Similarly, the Theory of 
Planned Behaviour “could be viewed as a social psychological variant of the general rational choice 
approach” (Parkin, 2012, pg. 222). Where frameworks do not overlap, the gap between frameworks can 
represent a potential area for development. For example, hybrid-choice models were developed as an 
extension of utility maximisation models to include a distinct component for individual cognitive processes 
and were inspired by theoretical frameworks drawn from psychology disciplines (Ben-Akiva et al., 2002). 
Within cycling research there is a general trend for convergence towards a “common framework that 
considers the interplay between individual, interpersonal and environmental factors” (Krizek, Handy, et al., 
2009, pg. 727). By employing a more general theoretical framework, findings from quite distinct research 
areas can be considered concurrently and analyses of cycling from any discipline are able to draw on 
conclusions from a wide range of previous research studies.  
 Study formats and design considerations when analysing cycling 
behaviours 
The design of a study is often informed by its underlying theoretical construct. Some study formats lend 
themselves particularly well to one or two theoretical constructs, others are more universal. Chatterjee, 
Sherwin and Jain (2013) identify five core types of study into cycling behaviours: aggregate studies of 
variation in cycling between areas; stated preference studies of different cycling environments; cycling 
attitude and opinion surveys; socio-psychological studies of cycling; and qualitative research exploring 
thoughts and feelings about cycling. Of these, aggregate and stated preference studies will normally assume 
some form of utility maximisation, since they examine revealed or stated choices, whilst attitude surveys 
and socio-psychological studies often employ a theoretical construct similar to the TPB or TIB to understand 
how these choices are made. The following sections explore the different study formats and design 
considerations in more detail, noting any strong alignment between theory and design. 
2.2.1 Aggregate and disaggregate studies 
Aggregate (or ecological) studies of cycling focus on the collective behaviour of many individuals by using 
areas as the unit of analysis. They are useful in providing information on mode choices and the factors that 
influence them across multiple geographical regions (Katz, 2001). Since individual information only needs 
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to be described at an area-level, aggregate studies can utilise secondary data sources to achieve a highly 
representative sample that includes cyclists and non-cyclists. However, aggregate studies can suffer from 
statistical biases arising from the arbitrary definition of the zones that are used to group individuals – the 
modifiable areal unit problem or MAUP (Gehlke and Biehl, 1934; Openshaw, 1983) and make an implicit 
assumption that group level behaviours are transferrable to individuals – an ecological fallacy (Robinson, 
1950). Both of these can be minimised by careful consideration of zone design and the homogeneity of their 
respective populations. In the field of cycling research, Parkin et al. (2008) use an aggregate modelling 
approach to examine the correlation between the characteristics of 8,800 English and Welsh wards and the 
commuter cycling rates of their respective populations.  
A subset of aggregate studies are direct demand models. These examine the absolute number of travellers 
using a particular mode to travel between two points (Wardman et al., 1994). In the context of cycling these 
typically compare the environments around different count points and identify which characteristics are 
associated with higher or lower cycling levels, or to estimate flows on specific streets (Cooper, 2017). For 
example, Fagnant and Kockelman (2016) examine the characteristics of cycle count locations in Seattle, 
USA, identifying how factors such as traffic volumes and cycle lane width influence cycling rates.  
Because these type of studies examine cycling behaviours at an aggregate level, it is more difficult for them 
to incorporate individual characteristics, in particular those relating to attitudes, beliefs and individual 
preferences. As such most aggregate studies assume some form of utility maximisation as an underpinning 
theoretical construct. The counterpart to aggregate analyses, forms of cycling research that operate at the 
level of the individual, are described as disaggregate studies. Such studies collect data on individuals, 
although they may present results in aggregate formats by grouping the individuals according to particular 
characteristics.  
2.2.2 Revealed and stated behaviour studies 
Behavioural preferences can be identified by asking individuals what they might do in a given situation, a 
stated preference, or by examining their actual or previous behaviours and inferring their preference, a 
revealed preference. 
Stated preference studies ask individuals to rate or rank different theoretical scenarios, or to choose 
preferred scenarios from a set of options. By including scenarios with different levels of an attribute of 
interest, such as traffic levels, choices can be examined to infer the relative utility level of each individual 
attribute (Bradley, 1988). This utility can relate to either mode choices or route preferences for cyclists and 
non-cyclists alike and the methodology allows for the examination of scenarios that do not yet exist in 
reality. However, there are challenges in describing scenarios accurately and it is not clear to what extent 
respondents rely on their own experience of the presented options when weighing an attribute’s utility 
(Broach et al., 2012). The use of virtual reality and video may describe environments more accurately, but 
it is difficult to capture the visceral effect of reality in simulated environments and consequently stated 
preferences may not translate into revealed behaviours (Hughes and Harkey, 1997; Parkin et al., 2007). 
Landis et al. (1997) developed a novel solution to this conundrum and got participants to cycle along 
particular route sections before rating their relative utility – although this approach has not since been 
repeated. Stated preference studies related to cycling behaviours can be interpreted through both 
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psychological frameworks and utility maximisation frameworks, although the latter is more common (e.g. 
Kaplan et al., 2015 using TPB; Tilahun et al., 2007 using utility maximisation). Stinson and Bhat (2003) use 
stated preferences to evaluate the factors that affect commuter cyclists route choices in the USA by asking 
survey respondents to identify which of two competing route scenarios they preferred.  
Revealed preference studies focus on the actual or previous behaviours of cyclists. For example, when 
examining revealed route preferences, the relative importance cyclist’s give to various route attributes is 
inferred by comparing the attributes of their chosen route with those of plausible alternatives. Chosen 
routes are usually identified using GPS and smartphone traces, although hand drawn maps and intercept 
surveys have been used as well (Aultman-Hall et al., 1997; Standen et al., 2017). An advantage of such an 
approach is the use of actual choices rather than stated choices. An equally relevant disadvantage is that 
they require a sizeable set of alternatives in order to accurately estimate the relative importance of 
different attributes and the creation of this assumed choice set can present a challenge (Broach et al., 2010). 
Revealed preference studies also focus on the route choices of existing cyclists rather than considering how 
route-level influences might affect mode choices2. Aggregate models of commuter cycling behaviours are 
often classified as revealed behaviour studies as participants are not asked which mode they would prefer 
to use to get to work, but are instead asked for their usual mode of travel for commuting purposes. Since 
revealed preference studies examine the selected or observed mode, not the process by which it was 
chosen, a utility maximisation framework is commonly assumed (e.g. Menghini et al., 2010). Broach et al. 
(2012) use revealed preferences to identify route preferences in Portland, USA in a manner comparable to 
Stinson and Bhat (2003), but derive preferences directly from GPS traces rather than survey responses.  
2.2.3 Qualitative and quantitative studies 
Qualitative research into cycling behaviours involves focus groups and interviews that explore the thoughts 
and feelings of different groups towards cycling. These study formats can often include novel approaches 
to studying cycling. For example, Ghekiere et al. (2014) examined the influence of the built environment on 
cycling behaviours by conducting ride-along interviews with 10-12 year old children and their parents. 
Alternatively, as identified earlier, Füssl and Haupt (2017) develop their own theoretical framework to 
describe cycling behaviours by interviewing cyclists and exploring their identities. These exploratory studies 
can help develop new perspectives that quantitative studies have not yet been able to capture, have not 
yet recognised or may never be able to consider. Such studies are also relatively time-consuming and the 
smaller sample sizes can make it difficult to generalise findings or make systematic comparisons. Social 
practice theory and grounded theory typically require qualitative study formats, although results from 
qualitative studies can be analysed by assuming an underlying utility maximisation or socio-ecological 
framework. A recent and insightful example of the use of qualitative cycling research is found in Steinbach 
et al. (2011), who explore the meanings of cycling to different urban, gendered, ethnic and class identities 
in London, UK. 
                                                             
 
2 Examined in greater detail in Chapter 8.  
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Quantitative study formats seek to quantify the factors that influence cycling behaviours. Stated and 
revealed preference studies, as well as aggregate studies, are routinely quantitative in nature. Planned and 
interpersonal behaviour frameworks (TPB and TIB), utility maximisation approaches and socio-economic 
models are all regularly used to underpin quantitative study formats. A contrasting example to the 
qualitative approach used by Steinbach et al. (2011) is demonstrated by Stone and Gosling (2008), who 
survey 1,000 Londoners and analyse survey responses quantitatively, describing the various attitudes to 
cycling and cycling profiles of different gender, ethnic and age groups within the city.  
2.2.4 Longitudinal and cross-sectional studies 
The use of surveys and census datasets that are repeated on a regular basis allows for cycling to be 
examined longitudinally (Aldred et al., 2016; Barnes et al., 2006; Goodman, 2013). For example, the 
National Travel Survey of the UK annually asks respondents how satisfied they are with cycling provision in 
different parts of the country (DfT, 2018). Primary data collection for longitudinal studies is costly and as a 
consequence longitudinal studies of cycling are relatively scarce – an oft noted gap within cycling research 
(Buehler and Dill, 2016; Heinen et al., 2010; Krizek, Handy, et al., 2009; Oakil et al., 2016). Instead, most 
studies of cycling are cross-sectional in nature. Cross-sectional and longitudinal analyses can be 
underpinned by almost any of the theoretical frameworks described previously, although frameworks such 
as the stages-of-change model are more clearly targeted at the examination of causality. Aldred et al. (2016) 
illustrate the use of both longitudinal and cross-sectional analyses when exploring the variation in cycling 
rates between gender and age groups across England and Wales. They note that some of the findings from 
their cross-sectional analysis are inconsistent with findings from their longitudinal analysis.  
2.2.5 Frequency and participation, utility and leisure cycling 
When designing a study of cycling behaviours, it is important to consider the nature of the cycling under 
examination. Transport mode choices can show significant variation day to day, so there is a clear distinction 
between studies that employ an average measure of mode choice (e.g. normally uses a bicycle) and those 
that employ a frequency or trip based measure of mode choice (e.g. cycles two trips out of every five) 
(Heinen et al., 2010). The purpose of the cycling behaviours is similarly important. Cycling for leisure is a 
wholly different activity to cycling for transport and quantitative studies have identified different 
associations for determinants of these activities (Goetzke and Rave, 2011). Commuting trips are of 
particular interest since they are non-discretionary and make up a significant portion of all trips made in 
the UK (DfT, 2017a). Schoner et al. (2015) demonstrate how the factors that affect cycling behaviours differ 
when cycling is measured either in terms of participation or frequency for commuter cyclists in Minneapolis, 
USA. Similarly, Iacono et al. (2008) show that the purpose of a cyclist’s journey, such as commuting, leisure, 
shopping or education, influences how far individuals are willing to travel.  
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 Evidence from earlier studies of cycling 
The determinants of cycling behaviours that are identified using the various theoretical frameworks and 
study types is continually expanding - transport cycling is a rapidly growing field of research (Fishman, 2016). 
Several recent literature reviews and meta-analyses provide an overview of determinants from a particular 
perspective: 
 Heinen et al. (2010) review all types of determinants of commuter cycling 
 Fraser and Lock (2011) review the physical environment determinants of transport cycling 
 Willis et al. (2015) review the socio-psychological determinants of transport cycling 
 Forsyth and Krizek (2010) and Pucher et al. (2010) review infrastructure and policy factors that 
could increase utility cycling and all types of cycling respectively 
 Buehler and Dill (2016) review the influence of infrastructure networks on all types of cycling 
 Aldred et al. (2017) review stated preferences for cycling infrastructure types by age and gender 
Further to these dedicated literature reviews, the introduction and appendices of several studies also 
provide summaries of factors that affect cycling behaviours. These include Hunt and Abraham (2007) and 
Sener et al. (2009) for route choices, Casello and Usyukov (2014) for stated preferences, and Muhs and 
Clifton (2015) for built environment influences. 
Researchers often sort the determinants they identify into different categories. Most of these taxonomical 
systems recognise the different contextual levels that influence cycling behaviours, in particular the 
individual, the social-group and the physical environment. For example, Damant-Sirois and El-Geneidy 
(2015) employ four categories: individual characteristics; individual attitudes; the social environment; and 
the built environment. Willis et al. (2015) make a similar breakdown, with personal, psychological, social 
and physical categories. Heinen et al. (2010) make a distinction between built and natural aspects of the 
physical environment and include an extra category of utility. Alternatively, Fernández-Heredia et al. (2014) 
sort determinants more broadly into choice and non-choice categories, with trip, environment, 
infrastructure and route perception categories (choice) alongside latent attitudes and socio-demographics 
categories (non-choice). Regardless of the system used for organising determinants, it is important to 
recognise that secondary relationships are likely to exist between and within categories in the form of 
interactions, re-enforcing influences and higher-level effects (Handy et al., 2014).  
Since this thesis focuses on commuter cycling, Heinen et al.’s (2010) taxonomy is the one we will turn to. 
The following sections give an overview of the key determinants of cycling behaviours organised into their 
five determinant categories. To avoid repeating previous work, the examples given and literature cited were 
all published since or not included within Heinen et al.’s (2010) original paper. Apart from associations 
between cycling propensity and age3, these alternative studies all corroborate the overview given by Heinen 
et al. (2010). The original determinants and studies from Heinen et al.’s review (2010) are given at the end 
of this section in Table 2.1. 
                                                             
 
3 Whilst Heinen et al. (2010, pg.69) note that “the relationship between cycling and age is […] ambiguous”, more recent 
studies conclude that older individuals cycle less on average (see Socio-Economic category, pg. 28). 
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2.3.1 The built environment 
Includes determinants associated with road and cycle networks, characteristics of towns and 
cities, and facilities at origins and destinations. 
Trip distance is an important negative determinant of cycling – longer trip distances make cycling less likely, 
although cyclists may be prepared to travel further for work trips than for other purposes (Broach et al., 
2012; Cole-Hunter et al., 2015; Iacono et al., 2008). In dense towns and cities, trip distances between points 
of interest are likely to be shorter. As such, population density is sometimes found to be positively 
correlated with cycling levels, although the relationship may be non-linear with the highest cycling levels in 
medium-density locations rather than the largest cities, suggesting some density disutility (Fraser and Lock, 
2011; Vandenbulcke et al., 2011). Traffic may be one such disutility linked to higher densities of urban form 
and it is often identified as a reason why non-cyclists do not wish to start cycling (Christmas et al., 2010; 
Davies et al., 1997). Protection from traffic in the form of a cycling infrastructure is recognised to increase 
cycling propensity, especially when infrastructure forms part of a direct and connected network (Manaugh 
and El-Geneidy, 2015; Schoner and Levinson, 2014). Areas near newly installed cycling facilities can show 
increases in cycling mode share, and towns and cities with higher levels of infrastructure have higher levels 
of cycling overall (Buehler and Pucher, 2012; Krizek, Barnes, et al., 2009). Improved trip-end facilities, such 
as cycle parking, showers and lockers also have a positive correlation with cycling propensity (Buehler, 2012; 
De Geus et al., 2008) 
2.3.2 The natural environment 
Includes determinants associated with geography, weather and climate.  
Cycling uphill takes more effort than cycling along the flat and cyclists will adjust their routes to avoid hills 
(Hood et al., 2011). At an aggregate level, steeper road sections see fewer cyclists than flatter equivalents 
and hillier areas have lower levels of cycling, even in relatively flat countries such as the Netherlands (Jestico 
et al., 2016; Lovelace et al., 2017). Active travellers give a higher valuation to the places they visit in good 
weather conditions (Böcker et al., 2015). Accordingly dry conditions, comfortable temperatures (not too 
hot or too cold) and lower wind speeds are associated with a higher likelihood that commuters will travel 
by bicycle for any given trip (Flynn et al., 2012; Saneinejad et al., 2012). Over the longer term, lower 
precipitation levels are associated with higher cycling rates (Waldman, 1977). Beautiful scenery is also 
identified as a motivator of cycling behaviours in stated preference surveys and route assessments (Snizek 
et al., 2013; Wahlgren and Schantz, 2012; Winters et al., 2011). However, objective measures of beauty 
often rely on greenery and the correlation between greenery and cycling propensity is not yet fully 
understood (Mertens et al., 2017; Winters et al., 2010). 
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2.3.3 Socio-economic (includes socio-demographic and socio-economic factors) 
Includes determinants associated with individuals that are not directly cognitive or 
psychological in nature. 
Access to a car reduces the intention to use the bicycle and makes an individual less likely to cycle (Eriksson 
and Forward, 2011; Thigpen et al., 2015). Alternatively, the provision of bicycles by the workplace or cycle-
share systems may increase commuter cycling rates (Vanoutrive et al., 2009; Winters et al., 2010), although 
more trips from cycle share systems do not necessarily mean fewer car trips overall (Fishman et al., 2013). 
Higher levels of education have been linked to both higher cycling rates (Ma and Dill, 2016) and lower 
cycling rates (Habib et al., 2014; Vandenbulcke et al., 2011). Education is correlated with socio-economic 
position, and data from UK censuses suggests the correlation between cycling and socio-economic position 
is also not straightforward – it is traditionally negative, but has weakened over time and may soon reverse 
(Goodman, 2013; Waldman, 1977). This may be because cycling for transport purposes can be a decision of 
both choice and necessity (Aldred and Jungnickel, 2014; Singleton and Goddard, 2016). Major changes to 
socio-economic characteristics, such as changing jobs or moving house, generally decrease mode 
‘stickiness’ and make shifts towards or away from cycling more likely (Chatterjee et al., 2013). 
Many studies identify that, on average, older individuals and women cycle less than other groups (Buehler, 
2012; Chen et al., 2017; Heesch et al., 2012; Rietveld and Daniel, 2004; Schoner et al., 2015; Thigpen et al., 
2015). Nonetheless, in cities or countries with high cycling rates men and women cycle as much as each 
other and there is relatively little decline in cycling across older age categories (Garrard et al., 2012). This 
suggests that there is an interaction between gender, age and place-based determinants, although these 
interactions are not yet fully understood (Aldred et al., 2016; Singleton and Goddard, 2016).  
2.3.4 Psychological factors 
Includes determinants that describe individual perceptions, attitudes and habits.  
There are independent associations with objectively measured environmental variables and their perceived 
equivalent – models using both perform better overall, and performance is further improved when 
attitudes towards cycling and social norms are included (Ma and Dill, 2015). The greater the perception of 
the health, time, cost and convenience benefits of cycling, the more likely an individual is to cycle (Heinen 
et al., 2011; Piatkowski and Marshall, 2015). Similarly the greater the perception of the insecurity, riskiness 
and uncomfortableness of cycling, the less likely an individual is to cycle (Piatkowski and Marshall, 2015; 
Titze et al., 2008). Individuals with a positive attitude to cycling overall will perceive the barriers to cycling 
as being weaker (de Souza et al., 2014). These attitudes change as individuals try out cycling, for example 
the perception of risk reduces as new cyclists gain experience (van Bekkum et al., 2011). A regular habit of 
cycling for any purpose also makes commuter cycling more likely (Gatersleben and Haddad, 2010; Heinen 
et al., 2011; Muñoz et al., 2013). The meanings associated with cycling are important as well - the perception 
that cycling is acceptable and normal may positively influence an individual’s decision to cycle (Spotswood 
et al., 2015; Steinbach et al., 2011). This perception can be informed by close family, wider social networks 
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or even regional and national cultures, although it may be specific to particular types of cycling (Aldred and 
Jungnickel, 2014; Goetzke and Rave, 2011; Kroesen, 2015).  
2.3.5 Utility factors 
Includes determinants such as safety, costs, time and effort.  
As previously noted, the perceived risks or low perceived safety associated with cycling can act as a major 
deterrent (Pooley et al., 2011). Higher costs in transport modes are generally associated with a decrease in 
their mode share, and the low costs of cycling can therefore make it an attractive choice, particularly for 
younger individuals (Shannon et al., 2006; Verhetsel, 1998). Attitudinal concerns around fuel efficiency are 
also associated with higher cycling propensity (Ma and Dill, 2015). For many commuters time is an 
important factor in mode choice and cycling is a time-competitive mode in dense cities (Damant-Sirois et 
al., 2014; Dill and Gliebe, 2008; Tranter, 2012). Improving routes to make trip times shorter could 
consequently increase cycling patronage (Sener et al., 2009). The effort associated with cycling, particularly 
up hills or over long distances, is a significant deterrent. E-bikes can reduce the effort associated with cycling 
and may increase the overall utility of cycling and its competiveness with other modes over longer distances 
(Fyhri and Fearnley, 2015). 
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Table 2.1: Determinants of commuter cycling mode share, their expected direction of action 
and the studies which have identified them (Heinen et al., 2010) 
Class Determinant Effect Studies 
Built 
Environment 
Distance - 
(Cervero, 1996; Dickinson et al., 2003; Moritz, 1998; Parkin et al., 
2008; Pucher and Buehler, 2006; Rietveld and Daniel, 2004; 
Stinson and Bhat, 2004; Timperio et al., 2006; Zacharias, 2005) 
Small and medium sized 
towns (vs. larger towns) 
+ (Martens, 2004; Rietveld and Daniel, 2004) 
Dense road structure 
+ (Southworth, 2005) 
Ins (Moudon et al., 2005; Zacharias, 2005) 
Population density + 
(Dill and Voros, 2007; Guo et al., 2007; Parkin et al., 2008; Pucher 
and Buehler, 2006; Witlox and Tindemans, 2004; Zahran et al., 
2008) 
Mixed land use, functions 
or facilities 
+ 
(Cervero and Duncan, 2003; Litman, 2008; Moudon et al., 2005; 
Pikora et al., 2003; Pucher and Buehler, 2006) 
Cycling infrastructure 
(paths and lanes) 
+ 
(Abraham et al., 2002; Barnes et al., 2006; Dickinson et al., 2003; 
Dill and Voros, 2007; Garrard et al., 2008; Hunt and Abraham, 
2007; Pucher, 2001; Pucher and Buehler, 2006; Stinson and Bhat, 
2005; Wardman et al., 1997) 
Ins (Moudon et al., 2005) 
Cycling infrastructure 
continuity 
+ (Krizek and Roland, 2005; Stinson and Bhat, 2003, 2005) 
Roads without parking + (Stinson and Bhat, 2003, 2005) 
Fewer road lanes or a lower 
road class 
+ (Petritsch et al., 2006) 
Traffic lights and stops 
+ (Aultman-Hall et al., 1997; Stinson and Bhat, 2003) 
- (Rietveld and Daniel, 2004; Stinson and Bhat, 2003) 
Lower vehicle speeds + (Porter et al., 1999; Pucher, 1998) 
Lower traffic levels + (Porter et al., 1999; Pucher, 1998) 
Safe bicycle parking at work + 
(Abraham et al., 2002; Dickinson et al., 2003; Hunt and Abraham, 
2007; Martens, 2007; Noland and Kunreuther, 1995; Pucher, 1998; 
Stinson and Bhat, 2004) 
Showers and changing 
facilities at work 
+ (Abraham et al., 2002; De Geus, 2007; Hunt and Abraham, 2007) 
Ins (Stinson and Bhat, 2004; Taylor and Mahmassani, 1996) 
The natural 
environment 
Slope or hilliness 
- 
(Parkin et al., 2008; Rietveld and Daniel, 2004; Rodríguez and Joo, 
2004; Stinson and Bhat, 2005; Timperio et al., 2006) 
Ins (Moudon et al., 2005; Stinson and Bhat, 2005) 
Pleasing or beautiful 
surroundings 
+ (Gatersleben and Uzzell, 2007) 
Ins (Moudon et al., 2005) 
Summer + 
(Bergström and Magnusson, 2003; Guo et al., 2007; Nankervis, 
1999; Stinson and Bhat, 2004) 
Daylight + (Gatersleben and Appleton, 2007; Stinson and Bhat, 2004) 
Precipitation 
- 
(Bergström and Magnusson, 2003; Brandenburg et al., 2004; 
Nankervis, 1999) 
Ins (Cervero and Duncan, 2003) 
Temperature + 
(Bergström and Magnusson, 2003; Nankervis, 1999; Parkin et al., 
2008) 
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Table 2.1 (continued): Determinants of commuter cycling mode share, their expected direction of action and the studies 
which have identified them (Heinen et al., 2010) 
Class Determinant Effect Studies 
Socio-
demographic 
and 
socio-
economic 
factors 
Being male 
+ 
(Dickinson et al., 2003; Dill and Voros, 2007; Howard and Burns, 
2001; Moudon et al., 2005; Plaut, 2005; Pucher et al., 1999; 
Räsänen and Summala, 1998; Rietveld and Daniel, 2004; Rodríguez 
and Joo, 2004; Ryley, 2006; Stinson and Bhat, 2005) 
Ins 
(De Geus, 2007; Wardman et al., 2007; Witlox and Tindemans, 
2004) 
Being ‘older’ 
- (Dill and Voros, 2007; Moudon et al., 2005; Pucher et al., 1999) 
Ins (De Geus, 2007; Wardman et al., 2007; Zacharias, 2005) 
Higher income 
- 
(Guo et al., 2007; Plaut, 2005; Pucher and Buehler, 2006; 
Schwanen and Mokhtarian, 2005; Witlox and Tindemans, 2004) 
+ (Dill and Voros, 2007; Parkin et al., 2008; Stinson and Bhat, 2005) 
Ins (Dill and Carr, 2003; Zacharias, 2005) 
Car ownership - 
(Cervero, 1996; Dill and Voros, 2007; Guo et al., 2007; Parkin et al., 
2008; Plaut, 2005; Pucher and Buehler, 2006; Stinson and Bhat, 
2004, 2005) 
Having children - (Ryley, 2006) 
Being a student + (Ryley, 2006) 
Being in-between jobs + (Ryley, 2006) 
Working part time + (Ryley, 2006) 
Divorced or widowed + (Moudon et al., 2005) 
Working <40 hrs a week + (Moudon et al., 2005) 
Highly educated - 
(De Geus, 2007; Moudon et al., 2005; Parkin et al., 2008; Plaut, 
2005; Rietveld and Daniel, 2004) 
Psychological 
factors 
(attitudes, 
social norms 
and habits) 
A positive attitude towards 
cycling 
+ (Dill and Voros, 2007) 
Negative perception of car 
use consequences 
+ (Stinson and Bhat, 2005) 
Social norms 
+ (De Geus, 2007) 
Ins (Bamberg and Schmidt, 1994) 
Co-workers who cycle + (Dill and Voros, 2007) 
Perceiving more barriers to 
cycling 
- (Gatersleben and Appleton, 2007; De Geus, 2007) 
Leisure cycling habit + (Stinson and Bhat, 2004) 
Cycling as a child + (Dill and Voros, 2007) 
Habit of other modes - (Verplanken et al., 1997) 
Utility factors 
(cost, travel 
time, effort 
and safety) 
Heightened risk of accident - 
(Pucher et al., 1999; Pucher and Buehler, 2006; Rietveld and 
Daniel, 2004; Southworth, 2005) 
Cycling is cheap + 
(Noland and Kunreuther, 1995; Pucher and Buehler, 2006; Rietveld 
and Daniel, 2004; Rodríguez and Joo, 2004) 
Car fuel costs 
+ (Pucher and Buehler, 2006) 
Ins (Dill and Carr, 2003) 
The bicycle is quicker + (Hunt and Abraham, 2007; Stinson and Bhat, 2005) 
The bicycle is more effort - (Gatersleben and Uzzell, 2007) 
The bicycle is more 
comfortable 
+ (Noland and Kunreuther, 1995) 
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 Interactions between determinants 
Although the list of well-documented factors is growing, several overarching methodological challenges 
remain to be explored in depth. These challenges relate to possible interaction, bidirectional, and higher-
level effects. 
(Handy et al., 2014, pg. 9) 
The wealth of information about why individuals do and do not cycle can inform policy and guide planning 
decisions. However, “it is evident that not all factors influence all people” (Willis et al., 2015, pg. 38), and 
an emerging focus in the literature is on interactions between demographic factors and other 
determinants of cycling. Understanding these interactions allows for policy and planning interventions to 
be targeted at specific groups, in specific locations. The most effective policies need to differentiate by 
population and by location (Aldred et al., 2016; Damant-Sirois and El-Geneidy, 2015; Harms et al., 2014). 
2.4.1 Understanding interactions through population segmentation 
A common approach when exploring interactions between demographic factors and other determinants is 
to divide the population into groups and examine how determinants differ in their influence between 
groups – a segmentation approach. Studies that segment their sample population have illustrated how 
determinants of cycling can differ between groups that are organised by: gender and/or age (Aldred et al., 
2017; Beecham and Wood, 2014); attitudes (Li et al., 2013); experience (Stinson and Bhat, 2005); winter 
and summer cycling behaviours (Bergström and Magnusson, 2003); and typologies, which combine multiple 
characteristics (Damant-Sirois and El-Geneidy, 2015). An understanding of the unique relationships 
between determinants and population segments can be employed to improve the efficiency of cycling 
interventions. For example, in Nanjing, Li et al. (2013) used factor analysis to examine groups with different 
cycling attitudes; they showed that infrastructure changes were only likely to increase cycling in four of six 
distinct market clusters and that policy should focus on market switching approaches for the non-receptive 
ones. Similarly, Damant-Sirois and El-Geneidy (2015) recommended different policy and infrastructure 
interventions for each one of their cycling typologies (path-using cyclists, leisure cyclists, fair weather 
utilitarians and dedicated cyclists). 
Segmentation by socio-demographics such as gender or age is rarer in studies of cycling despite it being 
commonplace in other transportation fields where mobility is considered to be highly gendered (Hanson, 
2010). Instead “most studies control for demographic or socio-economic characteristics” to correct for 
lower levels of cycling in certain groups (Buehler and Dill, 2016, pg. 20). Gender and age are two common 
control factors, but as identified previously their influence is not consistent between different cities and 
countries (Garrard et al., 2012; Pucher and Buehler, 2008). This suggests that they interact with other 
determinants and may not be ideal control factors. A study of cycling behaviours that segmented its 
population by age and/or gender might identify these interactions, but few studies have done this for 
gender (Heesch et al., 2012; Krizek et al., 2005; Singleton and Goddard, 2016), or age - which is under 
researched in adult cycling in general (Aldred et al., 2016; Heinen et al., 2010; Winters et al., 2015). Such a 
study would both help fill a gap in the understanding of cycling determinants (see 2.3.3, pg. 28), and assist 
local authorities in determining which population to target with different cycling interventions.  
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 Summary and next steps 
This section has reviewed the theoretical frameworks used to examine cycling behaviours and the key 
characteristics that describe the format of a cycling study. The various theoretical frameworks and study 
formats create a great diversity of approaches but the output of these studies, namely a set of identified 
factors that influence cycling behaviours, can be readily grouped into just a few categories. The exact 
taxonomy of these categories differs between researchers, but factors that influence cycling behaviours are 
commonly associated with either the environment (built, natural and social) or the individual. 
The literature provides a good understanding as to how individual factors act to influence cycling 
behaviours, but there is less evidence as to how they act in combination. Interactions between individual 
factors and environmental determinants of cycling are of particular interest for planning and policy 
purposes. This is especially true in England and Wales where there are noticeable differences in commuter 
cycling rates between men and women or individuals of different ages that vary by area (Aldred et al., 2016). 
To analyse these differences across multiple areas, with a view to informing policy and planning decisions, 
we must select an appropriate theoretical framework. Utility maximisation is employed as the preferred 
theoretical framework for this thesis because: 
 We wish to examine cycling influences across multiple areas and many individuals – utility 
maximisation can use secondary data sources and does not require original data collection at an 
individual level (as opposed to social practice theory, psychological frameworks such as TPB and 
TIB, or even grounded theory)  
 
 We wish to use the output of the analyses to inform planning decisions - utility maximisation can 
be readily ‘operationalised’ since it links cycling decisions to physical environment factors directly. 
Theoretical frameworks such as TPB and TIB link cycling decisions to a perception of the physical 
environment, which does not inform planners about how an environment could be changed to 
encourage cycling  
The following chapter demonstrates how a theoretical framework of utility maximisation can be 
incorporated into a model of cycling mode choice, and how this model can be used to understand the 
factors that influence cycling behaviours for different demographic groups across multiple areas. 
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 Chapter 3. Research design 
This chapter defines the structure of the models applied throughout the thesis and illustrates 
how they are used to identify factors that influence cycling mode choice under a theoretical 
framework of utility maximisation. 
 Modelling decisions to cycle 
Consumer choices can either be considered as continuous (how much of a product) or discrete (which 
product). In the field of transportation, discrete choices relate to which mode is chosen whereas continuous 
choices relate to the frequency with which a mode is used. Factors that influence mode choices are not 
necessarily the same as those that influence frequency choices. For example, Ma and Dill (2015) and 
Schoner et al. (2015) found that cycle lanes affect the number of cyclists, but not the frequency with which 
those cyclists use their bike. The benefits associated with higher cycling levels are more likely to be realised 
by encouraging more individuals to cycle, rather than by encouraging existing cyclists to cycle more – 
consequently a discrete choice modelling approach is preferred. Discrete choice models postulate that “the 
probability of individuals choosing a given option is a function of their socioeconomic characteristics and 
the relative attractiveness of the option” (Ortuzar and Willumsen, 2011, pg. 227). 
A discrete choice model must consider a collection of procedures that outline the components of the choice 
process (Ben-Akiva and Lerman, 1985, chap. 3): 
 the decision maker – usually an individual, but can be a group or organisation 
 the alternatives – the choices considered by the decision maker, or the choice set 
 the attributes of the alternatives - the factors which are considered to make the alternatives more 
or less attractive than each other 
 the decision rule - how the decision maker chooses between alternatives – in this case, utility 
maximisation 
Choices are made in a three-stage process. The decision maker considers what options are available, they 
then evaluate each option by its attributes and then select the highest value option. For a choice set (the 
alternatives) to be congruent with this process, all options must be mutually exclusive, exhaustive and finite 
(Train, 2009). The first of these criteria is somewhat problematic for transport choices since many trips are 
inherently multi-model. The analyses presented here simplify the choice set by reducing all journeys to their 
dominant mode by distance. The analyses also define the choices as either cycling or using another mode. 
The resultant choice set is thus mutually exclusive (only one main mode), exhaustive (all modes are 
included) and finite (there are not an infinite number of options). This results in a binary discrete choice 
model: an individual either cycles or they do not cycle. Multinomial choice models are not considered. 
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 Binary choice models and utility maximisation 
Within a theoretical framework of utility maximisation, the decision rule is that individuals exercise their 
choices by estimating which transport mode offers them the highest utility. Whilst the utility evaluation 
process is invisible to an observer, the outcome of the process is not: an individual either cycles (𝑦 = 1) or 
does not (𝑦 = 0). Conceptually then, the individual valuation of cycling or latent propensity to cycle (𝑦′), 
is assumed to influence the visible cycling behaviours so that: 
𝑦 = {
 1 if 𝑦′ > 0
 0 if 𝑦′ ≤ 0
         Eq. 3.1 
The latent propensity to cycle is assumed to be informed by the characteristics of the cycling option (and 
the individual) and a measure of their relative importance - described by variables 𝑥𝑛 and their coefficients, 
𝛽𝑛 respectively. Thus, using the notation of Buis (2015) and Long (2009): 
𝑦′ =  𝛽0 + 𝛽1𝑥1 + ⋯ + 𝛽𝑛𝑥𝑛 +  𝜀      Eq. 3.2 
The error term in Eq. 3.2 accounts for observational deficiencies. These arise from unobserved 
characteristics of alternate options, unobserved preferences of the decision maker (taste variation), 
measurement errors and the use of instrumental or proxy variables (Ben-Akiva and Bierlaire, 2003, chap. 2; 
Ben-Akiva and Lerman, 1985, chap. 3; Ortuzar and Willumsen, 2011, chap. 3). It allows for individuals facing 
the same choice set to make different choices and for individuals to choose a lower utility option from the 
perspective of the modeller.  
Since latent propensity is unobserved, we must substitute in Eq. 2.2 to remove 𝑦′: 
𝑃(𝑦 = 1) =  𝑃(𝛽0 + 𝛽1𝑥1 + ⋯ + 𝛽𝑛𝑥𝑛 +  𝜀) > 0     Eq. 3.3 
𝑃(𝑦 = 1) =  𝑃(𝜀 > −[𝛽0 + 𝛽1𝑥1 + ⋯ + 𝛽𝑛𝑥𝑛])     Eq. 3.4 
The probability that 𝜀 is greater than a given value is dependent on the nature of the error term. Forcing 
the error term to follow a particular distribution (e.g. normal or logistic) allows for this equation to be solved 
using a maximum likelihood method. The actual values assumed for the variance of the error term cannot 
be ‘disconfirmed’ by the data, and as such variance values are chosen to allow for the simplest solutions to 
Eq. 3.4 (Long, 1997, pg. 42). Here, the error term is forced to follow a logistic distribution with mean 0 and 
variance 𝜋
2
3⁄ . Eq. 3.4 can thus be solved to give: 
𝑃(𝑦 = 1) =  
exp (𝛽0+𝛽1𝑥1+⋯+𝛽𝑛𝑥𝑛)
1 + exp (𝛽0+𝛽1𝑥1+⋯+𝛽𝑛𝑥𝑛)
      Eq. 3.5 
ln (
𝑃(𝑦=1)
1−𝑃(𝑦=1)
) =  𝛽0 + 𝛽1𝑥1 + ⋯ + 𝛽𝑛𝑥𝑛      Eq. 3.6 
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In this form the total utility of the cycling option for the individual, the linear component of the model, 
corresponds to the log-odds of cycling being observed. This is a binary logistic regression or a binary logit 
model - a form of generalised linear model (GLM) with a binomial distribution and a logit link. The logit link 
is the canonical link for binary response data, although other links that map the real number line onto the 
probability interval 01 would work equally well (Cross-Validated, 2012). If in Eq. 3.4 the error term was 
forced to follow a normal distribution, the ensuing steps would lead to a probit model, similar to the logit 
model and for all intents and purposes comparable in its performance and estimation of coefficients for the 
proposed application (Long, 2009, pg. 7; Rodríguez, 2007, chap. 3). Because logistic regression is somewhat 
more interpretable using log-odds and more analytically convenient, it is used throughout this thesis.  
It is also important to note that a binary logit model is not equivalent to a linear regression of log-
transformed cycling rates. Log-transforming dependent variables is a common means of transforming 
highly skewed data into more normal data that can be modelled linearly. However, “there may be a trade-
oﬀ between homoscedasticity and linearity” (O’Hara and Kotze, 2010, pg. 120). Furthermore, models using 
log-transformed dependent variables cannot handle zeros, perform poorly and inconsistently against 
generalised linear models such as the logit model and are capable of predicting negative numbers of 
individuals (O’Hara and Kotze, 2010).  
 Estimating the fit of binary logit models 
Logit models are fitted iteratively using maximum likelihood: the parameters are estimated in a way that 
makes the observed sample most likely to have occurred, according to the specified error distribution. A 
conventional R2 cannot be used to describe the explained variance and McFadden’s R2 is a commonly used 
alternative (Allison, 2014; Domencich and McFadden, 1975, pg. 122). It compares the log-likelihood of the 
model with all parameters included, to the log-likelihood of the intercept only model, and was originally 
described as a likelihood ratio index (McFadden, 1973).  
 Discrete choice models for groups 
Whilst the use of discrete choice models is usually presented as a method for understanding individual 
choices, it can be linked to aggregate demand (Ben-Akiva and Lerman, 1985, chap. 6). The five approaches 
for linking individual choice models to aggregate demand are identified by Koppleman (Koppelman, 1975): 
the average individual approach; a classification approach; statistical differentials; explicit integration; and 
sample enumeration. Whilst all the approaches differ in cost, accuracy and data requirements, the first two 
are employed here as approaches appropriate for spatially disaggregated predictions (Ben-Akiva and 
Lerman, 1985, chap. 6). The average individual approach creates an imaginary average individual, 
representative of the wider population, and examines their choice behaviours. The classification approach 
extends the average individual approach, but creates a set of these average individuals that are 
representative of specific segments of the wider population (e.g. gender and age groupings) and have more 
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homogenous choice behaviours4. In both cases the concept of an average or randomly selected resident 
allows for the inclusion of characteristics which are described at an area level but which act by affecting the 
utility of cycling for specific individuals.  
 Risks associated with discrete choice models for groups (aggregate 
modelling) 
There are downsides to aggregating individuals and examining choices at a group level. Aggregate analyses 
of travel demand use geographic areas, or zones, as the basic unit of analysis to group individuals. The zone 
system employed often has little physical or societal meaning, but the arbitrary choice of zone system can 
influence results - the modifiable areal unit problem (MAUP) (Gehlke and Biehl, 1934; Openshaw, 1983). 
Aggregation also creates the potential for ecological fallacy, where relationships observed for groups are 
assumed to be representative of relationships for individuals (Robinson, 1950; Selvin, 1958). Models 
estimated at different levels of aggregation may even yield different parameter estimates. An example 
ecological fallacy is given in Figure 3.1 depicting Simpson’s paradox, where aggregation into the two 
identified groups would create a wrong-sign parameter estimation (Pearl, 2014). This can be minimised in 
aggregate analyses by making groups as homogenous as possible, but it is important to recognise that the 
model is still estimating a mean utility for these groups and is not strictly representative of individuals 
(McFadden, 1978). 
Finally, aggregate models based on areas regularly use characteristics of the area to represent certain 
attributes associated with a choice (e.g. for cycling, the hilliness of the area). The appropriate scales and 
distances at which these attributes affect utility is unknown, creating a scale-dependency issue (e.g. how 
close do hills need to be to affect cycling choices?). Data input into aggregate models is often already 
organised into administrative zone systems: where these are also used to define the zones that quantify 
attributes, MAUP and scale-dependency issues are conflated. 
                                                             
 
4 McFadden (1978) notes that if you continue this segmentation of aggregate demand models, you will eventually arrive 
back at a discrete choice model for individuals. 
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Figure 3.1: Ecological fallacy example (Simpson’s paradox) - if these two groups represent 
different areas, an aggregate model of these areas would identify an incorrect negative 
correlation between X and Y 
 Estimating the fit of binary logit models at a group level 
For models where the decision maker is an average individual representing a larger group, the model fit can 
be estimated using either a McFadden’s R2 or a conventional R2. A McFadden’s R2 is representative of how 
well the model describes the cycling propensity of this imaginary average individual. However, the 
probability that the average individual cycles 𝑃(𝑦 = 1) is equivalent to the visible cycling rate across a large 
group of individuals, with errors occurring from rounding errors associated with the use of integer values 
(Eq. 3.7). 
𝑃(𝑦 = 1) ≈  (
𝑐𝑦𝑐𝑙𝑖𝑠𝑡𝑠
𝑐𝑦𝑐𝑙𝑖𝑠𝑡𝑠+𝑛𝑜𝑛−𝑐𝑦𝑐𝑙𝑖𝑠𝑡𝑠
)      Eq. 3.7 
A conventional R2 can therefore measure the correlation between the model-predicted probability of the 
average individual cycling and the actual, observed cycling rate in each area’s population. The conventional 
R2 values can also be reported for higher geographical aggregations, although these are vulnerable to 
deceptively high R2 values, since the aggregation process reduces individual variability (Schoner and 
Levinson, 2014, pg. 1202).  
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 Interpreting coefficients from logit models 
Logit models are non-linear, as illustrated in Figure 3.2. In discrete choice models, the modeller is interested 
in how different attributes of an option affect utility and therefore choices. However, the non-linearity of 
the logit curve means that when utility is low, a unit increase in a coefficient’s underlying variable has a 
different effect on the probability of a choice being made compared to a unit increase at a medium utility 
level. The effect of a change in one variable is dependent on the utility level determined by the level of all 
other variables – logit models have a high dimensionality. 
 
Figure 3.2: Logit model curve for a discrete choice model illustrating non-linearity 
One method for handling this is to interpret the effect of coefficients on choice probabilities at particular 
levels of utility, for example when utility is very high or very low. Alternatively, when examining how a 
coefficient affects behaviours across many samples, researchers can describe the average effect of a unit 
change across all of these samples, each at their respective level of utility.  
Communicating the importance of attributes between population groups is a particular challenge when 
using logit models (Allison, 1999; Buis, 2015; Long, 2009; Mood, 2010). The error structure is fixed in logistic 
regression (Eqs. 3.4 to 3.6) and consequently differences in residual variation between groups are captured 
by the collective scaling of coefficients (Allison, 1999; Long, 2009). For two otherwise identical sample 
populations, the population with higher residual variation will have smaller coefficients. Consequently, it is 
not immediately clear whether a smaller coefficient value is due to the coefficient being less important for 
that population group, or that the population group exhibits more residual variation. It is sometimes 
recommended that researchers convert coefficient scales into predicted probabilities and compare these 
between groups. Predicted probabilities are unaffected by unobserved heterogeneity and are therefore 
comparable between populations. However, this only communicates the absolute importance of a change 
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in an attribute. If a choice is universally more popular in one population than another, all attributes will 
appear, on average, more important to that population in terms of predicted probabilities. This thesis 
therefore considers changes to predicted probabilities relative to each other (discussed in section 4.3.3). 
Mathematically this measure of relative importance is equivalent to simply normalising the coefficients 
within a group and then comparing their normalised scale across groups. Since the latter method is much 
quicker and more interpretable, where comparisons of the importance of attributes between groups is 
required, this method is preferred.  
 Next steps and application 
The following three chapters (4, 5 and 6) present several discrete choice models of cycling developed within 
a local authority in the UK. The models employ a decision rule of utility maximisation and, since they are 
used to understand the choices made by groups of individuals, are aggregate in nature. By modelling 
separate populations (segmenting by gender and age) they can identify interactions between these 
demographics and other determinants of cycling mode share. The models make extensive use of existing 
datasets, in particular the census data related to commuting journeys in England and Wales (ONS, 2014b). 
The findings arising from these models should assist Surrey County Council and other local authorities in 
the strategic targeting of interventions to promote cycling and help form an understanding of why men and 
middle-aged (35-49) individuals cycle more, on average, than their peers. Chapter 7 builds upon the findings 
of these aggregate models by examining the characteristics of one of the most important determinants 
(traffic) in more detail at the network scale, including interaction effects. 
In summary, this thesis:  
 Employs utility maximisation as it is suitable for examining cycling across many areas and 
individuals and can be readily operationalised 
 Focuses on discrete choices rather than continuous choices - higher cycling levels are more likely 
to be achieved by encouraging non-cyclists to start cycling rather than by encouraging existing 
cyclists to cycle more 
 Simplifies the choice set by reducing all journeys to the dominant mode (by distance) 
 Uses a logit model rather than a probit model for easier interpretation and analytical convenience 
 Uses an ‘average individual’ approach so that aggregate demand can be employed within a model 
more commonly used for individual choices 
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 Chapter 4. An analysis of cycling’s mode-share in 
England and Wales by gender 
This chapter was accepted as a paper by the Journal of Transport and Health. 
It examines gender differences in cycling rates across England and Wales. It identifies that 
whilst there are differences in determinants of cycling mode share between men and women, 
differences in cycling rates between men and women are best explained by a differentiated 
response to the relative utility of cycling in each area. Women typically require a higher level 
of utility than men (more supportive conditions) before they start cycling to work. 
 Introduction 
Cycling is a competitive alternative to motorised transport over distances where walking is less practical. It 
has clear health benefits for participants and there are population level health benefits associated with 
reductions in air pollution, road noise and social severance when cycling replaces motorised modes (Cohen 
et al., 2014; Flint et al., 2014; Kahlmeier et al., 2011). In the Netherlands, Denmark and Germany cycling to 
work is commonplace, and in these countries women cycle as frequently as men (Pucher and Buehler, 
2008). In most of England and Wales cycling to work is rare and participants are disproportionately likely to 
be male (ONS, 2014a). Whilst cycling rates are changing in England and Wales, the high ratio of male to 
female cycling levels appears to remain: areas that saw an increase in cycling between 2001 and 2011 did 
not see a significant change in the relative participation of women (Aldred et al., 2016). It is not clear why 
women cycle less than men in England and Wales, but low female cycling rates represent an unrealised 
potential. Female commuters are missing out on the health benefits associated with active commuting, and 
wider society may be missing out on the public health benefits associated with a reduction in the use of 
motorised modes. 
Since the ratio of male to female cycling rates varies spatially, it is possible that local area and population 
characteristics can explain both the variations in this ratio and possible causes of the national gender gap. 
Determinants affecting cycling behaviours are well examined in the literature but interactions between 
these determinants and gender are not yet fully understood (Singleton and Goddard, 2016). This analysis 
investigates the determinants of cycling mode share by gender, and compares the relative contribution of 
individual determinants as well as their overall effect on cycling rates. A set of determinants is selected 
from the literature and estimated for relatively small geographical areas in England and Wales (Lower layer 
Super Output Areas, or LSOAs, with a mean population of 1,614). The relationship between these 
determinants and census-derived commuter cycling mode choice is then examined in aggregate (ecological) 
models for men and women separately.  
The study builds on Parkin et al. (2008), who also investigated the determinants of cycling mode share in 
England and Wales using a similar logit model and many of the same determinants. This study has several 
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novel aspects: most importantly, the male and female commuting populations are modelled separately. 
The analysis also uses a more refined geographical zone system and quantifies environmental variables 
using a moving window analysis, reducing the impact of common aggregation issues such as the modifiable 
areal unit problem (MAUP) (Gehlke and Biehl, 1934; Openshaw, 1983) and ecological fallacy (Robinson, 
1950). The sample population is also targeted by distance. As a determinant, distance is particularly relevant 
to ecological fallacy concerns; it is highly important in decisions to cycle, and varies substantially between 
individuals over small geographic areas. This makes variables describing average commuting distances 
problematic to employ in aggregate studies of cycling. Previous studies have instead described the 
proportion of commuters that live within certain distance bands (Parkin et al., 2008), limited their analysis 
to short commutes, such as under 7.5 km (Goetzke and Rave, 2011; Rietveld and Daniel, 2004) or targeted 
the analysis at a specific distance band, such as 1-4 km or 1-5 km (Cole-Hunter et al., 2015; Pfaffenbichler 
and Brezina, 2016). As we are predominantly interested in the health opportunity associated with a shift 
away from motorised modes, we adopt a targeted approach and only include commuters who travel 2-5 
km to work, measured as the Euclidean distance between zone centroids. Most cyclists commute less than 
5 km to work (Table 4.1), a reasonable distance threshold for new or casual cyclists (Winters et al., 2011). 
Commutes less than 5 km also have the most pronounced absolute gender gap (Table 4.1, Figure 4.1), and 
it is only between 1 km and 5 km that cycling is competitive with motorised alternatives (Witlox and 
Tindemans, 2004). We adopt a higher floor of 2 km to ensure that determinants identified in this analysis 
represent decisions between cycling and a relatively homogenous group of motorised modes that mostly 
exclude walking. Walking is uniquely popular in the UK relative to the rest of Europe: outside of London the 
mean commuter walking distance is 1,150m, yet the 85% percentile distance for these journeys on foot lies 
at 1950m (Wakenshaw and Bunn, 2015). We do not wish to identify factors that might encourage a shift 
towards cycling at the expense of walking, an active travel mode with similar health benefits (Kahlmeier et 
al., 2011). 
Table 4.1: Frequency of commuting by mode and distance band for England and Wales. 
Derived from 2011 census data. 
Mode Measure 0-2 km 2-5 km 5-10 km >10 km 
Bicycle 
Women x 1000 (%) 73 (2.9%) 71 (2.6%) 30 (1.3%) 16 (0.5%) 
Men x 1000 (%) 144 (8.2%) 194 (8.7%) 109 (4.8%) 68 (1.5%) 
Absolute gender gap 
(male % - female %) 
5.3% 6.1% 3.5% 1.0% 
Relative gender gap 
(male % / female %) 
2.9 3.3 3.8 3.1 
On Foot 
Women x 1000 (%) 1130 (44.2%) 227 (8.4%) 66 (2.8%) 105 (3.2%) 
Men x 1000 (%) 649 (37.1%) 194 (8.7%) 45 (2%) 94 (2.1%) 
All modes 
Women x 1000 2,556 2,687 2,378 3,257 
Men x 1000 1,747 2,222 2,249 4,470 
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Figure 4.1: Cycling mode share for men and women against distance to work for England and 
Wales, by 100m increments, showing an increasing gender gap over short commutes (<2 
km), and a decreasing gender gap over longer commutes (>5 km) 
Finally, we exclude London because it is a unique city within the UK and a populous outlier in terms of 
commuting patterns: 53% of commuters use public transport in London compared to 7–14% across all other 
regions of England and Wales (Goodman, 2013, pg. 3). Many studies examine cycling in London specifically 
because of its distinctive nature (e.g. Aldred and Dales, 2017). We aim to complement this body of work 
with an analysis of cycling behaviours outside of London. 
 Literature 
Determinants of bicycle mode share are specific to both trip purpose and how cycling is defined. Distance 
is an important determinant (Fraser and Lock, 2011; Heinen et al., 2010), but cyclists making trips for 
shopping or entertainment purposes are more sensitive to distance than those making trips for work or 
education purposes (Goetzke and Rave, 2011; Iacono et al., 2008). Similarly, models for the number of 
cyclists (participation) differ from models for the number of cycling trips (frequency). For example, Ma and 
Dill (2015) and Schoner et al. (2015) found that cycle lanes affect the number of cyclists, but not the 
frequency with which those cyclists use their bike.  
In the UK census, mode choices are identified by the question “How do you usually travel to work? Tick the 
box for the longest part, by distance, of your usual journey to work” (ONS, 2011, pg. 10). Hence this study 
uses a participation measure for commuting that excludes occasional use as well as any use of the bicycle 
as a feeder mode to public transport. Heinen et al. (2010) provide a structured overview of determinants 
associated with commuter cycling that are likely to be relevant, including those of Parkin et al. (2008), 
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summarised in Table 4.2. The presumed direction of correlation, derived from Heinen et al.’s (2010) review, 
is shown in brackets. 
Table 4.2: Determinants of commuter cycling, based on Heinen et al. (2010) 
Category Determinants 
The built 
environment 
distance (-), town size (-), population density (+), mixed land use (+), cycle paths and lanes (+) and their 
connectedness (+), stop signs and traffic lights (-), traffic (-), surface quality (+), bicycle parking, lockers 
and showers at work (+) 
The natural 
environment 
hilliness (-), pleasing or beautiful surroundings (+), light (+), low temperatures (-), rain (-), wind 
(unknown) 
Socio-
economic 
factors 
male (+), age (-), income (+/-), car ownership (-), bicycle ownership (+), part-time working (+), children 
(-), student (+), between jobs (+), physically active (+), higher educated (-), high social status (-) 
Psychological 
factors 
positive attitude towards cycling (+), negative perception of consequences of car use (+), perception 
that cycling is normal or approved of by others (social norms) (+), deeply held environmental beliefs 
(+), perceived behavioural control over cycling (+), habits such as cycling in free time (+) or using a 
different transport mode (-), cycling as a child (+) 
Utility factors subjective safety (+), reduced costs (+), short travel times (+), effort (+/-) 
 
Heinen et al.’s (2010) review includes determinants of cycling identified from both aggregate and 
disaggregate studies. Aggregate studies examine the relationship between the characteristics of different 
areas and the overall level of cycling in each area. Because reported cycling levels are often not gender 
specific, aggregate studies have not been used to explore gender differences in cycling behaviours. Instead, 
differences in cycling behaviours between men and women have primarily been explored using 
disaggregate studies, which examine the relationship between an individual’s characteristics and their 
choice of mode. 
Disaggregate studies suggest that women cycle less for physical, risk perception and socio-cultural reasons. 
Women state a greater preference for flat cycling routes than men (Dill and Gliebe, 2008) and based on GPS 
tracked route analysis, they appear to avoid hills more than men (Hood et al., 2011; Sener et al., 2009). 
Women also tend to cycle shorter distances per trip than men (KiM, 2016; Larsen et al., 2010), although in 
the Netherlands they cycle more frequently (KiM, 2016). Women are more risk averse and may perceive 
cycling as riskier than men (Dill and Gliebe, 2008; Emond et al., 2009; Garrard, 2003). Alternatively, women 
may simply dislike the perceived level of risk more than men (Steinbach et al., 2011) or feel less confident 
(Heesch et al., 2012). Similarly, while both men and women state that they prefer segregation from other 
traffic, women tend to prefer it more strongly than men (Aldred et al., 2017). In their revealed preferences, 
women are more likely to use routes with bike lanes or lower traffic levels than men (Beecham and Wood, 
2014; Garrard et al., 2008). Engendered household responsibilities that require trip-chaining and 
transportation of goods or passengers may reduce women’s potential to cycle (Dickinson et al., 2003; 
Emond et al., 2009; Heinen et al., 2010), although the links between household responsibilities related to 
children and the gender gap in cycling may be nuanced (Singleton and Goddard, 2016). Stereo-typical 
representations of cycling as a sporty, risky or unusual activity and the cultural images associated with these 
stereotypes could also be disproportionately affecting women’s perception that cycling is an acceptable 
mode of transport for the average commuter (Aldred et al., 2016; Steinbach et al., 2011). 
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Disaggregate modelling approaches rarely examine large sample populations because the data collection 
process is resource intensive, particularly for rare mode choices such as walking and cycling (Krizek, Handy, 
et al., 2009). Oversampling strategies exist (Schoner et al., 2015), but “individual-level studies often [rely] 
on samples of volunteers, members of university communities, or avid cyclists”, and few employ statistically 
representative samples (Buehler and Dill, 2016, pg. 21). Consequently, there are few models of cycling over 
large areas or sample sizes. An alternative is to examine cycling behaviours using aggregate modelling 
approaches. These can still suffer from statistical biases arising from the arbitrary definition of the zones 
that commuters are grouped into – MAUP (Gehlke and Biehl, 1934; Openshaw, 1983), and group level 
behaviours which are not directly transferrable to individuals – ecological fallacy (Robinson, 1950). 
However, aggregate modelling approaches can utilise secondary data sources to achieve a highly 
representative sample that includes cyclists and non-cyclists, analysing mode choice decisions over many 
areas.  
Segmenting aggregate models increases the homogeneity of the groups created and brings the model closer 
to representing individuals, reducing the specification error (McFadden, 1978) and the potential for 
ecological fallacy. Such segmentation also allows policy makers and planners to design interventions for 
specific populations, maximising their effectiveness (Damant-Sirois and El-Geneidy, 2015; Li et al., 2013). 
Previous researchers have suggested that segmentation by gender might expose different weightings of 
cycling determinants (Krizek et al., 2005). Therefore this study develops aggregate models of cycling mode 
choice segmented by gender. 
 Methods 
4.3.1 Statistical model 
The binary logistic regression or logit model presented here estimates the influence that determinants of 
cycling mode share (the independent variables) have on whether a commuter cycles or not (the dependent 
variable). 17 independent variables are included: distance; population density; cycle paths; cycle lanes; 
traffic density; hilliness; temperature; sun; rain; wind; wealth; lower social status; children; green votes; 
bicycle performance; traffic risk and parking costs (see Section 3.4 for further details). Mode choice data 
from the UK census is used to identify whether a commuter cycles. The probability that a commuter is a 
cyclist 𝑃(𝑦 = 1) is assumed to be governed by the characteristics of the zone in which they live - the relative 
utility of cycling. The zones used in this analysis are census defined LSOA boundaries. The characteristics of 
each LOSA are described by variables 𝑥𝑛 and their coefficients 𝛽𝑛 such that for each commuter: 
ln (
𝑃(𝑦=1)
1−𝑃(𝑦=1)
) = 𝑍 =  𝛽0 + 𝛽1𝑥1 + ⋯ + 𝛽𝑛𝑥𝑛     Eq. 4.1 
Since there is often more than one commuter per LSOA many commuters share the same independent 
variables. The model is therefore aggregate in nature and implemented at the level of the LSOA by recording 
a number of successes (cyclists) and failures (non-cyclists) for each area. It is implemented as a Generalised 
Linear Model with a logit link. For a full derivation of the model see Buis (2015) and Long (2009). 
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The model structure is statistically robust when handling count data with discrete error distributions 
(O’Hara and Kotze, 2010). Logistic regression can give biased estimates when analysing rare events, 
however whilst cycling is relatively rare, the study population size is large enough for this not to be a concern 
(Allison, 2012).  
4.3.2 The relative utility of cycling (𝑍) 
Z in Eq. 4.1 is the relative utility of cycling for each LSOA, the combined influence of all determinants in the 
model. The concept of relative utility is particularly important to this study. It allows for the inclusion of 
characteristics which are described for an LSOA, but which actually only act upon specific individuals within 
the LSOA. It is alternatively expressed as the utility of cycling for the average commuter within each zone, 
with some determinants describing area-characteristics, such as how hilly it is, and others describing the 
nature of the average individual, such as the proportion of the population in a particular social class.  
Parkin et al. (2008) further describe the use of this model form, including the concept of Z as a measure of 
relative attractiveness or relative utility. The model presented here excludes any saturation limit, originally 
included by Parkin et al. to account for “sections of the working population that will never cycle, either 
because they are unable to, or because of distance or other physical constraint” (p. 101). Since this study 
targets a distance band over which cycling is viable for most commuters, a saturation limit is less applicable.  
Communicating inferences from logistic regression models can be complicated by high dimensionality. The 
non-linear nature of the logit model means that a change in the propensity to cycle 𝑃(𝑦 = 1), following a 
movement in any independent variable, is dependent on the level at which all other independent variables 
are held (Eq. 4.1). In particular, this sensitivity depends on the level of Z for a given area.  
4.3.3 Deriving gender preferences and relative importance 
The logit model is estimated twice, once for male commuters and once for female commuters. Variance is 
fixed at an assumed level in logistic regression and differences between actual variance and assumed 
variance are accounted for by the collective scaling of coefficients (Allison, 1999). If variance differs 
between male and female sample populations, coefficients for each population are not directly comparable 
(Mood, 2010). Instead, we compare the relative scale of coefficients against the sum of all coefficients for 
each population. This produces a rudimentary measure of the relative importance of each determinant, 
unaffected by unobserved heterogeneity and comparable across populations for this particular set of 
determinants. Confidence limits for this measure of relative importance are derived using a bootstrap 
procedure. 
4.3.4 Assessing model performance 
A McFadden’s 𝑅2 is used to describe the fit of the model (Domencich and McFadden, 1975, pg. 122). A 
traditional 𝑅2 measure is also employed to describe the correlation between the predicted number of 
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cyclists and the actual number of cyclists in each LSOA (𝑅𝑀𝑜𝑑𝑒𝑙
2 ) and this is compared to an 𝑅2 for the 
intercept-only model, which assumes all residents cycle at the national average (𝑅𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡
2 ). The two 𝑅2 
measures are also given for higher geographical aggregations. 
4.3.5 Measurement of area characteristics – spatial aggregation and issues of spatial 
scale 
Many studies use the same geographical representation for the zone system and the quantification of 
determinants, conflating the MAUP and scale-dependency issues identified previously. This study attempts 
to separate these where appropriate. Spatial measures for determinants that are not inherently associated 
with the LSOA zoning system, for example hilliness, are first calculated on a high resolution (450 m) grid 
using a moving window analysis with a 5 km radius (Hagen-Zanker, 2016). The high-resolution spatial 
measures are then aggregated to LSOA zones based on the area-weighted mean. The use of moving 
windows implies that neighbouring LSOA share some of the same input data, which is appropriate because 
cyclists in neighbouring LSOAs share the same environment and transport system. This study groups 
commuters by LSOA, one of the smallest available zoning systems for journey to work data within the UK 
census. They are designed to contain socially similar households (ONS, 2012a). Their small size and social 
homogeneity reduces the potential for aggregation bias and minimises the risk of ecological fallacy.  
 Data and treatment 
The model employs 2011 census data that describes the work LSOA, home LSOA, mode choice and gender 
of commuters in England and Wales. Only commuters between two and five kilometres, outside of London, 
are included. 99.4% of all LSOAs have an area less than the circle described with a 5 km radius – the extent 
of the moving window used to calculate determinant values. The 29,694 LSOAs nest into higher level 
aggregate geographies, including Medium layer Super Output Areas (MSOAs) (n = 6,212) and Local 
Authority Districts (LADs) (n = 314). Once London is excluded the models include 20% of the commuting 
population of England and Wales, comprising 2,358,360 females and 1,946,803 males, and 30% of all 
cyclists, comprising 55,116 females and 163,793 males.  
Independent variables are selected from the literature on cycling determinants where a causal relationship 
seems likely. Variables that might act as a close proxy for mode choice, such as car ownership, are excluded. 
Some limits are imposed by data availability for the right time (2010-11), geographic resolution and 
coverage. Dense city regions are likely to have many correlated determinants (De Nazelle et al., 2011, pg. 
770) and attempts are made to isolate the different effects of population density by including determinants 
that describe the different aspects associated with it, such as distance, traffic and house prices. 
Nonetheless, a measure of population density is still included to capture remaining effects. Where possible 
variables are normalised against other data to minimise multicollinearity. For example, cycling 
infrastructure is measured against the length of the primary road network in the area. Whilst variables 
describe conditions associated with the home LSOA, the upper distance limit of 5 km means that the 
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centroid of the work LSOA will always be included in the moving window. All variables are centred and 
standardised. A full summary of the variables is given in Table 4.3. 
Table 4.3: Variables employed in this study, key characteristics method of calculation 
Variable Description Mean SD 
Primary Data 
Source (Year) 
Calculation 
Method 
Female cyclists 
(successes) 
Female non-
cyclists (failures) 
The (binary) dependent variables for the 
female and male logit models. Census 
responses are grouped by LSOA as 
successes and failures. Includes all 
commuters that work 2-5 km from 
home, outside of London. Mean and SDs 
given as the average of the grouped data 
across all LSOAs. 
1.9 
 
89.6 
4.7 
 
39.7 
UK Census (2011) 
Table WM12EW 
Property of 
LSOA Male cyclists 
(successes) 
Male non-cyclists 
(failures) 
5.5 
 
69.8 
7.8 
 
32.0 
Distance: 
Females 
Weighted average commute distance. 
Calculated as the straight-line distance 
between LSOA population weighted 
centroids. Gender specific. (km) 
3.37 0.47 
UK Census (2011) 
Table WM12EW 
Property of 
LSOA Distance: 
Males 
3.40 0.47 
Population Density 
Employed and unemployed residents 
over 16 (000’s/sq. km) 
1.10 0.89 
UK Census (2011) 
Table LC6107EW 
Moving 
Window 
Analysis: 
450m grid 
over a 5 km 
window 
(450m/5 km) 
Cycle Paths 
Off road cycleway length, including 
shared use paths, towpaths and 
dedicated cycleways but not bridleways 
(for horses), divided by the length of the 
primary road network, excluding multi-
lane roads (A and B roads, excluding dual 
carriageways). 
0.75 1.49 OpenStreetMap 
(2015), Ordnance 
Survey Road Data 
(2015) 
Cycle Lanes 
As above for on-road lanes, including 
shared bus lanes for buses and bicycles. 
0.09 0.16 
Traffic Density 
Employed residents per km of roads. 
Represents the level of traffic density. A 
15 km window is applied to focus on 
driving distances. The measure is 
influenced by public transport rates, but 
these are low (7-14%) outside of London 
(Goodman, 2013). 
77.70 30.28 
UK Census (2011) 
Table LC6107EW, 
Ordnance Survey 
Road Data (2015) 
Moving 
Window 
Analysis 
(450m/15 
km) 
Hilliness 
Percentage of 450m grid squares with 
slopes greater than or equal to 3%. 
0.45 0.26 
Shuttle Radar 
Topography 
Mission Digital 
Elevation Model 
(2010) 
Moving 
Window 
Analysis 
(450m/5 km) 
Temperature Average monthly temperature. (°C) 9.63 0.60 
UK Met Office  
(March 2010 – 
March 2011) 
5 km grid 
reprocessed 
to 500m and 
averaged 
within LSOA 
boundaries. 
Sun Average daily sunshine. (hrs) 4.24 0.30 
Rain Average monthly rainfall. (mm) 58.00 17.00 
Wind Average daily wind speed. (kph) 7.67 1.34 
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Table 4.3 (continued): Variables employed in this study, key characteristics method of 
calculation 
Variable Description Mean SD 
Primary Data 
Source (Year) 
Calculation 
Method 
Wealth 
Natural log of the average house price 
per LSOA. MSOA average used when 
there are fewer than four transactions. 
House prices are employed as a measure 
for wealth in place of income data, which 
is not commonly collected in the UK at a 
resolution suitable to be included in the 
models. 
0.54 0.48 
UK Land Registry, 
Price Paid Data 
(2011) 
Property of 
LSOA 
Lower Social 
Status 
Concerned with the nature of 
employment in the area, represented as 
the percentage of households with a 
social grade of C1 (supervisory, clerical & 
junior managerial occupations) or C2 
(skilled manual occupations). 
0.52 0.07 
UK Census (2011), 
Table QS611UK 
Children 
Percentage of households with children 
aged 5 to 15 inclusive. 
0.15 0.03 
UK Census (2011), 
Table LC1113EW 
Green Votes 
Percentage of votes by Ward for Green 
party councillors. Intended to represent 
“deeply held environmental beliefs”. 
Green party voters have stronger 
environmental beliefs than other voters 
(Dolezal, 2010) and are more likely to 
travel by green modes (Prillwitz and Barr, 
2011) 
2.84 3.91 
Local Elections 
Archive Project 
(2009 – 2012) 
Electoral 
Wards 
resampled to 
LSOA 
Bicycle 
performance 
Ratio of distance achievable in 30 mins of 
cycling vs. driving. MSOA or LAD 
averages used where LSOAs had no data. 
0.38 0.15 
Department for 
Transport 
Connectivity 
Statistics (2011), 
Table 
Stations_HW_AM 
Property of 
LSOA 
Traffic Risk 
Number of killed or seriously injured 
pedestrians per 1000 residents over 16. 
Pedestrians are used since cycling 
accident rates are correlated with the 
number of cyclists in an area. 
0.60 0.29 
Department for 
Transport STATS19 
Database (2007 - 
2011), UK Census 
(2011) 
Table LC6107EW 
Moving 
Window 
Analysis 
(450m/5 km) 
Parking Costs 
Average cost of a day’s parking at the 
nearest 6 car parks (inverse distance 
weighted). (£s) 
4.67 2.23 
Department for 
Transport Car 
Parks database 
(2014) 
Results 
Hilliness followed by traffic density are the most important determinants for both groups, after these the 
rankings of other determinants show differences between men and women (Table 4.4). In relative terms, 
traffic density, wealth, population density rain and children are more important for female commuters, 
whereas hilliness, distance, green votes, cycle lanes, traffic risk and bicycle performance are more 
important for male commuters (Figure 4.2). The amount of cycle lanes, or on-road cycling infrastructure, 
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was significant for both men and women. In contrast, the amount of cycle paths, i.e. off-road cycling 
infrastructure, was insignificant for both (Table 4.4).  
Both male and female models describe a large proportion of the variance in cycling levels at a high 
geographic resolution. A summary of model performance metrics is given in Table 4.5 for different sample 
populations and geographic aggregations. All models perform noticeably better than an intercept only 
model using a national estimate of cycling rates.  
Table 4.4: Model characteristics 
 
Determinants 
Model 1 - Female Model 2 - Male 
(β) 
Lower 
Bound 
(2.5%) 
Upper 
Bound 
(97.5%) 
Odds 
Ratio 
Rank (β) 
Lower 
Bound 
(2.5%) 
Upper 
Bound 
(97.5%) 
Odds 
Ratio 
Rank 
(Intercept) -4.29 -4.30 -4.28   -2.57 -2.58 -2.57   
Hills -0.46 -0.48 -0.45 0.63 1 -0.27 -0.28 -0.27 0.76 1 
Traffic Density -0.39 -0.41 -0.38 0.68 2 -0.16 -0.17 -0.15 0.85 2 
Wealth 0.29 0.28 0.31 1.34 3 0.09 0.08 0.09 1.09 7 
Temperature 0.28 0.26 0.29 1.32 4 0.13 0.12 0.14 1.14 4 
Population 
Density 
0.21 0.19 0.23 1.23 5 0.06 0.05 0.06 1.06 14 
Green Votes 0.20 0.19 0.20 1.22 6 0.12 0.11 0.12 1.12 5 
Distance -0.19 -0.20 -0.18 0.83 7 -0.15 -0.15 -0.14 0.86 3 
Rain -0.18 -0.20 -0.16 0.84 8 -0.06 -0.07 -0.05 0.94 13 
Lower Social 
Status 
-0.16 -0.17 -0.15 0.85 9 -0.06 -0.07 -0.06 0.94 10 
Children -0.15 -0.15 -0.14 0.87 10 -0.06 -0.06 -0.05 0.95 14 
Cycle Lanes 0.12 0.12 0.13 1.13 11 0.10 0.09 0.10 1.10 6 
Parking Costs 0.12 0.11 0.12 1.12 12 0.06 0.06 0.07 1.06 12 
Sun 0.10 0.09 0.11 1.10 13 0.06 0.05 0.07 1.06 11 
Bicycle 
Performance 
0.05 0.04 0.06 1.05 14 0.07 0.06 0.07 1.07 9 
Traffic Risk -0.05 -0.06 -0.04 0.95 15 -0.07 -0.08 -0.06 0.93 8 
Wind -0.04 -0.05 -0.03 0.96 16 -0.03 -0.04 -0.03 0.97 16 
Cycle Paths 
-0.01 
NS 
-0.01 0.00 - - 0.00 NS 0.00 0.00 - - 
(all coefficients significant at p<=0.001 unless marked: ** significant at p<=0.01, * significant at p<=0.05, NS not significant at p=0.05) 
Table 4.5: Model performance characteristics 
Metric 
Geographic Scale 
 
Model 1 - 
Female 
Model 2 - 
Male 
McFadden’s 𝑹𝟐 LSOA 0.55 0.43 
𝑹𝑴𝒐𝒅𝒆𝒍
𝟐  (𝑹𝑰𝒏𝒕𝒆𝒓𝒄𝒆𝒑𝒕
𝟐 ) LSOA 0.75 (0.12) 0.73 (0.41) 
𝑹𝑴𝒐𝒅𝒆𝒍
𝟐  (𝑹𝑰𝒏𝒕𝒆𝒓𝒄𝒆𝒑𝒕
𝟐 ) MSOA 0.83 (0.15) 0.82 (0.45) 
𝑹𝑴𝒐𝒅𝒆𝒍
𝟐  (𝑹𝑰𝒏𝒕𝒆𝒓𝒄𝒆𝒑𝒕
𝟐 ) LAD 0.91 (0.15) 0.91 (0.61) 
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Figure 4.2. Relative importance (RI) of each determinant by gender, confidence intervals 
represent the 5th and 95th percentiles – estimated using a bootstrap procedure 
The measure of relative utility for women, the combined effect of all determinant coefficients (Z, see Eq. 
3.1), is strongly correlated with the measure of relative utility for men (R^2 = 0.95 between Z for the female 
model and Z for the male model). Consequently, an unweighted average of the relative utility from both 
models can be used to predict the propensity for either gender to cycle. Figure 4.3 shows the actual cycling 
rates of male and female commuters plotted against this average relative utility. Each point represents the 
average cycling rates of several thousand commuters living in areas with the same level of relative utility. 
The relationship appears consistent with the logistic growth curve, and there is no apparent reduction in 
growth near the upper limit, suggesting that the logit model form without a saturation limit is appropriate. 
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Figure 4.3. Male and Female actual cycling rates against the relative utility of cycling (Z) in 
different areas 
Populations can be organised according to the relative utility of cycling for the area in which they live. For 
the 100,000 commuters living in areas with the lowest levels of utility, the average cycling rates for male 
and female commuters are 3.0% and 0.3% respectively, a ratio of ten to one. For the 100,000 commuters 
living in areas with the highest levels of utility, the equivalent rates are 29.1% and 19.2% respectively, a 
ratio of three to two. A full breakdown of cycling rates by population-utility deciles is given in Table 4.6. The 
relative gender gap reduces as the relative utility of the cycling environment increases.  
Table 4.6: Cycling rates for female and male populations by utility decile 
Population decile for utility 
level (lower limit) 
10th  
(-6.6) 
9th  
(-4.4) 
8th 
(-4.0) 
7th 
(-3.8) 
6th 
(-3.6) 
5th 
(-3.4) 
4th 
(-3.2) 
3rd 
(-3.0) 
2nd 
(-2.8) 
1st 
(-2.5) 
Female cycling Rate 0.3% 0.5% 0.8% 1.1% 1.4% 1.7% 2.1% 2.8% 3.9% 9.2% 
Male cycling Rate 3.2% 4.3% 5.4% 6.4% 7.1% 8.1% 9.0% 9.9% 11.4% 18.6% 
Absolute gender gap 2.8% 3.7% 4.5% 5.2% 5.8% 6.2% 6.9% 7.1% 7.4% 9.3% 
Relative gender gap 10.4 9.3 6.4 5.8 5.2 4.8 4.3 3.5 2.9 2.0 
 
There is collinearity within the models, although within the acceptable tolerance limits suggested by 
Dormann et al. (2013): the mean Variance Inflation Factor (VIF) is 1.56, the highest VIF is 3.39 (population 
density) and the highest pairwise correlation is 0.68 (population density and traffic density). Weak spatial-
autocorrelation was detected in the residuals of the predicted probabilities (0.14 at 10 km for both models 
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and 0.09 and 0.08 for female and male models respectively at 20 km). This suggests that some spatially 
dependent variables at these larger scales have been omitted, such as local policy or culture, and (or) that 
spill-over effects may be occurring, where cycling levels in one area affect those in the next (Vandenbulcke 
et al., 2011). This may inflate the precision expressed by the confidence intervals in Table 4.4, however this 
is not investigated further.  
 Discussion 
4.5.1 Why don’t more women cycle?  
A substantial proportion of the gender gap in cycling rates is explained by differences in the relative utility 
of cycling for each area – the combined effect of all determinants. Over distances appropriate for cycling, 
women have a much lower propensity to cycle to work in areas that have a low level of utility for cycling. 
However, in high utility environments, there is far less of a difference between male and female cycling 
propensity. This is consistent with international evidence. The Netherlands, Denmark and Germany, which 
are typically regarded as having high quality cycling environments, have a high prevalence of cycling and 
women cycle as frequently as men in these countries (Pucher and Buehler, 2008). Whilst individual level 
factors such as clothing requirements, domestic responsibilities and gendered perceptions of cycling might 
also be discouraging women from cycling, our results suggest that the gender gap in cycling behaviours 
observed in England and Wales is predominantly a product of low-quality cycling environments. By 
discouraging cycling, these environments are negatively influencing population health, particularly for 
female commuters. Findings also emphasise that employing a blanket gender factor in studies of cycling 
mode-share may bias results – male and female commuters are not consistently different in their cycling 
behaviours across all areas.  
There is a high correlation between the measure of relative utility for women and the measure of relative 
utility for men (0.95). This shows that male and female commuters rate the suitability of an area for cycling 
in a similar manner, but on average, female commuters require a better environment or higher level of 
utility to cycle to work. If asked to rank all areas of England by how suitable they are for cycling, men and 
women would likely sort areas into a similar order, but if asked to sort areas into suitable or unsuitable 
categories, women would identify far fewer areas that meet their needs as a cyclist Overall, the cycling 
environment in England and Wales (excluding London) is more conducive to men’s cycling than to women’s 
cycling. This supports the concept of a differential threshold effect suggested by Aldred et al. (2016 p. 40): 
“all else being equal, we need a more supportive cycling environment for women […] to start cycling, on 
average, than we do for men”. We find that in the worst areas for cycling , the gender ratio is over five times 
larger than it is in the best areas for cycling, where cycling rates approach gender parity. 
Interventions designed to increase cycling rates may not have the same absolute effect in all areas. The 
findings suggest that on average, an improvement made in a low utility area will have less impact on cycling 
rates than an identical improvement made in a high utility area (Figure 4.3). This is implicitly noted in the 
analysis of other aggregate models of cycling – “the provision of traffic free radial routes might produce an 
increase in cycling […] with the lowest increase being in the hilliest area” (Parkin et al., 2008, pg. 105). Whilst 
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the relative gender gap is generally expected to reduce with any improvement to the utility of cycling in an 
area, the form of Figure 4.3 suggests that the absolute gender gap may still widen if improvements are small 
and predominantly made in low-utility areas. Conversely, densely implemented improvements in areas that 
already have a high utility for cycling could be expected to increase cycling rates in men and women more 
equally, or even affect more women than men.  
4.5.2 How men and women respond to determinants of commuter cycling mode-
share: 
4.5.2.1 The built environment 
Higher traffic densities are associated with lower levels of commuter cycling for both men and women. This 
is apparent even for a rudimentary index of traffic density and its higher relative importance for female 
commuters is consistent with the literature (Aldred et al., 2017; Beecham and Wood, 2014). 
The positive effect of population density is still apparent despite attempts to separate out its component 
parts. Closely linked to density is distance which, even over this narrow distance band, and using a Euclidean 
distance rather than a network distance, is still a significant and important determinant of cycling for both 
genders (Figure 4.2). The prominence of both distance and population density emphasises the need for 
careful spatial planning in towns and cities. 
Aggregate studies have repeatedly concluded that cycle lanes and cycle paths have similar, positive 
correlations with cycling levels (Buehler and Pucher, 2012; Pistoll and Goodman, 2014). Stated preference 
studies usually conclude that greater levels of segregation are preferred by all cyclists, but particularly by 
women (Aldred et al., 2017). This study confirms the utility of cycle lanes in England and Wales, and 
identifies that men consider them more important relative to other determinants than women. Cycle paths 
were not significant for either men or women. This is somewhat paradoxical given the identified influence 
of traffic density which cycle paths should alleviate. A strong potential benefit of cycle paths combined with 
a low estimated benefit is good grounds for further research. It may be that the measure of cycle paths 
used in this study does not accurately reflect their utility for journeys to work. Future studies may wish to 
include determinants that measure the quality, connectivity and suitability of cycling infrastructure, or 
examine whether existing infrastructure is effective at reducing interactions with traffic where it is most 
needed. In stated preference studies cycling infrastructure is usually of good quality and is always located 
in the right place. 
4.5.2.2 The natural environment 
Hilliness has the largest influence on cycling propensity for both men and women. The similar influence of 
hilliness on men and women suggests that physical differences between genders are not driving the gender 
gap in cycling rates (Fyhri and Fearnley, 2015, pg. 46). Whilst temperature, sunshine and wind hold a similar 
relative importance for men and women, rain is of greater concern to women than to men (Figure 4.2). Rain 
is identified as a negative determinant of cycling mode-share in the literature (Flynn et al., 2012; Parkin et 
al., 2008). However, although a few survey responses and small-scale cycle counts of older adults noted 
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that women may dislike rain more than men (Bergström and Magnusson, 2003; Prins and van Lenthe, 2015), 
to our knowledge this is the first time its gendered effect has been measured at a national scale using 
revealed data. 
4.5.2.3 Socio-economic factors 
Commuters in areas that have a higher percentage of households with school-age children are less likely to 
cycle to work. This determinant is relatively more important to female commuters, supporting the view that 
engendered household responsibilities play a role in women’s reduced propensity to cycling to work. 
The models illustrate that areas with many residents working in supervisory, clerical, junior managerial and 
skilled manual occupations (Lower Social Status) have lower rates of cycling, a result qualitatively similar to 
Parkin et al. (2008). Connected to employment and reinforcing this finding is wealth, which has a positive 
correlation with cycling mode share that appears to be more important to female commuters. This aligns 
with Singleton and Goddard’s (2016) findings that women are more likely to be cyclists of choice than 
necessity, whereas men are cyclists of both choice (wealthy men making lifestyle choices) and necessity 
(less wealthy men cycling for reasons of affordability). 
4.5.2.4 Psychological and utility factors 
The proportion of votes for the local green party is positively correlated with cycling levels in both 
populations. Whilst the direction of causation is perhaps less clear than with other determinants, this 
positive correlation is similar to findings described by Rietveld and Daniel (2004) and Zahran et al. (2008). 
The green votes determinant also appears somewhat more important for male commuters, contrary to 
findings in other studies of cycling that suggest women are more motivated to cycle by environmental 
concerns (Emond et al., 2009).  
Where cycling is efficient relative to other modes in terms of time and cost (e.g. parking) both female and 
male commuters have a higher likelihood of choosing to cycle. Considered collectively however, many of 
the determinants that male commuters rank more highly than female commuters are linked to the overall 
efficiency of a commute. They have strong responses to hilliness, distance, on road cycle lanes and the 
relative performance of the bicycle (Figure 4.2). 
4.5.3 Model residuals5 
The model residuals provide an extra source of information on overall cycling behaviours in England and 
Wales. Differences between model-predicted cycling rates and actual cycling rates are likely to be driven 
by excluded factors, perhaps including local cultures and governance, the quality and suitability of cycling 
infrastructure and social influence or network-level benefits (e.g. commuters may be more likely to cycle in 
                                                             
 
5 Combined model residuals are included in Appendix B 
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areas where they already see others cycling, and in these areas drivers are likely to be more used to 
interacting with cyclists). The role of culture is not necessarily independent from the physical nature of an 
area and its utility for cycling. 
4.5.4 Model limitations and future work 
The model is cross-sectional in its analysis and findings may not be supported longitudinally. For some 
determinants there is a plausible explanation for a reversed direction of causality, and residential self-
selection may also affect causality assumptions (Cao et al., 2009). As an aggregate analysis, determinants 
are somewhat restricted by the availability of data at an appropriate geographic resolution and coverage. 
Whilst segmentation by gender reduces the potential for ecological fallacy in the interpretation of most 
determinants, this is not necessarily the case for socio-economic determinants, which are estimated across 
an LSOA’s population, but which may be unequally distributed between men and women.  
The nature of the census question used to identify cyclists ignores multi-modal journeys and restricts the 
analysis to frequent commuter cycling, which may have different associations to leisure cycling (Damant-
Sirois et al., 2014) or less frequent commuter cycling (Cole-Hunter et al., 2015). By focusing on those who 
cycle regularly, it may ignore gender differences in mode-shares that could become apparent if a trip-based 
mode-share measure was used, for example with travel-diaries. We have also focused the analysis on trips 
that could reasonably be cycled, outside of London. The relationships identified may not apply for long-
distance cycling, or apply within London itself.  
For an aggregate study of cycling the determinants employed here were quantified at a relatively high 
resolution, using LSOA boundaries and a 5 km moving window. Higher resolutions are generally preferred, 
as lower resolutions can smooth over important sources of variation, as illustrated in Table 4.5. However, 
further increases in resolution are likely to become challenging given the resolution of the current model is 
approximately equal to the spatial scale at which cycling takes place. Future improvements could instead 
account for exposure levels along corridors or likely commuting routes. For example, it is possible to have 
a flat journey to work in a hilly area, this is not captured in the current analysis. A route or corridor approach 
may also give further insight to our surprising finding that at the area level the measure of cycle paths used 
in this study does not appear to be significant. Furthermore, whilst this analysis has focused on gender, 
commuter cycling also tends to be undertaken by younger adults in England and Wales, but not across all 
of Europe (Aldred et al., 2016). In descriptive statistics age appears less important than gender in the UK, 
but this age-bias could be investigated using the segmented, aggregate modelling structure applied here. 
Finally, given the absence of a large gender gap in cycling rates for commuters in the Netherlands, Denmark 
and Germany, future analyses may wish to examine whether, on average, these counties have a higher 
relative utility for cycling than most of England and Wales - using the same metrics described here (Mertens 
et al., 2017). 
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 Policy implications and conclusions 
For the most part the cycling environment in England and Wales is not conducive to cycling. Since 
unconducive or low-utility areas prove noticeably more discouraging to women than to men, far fewer 
women commute by bicycle than men. This has implications for policy makers and planners. Not only are 
women and the societies of which they are a part losing out on the potential health benefits of higher levels 
of active commuting, but regions and towns that deter women from cycling may reduce their overall 
mobility. This has an impact on women’s access to jobs, social opportunities and independence, which may 
then have secondary health effects. Diffuse and piecemeal investments spread across many areas that are 
not conducive to cycling are unlikely to encourage many women to cycle. Concentrating the same level of 
investment into a few areas, especially those that may already be somewhat conducive to cycling, is likely 
to have a more robust influence on the number of women cycling to work overall. 
The most important determinants are hilliness and traffic density, these are factors that are hard to control 
in existing urban environments. Policy should start by ensuring new build towns and cities are compact, 
dense, traffic free and with suitable levels of cycling infrastructure. An area that is conducive for women to 
cycle is also conducive for men to cycle. Cycling environments should therefore be designed with female 
cyclists in mind and male cyclists will benefit accordingly. There are no strong gender biases in cycling rates 
in high quality cycling environments. This is a timely insight for the UK, since current housing market 
pressures are encouraging proposals for new market towns, urban growth initiatives and sustainable 
transport schemes. There is also a growing interest in the UK for the potential of uniting public health and 
planning disciplines to create “healthy new towns”, and a growing demand for investments that encourage 
diversity in cycling populations (NHS England, 2018; Walker, 2018). 
For existing urban environments, the focus should be on reducing traffic or mitigating its effects along key 
routes. However, the significance of place should not be ignored. Towns and cities are unique, and cycling 
policies need to differentiate by location as well as demographic (Harms et al., 2014). The presented 
determinants improve the understanding of the influence of place and gender for planning purposes. The 
models could also be used to create bikeability maps (Winters et al., 2013), predict area-wide changes in 
cycling levels following proposed interventions (Parkin et al., 2008) or, where residuals are large, act as a 
spur for more local investigations.  
This analysis adds to the existing literature by identifying significant interactions between gender and 
determinants of commuter cycling mode share. It illustrates how men and women respond differently to 
the relative utility of cycling in different areas across England and Wales, excluding London, and how this 
results in a lost opportunity to improve population health. 
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 Chapter 5. An analysis of cycling’s mode-share in 
England and Wales by age and gender 
This chapter extends the analysis presented in Chapter 4 by using age categories to further 
segment the male and female populations, resulting in six demographic groups  (M/F 16-34, 
35-49, 50-74). It finds that differences in cycling rates between age groups arise primarily 
through a differential response to the relative utility of cycling in each area. A striking result 
is that gender is a substantially better predictor of cycling propensity than age group. 
 Introduction 
In England and Wales, younger and older commuters are less likely to cycle than their middle-aged peers, 
with the differences most visible for male commuters (ONS, 2014a). In countries with a high prevalence of 
cycling there is less of a reduction in cycling across the older age categories (Pucher and Buehler, 2008). 
Cycling has significant health benefits and so the age gaps in cycling rates in England and Wales represent 
a lost health and wellbeing opportunity (Kahlmeier et al., 2011). This is particularly relevant for older adults, 
since the health benefits related to cycling may be even greater for those over 45 (Woodcock et al., 2014). 
Whilst younger and older individuals cycle less overall, the magnitude of the differences in cycling rates 
between age groups varies spatially (Aldred et al., 2016). This suggests an interaction between age and the 
environment. A recent analysis of the gender gap in commuter cycling rates in England and Wales (which 
also varies spatially) suggested that it is dependent on the relative utility of cycling in each area – the 
combined effect of determinants which describe the characteristics of the local area and its population 
(Chapter 4, Grudgings et al., 2018). It noted that in areas which have a high relative utility for cycling, the 
gender gap is much smaller. A similar interaction may also exist for age, but this demographic characteristic 
has received less attention in the literature (Aldred et al., 2016). Understanding how determinants of 
commuter cycling mode share interact with age, both individually and in combination, could allow for more 
targeted and effective policies and interventions to increase cycling levels. Targeting or segmentation 
approaches have been shown to be an effective tool for understanding the characteristics of different 
groups of existing and potential cyclists (Damant-Sirois and El-Geneidy, 2015; Li et al., 2013). However, few 
large-scale cycling studies have segmented their population by age.  
This study adopts the same model structure as Grudgings et al. (2018, see also Chapter 4). It uses 17 
determinants of commuter cycling mode share to describe the relative utility of cycling in different zones 
across England and Wales. Determinants comprise: distance; population density; cycle paths; cycle lanes; 
traffic density; hilliness; temperature; sun; rain; wind; wealth; lower social status; children; green votes; 
bicycle performance; traffic risk and parking costs. It then examines the relationship between these 
determinants and the number of commuters who choose to cycle to work in each zone using a generalised 
linear model with a binomial distribution and a logit link (a logit model). The model is estimated separately 
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for six commuting populations: males and females aged 16-34, 35-49 and 50-74. Zones are defined using 
census-derived Lower layer Super Output Areas (LSOAs). The analysis is targeted at those who work 2-5 km 
from home. This ensures that the model examines cycling over a range where it is most competitive with 
motorised modes, and above the distances at which commuters usually walk. London is excluded from the 
analysis, since the mode choice behaviours of London’s commuters are distinctly different from the rest of 
the UK (Goodman, 2013).  
 Literature 
Heinen et al.’s (2010) overview of the literature on commuter cycling identified four studies that found a 
negative correlation between age and cycling propensity and four that found age had no significant 
influence. Since this review however, the balance of the literature suggests that commuter or transport 
cycling levels decline somewhat with age (Buehler, 2012; Chen et al., 2017; Cole-Hunter et al., 2015; Ma 
and Dill, 2015; Parkin, 2004; Piatkowski and Marshall, 2015; Schoner et al., 2015; Singleton and Goddard, 
2016; Vandenbulcke et al., 2011; Winters et al., 2010). There are exceptions: Goetzke and Rave (2011) found 
that age had no influence on whether someone cycled to work; Flynn et al. (2012) found that age had a 
small positive influence on commuter cycling; and Hansen and Nielsen (2014) found that commuters aged 
between 45 and 60 were most likely to cycle. Of these three exceptions, two were conducted in Germany 
and Denmark - countries with a high prevalence of cycling (Goetzke and Rave, 2011; Hansen and Nielsen, 
2014).  
Many studies assume that the influence of age is linear, uniform and separate from the influence of other 
determinants. However, those that have segmented their sample population by age or included age effects 
as an interaction can sometimes identify non-uniform determinant effects between age groups. A 
systematic review of 25 studies on stated infrastructure preferences found weak evidence that older 
individuals hold a greater preference for separation from motor vehicles, although differences were less 
pronounced than by gender (Aldred et al., 2017). One observational study in the UK also found that older 
cyclists were better represented on recently protected roads, reinforcing the stated preference findings 
(Aldred and Dales, 2017). However, most revealed route choice studies show little difference in facility or 
route preferences by age (Aultman-Hall, 1996; Broach et al., 2012; Hood et al., 2011; Krenn et al., 2014). 
Where age-differences in route preferences have been identified, they suggest that older cyclists are likely 
to deviate further from the shortest path to avoid low-utility sections of their route (Li, 2017; Misra and 
Watkins, 2017). The physical structure of the environment also influences latent perceptions of safety and 
comfort, which differ between age-groups and may influence cycling rates (Habib et al., 2014).  
The physical effort associated with cycling is occasionally identified as a barrier for older cyclists (Fernández-
Heredia et al., 2014). Both Li (2017) and Misra (2016) found that older cyclists are more likely to choose 
routes that minimise slope or physical effort than younger cyclists. In an examination of cycling distances, 
Larsen et al. (2010) noted that the highest median distances were travelled by cyclists aged between 25 
and 44, which is consistent with physical influences being a deterrent for older cyclists (or cyclists over the 
age of 44) and suggests that the influence of age may be non-linear. Younger commuters may be less 
deterred from cycling by thermal extremes than older commuters. Bergström and Magnusson (2003) found 
that younger commuters were more likely to cycle during winter in Sweden, which could be due to a greater 
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perception of the cold amongst older age groups, as identified by Böcker (2015). Alternatively, Saneinejad 
et al. (2012) found the reverse was true for Canadian commuters.  
Perceived safety and the factors that underpin it differ by age group (Lawson et al., 2013; Misra et al., 2015). 
Older cyclists appear to be more sensitive to risk or have a greater concern for personal safety than younger 
cyclists (Hughes and Harkey, 1997; O ’Connor and Brown, 2010). This may make them safer cyclists. For 
example Twaddle et al. (2010) found that older cyclists reported fewer falls and collisions per unit exposure, 
and safer cycling by older adults is supported by accident statistics, which typically find that younger cyclists 
are over-represented in car-bicycle collisions (Oh et al., 2008). Alternatively, those older individuals who 
continue to cycle to work may simply represent a fitter and more skilled minority of dedicated cyclists 
(Aldred and Crosweller, 2015).  
Perceptions of the social acceptability of cycling also differ by age and are likely to influence cycling 
behaviours. As a group, younger and older cyclists consider cycling as a less acceptable means of 
transportation than those aged between 35 and 44 (Parkin et al., 2007). Social acceptability may be a 
particularly powerful influence on younger commuters who see driving as a status achievement - ‘there is 
a period in young men’s lives where they wouldn’t be seen dead on a bike’ (Daley and Rissel, 2011, pg. 214; 
Steg, 2005).  
Few studies explore interactions between age and other demographic characteristics known to influence 
cycling behaviours. Some interactions have been identified between age and gender. For example, Emond 
et al. (2009) found that cycling propensity decreased linearly with age for women, but not for men, and. 
Bernhoft and Carstensen (2008) found younger age categories to contain more significant differences in 
stated preferences between men and women in than in older age categories.  
In summary, age does moderate the influence of some determinants, but results are not always consistent, 
studies are relatively sparse and interactions can be complex when multiple demographics are considered. 
What constitutes older or younger also differs between studies, and we have used the terms broadly when 
interpreting results. If there is a pattern across the existing research, it is that the influence of determinants 
can be greater at age extremes. This is likely to make models that include age as a linear function 
problematic to interpret.  
 Data and Methods 
We follow the same procedures here as Grudgings et al. (2018), described in Chapter 4. A generalised linear 
model with a logit link is used to estimate the relationship between determinants and the cycling mode-
choices of commuters in England and Wales, derived from 2011 UK census data (ONS, 2014b). Whilst mode-
choice data is available at an individual level, information on commuter’s home locations is only available 
at a zone level that covers many commuters. As such groups of commuters share a common set of 
determinants, defined by the zone in which they live – the analysis is therefore aggregate in nature. It is 
implemented binomially as a set of successes (cyclists) and failures (non-cyclists) for each zone. The 
characteristics of each zone (an LOSA) are described by variables 𝑥𝑛 and their coefficients 𝛽𝑛 such that: 
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ln (
𝑃(𝑠𝑢𝑐𝑐𝑒𝑠𝑠)
𝑃(𝑓𝑎𝑖𝑙𝑢𝑟𝑒)
) = 𝑍 =  𝛽0 + 𝛽1𝑥1 + ⋯ + 𝛽𝑛𝑥𝑛     Eq. 5.1 
The model is estimated for six commuter groups: male and female commuters aged 16-34, 35-49 and 50-
74, across 29,694 LSOAs. Age is defined categorically to account for non-linear effects, and the employed 
age groupings are approximately equal in size. A summary of dependent variables is given in Table 5.1, and 
a summary of independent variables is given in Table 5.2. 
Only commuters who work between two and five kilometres from home, outside of London, are included 
in the model. Whilst we do not expect the relative utility of cycling versus motorised modes to change 
noticeably at distances below 2 km, the incidence of walking changes dramatically between 0 km and 2 km. 
The inclusion of shorter distances would therefore make for a less homogenous group of ‘other’ modes 
than might be appropriate for a binary choice analysis.  
Z (Eq. 5.1) is a particularly important construct in this analysis. It represents the relative utility of cycling in 
an area or its attractiveness (Parkin et al., 2008) It is the combined effect of all determinants - including 
place-based and population-based determinants. Actual and modelled cycling rates are compared against 
the relative utility measure for each demographic segment.  
Since variance is fixed in logistic regression, coefficients for each population segment are not directly 
comparable (Allison, 1999; Mood, 2010). Instead, a rudimentary measure of each individual determinants’ 
relative importance is estimated by normalising the scale of each coefficient and associated confidence 
limits (estimated using a bootstrapping approach) against all coefficients for each population. This measure 
is unaffected by unobserved heterogeneity and comparable across populations for the employed set of 
determinants. 
Model fit is described using McFadden’s R2 (Domencich and McFadden, 1975, pg. 122). A traditional 𝑅2 
measure is used to describe the correlation between the predicted number of cyclists and the actual 
number of cyclists in each LSOA (𝑅𝑀𝑜𝑑𝑒𝑙
2 ). The performance of this prediction can be compared to the 𝑅2 of 
the intercept-only model, which assumes all residents cycle at the national average (𝑅𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡
2 ). 
 
Table 5.1: Sample populations and dependent variable description 
Gender 
Age 
group 
n 
Dependent variable 
(successes): Average number 
of cyclists travelling 2-5 km to 
work per LSOA (SD) 
Dependent variable (failures): 
Average number of non-
cyclists travelling 2-5 km to 
work per LSOA (SD) 
Average 
cycling 
rate 
Female 
16-34 830,110 0.7 (2.3) 27.3 (20.7) 2.47% 
35-49 848,360 0.7 (1.7) 27.9 (18.0) 2.47% 
50-74 675,054 0.5 (1.2) 22.3 (14.6) 2.02% 
Male 
16-34 756,216 2.2 (3.8) 23.3 (19.4) 8.63% 
35-49 639,352 2.1 (3.2) 29.4 (12.9) 9.88% 
50-74 544,695 1.2 (1.9) 17.2 (11.0) 6.49% 
All  4,293,787 7.4 (11.9) 137.6 (81.9) 5.10% 
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Table 5.2: Employed variables, from Grudgings et al. (2018) 
Variable Description Mean SD 
Primary Data 
Source (Year) 
Calculation 
Method 
Distance: 
Female 16-34 
Female 35-49 
Female 50-74 
Male 16-34 
Male 35-49 
Male 50-74 
Weighted average commute distance. 
Calculated as the straight-line distance 
between LSOA population weighted 
centroids. Gender specific. (km) 
 
3.38 
3.37 
3.35 
3.39 
3.41 
3.40 
 
0.51 
0.49 
0.50 
0.50 
0.51 
0.51 
UK Census (2011) 
Table WM12EW 
Property of 
LSOA 
Population Density 
Employed and unemployed residents over 
16 (000’s/sq. km) 
1.10 0.89 
UK Census (2011) 
Table LC6107EW 
Moving 
Window 
Analysis: 
450m grid 
over a 5 km 
window 
(450m/5 km) 
Cycle Paths 
Off road cycleway length, including shared 
use paths, towpaths and dedicated 
cycleways but not bridleways (for horses), 
divided by the length of the primary road 
network, excluding multi-lane roads (A and 
B roads, excluding dual carriageways). 
0.75 1.49 OpenStreetMap 
(2015), Ordnance 
Survey Road Data 
(2015) 
Cycle Lanes 
As above for on-road lanes, including shared 
bus lanes for buses and bicycles. 
0.09 0.16 
Traffic Density 
Employed residents per km of roads. Used 
to represent an approximate level of traffic 
density. A 15 km window is applied because 
the focus here is on driving distances. This 
variable is influenced by public transport 
rates, but these are low (7-14%%) outside of 
London (Goodman, 2013). 
77.70 30.28 
UK Census (2011) 
Table LC6107EW, 
Ordnance Survey 
Road Data (2015) 
Moving 
Window 
Analysis 
(450m/15 
km) 
Hilliness 
Percentage of 450m grid squares with slopes 
greater than or equal to 3%. 
0.45 0.26 
Shuttle Radar 
Topography Mission 
Digital Elevation 
Model (2010) 
Moving 
Window 
Analysis 
(450m/5 km) 
Temperature Average monthly temperature. (°C) 9.63 0.60 
UK Met Office  
(March 2010 – 
March 2011) 
5 km grid 
reprocessed 
to 500m and 
averaged 
within LSOA 
boundaries. 
Sun Average daily sunshine. (hrs) 4.24 0.30 
Rain Average monthly rainfall. (mm) 58.00 17.00 
Wind Average daily wind speed. (kph) 7.67 1.34 
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Table 5.2 (Continued): Employed variables, from Grudgings et al. (2018) 
Variable Description Mean SD 
Primary Data 
Source (Year) 
Calculation 
Method 
Wealth 
Natural log of the average house price per 
LSOA. MSOA average used when there are 
fewer than four transactions. House prices 
are employed as a measure for wealth in 
place of income data, which is not 
commonly collected in the UK at a 
resolution suitable to be included in the 
models. 
0.54 0.48 
UK Land Registry, 
Price Paid Data 
(2011) 
Property of 
LSOA 
Lower Social Status 
Concerned with the nature of employment 
in the area, represented as the percentage 
of households with a social grade of C1 
(supervisory, clerical & junior managerial 
occupations) or C2 (skilled manual 
occupations). 
0.52 0.07 
UK Census (2011), 
Table QS611UK 
Children 
Percentage of households with children 
aged 5 to 15 inclusive. 
0.15 0.03 
UK Census (2011), 
Table LC1113EW 
Green Votes 
Percentage of votes by Ward for Green 
party councillors. Intended to represent 
“deeply held environmental beliefs”. Green 
party voters have stronger environmental 
beliefs than other voters (Dolezal, 2010) and 
are more likely to travel by green modes 
(Prillwitz and Barr, 2011) 
2.84 3.91 
Local Elections 
Archive Project 
(2009 – 2012) 
Electoral 
Wards 
resampled to 
LSOA 
Bicycle Performance 
Ratio of distance achievable in 30 mins of 
cycling vs. driving. MSOA or LAD averages 
used where LSOAs had no data. 
0.38 0.15 
Department for 
Transport 
Connectivity 
Statistics (2011), 
Table 
Stations_HW_AM 
Property of 
LSOA 
Traffic Risk 
Number of killed or seriously injured 
pedestrians per 1000 residents over 16. 
Pedestrians are used since cycling accident 
rates are correlated with the number of 
cyclists in an area. 
0.60 0.29 
Department for 
Transport STATS19 
Database (2007 - 
2011), UK Census 
(2011) 
Table LC6107EW 
Moving 
Window 
Analysis 
(450m/5 km) 
Parking Costs 
Average cost of a day’s parking at the 
nearest 6 car parks (inverse distance 
weighted). (£s) 
4.67 2.23 
Department for 
Transport Car Parks 
database (2014) 
 Results 
Models describe a large proportion of the variance in cycling rates at a high resolution (Table 5.3). Hilliness 
and traffic density are the most important determinants for middle aged and older commuters, whereas 
for younger commuters it is hilliness and temperature (Table 5.4 and Figure 5.1). Cycle paths are 
insignificant across all models except for older males, whereas population density and sunshine are 
insignificant only for older commuters (both male and female) and older males respectively (Table 5.4). All 
other determinants are significant (p<=0.001) with signs in the expected direction (Table 5.4). Figure 5.1 
illustrates the 8 most important determinants for female commuters aged 35 to 49 and compares their 
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relative importance across groups. For the less important determinants, not included in Figure 5.1, there 
are a few significant age differences (see Table 5.4): cycle lanes and bicycle performance increase in relative 
importance with age for both genders and traffic risk decreases in relative importance for male commuters 
with age. 
Table 5.3: Model performance metrics for each population segment 
Model 
Performance 
Metrics 
Population 
Female 16-34 Female 35-49 Female 50-74 Male 16-34 Male 35-49 Male 50-74 
McFadden 0.46 0.39 0.36 0.31 0.27 0.24 
𝑹𝑴𝒐𝒅𝒆𝒍
𝟐  0.74 0.60 0.55 0.70 0.62 0.53 
𝑹𝑰𝒏𝒕𝒆𝒓𝒄𝒆𝒑𝒕
𝟐  0.16 0.11 0.08 0.44 0.37 0.25 
 
The measure of relative importance (RI) highlights how age effects are not always linear with respect to the 
chosen groupings (Figure 5.1). Differences due to age are also smaller than differences due to gender when 
actual cycling rates are plotted against the relative utility of cycling (Figure 5.2). 
 
 68 
Table 5.4: Odds ratios for females of different ages compared to males of different ages 
Determinants  
(by importance for 
F35-49) 
Females Males 
16-34 35-49 50-74 16-34 35-49 50-74 
Odds 
Ratio 
95% CI 
(Lower, 
Upper) 
R
an
k Odds 
Ratio 
95% CI 
(Lower, 
Upper) 
R
an
k Odds 
Ratio 
95% CI 
(Lower, 
Upper) 
R
an
k Odds 
Ratio 
95% CI 
(Lower, 
Upper) 
R
an
k Odds 
Ratio 
95% CI 
(Lower, 
Upper) 
R
an
k Odds 
Ratio 
95% CI 
(Lower, 
Upper) 
R
an
k 
Intercept 0.01 0.01, 0.01 - 0.02 0.02, 0.02 - 0.01 0.01, 0.01 - 0.08 0.08, 0.08 - 0.09 0.09, 0.10 - 0.06 0.06, 0.06 - 
Hilliness 0.67 0.65, 0.68 1 0.65 0.63, 0.66 1 0.55 0.54, 0.57 1 0.76 0.76, 0.77 1 0.78 0.77, 0.79 1 0.72 0.71, 0.73 1 
Traffic Density 0.70 0.69, 0.72 2 0.68 0.66, 0.69 2 0.65 0.63, 0.67 2 0.87 0.86, 0.88 2 0.85 0.84, 0.86 2 0.83 0.81, 0.84 2 
Wealth 1.39 1.37, 1.42 3 1.32 1.30, 1.35 3 1.28 1.25, 1.30 4 1.08 1.07, 1.09 8= 1.13 1.11, 1.14 4= 1.07 1.06, 1.09 9 
Temperature 1.37 1.34, 1.41 4 1.28 1.25, 1.31 4 1.31 1.27, 1.35 3 1.15 1.14, 1.17 2 1.11 1.10, 1.12 6 1.16 1.14, 1.18 4 
Population Density 1.30 1.27, 1.34 5 1.23 1.20, 1.27 5 1.03 0.99, 1.06 15 1.05 1.04, 1.07 15 1.07 1.06, 1.09 8= 1.02* 1.00, 1.04 15 
Distance 0.85 0.83, 0.87 10 0.82 0.81, 0.84 6 0.80 0.79, 0.82 5 0.88 0.87, 0.89 4 0.86 0.86, 0.87 3 0.83 0.82, 0.85 3 
Green Votes 1.22 1.21, 1.23 6= 1.21 1.20, 1.22 7 1.20 1.18, 1.22 6 1.13 1.12, 1.13 5 1.13 1.12, 1.14 4= 1.10 1.09, 1.12 6 
Rain 0.82 0.80, 0.85 6= 0.85 0.83, 0.87 8 0.84 0.82, 0.88 7 0.92 0.90, 0.93 7 0.97 0.95, 0.98 14 0.96 0.94, 0.97 11= 
Lower Social Status 0.84 0.83, 0.85 8 0.86 0.85, 0.87 9 0.86 0.84, 0.87 8 0.92 0.92, 0.93 8= 0.97 0.96, 0.98 15 0.92 0.91, 0.93 7 
Children 0.84 0.83, 0.86 9 0.87 0.86, 0.89 10 0.90 0.89, 0.92 10 0.93 0.92, 0.94 12 0.95 0.94, 0.96 13 0.95 0.94, 0.96 10 
Cycle Lanes 1.12 1.11, 1.13 12 1.14 1.13, 1.15 11 1.15 1.14, 1.17 9 1.09 1.08, 1.09 8= 1.10 1.09, 1.11 7 1.12 1.11, 1.13 5 
Parking Costs 1.15 1.14, 1.17 11 1.12 1.10, 1.13 12 1.09 1.08, 1.11 11 1.06 1.06, 1.07 13 1.06 1.05, 1.07 11 1.05 1.04, 1.07 11= 
Sun 1.10 1.08, 1.13 13 1.10 1.08, 1.12 13 1.09 1.06, 1.11 12 1.08 1.07, 1.09 8= 1.07 1.06, 1.09 8= 1.01 
NS 
0.99, 1.02 - 
Bicycle Performance 1.03 1.02, 1.04 16 1.07 1.06, 1.08 14 1.07 1.06, 1.09 13 1.06 1.05, 1.07 13 1.07 1.06, 1.08 8= 1.09 1.08, 1.10 8 
Traffic Risk 0.93 0.91, 0.95 14 0.97* 0.95, 0.99 15 0.96 0.93, 0.98 14 0.90 0.89, 0.91 6 0.94 0.93, 0.95 11 0.97 0.95, 0.98 14 
Wind 0.94 0.92, 0.96 15 0.98* 0.96, 1.00 16 0.97 0.95, 0.99 15 0.98 0.96, 0.99 16 0.97 0.96, 0.98 15 0.96 0.95, 0.98 13 
Cycle Paths 1.00 
NS 
0.99, 1.01 - 1.00 
NS 
0.99, 1.01 - 0.99 
NS 
0.98, 1.01 - 1.00 
NS 
0.99, 1.00 - 1.00 
NS 
1.00, 1.01 - 1.01* 1.00, 1.02 16= 
(all coefficients significant at p<=0.001 unless marked: ** significant at p<=0.01, * significant at p<=0.05, NS not significant at p=0.05) 
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Figure 5.1. Relative importance of selected determinants (8 most important determinants 
for middle-aged female commuters) 
 
Figure 5.2: Actual cycling rates for all age and gender groups against the relative utility of 
cycling (as an average across all demographic segments) 
0.0%
5.0%
10.0%
15.0%
20.0%
H
ill
in
e
ss
 (
-)
Tr
af
fi
c 
D
en
si
ty
 (
-)
W
ea
lt
h
Te
m
p
er
at
u
re
P
o
p
u
la
ti
o
n
 D
en
si
ty
D
is
ta
n
ce
 (
-)
G
re
en
 V
o
te
s
R
ai
n
 (
-)
R
el
at
iv
e 
Im
p
o
rt
an
ce
Female 16-34
Female 35-49
Female 50-74
Male 16-34
Male 35-49
Male 50-74
0
65
130
195
0%
20%
40%
60%
-6.5 -5.5 -4.5 -3.5 -2.5 -1.5 -0.5
C
o
m
m
u
te
rs
 (
0
0
0
s)
C
yc
lin
g 
Pe
rc
e
n
ta
ge
Relative utility of cycling
Commuters
Male 16-34
Male 35-49
Male 50-74
Female 16-34
Female 35-49
Female 50-74
Total Commuters
A geospatial analysis of cycling in England and Wales 
70 
The combined influence of determinants – the relative utility of cycling (𝑍, Eq. 5.1) is highly correlated 
between groups, as shown by 𝑅2  values in Table 5.5. The weakest correlation is between older male 
commuters and younger female commuters (0.91), whereas the strongest correlation is between younger 
female commuters and middle-aged female commuters (0.98). Given the high level of correlation across 
groups, an average measure of relative utility across all groups can be used to compare actual cycling rates 
(Figure 5.2).  
Table 5.5: Correlation (𝑹𝟐) of the measure of relative utility between different population 
segments 
 Male 16-34 Male 35-49 Male 50-74 Female 16-34 Female 35-49 Female 50-74 
Male 16-34 - 0.95 0.93 0.96 0.96 0.95 
Male 35-49 0.95 - 0.92 0.93 0.95 0.93 
Male 50-74 0.93 0.92 - 0.91 0.93 0.93 
Female 16-34 0.96 0.93 0.91 - 0.98 0.94 
Female 35-49 0.96 0.95 0.93 0.98 - 0.96 
Female 50-74 0.95 0.93 0.93 0.94 0.96 - 
 
The difference in cycling rates between younger commuters and middle aged commuters greatly reduces 
in areas which have a higher relative utility for cycling, whereas the difference between older commuters 
and middle aged commuters remains, although decreases somewhat (Table 5.6). The influence of age is 
generally more important for male commuters than for female commuters.  
Table 5.6: Cycling rates and ratios by age and gender for population deciles of relative utility 
 
Cycling rates and ratios 
Relative utility of cycling 
(Decile lower limit) 
10th  
(-6.5) 
9th 
(-4.4) 
8th 
(-4.1) 
7th 
(-3.8) 
6th 
(-3.5) 
5th 
(-3.3) 
4th 
-3.2) 
3rd 
(-2.9) 
2nd 
(-2.8) 
1st 
(-2.5) 
Female 
16 to 34 0.3% 0.4% 0.7% 1.1% 1.3% 1.5% 2.0% 2.6% 3.6% 9.3% 
35 to 49 0.4% 0.5% 0.8% 1.2% 1.6% 1.9% 2.3% 3.1% 4.1% 9.4% 
50 to 74 0.2% 0.4% 0.6% 0.9% 1.2% 1.5% 1.9% 2.7% 3.5% 7.5% 
Ratio 35 to 49 vs 16 to 34 1.3 1.3 1.1 1.1 1.2 1.3 1.2 1.2 1.1 1.0 
Ratio 35 to 49 vs 50 to 74 1.6 1.5 1.4 1.4 1.3 1.2 1.2 1.1 1.2 1.2 
Male 
16 to 34 2.9% 4.1% 4.8% 6.1% 7.1% 8.0% 9.0% 9.8% 11.3% 18.3% 
35 to 49 4.0% 5.1% 6.2% 7.5% 8.7% 9.6% 10.8% 11.6% 13.1% 20.7% 
50 to 74 2.3% 2.9% 3.7% 4.9% 5.6% 6.3% 7.1% 7.9% 8.8% 15.0% 
Ratio 35 to 49 vs 16 to 34 1.4 1.2 1.3 1.2 1.2 1.2 1.2 1.2 1.2 1.1 
Ratio 35 to 49 vs 50 to 74 1.7 1.8 1.7 1.5 1.6 1.5 1.5 1.5 1.5 1.4 
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 Discussion 
5.5.1 Why do more middle-aged commuters cycle? 
Individual determinants of commuter cycling mode share differ in importance between age and gender 
groups. However, all groups evaluate their combined effect, the relative utility of cycling for an area, in a 
similar manner. Asked to rank areas of England and Wales by how conducive they are for cycling, all 
demographics would be highly likely to place areas in the same order (Table 5.5). Groups instead show a 
differentiated response to the level of utility required before their average commuter chooses to cycle.  
On average younger (<35) commuters require a higher level of utility for cycling to cycle to work than their 
middle-aged (35-49) peers. In areas that are the most conducive for cycling, differences in cycling rates 
between younger commuters and middle aged commuters almost disappear. Older (>49) commuters cycle 
less than other commuters across all cycling environments, although the scale of this age gap is smaller in 
the most conducive areas. The net effect of these two interactions is to make commuter cycling a 
predominantly middle-aged activity in England and Wales.  
Cycling levels are strikingly more sensitive to gender than to age. The trends for age and gender differences 
suggests that in areas that are optimal for cycling (high relative utility) we would expect men and women 
to cycle almost as much as each other, younger commuters to cycle as much as middle-aged commuters 
and older commuters to cycle slightly less than all other groups. This is comparable to cycling behaviours in 
countries that are considered to have, on average, high quality or high utility cycling environments. In the 
Netherlands, Denmark and Germany male and female cycling levels are similar, but older individuals still 
cycle somewhat less than other age-groups (KiM, 2016; Pucher and Buehler, 2008). 
5.5.2 Individual determinants and their association with age 
Hilliness and distance are relatively more important for older individuals than younger individuals (Figure 
5.1), a finding consistent with the literature (Fernández-Heredia et al., 2014; Li, 2017; Misra, 2016). This 
implies that physical effort may be a factor in decisions to cycle to work for older individuals. Traffic is also 
relatively more important to older commuters, consistent with previous studies on risk perception (Figure 
11; Hughes and Harkey, 1997; O ’Connor and Brown, 2010). Associated with traffic is the positive effect of 
cycle lanes, which is small but increases in relative terms with age, supporting the weak evidence for greater 
segregation in older age groups identified by Aldred et al. (2017). The greater sensitivity of older adults to 
the physical elements of cycling and traffic, important determinants of commuter cycling mode share, is 
perhaps one aspect of why they cycle less than other commuters in general. 
Intriguingly, population density has no significant influence on older commuters once distance and other 
density-related effects have been accounted for, although its influence on younger and middle-aged 
commuters is still visible. Results identify, unexpectedly, that younger men rank traffic risk as a more 
important factor than older men, despite no difference in their ranking of traffic density (Table 5.4). From 
the literature we would expect young men to be less sensitive to traffic risks. Further investigation at smaller 
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geographic scales, such as local neighbourhoods, commuting corridors or even actual routes, and an 
alternate measure of risk perception could clarify these relationships.  
Temperature is positively correlated with cycling rates but it does not appear to have any strong 
associations with age, contrary to the findings of Bergström and Magnusson (2003), who identified that the 
influence of temperature was weaker for younger commuters (20-34) in Sweden. Future studies may wish 
to examine the influence of more extreme temperatures rather than mean temperatures, and to 
standardise age-groupings. The models also identify that sunshine is insignificant in its effects on older men, 
but has a consistent and positive effect on other age and gender groups. This is contrary to findings by Prins 
and van Lenthe (2015) who found that older adults cycled more with more sunshine. Previous analyses have 
identified that rain may affect women more than men (Bergström and Magnusson, 2003; Prins and van 
Lenthe, 2015), the same is found here, but results suggest that for men this effect is mediated by age. As 
indicated in Figure 5.1, rain is relatively more important for younger men than older or middle aged men. 
Considered collectively, the influence of average local weather conditions has a complex relationship with 
age. It may be that interactions are more important with weather influences, and factors such as perceived 
comfort (e.g. rain and low temperatures) or perceived effort (e.g. wind and high temperatures) better 
describe the combined influence of the weather on different demographic groups.  
Of the remaining determinants, the influence of wealth, lower social status, traffic risk and bicycle 
performance contribute significantly to the propensity to cycle and differ in their relative importance over 
groups. The influence of wealth and lower social status on middle-aged male commuters is particularly 
striking relative to other age groups. It suggests that for middle aged men the nature of their work is far 
less relevant than their wealth when considering to cycle, perhaps implying that for this age-group in 
particular, cycling is a lifestyle choice whereas for older and younger men it may be a combination of 
lifestyle choices and necessity (Aldred and Jungnickel, 2014; Singleton and Goddard, 2016). 
5.5.3 Study limitations 
Whilst age-categories are preferred over a linear measure of age, it is possible that the broad age categories 
employed here are obscuring some within group variance that may also be important. This could be related 
to life stages, socio-economic factors and behavioural tendencies. For example, by focusing on commuters 
this study excludes those in full time education. The 16 to 34 age group therefore combines sub-groups that 
may be of interest, such as those socio-economic groups who enter the workforce immediately after school 
and those who attend university first. Similarly the older age-group includes commuters who choose to 
continue to work beyond retirement age (65 in England and Wales), although these are likely to be few in 
number.  
As a cross-sectional study, causality is not examined, although the determinants employed have a logical 
causal direction. The concept of the local environment is limited to the area within a 5 km radius of a 
commuter’s likely home location – a high resolution for a national, aggregate study, but still a large area in 
comparison to disaggregate studies that might consider the influence of route-level characteristics. Multi-
modal journeys are not examined, and the model does not consider less-frequent commuter cycling 
behaviours or leisure cycling. 
5. An analysis of cycling’s mode share by age and gender 
73 
Whilst findings suggest that higher levels of relative utility could explain why high-cycling nations have a 
more representative cycling population, the study is limited to England and Wales, excluding London. 
Future work may wish to consider examining the cycling environment and associated cycling behaviours 
across multiple countries.  
 Policy implications 
Socio-demographic biases in cycling rates reduce in areas that have a higher relative utility for cycling - 
better cycling environments are more equal cycling environments. To promote better representation in 
commuter cycling the focus should primarily be on developing these areas intensely in the form of compact, 
dense and traffic free towns and cities.  
Since older commuters are more sensitive to hilliness and distance factors, and consistently cycle less across 
all environments, policy may wish to consider possible interventions that minimise the physical effort of 
cycling for these groups. E-bikes are a potential solution to this issue. They are often purchased to reduce 
the effort associated with cycling and may be the reason behind the now increasing cycling mode share 
found amongst older adults in the Netherlands (Fietsberaad, 2013; Harms et al., 2014; Johnson and Rose, 
2015). However, there are ethical considerations in doing so - the Netherlands appears to be experiencing 
a rise in fatal cycling accidents associated with e-bike use, particularly for older individuals (DutchNews.nl, 
2017).  
Different strategies can be applied when targeting transport interventions (e.g. demographically, 
geographically, attitudinally, behaviourally) (Haustein and Hunecke, 2013). For cycling, the relative utility 
for cycling of an area gives a better indication of the likely impact of any intervention than the age or gender 
of the commuters in the area. Targeting by area is therefore likely to be more efficient at raising cycling 
levels overall than targeting by demographic - although the analysis presented here allows for both in 
combination.  
 Conclusions 
Commuter cycling is primarily undertaken by middle-aged individuals in England and Wales because, on 
average, older commuters cycle less in all areas and younger commuters cycle less in areas with a low utility 
level. If areas across England and Wales had a higher level of relative utility for cycling, cycling might no 
longer be ‘middle aged’, but the age gap between older commuters and other commuters may still be 
visible.  
Cycling behaviours for all demographic groups can be predicted at an area scale using an estimate of the 
relative utility of cycling. All groups evaluate the level of utility in a similar and consistent manner, but differ 
in the utility level required before they cycle to work. In England and Wales (excluding London) gender is a 
better predictor of these cycling behaviours than age, which has weaker interactions with determinants of 
commuter cycling mode share. Better cycling environments are more equal environments, strongly so for 
gender and to a lesser extent for age. 
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 Chapter 6. Exploring model sensitivities, 
identifying next steps 
This chapter tests the sensitivity of the models presented in Chapter 4 and Chapter 5 to 
changes in the 2-5 km distance band and the inclusion of London. It finds the models to be 
relatively robust to these changes. Model performance decreases over greater distance 
ranges (2-10 km) or when London is included. However, findings remain broadly unchanged. 
The last section of this chapter considers ‘what next’ – identifying that traffic influences 
should be investigated a little further. 
 Overview 
The gender and age segmented models presented in Chapter 4 and Chapter 5 identify the determinants of 
cycling mode share for commuters in England and Wales. These chapters focus on a sample population who 
work 2-5 km from home, outside of London. It is not clear how sensitive model results are to changes in 
this sample population, for example whether the results change if longer-distance commuters or Londoners 
are included in the analysis.  
 Sensitivity test 1: sampling 2-10 km instead of 2-5 km 
6.2.1 Introduction, literature and descriptive statistics 
Cycling is only competitive with other modes over a certain distance band. At very short distances, the fixed 
time and effort costs of preparing for a cycle journey make walking a more attractive mode. At longer 
distances travel under human power becomes time consuming relative to travel by motorised modes and 
motorised transport is therefore preferred by most commuters. Researchers differ noticeably on what 
constitutes an appropriate lower and upper bound when analysing commutes by bicycle. This is illustrated 
in Table 6.1, which identifies the different distance bands used in studies of cycling behaviours. Suggested 
lower limits from these studies range from 0 km to 2.5 km, whereas upper limits range from 4 km to 15 km. 
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Table 6.1: Distance boundaries for cycling behaviours from other studies 
Study 
(boundary type) 
Lower 
bound 
(km) 
Upper 
bound 
(km) 
Notes or quotes 
Steer Davies Gleave (2010) 
(used to sample population) 
1.0 8.0 
“although the mode share for cycling declines notably over 5 km there is 
still a substantial proportion of cycling trips which are 5-8 km in length” 
(pg. 6) 
Pfaffenbichler and Brezina 
(2016) 
(used to sample population) 
1.0 k 5.0 
“Time–distance diagrams of different urban transport modes have shown 
that the distance range of 1–5 km appears most advantageous for cycling 
compared with other transport modes” (pg. 77) 
Wardman et al. (2007) 
(used to sample population) 
0.0 12.0 
“given the interest in competition between cycling and other modes, only 
journeys of 7.5 miles (12 km) or less were considered to be of interest” (pg. 
340) 
Mekuria et al. (2012) 
(used to sample population) 
0.8 9.6 
“bicycling tends be a valid alternative mode only for trips within a certain 
distance range, [OD] pairs that are not too long (e.g., not more than six 
miles) or too short (e.g., not less than 0.5 miles)” (pg. 3) 
Cervero and Duncan (2003) 
(used to sample population) 
0.0 8.0 Examined both walking and cycling behaviours 
Cole-Hunter et al. (2015) 
(used to sample population) 
1.0 ~4 
“respondents with very short commute distances were excluded from this 
study (as they are assumed to walk), there was no maximum distance 
considered for exclusion. This is because respondents had to have a home 
and work/study address within Barcelona, which is a relatively small city in 
area (approximately 4 km radius), therefore commute distances were 
considered within the limits of bicycle use” (pg. 140) 
Heinen et al. (2011)  
(observation or analysis) 
2.0 15.0 
“studies have generally focused on travellers whose journeys are shorter 
than some arbitrarily chosen distance; a decision defensible because most 
cycling trips are up below 15 km […] for trips up to 2 km, the bicycle is a 
less attractive mode of transport” (pg. 104) 
Upper and lower bounds identified in literature review. 
Khan et al. (2014)  
(observation or analysis) 
1.6 - 
“a model of “nearby vs. not-nearby” trip-making 
(e.g., trips under and over 1-mile in network distance, since 1 mile is a 
common limit of most walk trips) would be more consistent across trips, 
for analysis of built environment effects” (pg. 122) 
Zacharias (2005)  
(observation or analysis) 
2.5 5.0 
“While the standard deviations are substantial across the modes, this 
significant difference in distance walked or cycled reveals a common 
operating principle across Shanghai—at a threshold of 2.5 km, people 
switch from walking to cycling.” (pg. 328). 
“Non-motorized trips remain the majority of all trips up to about 5 km” (pg. 
329) 
Vandenbulcke et al. (2011)  
(observation or analysis) 
1.0 - “Up to 1 km, walking competes strongly with cycling” (pg. 120) 
Vandenbulcke et al. (2009)  
(observation or analysis) 
- 10.0 
“Only people living close to their workplace (less than 10 km) even consider 
cycling to work” (pg. 80) 
Witlox and Tindemans (2004)  
(observation or analysis) 
0.5 or 
1.0 
5.0 
or 7.5 
“The bicycle is used almost exclusively for trips between 0.5 km and 5 km” 
(pg. 37) 
“Cycling could only be competitive for trips up to 5 km (or maximum 7.5 
km). For trips up to 1 km there is competition from walking and between 1 
km and 7.5 km there is competition from public transport.” (pg. 41) 
 
The descriptive statistics on mode choices by distance in England and Wales illustrate the challenge of 
defining an upper or lower bound: some commuters still drive 500 m to work, some cycle 10 km to work, 
and some even walk 10 km to work (Figure 6.1, top, middle and bottom respectively).  
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Figure 6.1: Motorised, walking and cycling mode shares by distance, from 2011 UK Census 
data 
From both these descriptive statistics and the literature identified in Table 6.1, the a-priori assumption that 
it is appropriate to target the 2-5 km distance band appears acceptable. There is also some indication from 
the literature that results identified over a short distance band are likely to be applicable over longer 
distances. In an analysis of the influence of the home, work and route environments on decisions to cycle 
or drive, Winters et al. (2010) compared findings from their main model, without an upper distance limit, 
to a sub-population for trips under 5 km. They found that results from the two models were “fairly 
consistent” (pg. 985). Rather than setting a lower distance limit their study avoided misidentifying 
correlations by excluding commuters who walked from the sample population.  
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6.2.2 Methods and data 
To evaluate the sensitivity of the analyses to changes in the distance band the model described in Chapter 
4 is repeated covering commuters who work 2-10 km from home. An overview of the differences in sample 
populations between the 2-5 km and 2-10 km models is given in Table 6.2. 
Table 6.2: English and Welsh commuter and cycling numbers compared to the number of 
included commuters and cyclists in each model 
 Total for England and Wales 
2-5 km model  
without London 
2-10 km model 
without London 
n % of total n % of total 
Female cyclists 199,564 55,116 27.6% 69,942 35.0% 
Male cyclists 544,895 163,793 30.1% 232,274 42.6% 
Total cyclists 744,459 218,909 29.4% 302,216 40.6% 
Female commuters 11,435,789 2,358,360 20.6% 4,254,465 37.2% 
Male commuters 12,467,760 1,946,803 15.6% 3,706,884 29.7% 
Total commuters 23,903,549 4,305,163 18.0% 7,961,349 33.3% 
LSOAs (>0 commuters) 34,753 29,694 85.4% 29,916 86.1% 
 
Except for the weighted average commute distances, the independent variables remain unchanged to those 
in Table 4.3, pg.50. Mean and SD values for the weighted average commute distances for women and men 
are 5.13km / 1.01km and 5.32km / 1.06km respectively for the 2-10 km sample population. One other 
notable difference is that previously the commuting distances of the sample population were 
commensurate with the spatial estimates of determinants (calculated within 5 km of the population 
weighted centroid). In this analysis, commuting distances now extend beyond the spatial estimates of the 
determinants used to describe the local area. 
6.2.3 Results  
Results are similar between the 2-5 km and 2-10 km models and no determinants change sign. Notable 
scale changes occur with traffic density, population density and distance determinants. In the 2-10 km 
model, distance effects become more important than traffic density for both men and women. Population 
density also decreases in prominence for female commuters and ceases to be significant for male 
commuters. A full summary of results is presented in Table 6.3. 
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Table 6.3: Model characteristics for different distance bands 
Determinants (ranked by 
importance for female 2-5 
km model) 
Female 2-5 km Male 2-5 km Female 2-10 km Male 2-10 km 
Odds Ratio 
Wald Chi 
Square 
Odds Ratio 
Wald Chi 
Square 
Odds Ratio 
Wald Chi 
Square 
Odds Ratio 
Wald Chi 
Square 
(Intercept) 0.01 407358 0.08 667919 0.01 664106 0.06 1289101 
Hilliness 0.63 5411 0.76 6342 0.64 6535 0.77 8319 
Traffic Density 0.68 2597 0.85 1318 0.73 2043 0.93 384 
Wealth 1.34 2571 1.09 623 1.31 2854 1.08 821 
Temperature 1.32 1472 1.14 1025 1.29 1593 1.12 1188 
Green Votes 1.22 3450 1.12 2638 1.21 4034 1.11 2847 
Population Density 1.23 687 1.06 141 1.16 426 1.01 NS 5 
Distance 0.83 1323 0.86 2304 0.73 3630 0.75 10938 
Rain 0.84 391 0.94 173 0.88 296 0.99 12 
Children 0.87 1026 0.95 443 0.86 1516 0.94 787 
Lower Social Status 0.85 1157 0.94 540 0.85 1613 0.94 878 
Cycle Lanes 1.13 1764 1.10 2181 1.13 1953 1.09 2614 
Parking Costs 1.12 730 1.06 522 1.11 880 1.05 610 
Sun 1.10 279 1.06 307 1.09 291 1.06 415 
Traffic Risk 0.95 56 0.93 362 0.93 155 0.91 959 
Wind 0.96 43 0.97 96 0.97 31 0.97 100 
Bicycle Performance 1.05 177 1.07 822 1.06 342 1.08 1463 
Cycle Paths 1.00 NS 3 1.00 NS 0 0.99 NS 7 1.00 NS 0 
(all coefficients significant at p<=0.001 unless marked: ** significant at p<=0.01, * significant at p<=0.05, NS not significant at p=0.05) 
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The use of a wider distance band reduces the aggregated performance of the model for both male and 
female populations, as measured by a conventional 𝑅2, although the McFadden’s 𝑅2 improves – shown in 
Table 6.4. 
Table 6.4: Model performance characteristics 
Metric 
Geographic 
Scale 
Female model 
2-5 km 
Male model  
2-5 km 
Female model  
2-10 km 
Male model 
2-10 km 
McFadden’s 𝑹𝟐 LSOA 0.55 0.43 0.57 0.51 
Conventional 𝑹𝟐 LSOA 0.75 0.73 0.72 0.69 
Conventional 𝑹𝟐 MSOA 0.83 0.82 0.81 0.78 
Conventional 𝑹𝟐 LAD 0.91 0.91 0.89 0.91 
 
Compared to the 2-5 km model, the relative importance of distance is much greater and the relative 
importance of population density much less for the 2-10 km model, particularly for male commuters. Traffic 
density appears to be relatively less important in the 2-10 km model compared to the 2-5 km model, with 
the change more noticeable in male commuters (Figure 6.2 and Figure 6.3). Relationships between the 
measure of relative utility for cycling and revealed cycling rates are unaffected by which distance band is 
used to target a sample population (Figure 6.4 and Figure 6.5). 
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Figure 6.2: 2-5 km Model – Relative importance (RI) of each determinant by gender, 
confidence intervals represent the 5th and 95th percentiles 
 
Figure 6.3: 2-10 km Model – Relative importance (RI) of each determinant by gender, 
confidence intervals represent the 5th and 95th percentiles 
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Figure 6.4: 2-5 km Male and female actual cycling rates against the relative utility of cycling 
(Z) 
 
Figure 6.5: 2-10 km Male and female actual cycling rates against the relative utility of cycling 
(Z) 
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6.2.4 Discussion 
Despite decreases in model performance, the findings presented in Chapter 4 are robust to changes in the 
upper distance limit used to define the sample population. Determinants described at a local scale (<5 km) 
can be used to inform the travel behaviours of commuters who travel both 2-5 km and 2-10 km to work, 
although the influence of distance, population density and traffic density changes between these sample 
populations. 
It is unsurprising that the importance of distance increases as longer-distance commuters are added to the 
sample population. Changes in the relative importance of other determinants – traffic density and 
population density – suggest that these have some form of interaction with distance. It is not clear why 
population density might decrease in importance for men so noticeably when a wider distance band is used, 
however the reduction in importance of traffic density is consistent with a study by Heinen et al. (2011). 
Their study found that traffic concerns mattered the most for commuters who travelled less than 5 km 
compared to other distance categories. This may be understandable in the context of cycling experience. 
Individuals working close to home (<4.8 km) who chose to cycle tend to be less experienced than those who 
live further away (4.8 – 16 km), and experienced riders are less deterred by traffic (Hunt and Abraham, 
2007; Stinson and Bhat, 2005). Indeed, part of the reason for targeting the shorter distance band in the 
original analyses was that “distances under 5 km […] could be considered a threshold for new or casual 
cyclists” (Winters et al., 2010, pg. 985). It is possible that the wider distance band of 2-10 km is capturing 
two slightly different population types, which would explain the reduction in model performance, despite 
a larger sample population.  
Either the 2-5 km model or the 2-10 km model could be used to illustrate the key differences between male 
and female cycling behaviours, namely that there appears to be a differential threshold effect occurring 
whereby on average, women need a more supportive cycling environment. However, the 2-5 km model 
performs better with a smaller sample population and findings may be more appropriate for new cyclists 
(Winters et al., 2011). The inclusion of distance effects in aggregate models of cycling can be challenging, 
as noted by Parkin et al. (2008, pg. 103), but the results identified here reinforce the suitability of the 
methods applied in Chapter 4. 
 Sensitivity test 2: including Londoners in the sample population 
6.3.1 Introduction, descriptive statistics and literature  
Travel behaviours are noticeably different in London in comparison with the rest of England and Wales. As 
such, a sample population that includes London may not produce accurate estimates of determinants for 
London’s inhabitants and, given London’s large population, may bias the estimates of determinants for 
those living in the rest of England and Wales. Goodman (2013) describes the uniqueness of London as a 
region – it has seen the largest growth in cycling between the 2001 and 2011 census (+1.7%, versus -0.6% 
to +0.2% elsewhere), it has much higher levels of public transport (53%, versus 7–14% elsewhere) and much 
lower levels of private car use (32%, vs. 71–79% elsewhere) (see also Murphy, 2016). Furthermore, London 
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has one of the largest cycle hire schemes in England and Wales, launched just 8 months before the 2011 
census was conducted (Serco, 2018). Perhaps unsurprisingly previous aggregate analyses have encountered 
difficulties when trying to include London in their analysis (Parkin, 2004, pg. 240), and London is so large 
and unique, that many studies examine it independently from the rest of England and Wales (Aldred et al., 
2018; Aldred and Dales, 2017; Beecham and Wood, 2014; Goodman et al., 2014; Law et al., 2014; Macmillan 
et al., 2016; Morgan et al., 2010; Steer Davies Gleave and TfL, 2012; Steinbach et al., 2011; Stone and 
Gosling, 2008; Woodcock et al., 2014). 
6.3.2 Methods and data 
To evaluate the sensitivity of the models to the inclusion of London, the analysis described in Chapter 4 is 
repeated but with London’s commuting population included. Again, this changes the sample population, 
illustrated in Table 6.5. However, it also adds more spatial units to the analysis (4,835 LSOAs – see Table 
6.5) and consequently the descriptive statistics of all independent variables change. Updated values are 
given in Table 6.6. Otherwise the analysis is conducted as per the methodology described in Chapter 4. 
 Table 6.5: English and Welsh commuter and cycling numbers compared to the number of 
included commuters and cyclists in each model  
 
Total for 
England and 
Wales 
2-5 km model  
without London 
2-10 km model without 
London 
2-5 km model 
with London 
n % n % n % 
Female cyclists 199,564 55,116 27.6% 69,942 35.0% 72,290 36.2% 
Male cyclists 544,895 163,793 30.1% 232,274 42.6% 197,765 36.3% 
Total cyclists 744,459 218,909 29.4% 302,216 40.6% 270,055 36.3% 
Female commuters 11,435,789 2,358,360 20.6% 4,254,465 37.2% 2,759,449 24.1% 
Male commuters 12,467,760 1,946,803 15.6% 3,706,884 29.7% 2,289,040 18.4% 
Total commuters 23,903,549 4,305,163 18.0% 7,961,349 33.3% 5,048,489 21.1% 
LSOAs  
(>0 commuters) 
34,753 29,694 85.4% 29,916 86.1% 34,529 99.4% 
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Table 6.6: Independent variables for the 2-5 km model, including London commuters 
Variable Description Mean SD 
Primary Data 
Source (Year) 
Calculation 
Method 
Female cyclists 
(successes) 
Female non-
cyclists (failures) 
The (binary) dependent variables for 
the female and male logit models. 
Census responses are grouped by LSOA 
as successes and failures. Includes all 
commuters that work 2-5 km from 
home. Mean and SDs given as the 
average of the grouped data across all 
LSOAs. 
2.09 
77.82 
4.85 
45.75 
UK Census (2011) 
Table WM12EW 
Property of 
LSOA Male cyclists 
(successes) 
Male non-cyclists 
(failures) 
5.73 
60.57 
8.11 
38.16 
Distance: 
 
Female 
Male 
Weighted average commute distance. 
Calculated as the straight-line distance 
between LSOA population weighted 
centroids. Gender specific. (km) 
 
 
3.38 
3.42 
 
 
0.44 
0.44 
UK Census (2011) 
Table WM12EW 
Property of 
LSOA 
Population Density 
Employed and unemployed residents 
over 16 (000’s/sq. km) 
1.70 1.91 
UK Census (2011) 
Table LC6107EW 
Moving 
Window 
Analysis: 
450m grid 
over a 5 km 
window 
(450m/5 km) 
Cycle Paths 
Off road cycleway length, including 
shared use paths, towpaths and 
dedicated cycleways but not 
bridleways (for horses), divided by the 
length of the primary road network, 
excluding multi-lane roads (A and B 
roads, excluding dual carriageways). 
0.72 1.39 OpenStreetMap 
(2015), Ordnance 
Survey Road Data 
(2015) 
Cycle Lanes 
As above for on-road lanes, including 
shared bus lanes for buses and 
bicycles. 
0.11 0.16 
Traffic Density 
Employed residents per km of roads. 
Used to represent an approximate 
level of traffic density. A 15 km 
window is applied because the focus 
here is on driving distances. This 
variable is influenced by public 
transport rates, but these are low (7-
14%%) outside of London (Goodman, 
2013). 
100.37 60.35 
UK Census (2011) 
Table LC6107EW, 
Ordnance Survey 
Road Data (2015) 
Moving 
Window 
Analysis 
(450m/15 
km) 
Hilliness 
Percentage of 450m grid squares with 
slopes greater than or equal to 3%. 
0.43 0.25 
Shuttle Radar 
Topography 
Mission Digital 
Elevation Model 
(2010) 
Moving 
Window 
Analysis 
(450m/5 km) 
Temperature Average monthly temperature. (°C) 9.80 0.70 
UK Met Office  
(March 2010 – 
March 2011) 
5 km grid 
reprocessed 
to 500m and 
averaged 
within LSOA 
boundaries. 
Sun Average daily sunshine. (hrs) 4.20 0.29 
Rain Average monthly rainfall. (mm) 56.14 16.48 
Wind Average daily wind speed. (kph) 7.62 1.27 
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Table 6.6 (continued): Independent variables for the 2-5 km model, including London 
Variable Description Mean SD 
Primary Data 
Source (Year) 
Calculation 
Method 
Wealth 
Natural log of the average house price 
per LSOA. MSOA average used when 
there are fewer than four transactions.  
219.34 157.37 
UK Land Registry, 
Price Paid Data 
(2011) 
Property of 
LSOA 
Lower Social 
Status 
Concerned with the nature of 
employment in the area, represented 
as the percentage of households with 
a social grade of C1 (supervisory, 
clerical & junior managerial 
occupations) or C2 (skilled manual 
occupations). 
0.52 0.07 
UK Census (2011), 
Table QS611UK Property of 
LSOA 
Children 
Percentage of households with 
children aged 5 to 15 inclusive. 
0.15 0.04 
UK Census (2011), 
Table LC1113EW 
Green Votes 
Percentage of votes by Ward for Green 
party councillors. Intended to 
represent “deeply held environmental 
beliefs”. Green party voters have 
stronger environmental beliefs than 
other voters (Dolezal, 2010) and are 
more likely to travel by green modes 
(Prillwitz and Barr, 2011) 
3.09 3.92 
Local Elections 
Archive Project 
(2009 – 2012) 
Electoral 
Wards 
resampled 
to LSOA 
Bicycle 
Performance 
Ratio of distance achievable in 30 mins 
of cycling vs. driving. MSOA or LAD 
averages used where LSOAs had no 
data. 
0.41 0.17 
Department for 
Transport 
Connectivity 
Statistics (2011), 
Table 
Stations_HW_AM 
Property of 
LSOA 
Traffic Risk 
Number of killed or seriously injured 
pedestrians per 1000 residents over 
16. Pedestrians are used since cycling 
accident rates are correlated with the 
number of cyclists in an area. 
0.63 0.30 
Department for 
Transport STATS19 
Database (2007 – 
2011), UK Census 
(2011) 
Table LC6107EW 
Moving 
Window 
Analysis 
(450m/5 km) 
Parking Costs 
Average cost of a day’s parking at the 
nearest 6 car parks (inverse distance 
weighted). (£s) 
5.18 2.97 
Department for 
Transport Car 
Parks database 
(2014) 
 
6.3.3 Results 
Results are similar between the models estimated with and without London commuters and no 
determinants change sign. Scale changes occur with traffic density, wealth, population density, parking 
costs and traffic risk determinants. When the London population is included, traffic density becomes the 
most important determinant of cycling behaviours for both men and women. Similarly, with London 
included the prominence of wealth and parking costs reduces, whereas the prominence of population 
density and traffic risk increases. Full results from the models that include London are given in Table 6.7, 
where they are compared to the models that exclude London. 
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Table 6.7: Model characteristics 
Determinants (ranked by 
importance for female 2-5 km 
model) 
Female 2-5 km Male 2-5 km Female 2-5 km + London Male 2-5 km + London 
Odds Ratio Wald Chi 
Square 
Odds Ratio Wald Chi 
Square 
Odds Ratio Wald Chi 
Square 
Odds Ratio Wald Chi 
Square 
(Intercept) 0.01 407358 0.08 667919 0.02 518124 0.08 795838 
Hilliness 0.63 5411 0.76 6342 0.62 6147 0.76 6836 
Traffic Density 0.68 2597 0.85 1318 0.49 3618 0.66 3372 
Wealth 1.34 2571 1.09 623 1.37 1557 1.15 874 
Temperature 1.32 1472 1.14 1025 1.28 2334 1.09 836 
Green Votes 1.22 3450 1.12 2638 1.28 7344 1.15 4990 
Population Density 1.23 687 1.06 141 1.59 1717 1.26 1083 
Distance 0.83 1323 0.86 2304 0.87 855 0.89 1604 
Rain 0.84 391 0.94 173 0.84 409 0.95 182 
Children 0.87 1026 0.95 443 0.86 1342 0.94 744 
Lower Social Status 0.85 1157 0.94 540 0.84 1579 0.94 622 
Cycle Lanes 1.13 1764 1.10 2181 1.14 2109 1.09 2100 
Parking Costs 1.12 730 1.06 522 1.01** 7 1.02 54 
Sun 1.10 279 1.06 307 1.11 321 1.07 428 
Traffic Risk 0.95 56 0.93 362 0.82 1238 0.9 1035 
Wind 0.96 43 0.97 96 0.98 21 0.98 64 
Bicycle Performance 1.05 177 1.07 822 1.09 552 1.09 1157 
Cycle Paths 1.00 NS 3 1.00 NS 0 1.00 NS 3 1.00 NS 0 
(all coefficients significant at p<=0.001 unless marked: ** significant at p<=0.01, * significant at p<=0.05, NS not significant at p=0.05) 
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Despite the increase in sample size, including London decreases the performance metrics as measured by 
a McFadden 𝑅2 or most of the conventional 𝑅2 measures – shown in Table 6.8. 
Table 6.8: Model performance characteristics 
Metric 
Geographic 
Scale 
Female model 
2-5 km 
Male model 
2-5 km 
Female model 
2-5 km + 
London 
Male model 2-
5 km + London 
McFadden’s 𝑹𝟐 LSOA 0.55 0.43 0.54 0.41 
Conventional 𝑹𝟐 LSOA 0.75 0.73 0.67 0.71 
Conventional 𝑹𝟐 MSOA 0.83 0.82 0.80 0.87 
Conventional 𝑹𝟐 LAD 0.91 0.91 0.88 0.90 
 
The relative importance measure also illustrates the changes in determinant importance between the two 
sampling approaches. The relative importance of traffic density and traffic risk increase, whereas the 
relative importance of wealth and parking costs decrease when London’s commuting population is included 
(Figure 6.6 and Figure 6.7). For men the relative importance of population density increases when London 
is included, whereas for women the relative importance of population density decreases. The relative 
importance of distance also appears more equal between men and women when the sample population 
includes London. Overall relationships between the relative utility of cycling and revealed cycling rates are 
unaffected by the inclusion of London (Figure 6.8 and Figure 6.9). The average unweighted level of relative 
utility for London LSOAs is 2.98, above the average for England and Wales.
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Figure 6.6: 2-5 km Model without London - Relative importance (RI) of each determinant by 
gender, confidence intervals represent the 5th and 95th percentiles 
 
Figure 6.7: 2-5 km Model with London - Relative importance (RI) of each determinant by 
gender, confidence intervals represent the 5th and 95th percentiles 
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Figure 6.8: 2-5 km (without London) Male and female actual cycling rates against the relative 
utility of cycling (Z) 
 
Figure 6.9: 2-5 km (with London) Male and female actual cycling rates against the relative 
utility of cycling (Z) 
0
50
100
150
0%
20%
40%
60%
-6.5 -5.5 -4.5 -3.5 -2.5 -1.5 -0.5
C
o
m
m
u
te
rs
 (
0
0
0
s)
C
yc
lin
g 
Pe
rc
e
n
tg
e
Relative utility of cycling (average for both genders)
Total commuters
Male cycling % (actual)
Female cycling % (actual)
Total Commuters
0
50
100
150
0%
20%
40%
60%
-6.5 -5.5 -4.5 -3.5 -2.5 -1.5 -0.5
C
o
m
m
u
te
rs
 (
0
0
0
s)
C
yc
lin
g 
Pe
rc
e
n
tg
e
Relative utility of cycling (average for both genders)
Total Commuters
Male Cycling % (actual)
Female Cycling % (actual)
Total Commuters
6. Exploring model sensitivities 
91 
6.3.4 Discussion 
Despite decreases in model performance, the findings presented in Chapter 4 remain robust to the inclusion 
of London. However, there are some prominent changes to several determinants that suggest London is 
indeed quite different from the rest of England and Wales and justify its exclusion in the original analysis. 
London is relatively flat but has high traffic levels. Consequently, the increased importance of traffic effects 
relative to hilliness when London’s commuting population is included is understandable. Of greater interest 
are changes to the relative importance of population density and wealth. London is very densely populated 
relative to the rest of England and Wales. That the inclusion of many dense LSOAs decreases the influence 
of population density for women, but increases its influence for men, suggests that for women there may 
be a limit to how far increasing density encourages cycling. It is possible that factors not included in the 
models such as personal safety concerns or crime rates are driving these differences. Non-linear 
associations between population density and cycling were identified by Rietveld and Daniel (2004), who 
noted that medium sized towns offered the optimal population densities for cycling. These results support 
Rietveld and Daniel’s findings, but suggest that in England and Wales the effect is predominantly associated 
with female cycling behaviours rather than male cycling behaviours. 
The relative decrease in the importance of wealth when London commuters are included is somewhat 
surprising. The measure of wealth employed in these models is derived from house prices. Outside of 
London more affluent areas, as measured by these house prices, are associated with higher levels of cycling. 
Similarly, within London more affluent individuals are considered more likely to cycle than other Londoners 
(Steinbach et al., 2011). It may be that living in London has such a clear premium that when the two datasets 
are combined, the correlation between house prices and cycling rates is dampened by a step change in 
house prices between London and other areas. The UK land registry data used in this analysis identifies that 
London house prices were double that of the rest of England and Wales in 2011. Future studies may wish 
to examine differences between London and the rest of England and Wales with specific regard to wealth, 
population density and traffic related associations.  
 Sensitivity testing conclusions 
Model findings presented in Chapter 4 are robust to changes in the sample population. The predictive 
power of the models decrease when longer-distance commuters or Londoners are included, even though 
the sample size increases. There are key differences in determinants between models that suggest the 
importance of traffic density, distance, population density and wealth may be sensitive to which commuters 
are being sampled. Despite this, none of these differences affect the key interpretation of findings from 
Chapter 4, namely that on average, women require a more supportive environment for cycling than men 
and for the most part, the decision to target the analysis appears justified. 
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 Next Steps 
Chapter 4 presented two clear avenues for future work:  
1. examine the influence of age on cycling behaviours 
2. account for exposure levels to determinants along actual routes rather than across areas 
The former of these was investigated in Chapter 5, which identified that age was much less influential on 
cycling behaviours in England and Wales than gender. However the latter of these two has not been 
examined. 
As well as suggesting further work at the route scale, the analyses presented in Chapter 4 and Chapter 5 
underlined how important hilliness and traffic density are for commuter cycling decisions. Whilst hilliness 
is relatively straightforward to define and affects cycling propensity by increasing the effort required to 
cycle, vehicular traffic is harder to define and the mechanism by which it affects cycling propensity is 
unclear. For example, interactions between a cyclist and other vehicles can be described in terms of relative 
or absolute speed differences, passing distances, direction of incidence (alongside a cyclist, across their 
path), vehicle size (motorbike, car, HGV), road hierarchy or lane numbers, and the number of vehicles 
passing the cyclist in a given time period (vehicular flow). Not only is traffic harder to define, but its influence 
on cycling is of particular interest to town planners and policy makers since vehicle flows are easier to direct, 
control and influence using policy and infrastructure measures. Accordingly, the next chapter examines the 
influence of determinants at a route level on decisions to cycle to work with a particular focus on the effect 
of different traffic characteristics.
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 Chapter 7. How the speed, direction, volume and 
composition of motorised traffic affects cycling 
propensity along likely routes to work 
This chapter presents an analysis of traffic characteristics at the route scale in Surrey, 
examining how traffic speeds, volumes and composition both along and across a commuter’s 
route to work influence the likelihood that they will choose to cycle. It finds that traffic 
speeds along roads have the greatest impact on cycling propensity followed by an interaction 
effect between traffic speeds and traffic volumes at junctions. Cycle paths are shown to 
positively influence cycling propensity.  
 Introduction 
Motorised traffic presents direct health risks to cyclists through crashes and exposure to air-pollution 
(Götschi et al., 2016). Given the net health benefits of cycling, motorised traffic also harms population 
health indirectly by deterring cycling in the first place (Jacobsen et al., 2009). There is not yet a consistent 
understanding as to which aspects of traffic deter cycling. High speeds, high volumes and a high ratio of 
heavy goods vehicles (HGVs) are all disliked by potential cyclists (Hunt and Abraham, 2007), but their 
relative influence on revealed behaviours is under examined. It is also unclear whether the importance of 
these characteristics is consistent along roads and across junctions.  
A better understanding of the relative importance of different traffic characteristics would help identify 
policies and interventions that are likely to be most effective at encouraging cycling in towns and cities, and 
where they should be targeted. This analysis therefore seeks to understand the relative importance of 
different traffic characteristics on cycling behaviours. It estimates the shortest path for commuters who 
work 2-5 km from home (n = 172,665) within the county of Surrey, England, and then examines how the 
traffic characteristics of each shortest path are associated with the decision to commute by bicycle. Findings 
could be applied to identify which links in the road network discourage the most commuters from cycling 
overall: an infrastructure targeting approach focused on providing for non-cyclists rather than existing 
cyclists. 
 Literature 
In the UK, motorised traffic is commonly identified as a major deterrent to cycling: it prevents non-cyclists 
from starting to cycle (Christmas et al., 2010; Davies et al., 1997; Pooley et al., 2011); it is the foremost 
negative aspect of cycling for those who have just started (van Bekkum et al., 2011; Gatersleben and 
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Appleton, 2007); existing cyclists plan their routes to avoid it (Steer Davies Gleave and TfL, 2012); and 
aggregate analyses suggest that higher traffic densities or higher levels of traffic risk suppress cycling rates 
(Parkin et al., 2008; Waldman, 1977). Nonetheless, how traffic dissuades cycling is poorly understood: the 
literature connecting traffic influences to cycling behaviours is somewhat “inchoate and poorly organised” 
(Jacobsen et al., 2009, pg. 369).  
Traffic’s influence on cycling mode choice is often examined indirectly, for example in terms of risk 
perceptions or infrastructure preferences (Aldred et al., 2017). Surveys, focus groups, interviews and stated 
preference studies can examine the influence of traffic along links and at junctions, but are limited by the 
number of scenarios that can be considered and the challenge in communicating these between 
researchers and participants (Broach et al., 2012). The use of virtual reality and video may offset some of 
the communication challenge (Hughes and Harkey, 1997; Parkin et al., 2007), but it is difficult to capture 
the visceral impact of traffic in simulated environments. Conversely, aggregate analyses can consider a wide 
range of scenarios, but use geographical areas as the unit of analysis, which makes it difficult to examine 
the influence of traffic characteristics at the link and junction scale. Consequently, the relative influence of 
different traffic characteristics has predominantly been analysed using revealed route preference (RRP) 
studies, which assume that cyclists choose the route that offers the highest utility, as described by route 
and link-level determinants. Whilst route-choices are different from mode-choices, both are often 
examined using a utility maximisation framework, and the findings of RRP studies are therefore of interest 
here.  
RRP studies suggest that traffic volumes along a cyclist’s path may have a greater influence on cycling 
behaviours than traffic volumes across a cyclist’s path (Broach et al., 2012; Grond, 2016; Zimmermann et 
al., 2017). For example, Broach et al. (2012) estimated that a cyclist would detour by 23.1% to avoid an un-
signalised turn across high volume traffic, but by 140.0% to avoid travelling along roads with traffic of a 
similar volume. The percentage of HGVs along a route does not appear to influence route choices (Misra 
and Watkins, 2017). This is perhaps surprising given that the proportion of HGVs is a prominent factor in 
stated preference studies and bicycle level of service calculations (Casello and Usyukov, 2014; Harkey et al., 
1998; Hunt and Abraham, 2007; Landis et al., 1997; Noël et al., 2003). Where RRP studies have included a 
measure for vehicle speeds, they often employ proxy indicators such as posted speed limits and road 
hierarchies (Casello and Usyukov, 2014; Hood et al., 2011; Jestico et al., 2016; Khatri et al., 2016; Misra and 
Watkins, 2017). Nonetheless, higher speed limits appear to deter cyclists. Three studies found that higher 
speed limits were associated with a lower utility for cycling (Casello and Usyukov, 2014 - Model 2; Jestico 
et al., 2016; Misra and Watkins, 2017), two excluded speed limits due to multi-collinearity issues (Casello 
and Usyukov, 2014 - Model 1; Khatri et al., 2016) and one found speed limits to be insignificant (Hood et 
al., 2011). The disutility of higher vehicle speeds has also been identified in other study formats: an analysis 
of cycle counters in the US found that speed had a negative association with cycling numbers and was more 
influential than vehicle volumes (Fagnant and Kockelman, 2016).  
Multi-collinearity and theoretically inconsistent signs are common issues in RRP studies. For example, Hood 
et al. (2011) removed traffic volume from their model as it had a positive sign, implying cyclists would opt 
for higher volume routes where possible. Casello and Usyukov (2014) found speed and cycling 
infrastructure to be highly correlated and consequently developed two separate models, one of which also 
had a positive sign for traffic volume. Similarly, Grond (2016) found road hierarchies to be collinear with 
traffic volumes and removed them from the analysis. These collinearity complications are a possible 
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explanation for the remaining gap in the understanding of the relative importance of traffic speed and 
volume. Of the analyses that have included both, Casello and Usyukov (2014) found that speed had a 
negative influence on cycling utility whereas volume had a positive influence, whereas Misra and Watkins 
(2017) found that both had a negative influence, but an increase of 1000 cars per hour had a greater effect 
on route choice than a 10mph increase in the speed limit. Using a measure of traffic speed that is 
independent of road hierarchies and speed limits might reduce multicollinearity and clarify the relative 
influence of traffic speed in relation to traffic volume. A full summary of findings from RRP studies is given 
in Table 7.1. 
In other, non RRP study formats, Badland et al. (2008) and Winters et al. (2010) examine the relationship 
between route-level utility and commuter mode choice behaviours. Both use the shortest path as a proxy 
for a revealed route and examine how conditions near to it influence active commuting behaviours. Badland 
et al. (2008) found that street connectivity and distance affected active commuting mode choices. Winters 
et al. (2010) included a wider range of factors. They found that many of the factors determining route choice 
are consistent with those determining the decision to cycle: cycling infrastructure (signage and cyclist-
activated traffic lights), traffic calming and fewer highways and arterial roads near to the shortest path and 
higher intersection densities were all associated with a higher likelihood of choosing to cycle. They also 
noted that the route level factors were a primary consideration in decisions to cycle or drive to work, rather 
than origin, destination or socio-demographic factors. Badland et al. (2008) and Winters et al. (2010) 
collated their route characteristics using buffers around the shortest path of 100m and 250m respectively. 
This accounted for the imprecision of estimating actual routes with the shortest path (Winters et al., 2010). 
However, the chosen routes of cyclists often overlap with the shortest path (Table 7.1, see also Leao et al., 
2017). Consequently, it is reasonable to use the characteristics of the shortest path when examining cycling 
propensity (Dalton et al., 2014). The use of a path rather than an area also allows for analyses to consider 
the influence of traffic direction, either along the route or across it. 
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Table 7.1: Summary of revealed route preference models 
Study, Location 
Participants 
(Trips) 
Factors that influence a cyclist to stay on 
the shortest path 
Deviation from shortest path and 
comments 
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Aultman-Hall (1997), 
Canada 
338 
(397) 
  + - - +  
Only 15% follow shortest path but 38% of 
trips less than 100m longer. Map based 
study. 
Harvey et al. (2008), 
USA 
49 
(Unk) 
-       
Deviation of <10% for trips of 10 km. 
Experienced cyclists more likely to use 
shortest path 
Menghini et al. 
(2010), Switzerland 
Unk 
(73,493) 
   +  -  36% follow shortest path 
Hood et al. (2011), 
USA 
366 
(2,777) 
Ex Ins Ins + - -  
Cyclists dislike deviating from shortest path. 
Volume removed as wrong sign. 
Broach et al. (2012), 
USA 
164 
(1,449) 
-   + - - - 
50% of observed trips less than 10% longer 
than shortest path 
Casello and Usyukov 
(2014): 1, Canada 
Unk 
(905) 
Ins   +    
Speed collinear with cycle lanes 
Casello and Usyukov 
(2014): 2, Canada 
Unk 
(905) 
+ -      
Segadilla and 
Sanches (2014), 
Brazil 
49 
(Unk) 
  Ins     
83% of observed trips less than 20% longer 
than shortest path 
Khatri et al. (2016), 
USA 
1,866 
(9,101) 
- Ex  + - +  
Observed path 6.9% to 8.3 % longer than 
the shortest path. Speed removed as 
collinear with volume. 
Grond (2016), 
Canada 
554 
(3,898) 
-  Ex + - - - 
2% follow shortest path. 22% of observed 
trips the same length as shortest path. 
Observed trips 10% longer than shortest 
path. Road class removed as collinear with 
volume 
Jestico et al. (2016), 
Canada 
3,650 
(74,679) 
 -  Ins    Not examined 
Misra and Watkins 
(2017), USA 
932 
(8,363) 
- - Ins +    
48% follow shortest path. For remaining 
52%, mean and median deviation is 20% 
and 4% respectively. Percentage of heavy 
vehicles found to be insignificant. 
Zimmerman et al. 
(2017), USA 
103 
(648) 
-   + -  - 
Traffic volumes affect how cyclists perceive 
distance, but less so than slope. 
Ton et al. (2017), 
Netherlands 
Unk 
(3,045) 
   Ins   - 
33% follow shortest path. 
41% of observed trips less than 10% longer 
than shortest path 
(Unk – Unknown or not detailed, Ex – Excluded, Ins – Insignificant) 
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 Methods 
This section first details how the shortest path was calculated, then how the independent variables were 
estimated for any given shortest path and finally how these were incorporated into two statistical models 
– the first without interaction effects, the second with interaction effects.  
7.3.1 Calculation of the shortest path 
The shortest path was estimated using Dijkstra’s (1959) algorithm, using the ArcGIS Network Analyst tool. 
The algorithm requires a weighted graph, where the edges are road links and the nodes are junctions. Only 
links that are legally accessible by bicycle were included. The weight used was the time taken to traverse 
each link, assuming a constant cycling speed of 6.01m/s (Parkin and Rotheram, 2010). The network was 
coded in such a way that each turn greater than 60 ˚ incurred a further 5 second cost. The algorithm also 
requires origin and destination nodes, for which we used the closest point on the network to the 
population-weighted centroid of every commuter’s home and work areas.  
Whilst a typical commuter will make two distinct journeys per day, the focus of this study is on the average 
effect of the commuter’s route. As such each route was calculated in one direction only. Differences 
between left vs right turns are therefore not considered and the influence of hilliness was calculated as an 
average in both directions for each link. Small inconsistencies may have arisen due to the presence of one-
way systems, but these are likely to be randomly distributed across a large sample population and effects 
are expected to be negligible. 
7.3.2 Effect of distance and hilliness 
Hills and short distances have significant effects on cycling mode-choice in England (Parkin et al., 2008; 
Waldman, 1977). Whilst the analysis is focused on analysing the influence of traffic characteristics, results 
are likely to be more precise if the effect of both hilliness and distance is accounted for. A network distance 
measure and a hilliness delay are therefore included for each shortest path. The hilliness delay was 
calculated by comparing the time taken for a cyclist to traverse a link with slope effects (an average of the 
time taken in each direction), to the time taken for a cyclist to traverse an equivalent distance without slope 
effects. The slope-sensitive times were calculated using revealed cycling speed data from Parkin and 
Rotheram (2010). 
7.3.3 Classifying traffic volumes and speeds along and across the shortest path 
Traffic data used in this study provides estimates of vehicle volumes, speeds and composition on network 
links. Traffic data for nodes is derived from this link-level data. The volume of traffic across a node is defined 
as the sum of traffic volumes on all links connected to it, excluding those that belong to the shortest path 
(see Eq. 7.1 and Figure 7.1). Similarly, traffic speeds across a node are defined as the maximum speed of 
any link connected to the node, excluding those that belong to the shortest path (See Eq. 7.2 and Figure 
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7.1). For a network of nodes (𝑁) and links (𝐴), which have both volume (𝐴. 𝑣𝑜𝑙) and speed parameters 
(𝐴. 𝑠𝑝𝑑):  
𝑃(𝐴) = {
0, 𝑖𝑓 𝐴 𝑖𝑠 𝑝𝑎𝑟𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑠ℎ𝑜𝑟𝑡𝑒𝑠𝑡 𝑝𝑎𝑡ℎ
𝐴, 𝑖𝑓 𝐴 𝑖𝑠 𝑛𝑜𝑡 𝑝𝑎𝑟𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑠ℎ𝑜𝑟𝑡𝑒𝑠𝑡 𝑝𝑎𝑡ℎ
 
𝑁. 𝑣𝑜𝑙 =  ∑ 𝑃(𝐴. 𝑣𝑜𝑙𝑥)
𝑛
𝑥=1              Eq. 6.1 
𝑁. 𝑠𝑝𝑑 =  𝑚𝑎𝑥𝑥=1
𝑛  𝑃(𝐴. 𝑠𝑝𝑑𝑥)       Eq. 6.2 
 
 
Figure 7.1: Diagram of traffic interaction calculations at nodes (vph: vehicles per hour) 
7.3.4 Conversion of route characteristics into independent variables 
In this analysis the traffic speed, volume and composition characteristics were classified as either above or 
below the median value for all links in the dataset. The independent variables for traffic characteristics 
along the whole route were then calculated as the percentage of each route, by distance, that had above 
average traffic speeds, volumes and HGV rates. The same process was undertaken for the traffic 
characteristics across a route for nodes. The average segment-length between nodes describes the relative 
frequency of nodes on a route, representing lateral conflict from side roads and junctions (Guthrie et al., 
2001). The design of the independent variables in this way limits correlation effects that could occur 
between, for example, node counts and route distances.  
7.3.5 Statistical model 
Each commuter is assumed to make an informed decision whether to cycle to work based on the utility 
offered to them on the shortest path to work. Since there are observed and unobserved aspects to utility, 
110vph 120vph
60vph
50vph
Link (A)
Node (N)
Shortest path
Traffic volume across node:
50vph + 120vph = 170vph
25kph 23kph
15kph
16kph
Traffic speed across node:
Max (23kph, 16kph) = 23kph
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a binary logit model estimates the probability that the utility of cycling is greater than the utility of 
commuting by any other mode for each commuter. The probability that a commuter cycles, 𝑃(𝑦 = 1), is 
informed by the sum utility of the route characteristics, as described by variables 𝑥𝑛 and their coefficients 
𝛽𝑛: 
ln (
𝑃(𝑦=1)
1−𝑃(𝑦=1)
) =  𝛽0 + 𝛽1𝑥1 + ⋯ + 𝛽𝑛𝑥𝑛       Eq. 7.3 
To consider gender effects, model input data is split into three sample populations: all commuters, male 
commuters and female commuters. Between group-comparisons are challenging with logit models since 
differences in variance between populations are accounted for by the collective scaling of coefficients 
(Allison, 1999; Long, 2009; Mood, 2010). Accordingly, it is not clear whether a larger coefficient value is due 
to a greater importance of that determinant for that population, or a lower level of variance in that 
population’s behaviour. Cross-group comparisons are instead undertaken using coefficient rankings within 
each group. 
The predictive power of the model is described using a McFadden R2 (Domencich and McFadden, 1975). 
Given the small number of commuters per route this is expected to be low, but the focus of the analysis is 
on the relative importance of traffic characteristics rather than the prediction of cycling propensity. A relogit 
model (King and Zeng, 2001) was considered, but this offered no greater explanatory power and coefficient 
estimations remained unchanged. 
7.3.6 Handling collinearity  
High levels of collinearity between traffic speeds and volumes may be an issue when estimating coefficients. 
Two models will therefore be used in the analysis. The first will examine traffic influences without 
interaction effects. The second will examine the combined influence of multiple traffic scenarios, such as 
the percentage of a route with both above average speeds and above average volumes (see Section 7.4.2 
and Table 7.3).  
 Data sources and processing 
7.4.1 Population data 
The county of Surrey is located in the South East of England. It covers 1,700 km2 and contains 1.1 million 
individuals, including two large towns (population over 60,000) and seven smaller towns (population over 
25,000). Figure 7.2 shows an illustrative example of the network dataset used in this analysis for the two 
large towns, Woking and Guildford. 
2011 census data for the UK provides data on the sample population. It describes the home and work Lower 
layer Super Output Areas (LSOAs), mode choice and gender for all commuters in Surrey. An LSOA is a small 
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areal unit used for statistical analysis; they are designed to have similar populations around a mean of 1,614 
residents (ONS, 2012b). Commuters were included in the analysis if they live and work within 5000m of the 
border of Surrey County Council, and if their journey to work was between 1,950m and 5,050m. These are 
Euclidean distances between LSOA population weighted centroids, corresponding to network distances of 
between 2,900m and 7,000m (5th to 95th percentiles). This excludes those who live close enough to walk 
and those who live too far away to cycle, capturing the population most likely to cycle as identified in the 
UK census. Figure 7.3 illustrates the LSOA zoning system and its associated population weighted centroids.  
The resulting sample population comprises 172,665 commuters (72,188 males, 100,477 females) of whom 
8,488 are cyclists (6,160 males, 2,328 females). These commuters live and work across 1,565 LSOAs and 
there are 33,532 origin-destination pairs with at least one cyclist.  
7.4.2 Network data and independent variables 
Network and digital elevation data was sourced from Edina Digimap/Ordnance Survey. Traffic speed data 
for links were obtained from TrafficMaster. Traffic volumes and HGV counts for links were obtained directly 
from Surrey County Council’s traffic model (SINTRAM). All traffic data is based on weekday measurements 
between 7am and 9am. Further details of the network data and associated processing are provided in Table 
7.2.  
  
Figure 7.2: The road and cycle 
network used in this analysis, 
shown for Woking and Guildford 
Figure 7.3: The LSOA zoning 
system and population centroids 
used in this analysis, shown for 
Woking and Guildford 
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Table 7.2: Network data sources, processing and coverage 
Component Source (year) Description Processing 
Coverage 
of shortest 
paths 
Road 
network 
Edina Digimap 
(June 2011) 
OS ITN Mastermap: Network 
dataset of relational links and 
nodes with direction and road-
class qualifiers. 
Motorway links deleted. 100% 
Urban path 
network 
Edina Digimap 
(July 2016) 
OS Urban Paths: Network 
dataset of relational links and 
nodes for non-motor vehicles. 
Path links where cycling is not 
legally allowed deleted. 
100% 
Slope data 
(along 
network) 
Edina Digimap 
(2017) 
5m Digital Terrain Model 
(DTM): Contour dataset for the 
UK. 
Reprocessed to a lower resolution 
(30m). OS and Urban Path Network 
links then divided into 30m 
segments and average slope 
calculated between start and end 
points. Hilliness delay calculated for 
each segment and then summed to 
link level. 
100% 
Traffic 
volume 
Surrey County 
Council 
(2014) 
Surrey County Council’s 
SINTRAM traffic model detailing 
vehicle flows and composition 
for most links in the ITN 
Mastermap Network dataset. 
Validated using automatic 
traffic counts and observations. 
Bi-directional flows for weekday 
morning peak (7am to 9am) 
extracted and converted to average 
hourly volume for each network 
link. 
86% 
HGV ratio 
Surrey County 
Council 
(2014) 
Volume of HGV’s calculated as a 
fraction of all traffic. 
86% 
Traffic speed 
TrafficMaster 
(Sep 2010 to 
Aug 2011) 
GPS data derived from large 
scale vehicle polling (135,000 
vehicles every 1 to 10 seconds) 
used to estimate vehicle 
speeds. Averaged over 15 
minute time period for each 
link in the ITN Mastermap 
Network. 
Bi-directional link completion times 
for weekday morning peak (7am to 
9am) extracted and converted to 
average vehicle speed. 
97% 
 
The median traffic volumes, speeds and HGV composition (along and across all links and nodes) is used as 
a cut-off point to determine whether traffic conditions are above or below average conditions. This link 
level data is aggregated to form the independent variables that describe conditions along a commuter’s 
route or shortest path, detailed in Table 7.3.  
Variables are centred and standardised before inclusion in the model, as such the odds ratio reported for 
the intercept of each model is the odds of cycling occurring for that population group. Whilst most variables 
have been defined in terms of the percentage of route above or below the median values, means can 
deviate from 50% due to omitted or non-normally distributed data and differences in link lengths.  
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Table 7.3: Independent variables detailing traffic conditions, hilliness delay and network 
distances for the shortest paths 
Model Variable Description Mean SD 
Standard 
variables 
(included in 
all models) 
Distance Network distance of route (m) 4,920 899 
Hill cost 
Time difference between travelling the route at 6.01 m/s and at slope-
sensitive cycling speeds (s) 
31.0 30.6 
Segment 
length 
Average link length between junctions with traffic (m) 224 123 
Cycle path 
% of the route with off-road cycle path 
(including pavements shared with pedestrians, bridleways and towpaths) 
0.3% 2.2% 
Along high 
HGV ratio 
% of route with HGV ratio > 1.6% 52.9% 24.2% 
Across high 
HGV ratio 
% of junctions with HGV ratio > 1.7% 50.4% 17.5% 
1st model 
variables 
(without 
interaction 
effects) 
Along busy % of route with traffic volumes > 273 vph 52.3% 21.2% 
Along fast % of route with vehicle speeds > 29.3 kph 57.2% 18.8% 
Across busy % of junctions with vehicle flows > 198 vph 48.9% 16.9% 
Across fast % of junctions with average max. vehicle speeds > 21.4 kph 51.9% 12.4% 
2nd model 
variables 
(combined 
traffic 
scenarios) 
Along busy 
and fast 
% of route with traffic volumes > 273vph and vehicle speeds > 29.3kph 33.3% 18.9% 
Along busy 
and slow 
% of route with traffic volumes > 273vph and vehicle speeds < 29.3kph 18.5% 13.9% 
Along quiet 
and fast 
% of route with traffic volumes < 273vph and vehicle speeds > 29.3kph 23.9% 18.3% 
Across busy 
and fast 
% of junctions with vehicle flows > 198vph and max. vehicle speeds > 
21.4kph 
36.2% 14.0% 
Across busy 
and slow 
% of junctions with vehicle flows > 198vph and max. vehicle speeds < 
21.4kph 
15.5% 10.8% 
Across quiet 
and fast 
% of junctions with vehicle flows < 198vph and max. vehicle speeds > 
21.4kph 
24.5% 14.6% 
 Results 
7.5.1 First Model – traffic influences without interaction effects 
The coefficients associated with the model variables, henceforth determinants, are of the expected sign 
based on the literature, apart from the influence of above average traffic volumes along roads (Along busy) 
which was found to be positive but insignificant. Hill cost was found to have the largest influence on mode-
choice decisions across all sample populations. For the traffic variables, speed along roads (Along fast) is 
seen to have the greatest influence for all populations, and its effect is particularly large for women – as 
shown in Table 7.4, where the coefficient is ranked higher for female commuters. At junctions, traffic 
volumes (Across busy) have a greater impact than traffic speeds (Across fast) for male commuters but for 
female commuters traffic volumes and speeds at junctions have a comparable effect. Distance is negatively 
associated with cycling mode choice and cycle paths are positively associated with cycling mode choice for 
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all populations. The average segment length between junctions is found to be insignificant, as are higher 
than average HGV ratios along roads and across junctions. Full model results are detailed in Table 7.4. 
When modelling all commuters, the maximum pairwise correlation between variables is 55% and variable 
inflation factors (VIFs) are all below 2, with an average of 1.5. The values are well within the tolerance limits 
suggested by Dormann et al. (2013) and indicate that collinearity should not be an issue in interpreting 
model results. The predictive performance of the model is low, with a McFadden R2 of 0.04, 0.03 and 0.05 
for the all, male and female commuter sample populations respectively.  
Table 7.4: Results from first model of traffic influences without interaction effects 
 All Commuters Male Commuters Female Commuters 
Variable 
Odds 
Ratio 
95% CI 
(lower, 
upper) 
R
an
k Odds 
Ratio 
95% CI 
(lower, 
upper) 
R
an
k Odds 
Ratio 
95% CI 
(lower, 
upper) 
R
an
k 
Intercept 0.04 0.04, 0.04 - 0.07 0.07, 0.08 - 0.02 0.01, 0.02 - 
Distance 0.89 0.85, 0.92 3 0.86 0.82, 0.90 2 0.85 0.78, 0.92 3 
Hill cost 0.61 0.58, 0.64 1 0.69 0.66, 0.73 1 0.52 0.48, 0.58 1 
Segment length 1.00 NS 0.98, 1.03 - 0.99 NS 0.96, 1.02 - 1.04 NS 0.99, 1.09 - 
Cycle path 1.05 1.03, 1.07 5 1.05 1.03, 1.07 5 1.03* 1.00, 1.07 7 
Along high HGV ratios 0.98 NS 0.95, 1.01 - 0.99 NS 0.95, 1.02 - 0.95 NS 0.90, 1.00 - 
Across high HGV ratios 0.98 NS 0.96, 1.01 - 0.97 NS 0.94, 1.00 - 0.98 NS 0.93, 1.03 - 
Along busy 1.02 NS 1.00, 1.05 - 1.02 NS 0.99, 1.05 - 1.06* 1.00, 1.11 6 
Along fast 0.88 0.86, 0.90 2 0.9 0.87, 0.93 3 0.78 0.75, 0.82 2 
Across busy 0.94 0.91, 0.96 4 0.91 0.89, 0.94 4 0.94** 0.89, 0.98 5 
Across fast 0.98* 0.95, 1.00 6 0.99* 0.96, 1.01 8 0.91 0.87, 0.96 4 
(all coefficients significant at p<=0.001 unless marked: ** significant at p<=0.01, * significant at p<=0.05, NS not significant at p=0.05) 
7.5.2 Second model - combined traffic scenarios 
When interactions are considered, statistically significant determinants are again of the expected sign. 
Speeds along the shortest path are found to be important regardless of volumes (Along busy and fast, Along 
quiet and fast), whereas slow moving and high volume traffic has little influence (Along busy and slow). At 
junctions, volumes and speeds are only significant in combination (Along busy and fast), in contrast to the 
initial model. HGV ratios and average segment lengths are mostly insignificant and the time cost of hills is 
again the most important determinant overall. Cycle paths have a positive impact on mode choice decisions 
for male commuters, but are not found to be significant for female commuters. Full results are given in 
Table 7.5. When modelling all commuters, the maximum pairwise correlation is 56%. VIFs are higher in this 
second iteration, as was expected, but are still below 4 and within the tolerance limits suggested by 
Dormann et al. (2013). The predictive performance of the model is again low (McFadden R2s of 0.04, 0.03 
and 0.06 respectively).  
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Table 7.5: Results from the second model of combined traffic scenarios  
 All commuters Male Commuters Female Commuters 
Variable 
Odds 
Ratio 
95% CI 
(lower, 
upper) 
Rank 
Odds 
Ratio 
95% CI 
(lower, 
upper) 
Rank 
Odds 
Ratio 
95% CI 
(lower, 
upper) 
Rank 
Intercept 0.04 0.04, 0.04 - 0.07 0.07, 0.08 - 0.02 0.01, 0.02 - 
Distance 0.89 0.85, 0.92 4 0.86 0.81, 0.90 2 0.85 0.78, 0.92 4 
Hill cost 0.61 0.58, 0.64 1 0.69 0.66, 0.73 1 0.51 0.47, 0.57 1 
Segment length 1.00 NS 0.97, 1.03 - 0.99 NS 0.95, 1.02 - 1.05 NS 1.00, 1.1 - 
Cycle path 1.04 1.02, 1.06 6 1.05 1.03, 1.07 6 1.03 NS 1.00, 1.06 - 
Along high HGV ratios 0.99 NS 0.96, 1.01 - 0.99 NS 0.96, 1.03 - 0.96 NS 0.91, 1.01 - 
Across high HGV ratios 0.98 NS 0.95, 1.01 - 0.96* 0.93, 1.00 7 0.97 NS 0.92, 1.02 - 
Along busy and fast 0.88 0.85, 0.92 3 0.91 0.87, 0.95 4 0.81 0.76, 0.87 3 
Along busy and slow 0.96* 0.93, 1.00 7 0.97 NS 0.93, 1.02 - 0.98 NS 0.92, 1.04 - 
Along quiet and fast 0.84 0.81, 0.88 2 0.88 0.84, 0.92 3 0.74 0.68, 0.79 2 
Across busy and fast 0.94 0.91, 0.97 5 0.92 0.89, 0.96 5 0.9 0.85, 0.95 5 
Across busy and slow 1.02 NS 0.99, 1.06 - 1.00 NS 0.96, 1.04 - 1.05 NS 0.99, 1.11 - 
Across quiet and fast 1.03 NS 1.00, 1.07 - 1.03 NS 0.99, 1.07 - 1.01 NS 0.95, 1.08 - 
(all coefficients significant at p<=0.001 unless marked: ** significant at p<=0.01, * significant at p<=0.05, NS not significant at p=0.05) 
 Discussion 
Different traffic characteristics do not act equally to deter commuters from cycling to work. Above average 
vehicle speeds alongside a cyclist’s likely path have the most pronounced influence on cycling mode choice. 
This is consistent with virtual reality assessments of risk perception and cross-sectional analysis of cyclist 
counts (Fagnant and Kockelman, 2016; Hughes and Harkey, 1997). The effect is consistent regardless of 
traffic volumes. The models did not suffer from multi-collinearity issues, illustrated by low VIFs, and perhaps 
due to the use of independent traffic data. Direct speed estimations are likely to be particularly relevant for 
studies of commuters travelling at peak-hours when traffic speeds may be noticeably different from posted 
speed limits, and quieter roads may be faster than busier roads. Whilst the median cut-off of 29kph used in 
this study is arbitrary, representing the median in the dataset, it provides sufficient contrast within the 
results and is directly comparable to the 30kph (20mph) speed limits often implemented to reduce 
casualties and increase walking and cycling levels. This analysis provides supporting evidence towards the 
view that speed limits under 30kph might encourage more transport cycling (Mertens et al., 2017).  
The influence of vehicle speeds and volumes is dependent on the location at which vehicles are 
encountered. High speed traffic across a commuter’s likely path has little influence on mode choice unless 
it is also high in volume, in which case it then acts as a significant deterrent to cycling. Fast and busy roads, 
such as arterial routes, may act as barriers to cycling even if a cyclist would not need to travel along them. 
Cycling infrastructure should therefore not only be quantified linearly, but described more holistically at a 
route and network level in terms of connectivity and traffic stress levels experienced throughout the 
journey (Lowry et al., 2016). The results presented here could inform the relative magnitude of variables 
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used in such traffic-stress calculations, which often rely on stated preferences. For every model population 
traffic speeds along the shortest path have the largest influence on bicycle mode choice, followed by fast 
and busy traffic (in combination) across the shortest path. However, there are qualitative differences to 
these preferences. Traffic speeds along the shortest path are more important for women than they are to 
men, as shown by their rankings in Table 7.5. Traffic volumes along roads have much less influence on 
cycling mode choices than might be expected. When examined independently they have a notionally 
positive but insignificant influence across all population groups. A positive correlation between route 
choices and volume was identified by Hood et al. (2011) and Casello and Usyukov (2014), although later 
rejected by both as counter-intuitive. The small positive correlation between traffic volumes and cycling 
mode choice may be indicative of other effects not included in the model, such as perceived safety benefits 
from better lighting or the presence of other people, wider roadways and pavements, or even a reflection 
of the enjoyable sensation experienced by cyclists as they pass stationary traffic (Gatersleben and Appleton, 
2007).  
Whilst there are few cycle paths in Surrey along a commuter’s shortest paths to work (Table 7.3) they are 
still identified as having a significant and positive influence on mode choice for most populations. Cycle 
paths, in the right location, are likely to increase cycling propensity. The insignificant influence of larger 
vehicles is a surprising result, although similar to the route-preference findings of Misra and Watkins (2017). 
It is possible that commuters are not sensitive to HGV ratios when considering their mode choices. 
Alternatively changes in HGV ratios examined in this study may be too small to influence cycling behaviours 
or, given that signs are of the expected direction, the models may not be powerful enough to detect a 
potentially weaker effect. 
Higher speeds increase the risk of injury in collisions between cyclists and motor vehicles, and most of these 
collisions occur at junctions (ROSPA, 2017). The model identifies vehicle speeds and traffic at junctions as 
important characteristics influencing mode choice, suggesting that the perceived utility benefits at the 
route level correspond to the risks faced by cyclists, although our definition of across traffic may not be 
related to actual junction risk. This makes the lack of evidence around the influence of HGVs more 
concerning. Vehicles over 3.5 tonnes account for a disproportionate amount of cycling deaths in London 
(Morgan et al., 2010). Given HGV ratios were mostly not identified as significant, it is possible that the risks 
posed by HGVs are not being recognised by commuters as clearly as the risks from fast traffic along their 
route or fast and busy traffic across it.  
7.6.1 Model limitations and future work 
The results indicate that the shortest path can be used as a proxy for actual routes, and is suitable for 
distinguishing between the influence of along and across traffic volumes, speeds and composition on cycling 
mode-choice decisions. However, for individuals the models have a low predictive power and there may be 
room for improvement. Likely sources of error may arise from: 
 imprecise knowledge about where a commuter starts and ends their journey within an LSOA 
 the focus on a single region 
 a lack of non-route factors that describe the propensity of individuals to cycle 
A geospatial analysis of cycling in England and Wales 
106 
 the potential confounding of factors which may discourage cycling but encourage other modes 
such as driving (e.g. high average speeds along the shortest path to work)  
Future research may wish to consider microsimulation techniques to examine the average or optimal 
shortest paths between smaller statistical areas. Microsimulation could also account for the socio-
demographic composition of workers within these smaller areas, as well as other external factors and 
weight each area’s general propensity to cycle accordingly (Lovelace et al., 2014). A further development 
could be to consider the problem iteratively. Such an approach would use the initial output of traffic, 
distance and hilliness coefficients to derive a cost function that maximised route utility. This would in turn 
be used to estimate the next set of commuter routes and coefficients. This may improve the predictive 
power of the models considerably and would increase the confidence in the estimations of the relative 
importance of different traffic characteristics. These improvements could work towards the creation of a 
generalised utility function that allows cycling to be included in regional traffic models (Casello and 
Usyukov, 2014). 
Previous researchers have noted the lack of literature available on methods for locating cycling 
infrastructure at the network level (Larsen et al., 2010; Milakis and Athanasopoulos, 2014). The work 
presented here could be applied to identify how much each segment of the road network deters cycling: a 
crossover between bikeability maps (Winters et al., 2013) and demand led infrastructure provision models 
(Lovelace et al., 2017). 
 Conclusions and policy implications 
This analysis has successfully demonstrated the potential for linking route-scale characteristics to cycling 
mode choices for the first time in the UK. The results are in-line with findings from other analyses of 
revealed behaviour: traffic conditions play an important role in decisions to cycle, alongside hilliness and 
distance factors. However, previous studies have not looked in detail at the effect of traffic along and across 
cycling routes. In this study above-average traffic speeds along the cycling route is shown to be the 
dominant traffic related factor deterring commuters from cycling to work. Above-average traffic volumes 
in combination with above-average traffic speeds across the route also act as a noticeable deterrent. Future 
model developments may wish to consider the problem iteratively and work towards integrating route 
choice and mode choice.  
The results suggest that 30kph zones would be beneficial in encouraging commuter cycling levels, even in 
congested areas. Since traffic speeds are found to be particularly discouraging for women, low-speed zoning 
may also help redress some of the gender imbalance in commuter cycling levels (Aldred et al., 2016). 
Interventions designed to control vehicle speeds can draw from best practice examples across Europe 
(Pucher and Buehler, 2010).  
Consideration of how cyclists interact with traffic at junctions should continue to be a focus for transport 
planners. Well-designed junctions can be just as important as dedicated cycling infrastructure (Broach et 
al., 2012). If busy roads are acting as a barrier, planners need to carefully consider how to allow cyclists to 
cross them without making a significant detour. Revealed route preference studies point to the benefits of 
traffic signals and cyclist signals at busy junctions, supporting the idea that the influence of traffic speed 
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and volume at junctions can be mitigated through careful design (Broach et al., 2012; Winters et al., 2011). 
This analysis suggests that cyclists will benefit the most from routes that avoid crossing major arteries 
entirely. The findings also point to the importance of installing cycling infrastructure along direct routes to 
work. 
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 Chapter 8. Application of findings 
This chapter applies both the aggregate and network-based models to draw out 
recommendations for Surrey County Council around the development of cycling interventions. 
It incorporates some of the findings from the survey of local authority infrastructure provision 
described in Chapter 1. 
 Introduction 
This chapter outlines a set of policy and infrastructure suggestions for Surrey County Council, although the 
approach could be applied for any individual local authority in England or Wales. It first provides a brief 
overview of the responsibilities of local government and the Propensity to Cycle Tool (PCT) - currently 
provided to highways authorities by the DfT to support cycling investment planning. It then demonstrates 
how the aggregate models described in previous chapters can be employed to identify neighbourhoods 
where interventions could release unrealised cycling potential, and also how these models can be used to 
inform policy, governance and funding structures at the authority scale. Finally it demonstrates how 
findings from the network analyses of cycling propensity can be used to identify network links that are 
restricting cycling levels in an alternative approach to that developed by the PCT.  
 National ambitions, local responsibilities 
The UK’s infrastructure act sets out a legal requirement for the government to produce a Cycling and 
Walking Investment Strategy and update it regularly (Infrastructure Act, 2015). The first published strategy 
following the act sets out an ambition for cycling and walking to become the natural choice for shorter 
journeys across England, describes a clear target to double cycling levels by 2025, and outlines the different 
funding mechanisms through which this will be achieved (DfT, 2017b). It encourages local authorities to 
develop their own Local Cycling and Walking Infrastructure Plans (LCWIPs) and identifies that increases in 
cycling are to be driven by local authority actions: the national government “will only take a lead on issues 
which require a national approach, such as setting the framework, and sharing knowledge and good 
practice” (DfT, 2017b, pg. 5). To support the development of LCWIPs, and demonstrate good practice, the 
DfT offers a planning tool to support local authorities – the Propensity to Cycle Tool or PCT, provided on the 
basis that “little strategic planning has been carried out locally to develop cycling and walking networks” 
(DfT, 2017c, pg. 4), a sentiment echoed by some of the responses to the Local Authority Survey described 
in Chapter 1.  
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 The Propensity to Cycle Tool 
The PCT is a free, online tool commissioned by the DfT to support targeted investment in cycling provision. 
It uses the same 2011 census Journey to Work data employed in this thesis and “was designed to assist 
transport planners and policy makers to prioritise investments and interventions to promote cycling” (PCT, 
2018). It seeks to answer the question “where is cycling currently common and where does cycling have 
the greatest potential to grow?” (PCT, 2018). 
The PCT can display current cycling rates at different scales (Figure 8.1 and Figure 8.2) and can estimate 
cycling rates along parts of the road network by assuming cyclists follow the quickest path. The tool can 
also display future cycling rates under a set of four assumed uplift scenarios: 
 Government Target - the rate of cycling at the national level doubles through a non-uniform 
increase in local cycling rates (where cycling rates are currently less than expected given hilliness 
and distance characteristics, the cycling rate more than doubles, where cycling rates are currently 
more than expected given hilliness and distance characteristics, the cycling rate increases but by a 
factor less than two)  
 Gender Equality – female cycling propensity is equal to male cycling propensity 
 Go Dutch – cycling rates increase to those of Dutch commuters, accounting for hilliness and 
distance factors 
 E-bikes – cycling rates increase to those of Dutch commuters, but the influence of hilliness and 
distance is reduced 
Investments in cycling can then be prioritised at an area scale by identifying areas that have a high potential 
for cycling under these assumed scenarios. Investments at the route scale can be targeted by identifying 
the links in the road network that planned future cyclists might use. An example business case adopting this 
approach is provided in the manual for Preston in Lancashire (Lovelace et al., 2018). 
There are emerging indications that transport authorities are recognising the potential of the PCT in their 
cycling strategies (Transport for the West Midlands, 2017; West Sussex County Council, 2016). A follow-on 
project, also sponsored by the DfT, appears to be combining the PCT with information on posted road speed 
limits and traffic counts to give recommended infrastructure provision based on design guidance from 
Highways England (Highways England, 2016; “The cycling infrastructure prioritisation toolkit: manual”, 
n.d.). In its current iteration the PCT represents an accessible and clear methodology for prioritising 
investments in cycling that cater for planned increases in cycling rates. 
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Figure 8.1: PCT showing current cycling rates for County Councils and Unitary Authorities 
 
Figure 8.2: PCT showing current cycling rates in Surrey by Medium Super Output Area 
(MSOA) 
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Figure 8.3: PCT showing estimates for current cycling rates along road network links in 
Woking 
 An alternative approach: applying the presented models to develop 
policy and infrastructure guidance for Surrey County Council 
The operating principle of the PCT is to provide for planned increases in cycling rates (cyclists create 
investment). An alternative approach is to plan investments that can generate the largest increases in 
cycling rates (investment creates cyclists). In the first scenario, investment decisions are ranked based on 
the number of cyclists they could provide for, in the second, investment decisions are ranked based on the 
number of cyclists they could create or the existing cycling potential they might release. Residuals from the 
aggregate models of cycling can be used to direct investment based on the second scenario by identifying 
under-performing areas. Similarly, the network models presented in Chapter 7 can be used to direct 
investments by targeting route sections that currently discourage the most cyclists.  
8.4.1 Application 1: Guiding interventions at the neighbourhood scale (MSOA) 
An MSOA contains between 5,443 and 11,579 individuals, and could be considered commensurate with a 
local neighbourhood. Where clusters of MSOAs are performing below what might be expected given local 
conditions, it is likely to be due to factors that were excluded from the models that act at these scales. For 
example local traffic behaviours or speed controls, barriers to direct cycling routes (railway lines, large roads 
or junction, roadway connectivity, parks and pedestrian areas where cycling is not allowed), a lack of 
facilities to store bicycles, the quality and connectivity of the local cycling network, the availability of 
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facilities such as showers and lockers in local companies or local cultures that discourage cycling. For Surrey, 
the residuals of the combined (male and female) models aggregated to MSOAs are shown in Figure 8.4. 
 
 
Figure 8.4: Surrey MSOA residuals from the combined (male and female) aggregate model of 
commuter cycling mode share 
From these residuals it is apparent that some towns in Surrey are not achieving their cycling potential. 
Woking appears to be performing below expectations. This is in contrast to Guildford, only a few kilometres 
away, which is performing at or above expectations. Similarly, Staines and Ashford compare poorly against 
nearby Epsom and Ewell. These underperforming areas should be the focus of local planners and policy 
makers who wish to address the propensity gap in cycling rates between areas.  
It is necessary to temper findings with local understanding that considers what has and what has not been 
accounted for in the modelling process. Only a limited set of determinants are included in the models. 
Furthermore the census data employed in the analysis only records commuter cycling – not leisure cycling, 
and excludes situations where the bicycle is used as part of a trip chain. Accordingly, some MSOAs that 
appear to have low cycling rates may simply be places where the bicycle is primarily used as a feeder mode. 
Determinants not considered in the model may also be affecting cycling rates. For example, Staines is 
bounded by two motorways and the river Thames, but the effect of these large physical barriers is not 
captured by the determinants used in the modelling process. Similarly as a cycling demonstration town, 
cycling infrastructure improvements were made in Woking over the period leading up to the census (Cope 
et al., 2017). It may have lower than expected cycling rates because the census was conducted too soon 
after these improvements were made for their effects to be detectable, or because many commuters in 
Woking use a bicycle to access the train station as part of a longer commute into London. 
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Recommendations will justifiably differ by area, however, the models provide a robust methodology for 
identifying which areas should be the focus of planning expertise within the local authority. The top twenty 
Surrey MSOAs worthy of further investigation are given in Table 8.1. 
Table 8.1: Surrey MSOAs with the largest negative residuals for commuters working 2-5 km 
from home 
MSOA Code 
Absolute propensity error (for 
commuters in 2-5 km distance band) 
Surrey Local Authority 
District 
E02006465 -5.6% Woking 
E02006412 -4.9% Spelthorne 
E02006461 -4.8% Woking 
E02006327 -4.6% Elmbridge 
E02006458 -4.5% Woking 
E02006397 -4.3% Runnymede 
E02006407 -3.8% Spelthorne 
E02006405 -3.7% Spelthorne 
E02006408 -3.6% Spelthorne 
E02006442 -3.6% Waverley 
E02006403 -3.6% Spelthorne 
E02006400 -3.5% Runnymede 
E02006463 -3.4% Woking 
E02006391 -3.3% Reigate and Banstead 
E02006332 -3.2% Elmbridge 
E02006467 -3.1% Woking 
E02006457 -3.0% Woking 
E02006450 -2.9% Waverley 
E02006453 -2.8% Waverley 
8.4.2 Application 2: Guiding policy and governance interventions at the highway 
authority scale 
Residuals from the aggregate models can also be examined at a much larger scale. Differences between 
model-predicted cycling rates and actual cycling rates for highway authorities (upper tier local authorities) 
are more likely to be related to systematic differences between authorities. This larger-scale propensity gap 
might be related to cultures, network-level benefits, governance structures within the authority, design 
processes and strategies behind the provision of cycling infrastructure, the portrayal of cycling by local 
media and other area-specific policies and programmes (the presence or absence of regular cycling events, 
cycle training schemes, women-only cycling groups and cycling advocacy groups). Accordingly, the cycling 
policies and programmes of transport authorities that perform better than expected deserve further 
inspection as a source of inspiration: less well performing authorities can consider whether their schemes, 
interventions and ways of working could be mimicked. The residuals from the combined (male and female) 
model predictions from Chapter 4 are shown at a highway authority area scale in Figure 8.5.  
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Figure 8.5: Residuals of combined (male and female) cycling rates by Highways Authority, 
positive residuals (darker blue) suggest the authority is performing better than might be 
expected 
Of 140 highway authorities (excluding London and Isles of Scilly), Cambridgeshire, Oxfordshire and 
Portsmouth are performing significantly better than expected, whereas Reading, Solihull and Torbay are 
performing significantly worse. Surrey County Council is performing approximately as expected: it has a 
small negative residual (-0.14%) and is ranked 70th out of 140 highways authorities. The top ten and bottom 
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ten performers are given in Table 8.2. If the residuals from the segmented aggregate models are considered 
(males and females modelled separately), eight local authorities are found to have positive residuals that 
are larger for females than for males, suggesting that these areas do particularly well at encouraging women 
to cycle. These are: Lincolnshire, Bracknell Forest, Sheffield, West Sussex, Bournemouth, Dorset, York and 
Powys.  
Table 8.2: Residuals by Highways Authority 
2011 ONS Code Propensity Error Country County 
E10000003 5.99% England Cambridgeshire 
E10000025 4.86% England Oxfordshire 
E06000044 2.94% England Portsmouth 
E06000023 2.93% England Bristol, City of 
E06000017 2.37% England Rutland 
E06000019 2.17% England Herefordshire, County of 
E06000015 1.51% England Derby 
E06000046 1.49% England Isle of Wight 
E06000025 1.45% England South Gloucestershire 
E10000018 1.38% England Leicestershire 
E10000030 -0.10% England Surrey (70th) 
W06000015 -1.66% Wales Cardiff 
E06000034 -1.73% England Thurrock 
E10000034 -1.83% England Worcestershire 
E06000041 -1.86% England Wokingham 
E10000020 -1.88% England Norfolk 
E08000012 -2.42% England Liverpool 
E06000039 -2.54% England Slough 
E06000027 -2.59% England Torbay 
E08000029 -3.38% England Solihull 
E06000038 -5.16% England Reading 
 
Surrey County Council might wish to draw inspiration from the policies, governance structures and 
approaches adopted by those local authorities who are exceeding cycling expectations: Cambridgeshire, 
Oxfordshire, Portsmouth, Bristol, Rutland, Herefordshire, Derby, the Isle of Wight, South Gloucestershire 
and Leicestershire. It may be useful to visit these areas and understand their processes for providing for 
cycling and to examine their published cycling policies closely.  
The survey of local authorities conducted at the outset of this project (see Chapter 1 and Appendix) provides 
further insight into the characteristics of over-performing local authorities relative to under-performing 
ones. Survey responses can be grouped into those who perform above model predictions (the top quartile 
of 35 authorities, 24 of whom responded to the survey) and those who perform below model predictions 
(the bottom quartile of 35 authorities, 17 of whom responded). The following sections report these grouped 
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responses to survey questions around resources, funding, approaches to developing and evaluating 
proposals and the use of external tools and GIS. The full survey is included in the Appendix. 
8.4.2.1 Resources and funding 
There do not appear to be significant non-financial resource differences between over and under-
performing local authorities (Table 8.3). Surprisingly, over-performing authorities appear to be less likely to 
have a digital record of cycling infrastructure, although it is possible that these authorities have a greater 
awareness of their lack of knowledge (known unknowns). Over-performing authorities are also more likely 
to rank their core budget as a more important funding source relative to under-performing authorities 
(Table 8.4).  
Table 8.3: Resource comparison between over and under-performing local authorities  
Question 2: Does your authority have… 
Over-
performing 
Under-
performing 
p  
(two proportion 
test, one-tailed 
hypothesis) 
a person responsible for cycling (e.g. a cycling officer)? 50% 53% 0.43 
a cycling strategy? 71% 69% 0.36 
a cycle network plan? 74% 76% 0.34 
a digital record of cycling infrastructure? 57% 87% 0.03 
a GIS team? 96% 93% 0.38 
 
Table 8.4: Funding comparison between over and under-performing local authorities 
Question 3: Please rank the main sources of funding for the 
development of cycling infrastructure in your authority. (Note that 
scores are averaged across groups and a lower score represents a 
higher rank) 
Over-
performing 
Under-
performing 
p  
(one-way 
ANOVA) 
Grant funding from central government for specific schemes 1.8 1.4 0.29 
Core local authority budget 2.6 2.9 0.44 
Planning related funding (e.g. section 106) 3.0 3.2 0.51 
Match funding 3.5 4.2 0.11 
Core authority budget ranked as most important funding source 18% 6% 0.05* 
* tested using a two-proportion test with a one-tailed hypothesis 
 
8.4.2.2 Approaches to proposal development and evaluation 
When deciding where to locate improvements to cycling facilities, higher performing highway authorities 
are somewhat more likely to consider accident statistics and much more likely to seek the input of local 
residents and cycling interest groups than lower performing authorities (Table 8.5). 
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Table 8.5: Comparison of approach to developing and evaluating infrastructure proposals 
between over-performing and under-performing authorities 
Question 9: To what extent to you agree or disagree with the 
following statements 
Over-
performing 
Under-
performing 
p  
(two proportion 
test, one-tailed 
hypothesis) 
Proposals for large scale cycle infrastructure improvements (such as 
new lanes and routes) are guided by local political pressures rather 
than an analysis of where they would best be placed 
11% 6% 0.37 
The analytical tools we use for cycle network analysis are similar to 
those used when modelling traffic on the road network 
26% 20% 0.26 
Proposals for large scale cycle infrastructure improvements (new 
lanes and routes) tend to be championed by one or two senior 
people within the authority and then assessed for suitability by our 
planning/transport studies teams 
20% 38% 0.12 
Accident statistics are considered when determining the location of 
cycling infrastructure improvements 
95% 75% 0.05 
The LA uses the input of local residents and cycling interest groups to 
identify areas of the cycle network that might need improving from a 
user perspective 
100% 56% 0.00 
 
8.4.2.3 Tools and GIS 
The use of tools and GIS is where the greatest differences are seen between over and under performing 
authorities. Higher performing authorities are more likely to be aware of and use existing tools such as 
WebTAG, the DfT’s cycling infrastructure design guidance and the Sustrans design manual (Table 8.6). They 
are also more likely to use GIS to estimate the likely effects of proposed cycling infrastructure development 
(Table 8.7). 
Table 8.6: Comparison of tool use between over-performing and under-performing 
authorities 
Question 10: When considering proposals for new cycling 
infrastructure do you use or are you aware of the following  
% responding  
'aware of and use' 
p  
(two proportion 
test, one-tailed 
hypothesis) 
Over-
performing 
Under-
performing 
WebTAG active mode appraisal 40% 7% 0.01 
DfT's Cycle Infrastructure Design (LTN 02/08) 90% 63% 0.02 
TfL design standards 70% 43% 0.06 
Sustrans design manual 90% 63% 0.02 
The LAs cycling design standards 56% 57% 0.46 
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Table 8.7: Comparison of the use of GIS between over-performing and under-performing 
authorities 
How is GIS used in your authority? 
Over-
performing 
Under-
performing 
p  
(two proportion 
test, one-tailed 
hypothesis) 
GIS is used as an analytical tool to determine where cycling 
infrastructure is most needed 
26% 18% 0.27 
GIS is used as an evaluation tool to determine the effect of 
proposed cycling infrastructure on residents and commuters 
32% 12% 0.08 
GIS is used as a mapping tool to illustrate the location and 
route of proposals to others 
89% 82% 0.27 
GIS is not used 11% 18% 0.27 
 
8.4.2.4 Summary of differences between over and under-performing highway authorities 
When highway authorities are organised by the propensity gap in cycling rates, as identified by the 
aggregate model residuals for all commuters, higher performing authorities approach cycling provision 
differently compared to lower performing authorities. They are more likely to engage with external 
stakeholders and employ GIS and accident statistics in their development of proposals. They use a range of 
national tools and standards in the process and consider their core budget to be more important than other 
funding sources. They are also, counter-intuitively, less likely to believe they have a digital record of all their 
cycling infrastructure.  
As well as drawing inspiration from the highway authorities detailed previously, Surrey County Council may 
wish to consider whether they adopt similar practices to these in the development of cycling infrastructure 
proposals. 
8.4.3 Application 3: Guiding route specific interventions 
The first two sections in this chapter have shown how the residuals from the aggregate models of commuter 
cycling across England and Wales can be used to guide county-level policy adjustments and target specific 
MSOAs that may be worth closer inspection by planning officers. These area based approaches can be 
complemented by findings from the network model used to identify the influence of along and across 
traffic. For a single shortest path along Surrey’s road and cycle path network, changing the characteristics 
of one network element, such as a link or node, will change the utility of that route for cycling and 
consequently the probability that a commuter using that route will choose to cycle. Since one network 
element may be part of more than one shortest path, and each shortest path can be used by a number of 
commuters, changing some network elements will have a greater influence on expected cycling rates across 
Surrey than others. This influence can be estimated across the network to identify which network elements 
have the greatest constraining effect on Surrey’s cycling rates. For the purposes of identifying these links, 
the following steps were undertaken:  
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1. The interaction model presented in Chapter 7 was re-estimated using a reduced number of 
variables – specifically only those which were found to be significant (Distance, Hill cost, Cycle path, 
Along busy and fast, Along quiet and fast and Across busy and fast) 
2. The coefficients were applied for all shortest paths in the Surrey road and cycle path network and 
used to estimate the total number of commuters who would cycle to work with current network 
conditions 
3. Link by link, each network element was replaced with a zero-impact element (e.g. a fast and busy 
link was replaced with a slow and quiet equivalent) and the consequent change in commuter 
cycling rates across the entire network was estimated. This change was attributed to that network 
element as a score defined as the number of cyclists that it deters (e.g. this link deters 0.2 
commuters from cycling) 
4. This process was repeated iteratively for all network elements in the Surrey road and cycle path 
network until every element had an associated score. For junction elements (nodes), half of their 
score was allocated to the preceding link on the shortest path, and half to the following link 
The resulting dataset contains the estimated deterrent effect of every link in the shortest paths of all 
commuters travelling 2-5 km across Surrey. This can be used to target areas of the road network that would 
benefit the most from targeted cycling interventions. These interventions do not necessarily have to be in 
the form of off-road cycling infrastructure - traffic calming, speed restrictions and junction redesigns can 
also be considered. The full dataset contains several million links, however, the location of the 10 links that 
deter the most commuters from cycling is identified in Table 8.8. 
Table 8.8: The top 10 links within the shortest path dataset that deter cycling the most 
Street Description Link Nature Score 
Crawley Avenue A Road Dual Carriageway 7.3 
Crawley Avenue A Road Dual Carriageway 7.1 
Crawley Avenue A Road Dual Carriageway 5.7 
Billinton Drive Minor Road Single Carriageway 5.5 
Billinton Drive Minor Road Single Carriageway 5.5 
Farnborough Road A Road Dual Carriageway 4.4 
Staines Road A Road Single Carriageway 4.2 
Staines Road A Road Single Carriageway 4.2 
Stanwell Moor Road A Road Dual Carriageway 4.0 
Crawley Avenue A Road Dual Carriageway 4.0 
 
Figure 8.6 shows this information graphically, with cycle paths shown in black and links that have the largest 
deterrent effect on cycling shown in red. Figure 8.7 and Figure 8.8 show the same information at higher 
resolutions (for Woking and Guildford and Woking train station respectively). For comparison, a screenshot 
of the same area from a Gender Equality scenario using the PCT is shown in Figure 8.9. 
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Figure 8.6: Shortest path network within the borders of Surrey County Council - network 
links that restrict cycling are shown in red, existing cycle paths are shown in black 
 
Figure 8.7: Shortest path network around Woking and Guildford - network links that restrict 
cycling are shown in red, existing cycle paths are shown in black 
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Figure 8.8: Shortest path network around Woking – network links that deter cycling are 
shown in red, existing cycle paths are shown in black 
 
Figure 8.9: PCT showing close up of Woking for a future 'Gender Equality' scenario 
A 
B 
C 
D 
B 
A 
D 
C 
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The strengths and weaknesses of using this approach to focus links is illustrated in Figure 8.8. The approach 
does identify problematic links, but also generates some false positives, or links that may not require 
intervention. Point A in Figure 8.8 illustrates this well. The fast and busy main road is an understandable 
deterrent to cycling, however there is an adjacent off-road cycle path which forms part of Woking’s Saturn 
Trail just next to this link. Since the routing algorithm is optimised for the shortest path only, it does not 
allow a small detour to access this path. Some local council officer input is therefore necessary to direct 
investment focus to other highlighted sections. Point B in Figure 8.8 highlights where differences in the 
underlying principles of this approach could result in different investment recommendations than the PCT. 
The section of road above point B has a greater deterrent effect on cycling than the section below it. Both 
approaches highlight the importance of these road segments to cyclists, but it is not clear from the PCT 
(Figure 8.9) how investment should be prioritised between these segments. The same can be seen at points 
C and D. 
 Conclusions 
This section has shown how the models presented in Chapter 4 and Chapter 7 can be applied within a 
transport authority setting. Area based modelling at the neighbourhood scale has identified the local areas 
that Surrey County Council should investigate further, looking for changes that can unlock unrealised local 
cycling potential. Area based modelling at the transport authority scale has identified that Surrey should 
look to Cambridgeshire, Oxfordshire, Portsmouth, Bristol, Rutland, Herefordshire, Derby, the Isle of Wight, 
South Gloucestershire and Leicestershire for inspiration in the design of cycle policies. When developing 
cycling infrastructure and interventions to promote cycling, Surrey should seek to actively engage local 
stakeholders in the design process, make full use of the available national tools6 and accident statistics. 
Surrey County Council should also closely inspect those road segments which are identified as restricting 
cycling across the authority. It would be prudent to consider the segments identified by this analysis 
alongside those identified by the PCT and incorporate both perspectives when targeting investments, 
recognising the strengths and weaknesses of each.  
                                                             
 
6 Whilst not available at the time of the survey, the PCT is an example of such a tool 
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 Chapter 9. Project conclusions 
This chapter summarises the thesis by identifying core findings, illustrating where these align 
or diverge from existing research and considering where future research may wish to be 
directed. 
This thesis set out to understand what local factors determine commuter cycling behaviours, whether these 
factors are the same for different groups, and whether geospatial modelling could assist local authorities in 
England and Wales in determining where to target investment in cycling.  
By analysing revealed behaviours it has shown that a small set of factors can be used to predict cycling 
levels accurately over an area, that traffic, hilliness and distance are particularly important and that a better 
understanding of these relationships can be applied to improve policy design and target interventions at 
different geographic scales. Much of this has been explored and demonstrated before in England and 
Wales, both in the analyses of Waldman (Waldman, 1977) and Parkin et al. (2008) and with the Propensity 
to Cycle Tool (Lovelace et al., 2017). This project adds to their research in the following ways:  
Firstly, it has identified important differences (and similarities) between demographic groups in their 
responses to the local environment. All demographic groups evaluate the relative utility-level for cycling in 
a similar and consistent manner, but differ in the level of utility required before they cycle to work - women 
and older individuals require, on average, a better cycling environment in order to cycle to work. This 
differential threshold explains a large proportion of the gender and age gaps in cycling rates across England 
and Wales.  
Secondly, it has shown how geospatial modelling can be used to target areas that could be performing 
better, both at a highway authority scale and at a neighbourhood scale. It has also illustrated how the 
expected effect of an intervention is moderated by the estimated level of relative utility of cycling in an 
area - interventions are more likely to have a greater impact in more conducive cycling environments. It has 
used geospatial modelling in combination with a qualitiative survey to explore the characteristics of 
transport authorities who outperform expectations across their area – these authorities typically make 
greater effort to engage with local stakeholders, use national tools and established analytical techniques to 
evaluate proposals and rely more on core budget funding.  
Thirdly, and finally, it has inspected the separate influence of specific determinants, describing their relative 
importance to different demographics. Whilst cycling behaviours are primarily influenced by the collective 
effect of all determinants, as noted above, individual determinants do differ in their importance between 
groups. For example an area’s traffic densitiy is more important for female commuters, whereas hilliness 
and distance are more important for older commuters. The influence of traffic has been examined in great 
detail at the route-scale, demonstrating that above average traffic speeds along the cycling route and above 
average volumes and speeds (in combination) across a route are the dominant traffic related factors 
deterring commuters from cycling.  
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Some of the methods used to derive these findings are novel to studies of cycling: applying segmentation 
in aggregate analyses; using moving windows to quantify determinants; and using a shortest path analysis 
to predict cycling mode choice. Others are more iterative improvements on previous work: examining 
cycling at a higher spatial resolution; using alternative determinants in aggregate modelling (wind, parking 
costs); estimating traffic speeds directly; and targeting investment to increase cycling rates, rather than 
targeting investment to follow planned increases in cycling rates. 
Findings are consistent with the direction of previous research, qualitiative analyses and more anecdotal 
observations. For example, other researchers have noted that areas with higher cycling rates tend to have 
a more representative cycling population, both within England and Wales and in wider international 
comparisons (Aldred et al., 2016; Pucher and Buehler, 2008). The research presented here suggests that 
this is to do with a differentiated response to the relative utility of cycling in different areas, for which the 
level of cycling can act as a reasonable proxy. The results support the theory presented by Aldred et al. 
(2016, pg. 40) that “all else being equal, we need a more supportive cycling environment for women and 
older people to start cycling, on average, than we do for men”. Aldred et al.’s research also noted that in 
areas where cycling rates had increased between 2001 and 2011, there was no increase in the relative 
representation of female cyclists. The work presented here differs from this narrative, suggesting that 
almost any improvement to the cycling environment should bring about a relative increase in the 
representation of female commuters, although the absolute gap may still widen. 
The determinants of cycling identified in both the aggregate and route-level models are similar to those 
recorded by previous studies (Broach et al., 2012; Misra and Watkins, 2017; Parkin et al., 2008; Rietveld and 
Daniel, 2004). Some specific findings differ from expectations following the literature. For example, it has 
been suggested that women may be more deterred than men by hilliness and distance factors, perhaps due 
to muscular differences (Fyhri and Fearnley, 2015; Woodcock et al., 2016). The findings from this research 
suggest that the relative importance of hilliness and distance factors on mode-choices are not strongly 
different between the genders over cyclable distances in England and Wales, namely 2-5 km. However, the 
influence of hilliness and distance on mode choice may be different from their influence on either the 
frequency or duration of cycling once it is selected as a mode (Ma and Dill, 2015). Similarly, the amount of 
cycle paths is found to have no significant influence on cycling rates at an area scale, contrary to most of 
the research findings to date (Buehler and Dill, 2016). Since the influence of cycle paths is subsequently 
identified as significant at a route scale, it may be that on average in England and Wales off-road cycling 
infrastructure is not located in the right places (Schoner and Levinson, 2014). The influence of heavy goods 
vehicles is not recognised in the results, contrary to what might be expected from other research 
approaches (Hunt and Abraham, 2007). 
The identification that the effect of an intervention is moderated by the level of relative utility for cycling, 
or the corrollory of this - that multiple interventions have a greater effect than the sum of their parts, is in 
line with the implicit messages of previous research. For example, Pucher et al. (2010, pg. S122) note that 
“substantial increases in bicycling require an integrated package of many different, complementary 
interventions”. Similarly, Parkin et al. (2008, pg. 106) found that forecasts from their model indicated “that 
the provision of traffic free radial routes might produce an increase in cycling […], with the lowest increase 
being in the hilliest area”. More generally, there is little existing research focused around optimising the 
location of cycling interventions (Larsen et al., 2013; Milakis and Athanasopoulos, 2014). The recently 
released Propensity to Cycle Tool (PCT) represents a significant advancement in this regard, and employs 
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the same datasets used in this thesis to target interventions that can cater for an increase in cycling 
(Lovelace et al., 2017). Its use of web-enabled applications makes the tool particularly accessible to officers 
in local authorities. However, it takes a different theoretical approach in determining where best to site 
infrastructure. The operating principle of the PCT is to provide for assumed increases in cycling rates, rather 
than to identify where investment should be targeted to generate these increases.  
The findings from this research have created targeted recommendations for Surrey County Council, 
identifying areas that are worth investigating further to see if there is an easy way to unlock cycling potential 
and highlighting sections of the road network that would benefit the most from some form of intervention. 
However, there are key policy messages applicable to any local authority, and indeed wider planning 
considerations at a national scale: 
 work towards making towns and cities compact, dense, traffic free and with suitable levels of 
cycling infrastructure 
 design with female cyclists in mind and male cyclists will benefit – there are no strong gender biases 
in cycling rates in high quality cycling environments, better cycling environments are more equal 
environments, strongly so for gender and to a lesser extent for age 
 interventions in combination may produce an effect greater than the sum of their parts 
 when seeking to mitigate the effects of traffic, target higher than average speeds along roads as a 
priority, followed by higher speeds in combination with higher volumes at junctions 
 infrastructure has a positive influence on cycling propensity (at the route scale), but it may need to 
be in the correct locations (since its effect is less obvious at the area-scale) 
 connected to the quality and suitability of cycling infrastructure, authorities that are out-
performing expectations are more likely to involve external stakeholders in the assessment of 
infrastructure proposals 
 Areas for improvement, further work, unanswered questions 
The presented work is national, cross-sectional, commuter orientated, uses objective measures and is 
focused on the primary mode by distance. Undertaking a similar segmented analysis internationally, 
longitudinally, including leisure cycling and examining multi-modal journeys or cycling frequencies would 
provide a far more comprehensive understanding of cycling behaviours. These are common 
recommendations from studies of cycling of this nature, but the sheer volume of data required make this 
wish-list untenable for future researchers without substantial international funding. Of more immediate 
interest are the unanswered questions and potential research avenues that are accessible using current 
data sets. These briefly comprise of investigating age in more detail, measuring social influence – perhaps 
by using an instrumental variable approach, and creating a larger-scale iterative network analysis model. 
Gender is becoming a popular focus of cycling research, yet age is still relatively unexamined. The analyses 
conducted here have grouped cyclists somewhat simplistically into three age categories. Using these 
categories age is shown to have less of an influence than gender. However, there is potential for future 
studies to examine the influence of age in much more detail and carefully consider the most appropriate 
categorisations. For example, the 16 to 34 age group spans a wide range of quite distinct life stages that 
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may have different associations with the cycling environment, or even individual determinants. Similarly, 
the older age-group (50-74) spans beyond the usual retirement age in England and Wales. As such it 
includes commuters who choose to continue to work beyond retirement age, who may represent quite a 
behaviourally distinct group of individuals. Age is essentially acting as a proxy for life-stages. Since travel 
behaviours become less fixed at important life-stage changes, understanding how determinants influence 
cycling behaviours at these life-changes (ages) may improve effective targeting and soft measures 
(Chatterjee et al., 2013). 
The aggregate analyses presented in Chapter 4 and Chapter 5 assume that the built environment influences 
cycling behaviours of both male and female commuters independently. It is possible that social norms, or 
seeing others cycle, are more important for female cyclists. This would provide an explanation for the 
gender gap in low-cycling countries, and for the observed pattern of response to the cycling environment 
in England and Wales that would not be identifiable in the aggregate modelling employed here. Better 
cycling environments could encourage more men to cycle, which may in turn encourage more women to 
cycle. Peer influence is a well established behavioural process and an explicit component of many 
psychological models, including the Theory of Planned Behaviour and the Theory of Interpersonal Behaviour 
(Ajzen, 1991; Triandis, 1977). Close family, wider social networks or even regional and national cultures may 
encourage cycling by illustrating that it is a normal and acceptable behaviour (Aldred and Jungnickel, 2014; 
Goetzke and Rave, 2011; Kroesen, 2015; Spotswood et al., 2015; Steinbach et al., 2011). Such a mechanism 
could also explain the spill-over effects identified by Vandenbulcke et al. (2011). The influence of seeing 
others cycling and the relative utility of cycling for an area may be difficult to separate, but the use of 
instrumental variables or carefully constructed psychological models may make this possible. For example, 
in England and Wales students are not included in the census journey to work dataset, but they are included 
in the residential datasets of the UK census. Since students may be more likely to cycle than most individuals 
(Ryley, 2006), they could make for an appropriate proxy measure of visible cycling levels – areas with more 
students are likely to have more visible levels of cycling. 
The routing analysis presented in Chapter 7 offers some interesting avenues for further work. A more 
sophisticated version of the presented model could consider the problem iteratively so that model outputs 
were used to optimise likely routes rather than simply using the shortest path. This could increase the 
predictive power of the model, better define the influence of along and across traffic and would allow for 
improved intervention targeting. Whilst some consideration would need to be given to computing power, 
there is theoretically no limitation on the extent of the analysis within England and Wales. The data already 
exists at a national scale. A national routing model would also be able to include many of the area-based 
determinants identified in the aggregate modelling in this thesis. This would provide a powerful tool for 
analysing cycling behaviours in England and Wales and make a significant step towards an accurate 
estimation of a generalised utility function that could allow cycling to be included in regional traffic models 
(Casello and Usyukov, 2014).
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Appendix B: Combined model residuals 
The residuals of the combined male and female model (Chapter 4) provide information on how areas of 
England and Wales are performing relative to what might be expected given local characteristics (). Bristol 
and Cardiff, highlighted in Figure App. 1, provide an instructive example. These two cities have a similar 
population and spatial extent and are separated by only 30 km, yet Bristol has more cycling than might be 
expected, whereas Cardiff has less. 
 
Figure App 1: Combined model residuals showing areas that are performing better than 
model predictions (blue) or worse than model predictions (brown)
  
  
 
 
