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Abstract
The aim of this work is to introduce the main concepts of
Fractional Calculus, followed by one of its applications to
classical electrodynamics, illustrating how non-locality can
be interpreted naturally in a fractional scenario. In partic-
ular, a result connecting fractional dynamics to high fre-
quency dielectric response is used as motivation. In addi-
tion to the theoretical discussion, a comprehensive review
of two numerical procedures for fractional integration is
carried out, allowing one immediately to build numerical
models applied to high frequency electromagnetics and cor-
related fields.
1. Introduction
Fractional calculus has a long history, at least as old as the
usual calculus [1]. Concepts on derivatives and integrals of
general order have remained in the realm of pure mathemat-
ics for a long time, but have been applied to a variety of dif-
ferent fields in the last decades, ranging from control theory
to electrodynamics, economics and quantum mechanics [2].
Among several applications and interpretations, fractional
calculus (FC) seems to constitute a well-suited apparatus to
model systems with memory, i.e., systems whose response
to a local stimulus depends on their whole “history” [2, 3].
Such property makes FC an important tool in linear classi-
cal electrodynamics, since field analysis inside bulk matter
takes into account non-local contributions of the stimulus,
both in time and space [4]. In fact, there is a formal similar-
ity between fractional integral development and Maxwell
equations for non-local media, since in both scenarios con-
volution integrals play the main role [3, 4, 5], connecting
stimulus and response fields. In addition, there are ev-
idences that for sufficiently high frequencies, dielectrics
of completely distinct kinds present a power-law response.
This so-called dielectric universal response was discovered
first by Jonscher [6, 7] rises naturally in theory when one
uses fractional integrals in Maxwell non-local equations, as
shown by Tarasov in [8, 9, 10].
It is natural that, in face of the potential applicability of
FC to classical electrodynamics, numerical methods are de-
vised to approximate solutions of complex problems. More
essentially, FC machinery is not trivial1, so that numeri-
cal methods might be useful even for simple estimates. In
1Very often, integral or derivative of simple functions such as exp(t)
this context, the present work intends to present the funda-
mentals of FC, as well on numerical methods for fractional
integral computation. Such concepts are useful for those
who seek for alternative formulations of high-frequency re-
sponse or, in a wide sense, to any non-local response theory
[3, 9].
The article is organized as follows:
• In Section 2 FC fundamentals are exposed, rang-
ing from basic definitions up to identification crite-
ria for fractional operators. The development focuses
on two main definitions: Riemann-Liouville integral
and Gru¨nwald-Letnikov derivative, due to their inter-
connection.
• Section 3 carries out a review on non-local fields
in classical linear electrodynamics and dielectric re-
sponse, where Jonscher’s dielectric universality is
discussed.
• In Section 4 a constructive review on numerical
methods for fractional integration is carried out.
The analysis focuses on two different tools: linear
multi-step and Newton-Cotes methods, discussed in
both classical and fractional scenarios. Section 4.7
presents a few illustrations of the preceding methods.
A deep treatise on the mathematical aspects of frac-
tional calculus is found in Samko et al.[11], whereas more
applied approaches are given by Hermann [2], Oldham
and Spanier [12] and Tarasov [9]. An introductory course
on linear electrodynamics can be found in Greiner [13],
whereas a much more detailed development on field re-
sponse can be found in Oughstun [4]. Classical texts such
as Dahlquist [14], Ralston and Rabinowitz [15] and Golub
and Ortega [16] provide the whole background necessary
to the understanding of the considered numerical meth-
ods, at least in the classical scenario. The generalization
for fractional integrals through linear multi-step methods is
strongly based on [17], supported by the formalism intro-
duced in [18, 19, 20, 21]. On the other hand, fractional
Newton-Cotes formulae development can be found, for ex-
ample, in Li and Zeng [22].
lead to results expressed by unusual special functions. Vide, e.g., Hermann
[2].
2. Fractional calculus
2.1. Fundamental concepts
Usual differentiation and integration are well-known con-
cepts in science and technology, and have a strong the-
oretical basis, built on the efforts of Newton, Leibniz,
Weirstrass, among many other. However, as old as the
usual differential and integral calculus, there is the so-called
fractional calculus apparatus. According to Ross [1], frac-
tional calculus origins goes back to a dialog between LHos-
pital and Leibniz, in which the meaning of the operation
d1/2/dt1/2 was discussed. FC main idea consists in gener-
alizing the order of a derivative,say n, allowing one to per-
form derivations – and also integrations – of α-order, with
α ∈ C. Immediately, one may ask about the meaning of the
operation
dα
dtα
f(t), α ∈ C (1)
and how it is operationalized. An intuitive definition of
fractional derivative was given by Fourier [2, 5]: it is well
known that Fourier transform maps the derivative of its
operand, say f(t), to a product between Fourier transform
of the original function and a power of ω, with  =
√−1,
i.e.,
F
[
dn
dtn
f(t)
]
(ω) = (ω)nF [f(t)], with n ∈ N. (2)
Generalizing the derivative order to α ∈ C and performing
an inversion, one obtains
Dα[f ](t) =
dα
dtα
f(t) =
1
2pi
∞∫
−∞
(ω)αF(ω)dω, (3)
where F(ω) = ∫ f(t) exp(−ωt)dt is the Fourier trans-
form of f . For example, if f(t) = sin(ω0t), one obtains
Dα[f ](t) = |ω0|α sin
(
ω0t+
pi
2α
)
, which leads to the usual
result when α ∈ Z. This is not a coincidence, but a fun-
damental requirement for fractional derivatives, as will be
discussed later.
Despite its simplicity, Fourier definition of fractional
derivative is not unique: there are many others. For in-
stance, consulting [2], [5] and [23], one finds more than
thirty definitions, not generally equivalent. Before intro-
ducing two of them, it is important to emphasize the fact
that Fourier fractional derivative, Eq. (3), is an integral
in the classical sense. This is a general characteristic of
fractional operators: derivatives and integrals are deeply
connected, similarly to what occurs in the usual scenario,
where Fundamental Theorem of Calculus relates both op-
erations. To visualize such connection in the fractional
scenario, we first remind that an arbitrary number α can
be decomposed on its integer and fractional parts, i.e.,
α = [α] + {α}, with [α] ∈ Z and α ∈ [0, 1[. Therefore,
Dα[f ](t) = D[a]+{α}[f ](t) =

D[α]D{α}[f ](t); or
D{α}D[α][f ](t).
(4)
Eq. (4) uses the important semi-group property, which ba-
sically ensures the commutativity of D[·]. In order to con-
nect Eq. (4) to a fractional integral [2], one expands Dα
into DnDα−n, with n = [α] + 1:
Dα[f ](t) = Dα−n+n[f ](t)
= DnDα−n[f ](t)
= DnD{α}−1[f ](t)
= DnI1−{α}[f ](t), (5)
that is, an α-order fractional derivative is related to an
(1 − α)-order iterated fractional integral, denoted by I[·],
followed by an integer n-order derivative, with n = [α]+1.
This intricate connection has led Oldham and Spanier [12]
to coin picturesque terms such “differintegral” and “differ-
entegration”, since if one defines an operation identified as
a fractional integral, its derivative is readily provided, ac-
cording Eq.(5). In fact, for most of the definitions of frac-
tional operators, such as the Caputo and Riemann-Liouville
approaches, one starts with the fractional integral, since the
derivative counterpart is already defined. One remarkable
exception is the Gru¨nwald-Letnikov derivative, which is
based on the generalization of finite differences.
In what follows we shall focus on two definitions:
Riemann-Liouville and Gru¨nwald-Letnikov. These two ap-
proaches were chosen due to their interesting interconnec-
tion, of great importance for numerical purposes.
2.2. Riemann-Liouville approach
The following result, due to Cauchy2 [5, 2, 11] relates the
iterated integral
aI
n[f ](t) =
t∫
a
dtn−1
tn−1∫
a
dtn2 . . .
t2∫
a
dt1
t1∫
a
dt0f(t0) (6)
to a simpler form, given by
aI
n[f ](t) =
1
(n− 1)!
t∫
a
(t− t′)n−1f(t′)dt′. (7)
Generalizing the order in Eq. (7) to an arbitrary α, one
obtains left and right-sided Riemman-Liouville integrals of
order α > 0, respectively:
aI
α
+[f ](t) =
1
Γ(α)
t∫
a
f(t′)
(t− t′)1−α dt
′, with t > a, (8)
and
aI
α
−[f ](t) =
1
Γ(α)
a∫
t
f(t′)
(t′ − t)1−α dt
′, with t < a, and.
(9)
In both Eqs. (8) and (9), Γ(·) refers to the Gamma function.
According to Eq. (5), to obtain the Riemann-Liouville frac-
tional derivatives, it suffices to perform an integer differen-
tiation of order on the expressions above.
2According Ross [1], the result shown in Eq. (6) is due to Dirichlet.

2.3. Gru¨nwald-Letnikov approach
It is well-known that the usual n-order derivative of f(t)
can be written as the limit
lim
h→0
∆nh[f ](t)
hn
= lim
h→0
n∑
k=0
(−1)k(nk)f(t− kh)
hn
, (10)
in which (
n
k
)
=
n!
k!(n− k)! (11)
is the binomial coefficient. Suggestively, one might gener-
alize the difference operator ∆nh[·] to
∆αh [f ](t) =
∞∑
k=0
(
α
k
)
f(t− kh), with α > 0. (12)
Now, the binomial coefficient is given by(
α
k
)
=
Γ(α+ 1)
Γ(k + 1)Γ(α− k + 1) . (13)
The Gru¨nwald-Letnikov fractional derivative is given by the
following limit:
Dα[f ](t) = lim
h→0
∞∑
k=0
(
α
k
)
f(t− kh)
hα
. (14)
If h > 0, one deals with backward differences, other-
wise one has forward difference. Care must be taken when
α < 0, once the series given by Eq. (12) can easily di-
verge. However, as pointed out by Samko et al.[11], the
series shown in Eq. (12) eventually converges if f(t) is a
non-periodic function which smoothly – and fastly – decays
to zero at infinity. Within these conditions, Eq. (14) turns
into Gru¨nwald-Letnikov fractional integral [11, 3].
2.4. On the plurality of definitions: identification crite-
ria
As pointed out earlier, the number of different definitions
for fractional integrals and derivatives is remarkable. Sur-
prisingly, different definitions lead to different results when
applied on the same operand. In light of such plurality, it is
natural to ask how can one identify a “legitimate” fractional
operator. In 1975, Ross [1] proposed five criteria in order
to ensure the fractionality of a given operator:
1. The α-order derivative of an analytic function f(z)
must be analytic on z and α;
2. If α ∈ Z+, the result must be the same obtained by
usual – integer order – differentiation. If α ∈ Z−, the
result must be the same of the α-fold iterated integral;
3. The operator must be linear;
4. If α = 0, the operand must remain unaltered. In other
words, 0 is the neutral element;
5. Given α, β ∈ C, the semi-group property must hold:
DαDβ [f ] = Dα+β [f ]; (15)
In addition to the criteria proposed by Ross, there is a proof
given by Tarasov [24] which shows that for a legitimate
fractional operator, the usual Leibniz rule, given by
dn
dtn
[fg](t) =
n∑
k=0
(
n
k
)
f (n−k)(t)g(k)(t), with n ∈ Z
(16)
must be broken. Ortigueira and Machado [25] used this
result to improve Ross criteria, stating that
6. For a true fractional operator, the generalized Leibniz
product rule must hold:
Dα[fg](t) =
∞∑
k=0
(
α
k
)
Dα−k[f ](t)Dk[g](t), α ∈ R.
(17)
In this same work, the authors show that Riemann-Liouville
and Gru¨nwald-Letnikov fractional derivatives among sev-
eral other obey Eq. (17). The six criteria shown above work
as a sort of filter, since there is a profusion of allegedly frac-
tional operators in the literature.
3. Universal dielectric response
3.1. Linear media and temporal non-locality
In an arbitrary material media, Maxwell equations are given
by 
∇ ·D(r, t) = ρ(r, t)
∇×E(r, t) = −∂tB(r, t)
∇×H(r, t) = j(r, t) + ∂tD(r, t)
∇ ·B(r, t) = 0,
in which ρ and j are the free charge and current densities,
E, D, B and H are the electric field, electric displacement,
magnetic induction and magnetic field, respectively. The
fields E, P and D are related by
D(r, t) = 0E(r, t) +P(r, t), (18)
in which P is the polarization of the medium and 0 is
the vacuum permittivity. The simplest interpretation for P
states that this field represents the dipole moment per unit
(of a non-infinitesimal) volume. For linear media, there is a
direct relation between E and P, expressed as
P(r, t) = 0χE(r, t) (19)
in which χ is the electric susceptibility. Combining Eqs.
(18) and (19), one obtains the so-called constitutive relation
for linear media:
D(r, t) = E(r, t), (20)
21
where the permittivity is given by  ≡ 0(1 + χ). One
should notice that we are assuming isotropic media, since 
is a scalar function3.
The simplicity of Eq. (20) is due to two strong implicit
assumptions:
• a stimulus provided byE at a given spatial coordinate
r′ affects D only at r′; and
• a stimulus provided by E at a given time instant t′ is
immediately felt by D.
In fact, in the general case, linearity between D and E is
expressed by [4], [13]
D(r, t) =
∞∫
−∞
∞∫
−∞
(r′, t′; r, t)E(r′, t′)d3r′dt′, (21)
where (·) is the integral kernel. If the medium is local [4],
assumption 1 above is valid, since
(r′, t′; r, t) = (t′, t)δ(r− r′) (22)
and then
D(r, t) =
∞∫
−∞
(r; t′, t)E(r, t′)dt′. (23)
Spatial locality roughly means that the medium molecular
constituents are independent from each other [4]. Such as-
sumption is, in some measure, admissible. On the other
hand, assumption 2 is not realistic: it assumes that infor-
mation propagates at infinity speed in the medium. In other
words, it violates the principle of causality. However, in
static and quasi-static scenarios, Eq. (20) is a good approx-
imation [13].
If we make a further assumption, assuming that the
medium is temporally homogeneous4, we have
(r; t, t′) = (r; t− t′), (24)
which leads to a temporal convolution between D and E:
D(r, t) =
∞∫
−∞
(r, t− t′)E(r, t′)dt′ ≡ ((r) ∗E(r)) (t).
(25)
Eq. (25) makes explicit the fundamental characteristic of
temporal non-locality, since the response D depends, in a
certain manner dictated by , on the whole history of the
stimulus E. A last improvement of Eq. (25) requires us to
take into account the principle of causality: since response
can not precede stimulus, we must have (r; t − t′) = 0
3In the most general case,  is a tensorial function.
4Temporal homogeneity is a quite reasonable assumption, since it
means that the functional structure of  doesnt change in time. In other
words, the system is time-shift invariant.
when t − t′ < 0. Therefore, one deals now with a causal
temporal convolution:
D(r, t) =
t∫
−∞
(r, t− t′)E(r, t′)dt′. (26)
A medium in which Eq. (26) is valid is denominated as
linear temporally dispersive [4].
Applying Fourier transform on both sides of Eq. (26)
leads us to
D(k, ω) = [(k, ω)E(k, ω)] ∗
(
piδ(ω) +

ω
)
, (27)
in which k and ω are the wave vector and angular fre-
quency, respectively. The convolution in Eq. (27) is due
to the fact that in order to ensure causality, we have per-
formed a product in time-space between (r, t)E(r, t) and
the Heaviside function, θ(·), whose Fourier transform pair
is given by
θ(t) =
{
1, t ≥ 0
0, t < 0
⇔ θ(ω) = piδ(ω) + 
ω
. (28)
Under adequate assumptions of symmetry and analyticity
of stimulus and response functions, one obtains from Eq.
(27) the important Kramers-Kronig (KK) relations [4, 13],
which connect real and imaginary parts of the systems opti-
cal response. KK relations are built on the theory of Hilbert
transformation, and the interested reader may consult the
works of Oughstun [4], Greiner [13] and Witthaker et al.
[26] for further details.
3.2. Empirical models for polarization
Once the role played by temporal dispersion was made ex-
plicit, one might ask about the behavior of the fieldP when
subjected to a stimulus from E . There are many empirical
models which relate these fields [4, 27]. In general lines,
one tries to find a phenomenological model for an individ-
ual dipole moment p and then computes its average struc-
ture, related to the macroscopic polarization P:
P(r, t) = 〈p(r, t)〉 =
∑
i
fipi(r, t), (29)
in which the brackets indicate ensemble average and fi are
dipolar statistical weights. For example, a working model
for non-dense media [13] starts from the hypothesis that
each electron of the medium is subject to classical damp-
ing and elastic forces. Therefore, one has the movement
equation
x¨i + γix˙i + ωixi =
e
m
E, (30)
in which γi, ωi and m are the i-th damping constant, char-
acteristic frequency and electronic mass, respectively. The
i-th state is characterized by γi and ωi, i.e., fi equals
the number of electrons with damping constant and an-
gular frequency γi and ωi. If the field is harmonic, i.e.,
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E(t) = E0 exp(−ωt), Eq. (30) has a solution given by
pi(t) =
e2
m
1
(ωi2 − ω2)− γiωE(t). (31)
Using Eq. (31) in Eq. (29) and reminding that p = ex, one
obtains
P(ω) =
Ne2
m
∑
i
fi
(ωi2 − ω2)− γiωE(ω), (32)
where N is the number of molecules per unit volume. With
Eq. (32) and (27), one finds expression for the optical re-
sponses (ω) or χ(ω) .
3.3. Dielectric universality
As pointed out at the beginning of the section, there are sev-
eral models for polarization, such as the Clausius-Massoti
and Cole-Cole models. Interested reader should refer to [4]
and [27] for deeper analysis on the subject. However, it is
interesting to mention the important model due to Debye
[4, 7]. In this model, the electrical dipole p is supposed
to suffer viscous resistance, being allowed to rotate in the
medium, but it is not able to interact to other dipoles and
there is not Brownian motion in such “fluid” medium. This
model leads to the following movement equation [4]:
p˙+
1
τ
p = aE, (33)
in which a is a coupling constant and τ is the molecular re-
laxation time, i.e., the characteristic time interval the dipole
takes to return to a random orientation afterE ceases. It can
be shown [4, 6] that Debye model leads to a susceptibility
of the form
χ(ω) =
1
0
Naτ
1− ωτ . (34)
It is important to emphasize that Debyes model can be im-
proved [4, 27], but still fails at some point. Experimental
observations in this direction can be found in [28] and [29],
for instance. In fact, one might build more complete models
for dielectric response, but at the expense of dealing with
more variables and a increasing degree of complexity. In-
stead, we look now at the behavior of a large class of media
at high frequencies. Interestingly, very distinct materials
show some power law behavior for the dielectric response.
Let us denote the susceptibility by
χ(ω) = χ′(ω) + χ′′(ω). (35)
According Jonscher [6, 7], the following proportionality is
observed at high frequencies:
χ(ω) ∝ (ω)n−1 with n ∈]0, 1[ and ω  1
τ
. (36)
Eq. (36) shows that the ratio between imaginary and real
parts of χ does not depend on the frequency:
χ′′(ω)
χ′(ω)
= cot
(
n
pi
2
)
. (37)
In [7, 8, 9] some theoretical scenarios are discussed in order
to explain this universal behavior. Some of them are built
on generalizations of the Debye model; for instance, mod-
els where there are many relaxation times, instead of only
one. In such models, one should consider not only one re-
laxation time, but an ensemble average on the distribution.
In addition, the concept of fractionality is also considered,
i.e., according to such approach, the power-law behavior
could be associated to some sort of scale invariance of the
medium.
3.4. Universal dielectric response as a fractional pro-
cess
Among a plurality of interpretative scenarios for universal
dielectric response, we turn our focus to the formal aspects
subjacent to the phenomenon. Following Tarasov in [8, 9,
10], we start from constitutive relations for linear media and
the high-frequency universal behavior, Eq. (36), moving
towards a fractional integral relation.
According to the discussion carried out in Section 3.1,
one has to expect the following relation between P and E:
P(r, t) = 0
∞∫
−∞
χ(t− t′)E(r, t′)dt′. (38)
Eq. (38) assumes that the susceptibility χ does not depend
on r and is itself a causal function, so that the integral limits
can be set at infinity. Taking temporal Fourier transform on
both sides, one has
P(r, ω) = 0χ(ω)E(r, ω). (39)
Using Eq. (36) as an equality with the proportionality
constant equals one in the previous result, and denoting
−α = n− 1, we obtain
P(r, ω) = 0(ω)
−αE(r, ω), with α ∈]0, 1[ and ω  1
τ
.
(40)
Samko et al.[11] show that the Fourier transform derivative
property, given by Eq. (2) remains valid in the fractional
scenario. The right-hand side of Eq (40) contains a term
(ω)−α, leading to an α-order integral in the time domain
[10]:
P(r, t) = 0I
α
+[E](r, t) with α ∈]0, 1[. (41)
The result shown in Eq. (41) allows an interesting interpre-
tation: the polarization of the medium depends on E past
history in a more complex way than in the usual scenario.
Temporal dispersion is related to memory effects, vide Eq.
(25). But the fractional relation between stimulus and ef-
fect opens door to further interpretations; for instance, to
those related to fractality and multiple time scales for the
relaxation times.
One last comment: the previous development is due to
Tarasov [9, 8, 10], but he was not the first to notice frac-
tional characteristics in the universal dielectric response.
In fact, in [27], Garrappa et al. investigate several models
whose original formulations made use of fractional integral
kernels.
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4. Numerical approximation of fractional
integrals
4.1. Fundamentals
Once FC main ideas were exposed and one of its appli-
cations to electromagnetism was detailed, it is interesting
to consider how one can discretize fractional integrals and
derivatives and approximate them numerically. Obviously,
such study would comprise an entire work by itself, so that
we will focus on the elements which provide the minimum
apparatus on how to proceed with applied problems in FC
using Riemann-Liouville integrals. The interested reader
can refer to [22] and [17] for much deeper analysis.
In order to approximate the Riemann-Liouville (here-
after identified by RL) integral, one might explore its “con-
volutional” structure, shown in Eqs. (8) and (9), since one
has – for the left-sided case –
1
Γ(α)
1
t1−α
∗ f(t), (42)
where * is the convolution symbol. An analog expression
exists for the right-hand sided RL integral.
It may be tempting to approximate the convolution
shown in Eq. (42) in a straight manner, i.e, through dis-
cretization of the independent variable and then performing
a discrete convolution in time domain or an usual product
in the reciprocal space, through use of the discrete Fourier
transform – DFT. However, one should notice that the con-
volution kernel is singular at the origin when <(α) < 1.
Therefore, care must be taken in order to perform such ap-
proximation.
4.2. Linear multi-step method
In this work we want to approximate left-sided RL inte-
grals, Eq. (8) with a = 0, through the use of fractional
linear multistep method (FLMM), first proposed by Lubich
[17]. This method is a generalization of the the well-known
class of linear multistep methods (LMM) used to approx-
imate solutions of ordinary differential equations (ODEs)
[16]. Below, the main concepts of usual LMM are re-
viewed, building the path to the exposition of Lubich gen-
eralization.
Consider first the classical case in which α = 1. One
may employ LMMs to approximate the following initial
value problem:
y′(t) = f(t, y(t))
y(0) = 0
⇒ y(t) =
t∫
0
f(t′, y(t′))dt′
(43)
Let ti = i∆t be the i-th node of the mesh generated by dis-
cretization of the interval of interest and yi the approximate
solution of Eq. (43) at ti. For simplicity, we consider that
the increment ∆t is constant along the process. The sim-
plest approach to approximate the considered ODE is the
explicit Euler method [16, 15], given by
yi+1 = yi + ∆tf(ti, yi)
y0 = yˆ0
with i ∈ [0, N − 1]. (44)
It can be shown [16, 15] that explicit Euler scheme is a first
order method, denoted by O(∆t). However, the main as-
pect to be considered here is the fact that Eq. (44) is a
one-step method, i.e., the value of yi+1 depends only on
the value of yi. Another example of one-step method is
the class of Runge-Kutta schemes. Alternatively, one might
make use of other entries of y to approximate the desired
solution. In general, one would deal with the following dif-
ference equation
N∑
k=0
αkyn−k = ∆t
N∑
k=0
βkfn−k (45)
where fk = y′k and {αk}N0 and {βk}N0 are two sets of con-
stants that depend on the structure of the employed method.
Eq. (45) is called a linear multi-step method. There is
a plethora of methods based on it, including the Adams-
Bashfort (explicit) and Adams-Moulton (implicit) methods.
References [16, 15] are recommended to the reader who
seeks for detailed analysis on the subject.
It is clear that the coefficients αk, βk play a fundamental
role on both stability and convergence of the LMM shown
in Eq. (45). In fact, since one deals with a difference equa-
tion with constant coefficients, discrete Laplace transform
rises as a powerful tool for analysis of such systems. It is
defined by5
L[y](z) =
∞∑
n=0
znyn (46)
and allows us to obtain the generating polynomials of the
considered LMM [15, 31, 32, 18, 19]
ρ(z) =
N∑
j=0
αjz
n−j
σ(z) =
N∑
j=0
βjz
n−j
(47)
Since the polynomials ρ(z) and σ(z) completely deter-
mine the LMM, it is customary to designate the method by
(ρ, σ).
4.3. Classical convolution quadratures
As pointed out at the beginning of Section 4.1, one might
approximate the left-sided RL integral through the use of
discrete convolutions. Despite the singularity at kernel’s
5One might notice the similarity between Eq. (46) and the Z-transform
of a causal signal, except from exponents signal. In fact, Z-transform is a
useful resource in discrete system analysis and could be used to character-
ize the LMM given by Eq. (45) as well its counterpart given by Eq. (46)
[30, 31].
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origin, Eq. (42), convolution is, in fact, a tool to be consid-
ered. We want to approximate an integral (possibly singular
at some finite set) I(t) =
t∫
0
f(t′)g(t− t′)dt′ by means of a
discrete convolution:
I(t = n∆t) ≡ In ≈
n∑
j=0
ωjgn−j +
s∑
j=0
µnjgn−j , (48)
where ωj depends on ∆t and s ≤ n . The second sum
is necessary to ensure convergence near the origin, and the
coefficients µnj are the so-called starting quadrature terms
[32, 20, 19]. They can be obtained forcing the approxima-
tion given by Eq. (66) to be exact for polynomials of degree
up to s [20].
It can be shown [32, 19] that ωj is the j-th coefficient of
the rational series
ω(z) =
σ(z−1)
ρ(z−1)
=
∞∑
j=0
ωjz
j . (49)
Observing Eq. (49), one notices the need for a Laplace
transform inversion in order to estimate ωj . However, as
pointed by Lubich in [20] and [21], ωj is proportional to
the s-order approximation of the inverse Laplace transform
L−1(s) = f(t), when t is far from any singularity. In the
general case, Eq. (49) requires a priori knowledge of the an-
alytic Laplace transform of the considered LMM. If this is
not the case, numerical procedures can be used to perform
an inversion.
4.4. Fractional quadratures and the Gru¨nwald-
Letniknov fractional derivative
As considered in the previous section, linear multi-step
methods can be used to approximate convolution integrals,
in the classical sense. Interestingly, the generalization for
the fractional case is quite straightforward: Lubich shows
in [17] that the fractional left-sided Riemann-Liouville in-
tegral can be approximated through the coefficients of
[ω(z)]α, (50)
in which ω(z) is given by Eq. (49). With this result, one
has the approximation
Iα+[f ]n ≈ (∆t)α
n∑
j=0
ωαj fn−j + (∆t)
α
s∑
j=0
µnjfn−j . (51)
One fundamental requirement about fractional linear multi-
step methods (FLMM) is that they must be implicit [17].
A beautiful result rises when one uses the implicit Euler
scheme, given by
yi = yi−1 + ∆tfi. (52)
By direct inspection of Eq. (52) and application of Lubich
fractional generalization, Eq. (51), one obtains the follow-
ing polynomial:
ωα(z) = (1− z)−α =
∞∑
n=0
(−1)n
(−α
n
)
zn (53)
Using this result in the discrete convolution given by Eq.
(51), and discarding for the moment the starting weights,
one has
Iα+[f ]n ≈ (∆t)α
n∑
j=0
(−1)j
(−α
j
)
fn−j (54)
which corresponds precisely to a truncated approximation
for the Gru¨nwald-Letnikov derivative of α-order, vide Eq.
(14). From a theoretical perspective, Eq. (54) builds the
path to the proof on the equivalence between Gru¨nwald-
Letnikov (GL) and Riemann-Liouville fractional deriva-
tives; see, for example, [5] and [33]. This connection allows
us to approach theoretically a certain fractional problem us-
ing RL integrals, but numerically approximating it through
GL derivatives of real negative orders [22].
4.5. Gamma and factorial functions overflow and the
short-memory principle for Gru¨nwald–Letnikov ap-
proximation
The approximation obtained by means of Eq. (54) has an
important drawback: the sequence{
|ωj | =
∣∣∣∣(αj
)∣∣∣∣ ;α > 0} (55)
decays rapidly to zero as α or j increase, as can be seen in
Figure 1. Simultaneously, the coefficients
(−α
j
)
diverge. In
this sense, one loses any control over precision and stability
of GL approximation. Another error source due the form of
Figure 1: Evolution of the generalized binomial coefficient
magnitude as α and j increases.
Eq. (55) is related to the behavior of gamma and facto-
rial functions for large numbers in computational environ-
ment. For instance, SCILAB language [34] returns infinity
for j! = Γ(j + 1); j > 170. In practical terms, this over-
flow sets a limit on the mesh refinement. Such limitation
can be visualized in Figure 2, where it is approximated the
solution of I0.5+ [f ](t) for f(t) = 1, t ∈]0, 10], whose exact
solution is given by f(t) = Γ−1(1.5)
√
t, t > 0. It is shown
in Figure 3 how the relative error of the GL approximation
increases artificially above t ≈ 3.4.
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Figure 2: Artificial steadiness introduced in the Gru¨nwald-
Letnikov approximation due overflow of gamma function
for large j.
Figure 3: Error amplification in the Gru¨nwald-Letnikov ap-
proximation due to gamma function overflow.
Figure 4: Gru¨nwald-Letnikov approximation with coarser
grid (N = 150).
An immediate solution for this issue consists in making
the grid coarser; vide Figures 4 and 5. However, it should
be noticed that Euler’s scheme, even in the fractional case
[17], is an order one method. Therefore, making ∆t large
leads to a progressive loss of the accuracy.
The observed errors are due solely to number represen-
tation limitations on computers, and have nothing to do with
Figure 5: Error in the Gru¨nwald-Letnikov approximation
with coarser grid.
the nature of the fractional operations discussed so far. On
the other hand, the rapid decay of GL approximation coeffi-
cients introduces some interesting aspects. It shows that, at
least for the case of fractional derivative (α > 0), the lower
terminal a (taken equal to zero here) contributions are not
always fundamental for the evaluation of Dα[·]. In other
words, there is some sort of “numerically induced locality”
in a non-local operator. That means that one could use only
few past entries for each n in order to approximateDαn and,
therefore, I−αn , according Section 2.1. This is what Li and
Zeng call short-memory principle [22]. In their work, au-
thors digress on how one can estimate a truncation term.
We, however, follow a different path, in which zero and one
order approximations of the generalized Newton-Cotes are
used [22, 35]. Such approach provides similar results than
those obtained by FLMM methods (up to order one) and
does not suffer from the former approach practical compli-
cations, such as the need for Laplace transform inversions
and truncation terms estimation.
4.6. Interpolation methods and the Fractional Newton-
Cotes formula
Instead of using FLMM to approximate Iαn , one can appeal
to interpolation methods, whose formalism is built on or-
thogonal polynomials local expansions [14]. The main idea
consists in approximating the integrand by an easily inte-
grable function within a given partition of the original inter-
val. As shown by Li and Zheng [22], this classical method
can be extended without further difficulties to the fractional
scenario. For example, let us consider a zero order approxi-
mation for f , i.e., when one wants to approximate f(t) in a
given partition t ∈ [tk, tk+1] by fk+1/2 ≡ 0.5(fk + fk+1).
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In the case of f(tk) ≈ fk , the left-sided RL integral reads
Iαn =
1
Γ(α)
tn∫
0
(tn − t′)α−1f(t′)dt′
≈ 1
Γ(α)
n−1∑
k=0
tk+1∫
tk
(tn − t′)α−1fkdt′
≈ 1
Γ(α+ 1)
n−1∑
k=0
fk [(tn − tk)α − (tn − tk+1)α]
≈ (∆t)
α
Γ(α+ 1)
n−1∑
k=0
fk [(n− k)α − (n− k − 1)α]
≈
n−1∑
k=0
fkc(n−1)−k, (56)
in which
ck ≡ (∆t)
α
Γ(α+ 1)
[(k + 1)α − kα]. (57)
The case for f(tk) ≈ fk+1 is completely analogous, lead-
ing to
Iαn ≈
n−1∑
k=0
fk+1c(n−1)−k, (58)
where ck is given by Eq. (57). Taking the average between
Eqs (56) and (58), one deals with the fractional composite
trapezoid rule [22]:
Iαn ≈
n−1∑
k=0
fk+ 12 c(n−1)−k. (59)
In principle, one might choose higher order approxima-
tions for f and apply the same procedure above in order to
obtain better estimations. This is possible since the inte-
grand can be locally approximated by a polynomial. In the
general case, one can represent f(t) by its Lagrange poly-
nomial [15, 14], given by
f(t) =
P−1∑
j=0
f(k+ jP−1 )
`(k+ jP−1 )
(t), (60)
with
`(k+ jP−1 )
(t) =
P−1∏
i=0
j 6=i
[
t− t(i+ jP−1 )
t(k+ jP−1 )
− t(k+ iP−1 )
]
. (61)
In the expressions above, P is the number of sub-partitions
of the interval [tk, tk+1].
In a formal sense, there is no impediment to the deriva-
tion of higher orders schemes, provided by the Fractional
Newton-Cotes formula [22]:
1
Γ(α)
n−1∑
k=0
P−1∑
j=0
f(k+ jP−1 )
tk+1∫
tk
`(k+ jP−1 )
(t′)(tn − t′)α−1dt′
(62)
It may be tempting to increase in order to achieve better re-
sults; however, one should notice that for equidistant points,
Lagrange interpolation presents oscillatory behavior near
terminals [14], leading to bad representations of the inte-
grand. In fact, for sufficiently smooth integrands, low order
methods provide satisfactory results.
4.7. Numerical examples
To illustrate the use of fractional linear multi-step and in-
terpolation methods to approximate left-sided RL integrals,
let us consider two integrands: f(t) = 1 and g(t) = et,
whose exact integrals are given respectively by
Iα[f ](t) = 1Γ(α+1) t
α, and
Iα[g](t) = 1Γ(α)e
tγ(t, α)
(63)
where γ(·, ·) is the lower incomplete gamma function, given
by
γ(t, α) =
t∫
0
uα−1e−udu, (64)
whose numerical evaluation can be performed through Tay-
lor series expansion, at least for small t [36]:
γ(t, α) =
∞∑
n=0
(−1)n
n!(α+ n)
tα+n (65)
It is interesting to notice that both Gru¨nwald-Letnikov
approximation and zero order Newton-Cotes method (NC-
0) can be represented by a discrete causal convolution:
Iαn =
n∑
k=0
fkcn−k, (66)
in which the coefficients are given respectively by
cGLk = (∆t)
α(−1)k(−αk ), and
cNC-0k =
(∆t)α
Γ(α+1) [(k + 1)
α − kα]
(67)
Therefore, both methods can be efficiently implemented by
means of use of FFT algorithms, largely available [34].
Fig. 6 shows results for I[f ]α(t) using GL approxima-
tion, where it can be noticed a good agreement among exact
and approximate results. In Fig. 7 are shown the errors of
the GL approximation, corroborating to the good accuracy
statement, since far from origin (a point of singularity), rel-
ative deviations fall below 0.1% for all tested α, in the worst
case scenario, at t & 6.0. NC-0 method provides similar
results to those shown in Fig. 6. In fact, both methods dif-
fer little, as can be seen in Fig. 8, where absolute difference
between approximations are shown. In either case, it is im-
portant to keep in mind that the integrand is a zero-order
polynomial, which by construction of the methods, must
lead to a high fidelity approximation.
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Figure 6: GL approximation for f(t). Lines show the ex-
act result, while approximate solutions are represented by
the squares. One should notice how solutions progressively
approach the classical solution f(t) = t.
Figure 7: Error of the GL approximation. Due to the singu-
larity at t = 0, one observes a larger error near origin.
Figure 8: Absolute difference between GL and NC-0 ap-
proximations.
Fig. 9 shows results for Iα[g](t) using GL approxima-
tion, presenting again a good agreement between exact and
approximate solutions. Errors are shown in Fig. 10. NC-0
method also led to good approximations, but since neither
of methods are built to match higher order polynomials, it
was verified an increasing of the error magnitude for larger
Figure 9: GL approximation for g(t). Lines show the ex-
act result, while approximate solutions are represented by
squares.
Figure 10: Error in the GL approximation for g(t).
values of t, vide Fig. 11. This is also related to the limited
extent of the series representation for the lower incomplete
gamma function, vide Eqs. (64) and (65).
Figure 11: Absolute deviation among GL and NC-0 ap-
proximations for g(t). One notices an error amplification
for values near superior terminal.
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5. Conclusions
The present paper introduced Fractional Calculus main con-
cepts, performing a connection between this theoretical
background to applied classical electrodynamics. Such
connection is feasible due mainly to the “convolutional”
structure of both fractional operators – such Riemman-
Liouville integrals and Gru¨nwald-Letnikov derivatives –
and constitutive relations of linear non-local media.
In order to provide means for numerical experimenta-
tion on this theoretical development, a review on two of
the most simple numerical tools was carried out, in which
were pointed out practical aspects, such as gamma func-
tion overflow and implementation through FFT algorithms.
With respect to the former occurrence, it is clear that order
zero Newton-Cotes approximation should be chosen when
fine grids are necessary.
Despite the fact that only low order schemes were used
in this work, general formulations were exposed, allowing
one to build more complex models, at the expense of ei-
ther performing a Laplace transform inversion (FLMM), or
using higher order polynomial approximations of the in-
tegrand (fractional Newton-Cotes method). Both choices
have their virtues and drawbacks and it is on the operator to
decide which one is better for a given problem.
6. Acknowledgements
The author would like to thank D.Sc. Luis A. R. Ramirez
from Military Institute of Engineering – IME at Rio de
Janeiro and Helen Braga, from CBPF for their support and
critical analysis of this work.
References
[1] Ross, B. Fractional Calculus and its Applica-
tions. (Lecture Notes in Mathematics) 1ed. Berlin:
Springer, 1975. 381 p.
[2] Hermann, R. Fractional Calculus: an introduction
for physicists. 1ed. Singapore: World Scientific Pub-
lishing, 2014. 479 p.
[3] Tarasov, V. E. Review of Some Promising Fractional
Physical Models. International Journal of Modern
Physics B. v. 27. n. 9 1–38. 2013.
[4] Oughstun, K. E. Electromagnetic and Optical Pulse
Propagation 1: Spectral Representations in Tempo-
rally Dispersive Media. (Springer Series in Optical
Sciences). 1ed. New York: Springer, 2006. 456 p.
[5] Hilfer, R. Applications of fractional calculus in
physics. 1ed. Singapore: World Scientific Publish-
ing, 2000. 463 p.
[6] Jonscher, A. K. The ’universal’ dielectric response.
Nature. v. 267. n. 673-679. 1977.
[7] Jonscher, A. K. Dielectric relaxation in solids. Jour-
nal of Physics D: Applied Physics. v. 32. n. R57.
1999.
[8] Tarasov, V. E. Universal electromagnetic waves in di-
electric. Journal of Physics: condensed matter. v. 20.
n. 17 175223. 2008.
[9] Tarasov, V. E. Fractional dynamics: Applications of
fractional calculus to dynamics of particles, fields
and media. (Nonlinear Physical Sciences Series).
1ed. Beijing: Higher Education Press, 2010. 504 p.
[10] Tarasov, V. E. Fractional integro-differential equa-
tions for electromagnetic waves in dielectric media.
Theoretical and Mathematical Physics. v. 158. n. 3
355–359. 2009.
[11] Samko, S.G.; Kilbas, A. A.; Marichev, O. I. Frac-
tional Integrals and Derivatives: theory and appli-
cations. 1ed. Singapore: Gordon and Breach Science
Publishers, 1993. 976 p.
[12] Oldham, K. B.; Spanier, J. The Fractional Calcu-
lus:Theory and Applications of Differentiation and
Integration to Arbitrary Order. 1ed. New York:
Dover Publications, 2006. 256 p.
[13] Greiner, W. Classical Electrodynamics. (Classical
Theoretical Physics) 1ed. New York: Springer, 1998.
555 p.
[14] Dahlquist, G.; Bjo¨rck, A˚. Numerical Methods.
(Dover Books on Mathematics). 1ed. New York:
Dover Publications, 2003. 573 p.
[15] Ralston, A,; Rabinowitz, P. A First Course in Numer-
ical Analysis. (Dover Books on Mathematics). 2ed.
New York: Dover Publications, 2001. p.
[16] Golub, G. H.; Ortega, J. M. Scientific Computing
and Differential Equations: An Introduction to Nu-
merical Methods. 1ed. San Diego: Academic Press,
1991. 337 p.
[17] Lubich, C. Discretized Fractional Calculus. SIAM
Journal on Mathematical Analysis. v. 17. n. 3 704–
719. 1986.
[18] Matthys, J. A-Stable linear multistep methods for
Volterra Integro-Differential Equations. Numerische
Mathematik. v. 27. n. 1 85–94. 1976.
[19] Wolkenfelt, P. H. M. Reducible quadrature methods
for Volterra integral equations of the first kind. BIT
Numerical Mathematics. v. 21. n. 2 232–241. 1981.
[20] Lubich, C. Convolution quadrature and discretized
operational calculus. I. Numerische Mathematik. v.
52. n. 2 . 1988.
[21] Lubich, C. Convolution quadrature and discretized
operational calculus. II. Numerische Mathematik. v.
52. n. 4 . 1988.
29
[22] Li, C.; Zeng, F. Numerical Methods for Fractional
Calculus. (Chapman & Hall/CRC Numerical Analy-
sis and Scientific Computing Series). 1ed. Abingdon:
Chapman and Hall/CRC, 2015. 281 p.
[23] de Oliveira, E. C.; Machado, J. A. T. A review of
definitions for fractional derivatives and integrals.
Mathematical Problems in Engineering. v. 2014. n.
2014 . 2014.
[24] Tarasov, V. E. No violation of the Leibniz rule. No
fractional derivative. Communications in Nonlinear
Science and Numerical Simulation. v. 18. n. 11 2945
– 2948. 2013.
[25] Ortigueira, M. D.; Machado, J. A. T. Journal of
Computational Physics. v. 293. n. 4–13. 2015.
[26] Whittaker, K. A.; Keaveney, J.; Hughes, I. G.;
Adams, C. S. Hilbert transform: Applications to
atomic spectra. Physical Review A. v. 91. n. 032513.
2015.
[27] Garrappa, R.; Mainardi, F.; Maione, G. Models of
dielectric relaxation based on completely monotone
functions. Fractional Calculus and Applied Analysis.
v. 19. n. 5 1105-1160. 2016.
[28] Zhao, X.; Peng, G.; Jiang, X.; Liu, W.; Zhan, Z.;
Meng, W.; Wang, Y.; Song, T.; Li, J.; Feng, H. In-
vestigation of relaxation process in poly(vinylidene
fluoride–hexafluoropropylene) using dielectric re-
laxation spectroscopy. Journal of Materials Science:
Materials in Electronics. v. 27. n. 1 718–723. 2016.
[29] Gao, Y.; Chen, Z.; Tu, W.; Li, X.; Tian, Y.; Liu,
R.; Wang, L. Anomaly in dielectric relaxation dis-
persion of glass-forming alkoxy alcohols. The Jour-
nal of Chemical Physics. v. 142. n. 21 214505. 2015.
[30] Coughlan, J. J.; Hill, A. T.; Logemann, H. The Z-
transform and linear multistep stability. IMA Journal
of Numerical Analysis. v. 27. n. 1 45–73. 2007.
[31] Galeone, L.; Garrappa, R. On Multistep Methods for
Differential Equations of Fractional Order. Mediter-
ranean Journal of Mathematics. v. 3. n. 3 565–580.
2006.
[32] Lubich, Ch. IMA Journal of Numerical Analysis.
IMA Journal of Numerical Analysis. v. 3. n. 4 439–
465. 1983.
[33] Lovoie, J.; Olser, T.; Tremblay, R. Fractional Deriva-
tives and Special Functions. SIAM Review. v. 18. n.
2 240–268. 1976.
[34] Scilab Enterprises. Scilab: Free and Open Source
software for numerical computation (Linux, Version
6.0.1).2012. Available in http://www.scilab.org .
[35] Li, C.; Chen, A.; Ye, J. Numerical approaches to
fractional calculus and fractional ordinary differen-
tial equation. Journal of Computational Physics. v.
230. n. 9 3352–3368. 2011.
[36] Abergel, R.; Moisan, L. Fast and accurate
evaluation of a generalized incomplete gamma
function.2016. Available in https://hal.archives-
ouvertes.fr/hal-01329669.
30
