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Introduction
It is not easy to establish when a particular mathematical discipline is born, howe-
ver, we can say that analytic number theory was born with Euler’s definition of
the zeta function and with Dirichlet theorem on primes in arithmetic progressions.
Between the end of the 17th and the beginning of the 18th centuries, Legendre,
Gauss and Dirichlet hypothesized about the distribution of the prime numbers.
Their conjectures showed equivalent to what we know nowadays as the prime
number theorem, which is one of the most important accomplishments of analy-
tic number theory. Nevertheless, it was not until the middle of the 19th century
that the Russian mathematician Chebyshev proved a slightly weaker version of
the theorem, taking a step forward to the search of the final proof. It was Rie-
mann who later used the most important analytic tool we have to study the prime
numbers, that is, the Riemann ζ function, whose former definition as real function
goes back to Euler analytic proof of the existence of infinitely many prime num-
bers. Hadamard and de la Valle´e-Poussin applied the Riemann theory to prove,
independently, the prime number theorem. In their proof they both used complex
analysis tools as well as the fact that no zeros of the function ζ(s) lie on the line
<(s) = 1.
The first objective of this work it to present a detailed study on the Riemann ζ
function as a complex function, which includes its analytic continuation, functional
equation and those necessary properties to proof in the following chapter the prime
number theorem. The second objective is to write a self contained proof of the
primer number theorem, discarding the superfluous results found in the references
to achieve a clear and concise proof. In that regard, we also include our own
graphics to help the understanding of the behavior of the functions that appear
in the proof. Lastly, we consider the Riemann hypothesis, qualified as one of the
Millennium Problems by the Clay Institute and a key point in the development of
modern number theory.
The second part of this work aims to find physical applications of the mathe-
matical methods used in this work of analytic number theory. On this subject we
present the Casimir effect, which is a first example on renormalization in quantum
theories and in which we show that the analytic continuation of the ζ function
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plays an important role. The second case is Lee-Yang theory. Although in this
last case there is no direct application of the methods studied in the mathematical
part of the work, it shows the importance of studying the distribution of zeros of
certain functions. Therefore, Lee-Yang theory could be a very interesting bridge
between two apparently very different disciplines such as statistical mechanics and
number theory. In fact, in the development of this work, we unexpectedly discove-
red that Lee and Yang based a part of their proof of the circle theorem presented
here on a Po´lya article ([11]) on the integral representations of the Riemann ζ func-
tion, as Kac mentions in a comment of the same article. Lastly, we have applied
the Lee-Yang theory to the one and two dimensional Ising models. We have been
able to compute the distribution of the zeros of the partition functions, which has
enabled us the study of the phase transitions of these thermodynamic systems.
Introduccio´
E´s dif´ıcil establir el naixement exacte d’una disciplina matema`tica pero` no errem
gaire si considerem que la teoria anal´ıtica de nombres te´ els seus inicis en la definicio´
d’Euler de la funcio´ zeta i en el teorema de Dirichlet sobre els primers en les
progressions aritme`tiques. Entre finals del segle XVIII i principis del segle XIX,
Legendre, Gauss i Dirichlet van conjecturar l’avui conegut com a teorema dels
nombres primers, un dels fruits me´s importants que ens ha donat la teoria anal´ıtica
de nombres. Tot i aix´ı, no va ser fins ben entrat el segle XIX que el matema`tic
rus Chebyshev va aconseguir demostrar una versio´ me´s de`bil del teorema, fent un
pas en ferm cap a la demostracio´ final. Havia de ser Riemann qui posteriorment
introdu´ıs l’eina anal´ıtica me´s important que disposem per a l’estudi dels nombres
primers, la funcio´ ζ de Riemann com a funcio´ de variable complexa, emprada ja
inicialment per Euler com a funcio´ de variable real en una demostracio´ anal´ıtica
de la infinitat dels nombres primers. En fer u´s de les idees de Riemann, Hadamard
i de la Valle´e-Poussin trobaren de manera independent dues demostracions del
teorema l’any 1896. Totes dues apliquen me`todes de l’ana`lisi complexa a la teoria
de nombres i tenen com a punt clau que la funcio´ ζ(s) no s’anul·la en la recta
<(s) = 1.
El primer objectiu d’aquest treball e´s presentar un estudi detallat de la funcio´
ζ de Riemann, que inclou la seva perllongacio´ anal´ıtica, l’equacio´ funcional i totes
les propietats necessa`ries per a la posterior demostracio´ del teorema dels nombres
primers. El segon objectiu e´s demostrar el teorema dels nombres primers de ma-
nera autocontinguda, filtrant els resultats superflus trobats a les refere`ncies per
tal de tenir una exposicio´ el me´s clara i concisa possible. Aix´ı mateix, hem afegit
gra`fics d’elaboracio´ pro`pia per tal de facilitar la comprensio´ de les funcions auxi-
liars emprades en la demostracio´. Per u´ltim introdu¨ım la hipo`tesi de Riemann,
considerat un dels Problemes del Mil·lenni per l’Institut Clay i una de les peces
clau per a entendre el desenvolupament de la teoria de nombres moderna.
La segona part del treball te´ com a objectiu trobar aplicacions f´ısiques de les
te`cniques utilitzades de la teoria anal´ıtica de nombres. En aquest sentit presentem
l’efecte Casimir, que ens proporciona un primer exemple de renormalitzacio´ en
teories qua`ntiques i on hi veiem que la prolongacio´ anal´ıtica de la funcio´ ζ hi juga
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un paper important. El segon cas que introdu¨ım e´s la teoria de Lee-Yang. Malgrat
que en aquest darrer cas no hi ha una aplicacio´ directa de cap te`cnica estudiada a
la part purament matema`tica, s´ı que e´s un exemple que visualitza la importa`ncia
de l’estudi de les distribucions dels zeros de certes funcions. Aix´ı doncs, la teoria
de Lee-Yang pot esdevenir un pont interessant entre la teoria de nombres i la
meca`nica estad´ıstica. De fet, en el desenvolupament d’aquest treball hem trobat
que els mateixos Lee i Yang van basar-se en l’article de Po´lya ([11]) sobre les
representacions integrals de la funcio´ ζ de Riemann per a demostrar el teorema
del cercle de Lee-Yang, tal com esmenta Kac en un comentari del mateix article.
Per acabar, hem aplicat la teoria de Lee-Yang al model d’Ising i hem computat les
distribucions de zeros per a les funcions de particio´ d’aquest model en una i dues
dimensions, la qual cosa ens ha perme`s estudiar les transicions de fase d’aquest
sistema termodina`mic.
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Cap´ıtol 1
La funcio´ zeta de Riemann
1.1 Se`ries de Dirichlet
Definicio´ 1.1. Una funcio´ aritme`tica e´s una funcio´ f : N −→ C.
Definicio´ 1.2. Direm que una funcio´ aritme`tica f e´s multiplicativa si se satisfa`
que f(1) = 1 i per a tot a, b ∈ N coprimers f(ab) = f(a)f(b). Direm que la funcio´
aritme`tica e´s completament multiplicativa si la segona condicio´ se satisfa` per
a qualssevol a i b.
Definicio´ 1.3. Una se`rie de Dirichlet e´s una se`rie de la forma
∞∑
n=1
f(n)
ns
,
on f(n) e´s una funcio´ aritme`tica i s ∈ C.
Escriurem s = σ + it amb σ i t reals. Amb aquesta notacio´,
ns = es logn = e(σ+it) logn = nσeit logn,
d’on resulta que |ns| = nσ.
Definicio´ 1.4. Donat a ∈ R, el conjunt de punts s = σ + it tals que σ > a
s’anomena el semipla` definit per a.
Estudiem ara la converge`ncia de les se`ries de Dirichlet. Observem que si σ ≥ a
tenim que |ns| = nσ ≥ na, per tant∣∣∣∣f(n)ns
∣∣∣∣ ≤ |f(n)|na .
E´s a dir, si una se`rie de Dirichlet e´s absolutament convergent per a s = a + ib
aleshores pel criteri de comparacio´ tambe´ ho sera` per a tot s amb σ ≥ a.
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Converge`ncia i productes d’Euler
Proposicio´ 1.1. Suposem que la se`rie de Dirichlet
∑∞
n=1|f(n)n−s| no convergeix
arreu o be´ no divergeix arreu. Aleshores existeix un nombre real σa tal que la
se`rie convergeix absolutament si σ > σa i no convergeix absolutament si σ < σa.
Anomenarem σa l’abscissa de converge`ncia absoluta.
Demostracio´. Sigui D el conjunt de tots els nombres reals σ tal que la se`rie di-
vergeix. D e´s no buit per hipo`tesi, ja que la se`rie no convergeix per a tot s, i D
esta` fitat superiorment, ja que la se`rie no divergeix per a tot s. Per tant D te´
suprem que anomenarem σa. Si σ < σa aleshores σ ∈ D altrament σ seria una
cota superior me´s petita que el suprem. Si σ > σa aleshores σ /∈ D ja que σa n’e´s
el suprem.
Suposem que
∑∞
n=1 f(n)n
−s convergeix absolutament per a σ > σa. Denotarem
per F (s) la funcio´ suma on s pertany al semipla` definit per a σa.
Teorema 1.1 (Teorema d’unicitat). (cf.[1]) Siguin F (s) i G(s) dues se`ries de
Dirichlet
F (s) =
∞∑
n=1
f(n)
ns
, G(s) =
∞∑
n=1
g(n)
ns
,
ambdues absolutament convergents per a σ > σa. Si F (s) = G(s) per a cada s en
una successio´ infinita {sk} tal que σk → +∞ quan k →∞, aleshores f(n) = g(n)
per a tot n.
Corol·lari 1.1. Sigui F (s) = ∑∞n=1 f(n)n−s i suposem que F (s) 6= 0 per a algun
s amb σ > σa. Aleshores existeix un semipla` σ > c ≥ σa en el qual F (s) no e´s
mai zero.
Demostracio´. Suposem que no existeix aquest semipla`. Aleshores podem construir
una successio´ infinita {sk} tal que per a tot k F (sk) = 0. Aplicant el teorema
d’unicitat anterior, obtenim que f(n) = 0 per a tot n, contradient la hipo`tesi que
F (s) 6= 0 per algun s.
El resultat segu¨ent ens permet relacionar el producte de se`ries de Dirichlet amb
la convolucio´ de Dirichlet dels seus coeficients.
Proposicio´ 1.2. Donades dues funcions F (s) i G(s) representades per se`ries de
Dirichlet
F (s) =
∞∑
n=1
f(n)
ns
per a σ > a,
i
G(s) =
∞∑
n=1
g(n)
ns
per a σ > b.
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Aleshores en el semipla` on ambdues se`ries convergeixen absolutament tenim que
F (s)G(s) =
∞∑
n=1
h(n)
ns
,
on h = f ∗ g, que e´s la convolucio´ de Dirichlet de f i g,
h(n) =
∑
d|n
f(d)g
(n
d
)
.
Rec´ıprocament, si F (s)G(s) =
∑∞
n=1 α(n)n
−s per a tot s en una sequ¨e`ncia {sk}
amb σk → +∞ quan k →∞ aleshores α = f ∗ g.
Demostracio´. La segona equivale`ncia e´s immediata pel teorema d’unicitat. Per
provar la primera considerem el producte per a qualsevol s,
F (s)G(s) =
( ∞∑
n=1
f(n)
ns
)( ∞∑
m=1
g(m)
ms
)
=
∞∑
n=1
∞∑
m=1
f(n)g(m)
(nm)s
.
Ate`s que les se`ries convergeixen absolutament, podem reordenar els termes sense
alterar la suma. Agrupem els termes pels quals mn e´s constant, mn = k. Tenim,
doncs, que
F (s)G(s) =
∞∑
k=1
(∑
mn=k
f(n)g(m)
)
k−s =
∞∑
k=1
h(k)k−s,
on h(k) =
∑
mn=k f(n)g(m) = (f ∗ g)(k).
El teorema segu¨ent ens do´na una expressio´ de la se`rie de Dirichlet en un pro-
ductori este`s sobre els nombres primers.
Proposicio´ 1.3. Sigui f una funcio´ aritme`tica multiplicativa tal que la se`rie∑∞
n=1 f(n) e´s absolutament convergent. Aleshores la suma de la se`rie pot ser
expressada com un producte infinit convergent,
∞∑
n=1
f(n) =
∏
p
(
1 + f(p) + f(p2) + . . .
)
,
on el producte s’este´n sobre tots els primers. Si, a me´s, f e´s completament multi-
plicativa podem escriure
∞∑
n=1
f(n) =
∏
p
( ∞∑
n=0
f(p)n
)
=
∏
p
1
1− f(p) .
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Demostracio´. Considerem el producte finit
P (x) =
∏
p≤x
{1 + f(p) + f(p2) + · · · }
este`s sobre tots els primers p ≤ x. Cada terme del productori e´s una se`rie absolu-
tament convergent. Per tant podem reordenar la suma sense alterar-ne el resultat.
Un terme del productori sera` de la forma f(pa11 )f(p
a2
2 ) · · · f(parr ), ate`s que f e´s mul-
tiplicativa, aquest producte e´s igual a f(pa11 p
a2
2 · · · parr ). Pel teorema fonamental de
l’aritme`tica e´s possible escriure que
P (x) =
∑
n∈A
f(n),
on a e´s el conjunt format per aquells n amb tots els seus factors primers me´s petits
o iguals que x. Considerant B com el conjunt de tots els n amb factors primers
majors que x, obtenim que
∞∑
n=1
f(n)− P (x) =
∑
n∈B
f(n).
En prendre mo`duls se segueix que∣∣∣∣∣
∞∑
n=1
f(n)− P (x)
∣∣∣∣∣ ≤∑
n∈B
|f(n)| ≤
∑
n>x
|f(n)| x→∞−−−→ 0,
ate`s que
∑∞
n=1|f(n)| e´s convergent. Tenim, doncs, que P (x) →
∑∞
n=1 f(n) quan
x→∞. Falta veure que convergeix absolutament. Un productori infinit de la for-
ma
∏
(1+an) convergeix absolutament si la corresponent se`rie
∑∞
n=1 an convergeix
absolutament. Hem de veure que
∑
p|f(p) + f(p2) + · · ·| convergeix. Fixem-nos
que les derivades parcials satisfan que
∑
p≤x
|f(p) + f(p2) + · · ·| ≤
∑
p≤x
(|f(p)|+ |f(p2)|+ · · · ) ≤
∞∑
n=2
|f(n)|,
per tant estan acotades i tenim converge`ncia absoluta.
En aplicar el teorema anterior a les se`ries de Dirichlet absolutament convergents
obtenim el corol·lari segu¨ent.
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Corol·lari 1.2. Suposem que∑∞n=1 f(n)n−s convergeix absolutament per a σ > σa.
Si f e´s multiplicativa tenim que
∞∑
n=1
f(n)
ns
=
∏
p
{
1 +
f(p)
ps
+
f(p2)
p2s
+ · · ·
}
, si σ > σa,
i si f e´s completament multiplicativa tenim que
∞∑
n=1
f(n)
ns
=
∏
p
1
1− f(p)p−s , si σ > σa.
Els dos lemes segu¨ents ens ajudaran a demostrar l’existe`ncia d’un semipla` de
converge`ncia per a les se`ries de Dirichlet.
Lema 1.1 (Reduccio´ d’una integral Riemann-Stieltjes a una suma fini-
ta). (cf.[2]) Sigui α una funcio´ esglaonada definida en [a, b] amb salts αk a xk on
x1, . . . , xn so´n els punts de discontinu¨ıtat. Sigui f una funcio´ definida en [a, b]
tal que f i α no so´n alhora discontinues per la dreta o per l’esquerra a cada xk.
Aleshores la integral Riemann-Stieltjes,
∫ b
a
fdα, existeix i tenim que∫ b
a
f(x)dα(x) =
n∑
k=1
f(xk)αk.
Proposicio´ 1.4. Identitat d’Abel Per a qualsevol funcio´ aritme`tica a(n), con-
siderem A(x) =
∑
n≤x a(n), on A(x) = 0 si x < 1. Suposem que f te´ derivada
cont´ınua a l’interval [y, x] amb 0 < y < x. Aleshores,∑
y<n≤x
a(n)f(n) = A(x)f(x)− A(y)f(y)−
∫ x
y
A(t)f ′(t)dt.
Demostracio´. Com que A(x) e´s una funcio´ esglaonada amb salts f(n) a cada n,
podem expressar la suma com una integral de Riemann-Stieltjes d’acord amb el
lema anterior. Per tant, ∑
y<n≤x
a(n)f(n) =
∫ x
y
f(t)dA(t).
Podem integrar per parts i obtenim que
∑
y<n≤x
a(n)f(n) = f(x)A(x)− f(y)A(y)−
∫ x
y
A(t)df(t) =
= f(x)A(x)− f(y)A(y)−
∫ x
y
A(t)f ′(t)dt.
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Lema 1.2. Sigui s0 = σ0 + it0 i suposem que la se`rie de Dirichlet
∑∞
n=1 f(n)n
−s0
te´ sumes parcials acotades,∣∣∣∣∣∑
n≤x
f(n)n−s0
∣∣∣∣∣ ≤M, per a tot x ≥ 1.
Aleshores per a cada s amb σ > σ0 tenim que∣∣∣∣∣∑
n≤x
f(n)n−s0
∣∣∣∣∣ ≤ 2Maσ0−σ
(
1 +
|s− s0|
σ − σ0
)
.
Demostracio´. Sigui a(n) = f(n)n−s0 iA(x) =
∑
n≤x a(n) d’on resulta que f(n)n
−s =
a(n)ns0−s. En aplicar la identitat d’Abel considerant f(x) = xs0−s obtenim que∑
a<n≤b
f(n)n−s = A(b)bs0−s − A(a)as0−s − (s0 − s)
∫ b
a
A(t)ts0−s−1dt.
Ate`s que |A(x)| ≤M se segueix que
∣∣∣∣∣ ∑
a<n≤b
f(n)n−s
∣∣∣∣∣ ≤Mbσ0−σ +Maσ0−σ + |s− s0|M
∫ b
a
tσ0−σ−1dt
≤ 2Maσ0−σ + |s− s0|M
∣∣∣∣bσ0−σ − aσ0−σσ0 − σ
∣∣∣∣ ≤ 2Maσ0−σ (1 + |s− s0|σ − σ0
)
.
Teorema 1.2. Si la se`rie
∑∞
n=1 f(n)n
−s convergeix per a s0 = σ0 + it0 aleshores
tambe´ convergeix per a tot s amb σ > σ0. Si divergeix per s0 = σ0 + it0 aleshores
tambe´ divergeix per a tot s amb σ < σ0.
Demostracio´. Suposem que la se`rie convergeix per s0 = σ0+ it0. Prenem qualsevol
s amb σ > σ0, hem de veure que la se`rie
∑∞
n=1 f(n)n
−s e´s convergent. A tal fi,
comprovarem que la successio´ de sumes parcials e´s de Cauchy. En aplicar el lema
anterior obtenim que∣∣∣∣∣
b∑
n=1
f(n)n−s −
a∑
n=1
f(n)n−s
∣∣∣∣∣ =
∣∣∣∣∣ ∑
a<n≤b
f(n)n−s
∣∣∣∣∣ ≤ Kaσ0−σ,
on K e´s independent de a. Com que σ0 > σ, tenim que a
σ0−σ → 0 quan a→ +∞.
La segona afirmacio´ del teorema e´s consequ¨e`ncia directa de la primera ja que, si
no diverg´ıs per a σ < σ0, no podria divergir per s0.
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Corol·lari 1.3. Si la se`rie ∑∞n=1 f(n)n−s no convergeix arreu o no divergeix arreu,
aleshores existeix un nombre real σc tal que la se`rie convergeix per a tot s en el
semipla` σ > σc i divergeix per a tot s en el semipla` σ < σc. Anomenarem abscissa
de converge`ncia al nombre real σc. Si la se`rie convergeix arreu denotarem σc =
−∞, aix´ı mateix, si la se`rie divergeix arreu, denotarem σc = +∞.
Les abscisses de converge`ncia i converge`ncia absoluta tenen una relacio´ interes-
sant en les se`ries de Dirichlet com mostra el resultat segu¨ent.
Proposicio´ 1.5. Per a qualsevol se`rie de Dirichlet amb σc finita, tenim que
0 ≤ σa − σc ≤ 1.
Demostracio´. Hem de veure que si una se`rie de Dirichlet,
∑∞
n=1 f(n)n
−s convergeix
per algun s0, aleshores convergeix absolutament per a tot s amb σ > σ0 + 1. Sigui
A una cota superior de |f(n)n−s0 |. Tenim que∣∣∣∣f(n)ns
∣∣∣∣ = ∣∣∣∣f(n)ns0
∣∣∣∣ ∣∣∣∣ 1ns−s0
∣∣∣∣ ≤ Anσ−σ0 ,
d’on resulta que
∑∞
n=1|f(n)n−s| e´s convergent, ja que podem aplicar el test de
comparacio´ amb
∑∞
n=1 n
σ0−σ, que e´s convergent per σ > σ0.
Propietats anal´ıtiques
Les propietats anal´ıtiques de les se`ries de Dirichlet se segueixen del teorema segu¨ent.
Teorema 1.3. Sigui {fn} una successio´ de funcions anal´ıtiques en un subconjunt
obert S del pla complex i suposem que {fn} convergeix uniformement en cada
compacte de S a una funcio´ l´ımit f . Aleshores f e´s anal´ıtica en S i la sequ¨e`ncia
de derivades {f ′n} convergeix uniformement en cada subconjunt compacte de S a
la derivada f ′.
Demostracio´. Degut a l’analiticitat de fn en S podem aplicar la fo´rmula integral
de Cauchy,
fn(a) =
1
2pii
∫
∂D
fn(z)
z − adx,
on D e´s qualsevol disc compacte contingut en S, ∂D e´s la seva frontera orientada
positivament i a e´s un punt interior de D. Degut a la uniformitat de la converge`ncia
tenim que
f(a) = lim
n→∞ fn(a) = limn→∞
1
2pii
∫
∂D
fn(z)
z − adz =
1
2pii
∫
∂D
lim
n→∞
fn(z)
z − adz =
1
2pii
∫
∂D
f(z)
z − adz,
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que implica l’analiticitat de f dins D. Ana`logament, per a les derivades obtenim
que
f ′n(a) =
1
2pii
∫
∂D
fn(z)
(z − a)2dz i f
′(a) =
1
2pii
∫
∂D
f(z)
(z − a)2dz
i per tant f ′n(a)→ f ′(a) uniformement en cada subconjunt compacte de S.
Corol·lari 1.4. Una se`rie de Dirichlet convergeix uniformement en tot subconjunt
compacte a l’interior del semipla` de converge`ncia σ > σc. La funcio´ F (s) =∑∞
n=1 f(n)n
−s e´s anal´ıtica en el semipla` de converge`ncia σ > σc i la seva derivada
F ′(s) e´s representada en aquest semipla` per la tambe´ se`rie de Dirichlet
F ′(s) = −
∞∑
n=1
f(n) log n
ns
,
obtinguda en derivar terme a terme.
Demostracio´. E´s suficient demostrar que
∑∞
n=1 f(n)n
−s convergeix uniformement
en cada rectangle compacte, R = [α, β]× [c, d] amb α > σc. A tal fi veurem que la
successio´ de sumes parcials e´s una successio´ uniformement de Cauchy. En utilitzar
el resultat del lema 1.2 obtenim que∣∣∣∣∣
b∑
n=1
f(n)n−s −
a∑
n=1
f(n)n−s
∣∣∣∣∣ =
∣∣∣∣∣ ∑
a<n≤b
f(n)n−s
∣∣∣∣∣ ≤ 2Maσ0−σ
(
1 +
|s− s0|
σ − σ0
)
,
on s0 = σ0 + it0 e´s qualsevol punt dins del semipla` de converge`ncia σ > σc i s e´s
qualsevol punt amb σ > σ0. Escollim s0 = σ0 on σc < σ0 < α. Si s e´s dins del
rectangle, tenim que σ−σ0 ≥ α−σ0 i |s0−s| < C amb C una constant que depe`n
de s0 pero` no de s. Per tant, podem escriure una cota pel terme de Cauchy que
no depe`n del punt,∣∣∣∣∣ ∑
a<n≤b
f(n)n−s
∣∣∣∣∣ ≤ 2Maσ0−α
(
1 +
C
α− σ0
)
= Baσ0−α,
amb B independent de s. Concloem que aσ0−α → 0 quan a → +∞, demostrant
aix´ı que la successio´ de sumes parcials e´s uniformement de Cauchy i per tant∑∞
n=1 f(n)n
−s convergeix uniformement en cada subconjunt compacte a l’interior
del semipla` de converge`ncia.
Acabem amb dos resultats (cf. [1]). El primer s’aplica a les se`ries de Dirichlet
amb coeficients positius i ens servira` per detectar les singularitats d’aquestes. El
segon ens mostra que si tenim una se`rie de Dirichlet que no s’anul·la a arreu i
compleix f(1) 6= 0, aleshores la se`rie e´s l’exponencial d’una altra se`rie de Dirichlet.
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Proposicio´ 1.6. (cf.[1]) Sigui F (s) una funcio´ representada en el semipla` σ > c
per la se`rie de Dirichlet
F (s) =
∞∑
n=1
f(n)
ns
,
on c e´s finit. Suposem que f(n) ≥ 0 per a tot n ≥ n0. Si F (s) e´s anal´ıtica en
un disc al voltant del punt s = c, aleshores la se`rie de Dirichlet convergeix en el
semipla` σ > c − ε per a algun ε > 0. Consequ¨entment, si la se`rie de Dirichlet te´
una abscissa de converge`ncia σc, aleshores F (s) te´ una singularitat a l’eix real en
s = σc.
Proposicio´ 1.7. Sigui F (s) =
∑∞
n=1 f(n)n
−s una se`rie de Dirichlet absolutament
convergent per a σ > σa tal que f(1) 6= 0. Si, a me´s, F (s) 6= 0 per a σ > σ0 ≥ σa,
aleshores per a σ > σ0 tenim que F (s) = e
G(s), amb
G(s) = log(f(1)) +
∞∑
n=2
(f ′ ∗ f−1)(n)
log n
n−s,
on f−1 e´s la inversa de f respecte la convolucio´ de Dirichlet i f ′(n) = f(n) log n.
Finalment,
Definicio´ 1.5. Anomenarem funcio´ ζ de Riemann la se`rie de Dirichlet donada
f(n) = 1, n ≥ 1, e´s a dir,
ζ(s) =
∞∑
n=1
1
ns
.
1.2 Converge`ncia, perllongacio´ anal´ıtica i repre-
sentacions de ζ(s)
L’objectiu d’aquesta seccio´ e´s estudiar l’analiticitat de la funcio´ zeta de Riemann,
donar-ne l’equacio´ funcional i perllongar-la anal´ıticament utilitzant diverses re-
presentacions integrals d’ella mateixa. Abans, pero`, farem un inc´ıs en la funcio´
gamma d’Euler que ens sera` d’utilitat.
La funcio´ gamma d’Euler
Definicio´ 1.6. La funcio´ Γ d’Euler Γ e´s la funcio´ solucio´ de l’equacio´ funcional
Γ(s+ 1) = sΓ(s)
amb s = σ + it.
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Per a σ > 0, la funcio´ gamma te´ la representacio´ integral
Γ(s) =
∫ ∞
0
xs−1e−xdx. (1.2.1)
La funcio´ gamma tambe´ satisfa` una altra equacio´ funcional
Γ(s)Γ(1− s) = pi
sin(pis)
, (1.2.2)
d’on observem, que Γ(s) e´s anal´ıtica en tot el pla complex excepte en els punts
s = 0,−1,−2, ... on te´ pols simples de residu (−1)n/n! per s = −n.
Farem servir aquestes dues equacions funcionals i la representacio´ integral per
a l’estudi de ζ(s).
Primer de tot veiem un teorema ba`sic sobre la converge`ncia de ζ(s).
Teorema 1.4. La funcio´ ζ(s) convergeix absolutament per a σ > 1. La con-
verge`ncia e´s uniforme en tot semipla` σ ≥ 1 + δ amb δ > 0. Per tant ζ(s) e´s una
funcio´ anal´ıtica en s en el semipla` σ > 1.
Demostracio´. Hem de veure que
∑∞
n=1
∣∣ 1
ns
∣∣ = ∑∞n=1 1nσ convergeix per a σ > 1.
Pel test integral de converge`ncia, e´s suficient veure que la integral∫ ∞
1
1
xσ+ε
dx
e´s finita. Aixo` e´s immediat ja que∫ ∞
1
1
xσ+ε
dx =
[
x1−σ−ε
1− σ − ε
]∞
1
<∞ ate`s que σ > 1.
En aplicar el corol·lari 1.3 i el teorema 1.3, obtenim la converge`ncia uniforme i
l’analiticitat en el semipla` σ > 1.
Per a obtenir una representacio´ integral de ζ(s) necessitarem el lema segu¨ent.
Lema 1.3 (Converge`ncia de Levi). (cf.[2]) Sigui {gn} una successio´ de funcions
integrables en sentit Lebesgue en un interval I tal que:
1. Cada funcio´ gn e´s no negativa gairebe´ arreu en I.
2. La se`rie
∑∞
n=1
∫
I
gn convergeix.
Aleshores la se`rie
∑∞
n=1 gn convergeix gairebe´ arreu en I a una funcio´ suma g
integrable en sentit Lebesgue i se segueix que∫
I
g =
∫
I
∞∑
n=1
gn =
∞∑
n=1
∫
I
gn.
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En fer u´s de la funcio´ gamma d’Euler podem trobar una representacio´ integral
pel producte Γ(s)ζ(s).
Teorema 1.5. Per a σ > 1 tenim la representacio´ integral
Γ(s)ζ(s) =
∫ ∞
0
xs−1e−x
1− e−x dx. (1.2.3)
Demostracio´. Primer de tot mantindrem la variable s real, s > 1 i despre´s esten-
drem el resultat a tot el pla complex per continuacio´ anal´ıtica. En la representacio´
integral 1.2.1 fem el canvi de variable x = (n+ 1)t, amb n ≥ 0, i obtenim que
Γ(s) =
∫ ∞
0
e−xxs−1dx = (n+ 1)s
∫ ∞
0
e−(n+1)tts−1dt,
en passar el terme (n+ 1)s a l’altre costat i en sumar per a tot n ≥ 0, arribem a
∞∑
n=0
(n+ 1)−sΓ(s) = ζ(s)Γ(s) =
∞∑
n=1
∫ ∞
0
e−nte−tts−1dt,
essent la se`rie de la dreta convergent per a σ > 1. En prendre la integral en sentit
Lebesgue, podem aplicar el lema anterior de converge`ncia de Levi amb la successio´
{gn} = {e−nte−tts−1}. El lema ens diu que la se`rie
∑∞
n=0 gn e´s convergent gairebe´
arreu a una funcio´ suma integrable en sentit Lebsesgue i podem intercanviar el
sumatori amb la integral. Obtenim, doncs, que
ζ(s)Γ(s) =
∞∑
n=0
∫ ∞
0
e−nte−tts−1dt =
∫ ∞
0
∞∑
n=0
e−nte−tts−1dt.
Ate`s que t > 0, tenim que 0 < e−t < 1 i podem sumar la se`rie geome`trica
∞∑
n=0
e−nt =
1
1− e−t .
Aix´ı doncs,
ζ(s)Γ(s) =
∫ ∞
0
e−tts−1
1− e−tdt,
que prova el teorema per a s > 1 real. Per al cas general, e´s suficient veure, gra`cies
al principi de prolongacio´ anal´ıtica, que la funcio´ definida per la integral∫ ∞
0
ts−1e−t
1− e−tdt
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e´s anal´ıtica en el semipla` σ > 1, ja que la funcio´ Γ(s)ζ(s) tambe´ ho e´s i ambdues
coincideixen en la semirecta s ∈ R, s > 1. Aix´ı doncs, veurem que la integral e´s
uniformement convergent en tots els subconjunts del semipla` σ > 1 de la forma
1 + δ ≤ σ ≤ c, amb c > 1 i δ > 0. Sigui s ∈ C un punt qualsevol tenim que∫ ∞
0
∣∣∣∣ e−tts−11− e−t
∣∣∣∣ dt = ∫ ∞
0
e−ttσ−1
1− e−tdt
=
∫ 1
0
e−ttσ−1
1− e−tdt+
∫ ∞
1
e−ttσ−1
1− e−tdt.
Considerem la primera integral. Si 0 ≤ t ≤ 1, tenim que tσ−1 ≤ tδ, a me´s a me´s,
et − 1 ≥ t per a tot t ≥ 0, de manera que∫ 1
0
e−ttσ−1
1− e−tdt ≤
∫ 1
0
e−ttδ
1− e−tdt =
∫ 1
0
tδ
et − 1dt ≤
∫ 1
0
tδ−1dt =
1
δ
.
Pel que fa a la segona integral, si t ≥ 1 tenim que tσ−1 ≤ tc−1 i se segueix que∫ ∞
1
e−ttσ−1
1− e−tdt ≤
∫ ∞
1
e−ttc−1
1− e−tdt ≤
∫ ∞
0
e−ttc−1
1− e−tdt = Γ(c)ζ(c),
on l’u´ltima igualtat la podem escriure ja que el resultat esta` demostrat per c ∈ R,
c > 1. En resum, hem obtingut una fita uniforme (no depe`n del punt s) de la
integral del valor absolut, provant que la integral e´s absolutament convergent.
Per tant, la integral convergeix uniformement en totes les bandes 1 + δ ≤ σ ≤ c i
consequ¨entment e´s anal´ıtica en cada banda, que implica que ho e´s en tot el semipla`
σ > 1.
Per a l’extensio´ anal´ıtica necessitem encara d’una altra representacio´ de ζ(s)
en termes d’una integral de contorn.
Considerem el camı´ C format per tres camins C1, C2 i C3, C1 ve parametritzat
per z = re−pii mentre que parametritzem C3 per z = repii en ambdo´s casos r varia
de c a ∞, amb 0 < c < 2pi. Per u´ltim, C2 sera` un cercle positivament orientat de
radi c amb centre l’origen de manera que tanca el cicle tal com mostra la figura
1.1.
Teorema 1.6. Si 0 < a ≤ 1, la funcio´ definida per la integral de contorn
I(s) =
1
2pii
∫
C
zs−1ez
1− ez dz
e´s una funcio´ entera. A me´s a me´s, tenim que
ζ(s) = Γ(1− s)I(s) si σ > 1. (1.2.4)
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Figura 1.1: Camı´ d’integracio´ C format per C1, C2 i C3
Demostracio´. Considerem un disc compacte arbitrari format pels punts |s| ≤ M .
Demostrarem que la integral al llarg de C1 i C2 convergeix uniformement en el
disc. Al llarg de C1 tenim, per a r ≥ 1, que
|zs−1| = rσ−1|e−pii(σ−1+it)| = rσ−1epit ≤ rM−1epiM ,
on hem utilitzat que |s| ≤ M . De la mateixa manera, al llarg de C3 tenim, per a
r ≥ 1, que
|zs−1| = rσ−1|epii(σ−1+it)| = rσ−1e−pit ≤ rM−1epiM .
Per tant, en ambdo´s casos, per a r ≥ 1 se satisfa` que∣∣∣∣zs−1ez1− ez
∣∣∣∣ ≤ rM−1epiMe−r1− e−r = rM−1epiMer − 1 .
Observem que si r > log 2 tenim que er − 1 > er/2. Concloem que l’integrand
esta` acotat per ArM−1e−r on A = 1
2
epiM . Com que
∫∞
c
rM−1e−rdr e´s convergent
per a c > 0, tenim que la integral de l’enunciat convergeix uniformement, ja que
convergeix absolutament en un conjunt compacte. Com que l’integrand e´s anal´ıtic,
el podem representar en se`rie de pote`ncies en la variable s,
∑∞
n=0 an(z)s
n. Gra`cies
a la converge`ncia uniforme se segueix que
I(s) =
∫
Ci
( ∞∑
n=0
an(z)s
n
)
dz =
∞∑
n=0
∫
Ci
an(z)s
ndz =
∞∑
n=0
(∫
an(z)dz
)
sn,
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on Ci fa refere`ncia a cada camı´, i = 1, 3. Concloem, doncs, que I(s) e´s una funcio´
entera, ja que el procediment anterior e´s va`lid per a qualsevol disc. Per a provar
l’expressio´ 1.2.4, escrivim que
2piiI(s) =
∫
γ
zs−1g(z)dz,
on hem definit g(z) = ez/(1− ez). Al llarg de C1 i C3, tenim que
g(z) =
ez
1− ez =
ere
±pii
1− ere±pii =
e−r
1− e−r = g(−r).
Al llarg de C2, parametritzem z = ce
iθ amb θ ∈ [−pi, pi]. En calcular la integral al
llarg de γ = C1 + C2 + C3,
2piI(s) =
∫ c
∞
rs−1e−piisg(−r)dr + i
∫ pi
−pi
cs−1e(s−1)iθceiθg(ceiθ)dθ +
∫ ∞
c
rs−1epiisg(−r)dr.
En utilitzar que epiis − e−piis = 2i sin(pis) resulta que
2piiI(s) = sin(pis)
∫
c
∞rs−1g(−r)dr + ics
∫ pi
−pi
eisθg(ceiθ)dθ.
Ocupem-nos ara de la primera integral, en prendre el l´ımit quan c → 0 obtenim
per a σ > 1 que
lim
c→0
∫ ∞
c
rs−1
e−r
1− e−r dr = Γ(s)ζ(s),
on hem utilitzat la igualtat 1.2.3. Vegem ara que la segona integral s’anul·la quan
c → 0. Observem que g(z) e´s una funcio´ meromorfa al subconjunt |z| < 2pi amb
un u´nic pol de primer ordre en z = 0. Per tant zg(z) e´s anal´ıtica en tal subconjunt
i en consequ¨e`ncia acotada, |g(z)| ≤ A/|z|, amb |z| = c < 2pi i A una constant. En
prendre el mo`dul a la segona integral,∣∣∣∣∫ pi−pi eisθg(ceiθ)dθ
∣∣∣∣ ≤ cσ2
∫ pi
−pi
e−tθ
A
c
dθ ≤ Aepi|t|cσ−1 c→0−−→ 0,
on l’u´ltima igualtat e´s certa si σ > 1. En tenir en compte el resultat 1.2.2, arribem
a
piI(s) = sin(pis)Γ(s)ζ(s)→ ζ(s) = piI(s)
sin(pis)Γ(s)
= Γ(1− s)I(s).
En l’equacio´ 1.2.4, va`lida per a σ > 1, les funcions I(s) i Γ(1− s) tenen sentit
per a tot complex s. Per tant, podem utilitzar aquesta equacio´ per definir ζ(s)
per a σ ≤ 1. Cal veure, pero`, que aquesta perllongacio´ e´s, en efecte, anal´ıtica.
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Teorema 1.7. La funcio´ ζ(s) definida per ζ(s) = Γ(1 − s)I(s) e´s anal´ıtica per a
tot s ∈ C excepte per a s = 1 on hi te´ un pol simple de residu 1.
Demostracio´. Com que I(s) e´s una funcio´ entera, les singularitats de ζ(s) vindran
donades, en principi, pels pols de Γ(1− s), e´s a dir, pels punts s = 1, 2, 3, · · · . Ara
be´, pel teorema 1.4, ζ(s) e´s anal´ıtica per a s = σ > 1. Tenim, doncs, que l’u´nic
pol possible e´s s = 1. Vegem ara que s = 1 correspon a un pol de residu 1. Si s
e´s enter, posem s = n, l’integrand de I(s) pren els mateixos valors al llarg de C1
que de C3 cancelant mutuament les respectives integrals. Tenim doncs que
I(n) =
1
2pii
∫
C2
zn−1ez
1− ez dz = Resz=0
zn−1ez
1− ez .
En particular, quan n = 1, tenim que
I(1) = Res
z=0
ez
1− ez = limz→0
zez
1− ez = limz→0
z
e−z − 1 = limz→0
−1
e−z
= −1.
Per a trobar el residu de ζ(s) a s = 1 calculem el l´ımit
lim
s→1
(s−1)ζ(s) = − lim
s→1
(1−s)Γ(1−s)I(s) = − lim
s→1
(1−s)Γ(2− s)
1− s I(s) = −I(1)Γ(1) = 1
Concloem que ζ(s) te´ un pol simple en s = 1 amb residu 1.
1.3 L’equacio´ funcional de ζ(s)
Procedirem ara a trobar l’equacio´ funcional de ζ(s). Necessitarem un lema previ.
Lema 1.4. Sigui S(r) la regio´ del pla complex obtinguda en remoure d’aquest tots
els discs de radi r, 0 < r < pi amb centre a z = 2npii, n ∈ Z. Aleshores la funcio´
g(z) =
ez
1− ez
esta` acotada en S(r) per una cota que depe`n de r.
Demostracio´. Denotarem z = x+ iy. Considerem el rectangle foradat
Q(r) = {z tal que |x| ≤ 1, |y| ≤ pi, |z| ≥ r}.
La funcio´ g esta` acotada dins de Q(r) ja que aquest e´s compacte. Observem que
|g(z + 2pii)| = |g(z)|. Aixo` ens permet assegurar que g tambe´ esta` acotada en la
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prolongacio´ del rectangle verticalment, e´s a dir, g esta` acotada en la banda infinita
foradada
{z tal que |x| ≤ 1, |z − 2npii| ≥ r, n ∈ Z}.
Manca veure que g esta` acotada fora d’aquesta banda. Suposem |x| ≥ 1, tenim
que
|g(z)| =
∣∣∣∣ ez1− ez
∣∣∣∣ = ex|1− ez| ≤ ex|1− ex| ≤ exex − 1 = 11− e−x ≤ 11− e−1 = ee− 1 .
Figura 1.2: Camı´ d’integracio´ C(N)
Teorema 1.8. Per a tot s ∈ C tenim que
ζ(1− s) = 2(2pi)−sΓ(s) cos
(pis
2
)
ζ(s), (1.3.1)
equivalentment en canviar s per 1− s,
ζ(s) = 2(2pi)s−1Γ(1− s) sin
(pis
2
)
ζ(1− s). (1.3.2)
Demostracio´. Considerem la funcio´
IN(s) =
1
2pii
∫
C(N)
zs−1ez
1− ez dz,
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on C(N) e´s el contorn de la figura 1.2 i N es un enter. Primer veurem que
limN→∞ IN(s) = I(s) si σ < 0. En comparar el camı´ d’integracio´ amb el de la
figura 1.1 e´s suficient veure que la integral sobre el cercle exterior tendeix a 0
quan N → ∞. En aquest cercle exterior, la parametritzacio´ e´s z = Reiθ amb
−pi ≤ θ ≤ pi i R = (2N + 1)pi, per tant
|zs−1| = |Rs−1eiθ(s−1)| = Rσ−1e−tθ ≤ Rσ−1epi|t|
i obtenim que ∣∣∣∣∫
C
zs−1ez
1− ez dz
∣∣∣∣ ≤ Rσ−1epi|t| ∫
C
∣∣∣∣ ez1− ez
∣∣∣∣ dz
Ara be´, C es refereix al cercle exterior que esta` contingut en el conjunt S(r) del
lema anterior. Aplicant el lema, obtenim una cota A per la integral de la dreta i
consequ¨entment la cota 2piAepi|t|Rσ pel terme de la dreta. Ate`s que estem fixant-
nos en el cas σ < 0, aquesta cota tendeix a 0 quan N → ∞. Substituint s per
s− 1 arribem a
lim
N→∞
IN(1− s) = I(1− s) si σ > 1.
Calcularem ara expl´ıcitament I(1−s) mitjanc¸ant el teorema dels residus. Denotem
R(n) = Res
z=2npii
(
z−sez
1− ez
)
i tenim que
IN(1− s) = −
N∑
n6=0
n=−N
R(n) = −
N∑
n=1
{R(n) +R(−n)}.
Calculem R(n)
R(n) = lim
z→2npii
(z − 2npii) z
−sez
1− ez = limz→2npii
(
z1−sez
1− ez − 2npii
z−sez
1− ez
)
,
en fer u´s de la regla de l’Hoˆpital,
R(n) = lim
z→2npii
(
(1− s)z−s
−1 − z
1−s − (2npii)szs−1 + (2npii)z−s
)
=
−1
(2npii)s
.
Per tant tenim que
IN(1− s) =
N∑
n=1
(
1
(2npii)s
+
1
(−2npii)s
)
,
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en tenir en compte que i−s = e−piis/2,
IN(1− s) =
N∑
n=1
1
ns
(
1
(2pi)s
(e−piis/2 + epiis/2)
)
=
N∑
n=1
1
ns
(
1
(2pi)s
2 cos
(pis
2
))
.
En prendre el l´ımit N →∞, finalment arribem a l’equacio´ funcional
ζ(1− s) = Γ(s)I(1− s) = 2(2pi)−sΓ(s) cos
(pis
2
)
ζ(s).
En prendre s = 2n+ 1 en l’equacio´ 1.3.1 el factor cos
(
pis
2
)
s’anul·la i tenim els
anomenats zeros trivials de la zeta de Riemann.
ζ(−2n) = 0 per a n = 1, 2, 3, . . .
1.4 Absce`ncia de zeros en la recta σ = 1
L’estudi de la funcio´ zeta de Riemann a l’entorn de la recta σ = 1 e´s clau per a la
demostracio´ del teorema dels nombres primers que presentarem al proper cap´ıtol.
Primer de tot, trobarem fites superiors per a |ζ(s)| i |ζ ′(s)| en un entorn de la recta
σ = 1.
Lema 1.5. Per a qualsevol enter N ≥ 0 i σ ≥ 0, tenim que
ζ(s) =
N∑
n=1
1
ns
+
N1−s
s− 1 − s
∫ ∞
N
x− [x]
xs+1
dx. (1.4.1)
A me´s a me´s, en derivar terme a terme obtenim que
ζ ′(s) = −
N∑
n=1
log n
ns
+s
∫ ∞
N
(x− [x]) log x
xs+1
dx−
∫ ∞
N
x− [x]
xs+1
dx−N
1−s logN
s− 1 −
N1−s
(s− 1)2 .
(1.4.2)
Demostracio´. De la identitat d’Abel 1.4 prenem a(n) = 1 per a tot n ≥ 1 i tenim
que A(x) = [x]. Aix´ı doncs tenim que∑
y<n≤x
f(n) = f(x)[x]− f(y)[y]−
∫ x
y
[t]f ′(t)dt.
En integrar per parts resulta que∫ x
y
tf ′(t)dt = xf(x)− yf(y)−
∫ x
y
f(t)dt
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i obtenim la fo´rmula∑
y<n≤x
f(n) =
∫ x
y
f(t)dt+
∫ x
y
(t− [t])f ′(t)dt+ f(x)([x]− x)− f(y)([y]− y),
coneguda com la fo´rmula de sumacio´ d’Euler. En aplicar aquesta expressio´ a
f(t) = 1
ts
, y = N i en prendre el l´ımit x→∞ obtenim el resultat del lema.
Proposicio´ 1.8. Sigui s un nombre complex amb σ ≥ 1/2 tal que satisfa`
σ > 1− A
log t
amb t ≥ e.
Aleshores per a cada A > 0, existeix una constant M que depe`n de A tal que
|ζ(s)| ≤M log t, |ζ ′(s)| ≤M log2 t.
Demostracio´. Si σ ≥ 2 tenim que |ζ(s)| ≤ ζ(2) i |ζ ′(s)| ≤ |ζ ′(2)| i la proposicio´ se
satisfa`. Per tant podem suposar que σ < 2 i t ≥ e. El resultat s’obte´ en aplicar el
lema anterior i en tenir en compte la desigualtat de la hipo`tesi de la proposicio´.
A continuacio´ demostrarem que la funcio´ ζ no te´ cap zero en la recta σ = 1.
Abans, pero`, necessitem un lema.
Lema 1.6. Si σ > 1 es te´ que
ζ3(σ)|ζ(σ + it)|4|ζ(σ + 2it)| ≥ 1. (1.4.3)
Demostracio´. En aplicar la proposicio´ 1.7 a la funcio´ ζ de Riemann, tenim que
f(n) = 1, f ′(n) = log n i es pot comprovar fa`cilment, gra`cies a la proposicio´ 1.2,
que f−1(n) = µ(n), on µ(n) e´s la funcio´ de Mo¨bius. Per tant,
G(s) =
∞∑
n=2
∑
d|n log dµ(n/d)
log n
n−s =
∑
p
∞∑
m=1
1
mpms
.
En resum, la funcio´ ζ(s) pot ser escrita com
ζ(s) = eG(s) = exp
[∑
p
∞∑
m=1
1
mpms
]
= exp
[∑
p
∞∑
m=1
e−imt log p
mpmσ
]
.
En prendre el mo`dul queda
|ζ(s)| = exp
[∑
p
∞∑
m=1
cos(mt log p)
mpmσ
]
.
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En substituir a la fo´rmula anterior s = σ, s = σ + it i s = σ + 2it i en fer el
producte de l’enunciat de la proposicio´ tenim que
ζ3(σ)|ζ(σ + it)|4|ζ(σ + 2it)| = exp
[∑
p
∞∑
m=1
3 + 4 cos(mt log p) + cos(2mt log p)
mpmσ
]
.
En tenir en compte la identitat trigonome`trica 3 + 4 cos θ + cos 2θ = 3 + 4 cos θ +
2 cos2 θ − 1 = 2(1 + cos θ)2 ≥ 0 obtenim la desigualtat buscada.
Teorema 1.9. Se satisfa` que ζ(1 + it) 6= 0 per a tot t real.
Demostracio´. Considerem t 6= 0 ja que ζ(1) correspon a un pol i el teorema se
satisfa` trivialment. Reescrivim la desigualtat de la proposicio´ anterior multiplicant
de forma adient per σ − 1,
[(σ − 1)ζ(σ)]3
∣∣∣∣ζ(σ + it)σ − 1
∣∣∣∣4 |ζ(σ + 2it)| ≥ 1σ − 1 , (1.4.4)
on hem considerat σ > 1 per a que` no canvii el signe de la igualtat. Prenem ara
el l´ımit per la dreta σ → 1. Ate`s que ζ(s) te´ un pol de residu 1 a s = 1, el primer
factor tendeix a 1. El tercer factor tendeix a |ζ(1 + 2it)|. Si ζ(1 + it) pogue´s ser
zero per a algun t, podr´ıem sumar aquest terme al segon factor de manera que∣∣∣∣ζ(σ + it)− ζ(1 + it)σ − 1
∣∣∣∣4 σ→1+−−−→ |ζ ′(1 + it)|4.
Per tant, el terme de l’esquerra de 1.4.4 tendeix a |ζ ′(1 + it)|4|ζ(1 + 2it)| quan
σ → 1+ que e´s una quantitat finita. Ara be´, el terme de la dreta tendeix cap a∞,
esdevenint aix´ı una contradiccio´.
Cap´ıtol 2
El teorema dels nombres primers
Sigui pi(x) el nombre de primers me´s petits o iguals que x. Gauss fou el primer en
conjecturar que pi(x) es comporta, asimpto`ticament, com
Li(x) =
∫ x
2
du
log(u)
du.
Ate`s que
Li(x) =
x
log x
+O
(
x
log2 x
)
,
la conjectura que fa Gauss es pot expressar com
pi(x) ∼ x
log x
,
que e´s l’afirmacio´ coneguda com el teorema dels nombres primers. A la figura 2.1
podem veure una representacio´ gra`fica del teorema.
Figura 2.1: Representacio´ de pi(x) (gra`fic superior) i x
log x
per a x ≤ 1000.
A continuacio´ definirem un seguit de funcions que ens seran d’ajuda en la
demostracio´ del teorema.
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Definicio´ 2.1. Per a cada natural n ≥ 1 definim la funcio´ de Mangoldt Λ(n)
Λ(n) =
{
log p si n = pm per a algun primer p i algun m ≥ 1,
0 altrament.
A la figura 2.2 podem veure una representacio´ de la funcio´ de Mangoldt per a
n ≤ 125.
Figura 2.2: Representacio´ de la funcio´ de Mangoldt fins a n = 125.
Definicio´ 2.2. Per a x > 0 definim la funcio´ ψ(x) de Chebyshev per
ψ(x) =
∑
n≤x
Λ(n).
Definicio´ 2.3. Per a x > 0 definim la funcio´ θ de Chebyshev per
θ(x) =
∑
p≤x
log p,
on el sumatori recorre tots els primers menors o iguals que x.
Les dues funcions de Chebyshev so´n representades a la figura 2.3.
La proposicio´ segu¨ent ens permet relacionar els quocients ψ(x)/x i θ(x)/x.
Proposicio´ 2.1. Per a x > 0, tenim que
0 ≤ ψ(x)
x
− θ(x)
x
≤ (log x)
2
2
√
x log 2
.
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Figura 2.3: Funcions ψ(x) i θ(x) de Chebyshev respectivament per a x ≤ 125
En consequ¨e`ncia, se satisfa` que
lim
x→∞
(
ψ(x)
x
− θ(x)
x
)
= 0.
Demostracio´. La funcio´ de Mangoldt, Λ(n), e´s zero si n no e´s una pote`ncia d’un
primer p. Aixo` ens permet donar una expressio´ alternativa de la funcio´ ψ de
Chebyshev,
ψ(x) =
∑
n≤x
Λ(n) =
∞∑
m=1, pm≤x
∑
p
Λ(pm) =
∞∑
m=1
∑
p≤x1/m
log p.
Fixem-nos que en realitat la suma sobre m e´s finita, ja que el sumatori sobre p
s’aturara` si x1/m < 2, e´s a dir, si m > log x
log 2
= log2 x. Per tant, tenim que
ψ(x) =
∑
m≤log2(x)
∑
p≤x1/m
log p =
∑
m≤log2 x
θ(x1/m).
D’aqu´ı e´s fa`cil veure que
0 ≤ ψ(x)− θ(x) =
∑
2≤m≤log2 x
θ(x1/m).
A me´s, ate`s que pi(x) < x, tenim que
θ(x) =
∑
p≤x
log p ≤
∑
p≤x
log x ≤ x log x.
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Concloem que
0 ≤ ψ(x)− θ(x)
x
≤ 1
x
∑
2≤m≤log2 x
x1/m log(x1/m) ≤ 1
x
(log2 x)
√
x log
√
x =
√
x
log x
log 2
log x
2
=
(log x)2
2
√
x log 2
.
La proposicio´ segu¨ent ens permet relacionar θ(x) i pi(x).
Proposicio´ 2.2. Per a x ≥ 2 tenim que
θ(x) = pi(x) log x−
∫ x
2
pi(t)
t
dt,
a me´s a me´s,
pi(x) =
θ(x)
log x
+
∫ x
2
θ(t)
t log2 t
dt.
Demostracio´. Sigui χ(n) la funcio´ caracter´ıstica dels nombres primers, e´s a dir,
χ(n) =
{
1 si n e´s un nombre primer,
0 altrament.
Aix´ı doncs podem escriure que pi(x) =
∑
p≤x 1 =
∑
1<n≤x χ(n) i que θ(x) =∑
p≤x log p =
∑
1<n≤x χ(n) log n. Les funcions pi(x) i θ(x) so´n funcions esglaonades
amb salts a cada nombre primer de valor 1 i log p respectivament. En prendre
f(x) = log x, podem aplicar el lema d’Abel (1.4) amb y = 1 i obtenim que
θ(x) =
∑
1<n≤x
χ(n) log n = pi(x) log x− pi(1) log 1−
∫ x
1
pi(t)
t
dt = pi(x)−
∫ x
2
pi(t)
t
dt,
ja que pi(t) = 0 per a t < 2. Aixo` prova la primera igualtat. Per a demostrar la
segona igualtat, definim a(n) = χ(n) log n, que ens permet escriure
pi(x) =
∑
3/2<n≤x
a(n)
1
log n
i θ(x) =
∑
n≤x a(n). Ana`logament, prenem f(x) = 1/ log x i y = 3/2 i apliquem el
lema d’Abel per a obtenir
pi(x) =
θ(x)
log(x)
− θ(3/2)
log 3/2
+
∫ x
3/2
θ(t)
t log2 t
dt =
θ(x)
log x
+
∫ x
2
θ(t)
t log2 t
dt,
ate`s que θ(t) = 0 per a t < 2.
25
El resultat segu¨ent vincula la certesa del teorema dels nombres primers al fet
que ψ(x) ∼ x quan x→∞.
Proposicio´ 2.3. Les relacions segu¨ents so´n equivalents
1. limx→∞
pi(x) log x
x
= 1,
2. limx→∞
θ(x)
x
= 1,
3. limx→∞
ψ(x)
x
= 1.
Demostracio´. L’equivale`ncia entre (2) i (3) se segueix fa`cilment de la proposicio´
2.1 donat que limx→∞
log2 x√
x
= 0. De les expressions de la proposicio´ 2.2, obtenim
que
θ(x)
x
=
pi(x) log x
x
− 1
x
∫ x
2
pi(t)
t
dt,
pi(x) log x
x
=
θ(x)
x
+
log x
x
∫ x
2
θ(t)
t log2 t
dt.
Suposem que se satisfa` (1). Aleshores tenim que pi(t)
t
∼ 1
log t
per a t ≥ 2. Per tant
tenim que
1
x
∫ x
2
pi(t)
t
dt ∼ 1
x
∫ x
2
dt
log t
.
Ens interessa acotar aquesta darrera integral. Per a tal fi dividim la regio´ d’inte-
gracio´ en dos subintervals,∫ x
2
dt
log t
=
∫ √x
2
dt
log t
+
∫ x
√
x
dt
log t
.
Fixem-nos que∫ √x
2
dt
log t
≤ (√x− 2) sup
t∈(2,√x)
1
log t
=
√
x− 2
log 2
<
√
x
log 2
,
de la mateixa manera,
∫ x√
x
dt
log t
≤ x−
√
x
log x
, i per tant resulta que
1
x
∫ x
2
pi(t)
t
dt ≤ 1
x
( √
x
log 2
+
x−√x
log
√
x
)
x→∞−−−→ 0.
Aixo` implica que θ(x)
x
∼ pi(x) log x
x
∼ 1. Hem vist, doncs, que (1) implica (2). Per a
veure el rec´ıproc, que (2) implica (1), hem de demostrar que si se satisfa` (2) es te´
que
lim
x→∞
log x
x
∫ x
2
θ(t)
t log2 t
dt = 0.
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Si se satisfa` (2), tenim que θ(t) ∼ t, i per tant
log x
x
∫ x
2
θ(t)
t log2 t
dt ∼ log x
x
∫ x
2
1
log2 t
dt.
En procedir de la mateixa manera que abans, podem acotar la segona integral per∫ x
2
dt
log2 t
=
∫ √x
2
dt
log2 t
+
∫ x
√
x
dt
log2 t
≤
√
x
log2 2
+
x−√x
log2
√
x
,
que implica que
log x
x
∫ x
2
dt
log2 t
x→∞−−−→ 0.
Aix´ı doncs, (1) i (2) tambe´ so´n equivalents.
Acabem de provar que demostrar l’afirmacio´ pi(x) ∼ x
log x
e´s equivalent a de-
mostrar que ψ(x) ∼ x. La relacio´ ψ(x) ∼ x s’il·lustra a la figura 2.4. A la
propera seccio´, enunciarem un seguit de resultats necessaris per a la demostracio´
del teorema dels nombres primers.
Figura 2.4: Representacio´ de ψ(x) i x per a x ≤ 175.
2.1 Resultats previs
Lema 2.1. Per a qualsevol funcio´ aritme`tica a(n) considerem
A(x) =
∑
n≤x
a(n),
2.1. Resultats previs 27
on A(x) = 0 si x < 1. Aleshores∑
n≤x
(x− n)a(n) =
∫ x
1
A(t)dt. (2.1.1)
Demostracio´. El lema e´s immediat aplicant la identitat d’Abel 1.4, que ens porta
a ∑
n≤x
a(n)f(n) = A(x)f(x)−
∫ x
1
A(t)f ′(t)dt,
on f e´s una funcio´ amb derivada continua en [1, x]. En prendre f(t) = t, el terme
de l’esquerra es redueix a ∑
n≤x
a(n)f(n) =
∑
n≤x
na(n)
i, el primer terme de la dreta,
A(x)f(x) = x
∑
n≤x
a(n).
Concloem, doncs, que ∑
n≤x
(x− n)a(n) =
∫ x
1
A(t)dt.
Lema 2.2. Sigui A(x) =
∑
n≤x a(n) i sigui A1(x) =
∫ x
1
A(t)dt. Suposem que
a(n) ≥ 0 per a tot n. Si se satisfa` l’expressio´ asimpto`tica,
A1(x) ∼ Lxc quan x→∞,
per algun c > 0 i L > 0, aleshores tambe´ se satisfa`,
A(x) ∼ Lxc−1 quan x→∞.
Demostracio´. La funcio´ suma parcial A(x) e´s creixent ja que a(n) ≥ 0. Escollim
β > 1 i considerem la resta A1(βx)− A1(x). Tenim que
A1(βx)− A1(x) =
∫ βx
x
A(u)du ≥
∫ βx
x
A(x)du = A(x)(βx− x) = x(β − 1)A(x).
En a¨ıllar xA(x) tenim que
xA(x) ≤ 1
β − 1(A1(βx)− A1(x)).
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En dividir per xc resulta que
A(x)
xc−1
≤ 1
β − 1
(
A1(βx)
(βx)c
βc − A1(x)
xc
)
.
Prenem el l´ımit superior x→∞ en la desigualtat anterior. Obtenim que
lim sup
x→∞
A(x)
xc−1
≤ 1
β − 1(Lβ
c − L) = Lβ
c − 1
β − 1 ,
on hem utilitzat la hipo`tesi que A1(x) ∼ Lxc quan x → ∞. Fixem-nos ara en la
derivada de la funcio´ xc en el punt x = 1. Aquesta derivada e´s el resultat del l´ımit
c = lim
h→0
(1 + h)c − 1
h
= lim
β→1
βc − 1
β − 1 .
Per tant, el terme de la dreta de la desigualtat e´s cL en prendre el l´ımit per la
dreta β → 1. Ana`logament, podem considerar qualsevol nombre α, 0 < α < 1 i la
difere`ncia A1(x)− A1(αx). En aquest cas arribem a
lim inf
A(x)
xc−1
≥ L1− α
c
1− α ,
en prendre el l´ımit per l’esquerra α → 1 el terme de la dreta tendeix a cL. Pel
teorema del sandvitx el lema queda provat.
Denotem per ψ1(x) la integral de la funcio´ de Chebyshev
ψ1(x) =
∫ x
1
ψ(t)dt.
Proposicio´ 2.4. Se satisfa` que
ψ1(x) =
∑
n≤x
(x− n)Λ(n). (2.1.2)
A me´s a me´s, la relacio´ ψ1(x) ∼ x2/2 implica que ψ(x) ∼ x quan x→∞.
Demostracio´. Definim a(n) = Λ(n), A(x) =
∑
n≤x a(n) i A1(x) =
∫ x
1
A(t)dt =
ψ1(x). En aplicar el lema 2.1 obtenim que∑
n≤x
(x− n)Λ(n) =
∫ x
1
ψ(t)dt = ψ1(x).
Com que a(n) ≥ 0, podem tambe´ aplicar el lema 2.2, que afirma que si ψ1(x) ∼
x2/2, aleshores l’afirmacio´ tambe´ e´s certa per la derivada i ψ(x) ∼ x.
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A continuacio´ volem expressar ψ1(x)/x
2 com una integral de contorn amb la
funcio´ zeta de Riemann. Primerament necessitarem el lema segu¨ent.
Lema 2.3. Si c > 0 i u > 0, aleshores per a qualsevol enter k ≥ 1 tenim
1
2pii
∫ c+∞i
c−∞i
u−z
z(z + 1) · · · (z + k)dz =
{
1
k!
(1− u)k si 0 < u ≤ 1,
0 si u > 1,
essent la integral absolutament convergent.
Demostracio´. Observem que el denominador de l’integrand es pot expressar com
Γ(z+k+1)/Γ(z) utilitzant la propietat Γ(n+1) = n!. Apliquem, doncs, el teorema
integral de Cauchy per a
1
2pii
∫
C(R)
u−zΓ(z)
Γ(z + k + 1)
on C(R) e´s el contorn de la figura segu¨ent.
Figura 2.5: Camı´ d’integracio´ C(R) per a 0 < u ≤ 1 i u > 1
Observem que els pols de l’integrand seran a les posicions z = 0, . . . ,−k ja que
a partir de z = −k−1 tindrem pols simples tant al numerador com al denominador.
Prenem el radi R del cercle me´s gran que 2k + c per tal que tots els pols caiguin
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dins el cercle. Veurem ara que la integral al llarg de cada arc circular tendeix a 0
quan R→∞. Denotem z = x+ iy i |z| = R. Podem fer l’acotacio´∣∣∣∣ u−zz(z + 1) . . . (z + k)
∣∣∣∣ = u−x|z| . . . |z + k| ≤ u−cR|z + 1| . . . |z + k| ,
on hem utilitzat que u−x ≤ u−c. Aquesta darrera desigualtat se segueix del fet
que u−x e´s creixent per a 0 < u ≤ 1 i, en aquesta situacio´, x < c. D’altra banda,
u−x e´s decreixent per a u > 1 i en aquest cas x > c. Podem acotar cada un dels
factors del denominador. Si 1 ≤ n ≤ k, del fet que R > 2k tenim que
|z + n| ≥ |z| − n = R− n ≥ R− k ≥ R/2.
En resum, la integral al llarg de cada arc e´s∫
arc
u−c
R
(
R
2
)k = 2piR u−c
R
(
R
2
)k R→∞−−−→ 0.
En el cas u > 1 l’integrand e´s anal´ıtic ja que no hi ha pols dins de C(R) i per
tant la integral e´s nul·la. En prendre R → ∞ el lema queda provat per a u > 1.
D’altra banda, si 0 < u ≤ 1, podem aplicar el teorema dels residus. L’integrand
te´ k + 1 pols simples per n = 0,−1, . . . ,−k.
1
2pii
∫
C(R)
u−zΓ(z)
Γ(z + k + 1)
dz =
k∑
n=0
Res
z=−n
u−zΓ(z)
Γ(z + k + 1)
=
k∑
n=0
un
Γ(k + 1− n) Resz=−nΓ(z)
=
k∑
n=0
un(−1)n
(k − n)!n! =
1
k!
k∑
n=0
(
k
n
)
(−u)n = (1− u)
k
k!
,
on hem utilitzat que el residu de Γ(z) a z = −n e´s (−1)n/n! com hem comentat a
la seccio´ 1.2. En prendre R→∞ queda provat el lema.
Lema 2.4. Per a tot s = σ + it amb σ > 1 se satisfa` que
ζ ′(s)
ζ(s)
=
∞∑
n=1
Λ(n)
ns
. (2.1.3)
Demostracio´. Veurem que
ζ(s) ·
( ∞∑
n=1
Λ(n)
ns
)
= −ζ ′(s).
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En efecte, derivant terme a terme tenim que ζ ′(s) = −∑∞n=1 log(n)ns . D’altra banda,
ζ(s) ·
∞∑
n=1
Λ(n)
ns
=
∞∑
n=1
(∑
d|n Λ(d)
ns
)
=
∞∑
n=1
log(n)
ns
= −ζ ′(s),
on hem utilitzat que
∑
d|n Λ(d) = log n.
Procedim ara a trobar una representacio´ en integral de contorn de ψ1(x)/x
2.
Proposicio´ 2.5. Si c > 1 i x ≥ 1 se satisfa` que
ψ1(x)
x2
=
1
2pii
∫ c+∞i
c−∞i
xs−1
s(s+ 1)
(
−ζ
′(s)
ζ(s)
)
ds. (2.1.4)
Demostracio´. De l’equacio´ 2.1.2 tenim que ψ1(x)/x =
∑
n≤x(1 − n/x)Λ(n). En
utilitzar el lema 2.3 amb k = 1 i u = n/x, si n ≤ x, tenim que
1− n
x
=
1
2pii
∫ c+∞i
c−∞i
(x/n)s
s(s+ 1)
ds.
Multipliquem per Λ(n) i sumem sobre tot n ≤ x, trobem que
ψ1(x)
x
=
∑
n≤x
1
2pii
∫ c+∞i
c−∞i
Λ(n)(x/n)s
s(s+ 1)
ds =
∞∑
n=1
1
2pii
∫ c+∞i
c−∞i
Λ(n)(x/n)s
s(s+ 1)
ds,
ja que la integral s’anul·la per a n > x d’acord amb el lema 2.3. Denotem per
fn(x, s) l’integrand amb el factor 1/(2pii), e´s a dir,
ψ1(x)
x
=
∞∑
n=1
∫ c+∞
c−∞i
fn(x, s)ds.
A continuacio´ volem intercanviar el sumatori per la integral. Si ens fixem en 1.3,
nome´s cal comprovar que la se`rie∫ c+∞i
c−∞i
|fn(x, s)|ds (2.1.5)
e´s convergent. Per a tal fi, fixem-nos en les sumes parcials. Aquestes satisfan la
desigualtat
N∑
n=1
∫ c+∞i
c−∞i
Λ(n)(x/n)c
|s||s+ 1| ds =
N∑
n=1
Λ(n)
nc
∫ c+∞i
c−∞i
xc
|s||s+ 1|ds ≤ A
∞∑
n=1
Λ(n)
nc
,
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amb A una constant. Ate`s que la darrera se`rie e´s convergent, ja que c > 1,
obtenim la converge`ncia de 2.1.5. Podem, doncs, intercanviar el sumatori i la
integral i obtenim que
ψ1(x)
x
=
∫ c+∞i
c−∞i
∞∑
n=1
fn(x, s)ds =
1
2pii
∫ c+∞i
c−∞i
xs
s(s+ 1)
∞∑
n=1
Λ(n)
ns
ds
=
1
2pii
∫ c+∞i
c−∞i
xs
s(s+ 1)
(
−ζ
′(s)
ζ(s)
)
ds.
on la darrera igualtat se segueix del lema 2.1.3. En dividir per x, la proposicio´
queda provada.
Ens interessa encara una altra representacio´ integral relacionada amb ψ1(x),
que deduirem de l’anterior.
Proposicio´ 2.6. Si c > 1 i x ≥ 1 tenim que
ψ1(x)
x2
− 1
2
(
1− 1
x
)2
=
1
2pii
∫ c+∞i
c−∞i
xs−1h(s)ds, (2.1.6)
amb
h(s) =
1
s(s+ 1)
(
−ζ
′(s)
ζ(s)
− 1
s− 1
)
.
Demostracio´. En utilitzar el lema 2.3 amb k = 2 obtenim que
1
2
(
1− 1
x
)2
=
1
2pii
∫ c+∞i
c−∞i
xs
s(s+ 1)(s+ 2)
ds,
on c > 0. En fer el canvi s → s − 1 a la integral i restant el resultat al de la
proposicio´ 2.5 hem acabat.
En considerar la integral de la proposicio´ anterior, podem parametritzar el camı´
d’integracio´ per s = c+it, d’aquesta manera tenim que xs−1 = xc−1xit = xc−1eit log x
i la representacio´ integral queda
ψ1(x)
x2
− 1
2
(
1− 1
x
)2
=
xc−1
2pi
∫ c+∞i
c−∞i
h(c+ it)eit log xdt.
A continuacio´ necessitem dos resultats d’ana`lisi complexa, el primer fa re-
fere`ncia a les singularitats de la derivada logar´ıtmica; el segon e´s el conegut lema
de Riemann-Lebesgue.
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Lema 2.5. Sigui f(s) una funcio´ definida sobre C. Si f(s) te´ un pol d’ordre k en
s = α, aleshores el quocient f ′(s)/f(s) te´ un pol de primer ordre en s = α amb
residu −k.
Demostracio´. Podem escriure f com f(s) = g(s)/(s− α)k de tal manera que g(s)
e´s anal´ıtica i no s’anul·la per s = α. Derivant respecte de s obtenim que
f ′(s) =
g′(s)(s− α)k − g(s)k(s− α)k−1
(s− α)2k =
g(s)
(s− α)k
[
g′(s)
g(s)
− k
(s− α)
]
,
d’on resulta que
f ′(s)
f(s)
=
g′(s)
g(s)
− k
s− α,
d’on veiem que efectivament que el quocient f ′(s)/f(s) te´ un u´nic pol de primer
ordre a s = α ja que g′(s)/g(s) e´s anal´ıtica.
En aplicar el resultat anterior a la funcio´ ζ de Riemann, resulta que
F (s) = −ζ
′(s)
ζ(s)
− 1
s− 1
e´s anal´ıtica en s = 1. El motiu e´s que ζ(s) te´ un pol simple en s = 1 i per tant
−ζ ′(s)/ζ(s) te´ un pol de residu 1 en s = 1. Aix´ı doncs, en restar 1
s−1 de − ζ
′(s)
ζ(s)
, el
resultat e´s anal´ıtic.
Teorema 2.1 (Lema de Riemann-Lebesgue). (cf. [2]) Sigui f una funcio´ de
l’espai L1. Aleshores la seva transformada de Fourier s’anul·la a l’infinit, e´s a dir,
lim
x→∞
∫ ∞
−∞
f(t)eitxdt = 0.
Per u´ltim, en tenir en compte la proposicio´ 1.8 i el lema 1.6 arribem a un
resultat que ens proporciona una cota superior per a |1/ζ(s)| i |ζ ′(s)/ζ(s)|.
Proposicio´ 2.7. (cf.[1]). Per a σ ≥ 1 i t ≥ e, existeix una constant M > 0 tal
que ∣∣∣∣ 1ζ(s)
∣∣∣∣ < M log7 t, ∣∣∣∣ζ ′(s)ζ(s)
∣∣∣∣ < M log9 t.
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2.2 Demostracio´ del teorema dels nombres pri-
mers
Teorema 2.2. Per a x ≥ 1, se satisfa` que
ψ(x) ∼ x
quan x→∞.
Demostracio´. En la proposicio´ 2.6 hem provat que si c > 1 i x ≥ 1, tenim que
ψ1(x)
x2
− 1
2
(
1− 1
x
)2
=
1
2pii
∫ c+∞i
c−∞i
xs−1h(s)ds,
amb
h(s) =
1
s(s+ 1)
(
−ζ
′(s)
ζ(s)
− 1
s− 1
)
.
Fixem-nos que la regio´ d’integracio´ e´s la recta σ = 1 del pla complex. Primer de
tot veurem que podem desplac¸ar aquesta regio´ d’integracio´ a la recta σ = 1. Per a
tal fi, apliquem el teorema dels residus de Cauchy al rectangle R de la figura 2.6.
La integral de xs−1h(s) al llarg del rectangle R e´s zero ja que l’integrand no te´ cap
Figura 2.6: Rectangle que relaciona els camins d’integracio´ σ = 1 i σ = c.
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pol a l’interior. Vegem ara que les integrals al llarg dels costats horitzontals so´n 0
quan T →∞. Provarem que el valor absolut de la integral tendeix a 0. Com que
els segments horitzontals so´n conjugats un de l’altre, i per tant tindran el mateix
mo`dul, e´s suficient considerar nome´s el segment de dalt. Aix´ı doncs, podem acotar∣∣∣ 1s(s+1) ∣∣∣ ≤ 1T 2 i ∣∣∣∣ 1s(s+ 1)(s− 1)
∣∣∣∣ ≤ 1T 3 ≤ 1T 2 .
Gra`cies a la proposicio´ 2.7, existeix una constant M > 0 tal que |ζ ′(s)/ζ(s)| ≤
M log9 t si σ ≥ 1 i t ≥ e. Per tant, si T ≥ e,
|h(s)| =
∣∣∣∣ 1s(s+ 1) ζ ′(s)ζ(s) + 1s(s+ 1)(s− 1)
∣∣∣∣ ≤ 1T 2 (M log9 T + 1),
i la integral queda∣∣∣∣∫ c
1
xs−1h(s)ds
∣∣∣∣ ≤ ∫ c
1
xc−1
M log9 T + 1
T 2
dσ = Mxc−1
log9 T + 1
T 2
(c− 1) T→∞−−−→ 0.
Aix´ı doncs, tenim que la integral sobre la recta σ = 1 e´s igual a la integral sobre
la recta σ = c. Parametritzem la recta σ = 1 per s = 1 + it i tenim que
1
2pii
∫ 1+∞i
1−∞i
xs−1h(s)ds =
1
2pi
∫ ∞
−∞
xith(1 + it)dt =
1
2pi
∫ ∞
−∞
eit log xh(1 + it)dt.
Volem veure ara que la integral convergeix en valor absolut. Dividirem la regio´
d’integracio´ en 3 subintervals tal que∣∣∣∣∫ ∞−∞ h(1 + it)eit log xdt
∣∣∣∣ = ∫ ∞−∞|h(1 + it)|dt =
(∫ −e
−∞
+
∫ e
−e
+
∫ ∞
e
)
|h(1 + it)|.
Ara be´, ∫ −e
−∞
|h(1 + it)|dt ≤
∫ −e
−∞
M log9 t+ 1
t2
dt <∞.
Similarment obtenim que les integrals de e a∞ i de −e a e convergeixen. Concloem
doncs que
∫∞
−∞|h(1 + it)| e´s convergent. En aplicar el lema de Riemman-Lebesgue
(teorema 2.1), tenim que
lim
x→∞
1
2pii
∫ 1+∞i
1−∞i
xs−1h(s)ds = lim
x→∞
1
2pii
∫ c+∞i
c−∞i
xs−1h(s)ds = 0,
per tant,
lim
x→∞
ψ1(x)
x2
= lim
x→∞
1
2
(
1− 1
x
)2
=
1
2
.
Per la proposicio´ 2.1.2, aixo` implica que ψ(x) ∼ x quan x→∞. Hem demostrat,
doncs, el teorema dels nombres primers.
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2.3 La hipo`tesi de Riemann
Anteriorment hem vist que la funcio´ ζ de Riemann s’anul·lava en els enters parells
negatius. En els seus treballs, Riemann conjectura` que tots els zeros no trivials de
la funcio´ ζ de Riemann es troben sobre la recta cr´ıtica que correspon a σ = 1/2.
Aquest enunciat es coneix com a hipo`tesi de Riemann.
En aquest treball hem demostrat el teorema dels nombres primers sense tenir
en compte el terme d’error. La demostracio´ de de la Valle´e Poussin de l’any 1899
e´s me´s completa i demostra que
|pi(x)− Li(x)| = O
(
x
log x
e−a
√
log x
)
,
amb a una certa constant. Ara be´, el terme d’error esta` fortament lligat a la
hipo`tesi de Riemann, ja que, aquesta e´s certa si, i nome´s si,
|pi(x)− Li(x)| = O (√x log x) .
Cap´ıtol 3
Aplicacions a la f´ısica
3.1 L’efecte Casimir
En f´ısica cla`ssica, entenem l’electromagnetisme com l’accio´ d’un camp governat
per les lleis de Maxwell sobre les part´ıcules carregades. Aquest camp pot oscil·lar
en l’espai i en el temps i produir excitacions oscil·lato`ries que anomenem llum.
Aix´ı mateix tambe´ entenem l’atraccio´ gravitato`ria com un camp governat per
les equacions d’Einstein, malgrat que les ones gravitacionals encara no han estat
observades. El naixement de la teoria qua`ntica elimina la distincio´ cla`ssica entre
objectes que es comporten com a ones i objectes que es comporten com a part´ıcules.
En la teoria qua`ntica de camps, fins i tot la mate`ria es pensa com una excitacio´
d’un camp qua`ntic i aquests passen a ser els objectes fonamentals per a descriure
la realitat.
Les equacions de Maxwell per al camp electromagne`tic en abse`ncia de fonts
so´n
~∇ · ~E = 0, ~∇ · ~B = 0,
~∇× ~E = −∂B
∂t
, ~∇× ~B = ∂E
∂t
.
(3.1.1)
Podem expressar-les de forma me´s compacta en untilitzar el tensor antisime`tric de
Faraday,
F µν =

0 Ex/c Ey/c Ez/c
−Ex/c 0 Bz −By
−Ey/c −Bz 0 Bx
−Ez/c By −Bx 0
 ,
e´s a dir, F 0i = Ei/c, F ij = ijkBk, on ijk e´s el s´ımbol de Levi-Civita. D’aquesta
manera podem escriure les equacions de Maxwell com ∂µF
µν = 0, on hem utilitzat
el criteri de sumacio´ d’Einstein i ∂µ :=
∂
∂xµ
amb µ = 0, 1, 2, 3 i recordem que x0 = t
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i xi so´n les coordenades espacials per a i = 1, 2, 3. Encara podem simplificar-ho
me´s en introduir el vector potencial Aµ = (A0, A1, A2, A3) = (A0, ~A) definit per
~E = −~∇A0 − ∂0 ~A, ~B = ~∇× ~A.
Les equacions del moviment per a Aµ so´n ∂µF
µν = Aν − ∂µ∂νAµ = 0, on  =
1
c2
∂2
∂t2
− ~∇2. Observem que Aµ(x) esta` determinat excepte per una derivada total
d’una funcio´, e´s a dir, si Aµ(x) e´s solucio´, tambe´ ho e´s Aµ(x) + ∂µχ. Podem
determinar de manera u´nica Aµ(x) si imposen una condicio´ extra. Aixo` es coneix
com escollir el gauge. Una eleccio´ frequ¨ent e´s el gauge de Coulomb que imposa
que ~∇ · ~A = 0.
Procedim ara amb la quantitzacio´ del camp del foto´. Primer de tot introduirem
els operadors de creacio´ i de destruccio´. L’accio´ de l’operador de creacio´ a†~k,i sobre
el buit, |0〉, e´s crear un foto´ amb vector d’ona ~k i linealment polaritzat en la direccio´
εˆ~k,i, on i denota l’spin. Aix´ı mateix l’accio´ de l’operador de destruccio´ a~k,i sobre
l’estat que representa el foto´ amb moment ~k e´s destruir-lo. Com que els fotons so´n
bosons, aquests operadors segueixen les regles de commutacio´
[a~k,i, a
†
~k′,j
] = δijδ~k~k′
i la resta zero. L’expressio´ del camp quantitzat en el gauge de Coulomb e´s (cf. [6])
Aµ = (0, ~A) amb
~A(x) =
∑
~k
2∑
i=1
(
a~k,iεˆ~k,ie~k(x) + a
†
~k,i
εˆ~k,ie
∗
~k
(x)
)
,
on el primer sumatori e´s sobre tots els possibles vectors d’ona, e~k(x) = e
−ikµxµ/
√
2V ω,
essent ω la frequ¨e`ncia i V el volum. El hamiltonia` d’aquest camp en termes dels
operadors de creacio´ i destruccio´ e´s
H =
∑
~k
2∑
i=1
~ω(~k)
(
a†~k,ia~k,i +
1
2
)
.
Observem que, ate`s que el sumatori e´s sobre tots els possibles vectors d’ona, el
terme
∑
~k
1
2
resulta infinit. Hem de tenir en compte, pero`, que aquest infinit no
te´ sentit f´ısic ja que l’energia total d’un sistema no e´s quelcom mesurable sino´
que nome´s podem mesurar les difere`ncies d’energies entre dues configuracions del
mateix. Ara be´, malgrat que aquesta energia del buit no sigui observable, s´ı que
ho seran les variacions derivades de canviar les condicions de contorn del nostre
camp. Aquest fenomen e´s conegut com l’efecte Casimir.
3.1. L’efecte Casimir 39
Figura 3.1: Caixa unidimensional de longitud L dividida en dues. S’hi representen
les solucions de l’equacio´ de Schro¨dinger de manera esquema`tica.
Considerem el cas d’una caixa unidimensional de longitud L. Dividim la caixa
en dues subcaixes de dimensions a i L − a, tal com mostra la figura 3.1. Una
part´ıcula que es trobi dins d’una caixa es comporta com una part´ıcula lliure,
amb l’excepcio´ que la funcio´ d’ona ha de ser zero en els extrems. Aix´ı doncs,
de la solucio´ per a la part´ıcula lliure, ψ(x, t) = Ne−i(ωt−kx), on N e´s la constant
de normalitzacio´, ω la frequ¨e`ncia i k el nombre d’ona, prenem nome´s la solucio´
senar, ψ(x, t) = Nie−iωt sin(kx). En imposar que ψ(0, t) = ψ(a, t) = 0, tenim que
sin(ka) = 0, que ens restringeix els valors del vector d’ona a k = npi
a
amb n ∈ N.
L’energia de l’estat fonamental correspondra` doncs a
E = 〈0|H|0〉 = ~c
2
∑
k≥1
k =
~cpi
2a
∑
n≥1
n.
Fem el mateix per la subcaixa de dimensio´ L − a i obtenim H = ~cpi
2(L−a)
∑
n≥1 n.
La difere`ncia entre les dues energies e´s
∆E =
~cpi
2
(
1
a
− 1
L− a
)∑
n≥1
n.
Per tant la forc¸a derivada d’aquesta difere`ncia d’energia e´s
F = −∂E
∂a
=
~cpi
2
(
1
a2
− 1
(L− a)2
)∑
n≥1
n. (3.1.2)
F´ısicament aquest resultat e´s inacceptable ja que una forc¸a infinita no te´ cap
mena de sentit. El procediment habitual per corregir aquesta diverge`ncia e´s tallar
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la se`rie argumentant que per a frequ¨e`ncies altes les parets de la caixa so´n trans-
parents a la radiacio´ i les condicions de contorn ja no so´n va`lides. Ara be´, veurem
que si enlloc de fer aquest raonament f´ısic, utilitzem els resultats que hem vist
en aquest treball, arribem al mateix resultat. Aquest e´s un primer exemple ona
la prolongacio´ anal´ıtica de la funcio´ ζ de Riemann te´ aplicacions en la teoria de
renormalitzacio´. D’acord amb [4], podem introduir un regulador basat en la funcio´
ζ de Riemann escrivint
E(a) =
~
2
∑
n
ωn
(
ωn
µ
)−s
,
on µ e´s una constant arbitra`ria que ens serveix per a mantenir les dimensions
correctes. Observem que recuperem el resultat que busquem en fer s = 0. En
substituir ωn = ckn =
cpi
a
n, arribem a
E(a) =
~
2
(cpi
a
)1−s
µs
∑
n
n1−s.
Ara be´, sabem que per a 1− s < −1, el sumatori e´s ζ(s− 1), sembla natural doncs
escriure, d’acord amb la prolongacio´ anal´ıtica de la ζ de Riemann,
E(a) =
~
2
(cpi
a
)1−s
µsζ(s− 1).
Hem de calcular, doncs, quant val ζ(−1). Per a tal fi, enunciarem un seguit de
resultats que relacionen el ca`lcul de la funcio´ zeta en certs punts al ca`lcul dels
nombres de Bernoulli.
Definicio´ 3.1. Per a qualsevol nombre complex x, definim les funcions Bn(x) com
zexz
ez − 1 =
∞∑
n=0
Bn(x)
n!
zn, amb |z| < 2pi. (3.1.3)
Els nombres Bn(0) s’anomenen nombres de Bernoulli i es doneten per Bn.
Aix´ı doncs,
∞∑
n=1
Bn
n!
zn =
z
ez − 1 , amb |z| < 2pi.
Proposicio´ 3.1. Per a tot enter n ≥ 1, se satisfa` que
ζ(−n) = −Bn+1
n+ 1
.
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Demostracio´. Prenem a 1.2.4 s = −n i resulta ζ(−n) = Γ(1+n)I(−n) = n!I(−n).
Podem calcular I(−n) expl´ıcitament emprant el teorema dels residus,
I(−n) = Resz=0
(
z−n−1ez
1− ez
)
= −Resz=0
(
z−n−2
zez
ez − 1
)
(3.1.4)
= −Resz=0
(
z−n−2
∞∑
m=0
Bm(1)
m!
zm
)
=
Bn+1(1)
(n+ 1)!
, (3.1.5)
on en la darrera igualtat hem utilitzat que en el l´ımit z → 0 l’u´nic terme del
sumatori que sobreviu e´s el corresponent a m = n + 1. Veurem ara que Bn(0) =
Bn(1). De la identitat
z
e(x+1)z
ez − 1 − z
exz
ez − 1 = ze
xz,
sumem a banda i banda i tenim que
∞∑
n=0
Bn(x+ 1)−Bn(x)
n!
zn =
∞∑
n=1
xn
n!
zn+1.
En igualar els coeficients de zn obtenim que Bn(x + 1) − Bn(x) = nxn−1. En fer
x = 0 tenim que Bn(0) = Bn(1) per a n ≥ 2.
A fi de calcular ζ(−1) ens interessa, doncs, el bernoulli B2. La segu¨ent pro-
posicio´ ens do´na una fo´rmula per calcular els nombres de Bernoulli de manera
recursiva.
Proposicio´ 3.2. (cf.[1]) Si n ≥ 2 tenim que
Bn =
n∑
k=0
(
n
k
)
Bk.
En prendre el l´ımit z → 0 i x = 0 a 3.1.3 obtenim que B0 = 1. En fer u´s de la
proposicio´ anterior, tenim que
B2 =
(
2
0
)
B0 +
(
2
1
)
B1 +
(
2
2
)
B2 → B1 = −1
2
,
B3 =
(
3
0
)
B0 +
(
3
1
)
B1 +
(
3
2
)
B2 +
(
3
3
)
B3 → B2 = 1
6
.
En definitiva, ζ(−1) = −B2
2
= − 1
12
. Aix´ı doncs, el ca`lcul de l’energia per a s = 0
queda
E(a) =
~
2
(cpi
a
)
ζ(−1) = −~cpi
24a
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i, per tant, la forc¸a de Casimir e´s
F (a) = −~cpi
24
(
1
a2
− 1
(L− a)2
)
.
L’any 2002, aquesta forc¸a va ser mesurada experimentalment (veure [13]). Aix´ı
doncs, concloem que la teoria que hem estudiat de la prolongacio´ anal´ıtica de la
funcio´ ζ de Riemann te´ aplicacions en la renormalitzacio´, que ens permet tractar
quantitats infinites que apareixen en sistemes qua`ntics per tal d’obtenir resultats
ben definits matema`ticament amb sentit f´ısic.
3.2 La teoria de Lee-Yang
A continuacio´ veurem un exemple de com l’estudi de la localitzacio´ dels zeros de
certes funcions e´s molt u´til a l’hora de descriure el comportament termodina`mic
d’un sistema. Sigui, doncs, un sistema de N part´ıcules amb un hamiltonia` H els
valors propis del qual so´n les energies Er. La probabilitat que el sistema es trobi
en un microestat particular amb energia Er i temperatura T e´s pr =
e−βEr
ZN (T,V )
, on
β = 1/kBT , essent kB la constant de Boltzmann, i ZN(T, V ) e´s la funcio´ de
particio´ cano`nica definida com
ZN(T, V ) =
∑
r
e−βEr ,
on la suma e´s sobre tots els possibles microestats del sistema i ZN depe`n de la
temperatura T expl´ıcitament i del volum V a trave´s de l’energia Er(V,N). Si
el nombre de part´ıcules del sistema no e´s fix, e´s u´til treballar en la col·lectivitat
macrocano`nica, la funcio´ de particio´ de la qual e´s la funcio´ de particio´ gran
cano`nica que ens permet descriure el sistema amb les variables potencial qu´ımic
µ, V i T . E´s convenient introduir la fugacitat z = eβµ. L’expressio´ de la funcio´ de
particio´ gran cano`nica e´s
QM(z, V, T ) =
M∑
n=0
Zn(V, T )z
n, (3.2.1)
on M e´s el nombre ma`xim de part´ıcules que caben en el volum V . Observem que
si M < ∞, QM e´s un polinomi en z. Podem establir una connexio´ entre la des-
cripcio´ microsco`pica del sistema amb el formalisme de col·lectivitats i la descripcio´
macrosco`pica de la termodina`mica. Tanmateix, aquesta corresponde`ncia nome´s
esta` ben definida en el l´ımit termodina`mic que correspon a V → ∞, N → ∞
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amb N/V =constant. La pressio´ p i la densitat ρ so´n
p(z)
kBT
= lim
V→∞
(
1
V
logQ
)
, (3.2.2)
ρ(z) = lim
V→∞
(
∂
∂ ln z
1
V
logQ
)
. (3.2.3)
L’existe`ncia formal d’aquests l´ımits no era clara pero`, en [15] Yang i Lee van enun-
ciar dos teoremes que ens asseguren l’existe`ncia d’aquests en el l´ımit termodina`mic.
Teorema 3.1. (cf.[15]) Suposem que el volum V e´s de la forma tal que l’a`rea de
la seva frontera no creix me´s ra`pid que V 2/3. Aleshores, per a tot valor positiu real
de z, logQ
V
tendeix, quan V →∞, a un l´ımit independent de la la forma de V . A
me´s a me´s, aquest l´ımit e´s una funcio´ cont´ınua i mono`tonament creixent en z.
Teorema 3.2. (cf.[15]) Suposem que en el pla complex de la variable z existeix una
regio´ R que conte´ un segment de l’eix real positiu i no conte´ cap zero del polinomi
3.2.1, aleshores, en aquesta regio´, quan V →∞, totes les quantitats(
∂
∂ log z
)k
logQ
V
amb k = 0, 1, . . .
tendeixen a l´ımits que so´n anal´ıtics respecte z. A me´s a me´s, els operadors ∂
∂ log z
i limV→∞ commuten en R.
Ate`s que QM e´s un polinomi en z amb coeficients positius quan M e´s finit,
QM no pot tenir arrels reals positives. Concloem, doncs, que logQM e´s una funcio´
anal´ıtica i per tant no esperem cap singularitat ni discontinu¨ıtat en la pressio´ i la
densitat per a V < ∞. Ate`s que una transicio´ de fase del sistema te´ lloc quan
tenim una discontinu¨ıtat d’algun ordre en una de les magnituds termodina`miques
com ara la pressio´ o la densitat,aixo` ens permet afirmar que no hi ha transicions
de fase en sistemes finits. Les arrels de 3.2.1 depenen dels para`metres V , T i del
tipus d’interaccio´ entre les part´ıcules del sistema que es reflecteix en l’energia Er.
A mida que incrementem el volum i, per tant, el nombre ma`xim M de part´ıcules
que hi caben, e´s possible que una successio´ d’arrels convergeixin cap a un punt de
l’eix real, diguem t. Qualsevol entorn del punt t no seria una regio´ R lliure d’arrels
i per tant el teorema 3.2 no seria aplicable i t seria un candidat per a representar
una transicio´ de fase del sistema. Per a confirmar que realment t correspon al punt
de separacio´ entre dues fases cal estudiar cada sistema concret amb me´s detall.
Aix´ı doncs, la teoria de Lee-Yang ens permet establir una connexio´ entre l’estudi
de les transicions de fase i la distribucio´ de les arrels de la funcio´ de particio´ gran
cano`nica. Tanmateix, com hem vist en el cas de la funcio´ zeta de Riemann, aquest
estudi pot ser molt complicat. A continuacio´ veurem un cas en que` la distribucio´
dels zeros e´s remarcablement senzilla.
44 Cap. 3. Aplicacions a la f´ısica
El model d’Ising i el teorema del cercle de Lee-Yang
Considerem un graf n dimensional amb N ve`rtexs. A cada ve`rtex del graf hi
assignem una variable σi ∈ {−1,+1} que representa l’spin del ve`rtex, avall o
amunt respectivament. Cada ve`rtex i interacciona amb el seu primer ve´ı j amb
energia −Jσiσj. Considerem tambe´ un camp magne`tic extern H que actua sobre
tots els llocs de manera uniforme i constant. Aquest sistema termodina`mic es
coneix com el model d’Ising i el seu hamiltonia` e´s
H = −J
∑
(ij)
σiσj − µH
∑
i
σi, (3.2.4)
on (ij) indica la suma sobre totes les arestes i µ e´s el moment magne`tic (que
dependra` del tipus de part´ıcula que es trobi en el ve`rtex). Ens restringirem al
cas J > 0 que per definicio´ correspon al re`gim ferromagne`tic. Reescriurem el
hamiltonia` amb unes variables me´s adequades per al ca`lcul de la funcio´ de particio´.
Denotarem per N+ i N− el nombre de spins amunt i avall respectivament. Aix´ı
mateix, N++, N−− i N+− representen el nombre de parelles de ve¨ıns primers amb
els dos spins amunt, avall o un de cada respectivament. Suposarem que el nombre
q de ve¨ıns primers e´s el mateix per a tots els ve`rtexs, e´s a dir que el graf e´s regular.
De manera senzilla es tenen les segu¨ents relacions
qN+ = 2N++ +N+−,
qN− = 2N−− +N+−,
N− = N −N+,
N+− = qN+ − 2N++,
N−− =
(
1
2
qN − qN+ +N++
)
.
A continuacio´ podem reescriure el hamiltonia` 3.2.4 amb les variables N+ i N++,
H = HN(N+, N++) = −J
(
1
2
qN − 2qN+ + 4N++
)
+ µH(N − 2N+).
Sigui gN(N+, N++) el nombre de configuracions del sistema compatibles amb els
valors fixats N+ i N++; e´s a dir, la degeneracio´ del sistema fixats N+ i N++. La
funcio´ de particio´ cano`nica e´s aleshores
ZN(H,T ) =
∑
exp {−βHN(N+, N++)}
= eβN(
1
2
qJ−µH)
N∑
N+=0
e−2β(qJ−µH)N+
∑
N ′++
gN (N+, N++) e
4βJN++ ,
3.2. La teoria de Lee-Yang 45
on la prima del segon sumatori s’ha d’entendre com que la suma e´s sobre tots
els valors de N++ compatibles amb un N+ fixat. Fixem-nos que si denotem z =
exp{−2β(qJ − µH)} la funcio´ de particio´ es pot expressar com
ZN(H,T ) =
N∑
N+=0
GN+z
N+ , (3.2.5)
on
GN+ = e
βN( 12 qJ−µH)
∑
N ′++
gN (N+, N++) e
4βJN++ .
E´s a dir, la funcio´ de particio´ cano`nica del model d’Ising es pot expressar com la
funcio´ de particio´ gran cano`nica d’un sistema amb fugacitat z i funcio´ de particio´
cano`nica GN+ . Aquest sistema correspon al gas reticular. Aix´ı doncs, ja podem
aplicar el formalisme de Lee-Yang a la funcio´ 3.2.5 per a estudiar les transicions
de fase del model d’Ising, ate`s que els zeros de la funcio´ de particio´ cano`nica ens
indicaran els punts candidats a representar transicions de fase.
Teorema 3.3 (Teorema de Lee-Yang). Per a un model d’Ising ferromagne`tic
finit, les arrels de la funcio´ de particio´ cano`nica es troben situats sobre el cercle
unitat en el pla complex de la fugacitat z.
Demostracio´. Per convenie`ncia en la demostracio´, deixarem que el camp magne`tic
prengui valors diferents a cada ve`rtex hi i finalment farem que hi = H per a tot i.
De l’expressio´ 3.2.4 podem trobar una expressio´ alternativa a la funcio´ de particio´
cano`nica del model d’Ising que hem trobat abans. Tenim que
ZN(H,T ) =
1
2N
exp
(
βJL+ βµ
∑
i
hi
)
P (β, hi),
on L e´s el nombre total d’interaccions (arestes) i
P (β, hi) =
∑
σi=±1
exp
βJ∑
(ij)
(σiσj − 1) + βµ
∑
i
hi(σi − 1)
 .
Definim les variables ρi = e
−2βµhi i τ = e−2Jβ. D’aquesta manera, P e´s un polinomi
de grau 1 en cada una de les ρi i de grau L en τ , que mantindrem fix. Observem que
el polinomi P compta el nombre d’estats del sistema assignant a cada estat un cert
pes segons la configuracio´ dels spins. Ara be´, e´s clar que el terme d’aquest pes que
correspon ρi, e´s invariant sota la transformacio´ que inverteix tots els spins. Aixo`
ens permet afirmar que un cop fem ρi = ρ, el polinomi P sera` palindro`mic en ρ. Les
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Figura 3.2: Construccio´ d’un graf de tres ve`rtexs a partir de dos elementals.
arrels de P com a polinomi en ρi, correspondran a les arrels de ZN . L’expressio´ del
polinomi P pel graf me´s senzill de dos ve`rtexs enllac¸ats e´s P = 1+τ(ρ1+ρ2)+ρ1ρ2.
E´s clar que qualsevol graf pot ser constru¨ıt en unir grafs de dos ve`rtexs i identificant
els ve`rtexs pels quals unim, com mostra la figura 3.2 Ara veurem com obtenim el
polinomi P del nou graf a partir dels dels seus components que ens referirem com
P1 i P2. Observem que Pi e´s af´ı en ρi i per tant podem escriure P1 = B++ρbB− on
B+ expressa la contribucio´ amb σb = +1 i B− amb σb = −1. Ana`logament, tenim
que P2 = C+ +ρcC−. Quan b i c so´n identificats, tenim una nova variable, ρbc, que
assignem al ve`rtex bc. El polinomi total abans de la identificacio´ e´s el producte de
P1 i P2 ate`s que les funcions de particio´ so´n multiplicatives
P12 = B+C+ + ρbB−C+ + ρcB+C− + ρbρcB−C−.
El polinomi despre´s de la identificacio´ e´s, doncs,
Pbc = B+C+ + ρbcB−C− ≡ A++ + ρbcA−−.
Aquest proce´s de contraccio´ ens permet obtenir el polinomi P de qualsevol graf a
partir del me´s elemental. Demostrarem el teorema pel graf de dos ve`rtexs i veurem
que la veracitat del teorema sobreviu el proce´s de contraccio´ i per tant el teorema
quedara` provat. El polinomi P = 1 + τ(ρ1 + ρ2) + ρ1ρ2 s’anul·la si
ρ1 =
1 + τρ2
τ + ρ2
.
E´s immediat comprovar que si |ρ2| > 1, aleshores |ρ1| < 1 i viceversa. Aix´ı doncs
el polinomi no es pot anul·lar si ambdo´s ρ1 i ρ2 tenen mo`dul menor o major
que 1. Quan fem hi = H per a tot i, correspon a ρ1 = ρ2 = ρ i el polinomi
nome´s s’anul·la per |ρ| = 1. El teorema queda provat per a N = 2. Hem de
comprovar que aquesta propietat sobreviu el proce´s de contraccio´. Per a tal fi,
prenem ρb = ρc = ρ i mantenim els altres ρi constants. El polinomi abans de la
identificacio´ es pot escriure com
P12 = A++ + ρ(A−+ + A+−) + ρ2A−−.
Suposem que P12(a) 6= 0 quan |ρi| < 1 per a tot i. De la fo´rmula per a les equacions
de segon grau veiem que
|a| = |A++||A−−| > 1, |A++| > |A−−|
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i per tant el polinomi despre´s de la identificacio´, Pbc = A+++ρA−− no s’anul·la per
a |ρ| < 1. Si ara fem ρi = ρ per a tot i, el polinomi Pbc e´s un polinomi palindro`mic
tal com hem comentat abans. Si a e´s una arrel d’un polinomi palindro`mic, 1/a
tambe´ ho e´s. Concloem que Pbc no s’anul·la per a |ρ| < 1 i |ρ| > 1 i el teorema
queda demostrat.
El teorema del cercle ens permet afirmar que el model d’Ising te´, com a molt,
una transicio´ de fase, ja que el cercle unitat nome´s talla en un punt al semieix real
positiu. El cas del model d’Ising unidimensional te´ solucio´ anal´ıtica ben coneguda.
L’estrate`gia que se segueix per a trobar una expressio´ anal´ıtica de la funcio´ de
particio´ e´s veure que aquesta correspon a la trac¸a de la matriu
MN =
(
eβ(J+µh) e−βJ
e−βJ eβ(J−µh)
)N
.
En diagonalitzar la matriu M s’obtenen els dos valors propis
λ± = cos
(
θ
2
)
±
(
τ 2 − sin2
(
θ
2
))1/2
,
amb θ = −iβµH
2
∈ C. Les solucions de l’equacio´ ZN(θ) = λN+ + λN− = 0 venen
donades per cos θ = −τ 2 + (1 − τ 2) cos[(2k − 1)pi/N ] amb k ∈ N. Veiem, doncs,
que a mida que augmenta N la distribucio´ de zeros es fa me´s densa. Ara be´, el
cercle nome´s es tanca cap a l’eix positiu en el l´ımit τ → 0 (cos θ = 1) que correspon
a T = 0. Aixo` demostra que el model unidimensional no te´ cap transicio´ de fase
per a T > 0. Aquesta situacio´ s’il·lustra a la figura 3.3.
Figura 3.3: Arrels de la funcio´ de particio´ del model d’Ising unidimensional.
El model d’Ising en dos dimensions e´s molt me´s complicat. Encara no existeix
cap solucio´ anal´ıtica per al cas H 6= 0. L’any 1941 Kramers i Wannier (veure
[8]) van demostrar que per al cas d’una xarxa quadrada amb H = 0, la funcio´
de particio´ cano`nica a una temperatura T , Z(0, T ), i una a una temperatura T ∗,
Z(0, T ∗), estan connectades per
Z(0, T ∗) =
[
cosh(2γ∗)
cosh(2γ)
]N
Z(0, T ), (3.2.6)
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on γ = J/kBT , i T
∗ i T estan connectades per
tanh γ∗ = exp(−2γ). (3.2.7)
Observem que si T →∞, tenim que T ∗ → 0, per tant aquesta equacio´ ens relaciona
valors baixos de la temperatura amb valors alts. Alguns autors (cf.[7]) suggereixen
identificar la dualitat de Kramers-Wannier amb l’equacio´ funcional de la funcio´ ζ
de Riemann. Si existeix un valor de la temperatura, T0, per al qual la distribucio´
de zeros convergeix cap a un punt de l’eix real, aleshores degut a 3.2.6 aixo` tambe´
e´s cert per a T ∗0 . Tanmateix, ate`s que pel teorema de Lee-Yang nome´s pot haver-hi
una transicio´ de fase, aquesta ha de tenir lloc en el punt fix de la transformacio´
3.2.7, tanh γc = exp(−2γc), que implica que γc = 12 log(
√
2 + 1). Els mateixos
Kramers i Wanier demostren en un segon article [9] que aquest punt certament
correspon a una transicio´ de fase del sistema.
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