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Résumé
L’estimation dense de correspondances entre deux images
est un sujet essentiel de la vision par ordinateur et s’exprime
sous plusieurs formes : déformations rigides ou flexibles
avec de faibles ou grandes amplitudes de déplacements.
De nombreuses solutions spécifiques existent mais aucune
méthodologie unifiée n’a été formulée. Cet article propose
une nouvelle approche générale qui combine de manière
robuste un coût dense par pixel et un coût basé sur des
correspondances de primitives. Ce dernier utilise une dis-
tance robuste permettant d’exploiter des correspondances
de points ou de segments. Les correspondances permettent
d’empêcher l’optimisation dense de tomber dans un mini-
mum local. En utilisant un coût dense robuste, associé à une
régularisation au second ordre et une détection explicite
des auto-occultations, nous obtenons des résultats égalant
ou surpassant l’état de l’art pour les applications de flot
optique 2D, stéréo à fortes disparité et recalage de sur-
faces déformables. De plus, le faible couplage des modules
permet une grande flexibilité en fonction de l’application
visée.
Mots Clef
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Abstract
Dense motion field estimation is a key computer vision pro-
blem. Many solutions have been proposed to compute small
or large displacements, narrow or wide baseline stereo
disparity, or non-rigid surface registration, but a unified
methodology is still lacking. We here introduce a general
framework that robustly combines direct and feature-based
matching. The feature-based cost is built around a novel
robust distance function that handles keypoints and “weak”
features such as segments. It allows us to use putative fea-
ture matches to guide dense motion estimation out of local
minima. Our framework uses a robust direct data term. It is
implemented with a powerful second order regularization
with external and self-occlusion reasoning. Our framework
achieves state of the art performance in several cases (stan-
dard optical flow benchmarks, wide-baseline stereo and
non-rigid surface registration). Our framework has a modu-
lar design that customizes to specific application needs.
Keywords
optical flow, stereo, matching, features
1 Introduction
Un champ dense de correspondances, appelé flot optique
dans le cas général 2D, est une information très utile. Les
méthodes actuelles de l’état de l’art utilisent des algorithmes
d’optimisation variationnelle étendant le modèle de Horn
and Schunk [9]. Elles consistent en la minimisation couplée
d’un terme de donnée, par exemple basé sur l’hypothèse
de constance de l’intensité, et d’un terme de régularisation.
L’utilisation de normes non quadratiques [15, 20], de termes
de donnée robustes aux variations de luminosité [11, 15, 22]
et de régularisations favorisant des solutions affines par mor-
ceaux [3, 15] a fait progresser la précision et la robustesse
des résultats. Le problème des auto-occultations peut être
mitigé par l’emploi d’une régularisation anisotropique [20]
mais celles-ci sont très sensibles. La meilleure approche
consiste à détecter explicitement les auto-occultations [6,
21]. Effectuer la mise en correspondance de manière pyra-
midale, de basse à haute résolution améliore la convergence.
Cependant cela ne permet pas d’éviter les minima locaux
dans les cas suivants : un petit élément se déplaçant rapide-
ment dans l’image ou de fortes distorsions, perspectives ou
non-rigides, qui rendent les images trop différentes même à
basse résolution.
Contrairement aux méthodes denses, la mise en correspon-
dance de primitives (points, segments. . .) par détection et
description est mature et beaucoup moins sujette à des mi-
nima locaux : il y a moins de candidats associés descrip-
tion plus riche. Sans a priori fort sur la scène observée, les
fausses correspondances ne peuvent toutefois pas être totale-
ment supprimées. Les descripteurs de points sont pour la plu-
part basés sur le concept d’histogramme de gradients [10].
Nous voulons insister ici sur un autre type de primitives
spécialement utiles pour les scènes d’origine humaine : les
segments. Wang et al. [19] ont mis au point un descripteur de
groupe de segments qui encode des propriétés géométriques
semi-locales, bien adapté au cas d’images peu texturées ou
en présence de distorsions perspectives importantes.
Le domaine du recalage de surfaces non-rigides constitue
un bon exemple de la dualité entre les primitives et l’infor-
mation dense. Le suivi de surface consiste à la mise à jour
image par image dans une vidéo des déformations d’une
surface non-rigide. Entre deux images les déformations sont
faibles ce qui permet aux approches denses de converger
sans problème et d’offrir la meilleure précision [6]. Quand
la déformation entre deux images est importante, on parle de
détection de surface non-rigide, et là seules des approches
basées sur des correspondances de points sont en concur-
rence [13, 14]. Cette même dualité est présente dans la re-
construction 3D où dans le cas de faibles disparités les cartes
de profondeurs sont générées par des méthodes denses mais
dans le cas de changement important de point de vue ce
sont les approches Structure-from-Motion [8] éparses qui
sont utilisées.
Il n’y a eu que quelques tentatives pour tirer parti en même
temps de l’image et des correspondances de primitives.
Xu et al. [21] effectuent une optimisation discrète parmi
des déplacements candidats induits par, entre autres, des
correspondances SIFT [10]. Le résultat est ensuite régula-
risé. Les résultats obtenus sont très précis mais le coût de
traitement est important. Brox et al. [4] ont inspiré notre
travail par leur approche couplant des correspondances de
points à un terme basé image au sein d’une optimisation
variationnelle. Leur méthode est encore à ce jour une réfé-
rence, mais plusieurs limitations restreignent son potentiel.
Notre contribution consiste en l’élargissement considérable
du domaine d’applicabilité des méthodes variationnelles
d’estimation dense de flot optique. Pour cela les coûts basés
image et correspondances éparses sont combinés de manière
robuste et flexible, compatible avec tous les détecteurs et
descripteurs de primitives. La mise en correspondance est
effectuée une seule fois sur les images à résolution maxi-
male mais permet d’éviter les minima locaux pendant tout
le processus d’estimation. Après une courte introduction
sur la méthode LDOF [4] en section 2, notre cadre de tra-
vail est introduit. Il est construit autour d’une régularisation
variation totale généralisée [3] (abrégée TGV pour Total
Generalized Variation) en section 3.1, d’un coût dense ro-
buste prenant en compte les occultations en section 3.2, et
d’un nouveau coût basé sur les primitives en section 3.3,
robuste aux fausses correspondances et capable d’intégrer
aussi bien des points d’intérêt que des segments. Chacun
de ces blocs peut être indépendamment remplacé pour ti-
rer parti des progrès effectués dans les différents domaines
impliqués sans remettre en cause l’architecture générale ni
aucun des autres blocs.
Notations. Nous considérons une paire d’images I0 et I1.
Le champ de déplacements est estimé sur le domaine Ω ⊂
R
2 de I0. Les images sont considérées comme des fonctions
continues Ω → R en interpolant les intensités. La norme
euclidienne L2 est notée ‖.‖ et la norme L1 |.|. Les vecteurs
et fonctions vectorielles s’écrivent en gras avec des lettres
minuscules (x), et les matrices en gras et majuscules (J).
Le champ de déplacements estimé est appelé u : Ω→ R2
tel que pour tout x ∈ Ω, I0(x) ≈ I1(x+ u(x)).
2 Large Displacement Optical Flow
Cette section consiste en un résumé de l’approche de Brox et
al. [4] qui introduisent des descripteurs de points d’intérêt
dans une méthode variationnelle d’estimation de flot optique
en ajoutant un nouveau terme dans la fonction de coût :
CLDOF(u) = Ccolor(u) + γ Cgrad(u) + αCsmooth(u) (1)
+ β
N∑
i=1
Cmatch(u,u
(i)
match) + Cdesc(u
(i)
match)︸ ︷︷ ︸
nearest neighbors
où Ccolor(u) + γ Cgrad(u) est le coût dense, Csmooth(u) le
terme de régularisation, et la deuxième ligne le coût basé
sur les correspondances. Cmatch(u,u
(i)
match) est défini par∫
Ω
δi(x)ρi(u
(i)
match)Ψ(‖u(x)− u
(i)
match‖) dx (2)
où pour chaque correspondance i ∈ 1 . . . N , u(i)match est le
déplacement induit par la correspondance, δi est une fonc-
tion indicateur pour les pixels affectés et ρi(u
(i)
match) le score
de la correspondance. Ψ est une fonction de coût robuste,
approximation convexe de la norme L1. Brox et al. ont pro-
posé deux types de primitives pour fournir un déplacement
a priori aux pixels affectés : des régions associées à une
description riche (SIFT et couleur), ou des points échan-
tillonnés sur une grille régulière fine et associés à de simples
descripteurs basés gradient. Les correspondances sont effec-
tuées par recherche des plus proches voisins dans l’espace
des descripteurs ; c’est cette étape qui est représentée par
le terme Cdesc(umatch) qui n’intervient pas dans le reste de
l’optimisation. Le terme de coût dense est la somme des
différences d’intensité et de gradient. Le terme de régulari-
sation est la variation totale du champ de déplacements.
Notre formulation ne partage que peu de détails avec LDOF
mais a été inspirée par deux principes mis à jour par
Brox et al. D’abord, ils ont démontré que si les corres-
pondances n’améliorent pas la précision de l’estimation
dans les cas “faciles”, elles permettent d’éviter les minima
locaux quand les hypothèses de l’approche pyramidale ne
sont pas respectées. Plus important, ils ont observé le com-
portement notable de l’approche pyramidale qui équilibre
automatiquement les termes de la fonction de coût. En effet,
les correspondances ont une grande influence à basse réso-
lution où elles sont quasi-denses et de plus en plus faible au
fur et à mesure que la résolution augmente et que le terme
dense gagne en importance.
En dépit des bons résultats obtenus par LDOF, nous consi-
dérons leur modèle trop restrictif. L’équation (2) nécessite
que les correspondances soient bien localisées (pour être tra-
duites en déplacement a priori) et qu’elles soient associées
à un score pour minimiser l’impact des fausses correspon-
dances. Cela limite grandement les types de primitives et de
descripteurs utilisables. De plus cela introduit un couplage
indésirable entre le descripteur et le reste de l’algorithme.
L’idée de départ consistait à laisser l’optimisation variation-
nelle “choisir” parmi les voisins grâce au terme direct et à
la fonction de coût robuste. Cependant leur conclusion [4]
est qu’incorporer seulement le plus proche voisin donne de
meilleurs résultats que d’incorporer plusieurs coûts incohé-
rents. Nous proposons une approche généralisée qui relâche
ces contraintes pour une meilleure compatibilité avec les
techniques actuelles et futures de mise en correspondance
de primitives, voir la section 3.3.
3 Formulation proposée
Nous utilisons un modèle variationnel construit autour de
la régularisation variation totale généralisée [3] à l’ordre 2
(TGV2), récemment introduite, qui favorise des champ af-
fines par morceaux et est détaillée en section 3.1. Plusieurs
coûts denses peuvent être utilisés, dont trois sont listés en
section 3.2. Nous ajoutons ensuite un coût basé correspon-
dances de primitives, expliqué en section 3.3 et obtenons la
forme suivante :
Cours(u) =λCdense(u) + TGV
2(u, α0, α1) (3)
+β
N∑
i=1
Cmatch(u,Fi).
3.1 Variation totale généralisée
Definition. Les composants ux et uy du flot optique sont
régularisés indépendamment. Dans cette section, u désigne
au choix l’un de ces champs scalaires. La variation totale
TV(u) =
∫
Ω
|∇u(x)| dx est l’une des régularisations les
plus utilisées grâce à sa formulation simple et au développe-
ment d’algorithmes efficaces pour la norme L1 qui permet
la préservation des discontinuités. Cependant, en privilé-
giant des champs constants par morceaux, cette régularisa-
tion a tendance à introduire des effets d’escalier lorsque les
variations sont progressives. Plusieurs alternatives ont été
proposées tels que la régularisation de Huber [20] mais nous
nous concentrons ici sur la variation totale généralisée [3]
qui étend la variation totale aux dérivées plus élevées. Elle
est définie dans l’espace dual de Legendre-Fenchel mais la
formulation primale permet de faire le lien avec la variation
totale. En particulier, aux ordres un et deux :
TGV1α(u) = αTV(u) = α
∫
Ω
|∇u(x)| dx
TGV2α(u) = min
w∈
Ω→R2
{
α1
∫
Ω
|∇u−w| dx+ α0
∫
Ω
|∇w| dx
}
.
TGV1 tend à produire des solutions constantes par mor-
ceaux alors que TGV2 favorise les solutions affines par
morceaux, plus adaptées pour l’estimation de flot optique
ou de disparités stéréoscopiques.
Optimisation TGV2 par primal-dual. La méthode
primal-dual de Chambolle & Pock [5], très efficace, peut
être utilisée pour optimiser le modèle TGV2 discrétisé. Le
lecteur intéressé pourra se référer à [2, 15] pour une in-
troduction détaillée à l’algorithme avec les informations
pratiques telles que les versions discrètes des opérateurs
de différientiation. Une approche pyramidale (facteur de
décimation s ∈ [0.5, 1[) permet d’accélérer la convergence,
de limiter les minima locaux et, comme nous l’avons vu,
d’intégrer de manière élégante les correspondances éparses.
3.2 Coût dense basé image
La minimisation du coût dense est basée sur une linéari-
sation itérative. N’importe quelle fonction de coût définie
sur tout le domaine image Ω et aux variations suffisamment
progressives peut être utilisée. Il est par contre important
de prendre en compte la complexité du calcul du coût étant
donné qu’il sera évalué des centaines de fois par pixel.
CAD(x,u) = |I0(x)− I1(x+ u(x))| (4)
La différence absolue des intensités (4) est la plus simple
des fonctions de coût et la plus utilisée. Elle est robuste aux
déformations de l’image. Cependant l’hypothèse implicite
de constance de l’intensité est très rarement respectée en
pratique.
CCensus(x,u) = ∆(C(I0,x), C(I1,x+ u(x))) (5)
La transformée Census [22] (nous utilisons la variante ter-
naire [15]) encode la structure locale d’une fenêtre de taille
fixe. Dans l’équation (5),∆ est la distance de Hamming et
C(I,x) la transformée Census de l’image I au pixel x. Elle
est robuste à tout changement de luminosité monotone. En
revanche la discrétisation des différences de pixel introduit
une perte en précision. Une grande fenêtre rend la transfor-
mée plus discriminante mais moins robuste aux distorsions
et plus lente à calculer.
CADC(x,u) = 2− exp
(
− CAD
µ0
)
− exp
(
− CCensus
µ1
)
(6)
L’approche AD-Census [11] combine les deux précé-
dentes (6) pour être à la fois robuste et présenter des minima
bien localisés.
Gestion des occultations. Les occultations doivent être
prises en compte pour l’estimation de champs de déplace-
ments non triviaux. Deux types d’occultations peuvent être
dégagées : les occultations externes et les auto-occultations.
Les occultations externes sont causées par la présence d’un
objet occultant dans une seule des deux images. Elles sont
gérées en tronquant le terme de donnée au dessus d’un seuil
choisi ce qui empêche les incohérences d’affecter la solu-
tion finale. Empiriquement ce seuil et peu sensible, et une
valeur de 50% du maximum du terme de donnée améliore
notablement la robustesse sans dégrader la précision. Les
auto-occultations apparaissent quand une scène rigide est
observée depuis des points de vue éloignés ou quand une
surface déformable se replie sur elle même. Suivant Gay-
Bellile et al. [6], il est possible de les détecter en utilisant le
fait que la dérivée du champ de correspondances s’annule
dans une direction. Cette observation faite pour les surfaces
déformables est également valide pour les scènes rigides et
nous permet d’obtenir une probabilité d’occultationPocc(x).
Le coût dense n’a pas de sens dans les zones occultées, il
est donc multiplié par 1 − Pocc avant de l’inclure dans la
fonction de coût globale (3).
3.3 Coût basé correspondances éparses
Comme expliqué en section 2, notre fonction de coût est
inspirée par celle utilisée par LDOF (2) mais plus souple et
générale.
Cmatch(u,Fi) =
∫
Ω
ρi(x)Γσ[Df(x+ u(x),Fi)] dx (7)
où ρi est l’influence de la correspondance, Γσ est un esti-
mateur robuste, Df est la distance principale associée à la
correspondance. La suite de la section apporte une explica-
tion détaillée pour chaque fonction.
Influence ρi. Notre approche n’est pas restreinte à une
grille régulière de descripteurs, et la plupart des détecteurs
de primitives produisent des coordonnées non entières. Nous
traduisons cette propriété en considérant qu’un point affecte
les 4 pixels les plus proches de lui. Le poids associé à chaque
pixel voisin dépend linéairement de la distance entre son
centre et le point considéré, à la manière d’une interpolation
bilinéaire. Soit un point d’intérêt i localisé en xf = xf0 +
dx, xf0 = floor(xf ), dx = (1, 1)
T − dx, son influence ρi
est définie pour les quatre pixels affectés par :
ρi (xf0) = dxxdxy
ρi
(
xf0 + (1, 0)
T
)
= dxxdxy
|
|
ρi
(
xf0 + (0, 1)
T
)
= dxxdx
ρi
(
xf0 + (1, 1)
T
)
= dxxdxy.
Les segments sont considérés comme un ensemble de points
pour le calcul de leur influence. Celle-ci correspond donc à
une représentation anticrénelée du segment.
Fonction de coût robuste Γσ . Contrairement à
LDOF [4], notre approche ne fais pas appel à une mesure
externe de la qualité des correspondances, souvent peu
fiable ou même indisponible. L’hypothèse utilisée à la place
est qu’une correspondance est correcte si elle est cohérente
avec le movement global. Pour ceci nous utilisons l’esti-
mateur non convexe de Geman McClure Γσ(x) = x
2
σ+x2
dont l’influence dΓσ(x)dx ∝
x
(σ+x2)2 tend vers zéro pour
des valeurs de x importantes. Nous choisissons une faible
valeur σ = 0.2 pour un filtrage fort. À basse résolution
plusieurs correspondances sont affectées à chaque pixel,
le processus peut alors être vu comme un vote dont les
“perdants” voient leur influence durablement diminuer. À
plus haute résolution, le coût dense et la régularisation
prennent le relais pour converger vers l’optimum visé.
Distances associées aux correspondances Df. Contrai-
rement à LDOF (2), Cmatch dépend de la distance entre
x+ u(x) et la primitive correspondante, sans convertir la
correspondance en déplacement a priori. Cette distinction
permet d’utiliser différentes distances pour incorporer des
primitives. Nous définissons ici les distances associées aux
correspondances de points ou de segments. La méthode est
aisément transposable à d’autres types de correspondances.
La mise en correspondance de points est un domaine de
recherche mature et toujours actif. Un large choix de des-
cripteurs permet de trouver le meilleur compromis selon
l’application visée entre rapidité et robustesse. L’utilisation
de détecteurs de points d’intérêt permet d’obtenir des loca-
lisations plus précises que la grille régulière proposée par
[4]. La distance adaptée aux points est la norme euclidienne.
Pour un point d’intérêt Fi = xi :
Df
(point)(x,Fi) = ‖x− xi‖. (8)
Comme affirmé dans [4], l’influence des correspondances
décroît naturellement à chaque niveau de la pyramide. En
effet, l’influence des correspondances est liée au nombre
de pixels affectés. A chaque étape de décimation avec un
facteur s < 1, la proportion de l’image couverte par un
pixel est multipliée par s2 < 1.
L’algorithme de mise en correspondance de segments [19]
est intéressant car il ne s’appuie pas sur des similarités
photométriques mais représente la structure géométrique
semi-globale et est robuste à d’importantes distorsions
perspectives. Les segments mis en correspondance appar-
tiennent à la même ligne 3D mais leurs extrémités ne corres-
pondent pas forcément. La distance appropriée à utiliser est
donc la distance point-ligne orthogonale, qui contraint une
seule dimension. Soit un segment défini par ses extrémités
Fi = (xib ,xie) :
D
(segment)
f (x,Fi) =
‖(xie − xib)× (x− xib)‖
‖xie − xib‖
. (9)
Après décimation, la surface de l’image affectée par les
segments ne diminue que dans une seule dimension. Pour
que leur influence ait la même évolution que celle des points,
la fonction d’influence ρi est multipliée par s à chaque
niveau de pyramide.
4 Résultats expérimentaux
Cette section est consacrée à la démonstration de la vali-
dité et de la flexibilité de notre approche sur différents jeux
de données : du flot optique entre deux images proches
jusqu’au recalage de surfaces déformables en passant par
de la stéréovision à forte disparités. Sauf avis contraire,
les paramètres utilisés sont λ = 6, β = 0.5, α0 = 4,
α1 = 1, 20 itérations externes, 40 itérations internes et un
facteur de décimation s = 0.8. Le coût dense utilisé est
AD-Census avec une fenêtre 3 × 3, µ0 = 1, µ1 = 0.25.
Les correspondances de points sont effectuées par le détec-
teur [16] et le descripteur SIFT [10] implémentés dans la
bibliothèque OpenCV [1], en gardant les paramètres par
défaut pour faciliter la reproductibilité. Un filtrage simple
est effectué (cross-check filter) : les correspondances sont
calculées de la première image vers la deuxième et de la
deuxième vers la première ; seules les correspondances co-
hérentes sont conservées pour supprimer les ambiguïtés les
plus évidentes.
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FIGURE 1 – Évaluation quantitative sur la sélection “large
displacements” des images du jeu de donnée KITTI [17].
4.1 Flot optique 2D
Nous évaluons notre méthode sur le jeu de données
KITTI [7], composé d’images réelles capturées depuis un
véhicule. Ces images présentent des difficultés telles que la
présence de spécularités, le fait que la majorité des surfaces
soient parallèles à l’axe optique, et une grande variabilité
dans l’amplitude des déplacements et des conditions de
luminosité. À ce jour, notre méthode obtient la première
place du classement public parmi les méthodes de flot op-
tique pur 1. Notre méthode améliore donc l’état de l’art
même pour de faibles déplacements où les minima locaux
sont moins problématiques. Pour analyser l’impact de nos
contributions, nous nous basons sur la sélection “large dis-
placements” 2 [17]. La figure 1 compare notre méthode à
LDOF [4], notre inspiration pour l’intégration des corres-
pondances, et TGV2CENSUS [15] qui utilise une régulari-
sation TGV 2 et un terme de données Census. Il apparaît que
la régularisation TGV2 est l’amélioration la plus importante.
Ensuite nos paramètres : en diminuant α0 la régularisation
est moins contrainte. AD-Census apporte un gain en pré-
cision sauf pour la trame 181. Même dans ce contexte de
faibles déplacements, la gestion des auto-occultations et des
correspondances de point apportent une amélioration sub-
stantielle. La mise en correspondance OpenCV FAST-SIFT
calcule environ 4000 correspondances par paire d’images
en 4 seconds sur un processeur Intel Xeon 6 × 2.40GHz
et l’estimation variationelle prend en moyenne 8s avec une
carte graphique NVidia GeForce GTX 460.
4.2 Stéréovision à fortes disparités
La robustesse accrue de notre approche permet d’explorer
de nouvelles applications telles que la stéréo en présence de
fortes disparités, jusqu’ici impossible à traiter avec des ap-
proches de type flot optique. Tola et al. [18] ont publié un jeu
de données intéressant pour démontrer les qualités de leur
1. Les méthodes mieux classées utilisent la connaissance de la pose
des caméras (stéréo monoculaire) ou les paires stéréo associées aux image
(scene flow)
2. Les déformations de cette sélection “large displacement” restent de
faible amplitude par rapport aux expériences suivantes
1 2 3 4 5
1
2
3
4
5
FIGURE 2 – Évaluation sur le jeu de données DAISY
herzjesu. Les cartes de profondeurs sur la diagonale sont
les vérités terrains. Les autres cartes de profondeur sont cal-
culées en utilisant l’image de la ligne et celle de la colonne
comme référence. Les occultations estimées sont coloriées
en vert. Voir le tableau 1 pour les résultats quantitatifs.
descripteur dense DAISY. Nous comparons notre méthode
à leur approche utilisant une optimisation discrète sur le jeu
de données herzjesu en utilisant des correspondances
de segments [19] et un poids γ = 5 tout en projetant les
déplacements sur les lignes épipolaires. Nous adoptons la
même disposition en matrice que dans leur publication pour
faciliter la comparaison en figure 2 et tableau 1. Pour des dis-
tortions extrêmes, le terme de donnée AD-Census montre
ses limites mais il est clair que les segments permettent
d’élargir le bassin de convergence et d’obtenir des résul-
tats comparables sur la plupart des images. De plus notre
approche continue variationnelle est plus rapide que les ap-
proches discrètes. On remarque également que la gestion
des auto-occultations, issue du recalage de surface défor-
mable [6], s’applique très bien dans le cas de déformations
rigides.
4.3 Détection de surfaces déformables
Un autre domaine intéressant qui met en échec les mé-
thodes variationnelles denses est la détection de surfaces
déformables. Étant donnés un modèle plan d’une surface
texturée et une image de cette même surface déformée, le
problème est d’estimer la nouvelle position de chaque pixel
de la surface. Les méthodes denses existantes doivent être
initialisées proche de la solution pour converger [14], ce qui
est habituellement réalisé par une étape préliminaire basée
correspondances de points d’intérêt. Les points sont d’abord
filtrés pour supprimer les fausses correspondances, puis un
modèle de déformation est ajusté à ces correspondances.
Notre approche permet d’utiliser conjointement dans une
même étape d’optimisation l’information dense et les cor-
respondances de primitives. Pour démontrer quantitative-
ment les avantages de cette méthode, nous générons une
déformation synthétique grâce à la boîte à outils Matlab
de [12]. Les correspondances de point sont obtenues avec
1 2 3 4 5 Moyenne
1 - 96.4 / 90.9 / 90.8 85.2 / 86.3 / 88.7 86.6 / 84.8 / 86.9 85.1 / 85.0 / 87.5 70.7 / 77.7 / 88.8
2 93.3 / 93.3 / 90.8 - 93.9 / 92.6 / 94.3 78.2 / 91.4 / 92.4 88.1 / 86.7 / 91.4 70.7 / 88.0 / 92.4
3 83.6 / 83.2 / 86.9 90.8 / 88.9 / 90.3 - 91.4 / 91.7 / 93.2 89.3 / 88.0 / 93.9 71.0 / 86.6 / 92.1
4 80.9 / 73.2 / 85.5 88.4 / 84.8 / 87.1 92.3 / 92.2 / 93.0 - 90.2 / 90.8 / 95.4 89.0 / 86.2 / 91.6
5 00.0 / 73.6 / 83.6 76.1 / 74.3 / 86.3 86.9 / 85.4 / 91.7 89.9 / 89.9 / 93.3 - 69.7 / 82.9 / 90.5
TABLEAU 1 – Évaluation quantitative sur le jeu de données DAISY herzjesu. Le tableau montre le pourcentage d’erreur
supérieure à 5% de l’amplitude totale des profondeurs pour, dans l’ordre : notre algorithme sans correspondances / notre
algorithme avec correspondances de segments / Graph-Cut et DAISY [18]. La disposition est la même que dans la figure 2.
Deformed surfaceTemplate LDOF
29.1 px
FBDSD
13.3 px
Notre approche
8.33 px
... avec gestion des
auto-occultations
4.38 px
... et correspondances
non ﬁltrées
2.99 px
... et correspondances
ﬁltrées
3.28 px
FIGURE 3 – Résultats de la détection de surface déformable
sur des données synthétiques. Les 613 correspondances non
filtrées et les 103 correspondances filtrées (en vert) sont af-
fichées sur la paire d’image utilisée. Les grilles représentent
la transformation inverse estimée par chaque méthode. L’er-
reur moyenne en pixels est également indiquée.
le détecteur et le descripteur SIFT. Notre méthode est com-
parée à l’approche basée correspondances puis raffinement
FBDSD [14] ainsi qu’à l’approche flot optique robuste
LDOF [4]. On observe dans la figure 3 que LDOF ne peut es-
timer les déplacements trop importants, et que les approches
basées correspondances souffrent d’une faible précision près
des bords de l’image où il y a peu de correspondances. Nos
résultats sont meilleurs en utilisant les correspondances non
filtrées, ce qui révèle que le filtrage a supprimé de l’infor-
mation utile. Notre filtrage implicite pendant l’optimisation
par l’emploi d’un estimateur robuste est donc préférable à
une étape séparée de filtrage.
Conclusion
Nous avons introduit un cadre général permettant de large-
ment étendre le domaine d’applicabilité des méthodes varia-
tionnelles d’estimation du flot optique. Nous avons combiné
une régularisation moderne permettant de préserver les dis-
continuités avec un terme direct robuste et l’intégration de
correspondances de primitives. Notre modèle est compa-
tible avec des primitives faiblement localisées telles que les
segments et est robuste aux fausses correspondances. La
gestion des auto-occultations et des occultations externes
améliore encore la robustesse de notre approche. Ces contri-
butions permettent d’élargir considérablement le bassin de
convergence des méthodes variationnelles d’estimation de
flot optique : nous obtenons des résultats compétitifs avec
l’état de l’art pour le recalage 1D ou 2D, rigide ou flexible,
avec des déformations d’amplitudes faibles ou fortes. Pour
la suite, nous considèrerons l’amélioration de chacun des
blocs élémentaires : régularisation d’ordre plus élevé, terme
de donnée plus riche, et nouvelles primitives : régions ou
contours.
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