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Introduction
Théorèmes limites sur un exemple
Dans cette courte introduction, on se propose de présenter sur un exemple les dif-
férents théorèmes limites qui motivent ce travail sur un système dynamique simple.
Les preuves sont classiques et ne seront pas détaillées.
Un automorphisme hyperbolique du tore
On se place sur le tore T2 = R2/Z2. On considère la matrice M =
(
2 1
1 1
)
appartenant à SL(2,Z). On lui associe une transformation du tore
τ : T2 → T2; x 7→Mx mod Z2.
La matrice M possède deux valeurs propres réelles : κ = 3 +
√
5
2
et κ−1 = 3−
√
5
2
,
avec κ > 1 > κ−1. On note vu =
1√
5
(
2
1
)
(resp. vs =
1√
5
(−1
2
)
) un vecteur propre
 instable (resp.  stable ) associé à la valeur propre κ (resp. κ−1).
Cette matrice M est dite hyperbolique, et le réel κ est appelé nombre de Pisot,
il est l'unique racine de module strictement plus grand que 1 d'un polynôme à
coeﬃcients entiers. La transformation τ est un automorphisme du tore. Notons que
la mesure de Lebesgue λ est invariante par τ : pour tout ensemble mesurable A ⊂ T2,
on a :
λ(τ−1(A)) = λ(A).
Etant donnée une position initiale x, on souhaite décrire le comportement asymp-
totique la suite des positions futures (τ jx)j≥0.
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Théorèmes limites
Etant donnée une fonction f : T2 → R, et x ∈ T2, on déﬁnit la suite (SNf)N≥1
des sommes ergodiques par :
SNf(x) =
N−1∑
j=0
f(τ jx), ∀N ≥ 1. (1)
Loi des grands nombres (LGN)
Pour une fonction f ∈ L1(T2,R), on montre que
1
N
SNf(x)
L1−−−−→
N→+∞
∫
T2
f(u)dλ(u), (2)
pour λ-presque-tout x ∈ [0, 1[.
En d'autres termes, la moyenne le long d'une orbite s'approche la moyenne spa-
tiale, pour la mesure λ. Ce résultat est ici une conséquence du théorème ergodique
de Birkhoﬀ, le système dynamique (T2, τ, λ) étant ergodique.
Théorème de la limite centrale (TLC)
Pour une fonction f : T2 → R suﬃsamment régulière (par exemple, |fˆ(n)| ≤
C|n|−α, pour C > 0 et α > 1/2), on montre que, pour un paramètre de variance
asymptotique σ2, on a
√
N
∣∣∣∣ 1NSNf(·)−
∫
T2
f(u)dλ(u)
∣∣∣∣ L−−−−→N→+∞ N (0, σ2). (3)
Pour montrer ce résultat, on peut par exemple utiliser les fonctions caractéristiques
pour montrer que pour tout t ∈ R, on a E[ei t√N SNf(·)] −−−−→
N→+∞
e
−t2
2σ2
Théorème limite local (TLL)
On peut préciser le comportement local, avec f comme dans le théorème précé-
dent, en montrant que pour tous réels a < b, on a
σ
√
2piN λ
({
x ∈ T2;SNf(x)−N
∫
T2
f(u)dλ(u) ∈ [a, b]
})
−−−−→
N→+∞
b− a. (4)
Objectifs
Dans cette thèse on va établir des théorèmes limites locaux pour des sommes
ergodiques associées à des matrices plus générales (chapitre I) et des théorèmes
limites centraux pour des produits d'automorphismes du tore (chapitre II).
Chapitre I
Théorème limite local pour les
sommes de Riesz-Raïkov associées à
des  matrices de Pisot 
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Etant donnés un nombre de Pisot θ et une fonction höldérienne f , on démontre
un résultat analogue au théorème limite local obtenu par Bernard Petit [Pet96] sur
les sommes de Riesz-Raïkov. Son travail utilise une condition d'apériodicité portant
sur un relèvement F de f dans un certain sous-shift de type ﬁni, qui peut être diﬃcile
à vériﬁer sur les exemples. Quand θ est unitaire, on montre le résultat à la seule
condition que f ne soit pas constante. La construction présentée permet également
d'obtenir un théorème limite local pour les  matrices de Pisot .
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1 Introduction
Etant donné un nombre réel θ > 1, les sommes de Riesz-Raïkov associées à θ et
à une fonction f déﬁnie sur R et 1-périodique sont les sommes déﬁnies par
Snf(x) :=
n−1∑
i=0
f(θix). (I.1)
L'étude des propriétés stochastiques de ces sommes a été introduite par D. Raïkov
([Raï36]), qui a montré la loi des grands nombres (LGN) dans le cas θ = 2, pour f
intégrable :
1
N
SNf(x) −→
N→+∞
∫ 1
0
f(u) du, pour Lebesgue-presque tout x ∈ [0, 1]. (I.2)
F. Riesz ([Rie45]) a remarqué qu'il s'agissait d'un exemple d'application du théorème
ergodique de Birkhoﬀ. Depuis, de nombreux auteurs se sont intéressés au comporte-
ment asymptotique de ces sommes, pour diﬀérentes valeurs de θ, d'autres choix de
régularité de la fonction f et en considérant d'autres théorèmes limites que la loi
des grands nombres.
Un premier raﬃnement consiste à établir pour certaines classes de fonctions le
théorème de la limite centrale (TLC) :
SNf −N
∫ 1
0
f du√
N
L−−−−→
N→+∞
N (0, σ2), (I.3)
où la variance asymptotique σ2 est déﬁnie par σ2 = lim
N→+∞
1
N
‖SNf‖22 ,
Quand il a lieu, un tel résultat fournit la vitesse dans la loi des grands nombres.
Une autre question qui peut être examinée est la validité du théorème limite local
(TLL) (en notant λ la mesure de Lebesgue sur Rd) :
σ
√
2piN λ
({
x ∈ [0, 1], SNf(x)−N
∫ 1
0
f(u) du ∈ [a, b]
})
−−−−→
N→+∞
b− a, (I.4)
ainsi que celle de la loi du logarithme itéré (LLI) :
lim sup
N→+∞
√
N
σ
√
2 ln(lnN)
∣∣∣∣ 1NSNf(x)−
∫ 1
0
f(u) du
∣∣∣∣ ≤ 1, pour Lebesgue-p. t. x ∈ [0, 1],
(I.5)
Mentionnons enﬁn les versions multidimensionnelles des propriétés précédentes.
En ce qui concerne la LGN, elle a été montrée par F.Riesz et D.Raïkov pour tout
entier θ > 1. Plus récemment, E. Rio ([Rio00]) l'a établie pour presque tout réel
θ > 1. L'équidistribution de la suite (θnx)n≥0 pour presque tout x a été montrée,
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pour Lebesgue presque tout θ > 1 par J. F. Koksma. Elle a été étendue au cas
multidimensionnel par E. Lesigne ([Les98]).
Pour le TLC, sous des hypothèses de régularité de f , une première version a été
établie par par R.Fortet ([For40]) pour tout entier θ > 1. Puis S. Takahashi (1962)
et R. Kaufman (1980) on montré le TLC pour certains θ > 1 entiers algébriques.
Etant donné une fonction f développable en série de Fourier, on note (fˆ(n)) la
suite de ses coeﬃcients de Fourier. Pour les fonctions f vériﬁant |fˆ(n)| ≤ K|n|−α,
pour K > 0 et α > 1
2
, B. Petit ([Pet92]) a établi le TCL pour tout θ > 1, en ex-
plicitant la condition de non-dégénerescence de la variance. Soit ∀m ∈ N, θm /∈ Q et
alors σ2 =
∫ 1
0
f(u)2 du. Soit il existe un couple (a, b) d'entiers premiers entre eux, tel
que a
b
= θinf{m,θ
m∈Q}, auquel cas σ2 =
∫ 1
0
f(u)2 du+2
∑
n≥1
∫ 1
0
f(anu)f(bnu) du, avec
σ2 = 0 si et seulement s'il existe une fonction g ∈ L2 telle que f(·) = g(a·)−g(b·). En
fait, l'hypothèse de régularité moins contraignante
∑
ℓ≥0
 ∑
2ℓ≤n<2ℓ+1
|fˆ(n)|2
 12 < +∞
suﬃt et sous cette hypothèse, vériﬁée en particulier par les fonctions höldériennes,
K. Fukuyama a donné une version multidimensionnelle du TCL ([Fuk94]).
La LIL a été prouvée pour θ > 1 entier, par G. Maruyama et I. Ibragimov.
En ce qui concerne le TLL, le cas θ entier a été traité par Moskvin et Postnikov
[MP78]. P. Calderoni M. Campanino, et D. Capocaccia ([CCC85]) l'ont montré pour
θ nombre de Pisot de degré 2 et pour certaines fonctions f indicatrices d'intervalles.
Leur méthode, bien qu'utilisant également la notion de partition de Markov, est
diﬀérente de celle proposée ici.
B. Petit [Pet96] traite le cas où θ est un nombre de Pisot et f est höldérienne.
La preuve de ce résultat utilise un codage symbolique ϕ : X → T construit à partir
des θ-développements de réels. Les théorèmes limites sont prouvés sur le décalage
symbolique (X, σ), puis leurs analogues pour les sommes de Riesz-Raïkov en sont
déduites à l'aide d'un résultat d'approximation. La condition de non-dégénerescence
de la variance, portant sur le relèvement dans le décalage de l'observable f , est la
suivante :
(AP) f ◦ ϕ n'est pas de la forme u ◦ s− u + α + kβ, pour u ∈ L∞, α ∈ R, β > 0 et
k : X → Z. Elle est toutefois diﬁcile à vériﬁer.
Sommes de Riesz-Raïkov étendues
Dans ce travail, inspiré du précédent, on traite un cas de TLL, pour des sommes
de Riesz-Raïkov étendues, i.e. pour des sommes SNf(x) =
N−1∑
i=0
f(Aix), pour f :
Rr −→ R höldérienne, avec M ∈ SL(d,Z) matrice hyperbolique, de sous-espace
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vectoriel dilatant Fu de dimension r < d, pi la projection de Fu sur Rr, et A =
pi−1Mpi.
Notre condition (APF) de non-dégénerescence de la variance a l'avantage d'être
explicite, en terme du développement en série de Fourier de f :
(APF) pour toute fréquence k ∈ Zd telle que Card({(M⊤)sk, s ∈ Z} ∩ (Zr ×
{0}d−r)) ≥ 2, f ∈ {e(M⊤)sk, s ∈ Z}⊥.
Le cas particulier des nombres de Pisot unitaires est obtenu en prenant pour
matrice M la matrice compagnon de θ. Dans ce cas, l'hypothèse (APF) est automa-
tiquement vériﬁée par les fonctions f non nulles presque partout et on retrouve alors
le résultat de B. Petit, mais avec une condition plus simple à vériﬁer que la condition
(AP) dans le cas unitaire.
Notations 1.1. Etant donnée M une matrice hyperbolique de SL(d,Z), on note Fu
le sous-espace vectorielM -invariant associé aux valeurs propres de module supérieur
à 1 et r sa dimension.
Soit (e1, . . . , ed) la base canonique de Rd.
Déﬁnition 1.2. Une matrice M du type précédent satisfait la condition (Π), s'il ex-
iste des vecteurs (ei1 , . . . , eir) dans cette base tels que, en notant V = Vect(ei1 , . . . , eir),
l'application pi : Fu → V , restriction à Fu de la projection sur V parallèlement au
sous-espace Vect < (ej)j /∈{i1,...,ir} >, soit une bijection.
Cette condition est en particulier réalisée lorsque le polynôme caractéristique de
M est irréductible sur Q, on peut choisir V = Vect < e1 >.
Cette condition est également réalisée dans le cas d'une matrice M diagonale
par blocs, et dont les polynômes caractéristiques des restrictions aux blocs sont
irréductibles, il suﬃt de choisir, exactement un des vecteurs (ei1 , . . . , eir) dans chaque
bloc.
Par exemple, pourM =

2 1 0 0
1 1 0 0
0 0 3 2
0 0 1 1
, on peut prendre V = Vect <

1
0
0
0
 ,

0
0
1
0
 >
.
Dans toute la suite, on suppose cette condition (Π) vériﬁée. Quitte à permuter
les vecteurs (e1, . . . , en), on considérera dans la suite que V =< e1, . . . , er >, aﬁn de
simpliﬁer les notations.
Notations 1.3. Notons A l'application linéaire dilatante sur V déﬁnie par A :=
piMpi−1.
L'action de A sur V donne lieu à une généralisation des sommes de Riesz-Raïkov
(I.1) : si f est une fonction 1-périodique déﬁnie sur V , on considère les sommes
Snf(t) =
n−1∑
i=0
f(Ait). (I.6)
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Les sommes du type (I.1) correspondant à un nombre de Pisot θ s'obtiennent en
prenant pour M la matrice compagne du polynôme minimal de θ.
Le résultat principal de ce travail est le théorème limite local suivant pour les
sommes (I.6) qui étend le résultat de B. Petit cité plus haut (tout au moins dans
la cas unitaire). Ce théorème est valide sous une condition (APF) d'apériodicité
(condition 4.1 précisée plus loin) qui présente l'avantage d'être vériﬁable sur des
exemples par un calcul de coeﬃcients de Fourier. Notons λ (resp. λr) la mesure de
Lebesgue sur R (resp. Tr).
Théorème 4.7 Soit M ∈ SL(n,Z) une matrice hyperbolique vériﬁant les con-
ditions (Π)(c.f. 1.2) et (DE)(c.f. 4.6). Soient r la dimension de son sous-espace
propre associé à ses valeurs propres de module supérieur à un, pi la bijection as-
sociée (c.f. déﬁnition 1.2) et A = piMpi−1. Soit f une fonction α-höldérienne sur
Rr, 1-périodique, non constante, telle que
∫
f dλr = 0 et vériﬁant (APF)(c.f. 4.1)
. Alors σ2f = lim
k→+∞
1
k
∫
(Skf)
2 dλr est strictement positif et pour tout intervalle
I ⊂ R, on a :
σf
√
2pinλr
({
v ∈ [0, 1]r,
n−1∑
i=0
f(Aiv) ∈ I
})
−−−−→
n→+∞
λ(I).
Les étapes de la démonstration sont les suivantes. On utilise tout d'abord un
codage symbolique, lié à la notion de partition de Markov. On prouve ensuite une
version un peu plus générale du théorème limite local pour un sous-shift de type
ﬁni et une fonction höldérienne. On peut alors traduire ce résultat sur le tore à
l'aide de l'application de codage, et un résultat d'approximation permet de préciser
le comportement des sommes de type "Riesz-Raïkov" sur la variété instable. On en
déduit ﬁnalement un théorème limite local sur le tore, grâce à la souplesse introduite
dans les résultats précédents, en remarquant que les mesures introduites sur les sous-
variétés instables s'approchent de la mesure de Lebesgue sur V .
2 Théorème limite local pour les sous-shifts de type
ﬁnis bilatères
Dans cette partie, on se place dans le cadre général d'un sous-shift de type
ﬁni bilatère (X, σ), associé à une matrice de transition B irréductible, muni de
l'unique mesure d'entropie maximale σ-invariante notée µ. (X+, σ) désigne le sous-
shift unilatère et µ+ (ou simplement µ) la mesure d'entropie maximale sur ce facteur.
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Nous rappelons la méthode permettant d'obtenir un théorème limite local pour
les fonctions régulières dans ce cadre. En même temps nous obtenons une extension
de ce résultat classique qui est adaptée à l'application aux sommes de Riesz-Raïkov
présentée dans les sections suivantes.
2.1 Opérateur de transfert
La matrice B est irréductible et apériodique.
Notations 2.1. Notons β l'unique valeur propre de module maximal de la matrice
de transition B, L un vecteur propre de Perron à gauche de B et R le vecteur propre
de Perron à droite de B, vériﬁant les relations :
L⊤B = βL⊤, BR = βR,
n∑
i=1
LiRi = 1.
On peut alors déﬁnir une matrice stochastique Q en posant :
∀i, j ∈ I, Qi,j = Bi,j Ri
βRj
.
Soit q le vecteur déﬁni par qi = LiRi, pour tout i ∈ I.
Le vecteur q est un vecteur de probabilité stationnaire pour Q. En eﬀet, pour
tout i ∈ I, on a :
m∑
j=1
Qi,jqj =
m∑
j=1
Bi,jLj
Ri
β
= qi.
Notation 2.2. On note µ+ l'unique mesure sur le sous-shift unilatère X+ muni de
sa tribu borélienne B qui est invariante par le décalage σ et d'entropie maximale.
On appelle cylindre les ensemble [i0, . . . , ik] = {x ∈ X, x0 = i0, . . . xk = ik}, pour k
entier, et i0 . . . ik un mot admissible. La mesure µ+ est déﬁnie sur les cylindres par :
µ+([i0, . . . , ik]) = Li0Rikβ
−k.
Elle se prolonge en mesure invariante sur le sous-shift bilatère X notée µ.
Enﬁn, on déﬁnie la distance d sur X+ par d(x, y) = 2−min{i, xi 6=yi}.
L'entropie de (X, σ, µ) est égale à ln β. Pour plus de détails, on peut se reporter
à [Kit98] p.155, ou encore à [Buz07].
Notations 2.3. Dans la suite, λ désigne la mesure de Lebesgue sur R, α un réel
∈]0, 1] et Hα l'espace de Banach des fonctions α-höldériennes de X+ dans R muni
de la norme de Hölder ‖ ‖α déﬁnie, pour f ∈ Hα, par :
‖f‖α = ‖f‖∞ + [f ]α, (I.7)
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où
[f ]α = sup
x6=y,x0=y0
|f(x)− f(y)|
d(x, y)α
.
L'opérateur de Perron-Frobenius-Ruelle relativisé markovien P opérant sur l'es-
pace des fonctions höldériennes f sur X+ est déﬁni par :
Pf(x) =
∑
i:B(i,x0)=1
Qi,x0f(ix), x ∈ X.
Cet opérateur vériﬁe la relation de dualité suivante :
Proposition 2.4. Pour toutes fonctions f et g appartenant à Hα, on a :∫
X
Pf(x)g(x)dµ(x) =
∫
X
f(x)g ◦ σ(x)dµ(x).
2.2 Opérateurs perturbés et propriétés spectrales
Rappelons quelques propriétés spectrales des opérateurs perturbés (c.f.[HH01]).
Etant donnée une fonction F , on déﬁnit la famille d'opérateurs perturbés (Pt)t∈R,
pour tout réel t par :
Ptf = P (e
itFf). (I.8)
On montre par récurrence la relation de dualité suivante :
Proposition 2.5. Pour toutes fonctions f et g appartenant à Hα, on a, pour tout
n ≥ 1 : ∫
X
P nt f(x)g(x)dµ(x) =
∫
X
f(x)eitSnF (x)g ◦ σn(x)dµ(x),
où SnF (x) =
n−1∑
k=0
F ◦ σk(x).
L'action de l'opérateur P régularise les fonctions. Considérons deux suites x et
y ayant la même coordonnée d'indice nul : x0 = y0.
|Pf(x)− Pf(y)| ≤ |
∑
i:B(i,x0)=1
qi,x0f(ix)−
∑
i:B(i,y0)=1
qi,y0f(iy)|
≤ |
∑
i:B(i,x0)=1
Qi,x0f(ix)−
∑
i:B(i,x0)=1
Qi,x0f(iy)|
≤
∑
i:B(i,x0)=1
Qi,x02
−α[f ]α
≤ 2−α[f ]α
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Pour tout n ≥ 1, on a donc
[P nf ]α ≤ 2−nα[f ]α.
On établit les inégalités suivantes :
‖Pf‖∞ ≤ ‖f‖∞, ‖Ptf‖∞ ≤ ‖f‖∞, ‖Pf‖1,µ ≤ ‖f‖1,µ
‖Pf‖α ≤ ‖f‖∞ + 2−α[f ]α,
‖P nf‖α ≤ C ′‖f‖∞ + 2−nα[f ]α,∀n > 0
‖Ptf‖α ≤ [eitF ]α‖f‖∞ + 2−α[f ]α,
‖P nt f‖α ≤ C ′[eitF ]α‖f‖∞ + 2−nα[f ]α,∀n > 0.
L'étude des propriétés spectrales de P montre que le spectre de P est constitué
de la valeur propre simple 1 et d'un ensemble contenu dans le disque de centre 0 et
de rayon < 1.
Rapelons le lemme suivant, d'après le lemme 3.9 de [HH01].
Lemme 2.6. Soit (B, ‖ ‖) un espace de Banach. Soit V0 opérateur linéaire borné sur
(B de rayon spectral r(V0). Pour tout r > r(V0), il existe η et C tels que ‖V −V0‖ <
η ⇒ ‖V n‖ ≤ Crn.
On vériﬁe que, pour une constante C ′, ‖Pt − Ps‖ ≤ C ′|t− s|. En eﬀet
‖(Pt − Ps)f‖α ≤ C[eitF − eisF ]α‖f‖∞ + 2−α‖eitF − eisF‖∞‖f‖α
≤ C(t− s)‖F‖α‖f‖∞ + 2−α|t− s|‖F‖∞‖f‖α.
Pour |t| suﬃsamment petit, si rt est tel que r(Pt) < rt < 1, alors il existe εt > 0
tel que
|t− s| < εt ⇒ ‖P ns ‖ ≤ Crnt ,∀n ≥ 0.
Par une méthode de perturbation, on montre qu'il existe un voisinage [−δ, δ] de
0 tel que (c.f. [HH01], partie III-2) le spectre de Pt est constitué d'une valeur propre
simple dominante γt =
t→0
1− σ2F t
2
2
+ o(t2) (associée à un vecteur propre noté vt, avec
v0 = 1) et d'un sous-ensemble contenu dans un disque de rayon γt < 1. Le réel σF
coïncide avec la variance asymptotique de F qui sera déﬁnie plus bas.
Lemme 2.7. Sous l'hypothèse d'apériodicité, pour tout compact K de R de diamètre
suﬃsamment petit et ne contenant pas 0, il existe des constantes ρK < 1 et CK > 0
telles que pour t ∈ K,
‖P nt ‖α ≤ CKρnK .
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Pour t suﬃsamment petit, nous avons la décomposition suivante pour Pt :
Pth = γtµ(Π
1
th)vt +Π
0
th,
où Π1t est le projecteur sur le sous-espace propre dominant et Π0t le projecteur sur
un supplémentaire.
Dans la suite, nous noterons δ > 0 et ρ ∈]0, 1[ des réels tels que, pour une
constante C > 0 et toute fonction α-höldérienne, on ait :
‖(Π0t )nf‖α ≤ Cρn, ∀n ≥ 1,∀t, |t| ≤ δ. (I.9)
En particulier, l'opérateur P s'écrit f → P (f) = µ(f) + Q(f), où Q est un
opérateur vériﬁant :
‖Qnf‖α ≤ Cρn,∀n ≥ 1. (I.10)
2.3 Apériodicité et variance
Déﬁnition 2.8. (Apériodicité) On dit qu'une fonction mesurable F : X → R est
apériodique s'il n'existe pas de fonction mesurable h et de réels γ, β tels que :
exp(2ipiγ(F − β)) = h ◦ σ
h
.
Soit G une fonction α-höldérienne sur X+, apériodique, telle que µ(G) = 0. On
a alors σ2G = µ(G2) + 2
∑
k≥1
µ(G G ◦ σk) > 0
La fonction G étant d'intégrale nulle, nous avons :∫
G G ◦ σk dµ =
∫
G QkG dµ.
On en déduit qu'il existe deux constantes positives C et ρ < 1 pour lesquelles :
|
∫
G G ◦ σk dµ| ≤ ‖G‖∞‖QkG‖1 ≤ ‖G‖∞‖QkG‖ ≤ Cρk.
En développant, on obtient :∫
(SnG)
2 dµ = n
∫
G2 dµ+ 2
n−1∑
k=1
(n− k)
∫
G G ◦ σk dµ.
Ceci permet de déﬁnir la variance asymptotique σG :
σ2G = lim
n→+∞
1
n
∫
(SnG)
2 dµ =
∫
G2 dµ+ 2
+∞∑
k=1
∫
G G ◦ σk dµ.
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Notons que l'apériodicité de G entraîne σG > 0. En eﬀet, supposons qu'on ait
σG = 0.∫
(SnG)
2 dµ = n
∫
G2 dµ+ 2
n−1∑
k=1
(n− k)
∫
G G ◦ σk dµ
= n
(∫
G2 dµ+ 2
n−1∑
k=1
∫
G G ◦ σk dµ
)
− 2
n−1∑
k=1
k
∫
G G ◦ σk dµ
= n
(∫
G2 dµ+ 2
+∞∑
k=1
∫
G G ◦ σk dµ
)
− 2n
+∞∑
k=n
∫
G G ◦ σk dµ
− 2
n−1∑
k=1
k
∫
G G ◦ σk dµ = 0 +O(1).
Ainsi (SnG)n est une suite bornée dans L2. Soit S une limite faible d'une sous-
suite (SnkG). En utilisant la propriété de mélange, nous obtenons :
‖G− (S − S ◦ σ)‖22 = lim
k
< G− (S − S ◦ σ), G− (SnkG− SnkG ◦ σ) >
= lim
k
< G− (S − S ◦ σ), G ◦ σnk) >= 0.
Ceci montre que G = S − S ◦ σ. Or, d'après la déﬁnition (2.8), une fonction
höldérienne et apériodique ne peut pas s'écrire sous cette forme, ce qui établit le
résultat.
Prenons maintenant pour F une fonction d'intégrale nulle α-höldérienne sur X
apériodique. Nous verrons plus loin que F est cohomologue à une fonction F+ α-
höldérienne sur X+ apériodique :
F = F+ ◦ pi0 + u0 ◦ σ − u0,
où u0 est α2 -höldérienne sur X et pi0 est l'application
pi0 : X → X+, (xk)k∈Z → (xk)k≥0.
On peut appliquer ce qui précède en prenant pour G la fonction F+. Cette
fonction est apériodique si F est apériodique et les variances sont égales :
SnF = SnF
+ ◦ pi0 + u0 ◦ σn − u0.
D'où : |‖SnF‖2 − ‖SnF+ ◦ pi0‖2| ≤ 2‖u0‖2, ce qui entraîne
σ2F+ = lim
n→+∞
1
n
∫
(SnF
+)2 dµ = lim
n→+∞
1
n
∫
(SnF )
2 dµ = σ2F .
En résumé nous avons la proposition suivante qui permet d'assurer, dans toute
la suite que la variance σF associée à une fonction höldérienne apériodique est non
nulle :
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Proposition 2.9. Si F est une fonction α-höldérienne et apériodique sur X. La
variance
σ2F = µ(F
2) + 2
∑
k≥1
µ(F F ◦ σk) (I.11)
est ﬁnie et > 0.
On peut également se reporter à [GH88] lemme 3 p.76, ou [HH01] à ce sujet.
2.4 Théorème limite local pour le sous-shift de type ﬁni uni-
latère
On va établir un résultat général symbolique dans cette sous-partie, qui sera
utilisé dans la suite via le codage des automorphismes hyperboliques du tore.
Rappelons d'abord un premier énoncé d'un théorème local, dont on trouvera une
démonstration dans [Pet96] ou [HH01] (p. 95, en utilisant le théorème A∗ p. 82) :
Théorème 2.10. Soit F une fonction α-höldérienne sur X+ apériodique, telle que
µ(F ) = 0, de variance asymptotique σF . On a alors, pour tout intervalle I ⊂ R :
σF
√
2pinµ+
({
x ∈ X+,
n−1∑
i=0
F ◦ σi(x) ∈ I
})
−−−−→
n→+∞
λ(I).
On va adapter la preuve donnée dans [Pet96] pour montrer une extension du
résultat précédent :
Théorème 2.11. Soit F une fonction α-höldérienne sur X+ telle que µ+(F ) = 0,
apériodique, de variance asymptotique σF . Soit (cn) une famille de fonctions α-
höldériennes X+ → R telle que, pour un réel β ∈]0, 1
2
[, on ait, pour tout n :
‖cn‖∞ = o(n 12−β), ln[cn]α = o(n1−β). (I.12)
On a alors, pour tout intervalle I ⊂ R :
σF
√
2pinµ+({x ∈ X : cn(x) +
n−1∑
i=0
F ◦ σi(x) ∈ I}) −−−−→
n→+∞
λ(I).
Preuve Considérons un nombre β ∈]0, 1
2
[ et une suite cn de fonctions telles que
‖cn‖∞ = o(n 12−β), ln[cn]α = o(n1−β). (I.13)
On note K l'ensemble des fonctions de L1(R) dont la transformée de Fourier est à
support compact. Posons :
SnF (x) =
n−1∑
i=0
F (σix).
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Rappelons que la condition d'apériodicité entraîne σF > 0. Par l'argument de
Breiman [Bre68], il suﬃt de montrer que, pour tout g ∈ K, on a :
lim
n→+∞
√
2pinσFµ
+ (g(cn(.) + SnF (.))) = λ(g).
Soit g ∈ K et a > 0 tels que le support de gˆ soit contenu dans [−a, a]. Posons :
An =
√
2pinσF
∫
g(cn(x) + SnF (x)) dµ
+(x).
Introduisons un réel positif ξ > 1− β et coupons en deux la somme SnF :
SnF = S[nξ]F + (Sn−[nξ]F ) ◦ σ[n
ξ].
En écrivant g(u) = 1
2pi
∫
gˆ(t)e−itu dt, nous obtenons :
An =
√
n
2pi
σF
∫
X
∫
R
gˆ(t)eitcn(x)+itSnF (x) dt dµ+(x)
=
√
n
2pi
σF
∫
R
gˆ(t)
∫
X
eitcn(x)+itSnF (x) dµ+(x) dt
=
√
n
2pi
σF
∫
R
gˆ(t)
∫
X
e
itcn(x)+itS[nξ]
F+itS
n−[nξ]
F◦σ[n
ξ](x)
dµ+(x) dt
=
√
n
2pi
σF
∫
R
gˆ(t)
(∫
X
P
n−[nξ]
t
(
P [n
ξ]
(
e
it(cn+S[nξ]
F )
))
(x) dµ+(x)
)
dt
= B1n +B
2
n +B
3
n,
où :
B1n =
√
n
2pi
σF
∫
]− δ
nη
, δ
nη
[
gˆ(t)
∫
X
eitcn(x)+itSnF (x) dµ+(x) dt;
B2n =
√
n
2pi
σF
∫
δ
nη
≤|t|≤δ
gˆ(t)
(∫
X
P
n−[nξ]
t
(
P [n
ξ]
(
e
it(cn+S[nξ]
F )
))
(x) dµ+(x)
)
dt;
B3n =
√
n
2pi
σF
∫
δ≤|t|≤a
gˆ(t)
(∫
X
P
n−[nξ]
t
(
P [n
ξ]
(
e
it(cn+S[nξ]
F )
))
(x) dµ+(x)
)
dt.
η désignant un nombre dans ]0, 1[ qui sera choisi ultérieurement.
Intéressons-nous tout d'abord à la fonction P [nξ]
(
e
it(cn+S[nξ]
F )
)
. La variation
de la fonction e
it(cn+S[nξ]
F )
vériﬁe :
[e
it(cn+S[nξ]
F )
]α ≤ t
[cn]α + [n
ξ]−1∑
i=0
[F ◦ σi]α
 = t
[cn]α + [n
ξ]−1∑
i=0
2αi[F ]α
 .
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On en déduit
[P [n
ξ]
(
e
it(cn+S[nξ]
F )
)
]α ≤ 2−α[nξ]t[cn]α + t[F ]α
[nξ]−1∑
i=0
2−α([n
ξ]−i).
Comme ξ est supérieur à 1−β, la suite des variations des fonctions P [nξ]
(
e
it(cn+S[nξ]
F )
)
est bornée. Majorons maintenant successivement B3n, B2n et B1n.
• B3n :
Nous avons par le lemme 2.7, pour δ ≤ |t| ≤ a,
‖P n−[n
ξ]
t
(
P [n
ξ]
(
e
it(cn+S[nξ]
F )
))
‖α ≤ Cρn‖P [nξ]
(
e
it(cn+S[nξ]
F )
)
‖α ≤ C ′ρn;
donc :
B3n =
√
n
2pi
σF
∫
δ≤|t|≤a
gˆ(t)
(∫
X
P
n−[nξ]
t
(
P [n
ξ]
(
e
it(cn+S[nξ]
F )
))
(x) dµ+(x)
)
dt→ 0.
• B1n
L'inégalité
|eitcn(x)+itSnF (x) − eitSnF (x)| ≤ |t|‖cn‖∞
assure qu'en remplaçant B1n par
√
n
2pi
σF
∫
]− δ
nη
, δ
nη
[
gˆ(t)
∫
X
eitSnF (x) dµ+(x) dt on fait
une erreur majorée par Cδ2n 12−2η‖cn‖∞. Elle tend vers 0 sous la condition ‖cn‖∞ =
o(n2η−
1
2 ). Cette condition est remplie si 1
2
− β < 2η − 1
2
c'est-à-dire si η > 1
2
− β
2
.
Etudions maintenant l'expression B′n obtenue en remplaçant eitcn par 1. En
faisant le changement de variable σF
√
nt = t′, on obtient :
B′n =
1√
2pi
∫
]− δσF
√
n
nη
,
δσF
√
n
nη
[
gˆ(
t
σF
√
n
)
(∫
X
P n t
σF
√
n
(1)(x) dµ+(x)
)
dt.
Nous avons :
P n t
σF
√
n
(1)(x) = γn t
σF
√
n
µ(Π1 t
σF
√
n
1) v t
σF
√
n
+ (Π0 t
σF
√
n
)n(1).
Le deuxième terme est proche de (Π00)n(1) et donc majoré par Cρn, d'après (I.9).
Pour le premier terme, nous avons les convergences :
γn t
σF
√
n
→ e− 12 t2 , µ(Π1 t
σF
√
n
1)→ µ(Π101) = 1, v t
σF
√
n
→ v0 = 1.
On peut alors appliquer le théorème de convergence dominée et obtenir que B′n
converge vers 1√
2pi
∫
R
gˆ(0)e
−t2
2 dt =
∫
R
g(x) dx, si l'intervalle d'intégration tend vers
l'inﬁni, c'est-à-dire si η < 1
2
.
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• B2n
Soit δ
nη
≤ |t| ≤ δ. Comme γt =
t→0
1 − 1
2
σ2F t
2 + o(t2), γt est inférieur à 1− σ
2
F
4
δ2
n2η
,
pour δ petit.
En appliquant le lemme 2.6, partant de la relation
P
n−[nξ]
t
(
P [n
ξ]
(
e
it(cn+S[nξ]
F )
))
= γ
n−[nξ]
t µ
+(Π1t
(
P [n
ξ]
(
e
it(cn+S[nξ]
F )
))
) vt
+(Π0t )
n−[nξ]
(
P [n
ξ]
(
e
it(cn+S[nξ]
F )
))
,
on obtient la majoration :
‖P n−[n
ξ]
t
(
P [n
ξ]
(
e
it(cn+S[nξ]
F )
))
‖∞ ≤ γn−[n
ξ]
t ‖µ+(Π1t
(
P [n
ξ]
(
e
it(cn+S[nξ]
F )
))
vt‖∞
+Cρn−[n
ξ][
(
P [n
ξ]
(
e
it(cn+S[nξ]
F )
))
]α
≤ Cδ(e− 14σ2δ2(n−[nξ])n−2η + 2ρn−[nξ]).
D'où la convergence vers 0 de B2n :
B2n ≤ Cδ2
√
n(e−
1
4
σ2δ2n1−2η−nξ−2η + 2ρn−[n
ξ]).
En prenant pour η un nombre vériﬁant 1
2
− β
2
< η < 1
2
, on établit donc la
convergence de An vers
1√
2pi
∫
R
gˆ(0)e
−t2
2 dt =
∫
R
g(x) dx.
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2.5 Théorème limite local pour les sous-shifts de type ﬁni
bilatères
Nous allons nous ramener au cas unilatère en utilisant la méthode de réduction
de Bowen ([Bow75], p.11). Nous l'appliquerons pour obtenir des fonctions dépendant
uniquement des coordonnées supérieures ou égales à un entier −ℓ. Nous ferons dans
la suite varier ℓ aﬁn d'approcher uniformément les fonctions régulières sur X par
des fonctions "unilatères".
Soit ℓ un entier. Pour tout t dans l'alphabet, soit (ak(t))k∈Z un élément de X tel
que a−ℓ(t) = t. Soit rℓ : X → X, (xk)k∈Z 7→ (xℓk)k∈Z, où pour tout k
xℓk =
{
xk, si k ≥ −ℓ,
ak(x−ℓ), sinon.
(Le passé de rℓ(x) "antérieur" à −ℓ ne dépend que de x−ℓ.)
Lemme 2.12. Soient F une fonction α-höldérienne sur X et ℓ ∈ N. Il existe C > 0,
des fonctions F ℓ,+ α/2-höldérienne ne dépendant que des coordonnées supérieures à
−ℓ et uℓ α2 -höldérienne sur X telles que :
F = F ℓ,+ + uℓ ◦ σ − uℓ,
‖uℓ‖∞ ≤ 2−αℓ‖F‖α, ‖uℓ‖α
2
≤ C‖F‖α.
Les fonctions F ℓ,+ sont toutes cohomologues entre elles. En posant hℓ :=
ℓ−1∑
j=0
Fσjr0 :
F ℓ,+ ◦ σℓ = F 0,+ + hℓ ◦ σ − hℓ.
Preuve Posons :
uℓ =
+∞∑
j=0
F ◦ σj − F ◦ σj ◦ rℓ.
Pour tout x ∈ X, σjx et σj ◦ rℓx coïncident sur {−j − ℓ, . . . ,+∞}, donc :
|F ◦ σjx− F ◦ σj ◦ rℓx| ≤ [F ]α 2−α(l+j).
Ainsi uℓ est bien déﬁnie et ‖uℓ‖∞ ≤ 2−αℓ [F ]α.
Si x et y coïncident sur les coordonnées {−n, . . . , n}, alors rℓ(x) et rℓ(y) aussi (rℓ
impose le même passé à x et y si n ≥ ℓ et ne change pas les coordonnées {−n, . . . , n}
sinon) et, pour tout 0 ≤ j ≤ n, on a
|F ◦ σjx− F ◦ σjy| ≤ [F ]α 2α(−n+j);
|F ◦ σjrℓ(x)− F ◦ σjrℓ(y)| ≤ [F ]α 2α(−n+j);
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d'où :
|uℓx−uℓy| ≤
⌊n
2
⌋∑
j=0
|F◦σjx−F◦σjy|+
⌊n
2
⌋∑
j=0
|F◦σjrℓ(x)−F◦σjrℓ(y)|+2
+∞∑
j=⌊n
2
⌋+1
[F ]α 2
−j−ℓ.
On obtient donc :
‖uℓ‖α/2 ≤ C‖F‖α.
Posons F ℓ+(x) = F (x)+uℓ(σx)−uℓ(x). Cette quantité ne dépend que des coordon-
nées {x−ℓ, x−ℓ+1, . . .}. En eﬀet :
F ℓ+(x) = F (x) +
+∞∑
j=0
(
F ◦ σj+1x− F ◦ σjrℓσx
)− +∞∑
j=0
(
F ◦ σjx− F ◦ σjrℓx
)
= F (rℓx) +
+∞∑
j=0
(
F ◦ σj+1rℓx− F ◦ σjrℓσx
)
.
La fonction
F ℓ,+(σℓx) = F (rℓ σ
ℓx) +
+∞∑
j=0
[F (σj+1rℓ σ
ℓx)− F (σjrℓ σℓ+1x)]
ne dépend, elle, que des coordonnées positives.
Comme
σℓ+jr0(x) = σ
ℓ+j(....a−1(x0)x0......)
= σj(....a−1(x0)....xℓ......) = σjrℓσℓ(x)
on a F (σℓ+jr0x) = F (σjrℓσℓx), et
uℓ ◦ σℓ =
+∞∑
j=0
[F ◦ σℓ+j − F ◦ σjrℓ σℓ]
=
+∞∑
j=0
[F ◦ σℓ+j − F ◦ σℓ+jr0]
=
+∞∑
j=ℓ
[F ◦ σj − F ◦ σjr0] = u0 −
ℓ−1∑
j=0
[Fσj − Fσjr0].
Cela permet d'exprimer F ℓ,+ ◦ σℓ − F 0,+ et d'obtenir :
F ℓ,+ ◦ σℓ − F 0,+ = Fσℓ − F + uℓσℓ,+ − uℓσℓ + u0 − u0σ
= Fσℓ − F +
ℓ−1∑
j=0
[Fσj − Fσjr0]−
ℓ−1∑
j=0
[Fσj+1 − Fσjr0σ]
=
ℓ−1∑
j=0
[Fσjr0σ − Fσjr0].
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En posant hℓ :=
ℓ−1∑
j=0
Fσjr0, nous avons donc :
F ℓ,+ ◦ σℓ = F 0,+ + hℓ ◦ σ − hℓ
¤
Théorème 2.13. Soit F : X → R une fonction α-höldérienne, apériodique, et
vériﬁant µ(F ) = 0. Soit β ∈]0, 1
2
[ et soit (cn) une famille de fonctions α-höldériennes
X → R telle que pour tout n, on ait :
‖cn‖∞ ≤ n 12−β ln[cn]α ≤ n1−β.
Alors, pour tout intervalle I ⊂ R, on a :
σF
√
2pinµ
({
x ∈ X, cn(x) +
n−1∑
i=0
F ◦ σi(x) ∈ I
})
−−−−→
n→+∞
λ(I).
Preuve Considérons un nombre β ∈]0, 1
2
[ et une suite cn de fonctions telles que
‖cn‖∞ = o(n 12−β), ln[cn]α = o(n1−β). (I.14)
Posons :
An =
√
2pinσF
∫
g(cn(x) + SnF (x)) dµ(x).
On a :
An =
√
n
2pi
σF
∫
X
∫
R
gˆ(t)eitcn(x)+itSnF (x) dt dµ(x)
=
√
n
2pi
σF
∫
R
gˆ(t)
∫
X
eitcn(x)+itSnF (x) dµ(x) dt
= C1n + C
2
n + C
3
n,
où
C1n =
√
n
2pi
σF
∫
]− δ
nη
, δ
nη
[
gˆ(t)
∫
X
eitcn(x)+itSnF (x) dµ(x) dt;
C2n =
√
n
2pi
σF
∫
δ
nη
≤|t|≤δ
gˆ(t)
∫
X
eitcn(x)+itSnF (x) dµ(x) dt.
C3n =
√
n
2pi
σF
∫
δ≤|t|≤a
gˆ(t)
∫
X
eitcn(x)+itSnF (x) dµ(x) dt.
Comme dans le cas unilatère, si 1
2
− β
2
< η < 1
2
, le premier terme, C1n, se comporte
comme
√
n
2pi
σF
∫
]− δ
nη
, δ
nη
[
gˆ(t)
∫
X
eitSnF (x) dµ(x) dt lorsque n tend vers l'inﬁni, c'est-
à-dire tend vers
∫
R
g(x) dx. Le terme C3n se traite également comme dans le cas
unilatère.
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Reste à montrer que C2n tend vers 0. Le lemme 2.12, assure l'existence des fonc-
tions F+, uℓ, c+n , vn,ℓ höldériennes telles que :
F = F+ ◦ rℓ + uℓ ◦ σ − uℓ,
cn = c
+
n ◦ rℓ + vn,ℓ ◦ σ − vn,ℓ,
‖vn,ℓ‖∞ ≤ C2−αl[cn]α
‖uℓ‖∞ ≤ C2−αl[F ]α[
c+n
]
α/2
≤ C[cn]α[
F+
]
α/2
≤ C[F ]α
Utilisons cette écriture pour exprimer C2n :
C2n =
√
n
2pi
σF
∫
δ
nη
|t|≤δ
gˆ(t)
∫
X
eitcn(x)+itSnF (x) dµ(x) dt
=
√
n
2pi
σF
∫
δ
nη
|t|≤δ
gˆ(t)
∫
X
eit(c
ℓ+
n (x)+SnF
ℓ+(x)+uℓ(x)−uℓ◦σn(x)+vℓn(x)−vℓn◦σ) dµ(x) dt
Prenons ℓ égal à [nζ ], pour ζ > 1−β. Les majorations rappelées ci-dessus assurent
alors que
‖uℓ ◦ σℓ − uℓ ◦ σn+ℓ + vℓ+1n − vℓn ◦ σ‖∞ < C2−αn
ζ
[cn]α
On en déduit
|C2n −
√
n
2pi
σF
∫
δ
nη
<|t|≤δ
gˆ(t)
∫
X
eit(c
ℓ+
n (x)+SnF
ℓ+(x)) dµ(x) dt| ≤ Cδ√n2−αnζ2αn1−β .
Le membre de droite de cette inégalité tend vers 0, il nous suﬃt maintenant de
montrer que
√
n
2pi
σF
∫
δ
nη
|t|≤δ gˆ(t)
∫
X
eit(c
ℓ+
n (x)+SnF
ℓ+(x)) dµ(x) dt tend vers 0. C'est une
quantité analogue à celle que nous avons dans la preuve du théorème "unilatère".
Mais nous avons ici une famille de fonctions F ℓ+ dépendant de ℓ au lieu d'une
fonction ﬁxe.
L'égalité
F ℓ,+ ◦ σℓ = F 0,+ + hℓ ◦ σ − hℓ.
permet d'écrire, grâce à l'invariance de µ,√
n
2pi
σF
∫
δ
nη
<|t|≤δ
gˆ(t)
∫
X
eit(c
ℓ+
n (x)+SnF
ℓ+(x)) dµ(x) dt
=
√
n
2pi
σF
∫
δ
nη
<|t|≤δ
gˆ(t)
∫
X
eit(c
ℓ+
n ◦σℓ(x)+SnF 0+(x)+hℓ◦σn(x)−hℓ(x)) dµ(x) dt
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Comme dans le cas unilatère, introduisons un réel positif ξ > ζ et scindons en deux
la somme SnF 0,+ :
SnF
0,+ = S[nξ]F
0,+ + (Sn−[nξ]F
0,+) ◦ σ[nξ].
√
n
2pi
σF
∫
δ
nη
<|t|≤δ
gˆ(t)
∫
X
eit(c
ℓ+
n ◦σℓ(x)+SnF 0+(x)+hℓ◦σn(x)−hℓ(x)) dµ(x) dt
=
√
n
2pi
σF
∫
δ
nη
<|t|≤δ
gˆ(t)
∫
X
e
it(cℓ+n ◦σℓ(x)+S[nξ]F
0,++(S
n−[nξ]
F 0,+)◦σ[n
ξ](x)+hℓ◦σn(x)−hℓ(x))
dµ(x) dt
=
√
n
2pi
σF
∫
δ
nη
<|t|≤δ
gˆ(t)
∫
X
P
n−[nξ]
t,F 0,+ (P
[nξ](eit(c
ℓ+
n ◦σℓ(x)+SnF 0+(x)−hℓ(x))))eithℓ(x) dµ(x) dt
La suite des variations des fonctions P [nξ](eit(cℓ+n ◦σℓ+SnF 0+−hℓ)) est bornée car ξ >
ζ > 1− β, ℓ = [nζ ] et
[P [n
ξ](e
it(cℓ+n ◦σℓ+S[nξ]F
0+−hℓ)
)]α/2 ≤ 2−α2 nξ |t|[cℓ+n ◦ σℓ + S[nξ]F 0+ − hℓ]α/2
≤ C2−α2 nξ |t|(2α2 ℓ[cn]α + [F 0+]α/2
[nξ]−1∑
i=0
2
α
2
i + [
ℓ−1∑
j=0
Fσjr0]α/2)
≤ C2−α2 nξ |t|(2α2 ℓ2α2 n1−β + [F 0+]α/2
[nξ]−1∑
i=0
2
α
2
i + [F ]α/2
ℓ−1∑
i=0
2
α
2
i).
D'autre part, par hypothèse, F est apériodique, F 0+ homologue à F l'est donc aussi
et le lemme 2.7 est valable pour l'opérateur Pt,F 0+ . Par une étude identique à celle
menée dans le cas unilatère, on montre que, pour tout |t| ≥ δ/nη,
‖P n−[n
ξ]
t,F 0,+ (P
[nξ](eit(c
ℓ+
n ◦σℓ−hℓ)))‖∞ ≤ Cδ(e− 14σ2δ2(n−[nξ])n−2η + 2ρn−[nξ]),
ce qui entraîne
C2n ≤ C
√
ne−cn
1−2η
.
¤
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3 Codage des automorphismes hyperboliques du tore
3.1 Notations,  matrices de Pisot 
Notations 3.1. Comme plus haut, nous considérons une matrice hyperbolique
M ∈ SL(d,Z), vériﬁant la condition (Π) (voir la déﬁnition 1.2). Nous lui associons
l'application notée TM (ou simplement T ) : Td → Td déﬁnie par
TM : ξ 7→Mξ mod Zd .
L'espace Rd se décompose en somme directe Fu ⊕ Fs, où Fu est le sous-espace
dilaté (instable) M -invariant de dimension r associé aux valeurs propres de module
supérieur à 1, Fs le sous-espace contracté (stable). Cette décomposition induit deux
feuilletages du tore en feuilles respectivement contractées et dilatées sous l'action de
T .
Comme plus haut, (e1, . . . , ed) désigne la base canonique de Rd, V est l'espace
vectoriel engendré par (e1, . . . , er).
La mesure de Lebesgue sur R, sur les tores ou sur l'espace vectoriel V est notée
λ. Dans le cas du tore Tr ou de V , on la notera aussi λr.
Enﬁn pi : Fu → V est la restriction à Fu de la projection parallèle au sous-espace
V ect(er+1, . . . , ed) est une bijection et A est l'application linéaire de V sur lui-même
déﬁnie par A := piMpi−1|V .
piu est la projection sur le sous-espace dilaté parallèlement Fs. On note Mu =
M|Fu , Ms = M|Fs .
La matrice A = piMpi−1 ∈ Mr(R) vériﬁe, pour tout k ∈ Z, piMkpi−1 = Akpi. On
dira que A est une matrice de Pisot . Dans le cas r = 1, une telle matrice s'identiﬁe
à un nombre de Pisot. On note τ0 = max {|λ|, λ ∈ Sp(M), |λ| < 1}. Comme dans le
cas r = 1, on a, pour un τ > τ0 :
∀k ∈ Zd, ‖M ipisk‖ =
i→+∞
O(τ i). (I.15)
Nombres de Pisot unimodulaires
Rappelons qu'un nombre de Pisot est un entier algébrique réel supérieur à 1,
dont tous les éléments conjugués ont des modules inférieurs à 1.
Soit θ un nombre de Pisot de polynôme minimal P ∈ Z[X] de degré d, P (x) =
xd + a1x
d−1 + ... + ad−1x + 1 étant à coeﬃcients entiers et unitaire. Une propriété
importante des nombres de Pisot est que d(θk,Z) = O(τ k), pour un réel τ < 1.
Soit M la matrice compagne de θ, i.e. M =

0 0 . −1
1 0 . −a1
0 1 . −a2
. . . .
0 . 1 −ad−1
.
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Les valeurs propres de M sont toutes de module strictement inférieur à 1, sauf
une qui est de module strictement supérieur à 1, et dont le déterminant est 1 ou -1.
L'application
TM : T
d → Td, ξ 7→Mξ mod 1
est un automorphisme hyperbolique du tore.
3.2 Codage markovien des automorphismes
On se reportera à [Bow75] pour les résultats que nous rappelons maintenant.
Il existe une partition markovienne R = (Ri)i∈I du tore Td, où I est un alphabet
ﬁni de cardinal m. Cette famille R possède les propriétés suivantes :
(a) les ensembles Ri sont des parallélogrammes fermés de la forme Rsi ×Rui , où Rsi
est une feuille locale contractée et Rsi une feuille dilatée ;
(b) pour tous i, j, Ri = int(Ri) et int(Ri) ∩ int(Rj) = ∅ ;
(c) si T−1Ri ∩Rj est d'intérieur non vide, alors T−1Rui ⊂ Ruj ,
(d) si TRi ∩Rj est d'intérieur non vide, alors TRsi ⊂ Rsj .
On note B la matrice de transition déﬁnie par :
Bi,j =
{
1, si l'intérieur de Ri ∩ T−1Rj est non vide,
0, sinon.
Notation 3.2. Dans la suite X désigne le sous-décalage bilatère de type ﬁni d'alpha-
bet I, muni du décalage noté σ, dont les mots (xi) vériﬁent la conditon d'admissibilité
Bxi,xi+1 = 1,∀i ∈ Z. Le sous-décalage unilatère facteur de X est noté X+.
On peut montrer le résultat suivant :
Proposition 3.3. Il existe un sous-ensemble B ⊂ Td de mesure de Lebesgue pleine
tel que l'application
Ψ : X → B, (xℓ)ℓ∈Z 7→
⋂
ℓ∈Z
T−ℓM Rxℓ
soit bijective.
3.3 Mesure d'entropie maximale
La matrice B est irréductible et apériodique, compte-tenu de l'hyperbolicité de
M qui implique la propriété de mélange pour la transformation TM .
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Utilisons les notations 2.1. Notons β l'unique valeur propre de module maximal
de la matrice de transition B, L un vecteur propre de Perron à gauche de B et R le
vecteur propre de Perron à droite de B, vériﬁant les relations :
L⊤B = βL⊤, BR = βR,
n∑
i=1
LiRi = 1.
Notons Q la matrice déﬁnie par :
∀i, j ∈ I, Qi,j = Bi,j Ri
βRj
.
Notation 3.4. On note µ+ (ou simplement µ) l'unique mesure sur le sous-shift X+
muni de sa tribu borélienne B qui est invariante par le décalage σ et d'entropie
maximale. Elle est déﬁnie sur les cylindres par :
µ([i0, . . . , ik]) = Li0Rikβ
−k.
Elle se prolonge en mesure invariante sur le sous-shift bilatère X notée également µ.
L'entropie de (X, σ, µ) est égale à ln β. Pour plus de détails, on peut se reporter
à [Kit98] p.155, ou encore à [Buz07].
3.4 Codage soﬁque
Soit D =
⋃
i∈I
R˜i ⊂ Rd un domaine fondamental pour le réseau Zd formé des
parallélogrammes correspondant à la partition markovienne notés R˜i. Pour tout
ξ ∈ B, on note ξ˜ son représentant dans le domaine fondamental.
Lemme 3.5. Il existe une famille ﬁnie Ξ ⊂ Zd de vecteurs à coordonnées entières
(ki,j)i,j∈I tels que, pour tout (i, j) ∈ I2 tel que Bi,j 6= 0 et pour tout ξ ∈ B ∩ Ri ∩
T−1Rj, on ait :
Mξ˜ − T˜ ξ = ki,j.
Pour une démonstration de ce résultat, voir [Le 99a] (lemme 1, p.1047). La preuve
repose sur les propriétés de Markov (c) et (d).
Rappelons qu'un codage est dit soﬁque lorsqu'il est facteur d'un sous-shift de
type ﬁni par une application continue.
Théorème 3.6. Il existe un sous-décalage soﬁque Y ⊂ ΞZ , facteur du sous-décalage
X par une application ρ : X → Y , tel que (Td, TM) soit facteur du système soﬁque
(Y, σ) par l'application höldérienne φ de Y dans Td :
φ : (yi)i∈Z 7→
+∞∑
i=1
piu(M
−iyi)−
0∑
i=−∞
pis(M
−iyi) mod Zd.
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Cette factorisation correspond au diagramme :
X
ρ
//
Ψ
ÃÃA
A
A
A
A
A
A
A
Y
φ
²²
Td
Preuve Il s'agit du théorème 1 de [Le 99a], dont on reprend la démonstration :
Soit ξ un point de B. Il est codé, grâce à la partition markovienne par une unique
suite x ∈ X, telle que pour tout n entier, T nξ appartient à Rxn . D'après le lemme
précédent, pour tout n, il existe kxnxn+1 ∈ Ξ pour lequel :
T˜ n+1ξ = MT˜ nξ − kxnxn+1 .
Par récurrence, on montre, pour n positif, l'égalité :
T˜ nξ = Mnξ˜ −Mn−1kx0x1 −Mn−2kx1x2 − · · · − kxn−1xn .
On en déduit, en composant par M−npiu, que l'on a :
piuξ˜ = M
−npiuT˜ nξ +
n∑
i=1
M−ipiukxi−1xi .
Comme M−1 est contractante en restriction à Fu, il vient :
piuξ˜ =
+∞∑
i=1
M−ipiukxi−1xi .
De la même façon, on montre l'égalité :
pisξ˜ = −
0∑
i=−∞
M−ipiskxi−1xi .
Pour tout point ξ de B, on a :
ξ˜ = piuξ˜ + pisξ˜ =
+∞∑
i=1
piu(M
−ikxi−1xi)−
0∑
i=−∞
pis(M
−ikxi−1xi).
Posons Y =
{
(kxi−1xi)i∈Z, x ∈ X
}
et déﬁnissons l'application ρ : X → Y par
ρ(x) = (kxi−1xi)i∈Z.
Pour tout ξ appartenant à B, il existe une unique suite x de X telle que :
Ψ(x) = ξ = ξ˜ mod Zd =
+∞∑
i=1
piu(M
−ikxi−1xi) −
0∑
i=−∞
pis(M
−ikxi−1xi) mod Zd =
φ(ρ(x)). Finalement, φ ◦ ρ et Ψ coïncident sur Ψ−1(B) qui est dense dans X, donc
sont égales.
Nous utiliserons ce codage par des entiers dans la section 4.
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3.5 Relèvement au sous-shift
Déﬁnition 3.7. On déﬁnit des applications θJ et θJ,u de X dans V permettant de
relever au sous-shift l'action dilatante sur V :
θJ : (xi)i∈Z 7→ pi
+∞∑
i=−J
piu(M
−ikxi−1xi)− pi
−J−1∑
i=−∞
pis(M
−ikxi−1xi),
θJ,u : (xi)i∈Z 7→ pi
+∞∑
i=−J
piu(M
−ikxi−1xi).
On note d une distance métrique sur Rd.
Lemme 3.8. Il existe c > 0 tel que, uniformément en x, modulo 1, on ait :
d(AkθJ,u(x), θJ ◦ σkx) ≤ cτ k+J .
Preuve
AkθJ,u(x) = A
kpi
+∞∑
−J
piuM
−ikxi−1xi
=
+∞∑
−J
piMkpiuM
−ikxi−1xi = pi
+∞∑
−J−k
piuM
−ikxi+k−1xi+k .
Par ailleurs, comme
−J∑
i=−J−k+1
piuM
−ikxi+k−1xi+k +
−J∑
i=−J−k+1
pisM
−ikxi+k−1xi+k est un
entier, on obtient :
θJ(σ
kx) = pi
+∞∑
−J
piuM
−ikxi+k−1xi+k − pi
−J−1∑
−∞
pisM
−ikxi+k−1xi+k
≡ pi
+∞∑
−J−k
piuM
−ikxi+k−1xi+k − pi
−J−k−1∑
−∞
pisM
−ikxi+k−1xi+k mod 1.
En utilisant (I.15), on en déduit qu'il existe c > 0 tel que :
|AkθJ,u(x)− θJ(σkx) mod 1| ≤ cτ k+J . ¤
Lemme 3.9. θ0 est höldérienne.
Preuve Soient x, x′ tels que xi = x′i, pour tout |i| ≤ L. Nous avons
θ0(x)− θ0(x′) =
+∞∑
i=1
piuM
−i(kxi−1xi − kx′i−1x′i)−
0∑
i=−∞
pisM
−i(kxi−1xi − kx′i−1x′i)
=
+∞∑
i=L+1
piuM
−i(kxi−1xi − kx′i−1x′i)−
−L∑
i=−∞
pisM
−i(kxi−1xi − kx′i−1x′i) mod 1.
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Comme Mu = M|Fu est dilatante et Ms = M|Fs est contractante, il existe deux
constantes C > 0 et 0 < τ < 1 telles que :
|θ0(x)− θ0(x′)| ≤ CτL. (I.16)
Plus géneralement, nous avons
|θJ(x)− θJ(x′)| ≤ CτL−J . (I.17)
Notations 3.10. A une fonction f : V → R α-höldérienne et 1-périodique, on
associe la fonction f¯ également α-höldérienne et 1-périodique de Rd dans R déﬁnie
par :
f¯(x1, . . . , xd) = f(x1, . . . , xr).
Lemme 3.11. La fonction f¯ ◦ θJ ne dépend pas de J , est α-höldérienne sur X et
nous avons uniformément en J et x
|f(AkθJ,u(x))− f¯(θJ ◦ σkx)| ≤ Cταk. (I.18)
Preuve Le premier point repose sur le même calcul que le lemme précédent :
pour tout x et tout J , θJ(x) − θ0(x) = 0 mod 1. Le lemme 3.9 implique que f¯ ◦ θJ
est α-höldérienne. Le dernier point résulte du lemme 3.8.
3.6 Autosimilarité et mesure de Lebesgue
Rappelons que λr est la mesure de Lebesgue sur V , µ la mesure bilatère d'entropie
maximale pour le sous-décalage (X,B, σ).
Proposition 3.12. La mesure image de µ par θ0,u est de la forme gλ|θ0,u(X), où la
densité g est constante sur les images des m cylindres [a].
Preuve Par un argument d'autosimilarité, on montre que le décalage bilatère
(X, σ, µ) est soﬁque, intrinsèquement ergodique et que son entropie topologique vaut
log(∆), où ∆ est la valeur absolue du déterminant de Mu = M|Fu . (Voir [Le 99b],
théorème III-6 p.70).
Par ailleurs, en reprenant les notations de la partie 3.3, en notant B la matrice
de transition associée au codage et β sa valeur propre (positive) de module supérieur
à 1, on sait que l'entropie de (X, σ, µ) vaut ln β.
L'intrinsèque ergodicité assure que :
ln∆ = ln β (I.19)
Plaçons-nous dans le cas J = 0.
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Notons Xan le sous-ensemble de suites admissibles suivant an. En partitionnant
X en les cylindres de longueur n, nous avons :
θ0,u(X) =
⋃
a1...an mot de X
θ0,u([a1...an])
et
θ0,u([a1...an]) =
n−1∑
i=0
M−iΠu(kai,ai+1) +M
−nθ0,u(Xan),
d'où :
λ(θ0,u([a1...an])) = ∆
−nλ(θ0,u(Xan)).
On en déduit que θ0,u(X) est de λ-mesure non nulle.
Le sous-shift étant apériodique, θ0,u([a]) est d'intérieur non vide et donc il existe
un mot admissible ab1...bk tel que θ0,u([a]) contient θ0,u(ab1...bk) en son intérieur. Ce
mot n'est donc pas nécessaire pour recouvrir le bord.
Ceci implique qu'il existe ∆′ < ∆ et C > 0 tels que, pour recouvrir le bord de
θ0,u([a]), on a besoin de moins de ∆′k images par θ0,u de cylindres de longueur k.
L'argument d'entropie a montré que β = ∆. Donc λr(∂θ0,u[a])) = 0.
Il en est de même des images de tous les cylindres de X par θ0,u. Comme θ0,u[a]
est la réunion des θ0,u[aa1...an] lorsque aa1...an décrit l'ensemble des mots de X de
longueur n+ 1 commençant par a et comme le diamètre des ensembles tend vers 0
lorsque n tend vers l'inﬁni, il existe un mot ab1...bk tel que θ0,u[ab1...bk] soit contenu
dans l'intérieur de θ0,u[a].
Le sous-décalage de type ﬁni X ′ ⊂ X obtenu à partir de X en interdisant le
mot ab1...bk fournit un sous-ensemble de suites admissibles suﬃsant pour coder les
points du bord de θ0,u[a].
Comme X est irréductible, l'entropie topologique Log∆′ de (X ′, σ) est stricte-
ment inférieure à celle Log∆ de X.
Pour tout n, on a :
λ(∂θ0,u[a]) ≤
∑
ab1...bn mot de X′
λ(θ0,u[ab1...bn]) ≤ C∆′n+1∆−n ≤ C(∆′/∆)n,
ce qui implique λ(θ0,u[a]) = 0.
Montrons maintenant qu'il n'y a pas recoupement des intérieurs des images par
θ0,u. Supposons que, au contraire, deux cylindres [a1...an] et [b1...bn] aient des images
par θ0,u dont les intérieurs se recoupent. Il existe alors un mot [a1...akck+1...ck+ℓ] tel
que
θ0,u[a1...akck+1...ck+ℓ] ⊂ θ0,u[b1...bk].
Le sous-décalage de type ﬁni X ′′ ⊂ X obtenu à partir de X en interdisant le
mot a1...akck+1...ck+ℓ fournit un sous-ensemble de suites admissibles suﬃsant pour
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coder les points de θ0,u(X). Par le même calcul que précédemment, on montre que
cela entraîne que θ0,u[X] est de mesure nulle, ce qui est absurde.
Les ensembles θ0,u[a1...an] sont donc d'intérieurs disjoints et de bords négligeables
pour la mesure de Lebesgue.
La réunion θ0,u[a] =
⋃
b:Ba,b=1
θ0,u[ab] étant presque-sûrement disjointe, on a :
λ(θ0,u[a]) =
∑
b:Ba,b=1
λ(θ0,u[ab]) =
∑
b
Ba,b∆
−1λ(θ0,u[b]).
Notons W le vecteur colonne de composantes λ(θ0,u([a]))a=1,...,m. La relation
précédente signiﬁe W est un vecteur propre à droite de B :
Wa = ∆
−1∑
b
Ba,bWb.
Il est donc proportionnel à R : il existe D > 0 tel que λ(θ0,u([a])) = DRa,∀a =
1, ...,m, où m est le nombre de caractères de l'alphabet. Ceci permet de comparer
les mesures µ et θ∗0,uλ. Nous avons :
λ(θ0,u[a1...an]) = ∆
1−nλ(θ0,u[an])
µ([a1...an]) = La1Ran∆
1−n;
d'où :
λ(θ0,u[a1...an]) = DLa1µ([a1...an]).
Cela signiﬁe que θ∗0,uµ coïncide avec la mesure (
m∑
a=1
(DLa)
−11θ0,u[a])λ sur l'ensem-
ble des images par θ0,u des cylindres de X.
Comme ces images engendrent la tribu borélienne, on en déduit que la mesure
image de µ est de la forme gλ|θ0,u(X), où la densité g est constante sur les images des
m cylindres [a] :
θ∗0,uµ = (
m∑
a=1
(DLa)
−11θ0,u[a])λ
et plus généralement :
θ∗J,uµ = (
m∑
a=1
(DLa)
−11θJ,u[a])λ.
Notations 3.13. On note KV,J (ou simplement KJ) le support (compact) de la
mesure θ∗J,uµ. Ce support est de λr-mesure non nulle. On déﬁnit la mesure mK,V,J
sur V , pour tout A mesurable, par :
mK,V,J(A) =
λr(KV,J ∩ A)
λr(KV,J)
.
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KV,J est la réunion des images par θ0,u des cylindres de X, les ensembles θ0,u[a]
sur lesquels g est constant.
On note kJ le nombre d'hypercubes à sommets entiers contenus dans l'un des
ensembles 1θ0,u[a] et HJ la réunion de ces hypercubes (chacun est désigné par le point
à coordonnées entières le plus petit au sens lexicographique) et RJ = KV,J \HJ .
Le résultat suivant permet de comparer les volumes de RJ et de HJ .
Lemme 3.14. Soit J ∈ N. Il existe un réel κ ∈]0, 1[ tel que
λr (RJ)
λr(KV,J)
≤ κJ (I.20)
Preuve Rappelons que
KV,J = θJ,u(X) = {pipiu(
+∞∑
i=−J
M−ikxi−1,xi), x ∈ X}
et que
RJ = KV,J \ (
⋃
k∈HJ
(V0 + k)),
où V0 = pi([0; 1]d) = [0; 1]r.
L'ensemble HJ est déﬁni comme l'ensemble des sommets à coordonnées entières
tels que les parallélépipèdes portés par ces sommets soient contenus dans l'un des
ensembles 1θ0,u[a].
Pour simpliﬁer, nous ferons le raisonnement pour le bord ∂KV,J de KV,J . Nous
considérons que HJ est l'ensemble des sommets à coordonnées entières tels que les
cubes portés par ces sommets soient contenus dansKV,J . On traite de façon analogue
le bord des ensembles 1θ0,u[a].
On recouvre le bord ∂KV,J par une réunion, notée SJ , d'images par θJ,u de
cylindres de longueur J : il existe un entier JJ et des cylindres ([a(i)−J , ..., a(i)−1])1≤i≤JJ
tels que, en notant
C(i) := θJ,u([a(i)−J , ..., a(i)−1]),
on ait :
∂KV,J ⊂ SJ =
JJ⋃
i=1
C(i).
En reprenant l'argument de la proposition 3.12, on obtient l'existence de deux
réels c1 > 0 et ∆′ ∈]1,∆[ tels que
JJ ≤ c1∆′J .
Comme il n'existe qu'un nombre ﬁni (et indépendant de J par autosimilarité) de
modèles de cylindres, on en déduit qu'il existe une constante C > 0 indépendante
de J (et de i ∈ {1, ...,JJ}) et une suite (Qi)1≤i≤JJ de parallélépipèdes tels que :
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a) ∀1 ≤ i ≤ JJ , λ(C(i)) ≤ Cλ(Qi),
b) ∀1 ≤ i ≤ JJ , 2rλ(V0) ≤ λ(Qi) ≤ 2r+1λ(V0).
Finalement, on obtient RJ ⊂
⋃JJ
i=1Qi et donc :
λ(RJ) ≤ JJ max
1≤i≤JJ
λ(Qi) ≤ c2∆′J ,
pour une constante c2 > 0.
On conclut en remarquant qu'il existe deux constantes positives c3 ≤ c4 telles
que c3∆J ≤ λ(KV,J) ³ c4∆J et en prenant κ > ∆′/∆.
¤
Remarque 3.15. Un résultat analogue peut être obtenu en restriction aux ensem-
bles θ0,u[a] sur lesquels la densité g est constante.
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4 Théorème limite local pour les matrices de Pisot 
et sous-variétés instables
4.1 Apériodicité
On peut alors appliquer le théorème 2.13 à f¯ ◦ θ0. Pour ce faire on va com-
mencer par montrer l'apériodicité, en utilisant la bijectivité de l'automorphisme, c.f.
[Le 99b].
La condition (APF) suivante entraîne l'apériodicité.
Déﬁnition 4.1. Une fonction f : V → R satisfait la condition (APF), si elle
vériﬁe :
∀k ∈ Zd \ {0}, Card({(M⊤)sk, s ∈ Z} ∩ V ) ≥ 2⇒ f ∈ {exp(2ipi < (M⊤)sk, . >), s ∈ Z}⊥.
Le cas r = 1 (cas des nombres de Pisot) est particulier.
Proposition 4.2. Si r = 1, la condition (APF) est vériﬁée dès que f est non
constante.
Preuve On note ck = ck(f) les coeﬃcients de Fourier de f¯ .
Soit k ∈ Zd non nul. Supposons qu'il existe deux entiers s < s′ et deux entiers
η, η′ tels que :
(M⊤)sk = ηe1 et (M⊤)s
′
k = η′e1.
Alors (M⊤)s′k = (M⊤)s′−sηe1, donc η′ est multiple de η, et (M⊤)s
′−se1 =
η′
η
e1.
Aucune puissance de M⊤ n'ayant de vecteur propre à coordonnées entières, on peut
donc conclure qu'il existe au plus un élément de la suite ((M⊤)sk)s∈Z colinéaire à
e1. Mais alors, la suite (c(M⊤)sk)s∈Z prend au plus deux valeurs, avec au plus un saut
pour l'indice de colinéarité. Comme cette suite doit tendre vers 0 lorsque |s| tend
vers l'inﬁni, on en conclut que cette suite est constante égale à 0. Finalement, pour
tout ℓ 6= 0, on obtient cℓ = 0. Donc f¯ est la fonction constante égale à c0, donc
f aussi. Ainsi, dans le cas r = 1, la condition (APF) est automatiquement vériﬁée
pour f non constante.
Pour r ≥ 2, exhibons des matricesM , et des fonctions non constantes ne vériﬁant
pas cette condition (APF) :
la matrice M⊤ =
 0 0 11 0 −2
0 1 −1
⊤ envoie le vecteur k0 =
 31
0
 successivement
sur
 10
1
 et sur
 01
0
, elle possède deux valeurs propres de module strictement
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plus grand que 1 et une valeur propre à l'intérieur du disque unité. Soit c > 0. La
fonction f déﬁnie par :
f : t 7→ c exp(2ipi < k0, t >)− c exp(2ipi < (M⊤)2k0, t >)
est 1-périodique, höldérienne, non constante, et ne vériﬁe pas la condition (APF),
tout en ne dépendant que de (t1, t2).
Il reste à voir que cette condition entraîne l'apériodicité :
Proposition 4.3. Soit f : V 7→ R une fonction 1-périodique, α-höldérienne non
constante, vériﬁant (APF). Alors f¯ ◦θ0 est apériodique, i.e. il n'existe pas de fonction
h sur le sous-décalage et de réels γ, β tels que exp(2ipiγ(f¯ ◦ θ0 − β)) = h◦σh .
Preuve La démonstration se fait en plusieurs étapes.
• Etape 1 : Si l'équation précédente est satisfaite, on peut se ramener au cas où
h est continue (et même höldérienne) de module 1 sur X, en reprenant la méthode
de [GH88] p.90.
Commençons par le module : L'égalité précédente assure
∣∣h◦σ
h
∣∣ = 1 pour tout x, donc
quitte à remplacer h par x 7→ h|h| , on peut supposer que |h| vaut 1.
En ce qui concerne la régularité de h, l'équation multiplicative s'écrit aussi, en
posant h = eiv et φ = 2piγ(f¯ ◦ θ0 − β) :
∀x, φ(x) + 2n(x) = v ◦ σ(x)− v(x),
pour une fonction n à valeurs entières, et une fonction v à valeurs réelles qui permet
de relever u = eiv. Ainsi
eiφ = ei(v◦σ−v).
Mais alors,
P (eiφh) = P (eiv◦σ) = P (h ◦ σ) = h.
L'opérateur Pφ : g 7→ P (eiφg) vériﬁe encore une inégalité analogue à celle vériﬁée pr
Pt (de type Lasota-Yorke). Par l'absurde, supposons que 1 n'est pas valeur propre
de Pφ dans l'espace H des fonctions höldériennes. On a alors :
lim
n
1
n
n−1∑
k=0
(P kφ )g = 0,
pour toute fonction α-höldérienne g, donc, Pφ étant une contraction de L1, nous
aurions aussi convergence en norme ‖ ‖1, pour f dans L1(µ). Ceci impliquerait
Pφh = h = 0, ce qui est impossible. Il existe donc une fonction höldérienne u′ telle
que h = h′-p.p., vériﬁant Pφh′ = h′.
Par passage à l'adjoint, on obtient eiφ = h′◦σ
h′ . Quitte à changer h en h′, cela
termine l'étape 1.
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• Etape 2 : Si l'équation fonctionnelle précédente est satisfaite, il existe une
fonction g continue sur Td telle que :
h = g ◦ ψ,
où ψ : X 7→ Td est l'application de codage déﬁnie précédemment.
On commence par montrer le résultat suivant :
Lemme 4.4. Soient x, x′ ∈ X tels que Ψ(x) = Ψ(x′). Il existe un ensemble ﬁni E
de Td tel que si ψ(x) /∈ E , alors il existe x′′ ∈ X tel que :
ψ(x) = ψ(x′) = ψ(x′′),
d(σnx, σnx′′) −−−−→
n→+∞
0, et
d(σnx′, σnx′′) −−−−→
n→−∞
0.
Preuve
· Le cas où il existe un entier n tel que xn = x′n se traite en posant x′′ = (. . . , x′n−1, x′n, xn+1, . . . ),
qui est bien admissible.
· Le cas où il existe un entier n tel que la transition de xn à x′n+1 soit admissible
se traite en posant x′′ = (. . . , x′n−1, x′n, xn+1, . . . ). De même pour la transition de x′n
à xn+1.
· Supposons que, pour tout n, xn 6= x′n et qu'aucune des transitions de xn à
x′n+1 ou de x′n à xn+1 ne soit admissible. Il s'ensuit que, pour tout n, T nψ(x) ∈
∂Rxn∩∂Rx′n . En eﬀet, T n−1ψ(x) est dans ∂Rx′n−1 . Si T nψ(x) appartient à l'intérieur
de Rxn , il est dans l'intersection de cet intérieur et de TRx′n−1 et, l'intersection étant
non vide,la transition est possible.
Traitons le cas où ψ(x) est sur les bords stables de Rx0 et Rx′0 .
 Supposons qu'il existe n ≥ 1 tel que T nψ(x) est sur l'intérieur des bords
instables de Rxn et Rx′n . La transition de xn−1 à x′n est alors admissible, ce
qui est impossible.
 Supposons qu'il existe n ≤ −1 tel que T nψ(x) est sur les bords instables deRxn
et Rx′n , alors la transition de xn à x′n+1 est admissible, ce qui est impossible.
 Le seul cas envisageable est donc le cas où pour tout n, T nψ(x) est sur les
bords stables de Rxn et Rx′n .
Notons S le compact réunion (ﬁnie) des bords stables de tous les parallélo-
grammes, de sorte que :
ψ(x) ∈
⋂
n∈Z
T nS.
En tant que réunion ﬁnie d'intersections strictement décroissantes de compacts
dont le diamètre tend vers 0, cette intersection est ﬁnie. Le cas où ψ(x) est sur les
bords instables de Rx0 et Rx′0 est analogue.
Il n'y a donc qu'un enemble ﬁni E de points de Td pour lesquels on ne donne pas
de construction explicite de codage intermédiaire x′′.
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Si x, x′ sont deux points de X tels que ψ(x) = ψ(x′) ne soit pas dans E , montrons
que h(x) = h(x′).
Par l'absurde, s'il existe a > 0 tel que |h(x)− h(x′)| = a, alors comme f¯ ◦ θ0 =
f¯ ◦ pi ◦ ψ, on a :
exp(2ipiλ(f¯ ◦ θ0(σx)− β)) = h(σ
2x)
h(σx)
=
h(σ2x′)
h(σx′)
.
Les quantités considérées étant de module 1, nous obtenons :
|h(σ2x′)− h(σ2x)| = |h(σx′)− h(σx)|.
Plus généralement, on montre que pour tout entier n :
|h(σnx′)− h(σnx)| = |h(x′)− h(x)| = a.
Or le lemme précédent et la continuité de h assurent que |h(σnx′) − h(σnx)| → 0
lorsque n → +∞ ou lorsque n → −∞, ce qui est contradictoire. Ainsi on peut
factoriser h par ψ sur Td \ E , où E désigne l'ensemble donné par lemme précédent,
en posant :
g|Td\E = h ◦ ψ−1.
Pour prolonger g en une application continue sur Td, on va montrer qu'elle est
höldérienne, donc uniformément continue sur Td \ E .
Notons A le nombre maximal de parallélépipèdes adjacents d'un parallèlépipède
donné de la partition de Markov, et δ le diamètre maximal d'un élément de cette
partition. Soit ε > 0, et n ∈ N tel que ‖M‖nε ≤ δ.
Fig. I.1  Utilisation de points intermédiaires
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Soient ξ et ξ′ deux points de Td \ E , tels que |ξ − ξ′| ≤ ε. Soient x, x′ ∈ X tels
que ξ = ψ(x) et ξ′ = ψ(x′). Nous allons introduire des points intermédiaires pour
majorer |g(ξ)− g(ξ′)|, à l'aide de leurs codages.
Parmi l'ensemble des points ζ in Td tels que ξ et ζ sont sur la même feuille stable
Fs(ζ), et tels que ξ′ et ζ sont sur la même feuille instable Fu(ζ), on considère le point
ξ′′ tel que |ξ − ξ′′|+ |ξ′′ − ξ′| est minimale.
Notons R le nombre de parallélépipèdes de la partition de Markov. Introduisons
n1 points ζ1, . . . , ζn1 , avec n1 ≤ R appartenant à l'intersection du segment stable
[T−nξ, T−nξ′′] et du bord (instable) des parallélépipèdes. Soient z′0 un codage de
T−nξ et zn1 un codage de T−nξ′′. Pour i allant de 1 à n1, ζi admets deux codages zi
et z′i tels que zi coïncides avec z′i−1 sur la coordonnée nulle. De plus, la propriété de
Markov nous assure qu'ils coïncidentsur toutes les coordonnées positives. Comme
‖M‖nε ≤ δ), pour i allant de 1 à n1, les points ξi = T nζi appartiennent au segment
stable [ξ, ξ′′]. Pour i allant de 1 à n1 les codages  décalés  yi = σnzi et y′i = σnz′i
sont deux codages de ξi tels que y′i et yi+1 coïncident sur {−n, . . . , n}.
Posons ξ0 = ξ, ξn1+1 = ξ′′. Comme précédemment, en travaillant cette fois avec
les images par T n du segment instable [ξ′′, ξ′], on construit n2 points ξn1+2, . . . , ξn1+n2+1,
de codages respectifs yn1+1 and y′n1+1, . . . , yn1+n2+1 and y′n1+n2+1, avec n2 ≤ R, de
sorte que, pour tout i compris entre n1 + 1 et n1 + n2 + 1, y′i et yi+1 coïncident sur
{−n, . . . , n}.
Considérons tout d'abord le cas particuler lorsque aucun des points ξ1, . . . , ξn1+n2+2
n'appartient à E .
La fonction h étant α-hölderienne, on a
|g(ξ)− g(ξ′)| ≤
n1+n2+1∑
i=0
|g(ξi)− g(ξi+1)|
≤
n1+n2+1∑
i=1
|g ◦ ψ(y′i)− g ◦ ψ(yi+1)|
=
n1+n2+1∑
i=1
|h(y′i)− h(yi+1)|
≤ ch(n1 + n2 + 2)2−nα
≤ ch(2R + 2)2−nα.
Dans le cas ou certains de points ξ1, . . . , ξn1+n2+2 appartiennent à E , on note dE
la distance minimale entre deux points de E , et l'on note vu le vecteur min(dE ,²)ξ′−ξ′′‖ξ′−ξ′′‖
et vs le vecteur min(dE ,²)ξ−ξ
′′
‖ξ−ξ′′‖ . On remplace les points ξ1, . . . , ξn1+1 par les points ξ1 +
vu, . . . , ξn1+1+vu, et les points ξn1+3, . . . , ξn1+n2+1 par les points ξn1+3+vu, . . . , ξn1+n2+1+
vu. La calcul avec ces nouveaux points qui ne sont pas dans E (quitte à multiplier vu
et vs par une constante appatenant à ]0, 1[) pour des codages sont alors de la même
forme que les précédents.
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On a donc montré que |g(ξ)−g(ξ′)| ≤ cg − ln |ξ−ξ′|ln ‖M‖ |ξ−ξ′|
α ln 2
ln ‖M‖ , pour une constante
cg, qui ne dépend que de h. Ceci montre que g est α ln 22 ln ‖M‖ -hölderienne.
• Etape 3 : l'équation exp(2ipiγ(f¯ − β)) = g◦T
g
n'a pas de solution continue si f¯
n'est pas constante et vériﬁe (APF). On utilise les séries de Fourier, c.f. [Le 99b].
Supposons l'existence d'une solution g continue, 1-périodique. Il existe donc un
relèvement continu ζ tel que pour tout t,
g(t) = e2ipiζ(t).
Par périodicité, il existe a ∈ Zd, tel que
ζ(t+ k) = ζ(t)+ < a, k >, ∀k ∈ Zd.
La fonction χ : t 7→ ζ(t)− < a, t > est 1-périodique. Pour k ∈ Zd on a :
ζ(Mt)− ζ(t) = χ(Mt)+ < a,Mt > −χ(t)− < a, t >
= χ(Mt)− χ(t)− < (M⊤ − I)a, t > .
De l'égalité exp(2ipiγ(f¯(t) − β)) = exp(2ipi(ζ(Mt) − ζ(t))), on déduit pour tout t
l'existence d'un entier ℓt tel que :
γ(f¯(t)− β)− χ(Mt) + χ(t)+ < (M⊤ − I)a, t >= ℓt.
Par continuité du membre de gauche et connexité, on en déduit qu'il existe un
entier ℓ tel que ℓ = ℓt, pour tout t. La fonction t 7→ γ(f¯(t)− β)− χ(Mt) + χ(t)− ℓ
est continue 1-périodique, donc bornée, ce qui implique (M⊤− I)a = 0, et 1 n'étant
pas valeur propre de M , on en déduit que a = 0. Finalement χ(MT ) − χ(t) est
indépendant de (tr+1, . . . , td), car f¯(t) l'est. En développant χ en série de Fourier,
on obtient :
χ(MT )− χ(t) =
∑
k
cke
2ipi<k,Mt> −
∑
k
cke
2ipi<k,t>
=
∑
k
(c(M⊤)−1k − ck)e2ipi<k,t>.
Pour k n'appartenant pas au sous-espace V engendré par e1, . . . , er), on a donc :
c(M⊤)−1k − ck = 0.
Soit k0 ∈ Zd \ {0}. Si Card{(M⊤)sk0, s ∈ Z} ∩ V ≤ 1, la suite (c(M⊤)sk0)s∈Z admet
au plus un saut, et comme elle doit décroître à l'inﬁni, elle doit être nulle. Sinon, la
condition (APF) assure le résultat.
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4.2 Théorème limite local et sous-variété instable
Remarquons que le résultat d'approximation 3.8 est valable quel que soit J entier.
Ceci va permettre d'obtenir un nouveau théorème limite local sur la sous-variété
instable, en faisant dépendre J de n. Notons θ∗J,uµ la mesure image de µ par θJ,u.
Lemme 4.5. Soit f une fonction α-höldérienne sur V , 1-périodique, telle que λr(f) =
0, non constante vériﬁant (APF), soit γ ∈]0, 1
2
[, et soit (cn) une famille de fonctions
α-höldériennes sur V telle que pour tout n, on ait : ‖cn‖∞ ≤ nγ‖f‖∞, ln ‖cn‖α =
o(n‖f‖).
Alors σ2f = µ((f ◦ θ0)2)+2
∑
k≥1
µ(f ◦ θ0.f ◦ θ0 ◦σk) est strictement positif, et pour
tout intervalle I ⊂ R, et une suite d'entiers (J(n))n≥0 vériﬁant J(n) ∼
n→+∞
nζ, pour
un ζ ∈]0, 1− γ[ , on a :
σf
√
2pinθ∗J(n),uµ
({
v ∈ V, cn(v) +
n−1∑
i=0
f(Aiv) ∈ I
})
−−−−→
n→+∞
λ(I).
Preuve Soient I = [a, b] un intervalle de R et
A(I, n) =
{
x ∈ X, cn ◦ θ0(x) +
n−1∑
i=0
f¯ ◦ θ0(σix) ∈ I
}
.
D'après le lemme 3.8, on a :
∀x, ∣∣f(AkθJ,ux)− f¯ ◦ θJ(σkx)∣∣ ≤ cf (cτ k+J)α = c′τ (k+J)α.
On en déduit que :∣∣∣∣∣
n−1∑
i=0
f¯ ◦ θJ(σix)−
n−1∑
i=0
f(AkθJ,u(x))
∣∣∣∣∣ ≤ c′1− τα τα(J) = c′′τα(nγ+J).
Soit ε > 0. On note I+ε = [a− ε4 , b+ ε4 ], et I−ε = [a+ ε4 , b− ε4 ]. Posons :
B+J (I, n, ε) =
{
x ∈ X, cn ◦ θJ(x) +
n−1∑
i=0
f¯ ◦ θJ(σix) ∈ I+ε
}
;
B−J (I, n, ε) =
{
x ∈ X, cn ◦ θJ(x) +
n−1∑
i=0
f¯ ◦ θJ(σix) ∈ I−ε
}
.
Rappelons que f¯ ◦ θJ = f¯ ◦ θ0, pour tout J .
Il existe J0 tel que pour tout J ≥ J0, pour tout n, on ait :
c”τα(n
γ+J) ≤ ε
2
.
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Pour n ≥ n0, on obtient alors les inclusions :
B−J (I, n, ε) ⊂ A(I, n) ⊂ B+J (I, n, ε).
Soit α˜ > 0. En se reportant à l'équation (I.17), on obtient l'existence d'une
constante Cα˜ telle que pour tous x, y ∈ X, on ait :∣∣θJ(n)(x)− θJ(n)(y)∣∣ ≤ Cα˜τ−J(n)d(x, y)α˜.
Pour tous x, y ∈ X, on a :∣∣cn ◦ θJ(n)(x)− cn ◦ θJ(n)(y)∣∣
d(x, y)αα˜
≤
∣∣cn ◦ θJ(n)(x)− cn ◦ θJ(n)(y)∣∣∣∣θJ(n)(x)− θJ(n)(y)∣∣α
∣∣θJ(n)(x)− θJ(n)(y)∣∣α
d(x, y)αα˜
La fonction cn ◦ θJ(n) : X → R est donc αα˜-höldérienne, et vériﬁe :
‖cn ◦ θJ(n)‖∞ ≤ nγ‖f‖∞;[
cn ◦ θJ(n)
]
αα˜
≤ Cα˜τ−J(n) [cn]α
[
θJ(n)
]α
α˜
.
Par hypothèse, ln ‖cn‖α = o(n‖f‖). Comme J(n) = o(n), on en déduit que
ln ‖cn ◦ θJ(n)‖αα˜ = O(J(n)) + ln ‖cn‖α = o(n‖f‖∞).
En utilisant les lemmes 2.13 et 3.11, on obtient alors :
√
2pinθ∗J,uµ
({
v ∈ V, cn(v) +
n−1∑
i=0
f(Aiv) ∈ I+ε
})
=
√
2pinµ(B+J (I, n, ε))
=
√
2pinµ
({
x ∈ X, cn ◦ θJ(x) +
n−1∑
i=0
f¯ ◦ θJ(σix) ∈ I+ε
})
=
√
2pinµ
({
x ∈ X, cn ◦ θJ(x) +
n−1∑
i=0
f¯ ◦ θ0(σix) ∈ I+ε
})
−−−−→
n→+∞
λ(I+ε )
σf
.
Ainsi il existe n0 tel que pour tout n ≥ n0 :∣∣∣∣√2pinµ(B+J (I, n, ε))− λ(I+ε )σf
∣∣∣∣ ≤ ε2 .
Mais alors, quitte à diviser ε par σf > 0, on a :∣∣∣∣√2pinµ(B+J (I, n, ε))− λ(I)σf
∣∣∣∣ ≤ ∣∣∣∣√2pinµ(B+J (I, n, ε))− λ(I+ε )σf
∣∣∣∣+ λ(I+ε \ I)σf ≤ ε.
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De même, on montre qu'il existe n1 tel que pour tout n ≥ n1 :∣∣∣∣√2pinµ(B−J (I, n, ε))− λ(I)σf
∣∣∣∣ ≤ ε.
Or :
√
2pinµ(A(I, n))− λ(I)
σf
∈
[√
2pinµ(B−J (I, n, ε))−
λ(I)
σf
,
√
2pinµ(B+J (I, n, ε))−
λ(I)
σf
]
.
Ainsi, pour n ≥ max(n0, n1), on a :∣∣∣∣∣√2pinθ∗J(n),uµ
({
v ∈ V, cn(v) +
n−1∑
i=0
f(Aiv) ∈ I
})
− λ(I)
σf
∣∣∣∣∣ ≤ ε. ¤
4.3 Théorème limite local pour les sommes de Riesz-Raïkov
associées à une  matrice de Pisot 
Dans cette partie, on montre que le TLL obtenu précédemment permet d'obtenir
un TLL sur le tore, lorsque l'on impose une condition sur J en fonction de n, en
comparant la mesure de Lebesgue sur le tore aux mesures θ∗J(n),uµ sur V .
4.4 Comparaison des sommes ergodiques pour des v égaux
modulo Z
Soit f : V → R höldérienne, 1-périodique et non constante vériﬁant (APF). Soit
k ∈ Zr ⊂ V , et ‖k‖∞ sa norme inﬁnie usuelle Cf la constante de Hölder de f . On
note toujours A = piMpi−1.
Déﬁnition 4.6. Notons {·} la partie fractionnaire des réels. Une matrice M du type
précédent satisfait la condition (DE), si la matrice A = piMpi−1 vériﬁe :
max
1≤p,q≤r
{(Ai)p,q} −−−−→
i→+∞
0. (DE)
Cette condition est en particulier réalisée lorsque M est une matrice compagnon
d'un nombre de Pisot unimodulaire.
Dans la suite, on suppose cette condition (DE) vériﬁée.
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n∑
i=0
f(Ai(v + k)) =
nγ−1∑
i=0
f(Ai(v + k)) +
n∑
i=nγ
f(Ai(v + k))
=
nγ−1∑
i=0
f(Ai(v + k)) +
n∑
i=nγ
f(Ai(v)) +
n∑
i=nγ
(
f(Ai(v + k))− f(Aiv))
= cn(v + k) +
n∑
i=nγ
f(Ai(v)) +
∑
i=nγ
cf (‖k‖∞τ i)α
= cn(v + k) +
n∑
i=nγ
f(Ai(v)) +O(cf‖k‖α∞ταn
γ
),
où cn(v) =
nγ−1∑
i=0
f(Aiv) déﬁnit une fonction höldérienne dont on contrôle les normes
inﬁnies et de Hölder comme dans les hypothèses du lemme 4.5.
Soit I =]a, b[ un intervalle réel. Posons :
I+(‖k‖∞, n) = ]a− cf‖k‖α∞ταn
γ
, b+ cf‖k‖α∞ταn
γ
[;
I−(‖k‖∞, n) = ]a+ cf‖k‖α∞ταn
γ
, b− cf‖k‖α∞ταn
γ
[.
En notant V¯ = V mod 1, on en déduit les deux inégalités :
λr
({
v ∈ V¯ , cn(v + k) +
n∑
i=nγ
f(Ai(v)) ∈ I−(‖k‖∞, n)
})
≤ λr
({
v ∈ V¯ ,
n∑
i=0
f(Ai(v + k)) ∈ I
})
≤ λr
({
v ∈ V¯ , cn(v + k) +
n∑
i=nγ
f(Ai(v)) ∈ I+(‖k‖∞, n)
})
.
4.5 Théorème limite local sur le tore
En reprenant le théorème 4.5, pour une famille d'entiers (J(n))n≥0 adaptée, ces
estimations vont permettre de montrer le résultat suivant :
Théorème 4.7. SoitM ∈ SL(n,Z) une matrice hyperbolique vériﬁant les conditions
(Π) et (DE). Soient r la dimension de son sous-espace propre associé à ses valeurs
propres de module supérieur à un, pi la bijection associée (c.f. déﬁnition 1.2) et
A = piMpi−1. Soit f une fonction α-höldérienne sur Rr, 1-périodique, non constante,
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telle que
∫
f dλr = 0 et vériﬁant (APF). Alors σ2f = lim
k→+∞
1
k
∫
(Skf)
2 dλr est
strictement positif et pour tout intervalle I ⊂ R, on a :
σf
√
2pinλr
({
v ∈ [0, 1]r,
n−1∑
i=0
f(Aiv) ∈ I
})
−−−−→
n→+∞
λ(I).
Preuve Soit γ < 1
2
, et ζ ∈]0,min(γ, 1 − γ)[. Fixons une suite d'entiers (J(n))n
vériﬁant :
J(n) =
n→+∞
o(nζ); (I.21)
lnn =
n→+∞
o(J(n)). (I.22)
On rappelle (c.f. lemme 3.13) que pour tout J entier, HJ désigne l'ensemble des
sommets k à coordonnées entières intervenant dans le découpage de KV,J en hyper-
cubes. Comme le diamètre de KV,J est borné par c4∆J , pour une constant c4 > 0, on
en déduit que pour k ∈ HJ , ‖k‖ ≤ c4∆J . Comme ζ < γ, on a pour tout k ∈ HJ(n),
‖k‖αταnγ ≤ c4∆αnζταnγ n→+∞−−−−→ 0.
Notons
I =]a; b[, I−n =]a+ cf max
k∈HJ(n)
‖k‖αταnγ ; b− cf max
k∈HJ(n)
‖k‖αταnγ [.
On dispose d'une suite (ϕn)n≥1 d'identités approchées de la forme ϕn(.) =
nrϕ(n.).
Pour tout k ∈ HJ(n), on pose
ek,n = ϕn ∗ 1V0+k,
où V0 = [0, 1[r et
en : R
d → R, v →
∑
k∈HJ(n)
(
ek,n(v) +
nγ−1∑
i=0
f(Ai(v − k))− f(Aiv)
)
.
Ainsi, comme ‖en‖∞ ≤ nγ‖f‖∞ et ‖en‖α ≤ C, on déduit du lemme 4.5 que
σf
√
2pin θ∗J(n),uµ({v ∈ Rr,
n−1∑
i=0
f(Aiv) ∈ I−n }) −−−−→
n→+∞
λ(I). (I.23)
Il reste à comparer le membre de gauche avec λr({v ∈ V0,
n−1∑
i=0
f(Aiv) ∈ I−n }).
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Pour cela, rappelons que, d'après la proposition 3.12, on a :
θ∗J(n),uµ =
m∑
a=1
ga,J(n)λr(1KV,J(n),a) =
m∑
a=1
∆−J(n)λr(KV,J(n),a),
où l'on note KV,J(n),a = θJ(n),u([a]) et ga = (DLa)−1, pour 1 ≤ a ≤ m.
Notons RJ(n),a l'ensemble KV,J(n),a privé des parallélépipèdes ayant une intersec-
tion non vide avec ∂KV,J(n),a.
Notons HJ(n),a l'ensemble des sommets inférieurs pour l'ordre lexicographique de
parallélépipèdes contenus dans KoV,J(n),a.
Pour k ∈ HJ(n),a, soit Uk,n = (V0 + k) \ (∂V0 + k + B∞(0, ε(n))), où ε(n) = 1n ,
l'intérieur réduit de ε(n) de V0 + k.
Soit enﬁn Wk,n = (V0 + k) \ Uk,n le bord élargi de ε(n) de V0 + k.
Fixons a ∈ {1, . . . ,m}. Nous avons :
λ({v ∈ KV,J(n),a / en(v) +
n−1∑
i=0
f(Aiv) ∈ I−n })
=
∑
k∈HJ(n),a
λ({v ∈ V0 + k / en(v) +
n−1∑
i=0
f(Aiv) ∈ I−n })
+λ({v ∈ RJ(n),a / en(v) +
n−1∑
i=0
f(Aiv) ∈ I−n })
≤
∑
k∈HJ(n),a
λ({v ∈ Uk,n / ek,n(v) +
nγ−1∑
i=0
(f(Ai(v − k))− f(Aiv))
+
nγ−1∑
i=0
f(Aiv) +
n−1∑
i=nγ
(f(Aiv)− f(Ai(v − k))) +
n−1∑
i=nγ
f(Ai(v − k)) ∈ I−n })
+λ(∪k∈HJ(n),aWk,n) + λ(RJ(n),a).
Comme, d'après (DE),
n−1∑
i=nγ
(f(Aiv)− f(Ai(v−k))) ≤ cf max
k∈HJ(n),a
‖k‖αταnγ , on en
déduit :
λ({v ∈ KV,J(n),a / en(v) +
n−1∑
i=0
f(Aiv) ∈ I−n })
≤
∑
k∈HJ(n),a
λ({v ∈ Uk,n /
n−1∑
i=0
f(Aiv) ∈ I}) + λ(∪k∈HJ(n),aWk,n) + λ(RJ(n),a)
≤ Card(HJ(n),a)λ({v ∈ V0 /
n−1∑
i=0
f(Aiv) ∈ I}) + 2λ(∪k∈HJ(n),aWk,n) + λ(RJ(n),a).
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Ainsi, en sommant sur a, on obtient :
m∑
a=1
gaλ({v ∈ KV,J(n),a / en(v) +
n−1∑
i=0
f(Aiv) ∈ I−n })
≤
m∑
a=1
ga[Card(HJ(n),a)λ({v ∈ V0 /
n−1∑
i=0
f(Aiv) ∈ I}) + 2λ(∪k∈HJ(n),aWk,n) + λ(RJ(n),a)];
d'où :
λ({v ∈ V0 /
n−1∑
i=0
f(Aiv) ∈ I}) ≥ (I.24)
θ∗J(n),uµ({v / en(v) +
n−1∑
i=0
f(Aiv) ∈ I−n })−
m∑
a=1
ga[2λ(∪k∈HJ(n),aWk,n) + λ(RJ(n),a)]
m∑
a=1
gaCard(HJ(n),a)
.
Par ailleurs, en utilisant le lemme 3.14 et la déﬁnition des Wk,n, on obtient, pour
tout a :
(Card(HJ(n),a))−12λ(∪k∈HJ(n),aWk,n) + λ(RJ(n),a)] = O(κJ(n) + 2ε(n)). (I.25)
Les inégalités (I.23), (I.25) et (I.25) donnent alors, pour n→ +∞ :
σf
√
2pinλ({v ∈ V0 /
n−1∑
i=0
f(Aiv) ∈ I}) ≥ (1 + o(1))λ(I)−√nO(κJ(n) + 2ε(n))).
(I.26)
En procédant de même avec
I+n =]a− cf max
k∈HJ(n)
‖k‖αταnγ ; b+ cf max
k∈HJ(n)
‖k‖αταnγ [ ,
on montre que, pour n→ +∞,
σf
√
2pinλ({v ∈ V0 /
n−1∑
i=0
f(Aiv) ∈ I}) ≤ (1 + o(1))λ(I) +√nO(κJ(n) + 2ε(n))).
(I.27)
Par construction, √
nε(n)
n→+∞−−−−→ 0.
En utilisant (4.5), on obtient également
√
nκJ(n)
n→+∞−−−−→ 0.
Par encadrement, les majorations (I.26) et (I.27) fournissent le résultat. ¤
Chapitre II
Théorème limite central
pour des composées
d'automorphismes du tore
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1 Introduction et notations
Pour un automorphisme τA du tore Td, d ≥ 2, associé à une matrice A à coeﬃ-
cients entiers sans valeurs propres racines de l'unité, on sait que le théorème limite
central (TLC) est vériﬁé pour les sommes ergodiques de fonctions f régulières,
SNf =
N−1∑
k=0
f ◦ τ kA.
Nous étudions ici la situation où la suite des itérés d'un unique automorphisme
est remplacée par une suite de composés d'automorphismes.
Appelons système dynamique séquentiel une suite (τn) de transformations non
singulières sur une espace probabilisé (X,A,m). L'étude sur des exemples du com-
portement asymptotique des sommes
∑n
1 f(τk ◦ τk−1 · · · ◦ τ1x), pour des fonctions f
déﬁnies sur X a été abordées dans plusieurs travaux. Dans le cas non inversible, l'ex-
emple des suites d'applications dilatantes de l'intervalle a été traité dans ([CR07]).
Une classe d'exemples d'applications inversibles peut être construite de la façon
suivante.
Soit A et B deux matrices dans Sl(d,Z).Considérons le système séquentiel obtenu
en choisissant une suite (τn) avec τnx = Ax mod 1, ou τnx = Bx mod 1,
La question se pose de la décroissance exponentielle de la décorrélation (〈f ◦
τk ◦ τk−1 · · · ◦ τ1, f〉), pour une fonction f höldérienne, et d'un théorème de la limite
centrale pour le système séquentiel (cf. Open questions in Contemp. Math., vol.
430 (2007)). Nous nous proposons ici de traiter quelques exemples où une réponse
positive peut être apportée à cette question, sous certaines conditions portant sur
A et B.
Etant données deux matrices A et B de SL(d,Z), à une suite (Ai)i∈N à valeurs
dans {A,B}, nous associons donc la suite (τi)i∈N d'automorphismes du tore Td déﬁnis
par :
τi : Td → Td, x 7→ Atix mod 1.
(Nous déﬁnissons ces applications à l'aide de matrices transposées, aﬁn de sim-
pliﬁer par la suite l'écriture des développements en série de Fourier.)
Pour une fonction f : Td → R, nous étudions le comportement asymptotique en
loi des sommes :
SNf =
N−1∑
k=0
f(τk...τ1.). (II.1)
Nous commençons en section 2 par établir une propriété de décorrélation sous
une condition de dilatation portant sur l'action sur Zd. En section 3 nous donnons
56CHAPITRE II. TLC POURDES COMPOSÉES D'AUTOMORPHISMES DU TORE
des conditions suﬃsantes qui assurent l'approximation par une loi normale de la
loi des sommes normalisées 1‖Sn‖2SNf . La méthode repose sur la notion de système
multiplicatif développée notamment par Komlòs [Kom73]. Nous nous inspirons de
son application par B. Petit [Pet92]. Dans les sections 5 et 6, des exemples de
situations pour lesquelles ces conditions sont satisfaites sont présentés. Nous donnons
des exemples dans le cas stationaire où un théorème central limite peut être obtenu
presque sûrement en ω ("quenched" CLT).
Notations
Soit d un entier ≥ 2. La norme ‖ · ‖ est déﬁnie sur Rd par
‖x‖ = max
1≤i≤d
|xi|, x ∈ Rd.
La mesure de Lebesgue sur Td est notée λ (ou dt). Elle est invariante par les auto-
morphismes du tore. Les caractères du tore Td, t → e2pii〈n,t〉, n = (n1, ..., nd) ∈ Zd,
sont notés χ(n, t).
L'action sur les caractères d'un produit d'automorphismes τj...τi, j ≥ i, cor-
respond à l'action sur les caractères des matrices déﬁnissant les automorphismes
composées à droite. Pour i ≤ j entiers, nous noterons
Aji = Ai . . . Aj. (II.2)
Déﬁnissons la norme de Hölder de degré α d'une fonction f höldérienne de degré
α sur le tore par
‖f‖α = ‖f‖∞ + sup
x 6=y
|f(x)− f(y)|
d(x, y)α
.
Notons H0α l'ensemble des fonctions höldériennes de degré α sur le tore.
Pour h ∈ L2(Td, λ), les coeﬃcients de Fourier de h sont notés (hˆ(n), n ∈ Zd).
Etant donné α > 0, on déﬁnit :
‖h‖F ,α = sup
n∈Zd\{0}
(
|hˆ(n)|
∏
i=1,...,d
(1 + |ni|)α
)
, (II.3)
F0α =
{
h ∈ L2(Td, λ) :
∫
Td
h dλ = 0 et ‖h‖F ,α <∞
}
. (II.4)
Nous avons donc, par déﬁnition de ‖h‖F ,α, pour h ∈ F0α :
|hˆ(n)| ≤ ‖h‖F ,α
∏
i=1,...,d
(1 + |ni|)−α, ∀n = (n1, ..., nd) ∈ Zd \ {0}, (II.5)
et F0α est un espace vectoriel normé pour la norme ‖ ‖F ,α. Cet espace contient l'espace
H0α des fonctions höldériennes de degré α de moyenne nulle.
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Proposition 1.1. Pour α > 1
2
, il existe une constante K(α) > 0 telle que, pour
tout D ≥ 1 et toute fonction h ∈ F0α :∑
‖n‖>D
|hˆ(n)|2 ≤ K(α)‖h‖2F ,αD
1
2
−α. (II.6)
En particulier nous avons pour toute fonction h ∈ F0α : ‖h‖2 < K
1
2 (α)‖h‖α.
Preuve Rappelons que ‖n‖ = max1≤i≤d |ni|, pour n = (n1, . . . , nd). Noto|ns i(n)
un entier tel que |ni(n)| = max{|ni|, 1 ≤ i ≤ d}.
Nous avons :∑
‖n‖≥D
|hˆ(n)|2 ≤ ‖h‖2F ,α
∑
‖n‖≥D
∏
i=1,...,d
(1 + |ni|)−2α
≤ ‖h‖2F ,α
∑
‖n‖≥D
[(1 + |ni(n)|)−α+ 12 (1 + |ni(n)|)−(α+ 12 )
∏
1≤i≤d,i6=i(n)
(1 + |ni|)−2α]
≤ ‖h‖2F ,α
1
Dα−
1
2
∑
‖n‖≥D
[
(1 + |ni(n)|)−(α+ 12 )
∏
1≤i≤d,i6=i(n)
(1 + |ni|)−2α
]
≤ ‖h‖2F ,α
1
Dα−
1
2
∑
n∈Zd\{0}
∏
1≤i≤d
(1 + |ni|)−(α+ 12 )
≤ ‖h‖2F ,α
1
Dα−
1
2
(
∑
k∈Zd\{0}
1
|k|α+ 12 )
d ≤ ‖h‖2F ,α(
2α + 1
2α− 1)
d 1
Dα−
1
2
.
Dans les paragraphes 2, 3, 4, 5 c'est l'espace F0α qui est utilisé. Il a l'avantage
de permettre une présentation simple des méthodes et des calculs lorsque α > 1/2.
Au paragraphe 6, la méthode est reprise dans le cas des produits aléatoires de
matrices avec l'espace H0α. On utilise alors la convolution pour se ramener au cas
des polynômes trigonométriques (aucune condition sur α > 0 n'est nécessaire).
2 Décorrélation et variance
2.1 Décorrélation
Condition 2.1. Il existe des constantes C > 0, δ > 0 et λ > 1 telles que
∀i ≤ j, ∀p ∈ Zd \ {0}, ‖Ajip‖ ≥ C‖p‖−δλj−i.
Dans les exemples, le facteur ‖p‖−δ est lié à un temps d'entrée logarithmique
dans un cône dilatant des itérés des vecteurs à coordonnées entières non nuls sous
l'action des produits Aji .
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Notons que la condition 2.1 entraîne, d'après le choix de la norme ‖ ‖, l'inégalité :
∀i ≤ j, ∀p ∈ Zd \ {0},
∏
k=1,...,d
[1 + |(Ajip)k|] ≥ C‖p‖−δλj−i.
Montrons qu'elle implique une propriété de mélange exponentiel sur les fonctions
appartenant à F0α.
Proposition 2.2. (Inégalité de mélange) Soit (Ai)i≥1 une suite de SL(d,Z) vériﬁant
la condition 2.1. Pour tout α > 1
2
, il existe des constantes Cα > 0 et κα ∈]0, 1[ telles
que pour toutes fonctions ψ, φ ∈ F0α :
∀ℓ, i ∈ N,
∣∣∣∣∫
Td
φ(t)ψ(τi+ℓ...τi+1 t)dt
∣∣∣∣ ≤ Cα[‖ψ‖2‖φ‖F ,α + ‖ψ‖F ,α‖φ‖2]κℓα. (II.7)
Preuve : Rappelons la notation (II.2) : Ai+ℓi+1 = Ai+1 . . . Ai+ℓ, pour ℓ, i ≥ 0. Nous
avons :∫
Td
φ(t)ψ(τi+ℓ...τi+1 t) dt =
∑
n6=0
∑
m6=0
φˆ(n) ψˆ(m)
∫
χ(n− Ai+ℓi+1m, t)dt
=
∑
m6=0
∑
n=Ai+ℓi+1m
φˆ(n) ψˆ(m).
Soit D > 1. Nous pouvons écrire∣∣∣∣∫
Td
φ(t)ψ(τi+ℓ...τi+1 t) dt
∣∣∣∣ ≤∑
m6=0
|φˆ(Ai+ℓi+1m)| |ψˆ(m)| = (1) + (2),
avec (1) :=
∑
‖m‖≤D |φˆ(Ai+ℓi+1m)| |ψˆ(m)| et (2) :=
∑
‖m‖>D |φˆ(Ai+ℓi+1m)| |ψˆ(m)|.
Utilisons la condition 2.1 et notons qu'il y a 2dDd d-uples entiers m intervenant
dans l'expression (1). Nous avons :
(1) ≤ ‖ψ‖2‖φ‖F ,α
∑
‖m‖≤D
d∏
j=1
1
(1 + |(Ai+ℓi+1m)j|)α
≤ 2d‖ψ‖2‖φ‖F ,αDd+αδ λ−ℓα.
La somme
∑
‖m‖>D
|φˆ(Ai+ℓi+1m)|2 est majorée par
∑
m∈Z |φˆ(Ai+ℓi+1m)|2 qui est égale à
‖φ‖22, l'application m→ Ai+ℓi+1m étant une bijection de Zd. D'autre part,∑
‖m‖>D
|ψˆ(m)|2 ≤ ‖ψ‖2F ,α(
2α+ 1
2α− 1)
d 1
Dα−
1
2
.
Nous avons donc pour une constante Kα la majoration :
(2) ≤ Kα‖ψ‖F ,α ‖φ‖2D− 12 (α− 12 ).
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Prenons D = λ
ℓα
(d+αδ+12 (α−
1
2 ) . Soit κα la constante λ
− α(α−
1
2 )
2(d+αδ)+α− 12 ∈]0, 1[.
Nous obtenons une décroissance exponentielle :∣∣∣∣∫
Td
φ(t)ψ(τi+ℓ...τi+1 t)dt
∣∣∣∣ ≤ [C‖ψ‖2 ‖φ‖F ,α +Kα‖ψ‖F ,α ‖φ‖2]κℓα.
2.2 Variance
Une étape préalable à la preuve du théorème limite central est d'assurer un
contrôle de la variance.
Notations 2.3. Soit (τi) une suite d'automorphismes du tore. Notons, pour toute
fonction de carré intégrable f : Td → R, pour N ≥ 1 :
SNf(t) =
N∑
k=1
f(τk · · · τ1 t),
σ2N(f) =
1
N
∫
|SN(t)|2 dt.
Dans le cas où (τk...τ1) est la suite (τ k) des puissances d'un unique automor-
phisme ergodique, cette suite a une limite (variance asymptotique) pour toute fonc-
tion régulière. Montrons que, sous la condition 2.1, la suite (σ2N(f))N≥1 est bornée :
Lemme 2.4. Soit (τi) une suite d'automorphismes vériﬁant la condition 2.1. Pour
α > 1
2
, il existe une constante C(α) telle que, pour toute fonction f ∈ F0α :
σ2N(f) ≤ C(α)‖f‖2‖f‖α, ∀N ≥ 1. (II.8)
Plus généralement, pour tout M ≥ 1 et tout bloc [M,M +L− 1] de longueur L ≥ 1,
nous avons : ∫
|
M+L−1∑
j=M
f(τj...τM t)|2 dt ≤ C(α)‖f‖2‖f‖αL. (II.9)
Preuve Soient K = Kα et κ = κ(α) donnés par la proposition 2.2. Nous avons :
‖SNf‖22 =
N−1∑
k=0
‖f(τk...τ1.)‖22 + 2
∑
0≤k<k′≤N−1
∫
f(τk...τ1t)f(τk′ ...τ1t)dt
= N‖f‖22 + 2
N−1∑
r=1
N−1−r∑
ℓ=0
∫
f(t)f(τℓ+r · · · τℓ+1 t)dt
≤ N‖f‖22 + 2
N−1∑
r=1
(N − r)K‖f‖2‖f‖F ,ακr
≤ N
(
‖f‖22 + 2
K
1− κ‖f‖2‖f‖F ,α
)
.
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L'inégalité (II.9) résulte d'un calcul analogue.
Equidistribution des suites (τk · · · τ1x)k≥1
Dans le cas d'une seule transformation ergodique, le théorème de Birkhoﬀ im-
plique la loi forte des grands nombres pour les fonctions intégrables. Dans la situation
traitée ici, nous avons également une loi forte des grands nombres pour les fonctions
régulières.
Rappelons le lemme classique suivant :
Lemme 2.5. Si (Zn)n≥1 est une suite de variables aléatoires centrées de carré inte-
grable telle que |E(ZkZk+ℓ)| ≤ εℓ,∀k, ℓ ≥ 1, où (εn) est une suite de réels sommable,
la loi des grands nombres est vériﬁée par la suite (Zn).
Ceci implique :
Proposition 2.6. Soit (τi) une suite d'automorphismes vériﬁant la condition 2.1.
Pour toute fonction f ∈ F0α, pour λ-p.p. x,
lim
n
1
n
n∑
k=1
f(τk · · · τ1x) = 0.
Preuve Nous appliquons le lemme précédent à Zn = f(τn · · · τ1.). La proposition
2.2 assure la décorrélation de la suite (Zn) :
|E(ZkZk+ℓ)| = |
∫
Td
f(τk · · · τ1t) f(τk+ℓ · · · τ1t) dt|
= |
∫
Td
f(t) f(τk+ℓ · · · τk+1t) dt| ≤ C‖φ‖2‖φ‖F ,α κℓ.
Une conséquence est que, pour λ-presque tout x, la suite (τn · · · τ1x)n≥1 est
équidistribuée dans le tore Td.
3 Théorème limite central
3.1 Condition de séparation des fréquences
Nous supposerons vériﬁée la condition suivante :
Condition 3.1. Il existe des constantes C1, c, γ, C1 > 0, γ > 1, telles que, pour
tout p ∈ Zd \ {0}, tout ℓ ≥ 1, tout r ≥ 1, on ait
‖Aℓ+r1 p‖ ≥ C1γr−c log ‖p‖‖Aℓ1‖. (II.10)
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Notons que la condition 3.1 porte sur la suite (Aℓ1), alors que la condition de
dilatation 2.1 porte sur les "blocs" Aji . Nous l'établirons par la suite pour certaines
familles d'exemples.
Proposition 3.2. Sous la condition 3.1, pour tout réel D ≥ 1, il existe une constante
ρ(D) ≥ 1 pour laquelle les propriétés suivantes sont satisfaites :
1) Pour tout entier s ≥ 1, pour toute suite croissante de s entiers, ℓ1 < ℓ2 < ... <
ℓs vériﬁant ℓj+1 ≥ ℓj + ρ(D), j = 1, ..., s − 1, pour toute famille p1, p2, ..., ps ∈ Zd
telle que ps 6= 0 et ‖pj‖ ≤ D pour j = 1, ..., s, nous avons :
s∑
j=1
A
ℓj
1 pj 6= 0. (II.11)
2) Pour tout entier s ≥ 1, pour toute suite croissante de 2s entiers, ℓ1 < ℓ′1 <
ℓ2 < ℓ
′
2 < ... < ℓs < ℓ
′
s vériﬁant ℓj+1 ≥ ℓ′j + ρ(D), pour j = 1, ..., s − 1, pour
toutes familles p1, p2, ..., ps et p′1, p′2, ..., p′s ∈ Zd telles que Aℓ
′
s
1 p
′
s + A
ℓs
1 ps 6= 0 et
‖pj‖, ‖p′j‖ ≤ D pour j = 1, ..., s, nous avons :
s∑
j=1
[A
ℓ′j
1 p
′
j + A
ℓj
1 pj] 6= 0. (II.12)
Preuve Montrons la deuxième propriété, dont la première est un cas particulier.
Supposons qu'on ait
∑s
j=1[A
ℓ′j
1 p
′
j + A
ℓj
1 pj] = 0. On a alors :
A
ℓ′s
1 p
′
s + A
ℓs
1 ps =
s−1∑
j=1
[A
ℓ′j
1 p
′
j + A
ℓj
1 pj].
La condition 3.1 va permettre d'appliquer des majorations du type :
‖Aℓj1 pj‖ ≤ D‖Aℓj1 ‖ ≤ C−11 Dγ−(ℓs−ℓj)+c ln ‖qs‖‖Aℓs1 qs‖,
pour qs ∈ Zd∗ et ‖pj‖ ≤ D, et d'obtenir une contradiction en utilisant l'existence
d'un "gap" entres les ℓj.
Distinguons deux cas :
1) Cas où ℓ′s − ℓs est petit : 0 ≤ ℓ′s − ℓs ≤ ρ1
Posons qs = Aℓ
′
s
ℓs+1
p′s + ps. C'est par hypothèse un élément non nul de Zd et sa
norme est majorée par 2Dmax(‖A‖, ‖B‖)ρ1 . Soit C2 = lnmax(‖A‖, ‖B‖). D'après
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(3.1), nous avons la majoration :
‖Aℓ′s1 p′s + Aℓs1 ps‖ = ‖Aℓs1 qs‖
≤ C−11 D[
s−1∑
j=1
γ−(ℓs−ℓ
′
j)+c ln ‖qs‖‖Aℓs1 qs‖+
s−1∑
j=1
γ−(ℓs−ℓj)+c ln ‖qs‖‖Aℓs1 qs‖]
≤ C−11 Dγc ln ‖qs‖‖Aℓs1 qs‖ [
s−1∑
j=1
γ−(ℓs−ℓ
′
j) +
s−1∑
j=1
γ−(ℓs−ℓj)]
≤ 4C−11 D2γcC2ρ1 [
s−1∑
j=1
γ−jρ(D))] ‖Aℓs1 qs‖
≤ 4
C1(1− γ−ρ(D))D
2γcC2ρ1−ρ(D) ‖Aℓs1 qs‖.
2) Cas où ℓ′s − ℓs est grand.
Notons que l'on peut supposer que p′s 6= 0, car dans le cas contraire on aurait
ps 6= 0 et on raisonnerait en majorant ‖Aℓs1 ps‖.
Nous pouvons majorer de la façon suivante :
‖Aℓ′s1 p′s‖ ≤ ‖Aℓs1 ps‖+ C−11 D[
s−1∑
j=1
γ−(ℓ
′
s−ℓ′j)+c ln ‖p′s‖‖Aℓ′s1 p′s‖+
s−1∑
j=1
γ−(ℓ
′
s−ℓj)+c ln ‖p′s‖‖Aℓ′s1 p′s‖]
≤ C−11 Dγc ln ‖p
′
s‖‖Aℓ′s1 p′s‖ [γ−(ℓ
′
s−ℓs) +
s−1∑
j=1
γ−(ℓ
′
s−ℓj) +
s−1∑
j=1
γ−(ℓ
′
s−ℓj)]
≤ C−11 D[γc lnD−ρ1 + 2γ−ρ(D)] ‖Aℓ
′
s
1 p
′
s‖ ≤ C−11 D[γc lnD−ρ1 + 2] ‖Aℓ
′
s
1 p
′
s‖.
Choisissons ρ1 tel que C−11 D[γc lnD−ρ1 + 2] < 1, puis ρ(D) tel que
4
C1(1− γ−ρ(D))D
2γcC2ρ1−ρ(D) < 1.
Le facteur de ‖Aℓs1 qs‖ à droite dans le premier cas est < 1 et le facteur de
‖Aℓ′s1 p′s‖ à droite dans le deuxième cas est < 1. Dans les deux cas nous obtenons une
contradiction.
La proposition permet d'obtenir des propriétés de multiplicativité. Par exemple,
la propriété 1) dans la proposition 3.2 implique :
Propriété 3.3. Si g est un polynôme trigonométrique tel que gˆ(p) = 0 pour ‖p‖ >
D, si ℓ1 < ℓ2 < ... < ℓs est une suite croissante d'entiers telle que ℓj+1 ≥ ℓj + ρ(D)
pour j = 1, ..., s− 1, alors ∫ s∏
j=1
g(τℓj ...τ1t) dt = 0.
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Nous examinons maintenant le TCL pour les sommes Sn
3.2 Application d'un critère de Komlòs
Dans cette partie, le résultat que l'on va établir repose sur la notion de système
multiplicatif (voir Komlòs [Kom73] pour cette notion). Il s'inspire de la méthode
utilisée par B. Petit [Pet92]. Nous donnons une forme quantitative de ce résultat en
terme d'estimation de la fonction caractéristique pour un système multiplicatif. La
preuve est donnée en section 7.
Lemme 3.4. Soient u un entier ≥ 1, (ζk)0≤k≤u−1 une famille de u variables aléa-
toires réelles, a un réel > 0. Notons, pour x ∈ R :
Z(x) = exp(ix
u−1∑
k=0
ζk), Q(x) =
u−1∏
k=0
(1 + ixζk),
Y =
u−1∑
k=0
ζ2k , δ = max
0≤k≤u−1
‖ζk‖∞.
Nous avons alors, pour une constante C, pour x tel que |x| δ ≤ 1,
|E[Z(x)]− e− 12a x2| ≤ Cu|x|3δ3 + 1
2
x2‖Q(x)‖2‖Y − a‖2 + |1− E[Q(x)]|, (II.13)
et, pour x tel que |x|δ ≤ 1 et |x|‖Y − a‖
1
2
2 ≤ 1,
|E[Z(x)]− e− 12a x2| ≤ C u |x|3δ3 + (3 + 2 e− 12a x2 ‖Q(x)‖2)|x|‖Y − a‖
1
2
2 + e
− 1
2
ax2|1− E[Q(x)]|.(II.14)
Dans le cas où E[Q(x)] = 1, ∀x, le majorant se réduit à :
Cu |x|3δ3 + (3 + 2 e− 12a x2 ‖Q(x)‖2) |x|‖Y − a‖
1
2
2 . (II.15)
Remplacement de Sn par une somme "à trous"
Pour appliquer le lemme 3.4, nous remplaçons les sommes Sn par une somme de
blocs séparés par un intervalle de longueur ∆.
Soit β un réel ∈]0, 1[ que l'on précisera plus loin,∆ un entier ≥ 1 que l'on prendra
∆ > ρ(D), où ρ(D) est le "gap" déﬁni plus haut dans la proposition 3.2.
Posons (pour n suﬃsamment grand)
wn = n
1−β, vn := ⌊n/wn⌋, un := ⌊n/vn⌋, (II.16)
Lk,n := kvn, Rk,n := (k + 1)vn −∆, (II.17)
Ik,n := [Lk,n, Rk,n], pour 0 ≤ k ≤ un − 1. (II.18)
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Dans la suite, on considère un polynôme trigonométrique à valeurs réelles. Nous
remplaçons la somme Sn(t) =
n∑
ℓ=1
g(τℓ...τ1t) par la somme "à trous"
S ′n(t) :=
un−1∑
k=0
Tk,n(t), (II.19)
avec
Tk,n(t) =
∑
Lk,n<ℓ≤Rk,n
g(τℓ...τ1t). (II.20)
On a donc eﬀectué un découpage de l'intervalle [1, n] en un blocs de longueur
vn. Le nombre de blocs est à peu près égal à wn = n1−β et leur longueur à peu près
égale à nβ.
Les entiers Lk,n et Rk,n sont respectivement les extrémités gauches et droites des
blocs et les blocs sont séparés par un intervalle de longueur ∆.
Le tableau de v.a. (Tk,n) forme un système multiplicatif.
Expression de |Tk,n(t)|2
|Tk,n(t)|2 = (
∑
ℓ′∈Ik,n
∑
p′∈Zd
gˆ(p′)χ(Aℓ
′
1 p
′, t)) (
∑
ℓ∈Ik,n
∑
p∈Zd
gˆ(p)χ(−Aℓ1p, t))
=
∑
p,p′∈Zd
∑
ℓ,ℓ′∈Ik,n
gˆ(p′)gˆ(p)χ(Aℓ
′
1 p
′ − Aℓ1p, t)
= σ2k,n +Wk,n(t),
avec :
σ2k,n =
∫
|Tk,n(t)|2dt =
∑
p,p′∈Zd
gˆ(p′)gˆ(p)
∑
ℓ,ℓ′∈Ik,n
1Aℓ′1 p′=Aℓ1p
,
Wk,n(t) =
∑
p,p′∈Zd
gˆ(p′)gˆ(p)
∑
ℓ,ℓ′∈Ik,n:Aℓ′1 p′ 6=Aℓ1p
χ(Aℓ
′
1 p
′ − Aℓ1p, t).
Application du lemme 3.4
Nous appliquons le lemme 3.4 au tableau de v.a. (Tk,n, 0 ≤ k ≤ un − 1). Avec
les notations du lemme, nous avons donc, pour un n ﬁxé : u = un et, pour k =
0, ..., un − 1,
ζk = Tk,n, Y = Yn =
un−1∑
k=0
|Tk,n|2,
a = an = E(Yn) =
∑
k
σ2k,n.
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Pour appliquer le lemme (3.4), nous majorons sucessivement les quantités inter-
venant dans l'inégalité (II.13).
1) Majoration de unδn
Nous avons
unδ
3
n = un max
0≤k≤un−1
‖Tk,n‖3∞ ≤ Cn1−βn3β = Cn1+2β.
2) Montrons que E[Qn(x)] = 1.
L'expression de Qn(x) = Qn(x, t) (la variable d'intégration étant t) est ici
Qn(t, x) =
un−1∏
k=0
(1 + ixTk,n(t)) . (II.21)
En développant le produit, nous obtenons :
Qn(t, x) = 1 +
un∑
s=1
(ix)s
∑
0≤k1<···<ks≤un−1
s∏
j=1
Tkj ,n(t).
Les produits
∏s
j=1 Tkj ,n(t) sont des combinaisons d'expressionss de la forme :
χ(
∑s
j=1A
ℓj
1 pj, t), avec ℓj ∈ Ikj ,n et ‖pj‖ ≤ D.
La propriété 1 de la proposition 3.2 implique
∑s
j=1A
ℓj
1 pj 6= 0, d'où :
∫ s∏
j=1
Tkj ,n(t)dt =
0.
3) Majoration de ‖Yn − an‖2
De façon générale, soient U1, ..., UL des v.a.r. de carré intégrable telles que
E[(Uk − EUk)(Uk′ − EUk′)] = 0,∀1 ≤ k < k′ ≤ L,
alors
‖
∑
k
Uk −
∑
k
EUk‖22 =
∑
k
EU2k − (
∑
k
EUk)
2
≤
∑
k
EU2k ≤ Lmax
k
‖Uk‖∞max
k
E(|Uk|).
Nous appliquons cette majoration à Uk = (Tk,n)2 et L = un (en notant que T 2k,n =
σ2k,n +Wk,n et que nous avons l'orthogonalité :
∫
Wk,nWk′,ndt = 0, 1 ≤ k < k′ < un
(cas particulier à l'ordre 2 du raisonnement du point 4)).
En utilisant des majorations grossières de ‖Tk,n‖2∞ et de ‖Tk,n‖22, elle implique :
‖
∑
k
T 2k,n −
∑
k
σ2k,n‖22 ≤ CC ′‖g‖2‖g‖αunv2nmax
k
σ2k,n = C
′′n1+β max
k
σ2k,n.
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Nous avons donc pour une constante C :
|x|‖Yn − an‖
1
2
2 ≤ |x|n
1+β
4 max
k
σ
1
2
k,n. (II.22)
4) Majoration de E|Qn(x)|2
C'est le point principal de la preuve. Nous avons :
|Qn(x, t)|2 =
un−1∏
k=0
(1 + x2|Tk,n(t)|2) =
un−1∏
k=0
[1 + x2σ2k,n + x
2Wk,n(t)] (II.23)
=
un−1∏
k=0
[1 + x2σ2k,n]
un−1∏
k=0
[1 +
x2
1 + x2σ2k,n
Wk,n(t)] (II.24)
Nous allons montrer que l'intégrale en t du deuxième terme est égale à 1. Le
premier facteur dans (II.24) est constant et la majoration 1+y ≤ ey,∀y ≥ 0, fournit
la majoration :
un−1∏
k=0
[1 + x2σ2k,n] ≤ ex
2
Pun−1
k=0 σ
2
k,n = eanx
2
,
ce qui entraîne la majoration :∫
|Qn(x, t)|2 dt ≤ eanx2 .
Il reste à montrer que∫ un−1∏
k=0
[1 +
x2
1 + x2σ2k,n
Wk,n(t)] dt = 1.
En le développant, on obtient que le produit est de la forme
1 +
un∑
s=1
∑
0≤k1<...ks<un
Ck1(t)...Cks(t),
où Ck(t) = x
2
1+x2σ2k,n
Wk,n(t).
Les produits Wk1(t)...Wks(t) sont des combinaisons linéaires d'expressions de la
forme
χ(
s∑
j=1
[A
ℓ′j
1 p
′
j − Aℓj1 pj], t),
où ℓj, ℓ′j ∈ Ikj ,n, A
ℓ′j
1 p
′
j 6= Aℓj1 pj, j = 1, ..., s (cf. notation (II.18)) et les pj, p′j, qui
correspondent aux termes non nuls du polynôme trigonométrique g, sont des vecteurs
entiers de norme ≤ D.
Le choix du "gap" dans la déﬁnition des intervalles Ikj ,n assure par la proposition
3.2 que
∑s
j=1A
ℓ′j
1 p
′
j −Aℓj1 pj 6= 0 et donc l'intégrale du deuxième facteur dans (II.24)
se réduit à 1.
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3.3 Majoration de |E[eix Sn‖Sn‖2 ]− e− 12x2|
Nous rassemblons les majorations obtenues précédemment. En changeant les no-
tations, notons maintenant S ′n =
∑
k Tk,n les sommes avec trous et Sn les sommes∑n
1 g(τk...τ1x). Les majorations des quantités intervenant dans l'inégalité (3.4) con-
cerne les sommes S ′n.
Majoration de l'erreur dans le remplacement de Sn par S ′n
‖Sn − S ′n‖22 =
∫
|
un−1∑
k=0
∑
Rk,n<ℓ≤Lk+1,n
g(τℓ...τ1t)|2 dt
=
un−1∑
k=0
∫
|
∑
Rk,n<ℓ≤Lk+1,n
g(τℓ...τ1t)|2 dt
+2
∑
0<k<k′≤un−1
∫ ∑
Rk,n<ℓ≤Lk+1,n
g(τℓ...τ1t)
∑
Rk′,n<ℓ′≤Lk′+1,n
g(τℓ′ ...τ1t) dt.
Les intervalles de sommation sont de longueur ∆. La deuxième somme dans
l'expression précédente est nulle d'après la propriété 3.3. Dans la première somme
chaque intégrale est majorée par C‖g‖2‖g‖α∆2 (par C‖g‖2‖g‖α∆ sous la condition
2.1 cf. (II.9)). Ceci implique, pour un ∆ ﬁxe :
‖Sn − S ′n‖22 ≤ C‖g‖2‖f‖α∆2 un ≤ C ′n1−β. (II.25)
Ceci implique :
|‖Sn‖22 − ‖S ′n‖22| ≤ 2‖Sn‖2‖Sn − S ′n‖2 + ‖Sn − S ′n‖22 ≤ C[‖Sn‖2n
1−β
2 + n1−β].(II.26)
D'autre part, soient Zn(x) = eixSn , Z ′n(x) = eixS
′
n . Nous avons :
|E[Zn(x)− Z ′n(x)]| ≤ E[|1− eix(Sn−S
′
n)|] ≤ |x|E[|Sn − S ′n|] ≤ |x|‖Sn − S ′n‖2;
d'où :
|E[Zn(x)− Z ′n(x)]| ≤ C|x|n
1−β
2 . (II.27)
D'après l'inégalité (II.27), le lemme 3.4 (inégalité (II.15)), les inégalités (II.26)
et (II.22), nous obtenons :
|E[eixSn ]− e− 12‖Sn‖22x2|
≤ |E[eixSn ]− E[eixS′n ]|+ |E[eixS′n ]− e− 12anx2|+ |e− 12anx2 − e− 12‖Sn‖22x2|
≤ |E[eixSn ]− E[eixS′n ]|+ |x|3unδ3n + (3 + 2 e−
1
2
a x2 ‖Q(x)‖2) |x|‖Y − a‖
1
2
2 +
1
2
x2|an − ‖Sn‖22|
≤ C[|x|n 1−β2 + |x|3n1+2β + |x|n 1+β4 max
k
σ
1
2
k,n + |x|2‖Sn‖2n
1−β
2 + |x|2n1−β].
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Remplaçons maintenant x par x‖Sn‖−12 . Nous obtenons :
|E[eix Sn‖Sn‖2 ]− e− 12x2|
≤ C[|x|‖Sn‖−12 |n
1−β
2 + |x|3‖Sn‖−32 n1+2β + |x|‖Sn‖−12 n
1+β
4 max
k
σ
1
2
k,n
+|x|2‖Sn‖−12 n
1−β
2 + |x|2‖Sn‖−22 n1−β].
Avec la majoration de σ
1
2
k,n en n
β
2 , il en résulte :
|E[eix Sn‖Sn‖2 ]− e− 12x2|
≤ C[|x|‖Sn‖−12 |n
1−β
2 + |x|3‖Sn‖−32 n1+2β + |x|‖Sn‖−12 n
1+3β
4
+|x|2‖Sn‖−12 n
1−β
2 + |x|2‖Sn‖−22 n1−β]. (II.28)
Si on suppose que ‖Sn‖2 ≥ Cnδ, on obtient :
|E[eix Sn‖Sn‖2 ]− e− 12x2|
≤ C[|x|n− (β−1+2δ)2 + |x|3n−(−2β−1+3δ) + |x|n− (−3β−1+4δ)4
+|x|2n− (β−1+2δ)2 + |x|2n−(β−1+2δ)]. (II.29)
3.4 Approximation par une loi normale
Inégalité de Esseen
Si X, Y sont deux v.a.r. deﬁnies sur un même espace probabilisé, on déﬁnit leur
distance en loi par :
d(X, Y ) = sup
x∈R
|P(X ≤ x)− P(Y ≤ x)|.
Soit HX,Y (x) := |E(eixX) − E(eixY )|. Choisissons pour Y une v.a. Yσ de loi
N(0, σ2) (la densité en x de Yσ s'écrit 1σ√2pie
− 1
2
x2
σ2 , sa fonction caractéristique e− 12σ2x2).
Rappelons l'inégalité suivante (cf. Feller, An introduction to probability theory
and its application, p. 512) : si l'espérance de X tend vers zéro et si la diﬀérence des
fonctions de répartition des lois de X et de Y tend vers zéro ±∞, alors pour tout
U > 0,
d(X, Yσ) ≤ 1
pi
∫ U
−U
HX,Y (x)
dx
x
+
24
pi
1
σ
√
2pi
1
U
.
On a |HX,Yσn | ≤
∑5
i=1 n
−γi|x|αi , ce qui permet de majorer d(X, Y1) par
C
U
+
5∑
i=1
n−γi
1
αi
Uαi .
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Pour optimiser le choix de U = Un, posons Un = nγ avec γ = mini γiαi+1 .
Ceci fournit la majoration
d(
Sn
‖Sn‖2 , Y1) ≤ Cn
−γ.
D'après l'inégalité (II.29), il suﬃt de calculer
γ = min(
β − 1 + 2δ
4
,
−2β − 1 + 3δ
4
,
−3β − 1 + 4δ
8
,
β − 1 + 2δ
6
,
β − 1 + 2δ
3
)
= min(
−2β − 1 + 3δ
4
,
−3β − 1 + 4δ
8
,
β − 1 + 2δ
6
). (II.30)
Pour δ = 1
2
on obtient :
γ = min(
−4β + 1
8
,
−3β + 1
8
,
β
6
) = min(
−4β + 1
8
,
β
6
).
En posant β = 3
16
, on obtient γ = 1
32
. Ceci donne une vitesse de convergence
d'ordre n− 132 . On a donc :
Théorème 3.5. Supposons les conditions 2.1 et 3.1 vériﬁées, et supposons qu'il
existe un entier n0 et une constante C1 > 0 tels que pour tout n ≥ n0, ‖Sn‖ ≥ C1n 12 .
Alors il existe une constante C, telle que :
d(
Sn
‖Sn‖2 , Y1) ≤ Cn
− 1
32 , ∀n ≥ n0. (II.31)
Les résultats précédents peuvent être utilisés lorsque l'on sait que la limite de
n−
1
2 ‖Sn‖2 existe et est non nulle (se reporter au cas stationnaire, ci-après) : la suite
(n−
1
2 Sn)n≥1 converge alors en loi vers la loi normale N(0, 1) avec une vitesse de
convergence donnée par (II.31).
On peut aussi obtenir une vitesse de convergence d'ordreW n−δ, pour un δ > 0,
pour une sous-suite, à condition que la variance ‖Snk‖2 soit suﬃsamment grande :
Le long d'une sous-suite (nk) telle que ‖Snk‖2 ≥ C1nδk, avec δ > 3/7, la sous-suite
des sommes renormalisées ‖Snk‖−12 Snk converge en loi vers la loi normale N(0, 1).
En eﬀet, dans (II.30), pour obtenir γ > 0, il suﬃt de vériﬁer les inégalités :
−2β − 1 + 3δ > 0, −3β − 1 + 4δ > 0, β − 1 + 2δ > 0.
soit encore :
1− 2δ < β < min(3δ − 1
2
,
4δ − 1
3
) =
3δ − 1
2
.
Pour δ > 3
7
et β = 1
7
, on obtient γ > 0.
Dans les résultats ci-dessus, on étudie le cas des polynômes trigonométriques. En
utilisant une approximation, on peut les étendre au cas des fonctions höldériennes.
70 4.1. Ergodicité, décorrélation globale
Ceci sera détaillé au paragraphe 6, lorsque les choix de A et B sont indépendants.
Nous nous contentons ici d'exprimer l'approximation en termes de variance.
Soit f une fonction de F0α (α > 12). Pour un entier D, écrivons f = gD + hD, où
gD est le polynôme trigonometrique suivant gD(t) =
∑
n:‖n‖≤D fˆ(n)χ(n, t).
On a SNf = SNgD+SNhD, avec hˆD(n) = 0, pour ‖n‖ ≤ D et supposons vériﬁée
la condition 2.1 :
σ2N(hD) ≤ C‖hD‖2‖hD‖α ≤ C‖hD‖2‖f‖α.
On obtient :
|σN(f)− σN(gD)| ≤ σN(hD) ≤
√
C‖f‖α (
∑
n:‖n‖>D
|fˆ(n)|2) 14 → 0, when D →∞.
(II.32)
4 Le cas stationnaire
Nous étudions dans cette section la situation où la suite est engendrée par un
processus stationnaire. Dans ce cas on peut obtenir une information sur la non nullité
presque sûre de la variance. La stationarité est exprimée à l'aide du formalisme des
produits gauches.
4.1 Ergodicité, décorrélation globale
Considérons deux matrices A et B dans Sl(d,Z).
Notations 4.1. Considérons un système dynamique (Ω, µ, θ), où θ est une trans-
formation mesurable et inversible sur l'espace probabilisé (Ω, µ) et pour laquelle µ
est invariante. On suppose que le système est ergodique. Notons X = Td, et τA, τB
les automorphismes de X associés à A et B. L'espace produit Ω×X est muni de la
mesure produit ν := µ× λ.
Soient ω → A(ω) une application mesurable de Ω vers {A,B}, et τ l'application
ω → τ(ω) := τA(ω) ∈ {τA, τB}. Le produit gauche θτ on Ω×X est déﬁni par
θτ : Ω×X → Ω×X; (ω, t) 7→ (θω, τ(ω)t).
Soit F appartenant à L2(Ω×X) et, pour tout p ∈ Zd, notons Fp(ω), p ∈ Zd son
coeﬃcient de Fourier coeﬃcient d'ordre p dans le développement en la variable t. F
peut s'écrire :
F (ω, t) =
∑
p∈Zd
Fp(ω)χ(p, t),
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avec
∑
p∈Zd
∫ |Fp(ω)|2 dµ(ω) <∞.
Pour k ≥ 1, i ≤ j, ω ∈ Ω, notons
τ(k, ω) = τ(θk−1ω) . . . τ(ω),
Aji (ω) = A(θ
iω)A(θi+1ω)...A(θjω)
et, pour f ∈ L2(X,R),
Sn(ω, f)(t) :=
n∑
k=1
f(τ(k, ω)t).
En écrivant f˜(ω, t) = f(t), on obtient :
f˜(θkτ (ω, t)) =
∑
m∈Zd
fˆm(θ
kω)χ(m, τ(k, ω)t) =
∑
m∈Zd
fˆm(θ
kω)χ(Ak1(ω)m, t)
=
∑
ℓ∈Zd
fˆ(Ak1(ω))−1ℓ(θ
kω)χℓ(t).
Désignons par F0α(Ω) l'espace des fonctions
F0α(Ω) =
{
F ∈ L2(Ω× Td, ν) : F0 = 0 µ p.p. et sup
ω
‖F (ω, .)‖F ,α <∞
}
. (II.33)
Ainsi pour F ∈ F0α(Ω), en notant ‖F‖F ,α := supω ‖F (ω, .)‖F ,α, on a :
|Fp(ω)| ≤ ‖F‖F ,α
∏
i=1,...,d
(1 + |pi|)−α, ∀ω ∈ Ω,∀p = (p1, ..., pd) ∈ Zd∗.
Le décorrelation exponentielle sera une conséquence de la condition suivante, qui est
la version uniforme de la condition 2.1 sur tous les produits possibles de matrices
prises dans l'ensemble {A,B}.
Condition 4.2. Il existe des constantes C > 0, δ > 0 et λ > 1 telles que
∀r ≥ 1,∀(i1, ..., ir) ∈ {0, 1}r, ∀p ∈ Zd \ {0}, ‖Ai1 ...Airp‖ ≥ C‖p‖−δλr.
Proposition 4.3. Sous la condition 4.2, le système (Ω×X, θτ , µ⊗λ) est mélangeant
sur l'orthogonal des fonctions ne dépendant que de la coordonnée ω. Le mélange a
lieu à vitesse exponentielle sur l'espace F0α. En particulier, si (Ω, µ, θ) est ergodique,
alors le système dynamique (Ω×X, θτ , µ⊗ λ) est ergodique.
Preuve Soit D un réel ≥ 1 et considérons des polynômes trigonométriques F,G
de L2(Ω×X), avec F (ω, t) =∑0<‖p‖≤D Fp(ω)χ(p, t),G(ω, t) =∑0<‖p‖≤DGp(ω)χ(p, t).
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Supposons d'abord que les coeﬃcients de Fourier Fp(ω) de F sont nuls pour tout
ω et tout p tels que ‖p‖ > D. On a :
〈F ◦ θnτ , F 〉ν =
∫ ∫
(
∑
p
Fp(θ
nω)χ(An1 (ω)p, t))(
∑
q
Gq(ω)χ(q, t)) dt dµ(ω)
=
∑
p,q
∫ ∫
Fp(θ
nω)χ(An1 (ω)p, t))(
∑
q
Gq(ω)χ(q, t)) dt dµ(ω)
=
∑
p,q
∫
Fp(θ
nω)Gq(ω) 1An1 (ω)p=q dµ(ω).
D'après la condition 4.2 il existe une constante C1 ne dépendant pas de D telle
que An1 (ω)p 6= q, pour n ≥ C1 lnD. On a donc 〈F ◦ θnτ , F 〉 = 0, pour n ≥ C1 lnD.
Supposons maintenant que F appartient à F0α(Ω), α > 12 , et écrivons F =
FD + F − FD, où FD(ω, t) =
∑
‖p‖≤D Fp(ω)χ(p, t). En posant D = exp(C−11 n) et
en utilisant l'inégalité de laproposition 1.1, on obtient une vitesse exponentielle de
décorrelation pour les fonctions de F0α(Ω), α > 12 .
Par un argument de densité, ceci montre que limn〈F ◦ θnτ , F 〉ν = 0 pour F
appartenant à L2(ν) orthogonale aux fonctions qui ne dépendent que de ω. Si le
système (Ω, µ, θ) est ergodique, ceci implique l'ergodicité du système.
Dans toute la suite de cette section nous supposons vériﬁée la condition 4.2.
Nous allons montrer que, pour presque tout ω, la suite (n− 12‖Sn(ω, f)‖2), con-
verge vers une limite et étudier le cas où cette limite est nulle. Remarquons que la
norme ‖Sn(ω, f)‖2 est calculée relativement à la variable t, ω étant ﬁxé.
Proposition 4.4. Pour tout f ∈ F0α(Td), pour µ-presque tout ω ∈ Ω, la suite
(n−
1
2‖Sn(ω, f)‖2) admet une limite σ2(f) ne dépendant pas de ω.
De plus σ2(f) = 0, si et seulement si f est solution de l'équation de cobord
suivante :
∃h ∈ L2(ν), pour p.t. t ∈ Td, f(t) = h(θω, τ(ω)t)− h(ω, t). (II.34)
Preuve La convergence de la suite des variances (globales, i.e. pour le système
(Ω×X, θτ ))
(n−1
∫ ∫
|Sn(ω, f)|2 dt dω)n≥1
vers une variance asymptotique limite σ2 est une propriété générale des systèmes
dynamiques, quand on considère une fonction f pour laquelle la décorrélation est
satisfaite avec une vitesse exponentielle, ou plus généralement quand la série des
décorrélations est sommable.
Dans ce cas, on sait également que σ = 0 si et seulement si f est un cobord dans
les fonctions de carré intégrable.
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Le système (Ω× Td, θτ , dω × dt) est ergodique, d'après la proposition 4.3.
En notant F (ω, t) := f(t), nous avons Sn(ω, f)(t) =
∑n−1
k=0 F (θ
k
τ (ω, t)), d'où :
‖Sn(ω, f)‖22
n
=
1
n
n−1∑
ℓ=0
n−1∑
ℓ′=0
∫
Td
F (θℓτ (ω, t))F (θ
l′
τ (ω, t)) dt
= ‖f‖2 + 2
n
n−2∑
ℓ=0
n−1−ℓ∑
r=1
∫
Td
F (θℓτ (ω, t))F (θ
ℓ+r
τ (ω, t)) dt
= ‖f‖2 + 2
n
n−1∑
r=1
n−1−r∑
ℓ=0
∫
Td
F (θℓτ (ω, t))F (θ
ℓ+r
τ (ω, t)) dt
= ‖f‖2 + 2
n−1∑
r=1
∫
Td
1
n
n−1∑
ℓ=0
(F.F ◦ θrτ )(θℓτ (ω, t)) dt
− 2
n−1∑
r=1
∫
Td
F (θℓτ (ω, t))
1
n
n−1∑
ℓ=n−r
F (θℓ+rτ (ω, t)) dt.
Posons
aℓ,r :=
∫
Td
F (θℓτ (ω, t))F (θ
ℓ+r
τ (ω, t)) dt
=
∫
Td
f(t) f(A(θℓ+1ω)A(θℓ+1ω)...A(θℓ+rω)t)) dt
La condition 4.2assure que,pour une constante C et pour un réel κ < 1,on a la
majoration :
|aℓ,r| ≤ C‖f‖2‖f‖F ,ακr. (II.35)
Ceci implique :∣∣∣∣∣
n−1∑
r=1
∫
Td
F (θℓτ (ω, t))
1
n
n−1∑
l=n−r
F (θℓ+rτ (ω, t)) dt
∣∣∣∣∣ ≤ C‖f‖2‖f‖F ,α 1n
n−1∑
r=1
rκr,
donc ce terme tend vers 0 lorsque n→ +∞.
De plus, pour ν-p.t. (ω, t), la suite
(
1
n
n−1∑
ℓ=0
(F.F ◦ θrτ )(θℓτ (ω, t))
)
n
tend vers ℓr :=∫
Ω×Td(F.F ◦ θrτ ) dω dt,d'après le théorème ergodique.
(II.35) permet d'utiliser le apssage à la limite précédent pour µ-p.t. ω :
lim
n→+∞
n−1∑
r=1
∫
Td
F (ω, t)
1
n
n−2∑
ℓ=0
F (θrτ (ω, t)) dt =
+∞∑
r=1
∫
Td
ℓr < +∞.
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Ainsi pour µ-p.t. ω, on a
lim
n→+∞
‖Sn(ω, f)‖2
n
= ‖f‖22 + 2
+∞∑
r=1
ℓr = lim
n
∫ ∫ |Sn(ω, f)|2
n
dt dµ(ω).
4.2 Non nullité de la variance
Examinons plus en détails la condition de cobord. Par convention, A00(ω) = Id.
Pour j, p ∈ Zd, notons D(j, p) l'ensemble {k ≥ 0 : Ak0(ω)j = p} et c(j, p, ω) =
#
{
k : Ak0(ω)j = p
}
. Nous allons utiliser le lemme élémentaire suivant :
Lemme 4.5. SoitJ un sous-ensemble ﬁni de Zd∗. Sous la condition 4.2, il existe M
tel que,
∀p ∈ Zd, ∀j ∈ J, #{k : Ak1(ω)j = p} ≤M. (II.36)
Preuve Fixons j ∈ J , et soit k1 := inf{k ∈ D(j, p)}. Si k2 appartient à D(j, p)
avec k2 > k1, alors Ak21 (ω)j = p = Ak11 (ω)j, de sorte que : Ak2k1+1(ω)j = j. D'après la
condition 4.2, cela implique que le nombre de tels k2 est ﬁni, et borné indépendam-
ment de p. Comme J est ﬁni, on obtient (II.36).
Proposition 4.6. Supposons vériﬁée la condition 4.2. Soit f polynôme trigonométrique
de L2(Td). S'il existe g ∈ L2(Ω× Td) telle que ∫ gdν = 0 et f = g − g ◦ θτ , alors g
est aussi un polynôme trigonométrique.
Preuve Soit f =
∑
j∈J
fjχj, où J est un sous-ensemble ﬁni de Zd. Soit g ∈ L2 telle
que
∫
g dν = 0 et f(t) = g(θω, τ(ω)t)− g(ω, t).
En utilisant la relation de cobord, nous avons
∑N−1
k=0 (1− kN )f ◦θkτ = g− 1N
∑N
1 g◦
θkτ . Comme g appartient à L2, par ergodiqueité, on obtient la convergence en norme
L2
g = lim
N
N−1∑
k=0
(1− k
N
)f ◦ θkτ .
De plus les sommes
∑N−1
k=0 (1− kN )f ◦ θkτ sont bornées en norme L2(ν) et on a :
N−1∑
k=0
(1− k
N
)f ◦ θkτ =
∑
p∈Zd
N∑
k=1
[
∑
j :Ak0(ω)j=p
(1− k
N
) fj]χp, (II.37)
avec supN
∑
p∈Zd (
∑N
k=1 [
∑
j :Ak0(ω)j=p
(1− k
N
) fj])
2 <∞ pour p.t. ω.
On peut donc passer à la limite lorsque N tend vers +∞ dans (II.37) pour
obtenir :
g(ω, .) =
∑
p∈Zd
[
∑
j :∃k≥1:Ak0(ω)j=p
fj] χp =
∑
p∈Zd
[
∑
j∈J
c(j, p, ω) fj] χp.
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Pour tout p, comme J est ﬁni et comme c(j, p, ω) prend des valeurs entières
bornées d'après (II.36), les quantités (|
∑
j∈J
c(j,m, ω)fj|)m∈Zd ne peuvent prendre
qu'un nombre ﬁni de valeurs distinctes. Notons V l'ensemble de ces valeurs.
Comme g ∈ L2(ν), g(ω, .) est de carré intégrable par rapport à la mesure λ
pour presque tout ω. Notons δ > 0 un minorant de V \ {0}. On a δ2 #{m ∈ Zd :∑
j∈J c(j,m, ω)fj 6= 0} ≤ ‖g(ω, .)‖22, de sorte que le cardinal est ﬁni pour presque
tout ω. Ceci montre que g est un polynôme trigonométrique.
Corollaire 4.7. Si f est un cobord à coeﬃcients de Fourier positifs, alors f est
constante.
Preuve En utilisant le fait que les c(j,m, ω) sont des entiers positifs ou nuls,
nous obtenons :
‖g(ω, .)‖22 =
∑
m
(∑
j∈J
c(j,m, ω)fj
)2
≥
∑
m
(∑
j∈J
c(j,m, ω)f2j
)
≥
∑
j∈J
(∑
m
c(j,m, ω)
)
f2j .
Pour j 6= 0, on a
∑
m
c(j,m, ω) = +∞, donc nécessairement fj = 0.
Les résultats précédents permettent ainsi d'établir un TCL "quenched" (i.e. pour
presque tout ω) dans le cas stationnaire ergodique pour des matrices dans SL(2,Z)
positives, avec pour les polynômes trigonométriques un critère de non nullité de la
variance (qui est eﬀectif quand les coeﬃcients de Fourier sont positifs).
5 Exemples I
5.1 Cas de SL(2,Z+)
Dans le cas de matrices A et B à coeﬃcients positifs, les conditions 3.1 et 2.1
sont satisfaites, si la propriété suivante (sur l'entrée des vecteurs à coeﬃcents entiers
dans le cône des vecteurs positifs sous l'action des produits Aℓ...Aℓ+r) est vériﬁée :
Propriété 5.1. Il existe une constante c telle que
∀p ∈ Zd \ {0}, Aℓ+rℓ p ∈ Rd+,∀r ≥ c ln ‖p‖, ∀ℓ ≥ 1. (II.38)
Nous allons étudier le comportement des produits de matrices 2× 2 prises dans
{A,B} à coeﬃcients strictement positifs entiers et montrer que la propriété 5.1 est
satisfaite.
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Soit M une matrice 2× 2 à coeﬃcients > 0, de valeurs propres réelles distinctes
r = r(M)s = s(M).
Soit
F =
(
a b
c d
)
,
avec ad − bc = 1, la matrice de conjugaison telle que M = FM˜F−1, où M˜ est la
matrice diagonale
(
r 0
0 s
)
.
Lemme 5.2. La matrice M s'écrit :
M =
(
(r − s)u+ s −(r − s)v
(r − s)w −(r − s)u+ r
)
,
avec u = ad ∈]0, 1[, v = ab < 0, w = cd > 0.
Preuve La positivité des coeﬃcients deM implique v < 0, w > 0. En multipliant
la relation ad − bc = 1 par ad, nous obtenons u2 − vw = u, d'où u = ad > 0. En
multipliant la même relation par bc nous obtenons adbc− (bc)2 = bc, d'où bc < 0, ce
qui implique 1− ad > 0.
Posons λ = w
u
= u−1
v
. Nous avons λ > 0 et la matrice M s'écrit
M = r
(
u λ−1(1− u)
λu 1− u
)
+ s
(
1− u −λ−1(1− u)
−λu u
)
.
Pour tout vecteur X =
(
x
y
)
, nous avons donc :
MX = r(ux+ λ−1(1− u)y)
(
1
λ
)
+ s(x− λ−1y)
(
1− u
−λu
)
.
Les vecteurs propres de M sont
(
1
λ
)
, de valeur propre r et
(
1− u
−λu
)
, de valeur
propre s.
Considérons maintenant deux matrices A et B dans SL(2,Z) à coeﬃcients > 0
et prenons pour M un produit de n matrices à valeurs dans {A,B}. On a donc
s(M) = r(M)−1.
La matrice M envoie le cône R2+ strictement dans lui-même :
MR2+ ⊂ AR2+
⋃
BR2+.
Il en résulte que la pente λ du vecteur propre positif de M est encadrée entre
deux constantes ne dépendant que de A et B : il existe δ > 0 tel que δ ≤ λ ≤ δ−1,
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pour la pente λ = λ(M) associée à M , produit quelconque de matrices prises dans
{A,B}.
Comme u ∈]0, 1[, ceci entraîne que le vecteur
(
1− u
−λu
)
est borné indépendam-
ment du choix de M produit de matrices prises dans {A,B}.
De plus, il existe des constante C ′ > 0 et γ > 1 telles que la valeur propre positive
r(M), pour M , produit de n matrices à valeurs dans {A,B}, vériﬁe :
r(M) ≥ C ′γn.
Ainsi la composante MX sur le vecteur propre contractant a une norme majorée
par s(M)C‖X‖ et donc majorée par CC ′γ−n‖X‖, siM est un produit de n matrices.
Posons
ζ = ux+ λ−1(1− u)y
ϕ = s(x− λ−1y)(1− u)
ψ = −s(x− λ−1y)λu.
En changeant éventuellement X en −X, on peut supposer ζ ≥ 0.
Les composantes de MX sont rζ + ϕ et λrζ + ψ.
Soit X ∈ Z2 non nul. Le vecteur MX étant à coordonnées entières non nulles,
nous avons :
rζ + |ϕ|+ λrζ + |ψ| ≥ |rζ + ϕ|+ |λrζ + ψ| ≥ 1.
D'où :
rζ ≥ 1
1 + λ
− 1
1 + λ
(|ϕ|+ |ψ|).
Pour avoir rζ + ϕ > 0 et λrζ + ψ > 0, il suﬃt de vériﬁer :
1 ≥ (2 + λ|ϕ|+ ψ), λ ≥ (1 + 2λ)|ψ|+ λ|ϕ|.
Les quantités à droite étant en Cγ−n‖X‖, ceci démontre le lemme :
Lemme 5.3. Si p est un vecteur non nul à coordonnées entière, il existe n0 ≤
C log ‖p‖ tel que Mp ∈ R2+, pour tout produit de longueur n ≥ n0 de matrices à
valeurs dans {A,B}.
Notons le corollaire suivant de ce qui précède et de la proposition 2.6.
Corollaire 5.4. Soit (Ak)k≥1 une suite de matrices à valeurs dans {A,B}, où A et
B sont deux matrices à coeﬃcients > 0 dans SL(2,Z+). Soient τk : x→ Akx mod 1
les automorphismes du tore correspond. Alors, pour presque tout x dans Td, la suite
(τk...τ1x)k≥1 est équidistribuée dans Td.
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5.2 Une méthode de cônes
Pour obtenir en dimension 2 la propriété 5.1, nous pouvons également reprendre
les résultats de Ayyer et Stenlund ([AS07a]). Leur méthode repose sur la propriété
de cône suivante :
Déﬁnition 5.5. (Propriété de cône) Un couple (A0, A1) d'automorphismes hyper-
boliques du tore possède la propriété de cône si les cônes suivants existent :
Un cône de dilatation E tel que pour i = 1, 2 :
- AiE ⊂ E ;
- il existe λE > 1 tel que pour tout x ∈ E, |Aix| ≥ λE |x| ;
- le sous-espace vectoriel instable EAiu ne se trouve pas le long du bord ∂E : EAiu ∩∂E =
{0}.
Un cône de contraction C tel que C ∩ E = {0} et
- A−1i C ⊂ C ;
- il existe λC < 1 tel que pour tout x ∈ C, |A−1i x| ≥ λ−1C |x| ;
- le sous-espace vectoriel stable EAis ne se trouve pas le long du bord ∂C : EAis ∩∂C =
{0}.
Cette propriété a plusieurs implications, dont l'une, appelée (39) dans [AS07a],
est analogue à la propriété 5.1.
En particulier, lorsque A et B sont deux matrices hyperboliques de SL(2,Z+), on
vériﬁe immédiatement la propriété de cône (déﬁnition 5.5), en posant E = R∗+2∪R∗−2
et C = R+ × R− ∪ R− × R+.
Comme la propriété de cône (déﬁnition 5.5) est vériﬁée pour un couple si et seule-
ment si elle est vériﬁée pour le couple de ses inverses (cf. remarque 1 de [AS07a]), on
en déduit que pour tout couple (A,B) de matrices de SL(2,Z), ayant des coeﬃcients
diagonaux de signe opposé des coeﬃcients non-diagonaux, la propriété de cône 5.5
est vériﬁée.
5.3 Cas de faibles perturbations
Etant donnée une matrice hyperbolique A, il s'agit de vériﬁer que l'on peut
construire des cônes de contraction et de dilatation, contenant les directions propres
de A, tels que pour toute matrice B suﬃsamment proche (pour une norme matricielle
donnée) de A, la propriété de cône (déﬁnition 5.5) soit vériﬁée.
Notion de proximité
Notations : On considère une matrice C appartenant à SL(2,Z), possédant
deux valeurs propres λC , λ−1C , avec λC > 1 > λ−1C . On note ECu le sous-espace
vectoriel associé à la valeur propre λC , et ECs le sous-espace vectoriel associé à
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la valeur propre λ−1C .
On note | · |2 la norme euclidienne sur R2.
On note piu,C la projection sur ECu parallèlement à ECs , et pis,C = Id− piu,C .
On note (eCu , eCs ) une base de vecteurs propres unitaires associée aux valeurs propres
(λC , λ
−1
C ).
On déﬁnit la norme | · |C par la formule suivante, pour x ∈ R2 :
|xueCu + xseCs |C = |xu|+ |xs|. (II.39)
L'inégalité triangulaire, l'homogénéité et la séparation sont vériﬁées par |·|C , il s'agit
donc d'une norme.
Condition de "ρ-proximité"
Déﬁnition 5.6. Considérons deux matrices A et B dans SL(2,Z) hyperboliques.
Soit ρ ∈]0, 1[. On dit que B est "ρ-proche" de A lorsque :
1. La matrice de passage de (eBu , eBs ) à (eAu , eAs ), notée Q, est telle que :
|q1,1| ∈]1− ρ
2
, 1 +
ρ
2
[;
|q1,2| ∈ [0, ρ
2
[, |q2,1| ∈ [0, ρ
2
[
|q2,2| ∈]1− ρ
2
, 1 +
ρ
2
[.
On dit que A et B sont "ρ-proches" lorsqu'en outre les coeﬃcients de Q−1 vériﬁent
les mêmes inégalités.
Le premier point impose aux directions dilatantes et contractantes d'être proches.
Le second assure un contrôle des projections des vecteurs proches des directions
dilatantes. Remarquons, en utilisant la formule Q−1 = (detQ)−1(Com Q)⊤, que les
coeﬃcients de Q−1 vériﬁent des inégalités du même type, mais pour rendre cette
propriété réﬂexive, il est nécessaire d'imposer les mêmes inégalités aux coeﬃcients
de Q−1.
Lemme 5.7. Soient ρ ∈]0, 1[, A et B telles que B est ρ-proche de A. Les normes
| · |A et | · |B vériﬁent :
(1 + ρ)−1|piu,A(·)|B ≤ |piu,A(·)|A ≤ (1 + ρ)|piu,A(·)|B.
(1 + ρ)−1|piu,B(·)|A ≤ |piu,B(·)|B ≤ (1 + ρ)|piu,B(·)|A.
Preuve On a : eAu = QeBu . Ainsi :
|eAu |B = |piu,B(eAu ) + pis,B(eAu )|B = |piu,B(eAu )|B + |pis,B(eAu )|B ≤ (1 + ρ)|eAu |2.
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Soit x = x1eA1 , pour x1 ∈ R. Rappelons que les vecteurs propres sont choisis unitaires.
Par inégalité triangulaire, on obtient :
|x|B ≤ |xu||eAu |B ≤ |xu|(1 + ρ) ≤ (1 + ρ)|x|A.
On en déduit le résultat en échangeant les rôles de A et B.
Métrique hilbertienne
Déﬁnitions 5.8. Soit K un cône convexe fermé de Rd, et H un hyperplan de Rd.
Si x et y sont deux éléments distincts de K ∩ H, l'ensemble des réels r tels que
rx + (1 − r)y appartient à K est un intervalle [a(x, y), b(x, y)]. Notons M(x, y) et
N(x, y) les deux réels de l'intervalle [1,+∞] tels que :
a(x, y) =
1
1−N(x, y) ; b(x, y) =
M(x, y)
M(x, y)− 1 .
Notons également :
h0(x, y) = a(x, y)x+ (1− a(x, y))y; h1(x, y) = b(x, y)x+ (1− b(x, y))y.
On appelle distance de Hilbert, l'application
θK : Rd∗ × Rd∗ → R+
(x, y) 7→ ln(M(x, y)N(x, y)).
θK est une pseudo-métrique, pouvant être inﬁnie.
On déﬁnit également :
κ = max
(x,y)∈K, M∈{A,B}
{
tanh
(
1
4
θK(Mh0(x, y),Mh1(x, y))
)}
.
On montre alors (c.f. [FS88]) que pour tous x, y ∈ K, on a les inégalités :
θK(Ax,Ay) ≤ κθK(x, y). (II.40)
θK(Bx,By) ≤ κθK(x, y). (II.41)
Remarquons que pour un cône K fermé, lorsque K \{0} est envoyé par A et B dans
son intérieur, A et B contractent strictement la métrique θK du facteur κ < 1. Dans
le cas où K fermé est envoyé par A et B dans l'intérieur (origine exceptée) de −K,
A et B contractent la métrique hilbertienne associée à −K et −H, que l'on note
encore θK .
Cônes de dilatation et de contraction
Soient A et B deux matrices à coeﬃcients entiers.
Notation Pour η > 0, introduisons le sous-ensemble homogène :
Cu(A, η) =
{
x ∈ Rd : |pis,A(x)|A ≤ η|piu,A(x)|A
}
. (II.42)
Ainsi, x ∈ Cu(A, η) si et seulement si |xs| ≤ η|xu|.
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Condition 5.9. On dit que A et B vériﬁent la condition de "Cu-invariance" lorsqu'il
existe un η > 0 tel que Cu(A, η) est envoyé, par A ou B, strictement dans son
intérieur (origine exceptée).
La proposition suivante établit une condition suﬃsante de Cu-invariance.
Proposition 5.10. Soit A ∈ SL(2,Z) hyperbolique. Soit η > 0 tel que Cu(A, η) soit
un cône de dilatation pour A, au sens de (5.5). Il existe ρ > 0 tel que, si B ∈ SL(2,Z)
est hyperbolique, ρ-proche de A, alors il existe κ < 1 tel que ACu(A, η) ⊂ Cu(A, κη),
et BCu(A, η) ⊂ Cu(A, κη). Ainsi A et B vériﬁent la condition 5.9 de Cu-invariance.
Preuve Elle repose sur trois lemmes.
Lemme 5.11. On se place sous les hypothèses de la proposition 5.10. Alors il existe
0 < κ1 < 1 tel que
A(Cu(A, η)) ⊂ Cu(A, κ1η) et B(Cu(B, η)) ⊂ Cu(B, κ1η).
De plus, pour tout z ∈ Cu(A, η), on a :
|Az|A ≥ λA(1 + η)−1|z|A.
Preuve Soit z ∈ Cu(A, η). Comme |pis,Az|A ≤ η|piu,Az|A, on déduit :
|piu,Az|A ≥ (1 + η)−1|z|A.
Nous avons :
|piu,A(Az)|A = |Apiu,Az|A ≥ λA|piu,Az|A
|pis,A(Az)|A = |Apis,Az|A ≤ λ′A|pis,Az|A.
Donc
ACu(A, η) ⊂ Cu(A, λ′Aλ−1A η).
¤
Notons : ψ(η, ρ) := (1+ρ)η+ρ/2
1−ρ/2−ηρ/2 . Pour tout η > 0, nous avons : limρ→0 ψ(η, ρ) = η.
Le lemme suivant précise les inclusions relatives de tels sous-espaces homogènes
(les plus dilatants) sous l'action de A et B.
Dans les deux lemmes suivants, on considère un réel ρ > 0 et deux matrices
A,B ∈ SLd(Z), ρ-proches.
Lemme 5.12. Pour tout η > 0, on a les inclusions :
Cu(B, η) ⊂ Cu (A,ψ(η, ρ)) et Cu(A, η) ⊂ Cu (B,ψ(η, ρ)) .
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Preuve Soit x ∈ Cu(A, η). En utilisant la matrice de passage Q, on a :
|pis,B(x)|B = |pis,B(pis,Ax) + pis,B(piu,Ax)|B
≤ |pis,B(pis,Ax)|B + |pis,B(piu,Ax)|B
≤ |q2,2||pis,Ax|A + ρ
2
|piu,Ax|A
≤ ((1 + ρ)η + ρ
2
)|piu,Ax|A.
Par ailleurs,
|piu,B(x)|B = |piu,B(piu,Ax) + piu,B(pis,Ax)|B
≥ |piu,B(piu,Ax)|B − |piu,B(pis,Ax)|B
≥ (1− ρ
2
)|piu,Ax|A − ρ
2
|(pis,Ax)|A
≥ (1− ρ
2
− ρ
2
η)|(piu,Ax)|A.
On en déduit que :
|pis,B(x)|B ≤ ψ(η, ρ)|piu,B(x)|B.
On montre de même la seconde inclusion. ¤
On peut alors préciser l'action de B sur ces sous-espaces homogènes.
Lemme 5.13. Sous les hypothèses de la proposition 5.10, pour κ1 < 1 donné par le
lemme 5.11, nous avons :
B(Cu(A, η)) ⊂ Cu (A,ψ(κ1ψ(η, ρ), ρ))
et pour tout z ∈ Cu(A, η),
|Bz|B ≥
(
(1− ρ/2− ηρ/2)λB − ((1 + ρ)η + ρ/2)λ−1B
) |z|A.
Preuve D'après le lemme 5.12, nous avons : Cu(A, η) ⊂ Cu (B,ψ(η, ρ)). Il en
résulte :
B(Cu(A, η)) ⊂ B(Cu (B,ψ(η, ρ)))
⊂ Cu
(
B,
λ−1B
λB
ψ(η, ρ)
)
⊂ Cu
(
A,ψ(
λ−1B
λB
ψ(η, ρ), ρ)
)
.
Soit z ∈ Cu(A, η).
|Bz|B ≥ |Bpiu,Bz|B − |BpiEBz|B
≥ λB|piu,Bz|B − λ−1B |piEBz|B
≥ ((1− ρ/2− ηρ/2)λB − λ−1B ((1 + ρ)η + ρ/2)) |z|A. ¤
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On peut alors terminer la preuve de la proposition 5.10.
Posons Du =
{
x ∈ Cu(A, η), xA1 ≥ 0
}
. L'image de Du \ {0} par A ou par B est
strictement incluse dans Du ∪ −Du. Il s'agit bien d'un sous-ensemble homogène,
stable par combinaison convexe.
Notons θD la métrique de Hilbert associée à un hyperplan H et κ < 1 le facteur
de contraction par A et B.
Comme ADu est un fermé inclus dans l'intérieur de Du, il existe C < +∞ tel
que :
sup {θDu(u, v) : u, v ∈ ADu} ≤ C.
Ainsi,
tanh
(
1
4
θDu(Ah0(x, y), Ah1(x, y))
)
≤ tanh
(
C
4
)
< 1.
En procédant de même pour BDu, on montre que κ < 1. Ainsi, le sous-ensemble Du
est invariant par A et B, et est strictement contracté pour θDu .
En outre, les inégalités des lemmes 5.11 et 5.13 assurent la croissance exponen-
tielle des | · |A, sous l'action de (Ai).
Cône de contraction
Notation Pour η > 0, introduisons le sous-ensemble homogène :
Cs(A, η) =
{
x ∈ Rd : |piu,A(x)|A ≤ η|pis,A(x)|A
}
. (II.43)
Ainsi, x ∈ Cs(A, η) si et seulement si |xu| ≤ η|xs|.
Condition 5.14. On dit que A et B vériﬁent la condition de "Cs-invariance"
lorsqu'il existe un η > 0 tel que Cu(A, η) est envoyé strictement dans son intérieur
(origine exceptée), par A−1 ou par B−1.
La proposition suivante s'établit comme la proposition 5.10 :
Proposition 5.15. Soit A ∈ SL(2,Z) hyperbolique. Soit η > 0 tel que Cs(A, η)
soit un sous-ensemble de contraction pour A, au sens de (5.5). Il existe ρ > 0 tel
que, si B ∈ SL(2,Z) est hyperbolique, ρ-proche de A, alors il existe κ < 1 tel que
A−1Cs(A, η) ⊂ Cs(A, κη), et B−1Cs(A, η) ⊂ Cs(A, κη). Ainsi A et B vériﬁent la
condition 5.14 de Cs-invariance.
Temps d'atteinte logarithmique d'un cône de dilatation commune
On déduit de ce qui précède que pour une matrice A ∈ SL(2,Z) hyperbolique
ﬁxée, et η > 0 ﬁxé (et tel que Cu(A, η) et Cs(A, η) sont disjoints), il existe un
voisinage de A dans l'ensemble des matrices hyperboliques de SL(2,Z), telle que
pour toute matrice B dans ce voisinage , la propriété de cône (déﬁnition 5.5) est
vériﬁée pour le couple (A,B), c.f. ﬁgure II.1. On a donc montré :
84 5.3. Cas de faibles perturbations
Proposition 5.16. Soit A ∈ SL(2,Z) hyperbolique. Soit η > 0 tel que Cs(A, η) soit
un sous-ensemble de contraction pour A, au sens de (5.5). Il existe ρ > 0 tel que,
si B ∈ SL(2,Z) est hyperbolique, ρ-proche de A, alors le couple (A,B) vériﬁe la
propriété de cône (déﬁnition 5.5).
Un exemple sans propriété de cône
Donnons un exemple de deux endomorphismes A et B ayant une direction di-
latante, telle que l'action d'une suite bien choisie (Ap1) sur un entier m ∈ Zd soit
périodique. Dans ce cas, la propriété de cône (déﬁnition 5.5) n'est pas vériﬁée.
Soient A =
(
2 1
1 1
)
, et B =
(
2 −3
−1 2
)
. Comme on peut s'en convaincre
sur la ﬁgure II.2 faisant apparaître les directions stables et instables de ces deux
endomorphismes, il existe un secteur angulaire du plan pour lequel A et B ont
des comportements très diﬀérents en faisant varier les abscisses et les ordonnées en
sens opposé. Exhibons une suite (Ap1) agissant périodiquement sur un entier m situé
dans ce secteur angulaire. Soit m =
(
1
0
)
. Considérons la suite d'endomorphismes
(Ai)i≥1 déﬁnie par : Ai = A si i est impair, Ai = B sinon. On a BAm = m, donc la
suite (Ap1m)p≥1, où Ap1 =
p∏
i=1
Ai, est 2-périodique.
Interprétation en terme de condition d'angle
Notations L'hyperplan EAs partitionne l'espace en deux demi-espaces, l'un
fermé P+A contenant eAu , l'autre ouvert P−A contenant −eAu . L'hyperplan EBs parti-
tionne l'espace en deux demi-espaces, l'un P+B contenant eBu , l'autre P−A contenant
−eBu . On peut alors déﬁnir quatre secteurs angulaires S1 = P+A
⋂
P+B ⊃ {eAu }, S2 =
P−A
⋂
P−B ⊃ {−eAu }, S3 = P+A
⋂
P−B , S4 = P
−
A
⋂
P+B .
La condition suivante assure la décroissance stricte des normes à chaque itération
de A ou B dans les secteurs S3 et S4 :
Condition 5.17. On dit que A et B vériﬁent la condition "d'angle contractant" s'il
existe κ < 1 tel que pour tout x ∈ S3, on ait :
Ax ∈ S3 ⇒ |Ax|A ≤ κ|x|A et |Ax|B ≤ κ|x|B;
Bx ∈ S3 ⇒ |Bx|A ≤ κ|x|A et |Bx|B ≤ κ|x|B.
Exemple 5.18. Pour A =
(
11 10
12 11
)
, et B =
(
6 5
7 6
)
, on peut expliciter les
calculs avec Maple. Pour A, on calcule (de manière approchée) les valeurs propres
(λA, λ
−1
A ) = (21.95, 0.046) et les vecteurs propres associés (eAu , eAs ) =
((
0.67
0.74
)
,
( −0.67
0.74
))
.
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PourB, on calcule (de manière approchée) les valeurs propres (λB, λ−1B ) = (11.91, 0.084)
et les vecteurs propres associés (eBu , eBs ) =
(( −0.645
0.764
)
,
(
0.645
0.764
))
.
On en déduit que :
|AeAs |A ≈ 0.0455488|eAs |A
|AeBs |A ≈ 0.8581489|eBs |A
|BeBs |B ≈ 0.0839202|eBs |A
|BeAs |B ≈ 0.5227744|eAs |B.
Cela nous assure (nous sommes en dimension 2) que A et B vériﬁent bien la condition
5.17, en prenant κ = 0.8581490.
Exemple 5.19. Pour A =
( −16 17
15 −16
)
, et B =
( −15 16
14 −15
)
, on peut ex-
pliciter les calculs avec Maple. Pour A, on calcule (de manière approchée) les valeurs
propres (λA, λ−1A ) = (−31.97,−0.031) et les vecteurs propres associés (eAu , eAs ) =((
0.73
0.68
)
,
( −0.729
0.685
))
. Pour B, on calcule (de manière approchée) les valeurs
propres (λB, λ−1B ) = (−29.97,−0.033) et les vecteurs propres associés (eBu , eBs ) =((
0.730
0.683
)
,
( −0.730
0.683
))
.
On en déduit que :
|AeAs |A ≈ 0.03128|eAs |A
|AeBs |A ≈ 0.09795|eBs |A
|BeBs |B ≈ 0.09608|eBs |A
|BeAs |B ≈ 0.09586|eAs |B.
Cela nous assure (nous sommes en dimension 2) que A et B vériﬁent bien la condition
5.17, en prenant κ = 0.09795.
Lemme 5.20. Soient A,B ∈ SL(d,Z) deux matrices hyperboliques. Notons Q la
matrice de passage de (eAu , eAs ) à (eBu , eBs ). Il existe ε > 0 tel que, si |q1,2| ≤ ε et
|q2,1| ≤ ε, alors A et B vériﬁent la propriété de cône (déﬁnition 5.5).
Preuve Remarquons que S3 se rapproche de < eAs > lorsque ε tend vers 0. On
en déduit qu'il existe η = η(ε) vériﬁant η(ε) −→ [ε → 0]0, tel que pour tout
x = xue
A
u + xse
A
s ∈ S3, |xu| ≤ η|xs|.
Comme Ax = xuAeAu + xsAeAs , on en déduit l'existence d'un réel κ1 < 1, tel que
pour ε suﬃsamment petit, on a :
|Ax|A ≤ κ1|x|A.
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Par ailleurs,
Bx = xuBe
A
u + xsBe
A
s
= xuB
(
pis,B(e
A
u ) + piu,B(e
A
u )
)
+ xsB
(
pis,B(e
A
s ) + piu,B(e
A
s )
)
= xupis,A
(
B(piEB(e
A
u )) +B(piu,B(e
A
u ))
)
+ xspis,A
(
B(piEB(e
A
s )) +B(piu,B(e
A
s ))
)
+ xupiu,A
(
B(piEB(e
A
u )) +B(piu,B(e
A
u ))
)
+ xspiu,A
(
B(piEB(e
A
s )) +B(piu,B(e
A
s ))
)
.
Lorsque ε tend vers 0, pour i ≥ 2, piEB(eAi ) se rapproche de < (eBi )2≤i≤d >. On
en déduit l'existence d'un réel κ2 < 1, tel que pour ε suﬃsamment petit, on a
|Bx|A ≤ κ1|x|A. On procède de même pour la norme | · |B. On en déduit alors le
résultat.
Il s'agit bien là d'une condition d'angles entre (< eBu >,< eBs >) et (< eBu >,<
eBs >) : ces hyperplans se rapprochent si et seulement si |q1,2| et des |q2,1| tendent
vers 0.
5.4  Kicked systems 
Soit A une matrice hyperbolique SL(2,Z) et (Bn) une suite dans SL(2,Z) telle
que la suite (trace(Bn)) est bornée. Soit p ≥ 1 un entier ﬁxé. Nous considérons la
suite de transformations du tore T2 déﬁnie par :
θnx = BnA
pBn−1Ap...B1Apx mod 1. (II.44)
L. Polterovich et Z. Rudnick ont appelé une suite de cette forme (II.44) un
kicked" système et ont déﬁni le mélange stable (stable mixing") pour A comme la
propriété que, pour toute suite de "kicks" (Bk) avec trace bornée, il existe p0 tel que
la suite déﬁnie par (II.44) est mélangeante, pour tout p ≥ p0.
Ils ont montré ([PR04]) que A est stablement mélangeante si et seulement si A
n'est pas conjuguée à son inverse. Leur résultat permet d'obtenir une condition de
décorrélation exponentielle : Si f et g sont des fonctions höldériennes, il existe des
constantes C et 0 < κ < 1 telles que
|〈f ◦ θn, g〉| ≤ Cκn, ∀n ≥ 1.
Cec implique en particulier, pour f höldérienne la majoration, pour une constante
C :
‖Snf‖2 ≤ Cn.
Par contre la propriété de "séparation des fréquences" permettant d'appliquer la
méthode de la section 3 nécessite des hypothèses supplémentaires.
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6 Exemples II (Suites aléatoires indépendantes)
Soit A un ensemble ﬁni de matrices d × d à coeﬃcients entiers de déterminant
±1. On suppose que le système A est totalement irréductible (cf. [GR89] pour cette
notion) et qu'il existe une base B de Rd dans laquelle chaque élément de A est à
coeﬃcients positifs. Nous appelons C le cône des vecteurs à coeﬃcients positifs dans
la base B.
On munit A d'une probabilité p (chargeant tous les éléments de A) et Ω = AN =
{ω = (ωn), ωn ∈ A,∀n ∈ N} de la mesure produit p
N
N. Un élément ω de Ω étant
donné, nous noterons Ak(ω) (ou plus simplement Ak) sa k-ième coordonnée.
Dans ce paragraphe nous allons montrer que, pour presque toute suite ω,
l'action des produits An(ω) . . . A1(ω) sur le tore donne lieu à un théorème limite
central. Nous donnons ainsi une preuve (dans un cas légèrement plus général et
par une méthode diﬀérente) du théorème "quenched" (i.e. pour presque tout ω)
de [AS07b]. En outre, nous obtenons une (petite) vitesse de convergence dans ce
théorème.
La proposition suivante est une conséquence directe de l'invariance stricte de C
par les matrices appartenant à A.
Proposition 6.1. Il existe c > 0 et γ > 1 tels que, pour tout n, pour tous A1, . . . , An
éléments de A, tout vecteur x appartenant à C, on ait
‖A1 . . . Anx‖ ≥ c‖A1 . . . An‖‖x‖ ≥ cγn‖x‖.
De cette proposition on déduit la minoration suivante, valable pour tous k, l ≥ 1
entiers :
‖A1 . . . Ak+l‖ ≥ c2‖A1 . . . Ak‖‖Ak+1 . . . Ak+l‖.
Proposition 6.2. Pour tout M > 0, il existe L > 0 tel que, pour presque tout ω, il
existe un rang N(ω) <∞ tel que, pour tout k vecteur entier de norme inférieure à
nM ,
An−[L lnn] . . . Ank ∈ ±C, ∀n > N(ω).
Dans la preuve de la proposition 6.2, nous utiliserons le lemme suivant :
Lemme 6.3. Pour tout M > 0, la probabilité qu'il existe un vecteur entier k de
norme inférieure à nM tel que A1 . . . Ank n'appartienne pas à ±C est majorée par
Cξn, pour un certain 0 < ξ < 1.
Preuve Les outils utilisés dans cette démonstration sont issus des travaux sur
les produits de matrices aléatoires de Guivarc'h et Raugi (cf. [GR89], [Gui90]).
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Il existe 0 < α < 1 tel que, pour tout vecteur y n'appartenant pas à ±C et tout
vecteur x non nul appartenant à ∪A∈AAC,
| < x, y > |
‖x‖‖y‖ ≤ α.
Pour tout x ∈ C non nul, tout ω, la suite de vecteurs
A1(ω) . . . An(ω)(x)
‖A1(ω) . . . An(ω)(x)‖
converge exponentiellement vite vers un vecteur unitaire z(ω) appartenant à ∪A∈AAC.
La loi ν de la variable aléatoire z satisfait des propriétés de régularité ([Gui90]). En
particulier, il existe δ > 0 tel que
sup
x∈Sd−1
∫
Sd−1
| < x, y > |−δdν(y) < +∞.
On en déduit immédiatement la majoration suivante : pour x ∈ Sd−1 et ² > 0,
ν{y ∈ Sd−1 / | < x, y > | < ²} ≤
(
sup
x∈Sd−1
∫
Sd−1
| < x, y > |−δdν(y)
)
²δ.
ÉcrivonsA1(ω) . . . An(ω) = K(n)1 DnK
(n)
2 (ω) la décomposition polaire de A1(ω) . . . An(ω).
La décomposition polaire n'est pas unique mais le défaut d'unicité n'est pas gênant
pour les propriétés qui nous intéressent. La suite de vecteurs K(n)1 e1 converge expo-
nentiellement vite vers ±z(ω) (variable aléatoire de loi ν).
La suite tK(n)2 e1 converge exponentiellement vite en loi vers une probabilité ν ′
(analogue de ν pour l'action à droite de Ω sur les vecteurs lignes. En eﬀet l'action de
A1(ω) . . . An(ω) à droite sur les vecteurs lignes ne donne pas lieu à une convergence
en direction, mais la loi est la même que pour l'action de An(ω) . . . A1(ω) pour
laquelle on a une convergence rapide en direction pour les vecteurs d'un cône déduit
de C. Il existe 0 < β < 1 et C > 0 tels que, pour toute fonction lipschitzienne φ sur
la sphère Sd−1,
|
∫
φ(tK
(n)
2 e1)dµ(ω)−
∫
Sd−1
φ(v)dν ′(v)| ≤ Cβn [φ] ,
où [φ] désigne la quantité sup |φ(x)− φ(y)|/d(x, y).
Appelons d(n)i les coeﬃcients de la matrice diagonale Dn. Le théorème 5 de
[Gui90] montre qu'il existe C > 0, ζ > 1, 0 < ξ0 < 1 tels que, pour tout i > 1, si ω
n'appartient pas à un ensemble E de mesure inférieure à Cξn0 , on a
|d(n)1 | > Cζn|d(n)i |.
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Fixons un entier naturel n, un réel positif ²n et x un vecteur tel que | < x,tK(n)2 e1 >
| > ²n‖x‖. L'écriture de x
x =
∑
i
< x,tK
(n)
2 ei >
t K
(n)
2 ei
dans la base orthonormée tK(n)2 e1, . . . ,tK
(n)
2 ed permet d'exprimer A1(ω) . . . An(ω)x
sous la forme suivante
A1(ω) . . . An(ω)x =
∑
i
< x,tK
(n)
2 ei > K
(n)
1 DnK
(n)
2
tK
(n)
2 ei,
soit
A1(ω) . . . An(ω)x =
∑
i
< x,tK
(n)
2 ei > d
(n)
i K
(n)
1 ei.
On peut alors facilement minorer le produit scalaire lorsque ω n'appartient pas à E :
| < A1(ω) . . . An(ω)(x)‖A1(ω) . . . An(ω)(x)‖ , K
(n)
1 e1 > | =
| < x,tK(n)2 e1 > d(n)1 |
‖A1(ω) . . . An(ω)(x)‖
≥ | < x,
tK
(n)
2 e1 > d
(n)
1 |∑
i | < x,tK(n)2 ei > ||d(n)i |
≥ 1∑
i
|<x,tK(n)2 ei>|
|<x,tK(n)2 e1>|
|d(n)i |
|d(n)1 |
≥ 1
1 + d−1
Cζn²n
.
Soient 1 < ζ ′ < ζ. De la minoration précédente on déduit que, pour tout L > 0,
il existe un entier N tel que pour n > N , on a
| < A1(ω) . . . An(ω)(x)‖A1(ω) . . . An(ω)(x)‖ , K
(n)
1 e1 > | ≥ α′ > α,
dès que | < x,tK(n)2 e1 > | > ζ ′−n‖x‖. Comme K(n)1 e1 converge vers ±z(ω) ap-
partenant à ∪A∈AA(±C) et que tout élément y n'appartenant pas à ±C vériﬁe
| < y, z(ω) > | ≤ α‖y‖, on en déduit que, pour tout L > 0, il existe N tel que, pour
n > N , on a A1(ω) . . . An(ω)(x) appartient à ±C si | < x,tK(n)2 e1 > | > ζ ′−n‖x‖
et si ω n'appartient pas à E . Un vecteur x étant donné, étudions maintenant la
probabilité
µ{ω / | < x,tK(n)2 e1 > | < ζ ′−n‖x‖}.
On peut considérer sans perte de généralité que x appartient à la sphère Sd−1.
Considérons une suite de fonctions lipschitziennes φn sur la sphère telles que φn vaille
1 sur l'ensemble {y : | < x, y > | < ζ ′−n}, 0 sur l'ensemble {y : | < x, y > | > 2ζ ′−n},
et soit telle que [φn] < Cζ ′n. On a :
µ{ω / | < x,tK(n)2 e1 > | < ζ ′−n‖x‖}
≤
∫
φn(
tK
(n)
2 e1)dµ(ω) ≤
∫
Sd−1
φn(v)dν
′(v) + Cβnζ ′n
≤ ν ′{v / | < x, v > | < 2ζ ′−n}+ Cβnζ ′n ≤ (2ζ ′−n)δ + Cβnζ ′n.
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La probabilité qu'il existe un vecteur k entier de norme inférieure à nM tel que
|〈k,tK(n)2 e1〉| < ζ ′−n‖k‖
est donc majorée par
ndM((2ζ ′−n)δ + Cβnζ ′−n).
La probabilité qu'il existe un vecteur entier k de norme inférieure à nM tel que le
vecteurA1(ω) . . . An(ω)k n'appartienne pas à±C est donc majorée par ndM((2ζ ′−n)δ+
Cβnζ ′−n) + Cξn0 . Si ζ ′ est inférieur à β−1, cette quantité est majorée par Cξn pour
un nombre ξ strictement compris entre 0 et 1.
Preuve de la proposition 6.2 L'invariance de la probabilité µ par le décalage sur
Ω assure que la probabilité qu'il existe un vecteur entier k de norme inférieure à nM
tel que An−[L logn] . . . Ank n'appartienne pas à ±C est majorée par CnL log ξ. Pour L
supérieur à | log ξ|−1, ces probabilités sont sommables. Le lemme de Borel-Cantelli
assure donc que la probabilité de la limite supérieure des ensembles considérés est
nulle.
On démontre de la même façon les énoncés suivants.
Lemme 6.4. Il existe χ > 1 tel que la probabilité qu'il existe un vecteur entier k de
norme inférieure à χn tel que A[n/2] . . . Ank n'appartienne pas à ±C est majorée par
Cξn, pour un certain 0 < ξ < 1.
Proposition 6.5. Il existe χ > 1, tel que pour presque tout ω, à partir d'un certain
rang, pour tout k vecteur entier de norme inférieure à χn
A[n/2] . . . Ank ∈ ±C.
Rappelons que la norme de Hölder d'ordre α d'une fonction f höldérienne d'ordre
α sur le tore est déﬁnie par
‖f‖α = ‖f‖∞ + sup
x 6=y
|f(x)− f(y)|
d(x, y)α
.
Proposition 6.6. Il existe une suite de polynômes trigonométriques (φn) telle que,
pour tout n,
- φn =
∑
‖k‖<dn ck e
2ipi<k,.> (φn est d'ordre inférieur à dn),
- il existe C > 0 tel que, pour toute fonction f höldérienne de ordre α sur le tore,
‖φn ∗ f − f‖∞ < C‖f‖αn−α.
On peut prendre, par exemple, pour (φn) la suite des produits des noyaux de
Fejer en chacune des coordonnées. Si l n'est pas entier, on désigne par φl le polynôme
φ[l].
Dans la suite nous considèrerons des fonctions höldériennes, i.e. höldériennes
d'un certain ordre α ∈]0, 1], l'ordre α de la fonction apparaissant dans les preuves.
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Corollaire 6.7. Pour presque tout ω dans Ω, toutes fonctions f et g höldériennes
sur le tore de moyenne nulle, il existe C(ω) < +∞ et 0 < κ < 1 tels que :
|
∫
Td
f(Atn(ω) . . . A
t
1(ω)x) g(x) dx dµ(ω)| ≤ C(ω)κn.
Preuve Donnons-nous un nombre η > 1 et, pour tout n, fn et gn deux polynômes
trigonométriques de moyenne nulle de degrés inférieurs à ηn. D'après la proposition
ci-dessus, si η < χ, pour presque tout ω, A[n/2] . . . An(ω)k ∈ ±C. On a alors, d'après
la proposition 6.1. et le fait que A[n/2] . . . An(ω)k est un vecteur à coordonnées en-
tières, pour tout k vecteur entier de norme inférieure à ηn,
‖A1 . . . An(ω)k‖ > Cγ[n/2]‖A[n/2] . . . An(ω)k‖ ≥ Cγ[n/2].
Si η < γ1/2, les polynômes fn(Atn(ω) . . . At1(ω)·) et gn sont orthogonaux à partir
d'un certain rang. Supposons que f et g soient toutes les deux höldériennes d'ordre
α > 0. Fixons un nombre η < min(γ1/2, χ). On a alors :∫
Td
f(Atn(ω) . . . A
t
1(ω)x)g(x)dxdµ(ω)
≤ | < f(Atn(ω) . . . At1(ω)·), φηn ∗ g − g > |
+| < (f − φηn ∗ f)(Atn(ω) . . . At1(ω)·), φηn ∗ g > |
+| < φηn ∗ f(Atn(ω) . . . At1(ω)·), φηn ∗ g > |
≤ Cη−nα/3 + | < φηn ∗ f(Atn(ω) . . . At1(ω)·), φηn ∗ g > |
Or, pour presque tout ω, le terme | < φηn ∗ f(Atn . . . At1(ω)·), φηn ∗ g > | est nul à
partir d'un certain rang.
Corollaire 6.8. Pour toutes fonctions f et g höldériennes sur le tore de moyenne
nulle, il existe C > 0 et 0 < κ < 1 tels que :
|
∫
Ω
∫
Td
f(Atn(ω) . . . A
t
1(ω)x) g(x) dx dµ(ω)| ≤ Cκn.
Preuve Donnons-nous encore un nombre η < min(γ1/2, χ) et, pour tout n, fn
et gn deux polynômes trigonométriques de moyenne nulle de degrés inférieurs à ηn.
D'après le lemme 6.4., par un calcul identique à celui de la preuve précédente, on
montre que, sauf si ω appartient à un ensemble En de mesure inférieure à Cξn, les
polynômes fn(Atn(ω) . . . At1(ω)·) et gn sont orthogonaux à partir d'un rang uniforme
sur E cn. On a alors
|
∫
Ω
∫
Td
fn(A
t
n(ω) . . . A
t
1(ω)x)gn(x) dx dµ(ω)|
≤ |
∫
En
∫
Td
fn(A
t
n(ω) . . . A
t
1(ω)x)gn(x)dxdµ(ω)|
+|
∫
Ecn
∫
Td
fn(A
t
n(ω) . . . A
t
1(ω)x)gn(x)dxdµ(ω)|
≤ Cξn‖fn‖∞‖gn‖∞
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On montre le corollaire pour les fonctions höldériennes en utilisant le même procédé
d'approximation que dans la preuve précédente.
Corollaire 6.9. Pour presque tout ω dans Ω, pour toute fonction höldérienne f
déﬁnie sur le tore, il existe C(ω) <∞ tel que
‖
n−1∑
j=0
f(Atj(ω) . . . A
t
1(ω)·)‖22 ≤ C(ω)n log n.
Preuve On utilise les mêmes idées que pour les deux autres corollaires. Pour tout
n, il est possible d'approcher f par un polynôme trigonométrique de moyenne nulle
de degré inférieur à une puissance nM de n de telle façon que, pour tout ω, la suite
des normes
‖
n−1∑
j=0
(f − fn)(Atj(ω) . . . At1(ω).)‖2
soit bornée. Un calcul classique donne l'égalité
‖
n−1∑
j=0
fn(A
t
j(ω) . . . A
t
1(ω)‖22 = n‖fn‖22 + 2
∑
0≤l<m<n
〈fn(Atm(ω) . . . Atl+1(ω)·), fn〉.
La proposition 6.2. assure qu'il existe L > 0, tel que pour presque tout ω, pour
tout vecteurs entier k de norme inférieure à nM , pourm assez grand,Am−[L logn] . . . Am(ω)k
appartient à C. Grâce à la proposition 6.1., on en déduit que, pour tout vecteurs en-
tier k de norme inférieure à nM , pourm assez grand, ‖Am−[L logn]−[L′ logn] . . . Am(ω)k‖
est supérieure à Cγ[L′ logn]. Si L′ log γ > M , les polynômes fn(Atm . . . Atl+1(ω)·) et fn
sont orthogonaux à partir d'un certain rang. On a donc
‖
n−1∑
j=0
fn(A
t
j(ω) . . . A
t
1(ω)‖22
≤ n‖fn‖22 + 2
∑
m>l>m−[L logn]−[L′ logn]
< fn(
tAm . . .
tAl+1(ω)·), fn >
≤ (n+ 2n(L+ L′) log n+ C)‖fn‖22.
En utilisant les résultats précédents et la méthode de Komlòs décrite ci-dessus, on
peut obtenir un théorème limite central. La condition 3.1 n'est pas vériﬁée en général,
mais on peut reprendre les calculs du paragraphe 3Sous la condition suivante.
Condition 6.10. Etant donné R = 2 lnmax{‖A‖ / A ∈ A} > 0 et M > 0,
supposons qu'il soit possible d'associer à ω des nombres réels γ > 1, L′ > L +
M/ ln γ > L > (1 +M)/ ln γ, c′ > 0 tels que
 pour tout point non nul p ∈ Zd de norme inférieure à 2nM , tout l ≥ 1, et tout
r ≥ L lnn, on ait
‖An1p‖ ≥ c′γr−L lnn‖An−r1 ‖,
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 pour tout point non nul p ∈ Zd de norme inférieure à nM+2RL, tout l ≥ 1, et tout
r ≥ L′ lnn, on ait
‖An1p‖ ≥ c′γr−L
′ lnn‖An−r1 ‖.
En utilisant deux fois le lemme suivant, on montre que presque toute suite sat-
isfait cette condition.
Lemme 6.11. Pour tous M > 0 et R > 0, il existe L′ > L > 0, γ > 1, c > 0 tels
que, presque surement, pour un entier n suﬃsamment grand, pour tout point non
nul p ∈ Zd de norme inférieure à nM , et tout r ≥ L lnn, on ait
‖An1p‖ ≥ c2γr−L lnn‖An−r1 ‖.
Preuve La proposition 6.2 implique l'existence d'un L > 0 tel que, presque
surement, pour tout point non nul p ∈ Zd de norme inférieure à nM , on ait
An−[L lnn]+1 . . . Ank ∈ ±C, ∀n > N(ω).
On a donc
‖An1p‖ = ‖An−[L lnn]1 An−[L lnn]+1 . . . Anp‖ ≥ c‖An−[L lnn]1 ‖ ≥ c2γr−L lnn‖An−r1 ‖.
On peut maintenant reprendre mot à mot une partie du paragraphe 3.
Proposition 6.12. Pour une suite ω satisfaisant la condition 6.10, pour tout réel
M ≥ 1, les propriétés suivantes sont satisfaites :
1) À partir d'un certain rang en n, pour tout entier s ≥ 1, pour toute suite
croissante de s entiers, ℓ1 < ℓ2 < ... < ℓs < n vériﬁant ℓj+1 ≥ ℓj + 2L′ log n,
j = 1, ..., s − 1, pour toute famille p1, p2, ..., ps ∈ Zd telle que ps 6= 0 et ‖pj‖ ≤ nM
pour j = 1, ..., s, nous avons :
s∑
j=1
A
ℓj
1 pj 6= 0. (II.45)
2) À partir d'un certain rang en n, pour tout entier s ≥ 1, pour toute suite
croissante de 2s entiers, ℓ1 < ℓ′1 < ℓ2 < ℓ′2 < ... < ℓs < ℓ′s vériﬁant ℓj+1 ≥
ℓ′j + 2L
′ log n, pour j = 1, ..., s − 1, pour toutes familles p1, p2, ..., ps et p′1, p′2, ..., p′s
∈ Zd telles que Aℓ′s1 p′s + Aℓs1 ps 6= 0 et ‖pj‖, ‖p′j‖ ≤ nM pour j = 1, ..., s, nous avons :
s∑
j=1
[A
ℓ′j
1 p
′
j + A
ℓj
1 pj] 6= 0. (II.46)
Preuve Montrons la deuxième propriété, dont la première est un cas particulier.
Le vecteur
∑s
j=1[A
ℓ′j
1 p
′
j + A
ℓj
1 pj] = n'est nul que si
A
ℓ′s
1 p
′
s + A
ℓs
1 ps = −
s−1∑
j=1
[A
ℓ′j
1 p
′
j + A
ℓj
1 pj].
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La condition 6.10 va permettre d'appliquer des majorations du type :
‖Aℓj1 pj‖ ≤ ‖pj‖‖Aℓj1 ‖ ≤ c−1nMγℓj−ℓs+L
′ logn‖Aℓs−L′ logn1 ‖
et de montrer, en utilisant l'existence d'un "gap" entres les ℓj, que l'égalité ne peut
avoir lieu.
Distinguons deux cas :
1) Cas où ℓ′s − ℓs est petit : 0 ≤ ℓ′s − ℓs ≤ 2L log n ou bien p′s = 0.
Posons qs = Aℓ
′
s
ℓs+1
p′s + ps. C'est par hypothèse un élément non nul de Zd et sa
norme est majorée par nM max{‖A‖ / A ∈ A}2L logn + nM ≤ 2nM+2RL. D'après
(6.10), nous avons la majoration :
‖
s−1∑
j=1
[A
ℓ′j
1 p
′
j + A
ℓj
1 pj]‖ ≤ nM
s−1∑
j=1
γ−(ℓs−ℓ
′
j−2L′ lnn)+L lnn‖Aℓs−L′ lnn1 ‖
+nM
s−1∑
j=1
γ−(ℓs−ℓj−2L
′ lnn)+L lnn‖Aℓs−2L′ lnn1 ‖
≤ nM‖Aℓs−2L′ lnn1 ‖ [
s−1∑
j=1
γ−2(s−j−1)L
′ lnn+L lnn +
s−1∑
j=1
γ−2(s−j−1)L
′ lnn+L lnn]
≤ 2[
s−1∑
j=1
nM−2(s−j−1)L
′ lnn+L lnn ln γ] ‖Aℓs−2L′ lnn1 ‖
≤ CnMγL lnn‖Aℓs−2L′ lnn1 ‖.
En outre, comme ℓs > 2L′ lnn et ‖qs‖ ≤ 2nM+RL,on a
‖Aℓ′s1 p′s + Aℓs1 ps‖ = ‖Aℓs1 qs‖
≥ cγL′ lnn‖Aℓs−2L′ lnn1 ‖.
Comme L′ > L+M/ ln γ, le facteur cγL′ lnn est plus grand que CnMγL lnn pour
n suﬃsamment grand. L'égalité ne peut donc pas avoir lieu.
2) Cas où ℓ′s − ℓs est grand : ℓ′s − ℓs ≥ 2L log n et p′s 6= 0.
Nous avons :
‖Aℓs1 ps −
s−1∑
j=1
[A
ℓ′j
1 p
′
j + A
ℓj
1 pj]‖
≤ nM‖Aℓs1 ‖+ nM [
s−1∑
j=1
(‖Aℓj1 ‖+ ‖A
ℓ′j
1 ‖]
≤ nMγ−L logn‖Aℓs+L logn1 ‖+ 2cnM‖Aℓs+L logn1 ‖
s−1∑
j=1
γ(−2(s−j)+1)L logn
≤ 2nM−L log γ[1 +
s−1∑
j=1
n−2jL log γ] ‖Aℓs+L logn1 ‖.
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Comme L > (1 +M)/ ln γ, le facteur devant ‖Aℓ′s−L lnn1 ‖ tend vers 0. Mais d'autre
part, comme ℓ′s − ℓs ≥ 2L lnn nous avons aussi :
‖Aℓ′s1 p′s‖ ≥ c‖Al
′
s−L lnn
1 ‖ ≥ c2‖Als+L lnn1 ‖.
Pour n suﬃsamment grand., l'égalité ne peut donc pas avoir lieu.
La proposition permet d'obtenir des propriétés de multiplicativité. Par exemple,
la propriété 1) dans la proposition 3.2 implique :
Propriété 6.13. Si, pour tout n, gn est un polynôme trigonométrique tel que gˆn(p) =
0 pour ‖p‖ > nM , si ℓ1 < ℓ2 < ... < ℓs < n est une suite croissante d'entiers telle
que ℓj+1 ≥ ℓj + L log n pour j = 1, ..., s− 1, alors∫ s∏
j=1
gn(τℓj ...τ1t) dt = 0.
Nous examinons maintenant le TCL pour les sommes Sn. Nous allons reprendre
les majorations du paragraphe 3.2 pour appliquer le lemme 3.4 dans le cas aléatoire.
Passage des polynômes trigonométriques aux fonctions höldériennes
Pour toute fonction höldérienne f , il existe un entier M tel que, pour tout n, un
polynôme trigonométrique gn de degré inférieur à nM , avec
‖Snf − Sngn‖2 ≤ n−4.
De cette inégalité et des calculs suivants, on déduit le TLC pour les fonctions höldéri-
ennes pour presque toute suite.
Remplacement de Sn par une somme "à trous"
Pour appliquer le lemme 3.4, nous remplaçons les sommes Sn par une somme de
blocs séparés par un intervalle de longueur ∆.
Soient β un réel ∈]0, 1[ que l'on précisera plus loin et ∆n = [2L log n].
Posons
wn = n
1−β, vn := ⌊n/wn⌋, un := ⌊n/vn⌋, (II.47)
Lk,n := kvn, Rk,n := (k + 1)vn −∆n, (II.48)
Ik,n := [Lk,n, Rk,n], pour 0 ≤ k ≤ un − 1. (II.49)
Nous remplaçons la somme Sn(t) =
∑n
ℓ=1 gn(τℓ...τ1t) par la somme "à trous"
S ′n(t) :=
un−1∑
k=0
Tk,n(t), (II.50)
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avec
Tk,n(t) =
∑
Lk,n<ℓ≤Rk,n
gn(τℓ...τ1t). (II.51)
On a donc eﬀectué un découpage de l'intervalle [1, n] en un blocs de longueur
vn. Le nombre de blocs est à peu près égal à wn = n1−β et leur longueur à peu près
égale à nβ.
Les entiers Lk,n et Rk,n sont respectivement les extrémités gauches et droites des
blocs et les blocs sont séparés par un intervalle de longueur ∆n. La seule diﬀérence
avec ce qui a été fait au paragraphe 3 est que la taille des trous∆n dépend maintenant
de n.
Le tableau de v.a. (Tk,n) forme un système multiplicatif.
Application du lemme 3.4
Nous appliquons le lemme 3.4 au tableau de v.a. (Tk,n, 0 ≤ k ≤ un − 1). Avec
les notations du lemme, nous avons donc, pour un n ﬁxé : u = un et, pour k =
0, ..., un − 1,
ζk = Tk,n, Y = Yn =
un−1∑
k=0
|Tk,n|2,
a = an = E(Yn) =
∑
k
σ2k,n.
Pour appliquer le lemme (3.4), nous majorons sucessivement les quantités inter-
venant dans l'inégalité (II.13).
1) Majoration de unδ3n
Nous avons
unδ
3
n = unmax
k
‖Tk,n‖3∞ ≤ Cn1−βn3β = Cn1+2β.
2) La propriété 1 de la proposition 6.12 implique que E[Qn(x)] = 1.
3) Majoration de ‖Yn − an‖2
On montre comme au paragraphe 3 qu'on a :
‖
∑
k
T 2k,n −
∑
k
σ2k,n‖22 ≤ Cwnv2nmax
k
σ2k,n = C
′′n1+β max
k
σ2k,n.
Nous avons donc pour une constante C :
|x|‖Yn − an‖
1
2
2 ≤ |x|n
1+β
4 max
k
σ
1
2
k,n. (II.52)
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4) Majoration de E|Qn(x)|2
Nous avons :
|Qn(x, t)|2 =
un−1∏
k=0
[1 + x2σ2k,n]
un−1∏
k=0
[1 +
x2
1 + x2σ2k,n
Wk,n(t)],
avec ∫
|Qn(x, t)|2 dt ≤ eanx2 .
En développant le produit∫ un−1∏
k=0
[1 +
x2
1 + x2σ2k,n
Wk,n(t)] dt = 1
on montre qu'il est de la forme
1 +
un∑
s=1
∑
0≤k1<...ks<un
Ck1(t)...Cks(t),
où Ck(t) = x
2
1+x2σ2k,n
Wk,n(t).
Les produits Wk1(t)...Wks(t) sont des combinaisons linéaires de la forme
χ(
s∑
j=1
[A
ℓ′j
1 p
′
j − Aℓj1 pj], t),
où ℓj, ℓ′j ∈ Ikj ,n, A
ℓ′j
1 p
′
j 6= Aℓj1 pj, j = 1, ..., s (cf. notation (II.18)) et les pj, p′j, qui cor-
respondent aux termes non nuls du polynôme trigonométrique gn, sont des vecteurs
entiers de norme ≤ nM .
Le choix du "gap" dans la déﬁnition des intervalles Ikj ,n assure par la proposition
6.12 que
∑s
j=1A
ℓ′j
1 p
′
j−Aℓj1 pj 6= 0 et donc l'intégrale du deuxième facteur dans (II.53)
se réduit à 1.
Majoration de l'erreur dans le remplacement de Sn par S ′n
‖Sn − S ′n‖22 =
∫
|
un−1∑
k=0
∑
Rk,n<ℓ≤Lk+1,n
g(τℓ...τ1t)|2 dt
=
un−1∑
k=0
∫
|
∑
Rk,n<ℓ≤Lk+1,n
g(τℓ...τ1t)|2 dt
+2
∑
0<k<k′≤un−1
∫ ∑
Rk,n<ℓ≤Lk+1,n
g(τℓ...τ1t)
∑
Rk′,n<ℓ′≤Lk′+1,n
g(τℓ′ ...τ1t) dt.
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Les intervalles de sommation sont de longueur [2L log n]. La deuxième somme
dans l'expression précédente est nulle d'après la propriété 3.3. Dans la première
somme chaque intégrale est majorée par C [2L log n]2. Ceci implique :
‖Sn − S ′n‖22 ≤ C [2L log n]2 un ≤ C ′n1−β log2 n. (II.53)
Ceci implique :
|‖Sn‖22 − ‖S ′n‖22| ≤ 2‖Sn‖2‖Sn − S ′n‖2 + ‖Sn − S ′n‖22
≤ C[‖Sn‖2n
1−β
2 ln2 n+ n1−β ln2 n]. (II.54)
D'autre part, soient Zn(x) = eixSn , Z ′n(x) = eixS
′
n . Nous avons :
|E[Zn(x)− Z ′n(x)]| ≤ E[|1− eix(Sn−S
′
n)|] ≤ |x|E[|Sn − S ′n|] ≤ |x|‖Sn − S ′n‖2;
d'où :
|E[Zn(x)− Z ′n(x)]| ≤ C|x|n
1−β
2 log n. (II.55)
D'après l'inégalité (II.55), le lemme 3.4 (inégalité (II.15)), les inégalités (II.54)
et (II.52), nous obtenons :
|E[eixSn ]− e− 12‖Sn‖22x2|
≤ C[|x|n 1−β2 lnn+ |x|3n1+2β + |x|n 1+β4 max
k
σ
1
2
k,n + |x|2‖Sn‖2n
1−β
2 lnn+ |x|2n1−β ln2 n].
Remplaçons maintenant x par x‖Sn‖−12 et utilisons la majoration de σ
1
2
k,n en nβ.
Il en résulte :
|E[eix Sn‖Sn‖2 ]− e− 12x2| ≤ C[|x|‖Sn‖−12 |n
1−β
2 lnn+ |x|3‖Sn‖−32 n1+2β + |x|‖Sn‖−12 n
1+3β
4 ln2 n
+|x|2‖Sn‖−12 n
1−β
2 ln2 n+ |x|2‖Sn‖−22 n1−β ln2 n+ |x|2n1−β ln2 n].
On établit ainsi le résultat suivant.
Proposition 6.14. Pour presque toutω, et si ‖Sn‖ ∼ σn 12 , nous avons, pour une
constante C, la majoration
d(
Sn
‖Sn‖2 , Y1) ≤ Cn
− 1
33 .
Mais nous avons par ailleurs la proposition suivante.
Proposition 6.15. Pour toute fonction höldérienne f de moyenne nulle sur le
tore, pour µ-presque tout ω ∈ Ω, la suite (n− 12‖Sn(ω, f)‖2) admet une limite σ2(f)
ne dépendant pas de ω.
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Preuve Nous reprenons les notations du paragraphe 4. En notant F (ω, t) := f(t),
nous avons Sn(ω, f)(t) =
∑n−1
k=0 F (θ
k
τ (ω, t)), d'où :
‖Sn(ω, f)‖2
n
=
1
n
n−1∑
ℓ=0
n−1∑
ℓ′=0
∫
Td
F (θℓτ (ω, t))F (θ
l′
τ (ω, t)) dt
= ‖f‖2 + 2
n
n−2∑
ℓ=0
n−1−ℓ∑
r=1
∫
Td
F (θℓτ (ω, t))F (θ
ℓ+r
τ (ω, t)) dt
= ‖f‖2 + 2
n
n−1∑
r=1
n−1−r∑
ℓ=0
∫
Td
F (θℓτ (ω, t))F (θ
ℓ+r
τ (ω, t)) dt.
Commençons par étudier la somme
2
n
nα∑
r=1
n−1−r∑
ℓ=0
∫
Td
F (θℓτ (ω, t))F (θ
ℓ+r
τ (ω, t)) dt.
La deuxième partie du deuxième membre de l'égalité suivante
2
n
nα∑
r=1
n−1−r∑
ℓ=0
∫
Td
F (θℓτ (ω, t))F (θ
ℓ+r
τ (ω, t)) dt = 2
nα∑
r=1
∫
Td
1
n
n−1∑
ℓ=0
(F.F ◦ θrτ )(θℓτ (ω, t)) dt
− 2
nα∑
r=1
1
n
n−1∑
ℓ=n−r
∫
Td
F (θlτ (ω, t))F (θ
ℓ+r
τ (ω, t)) dt
est majorée par 2‖f‖22n2α−1. Pour α < 1/2, la somme il nous suﬃt donc d'étudier
2
nα∑
r=1
∫
Td
1
n
n−1∑
ℓ=0
(F.F ◦ θrτ )(θℓτ (ω, t)) dt.
Notons ψj la fonction déﬁnie sur Ω par
ψj =
∫
Td
F.F ◦ θj −
∫
Ω×Td
F.F ◦ θj.
La fonction ψj ne dépend que des j premières coordonnées de ω. Si θ désigne le
décalage sur Ω, on a donc
∫
Ω
ψj.ψj ◦ θl dω = 0 si l > j.
Montrons maintenant que, pour tout 0 < α < 1, j < nα, η > 2α, E((
∑n−1
m=0 ψj ◦
θm)4) < Cj2n2 < Cn2+η. Il suﬃt de développer la puissance quatrième de
∑n−1
m=0 ψj ◦
θm :
(
n−1∑
m=0
ψj ◦ θm)4 =
∑
i,k,l,m
ψj ◦ θi ψj ◦ θk ψj ◦ θl ψj ◦ θm,
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et de remarquer que le nombre de quadruplets (i, k, l,m)tels que i < k ≤ i + j et
l < m ≤ l+ j est majoré par j2n2 et que, si i+ j < k ou l+ j < m, alors l'intégrale
du terme correspondant est nulle. Pour tout ² > 0, la probabilité
P( sup
j=1,...,nα
|
n−1∑
m=0
ψj ◦ θm > nβ²)
est majorée par
∑nα
j=1 E((
∑n−1
m=0 ψj ◦ θm)4)/ε4n4β, donc par Cn2+η+α−4β. Cette suite
est sommable si on prend par exemple, β = 0, 8, α = 0, 01 et η = 0, 02.
Il existe donc 0 < β < 1 et α > 0 tels que, presque sûrement,
lim
n
1
nβ
sup
j=1,...,nα
|
n−1∑
m=0
ψj ◦ θm| = 0.
On en déduit que :
nα∑
r=1
∫
Td
1
n
n−1∑
ℓ=0
(F.F ◦ θrτ )(θℓτ (ω, t)) dt =
nα∑
r=1
1
n
n−1∑
ℓ=0
ψr ◦ σl
+
nα∑
r=1
∫
Ω×Td
1
n
n−1∑
ℓ=0
(F.F ◦ θrτ )(θℓτ (ω, t)) dt dω
=
nα∑
r=1
nβ−1
1
nβ
n−1∑
ℓ=0
ψr ◦ σl
+
nα∑
r=1
∫
Ω×Td
(F.F ◦ θrτ )(ω, t) dt dω.
Prenons α > 0 et β > 0 tels que α < 1− β et tels que presque sûrement
lim
n
1
nβ
sup
j=1,...,nα
|
n−1∑
m=0
ψj ◦ θm| = 0.
Alors, ce qui précède montre que
nα∑
r=1
∫
Td
1
n
n−1−r∑
ℓ=0
(F.F ◦ θrτ )(θℓτ (ω, t)) dt
converge presque sûrement vers
∞∑
r=1
∫
Ω×Td
(F.F ◦ θrτ )(ω, t) dt dω.
Considérons maintenant la somme
n−1∑
r=nα+1
∫
Td
1
n
n−1−r∑
ℓ=0
(F.F ◦ θrτ )(θℓτ (ω, t)) dt.
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Pour un entier n donné, remplaçons f par un polynôme gn choisi de degré inférieur
à nM tel que ‖f − gn‖∞ < n−4. Le lemme 6.11 montre que, presque sûrement, les
fréquences du polynôme gnθl+r sont toutes supérieures à cγn
α/2/2‖Al+r−nα/21 ‖ donc à
c2γn
α/2/2‖Al1‖‖Al+r−n
α/2
l+1 ‖ ou encore à c2γn
α/2‖Al1‖. Les fréquences du polynôme gnθl
sont toutes inférieures à nM‖Al1‖. Donc, si r > nα, presque sûrement, à partir d'un
certain rang, toutes les intégrales
∫
Td
1
n
∑n−1
ℓ=0 (gn.gn ◦ θrτ )(θℓτ (ω, t)) dt sont nulles.
Presque sûrement en ω, on a donc :
lim
n
‖Sn(ω, f‖2
n
= ‖f‖2 + 2
∞∑
r=1
∫
Ω×Td
(F.F ◦ θrτ )(ω, t) dt dω
= lim
n
∫
Ω×Td
1
n
[
n−1∑
k=0
F (θkτ (ω, t))]
2 dtdω
Les deux propositions précédentes nous permettent d'énoncer le principal résultat
du paragraphe.
Théorème 6.16. Soit A un ensemble ﬁni de matrices carrées à coeﬃcients entiers
de déterminant ±1 tel que le système A soit totalement irréductible et tel qu'il existe
une base B de Rd dans laquelle chaque élément de A soit à coeﬃcients positifs. Pour
presque toute suite (An)n∈N pour une mesure produit sur AN, pour toute fonction
höldérienne f telle que σ(f) > 0, la suite
1
σ(f)
√
n
n∑
k=1
f(Atk(ω) . . . A
t
1(ω)·)
converge en loi vers la loi normale N (0, 1).
Comme dans la proposition 6.14, on a ici aussi une vitesse de convergence en
n−1/33.
7 Preuve du lemme 3.4
Rappelons l'énoncé du lemme.
Lemme 7.1. Soient u un entier ≥ 1, (ζk)0≤k≤u−1 une famille de u variables aléa-
toires réelles, a un réel > 0. Notons, pour x ∈ R :
Z(x) = exp(ix
u−1∑
k=0
ζk), Q(x) =
u−1∏
k=0
(1 + ixζk),
Y =
u−1∑
k=0
ζ2k , δ = max
0≤k≤u−1
‖ζk‖∞.
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Nous avons alors, pour une constante C, pour x tel que |x| δ ≤ 1,
|E[Z(x)]− e− 12a x2| ≤ Cu|x|3δ3 + 1
2
x2‖Q(x)‖2‖Y − a‖2 + |1− E[Q(x)]|, (II.56)
et, pour x tel que |x|δ ≤ 1 et |x|‖Y − a‖
1
2
2 ≤ 1,
|E[Z(x)]− e− 12a x2| ≤ C u |x|3δ3 + (3 + 2 e− 12a x2 ‖Q(x)‖2) |x|‖Y − a‖
1
2
2 + e
− 1
2
a x2 |1− E[Q(x)]|.(II.57)
1) Posons
ψ(y) = (1 + iy)e−
1
2
y2e−iy. (II.58)
En écrivant ψ(y) = ρ(y)eiθ(y), où ρ(y) = |ψ(y)|, nous avons :
ln ρ(y) =
1
2
[ln(1 + y2)− y2],
tan(θ(y)) =
y − tan y
1 + y tan y
.
Un calcul élémentaire fournit pour une constante C1 les majorations suivantes :
| ln ρ(y)| ≤ 1
6
|y|3, |θ(y)| ≤ C1|y|3, ∀y ∈ [−1, 1]. (II.59)
Ecrivons : Z(x) = Q exp(−1
2
x2 Y ) [
u−1∏
k=0
ψ(xζk)]
−1. En utilisant le fait que ln ρ(xζk) ≤
0, on obtient :
|Z(x)−Q(x) exp(−1
2
x2 Y )| = |Z(x)− Z(x)
u−1∏
k=0
ψ(xζk)| = |1−
u−1∏
k=0
ψ(xζk)|
≤ |1− e
Pu−1
k=0 ln ρ(xζk)|+ |1− ei
Pu−1
k=0 θ(xζk)|
≤
u−1∑
k=0
| ln ρ(xζk)|+
u−1∑
k=0
|θ(xζk)|.
Pour |x|maxk ‖ζk‖∞ ≤ 1, nous pouvons appliquer la majoration (II.59). En util-
isant l'inégalité
|1− es| ≤ (e− 1)|s| ≤ 2|s|,∀s ∈ [−1, 1] (II.60)
nous obtenons pour une constante C :
|Z(x)−Q(x) exp(−1
2
x2 Y )| ≤ C|x|3
u−1∑
k=0
|ζk|3 ≤ Cu|x|3δ3.
2) Nous avons par ailleurs, Y étant une variable aléatoire positive :∣∣∣∣exp(−12x2Y )− exp(−12a x2)
∣∣∣∣ ≤ x22 |Y − a| .
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Finalement nous obtenons pour |x|maxk ‖ζk‖∞ ≤ 1 :
|Z(x)− exp(−a x
2
2
)Q(x)|
≤ |Z(x)−Q(x) exp(−x
2
2
Y )|+ |Q(x) [exp(−x
2
2
Y )− exp(−a x
2
2
)]|
≤ Cu |x|3δ3 + x
2
2
|Q(x)| |Y − a|;
d'où, pour pour |x|maxk ‖ζk‖∞ ≤ 1, la majoration (II.56) de l'énoncé :
|E[Z(x)]− exp(−a x
2
2
)| = |E[Z(x)− e− 12a x2Q(x) + e− 12a x2Q(x)− 1)]|
≤ |E[Z(x)− e− 12a x2Q(x)]|+ e− 12a x2|E[Q(x)− 1)]|
≤ Cu |x|3δ3 + x
2
2
E[|Q(x)||Y − a|] + e− 12a x2|1− E[Q(x)]|
≤ Cu |x|3δ3 + x
2
2
‖Q(x)‖2‖Y − a‖2 + |1− E[Q(x)]|.
3) La méthode précédente est évidemment pénalisante, carQn(x), dont l'intégrale
est de l'ordre de e 12σ2nx2 , introduit, pour x grand, une très mauvaise majoration de
la quantité
|E[Zn(x)]− exp(−σ2n
x2
2
)|.
Nous pouvons obtenir une majoration plus précise, utilisable dans le cas où la
quantité e− 12a x2 ‖Q(x)‖ est bornée.
Pour 0 ≤ ε ≤ 1, soit Aε(x) = {t : x2|Y (t)− a| ≤ ε}. Nous avons les majorations
suivantes :
|E[1Aε(x)(Z(x)− exp(−a
x2
2
))]|
≤ C u |x|3δ3 + E[1Aε(x) (|Q(x) [exp(−
x2
2
Y )− e− 12a x2)]|
+ e−
1
2
a x2 [|1− E(Q(x)|+ E(1Aε(x)|1−Q(x)|)
≤ C u |x|3δ3 + e− 12a x2‖Q(x)‖2‖1Aε(x)[exp(−
x2
2
(Y − a))− 1]‖2
+ e−
1
2
a x2 [|1− E(Q(x))|+ E(1Acε(x)|1−Q(x)|)].
Par (II.60) nous avons
‖1Aε(x) [exp(−
x2
2
(Y − a))− 1]‖2 ≤ ε,
et par l'inégalité de Cauchy-Schwarz,
E(1Acε(x)|1−Q(x)|)] ≤ P(Acε(x)) + ‖Q(x)‖2(P(Acε(x)))
1
2 ,
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ce qui implique :
|E[1Aε(x)(Z(x)− exp(−a
x2
2
))]|
≤ C u |x|3δ3 + e− 12a x2‖Q(x)‖2 ε
+ e−
1
2
a x2 [|1− E(Q(x))|+ P(Acε(x)) + ‖Q(x)‖2(P(Acε(x)))
1
2 ]
≤ C u |x|3δ3 + e− 12a x2‖Q(x)‖2 [ε+ (P(Acε(x)))
1
2 ] + e−
1
2
a x2 [|1− E(Q(x))|+ P(Acε(x))].
Pour le choix de ε = |x|‖Y − a‖
1
2
2 , nous avons :
P(Acε(x)) ≤ ε−2x4‖Y − a‖22 ≤ x2‖Y − a‖2.
En reportant cette inégalité dans la majoration précédente, il en résulte :
|E[1Aε(x)(Z(x)− exp(−a
x2
2
)]|
≤ C u |x|3δ3 + 2|x| e− 12a x2 ‖Q(x)‖2 ‖Y − a‖
1
2
2 + e
− 1
2
a x2 [|1− E(Q(x))|+ x2‖Y − a‖2].
D'où, sous les conditions
|x|δ ≤ 1 et |x|‖Y − a‖
1
2
2 ≤ 1, (II.61)
l'inégalité (II.57).
|E[Z(x)]− exp(−1
2
a x2)| ≤ |E[1Aε(x)(Z(x)− exp(−a
x2
2
))]|+ 2P(Acε(x))
≤ C u |x|3δ3 + 2 |x| e− 12a x2 ‖Q(x)‖2 ‖Y − a‖
1
2
2 + e
− 1
2
a x2 [|1− E(Q(x))|] + 3 |x|2‖Y − a‖2.
8 Figures
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Fig. II.1  Exemple de situation favorable en terme de cônes
Pour de telles situations on peut découper l'espace en trois zones :
 une zone de "dilatation commune" sur laquelle A et B dilatent exponentiellement tous
les vecteurs.
 une zone "contractante vers 0" sur laquelle A et B contractent exponentiellement tous
les vecteurs. Pour les vecteurs à coordonnées entières non toutes nulles, on peut donner
une borne supérieure du nombre d'itérations nécessaires pour quitter cette zone.
 Une zone "de fuite" sur laquelle on se déplace sous l'action de A et B le long d'hyper-
boles (d'hyperboloïdes en dimension supérieure à 2), pour atteindre la zone de dilatation
commune.
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Fig. II.2  Exemple de situation défavorable en terme de cônes, présence d'orbites
périodiques
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