Formfindung der Fließliniengeometrie für polygonale Platten im Traglastzustand by Wüst, Jochen
Formfindung der
Fließliniengeometrie
für polygonale Platten
im Traglastzustand
BAUSTATIK
Jochen Wüst
Institut für BaustatikUniversität Karlsruhe (TH)
Forschungsuniversität gegründet 1825•

Formﬁndung der
Fließliniengeometrie
fu¨r polygonale Platten
im Traglastzustand
Zur Erlangung des akademischen Grades eines
DOKTOR–INGENIEURS
von der Fakulta¨t fu¨r
Bauingenieur-, Geo- und Umweltwissenschaften
der Universita¨t Fridericiana zu Karlsruhe (TH)
genehmigte
DISSERTATION
von
Dipl.–Ing. Jochen Wu¨st
aus Bietigheim
Tag der mu¨ndlichen Pru¨fung: 10. Juli 2006
Hauptreferent: Prof. Dr.–Ing. W. Wagner
Korreferent: Prof. Dr.–Ing. K.–U. Bletzinger
Karlsruhe 2006
Herausgeber:
Prof. Dr.–Ing. habil. W. Wagner
Organisation und Verwaltung:
Institut fu¨r Baustatik
Universita¨t Karlsruhe (TH)
Postfach 6980
76128 Karlsruhe
Telefon: (0721) 608–2280
Telefax: (0721) 608–6015
E–mail: baustatik@bs.uni-karlsruhe.de
c© 2006 Jochen Wu¨st
Institut fu¨r Baustatik
Universita¨t Karlsruhe (TH)
Kaiserstraße 12
76131 Karlsruhe
Alle Rechte, insbesondere das der U¨bersetzung in fremde Sprachen, vorbehalten.
Unter Angabe der Quelle ist es gestattet, dieses Heft ganz oder teilweise auf fotome-
chanischem Wege (Fotokopie, Mikrokopie) zu vervielfa¨ltigen oder in elektronischen
Medien zu speichern.
Eine elektronische Ausgabe ﬁndet sich im elektronischen Volltextarchiv EVA der
Universita¨tsbibliothek der Universita¨t Karlsruhe (TH).
ISBN 3-935322-09-7
Vorwort
Die vorliegende Dissertation entstand im Rahmen meiner Ta¨tigkeit als wissen-
schaftlicher Assistent am Institut fu¨r Baustatik der Universita¨t Karlsruhe.
Mein erster Dank gilt deshalb dem Hauptreferenten und Institutsleiter Herrn
Prof. Dr.-Ing. W. Wagner fu¨r seine langja¨hrige Unterstu¨tzung und fachkundige
Betreuung sowie fu¨r die Mo¨glichkeit, in einer ausgesprochen freundlichen und oﬀe-
nen Atmospha¨re frei und ungehindert arbeiten zu ko¨nnen. Ohne dieses fruchtbare
Klima wa¨re eine erfolgreiche Promotion nicht denkbar gewesen.
Herrn Prof. Dr.-Ing. K.-U. Bletzinger danke ich neben seiner Bereitschaft zur
U¨bernahme des Korreferats vor allem fu¨r sein Interesse an dieser Arbeit und fu¨r
konstruktive Anregungen insbesondere im Bereich der Optimierung.
Allen Mitarbeiterinnen und Mitarbeitern des Instituts mo¨chte ich meinen Dank
aussprechen fu¨r einen familia¨ren Geist, welcher aus einem Arbeitsplatz gleichsam
Heimat und aus Kollegen dauerhafte Freunde werden ließ. Besonders hervorheben
mo¨chte ich Herrn Dr.-Ing. S. Klinkel, dem ich fu¨r die vielen konstruktiven Diskus-
sionen danke, aus denen zahlreiche wertvolle Hinweise fu¨r diese Arbeit hervorgin-
gen. Ebenso danke ich meinem ehemaligen Kollegen Herrn Dr.-Ing. J. Schu¨tt fu¨r
die unza¨hligen Fachgespra¨che und dafu¨r, dass ich in vielerlei Hinsicht von seiner
Vorreiterrolle proﬁtieren durfte. Meiner fru¨heren studentischen Mitarbeiterin und
jetzigen Nachfolgerin Frau Dipl.-Ing. A. Brugger sei stellvertretend gedankt fu¨r
die wichtigen Impulse, die von studentischer Seite beigesteuert wurden.
Fu¨r die zu¨gige und dennoch gewissenhafte Durchsicht des Manuskripts mo¨chte
ich mich bei Herrn Dr.-Ing. G. A. D’Addetta sowie Herrn Dr.-Ing. S. Schwarz
bedanken. Beide standen mir stets mit Rat und Tat zur Seite.
Den unauﬀa¨lligsten, gleichzeitig aber auch entscheidendsten Beitrag leisteten mei-
ne Eltern, bei denen ich u¨ber all die Jahre fest und jederzeit auf Hilfe und bedin-
gungslosen Ru¨ckhalt bauen konnte. Ihnen danke ich besonders herzlich!
Schlussendlich gebu¨hrt meiner Partnerin Marlen ein ganz spezielles Dankescho¨n,
da sie nicht zuletzt durch ihre unerscho¨pﬂiche Geduld und Ru¨cksicht auf ihre
Weise einen wesentlichen Anteil am Gelingen dieser Arbeit hatte.
Karlsruhe, im Juli 2006 Jochen Wu¨st

Man kennt nicht die Last, die man noch nicht getragen hat.
Afrikanisches Sprichwort

Kurzfassung
Die Fließlinientheorie ist ein materiell nichtlineares Verfahren zur Traglastermitt-
lung von Platten. In der vorliegenden Arbeit wird sie als alternativer Berech-
nungsansatz zur Fließzonentheorie in ein Finite-Element-Programm implemen-
tiert. Letztere zeichnet sich durch plastizierende Bereiche innerhalb der Plat-
tenstruktur aus, welche von der Fließlinientheorie zu Linien zusammengefasst
werden.
Zu beachten ist, dass sich die Herangehensweise deutlich von der herko¨mmli-
chen Finite-Element-Methode unterscheidet. Da die Fließlinientheorie als Berech-
nungsgrundlage die Vorgabe eines kinematisch zula¨ssigen Mechanismus beno¨tigt,
ist die Betrachtung der Gesamtgeometrie der untersuchten Platte von großer Be-
deutung. Der erste Schritt besteht deshalb in der Auﬃndung einer solchen Ver-
sagensﬁgur. Wa¨hrend diese Aufgabe bislang zumeist dem Anwender u¨berlassen
blieb, wird in der vorliegenden Arbeit ein neuartiger numerischer Algorithmus
vorgestellt, der fu¨r polygonal berandete Platten alle zula¨ssigen Fließlinienﬁguren
ermittelt. Damit ist eine objektive Behandlung dieses fu¨r die weitere Berechnung
entscheidenden Vorgangs mo¨glich.
Nach einer Triangulierung der zuvor entstandenen Teilplatten steht fu¨r die Trag-
lastermittlung eine Vernetzung der Plattenﬂa¨che zur Verfu¨gung, die es erlaubt,
potenzielle Fließlinien abzubilden. Die starren Dreieckselemente dienen dabei zur
Beschreibung der kinematischen Beziehungen und bieten die Grundlage fu¨r die
Anwendung des Prinzips der virtuellen Verschiebungen. Anhand der Element-
beziehungen wird ein Optimierungstableau zusammengebaut, von dem ausge-
hend die Traglast mittels einer Simplex-Optimierung berechnet wird. Gleichzeitig
erha¨lt man aus den Verschiebungen die zugeho¨rige Versagensﬁgur.
Mit dem erneuten Einsatz von Optimierungsstrategien la¨sst sich die Geometrie
der zugrunde liegenden Dreiecksvernetzung so lange verbessern, bis die erzielte
Traglast minimal wird. Zu diesem Zweck kommen Suchalgorithmen oder Gradien-
tenmethoden zum Einsatz. Die Wahl des Verfahrens und die Lo¨sung des Problems
werden von der Beschaﬀenheit der Zielfunktion bestimmt.
Bei der Gegenu¨berstellung von Fließlinientheorie und Fließzonentheorie im Rah-
men der Finite-Element-Methode kann schließlich anhand von verschiedenen Bei-
spielen gezeigt werden, dass die erzielten Traglastergebnisse in guter Na¨herung
u¨bereinstimmen. Auf diese Weise steht als Erga¨nzung und Alternative zur Fließ-
zonentheorie ein Verfahren zur Verfu¨gung, welches aus einem eigensta¨ndigen An-
satz heraus die Kontrolle von Berechnungsergebnissen ermo¨glicht.
Abstract
The yield-line theory is a materially non-linear method to determine the ultimate
load of plates. In the present thesis it is implemented into a ﬁnite element program
as an alternative solution to the yield-zone theory. The latter is characterized by
plastiﬁed areas within the structure which are gathered into yield-lines by the
yield-line theory.
Compared to the classical ﬁnite element method the approach of the yield-line
theory is completely diﬀerent. It requires the prediction of a kinematically ad-
missible mechanism and it is important to consider the geometric structure of
the entire plate. Thus the ﬁrst step is to ﬁnd such a failure mechanism. In the
literature this task has been commonly left to the user. Therefore this thesis pres-
ents a new numerical algorithm to detect all admissible yield-line patterns for an
arbitrary polygonal plate. In consequence it is possible to carry out this decisive
process objectively.
In the next step the detected parts of the considered plate are triangulated. The
rigid triangles allow the description of the kinematic relations of a pattern struc-
ture being able to map the conceivable yield-lines. They are also the basis for the
application of the principle of virtual displacements. Accordingly, an optimizati-
on tableau is assembled by internal edge rotations and nodal displacements. The
following calculation procedure yields the ultimate load of the plate for the given
failure mechanism.
Afterwards the triangulated geometry is improved by another application of opti-
mization strategies until the result of the ultimate load is minimal. For this task,
search algorithms and gradient methods are used. The choice of the approach and
the ﬁnal solution are inﬂuenced by the character of the objective function.
Finally, the comparison between yield-line theory and yield-zone theory within a
ﬁnite element program shows that the results are in good accordance. Thus in ad-
dition to the yield-zone theory an independent procedure acting as an alternative
calculation method has been developed.
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11 Einleitung
1.1 Geschichtliche Entwicklung und Motivation
Die Erﬁndung des Eisenbetons im ausgehenden 19. Jahrhundert und dessen rasan-
te Verbreitung in den darauf folgenden Jahrzehnten revolutionierte die bis dahin
vorherrschenden traditionellen Bautechniken. An die Stelle der klassischen Ge-
schossdecken aus Holz- oder auch Stahltra¨gern traten immer ha¨uﬁger Eisenbeton-
platten, deren Eigenschaft es war, Lasten nicht mehr nur einaxial, sondern u¨ber
beide Richtungen der Plattenebene abzutragen. So erwiesen sich die herko¨mmli-
chen, hauptsa¨chlich auf Erfahrung beruhenden Bemessungsregeln schon bald als
unzureichend.
Ein kritischer Punkt bestand hierbei besonders in der Frage, welche Belastungen
ein Tragwerk aushalten konnte, ehe es versagte. Um diesem Problem nachzuge-
hen, wurden zu Beginn des 20. Jahrhunderts die ersten systematischen Versuchs-
reihen mit Balken und Platten aus Eisenbeton durchgefu¨hrt (Mo¨rsch [99] und
von Bach & Graf [145]). Im Falle der Balkentragwerke zeigte sich, dass das
Prinzip der Fließgelenktheorie, mit dessen Hilfe sich eine obere Belastungsgren-
ze ermitteln la¨sst, zur Versagensbeschreibung eines eisenbewehrten Betonbalkens
herangezogen werden konnte.
Die Versuchsplatten wiesen ebenfalls Risslinien auf, die als Fortsetzung solcher
Fließgelenke in der Ebene interpretiert werden konnten. Neben der gleichzeitig
aufkommenden Grenztragfa¨higkeitstheorie der Platten (Kazinczy [74]) etablier-
te sich daher die Fließgelenklinientheorie, oder – im Zusammenhang mit dem
Werkstoﬀ Beton ha¨uﬁger verwendet – Bruchlinientheorie. Der Begriﬀ leitete sich
dabei aus dem Versagensmuster einer bewehrten Betonplatte ab, deren plasti-
zierende Zonen sich in Rissen, den sogenannten Bruchlinien, konzentrierten. Un-
terstu¨tzt wurde dieser Eﬀekt durch die Tatsache, dass in der damaligen Zeit zur
Herstellung des ab etwa 1920 Stahlbeton genannten Baustoﬀes noch Rundsta¨hle
zum Einsatz kamen, deren Betonverbund deutlich schlechter war als der von Rip-
pensta¨hlen.
In den folgenden Jahren wurde die Bruchlinientheorie besonders in Da¨nemark von
Suenson [137] und Ingerslev [60] weiterentwickelt. Schließlich war es Johan-
sen [64, 65, 66], der im Jahre 1943 mit seiner Dissertation die erste umfassende
Abhandlung u¨ber die Bruchlinientheorie vorlegte und die Methode somit nach-
haltig pra¨gte. Dadurch beeinﬂusst, erschienen nach Ende des Zweiten Weltkrieges
die Arbeiten von Jones & Wood [71], Park & Gamble [112] undWood [151],
sowie in deutscher Sprache von Sawczuk & Jaeger [124]. Gegenstand war hier-
bei vor allem die Pra¨zisierung der analytischen Grundlagen in Bezug auf lokale
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Einwirkungen wie Einzellasten oder dem Tragverhalten in den Plattenecken. Zu
nennen sind in diesem Zusammenhang auch die Beitra¨ge von Haase [50, 51],
Schellenberger [125] und Wolfensberger [150].
Angesichts des Siegeszuges der Finite-Element-Methode trat die Bruchlinientheo-
rie in den 60er Jahren mehr und mehr in den Hintergrund. Hinzu kam, dass
sie in Deutschland baurechtlich nicht zugelassen war. Dementsprechend fand die
Grundlagenforschung weiterhin im Ausland und schwerpunktma¨ßig in Skandi-
navien statt, unter anderem von Nielsen [106, 107] aber auch Kowal & Sa-
wczuk [79]. Hervorzuheben ist dabei vor allem die von Hillerborg [54, 55]
eingefu¨hrte Streifenmethode, die als untere Belastungsgrenze das Gegenstu¨ck zur
Bruchlinientheorie darstellt.
Erst im Zuge einer einheitlichen europa¨ischen Normung des Eurocode 2 [32]
wurde die Anwendung plastischer Bemessungsverfahren vor einigen Jahren auch
in Deutschland wieder zugelassen und in die neue DIN 1045–1 [29] u¨bernommen.
Daraus begru¨ndet sich insbesondere von wissenschaftlicher Seite ein erho¨hter For-
schungsbedarf, um zeitgema¨ße Berechnungsmethoden zur Verfu¨gung zu stellen.
Gleiches gilt fu¨r das Versuchswesen, was beispielsweise in den Arbeiten von Par-
dey [111], Six [133] und Stolze [136] zum Ausdruck kommt.
1.2 Stand der Forschung und Ziele der Arbeit
Die vorliegende Arbeit versteht sich in erster Linie als Beitrag zu einer numeri-
schen Lo¨sung der oben geschilderten Problemstellung. Da im Bereich des Stahl-
baus ebenfalls Berechnungsverfahren auf der Grundlage der Plastizita¨tstheorie
zula¨ssig sind (DIN 18800 [30]), wird im Sinne einer gleichberechtigten Behand-
lung beider Disziplinen von nun an der im Stahlbau u¨bliche Begriﬀ der Fließlini-
entheorie verwendet.
Als Ausgangspunkt fu¨r die numerische Umsetzung der Fließlinientheorie ist ne-
ben Grierson & Gladwell [46] besonders die Vero¨ﬀentlichung von Ander-
heggen & Kno¨pfel [1] aus dem Jahre 1972 zu nennen. Darin wird auf der
Basis der Finite-Element-Methode ein dreieckiges Plattenelement und die For-
mulierung seiner kinematischen Beziehungen vorgestellt. Dies ermo¨glicht die Be-
schreibung beliebiger Versagensmechanismen und damit die Berechnung der zu-
geho¨rigen Traglast. Die entscheidende Verbindung zur Strukturoptimierung wird
wenige Jahre spa¨ter hergestellt, als Munro & Da Fonseca [101] zur Trag-
lastermittlung die von Dantzig [23] entwickelte Simplex-Methode vorschlagen.
Berechnungsgrundlage ist hierbei ein vordeﬁniertes Dreiecksnetz, das in der Lage
ist, einen kinematischen Mechanismus zu bilden.
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Seit den 80er Jahren konzentriert sich die Forschung zunehmend auf eine rechner-
orientierte Aufbereitung der Fließlinientheorie. So untersuchen Bauer & Red-
wood [6] eine Lo¨sungsstrategie anhand der Gesamtstruktur einer Platte, wa¨hrend
Balasubramanyam & Kalyanaraman [4] auf eine Unterteilung in Dreiecks-
ﬂa¨chen setzen. Da die erzielten Traglastergebnisse von der gewa¨hlten Vernetzung
abha¨ngen, ru¨ckt schließlich immer mehr die Betrachtung der Netzgeometrie in
den Vordergrund. Zu diesem Zweck wird erneut auf die Optimierung zuru¨ckge-
griﬀen, die seit einigen Jahren immer ha¨uﬁger Anwendung auf die verschiedenen
Problemstellungen der Strukturmechanik ﬁndet, siehe beispielsweise Bletzin-
ger et al. [14] oder Cherkaev [18].
Bis Mitte der 90er Jahre bilden sich im Hinblick auf die Optimierung von Fließ-
liniennetzen im Wesentlichen zwei Stro¨mungen heraus. Johnson [68, 69] und
Ramsay & Johnson [117, 118] schlagen ein zweistuﬁges Verfahren vor, das
ausgehend von einem relativ feinen Dreiecksnetz zuna¨chst die tatsa¨chlich auftre-
tenden Fließlinien ermittelt und die so entstandene Versagensﬁgur anschließend
optimiert. Die Grundlage liefert das Verfahren einer direkten Suche nach Hooke
& Jeeves [57]. Im Gegensatz dazu verfolgen Jennings [62], Jennings et al. [63],
McKeown et al. [92] und Thavalingam et al. [140, 141] einen Ansatz auf der
Basis der konjugierten Gradientenmethode nach Fletcher & Reeves [36]; al-
lerdings wird dabei die manuelle Vorgabe eines Dreiecksnetzes vorausgesetzt.
Die Schwierigkeit der Netzgenerierung zeigt sich auch in computergestu¨tzten Be-
rechnungsprogrammen, bei denen die Auswahl eines Netzes ha¨uﬁg dem Benutzer
u¨berlassen bleibt (Dickens & Jones [28] sowie Ibell et al. [59] und Middle-
ton [94]). Meist beschra¨nkt sich die Betrachtung von Platten daher nur auf einfa-
chere Plattengeometrien, wie beispielweise in Famiyesin et al. [33] und Shoema-
ker [129]. Denton [26] stellt hingegen Kompatibilita¨tsbedingungen zusammen,
um mit ihrer Hilfe auf numerischem Wege einen kinematischen Mechanismus
bestimmen zu ko¨nnen. Eine geometrische Herangehensweise fu¨r konvexe Poly-
gonplatten liefert Liu [88]; ebenso schla¨gt in ju¨ngster Zeit Kwan [84] vor, das
Problem durch die Rotation und Verschneidung von Ebenen zu lo¨sen.
Gestu¨tzt auf die Finite-Element-Methode hat sich dieser Forschungszweig in
den letzten Jahren versta¨rkt den Aspekten des Streifenverfahrens nach Hiller-
borg [54] und der damit verbundenen unteren Grenzwertanalyse zugewandt.
Genannt seien hierfu¨r die Vero¨ﬀentlichungen von Damkilde & Krenk [22],
Krabbenhoft & Damkilde [80], Krenk et al. [83] sowie Monotti [97] und
Olsen [109]. Gleichzeitig werden auch die klassischen ﬁniten Elemente stetig
erweitert und verbessert.
Um erga¨nzend dazu einen Beitrag zur Weiterentwicklung der Fließlinientheorie
zu leisten, setzt sich die vorliegende Arbeit zuna¨chst zur Aufgabe, sowohl die An-
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wendung einer direkten Suchstrategie als auch die des konjugierten Gradienten-
verfahrens in ein Finite-Element-Programm (Taylor [138]) zu implementieren.
Da das Problem einer numerischen Geometrieﬁndung, welche der eigentlichen
Berechnung vorausgeht, fu¨r beliebige Polygonplatten noch immer nicht befrie-
digend gelo¨st ist, soll ein wesentliches Ziel in der Erarbeitung und Umsetzung
eines dafu¨r geeigneten Algorithmus bestehen. Als theoretische Grundlage ko¨nnen
aus dem Bereich der Kombinatorik Ansa¨tze von Bege & Ka´sa [8] sowie Ders-
howitz & Zaks [27] herangezogen werden, die urspru¨nglich zur Beschreibung
von Bina¨rba¨umen dienen und auch fu¨r die Triangulierung von Polygonen Ver-
wendung ﬁnden (Moon & Moser [98]). Schließlich soll das Verfahren der Fließ-
linientheorie anhand von numerischen Beispielen einem auf der Fließzonentheo-
rie beruhenden Materialmodell gegenu¨bergestellt werden, wie es u¨blicherweise in
Finite-Element-Programmen Verwendung ﬁndet.
1.3 Gliederung
In Kapitel 2 sind allgemeine Grundlagen zusammengetragen, auf denen so-
wohl die Fließlinientheorie als auch die Fließzonentheorie basieren. Ausgehend
von der Plattentheorie werden die wichtigsten mechanischen Gro¨ßen sowie sta-
tische und kinematische Beziehungen eingefu¨hrt. Neben der Herleitung von Be-
rechnungsansa¨tzen werden Annahmen zu Materialgesetzen und Fließbedingungen
erla¨utert, welche insbesondere die Anwendung der Fließlinientheorie u¨berhaupt
erst ermo¨glichen.
Eine Berechnung mit Hilfe der Fließlinientheorie beruht auf der Vorgabe einer ki-
nematisch zula¨ssigen Versagensﬁgur. Daher sind geometrische Gesetzma¨ßigkeiten
von zentraler Bedeutung. Daru¨ber hinaus werden in Kapitel 3 unterschiedli-
che Lagerungsbedingungen und deren Auswirkung auf ein versagendes Platten-
tragwerk diskutiert. Nach der Ero¨rterung materialbezogener Gesichtspunkte wie
Isotropie und Anisotropie werden im Folgenden die Verfahren zur Traglastberech-
nung vorgestellt. Ein weiterer Aspekt sind lokale Einﬂu¨sse, beispielsweise in Form
von fa¨cherartigen Fließlinienstrukturen in den Plattenecken, die eine zusa¨tzliche
Reduzierung der Traglast bewirken ko¨nnen.
Es zeigt sich, dass die Suche nach einem Traglastminimum ein klassisches Opti-
mierungsproblem darstellt. Aus diesem Grund setzt sich Kapitel 4 zuna¨chst mit
der Diskussion und Einordnung verschiedener Optimierungsansa¨tze auseinander.
Anschließend werden ga¨ngige Algorithmen ero¨rtert und Mo¨glichkeiten zu ihrer
Verwendung in Bezug auf die gegebene Problemstellung aufgezeigt.
Kapitel 5 markiert den U¨bergang von der theoretischen Aufbereitung der Grund-
lagen zum Themenblock der numerischen Implementierung. Neben dem struktu-
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rellen Vergleich mit der Finite-Element-Methode ist vor allem die Anpassung
der Optimierungsstrategien an die besonderen Erfordernisse der Fließlinientheo-
rie von Interesse. Dabei kommen namentlich das direkte Suchverfahren sowie die
konjugierte Gradientenmethode zur Anwendung. Es wird außerdem ein Ansatz
auf der Basis evolutiona¨rer Algorithmen vorgeschlagen.
Mit der noch immer aktuellen Problematik einer geeigneten Netzgenerierung be-
fasst sich Kapitel 6. Zu diesem Zweck wird ein neuartiger Lo¨sungsalgorithmus er-
arbeitet, der fu¨r beliebige, allseitig gelagerte Polygonplatten alle zula¨ssigen Fließ-
linienkonﬁgurationen ermittelt. Die Lage der dazu beno¨tigten Netzknoten wird
u¨ber die Verkippung von Ebenen bestimmt. Hierfu¨r sind weitere geometrische
Betrachtungen erforderlich, die auf den bereits in Kapitel 3 zusammengestell-
ten Grundlagen aufbauen. Zuletzt wird noch auf die Triangulierung der zuvor
erzeugten Teilﬂa¨chen eingegangen.
Kapitel 7 veranschaulicht die theoretischen Zusammenha¨nge anhand von kon-
kreten Beispielen. Es werden Vergleiche mit Berechnungen der Finite-Element-
Methode auf der Basis der Fließzonentheorie sowie mit Ergebnissen aus der Lite-
ratur gezogen. Untersucht werden auch die Auswirkungen lokaler Eﬀekte sowie die
Charakteristiken der unterschiedlichen Optimierungsstrategien. Schließlich folgt
eine kurze Zusammenfassung mit den wichtigsten Schlussfolgerungen aus den ge-
zeigten Beispielen.
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2 Plattentheorie und Materialmodellierung
Ausgehend von der Reissner-Mindlin-Plattentheorie werden die im Weiteren
beno¨tigten Gro¨ßen und ihre Notation eingefu¨hrt. Essenziell sind auch die Verein-
fachungen, mit deren Hilfe ein nichtlineares Materialverhalten beschrieben wird.
In der Konsequenz leiten sich fu¨r die Fließlinientheorie wichtige Annahmen ab,
die einerseits ihre Basis begru¨nden und andererseits die Abgrenzung zur Fließ-
zonentheorie bedeuten. Abschließend werden die Ansa¨tze der spa¨ter verwendeten
Berechnungsmethoden hergeleitet.
Allgemeine Ausfu¨hrungen zur Plattentheorie werden unter anderem in Girk-
mann [44] und Timoshenko & Woinowsky-Krieger [142] beschrieben. Spe-
ziellere Darstellungen vor dem Hintergrund der Fließlinientheorie ﬁnden sich in
Kaliszky [73], Sawczuk & Jaeger [124] und Wood [151]. Ferner wird auf
Grundlagen aus der Kontinuumsmechanik zuru¨ckgegriﬀen, die beispielsweise in
Bas¸ar & Weichert [3], Betten [13] oder Gross & Seelig [47] nachzulesen
sind. Im Bereich der Plastizita¨t sei stellvertretend auf die Literatur von Chen &
Han [17], Fung [38],Kreißig [82],Nielsen [107] und Prager & Hodge [114]
verwiesen.
2.1 Theorie der Plattentragwerke
Als Fla¨chentragwerk weist eine Platte im Vergleich zu ihren La¨ngenabmessun-
gen x und y nur eine geringe Ho¨he h auf. Belastungen wirken senkrecht zur
Systemebene und rufen in ihrer Wirkungsrichtung eine Verschiebung w hervor;
dementsprechend treten entlang der beiden Fla¨chenachsen x und y die Verdre-
hungen βx und βy auf. Abbildung 2.1 stellt die genannten Parameter dar und
veranschaulicht ihre Beziehung zueinander.
p
x, u
y, v
x
y
p(x,y)
x
y
z, w
h << ,x y
Abbildung 2.1: Plattentragwerk
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2.1.1 Kinematische Ansa¨tze
Unter dem Einﬂuss einer Durchbiegung w und der daraus resultierenden La-
gea¨nderung der beiden Punkte A und B sind die Schubverzerrungen γxz und
– analog zu der hier betrachteten xz-Ebene – γyz anhand der Abbildung 2.2a
direkt ersichtlich. Gemeinsam mit den Kru¨mmungen κ, welche sich aus den Ab-
leitungen der Verdrehungen βx und βy deﬁnieren, erha¨lt man
⎡
⎢⎢⎢⎢⎣
εx
εy
γxy
⎤
⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
∂ux
∂x
∂uy
∂y
∂ux
∂y
+
∂uy
∂x
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
= z
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
∂βx
∂x
∂βy
∂y
∂βx
∂y
+
∂βy
∂x
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(2.1)
und weiter
κ =
⎡
⎢⎢⎢⎢⎣
κx
κy
2κxy
⎤
⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎣
∂βx
∂x
∂βy
∂y
∂βx
∂y
+
∂βy
∂x
⎤
⎥⎥⎥⎥⎥⎥⎦
, (2.2a)
γ =
⎡
⎣ γxz
γyz
⎤
⎦ =
⎡
⎢⎢⎣
βx +
∂w
∂x
βy +
∂w
∂y
⎤
⎥⎥⎦ . (2.2b)
Diese Formulierung entspricht der Plattentheorie von Reissner [121] undMind-
lin [95]. Der ebene Querschnitt der Ausgangslage bleibt auch im verformten Zu-
stand erhalten, nicht aber der rechte Winkel zur Plattenmittelﬂa¨che. Ist daru¨ber
hinaus auch diese Forderung zu erfu¨llen, wie es Abbildung 2.2b zeigt, so folgt
dies der Kirchhoﬀ-Love-Theorie. Hier verha¨lt sich die Platte schubstarr und im
Gegensatz zu den Gleichungen (2.2) ergibt sich nun
κ =
⎡
⎢⎢⎢⎢⎣
κx
κy
2κxy
⎤
⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎣
−∂
2w
∂x2
−∂
2w
∂y2
−2 ∂
2w
∂x∂y
⎤
⎥⎥⎥⎥⎥⎥⎦
, (2.3a)
γ =
⎡
⎣ γxz
γyz
⎤
⎦ = 0 . (2.3b)
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Abbildung 2.2: Querschnitt der verformten Platte in der xz-Ebene
a) nach der Reissner-Mindlin-Theorie
b) nach der Kirchhoﬀ-Love-Theorie
Fu¨r die weiteren Betrachtungen soll jedoch die Reissner-Mindlin-Theorie als
Grundlage dienen. Die kinematische Betrachtung aus (2.2) liefert schließlich den
Ausdruck ⎡
⎢⎢⎢⎢⎢⎢⎣
κx
κy
2κxy
γxz
γyz
⎤
⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0 ∂
∂x
0
0 0 ∂
∂y
0 ∂
∂y
∂
∂x
∂
∂x
1 0
∂
∂y
0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎣ wβx
βy
⎤
⎦ , (2.4)
der mit Hilfe des Diﬀerentialoperators D zusammengefasst werden kann zu
ε = Du . (2.5)
2.1.2 Gleichgewichtsbedingungen am Plattenelement
Dem gegenu¨ber stehen die Schnittgro¨ßen S, die sich aus den Normal- und Schub-
spannungen σx, σy und τxy = τyx, integriert u¨ber die Plattendicke h ergeben,
vergleiche Abbildung 2.3. Dabei wird σz = 0 angenommen, womit sich das be-
trachtete Plattenelement im ebenen Spannungszustand beﬁndet. Bezogen auf die
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dx
dz
p
z
z
x
y
qy
qy
qx
myx
mxy
mxy
myx
my
mx
mx
my
qx
dy
a)
xy
yx
x
y xz
yz
b)
h
2
h
2
Abbildung 2.3: Gleichgewichtsbedingungen am Plattenelement
a) Spannungszustand
b) Schnittgro¨ßen
Mittelfaser erha¨lt man die Momente m sowie die Querkra¨fte q mit
m =
⎡
⎣mxmy
mxy
⎤
⎦ =
h
2∫
−h
2
⎡
⎣ σxσy
τxy
⎤
⎦ z dz , (2.6a)
q =
[
qx
qy
]
=
h
2∫
−h
2
[
τxz
τyz
]
dz ; (2.6b)
wegen τxy = τyx ist mxy im Weiteren gleichbedeutend mit myx. Die Gleichge-
wichtsbedingungen der Platte liefern außerdem die Beziehungen
∂qx
∂x
+
∂qy
∂y
+ p = 0 , (2.7a)
∂mx
∂x
+
∂mxy
∂y
− qx = 0 , (2.7b)
∂mxy
∂x
+
∂my
∂y
− qy = 0 . (2.7c)
In Analogie zu den Darstellungen (2.4) und (2.5) folgt daraus
⎡
⎢⎣
0 0 0 ∂
∂x
∂
∂y
∂
∂x
0 ∂
∂y
−1 0
0 ∂
∂y
∂
∂x
0 −1
⎤
⎥⎦
⎡
⎢⎢⎢⎢⎢⎣
mx
my
mxy
qx
qy
⎤
⎥⎥⎥⎥⎥⎦+
⎡
⎣ p0
0
⎤
⎦ = 0 (2.8)
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oder kurz
DTS + p = 0 , (2.9)
wobei DT der zu D adjungierte Diﬀerentialoperator ist – nicht zu verwechseln
mit einer gewo¨hnlichen transponierten Matrix.
2.1.3 Prinzip der virtuellen Verschiebungen
Unter Verwendung der Methode von Galerkin wird die Diﬀerentialgleichung mit-
tels einer Testfunktion δu in schwacher Form aufgestellt. U¨ber den Integrations-
bereich Ω ist dabei die Forderung
δΠ =
∫
Ω
δuT
(
DTS + p
)
dΩ = 0 (2.10)
fu¨r beliebige δu zu erfu¨llen. Nach einer partiellen Integration werden die Test-
funktionen als virtuelle Verschiebungen identiﬁziert. Abbildung 2.4 zeigt den Be-
reich Ω, an dessen Berandung Γ = Γu + Γσ + Γσpl außerdem verschiedene
Randbedingungen in Form von Schnittgro¨ßen t¯ oder Verschiebungen u¯ eingear-
beitet werden ko¨nnen.
z, w
z
x
n
y
t
q
mn
mnt
W

u
G
s
bn
-bt
mpl
b1
mpl
b2

pl
Abbildung 2.4: Integrationsbereich Ω und Berandung Γ
Von besonderem Interesse fu¨r die Fließlinientheorie ist das an der Diskonti-
nuita¨t Γσpl einer Platte wirkende plastische Moment mpl, das dort einen virtuellen
Knickwinkel δθ = δβ2 − δβ1 hervorruft. Angewendet auf die Gleichungen (2.7)
mit ∫
Ω
[(
∂qx
∂x
+
∂qy
∂y
+ p
)
δw +
+
(
∂mx
∂x
+
∂mxy
∂y
− qx
)
δβx +
+
(
∂mxy
∂x
+
∂my
∂y
− qy
)
δβy
]
dΩ = 0 ,
(2.11)
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liefert eine partielle Integration
−
∫
Ω
[
qx
(
δβx +
∂(δw)
∂x
)
+ qy
(
δβy +
∂(δw)
∂y
)
+
+ mx
(
∂(δβx)
∂x
)
+ my
(
∂(δβy)
∂y
)
+ mxy
(
∂(δβx)
∂y
+
∂(δβy)
∂x
)]
dA +
+
∫
Ω
p δw dA +
−
∮
Γσpl
[
mpl δθ
]
ds +
∮
Γσ
[(
qxnx + qyny
)
δw
]
ds +
+
∮
Γσ
[(
mxnx + mxyny
)
δβx +
(
mxynx + myny
)
δβy
]
ds = 0 .
(2.12)
Dies fu¨hrt auf das Prinzip der virtuellen Verschiebungen
−
∫
Ω
⎡
⎣ δκxδκy
2δκxy
⎤
⎦
T ⎡
⎣ mxmy
mxy
⎤
⎦ dA − ∫
Ω
[
δγxz
δγyz
]T [
qx
qy
]
dA −
∫
Γσpl
δθ mpl ds +
+
∫
Ω
δw p dA +
∫
Γσ
⎡
⎣ δwδβn
δβt
⎤
⎦
T ⎡
⎣ q¯m¯n
m¯nt
⎤
⎦ ds = 0 .
(2.13)
Allgemeiner ausgedru¨ckt, gilt
−
∫
Ω
δκTm dA −
∫
Ω
δγTq dA −
∫
Γσpl
δθ mpl ds +
+
∫
Ω
δw p dA +
∫
Γσ
δuT t¯ ds = 0
(2.14)
beziehungsweise
−
∫
Ω
δεTS dA −
∫
Γσpl
δθ mpl ds +
∫
Ω
δw p dA +
∫
Γσ
δuT t¯ ds = 0 . (2.15)
Hieraus wird deutlich, dass in die Formulierungen des Prinzips der virtuellen
Verschiebungen keine Werkstoﬀgesetze eingehen.
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2.1.4 Materialgleichungen
Neben den kinematischen Beziehungen und den Gleichgewichtsbedingungen wer-
den zur Beschreibung eines Tragwerks Werkstoﬀgesetze beno¨tigt. Mit dem Elas-
tizita¨tsmodul E und der Querkontraktionszahl ν wird der Schubmodul
G =
E
2(1 + ν)
(2.16)
deﬁniert. Unter der Annahme eines linear-elastischen Verhaltens sowie des in
Abschnitt 2.1.2 beschriebenen ebenen Spannungszustandes gilt⎡
⎣ σxσy
τxy
⎤
⎦ = Ez
1− ν2
⎡
⎣ 1 ν 0ν 1 0
0 0 1
2
(1− ν)
⎤
⎦
⎡
⎣ κxκy
2κxy
⎤
⎦ (2.17)
und [
τxz
τyz
]
= G
[
1 0
0 1
] [
γxz
γyz
]
. (2.18)
Die U¨bertragung auf Schnittgro¨ßen erfolgt nun mit Hilfe von
E˜B =
E
1− ν2
⎡
⎣ 1 ν 0ν 1 0
0 0 1
2
(1− ν)
⎤
⎦ (2.19)
und
E˜S = G
[
1 0
0 1
]
(2.20)
durch Integration u¨ber die Plattendicke h. Es sind
m =
h
2∫
−h
2
σzdz =
h
2∫
−h
2
E˜Bz
2κdz = E˜B
h
2∫
−h
2
z2dzκ = EBκ , (2.21a)
q =
h
2∫
−h
2
τdz =
h
2∫
−h
2
E˜Sγdz = E˜S
h
2∫
−h
2
dzγ = ESγ (2.21b)
mit den Elastizita¨tsmatrizen fu¨r Biegung und Schub,
EB =
Eh3
12 (1− ν2)
⎡
⎣ 1 ν 0ν 1 0
0 0 1
2
(1− ν)
⎤
⎦ (2.22)
2.1 Theorie der Plattentragwerke 13
und
ES = κGh
[
1 0
0 1
]
. (2.23)
Im Vergleich zu (2.19) und (2.20) fu¨hrt die Integration dabei zu vera¨nderten Koef-
ﬁzienten. Aus dem Vorfaktor der Gleichung (2.22) wird die Plattenbiegesteiﬁgkeit
K =
Eh3
12 (1− ν2) (2.24)
deﬁniert. Außerdem kommt in (2.23) ein Schubkorrekturfaktor κ hinzu, der sich
bei Rechteckquerschnitten zu κ = 5
6
berechnet. Schließlich lassen sich die Glei-
chungen (2.21) zusammenfassen zu
[
m
q
]
=
[
EB 0
0 ES
] [
κ
γ
]
(2.25)
beziehungsweise allgemein
S = E ε . (2.26)
Damit liefert (2.15) ohne den Anteil auf der Fließlinie
δΠ =
∫
Ω
δεTEε dA−
∫
Ω
δw p dA−
∫
Γσ
δuT t¯ ds = 0 . (2.27)
Fu¨r den allgemeineren Fall der materiellen Nichtlinearita¨t la¨sst sich diese Glei-
chung nicht direkt lo¨sen und es muss im Rahmen einer iterativen Lo¨sung die
Linearisierung
ΔδΠ =
∫
Ω
δεTΔS dA (2.28)
ermittelt werden. Neben der weiterhin gu¨ltigen geometrischen Linearita¨t werden
dabei richtungstreue Lasten vorausgesetzt. Es gilt die Beziehung
ΔδΠ =
∫
Ω
δεTETΔε dA , (2.29)
mit der elastoplastischen Tangente ET . Daru¨ber hinaus sind fu¨r ein plastisches
Materialverhalten Gu¨ltigkeitsgrenzen in Form von Fließbedingungen zu deﬁnie-
ren.
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2.2 Materielle Nichtlinearita¨t
Fu¨r die Einfu¨hrung der Plattentheorie konnte die Zuhilfenahme eines linearen
Materialgesetzes noch genu¨gen. Die Anwendung von Traglastverfahren setzt je-
doch Werkstoﬀe voraus, die fa¨hig sind zu plastizieren. Im Weiteren muss daher
auch das Verhalten materieller Nichtlinearita¨t modelliert werden. Die Frage nach
der Zula¨ssigkeit und Genauigkeit der Idealisierungen bleibt dann im Zuge ihrer
Festlegung noch zu diskutieren.
2.2.1 Stahl und Beton als Werkstoﬀe
Im Bauwesen sind Stahl und Beton klassische Werkstoﬀe mit nichtlinearen Mate-
rialeigenschaften. Ihr einaxiales Spannungs-Dehnungs-Verhalten ist in Abbildung
2.5 qualitativ dargestellt. Betrachtet man zuerst den duktilen Stahl in Abbil-
dung 2.5a, so erkennt man, dass der anfa¨nglich linear-elastische Verlauf sowohl
im Zug- als auch im Druckbereich allma¨hlich in plastisches Fließen u¨bergeht.
La¨sst man die anschließende Verfestigung außer Acht, so kann als erste Verein-
fachung eine Spannungs-Dehnungs-Beziehung angenommen werden, bei der eine
plastische Fließspannung σpl nicht u¨berschritten wird, vergleiche Abbildung 2.6.
In der praktischen Anwendung von Stahlbeton werden die Zugspannungen der
Stahlbewehrung zugewiesen. Jedoch ist aus Abbildung 2.5b ersichtlich, dass sich
auch die Spannungs-Dehnungs-Linie im Druckbereich des Betons sehr a¨hnlich
verha¨lt. Insofern ko¨nnte die soeben gewa¨hlte Na¨herung auch zur Beschreibung
von Beton herangezogen werden.
pl
	s
s
	c
c
a) b)
Abbildung 2.5: Einachsiges Spannungs-Dehnungs-Verhalten
a) von Stahl
b) von Beton
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2.2.2 Fließzonen und Fließgelenke am Balken
Um das nichtlineare Verhalten des Materials weiter zu untersuchen, wird der
Einfachheit halber zuna¨chst ein Balken der Ho¨he h betrachtet. Dieser ist an ei-
ner Seite eingespannt und auf der anderen mit einem Biegemoment M belas-
tet. Abbildung 2.6 zeigt nochmals die zuvor schon deﬁnierte Vereinfachung des
Spannungs-Dehnungs-Verlaufs und unterscheidet drei Bereiche, denen jeweils ein
repra¨sentativer Spannungszustand am eingespannten Balkenquerschnitt zugeord-
net ist.
M
M


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Abbildung 2.6: Spannungs-Dehnungs-Kurve und Fließzonen am Balkenquerschnitt
Im ersten Bereich liegen die Spannungen σ noch an allen Stellen des Einspann-
querschnitts unterhalb der Fließspannung σpl. Es herrscht ein rein elastisches Ma-
terialverhalten. Wird die Belastung M nun immer weiter gesteigert, so werden
die oberen und unteren Randschichten der Einspannung bereits so weit gestaucht
beziehungsweise gedehnt, dass die Fließspannung dort erreicht ist. Auch die an-
grenzenden Zonen na¨hern sich diesem Zustand an. Im dritten Bereich ist schließ-
lich der gesamte Querschnitt durchplastiziert und kein Punkt seiner Fla¨che ist
mehr in der Lage, einer Dehnung oder Stauchung Widerstand entgegenzusetzen.
Damit hat der Balken seine Tragfa¨higkeit verloren und es ist ein kinematischer
Mechanismus entstanden. Dieser Vorgang kann auch anhand des einfu¨hrenden
Beispiels 1 in Kapitel 7 nachvollzogen werden.
Bei der Beschreibung dieses Verhaltens bezu¨glich der neutralen Mittelfaser des
Balkens wird die Betrachtung einzelner Querschnittspunkte zugunsten einer zu-
sammenfassenden Sichtweise aufgegeben. In der Konsequenz schrumpfen auch
die Fließzonen zu sogenannten Fließgelenken zusammen. Das Materialverhalten
bleibt hiervon freilich unbeeinﬂusst, sodass die Spannungs-Dehnungs-Beziehung
durch eine identische Momenten-Kru¨mmungs-Kurve ersetzt werden kann, siehe
Abbildung 2.7.
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Abbildung 2.7: Momenten-Kru¨mmungs-Beziehung und Fließgelenke im Balken
Da der genaue Vorgang des Plastizierens im Querschnitt jetzt nur noch eine un-
tergeordnete Rolle spielt, kann im na¨chsten Schritt auch das Werkstoﬀgesetz
angepasst werden. Idealerweise tritt nun sofort nach dem Verlassen des linear-
elastischen Bereichs ein Fließgelenk ein, woraus ein bilinearer Kurvenverlauf re-
sultiert. Gleichzeitig ko¨nnen sich die elastischen Verformungen außerhalb dieses
Gelenkes wieder zuru¨ckbilden, da sich wiederum ein kinematischer Mechanismus
einstellt. Die Kru¨mmungen κ sind entsprechend im Verdrehwinkel θ zusammen-
gefasst. Als letzte und tiefgreifendste Vereinfachung wird schließlich zu einer
starr-idealplastischen Darstellung des Materialverhaltens u¨bergegangen, wie sie
Abbildung 2.8 zeigt. Dies bedeutet, dass Fließgelenke schlagartig entstehen und
das lineare Elastizita¨tsgesetz eine unendliche Steiﬁgkeit aufweist. Deshalb ist ei-
ne solche Annahme nur zula¨ssig, wenn auch in die spa¨teren Berechnungen keine
elastischen Ansa¨tze, sondern nur die plastischen Momente Mpl,o und Mpl,u der
Ober- und Unterseite einﬂießen.


Mpl,u
Mpl,o
M
Abbildung 2.8: Starr-idealplastisches Materialverhalten
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2.2.3 Erweiterung auf Plattentragwerke
Die U¨bertragung der vorgestellten Idealisierungen auf Platten ist aus geometri-
scher Sicht leicht nachvollziehbar. Genauso wie den Abmessungen eine Dimension
hinzugefu¨gt wird, entstehen aus den Fließgelenken Fließlinien, die u¨ber die Plat-
tenebene verlaufen. Dementsprechend tritt an die Stelle der soeben hergeleiteten
Fließgelenktheorie die Fließlinientheorie. Die zu Anfang eingefu¨hrte Fließzonen-
theorie erweitert sich analog in die dritte Dimension, wie Abbildung 2.9 veran-
schaulicht.
elastis
ch
starr
a) b)b)
a) b)
Abbildung 2.9: Plastizierendes Plattentragwerk
a) dreidimensionale Fließzone
b) Fließlinie
Wa¨hrend bei der Fließzonentheorie die elastischen Bereiche nach wie vor kon-
tinuierlich in die plastischen Fließzonen u¨bergehen, umschließen die Fließlinien
vollkommen starre Teilplatten mit ebenen Fla¨chen. Konsequenterweise begru¨ndet
dies die Annahme, dass sich sa¨mtliche inneren Arbeitsanteile in den Fließlinien
konzentrieren und somit eine gesonderte Betrachtung der Teilplatten entfa¨llt.
Deshalb eru¨brigt sich auch jede Diskussion bezu¨glich der anzuwendenden Plat-
tentheorie.
2.2.4 Fließbedingungen
Da die senkrecht zur Mittelﬂa¨che stehende Normalspannung σz vernachla¨ssigt
wird, beﬁndet sich die Platte im ebenen Spannungszustand. Somit lassen sich
die beno¨tigten Fließbedingungen in einem nach den Hauptspannungen σI und
σII orientierten Koordinatensystem darstellen. Ha¨uﬁg werden in der Fließzonen-
theorie die Formulierungen von Coulomb-Tresca oder Huber-vonMises-Hencky
verwendet. Sie deﬁnieren die Funktion f zur Begrenzung des elastischen Berei-
ches isotroper Materialien auf unterschiedliche Weise. Wa¨hrend das Fließgesetz
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nach Huber-vonMises-Hencky mit den Gleichungen
f = σ2x −σxσy + σ2y +3τ 2xy = σpl (2.30a)
oder f = σ2I−σIσII + σ2II = σpl (2.30b)
einer Ellipse entspricht, beschreibt der Ausdruck
f = max (|σI | , |σII | , |σI − σII |) = σpl (2.31)
nach Coulomb-Tresca ein in die Ellipse eingepasstes Polygon.
Fu¨r die Fließlinientheorie wird hingegen die vereinfachte quadratische Fließbedin-
gung gewa¨hlt. Demnach wird ein Plastizieren nur dann erreicht, wenn mindestens
eine der Bedingungen
|σI | ≤ σpl und |σII | ≤ σpl (2.32)
in Form einer Gleichung gegeben ist, oder umformuliert
f = max (|σI | , |σII |) = σpl (2.33)
gilt. Zum Vergleich zeigt Abbildung 2.10 die verschiedenen Varianten in einem
gemeinsamen Koordinatensystem.
Aufgrund der U¨berlegungen aus Abschnitt 2.2.2 kann die Fließspannung σpl direkt
durch das plastische Moment mpl ersetzt werden. Deﬁniert man außerdem die
dimensionslosen Gro¨ßen
m¯I =
mI
mpl
und m¯II =
mII
mpl
, (2.34)
Coulomb-Tresca
Quadratisch
Huber-von Mises-
Hencky
1
1
-1
-1
II
I


Abbildung 2.10: Fließbedingungen
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welche die Hauptmomente auf das plastische Moment beziehen, so la¨sst sich die
Fließbedingung aus Gleichung (2.33) umwandeln in
f = max (|m¯I | , |m¯II |) = 1 . (2.35)
Die bezogenen Hauptmomente m¯I und m¯II werden mit der Transformation
m¯I,II =
1
2
(m¯x + m¯y)±
√
1
4
(m¯x − m¯y)2 + m¯2xy = ±1 (2.36)
in die ebenfalls dimensionslosen Biege- und Torsionsmomente m¯x, m¯y und m¯xy
u¨bertragen. Damit kann die Funktion (2.35) a¨quivalent umformuliert werden zu
fx = m¯x + m¯y − m¯xm¯y + m¯2xy ≤ 1 , (2.37a)
fy =−m¯x − m¯y − m¯xm¯y + m¯2xy ≤ 1 , (2.37b)
vergleiche Kaliszky [73] und Nielsen [107]. Auf diese Weise wird ein Volumen
aus zwei elliptischen Ko¨rpern aufgespannt, wie es Abbildung 2.11a zeigt. Diese
Fließﬂa¨che markiert die Punkte, an denen das Material zu plastizieren beginnt;
der elastische Bereich liegt innerhalb dieser Begrenzung. Da deﬁnitionsgema¨ß kei-
ne Materialverfestigung stattﬁndet, sind Funktionswerte außerhalb der Fließﬂa¨che
unzula¨ssig.
Die zu untersuchenden Platten werden als hinreichend du¨nn betrachtet, sodass
die Schubanteile τxz und τyz von vornherein entfallen. Weiter wird nun angenom-
men, dass auch die verbleibende Schubspannung τxy nicht in der Lage ist, den
Grenzzustand der Traglast herbeizufu¨hren. Aus diesem Grunde gehen auch die
Drillmomente nicht in die Grenzzustandsgleichungen ein. Die Gleichungen zur
a) b)
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Abbildung 2.11: Dreidimensionale Fließﬂa¨che
a) elliptisch
b) vereinfacht
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Beschreibung der Fließﬂa¨che vereinfachen sich zu
m¯x= ±1 , (2.38a)
m¯y= ±1 . (2.38b)
Damit das Tragwerk nicht infolge eines beliebigen Drillmoments versagt, wird
zusa¨tzlich die Deﬁnition −1 ≤ m¯xy ≤ 1 getroﬀen. So ergibt sich eine stark
vereinfachte Fließﬂa¨che ohne Momenteninteraktion, wie sie in Abbildung 2.11b
zu sehen ist. In der dargestellten Konstellation wird angenommen, dass das nega-
tive Fließmoment der Plattenoberseite und das positive der Unterseite in beiden
Achsen gleich groß sind. Andernfalls – das heißt im Fall einer geringeren Auf-
nahmefa¨higkeit – wu¨rden die Fla¨chen BC und CD beziehungsweise AB und AD
entsprechend parallel nach innen versetzt.
2.2.5 Grenzwertsa¨tze
Betrachtet man nochmals die Abbildung 2.10, so fa¨llt auf, dass die Fließbedin-
gungen nach Huber-vonMises-Hencky und Coulomb-Tresca im Wesentlichen in-
nerhalb der Fla¨che der quadratischen Fließbedingung liegen. Demnach gilt bei
Letzterer fu¨r einige Punkte des abgebildeten Koordinatensystems noch die Elas-
tizita¨tstheorie, obwohl sie sich nach den realistischeren Fließgesetzen la¨ngst im
Bereich der Plastizita¨t beﬁnden mu¨ssten. Dies legt nahe, dass diese Lo¨sung die
Realita¨t auf Kosten der Sicherheit anna¨hert und begru¨ndet die Schlussfolgerung,
dass die Ergebnisse der Fließlinientheorie auf der unsicheren Seite liegen. Diese
Eigenschaft bezu¨glich der ermittelten Traglast zeichnet die Verfahren des soge-
nannten oberen Grenzwertsatzes aus.
Oberer Grenzwertsatz – Kinematischer Satz
Ein Tragwerk versagt unter einer gegebenen a¨ußeren Last, wenn die von ihr
verrichtete Arbeit gro¨ßer oder gleich der inneren Dissipationsarbeit ist, die ein
beliebiger kinematisch zula¨ssiger Fließmechanismus verrichtet.
Dem steht als Gegenstu¨ck der untere Grenzwertsatz gegenu¨ber. Die auf ihm be-
ruhenden Berechnungsmethoden – wie im Falle der Platten das Streifenverfahren
nach Hillerborg [54] – liefern Traglasten, die von der Struktur in jedem Fall
abgetragen werden ko¨nnen.
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Unterer Grenzwertsatz – Statischer Satz
Ein Tragwerk versagt unter einer gegebenen a¨ußeren Last nicht, wenn dafu¨r eine
beliebige statisch zula¨ssige Spannungsverteilung gefunden werden kann, die den
Gleichgewichtsbedingungen genu¨gt und die die Fließgrenze nicht u¨berschreitet.
2.2.6 Anwendung des Prinzips der virtuellen Verschiebungen
Da gema¨ß dem oberen Grenzwertsatz ein kinematisches Berechnungsverfahren
anzuwenden ist, bietet sich fu¨r diesen Zweck das Prinzip der virtuellen Verschie-
bungen an. Die notwendigen Grundgleichungen wurden bereits im Abschnitt 2.1.3
eingefu¨hrt, sodass nun eine Speziﬁzierung fu¨r die Anforderungen der Fließlinien-
theorie erfolgen kann.
Aufgrund des starren Verhaltens der Teilplatten treten sa¨mtliche inneren Arbeiten
in den Fließlinien auf, vergleiche Abschnitt 2.2.3. Analytisch betrachtet werden
damit sowohl die virtuellen Kru¨mmungen δκ als auch die Verzerrungen δγ inner-
halb der eben bleibenden Fla¨chen zu Null. In Gleichung (2.13) entfallen deshalb
die ersten beiden Terme der linken Seite und es verbleibt als resultierende Arbeit∫
Γσpl
δθ mpl ds =
∫
Ω
δw p dA . (2.39)
Abbildung 2.12 zeigt in abstrahierter Form, wie sich die – mit dem Bereich Ω
identische – Gesamtﬂa¨che A in mehrere Teilﬂa¨chen mit dem jeweiligen Fla¨chen-
inhalt Ai untergliedert. Demzufolge kann die rechte Seite der Gleichung (2.13)
in eine Summe u¨ber die Anzahl i der Teilﬂa¨chen u¨berfu¨hrt werden. Ebenso be-
schreibt Γσpl ein Netz von k Fließlinien der La¨nge k, welche die einzelnen Fla¨chen
gegeneinander abgrenzen. Auch hier kann also eine Summe gebildet werden. Un-
ter der Annahme eines u¨ber die La¨nge konstanten plastischen Moments mpl folgt
Ai
k
,
Abbildung 2.12: Teilﬂa¨chen und Fließlinien
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die Beziehung ∑
k
(mpl,k k δθk) =
∑
i
∫
Ai
p δw dAi . (2.40)
Aus dieser Formulierung geht hervor, dass einer Berechnung a priori ein kinema-
tisch zula¨ssiger Mechanismus zugrunde gelegt werden muss, der die Beitra¨ge aus
innerer und a¨ußerer Arbeit beeinﬂusst. In Abha¨ngigkeit des vorgegebenen plas-
tischen Moments mpl, das gegebenenfalls auch bereichsweise festgelegt werden
kann, ermittelt sich die Traglast p, die den Versagensmechanismus hervorrufen
wu¨rde. Umgekehrt la¨sst sich auch fu¨r eine gegebene Belastung das zur Abtragung
notwendige plastische Grenzmoment mpl bestimmen.
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3 Einfu¨hrung in die Fließlinientheorie
Nachdem die auf der Plattentheorie basierenden Hintergru¨nde und die Auswir-
kungen materieller Nichtlinearita¨t dargelegt worden sind, werden die daraus ab-
geleiteten Voraussetzungen fu¨r die Fließlinientheorie aufbereitet. Von großer Be-
deutung sind dabei vor allem die geometrischen Gesetzma¨ßigkeiten und Zusam-
menha¨nge, auf deren Basis anschließend einige einfachere Berechnungsansa¨tze
erla¨utert werden. Diese wesentlichen Grundlagen sind bereits von Ingerslev [60]
und Johansen [66] erarbeitet worden. Fu¨r einfu¨hrende Darstellungen zum The-
ma sei auf die Literatur von Haase [51], Jones [70], Park & Gamble [112],
Sawczuk & Jaeger [124] und Wood [151] verwiesen.
3.1 Geometrische Grundlagen fu¨r Plattentragwerke
Um als Berechnungsgrundlage eine kinematisch mo¨gliche Versagensgeometrie er-
mitteln zu ko¨nnen, mu¨ssen zuerst einige elementare Zusammenha¨nge analysiert
werden, die einen kinematisch zula¨ssigen Versagensmodus charakterisieren. So
entstehen grundsa¨tzlich nur Mechanismen, die von einem einzigen Bewegungs-
freiheitsgrad abha¨ngen. Sie werden außerdem stark von Randbedingungen wie
gelagerten oder freien Ra¨ndern und Punktstu¨tzungen beeinﬂusst. Da die Rota-
tionen der Teilplatten durch die zugeho¨rigen Drehachsen bestimmt werden, ist
insbesondere deren Lage und Wirkung auf die sich einstellenden Fließlinien von
Interesse. Die Belastung sei gleichma¨ßig verteilt angenommen.
3.1.1 Fließlinien und Drehachsen
Die Fließzonen einer plastizierenden Platte werden in scharnierartigen Fließlinien
konzentriert betrachtet, die bevorzugt in den sta¨rker beanspruchten Bereichen lie-
gen. Da sich die plastischen Forma¨nderungen in diesen Fließlinien konzentrieren,
werden die von ihnen umgrenzten Teilﬂa¨chen als starre Fla¨chen angenommen, fu¨r
die eine weitergehende Betrachtung entfa¨llt. Plastische Momente treten demzu-
folge ausschließlich in Fließlinien auf und werden u¨ber deren La¨nge als konstant
angesehen. Beim Systemversagen rotieren die ebenen Teilplatten um Drehach-
sen, die bei linienfo¨rmig gelagerten Platten den Kanten entsprechen. Im Falle ei-
ner Punktstu¨tze kann lediglich ausgesagt werden, dass die Drehachse u¨ber dieses
Auﬂager verla¨uft; ihre genaue Richtung bleibt zuna¨chst unbestimmt. Abgesehen
von rotationssymmetrischen Beispielen wie randgelagerte Kreisplatten, mu¨ssen
Fließlinien aus Geometriegru¨nden gerade sein. In ihrem Verlauf treten also keine
Knicke auf und an freien Ra¨ndern ko¨nnen sie aus der Platte herauslaufen. Auch
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im Platteninneren sind Ablenkungen nur beim Zusammentreﬀen von mindestens
drei Linien mo¨glich. Je nachdem aus welcher Richtung Fließlinien aufeinander
stoßen, erfordert es der kinematische Mechanismus, dass bezogen auf die neu-
trale Ebene der Platte entweder ihre Ober- oder Unterseite gestaucht wird, sie-
he Abbildung 3.1. Man unterscheidet dementsprechend in positive und negative
Fließlinien. Aus der kinematischen Zula¨ssigkeit folgt ebenso die Gesetzma¨ßigkeit,
dass eine Fließlinie, die die Grenze zwischen zwei Teilplatten bildet, durch den
Schnittpunkt ihrer beiden Drehachsen verlaufen muss. Dabei wird im Allgemei-
nen angenommen, dass die Plattenecke vertikal gehalten ist und nicht abheben
kann. Beim Sonderfall paralleler Drehachsen liegt auch die zugeho¨rige Fließlinie
parallel.
Abbildung 3.1: Zusammentreﬀen dreier Fließlinien
Betrachtet man sowohl die relativen Verdrehungen θ einzelner Plattenteile unter-
einander als auch die absoluten Verdrehungen ω der Teilebenen an ihrer Dreh-
achse, so lassen sich diese Rotationen als Vektoren auﬀassen und somit vektoriell
zerlegen oder addieren. Fu¨r kleine Winkel folgt die relative Rotation zweier Teil-
platten i und j mit
θij = ωi − ωj (3.1)
aus den beiden Absolutverdrehungen, siehe Abbildung 3.2. Die La¨nge des Vektors
entspricht dabei der Gro¨ße des Verdrehwinkels; die Richtung zeigt eine positive
oder negative Fließlinie an. Treﬀen sich mehrere Fließlinien im Platteninnern,
so la¨sst sich an jedem dieser Verzweigungspunkte eine Vektoraddition analog zu
einem Krafteck durchfu¨hren. Fu¨r die Summe der einzelnen Verdrehungen gilt
∑
θij = 0 . (3.2)
Im Gesamtbild fu¨hrt dies zu einem Vektorpolygon, das, wenn es geschlossen ist,
eine geometrisch mo¨gliche Versagensﬁgur beschreibt.
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Abbildung 3.2: Vektorielle Addition von Verdrehwinkeln
3.1.2 Versagensﬁguren
Sind alle vorgenannten Gesetzma¨ßigkeiten gegeben, so werden die Bedingungen
fu¨r einen kinematisch zula¨ssigen Mechanismus erfu¨llt. Abha¨ngig von der Beran-
dung der Platte und ihrer Lagerungsart ko¨nnen verschiedene Fließlinienﬁguren
auftreten, die in sich insofern variabel sind, als sich die Lage der einzelnen Ver-
zweigungspunkte verschieben kann. Da die Fließlinien letztlich u¨ber die Verkip-
pung und Verschneidung der einzelnen Teilplatten bestimmt werden, sind ihre
Neigungswinkel ein geeigneter Parameter zur Ermittlung von Versagensﬁguren.
In Abbildung 3.3 sind einige Beispiele von allseitig gelagerten Platten und Plat-
ten mit freien Ra¨ndern zu sehen. Abbildung 3.3a zeigt eine klassische, allseitig
gelagerte Rechteckplatte mit ihrem charakteristischen Fließlinienverlauf. In den
Abbildungen 3.3b und c ist jeweils der rechte beziehungsweise der untere Rand
frei. Dies hat zur Folge, dass an dieser Stelle Fließlinien aus der Platte herauslau-
fen ko¨nnen. Im na¨chsten Schritt (Abbildung 3.3d) ist die Ecke einer Viereckplatte
punktgestu¨tzt, wa¨hrend die beiden benachbarten Ra¨nder frei sind. Die Richtung
der durch diesen Punkt verlaufenden Drehachse eines Plattenbruchteils ist noch
nicht festgelegt und wird durch denjenigen Mechanismus bestimmt, der zur mi-
nimalen Traglast fu¨hrt. Schließlich verdeutlicht das Beispiel einer konkaven Plat-
tengeometrie (Abbildung 3.3e), dass zusa¨tzlich zu den bisher gezeigten positiven
Fließlinien auch negative auftreten ko¨nnen, sodass sich in einer Betonplatte auch
Zugrisse an der Plattenoberseite einstellen.
Sofern der Grad der Einspannung zweier benachbarter Kanten gleich ist, kann
man in erster Na¨herung davon ausgehen, dass die dazwischenliegende Fließlinie
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Drehachse
negative Fließlinie
Einzelstütze
a)
d) e)
b) c)
Abbildung 3.3: Versagensﬁguren unterschiedlich gelagerter Platten
bei einer isotrop bewehrten Betonplatte eine Winkelhalbierende darstellt. Sollte
eine der beiden Drehachsen jedoch sta¨rker eingespannt sein, so vergro¨ßert sich
der Winkel zwischen ihr und der Fließlinie. Es gilt das Prinzip, dass Steiﬁgkeiten
Kra¨fte anziehen, wodurch die Lasteinzugsﬂa¨che gro¨ßer wird.
3.2 Schnittgro¨ßen an einer Teilplatte
Zur Untersuchung von Fließlinien, die schra¨g zu den Koordinatenachsen verlau-
fen, bedarf es der na¨heren Betrachtung der in einer Teilplatte wirkenden Kra¨fte.
Dass das plastische Moment mpl zur Fließspannung σpl a¨quivalent eingefu¨hrt wer-
den kann, wurde im Abschnitt 2.2.4 gezeigt. Im Folgenden sollen die Schnittgro¨ßen
an einer isotrop bewehrten Betonplatte untersucht werden, um anschließend die
Unterschiede einer orthotropen Bewehrungsfu¨hrung in Richtung der Koordina-
tenachsen herauszuarbeiten. Die gezeigten Herleitungen gehen im Wesentlichen
auf Johansen [66] zuru¨ck und wurden von Jones [70] verallgemeinert und er-
weitert.
3.2.1 Isotrope Platten
Bei Stahlbetonplatten kann eine schra¨g zu den Bewehrungsrichtungen verlaufende
Fließlinie in Form von inﬁnitesimal kleinen Treppenstufen in Koordinatenrichtung
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Abbildung 3.4: Schra¨g zu den Bewehrungsachsen verlaufende Fließlinie
angenommen werden, wie es Abbildung 3.4 zeigt.
Legt man ein um den Winkel α gedrehtes lokales Koordinatensystem der Rich-
tungen ξ und η zugrunde, so ist das Biegemoment entlang der Fließlinie
mpl,ξ = mpl,x sin
2 α + mpl,y cos
2 α . (3.3)
Fu¨r Platten mit homogenen Materialeigenschaften oder auch isotroper Beweh-
rungsfu¨hrung gilt
mpl,x = mpl,y = mpl . (3.4)
Aus den Gleichungen wird deutlich, dass der Winkel α im Falle eines fu¨r beide
Bewehrungsrichtungen einheitlichen plastischen Moments unerheblich ist.
3.2.2 Orthotropie und Aﬃnita¨tsgesetze
Bei unterschiedlichen plastischen Fließmomenten mpl,x und mpl,y werden Letztere
u¨ber den Orthotropiekoeﬃzienten
μ =
mpl,y
mpl,x
(3.5)
auf den Wert der x-Richtung normiert, der als Referenzwert mpl gewa¨hlt wird,
sodass gilt
mpl,y = μmpl,x = μmpl . (3.6)
Die Gleichung (3.3) liefert damit
mpl,ξ = mpl
(
sin2 α + μ cos2 α
)
. (3.7)
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Bisher wurde stillschweigend davon ausgegangen, dass positive und negative
Fließlinien den gleichen plastischen Grenzmomenten unterliegen. Wenn dies nicht
der Fall ist und die oberen und unteren Bewehrungslagen unterschiedlich sind,
deﬁniert man fu¨r die Plattenoberseite – also fu¨r die negativen Fließlinien – mit
den plastischen Biegemomenten m′pl,x und m
′
pl,y einen eigenen Koeﬃzienten
μ′ =
m′pl,y
m′pl,x
. (3.8)
Zur einfacheren Behandlung orthotroper Problemstellungen wurden von Johan-
sen [66] in Abha¨ngigkeit der Orthotropiekoeﬃzienten zwei Aﬃnita¨tsgesetze for-
muliert, um mit Hilfe einer Verzerrung der Plattengeometrie quasi-isotrope Be-
dingungen herzustellen und die Gu¨ltigkeit der in Kapitel 2.2.2 idealisierten Ma-
terialeigenschaften aufrechtzuerhalten.
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Abbildung 3.5: Dreieckiges Teilstu¨ck einer orthotropen Platte
a) Ausgangszustand
b) aﬃne Verzerrung
In Abbildung 3.5a ist eine dreieckige Teilplatte dargestellt, die um die Drehach-
se θξ rotiert und deren Kanten AB eine positive und BC eine negative Fließlinie
bilden sollen. Die Kante AC sei frei. Die Resultierende der gleichma¨ßigen Be-
lastung p je Fla¨cheneinheit steht senkrecht zur Plattenebene im Schwerpunkt S.
Dessen Abstand zur Drehachse sei hx beziehungsweise hy, je nach Koordinaten-
richtung. Die vektorielle Zerlegung des virtuellen Drehwinkels δw, der durch eine
virtuelle Vertikalverschiebung δw im Punkt S hervorgerufen wird, liefert
δθx =
δw
hy
und δθy =
δw
hx
. (3.9)
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Unter der vorla¨uﬁgen Annahme von μ = μ′ folgt fu¨r die Summe der inneren
Arbeitsanteile in der Teilplatte
∑
(mpl,ξξ δθξ) =
(
mpl,xy1 + m
′
pl,xy2
) δw
hx
+
(
mpl,yx1 + m
′
pl,yx2
) δw
hy
,
(3.10a)
beziehungsweise
∑
(mpl,ξξ δθξ) =
(
mply1 + m
′
ply2
) δw
hx
+ μ
(
mplx1 + m
′
plx2
) δw
hy
. (3.10b)
Fu¨r die Gesamtplatte ergibt sich mit Gleichung (2.40)
∑[(
mply1 + m
′
ply2
) δw
hx
+ μ
(
mplx1 + m
′
plx2
)δw
hy
]
=
=
∑∫
y
∫
x
p δw (x, y) dxdy .
(3.11)
Dem soll nun eine in y-Richtung um den Faktor λ verzerrte Platte gegenu¨ber-
gestellt werden, siehe Abbildung 3.5b, die auf diese Weise isotrope Randbedin-
gungen erha¨lt. Die Versagensﬁgur bleibt qualitativ gleich, auch der Wert δw der
virtuellen Durchsenkung a¨ndert sich nicht. Mit diesen vera¨nderten Bedingungen
erha¨lt man ausgehend von Gleichung (3.10b) auf gleichem Wege den Ausdruck
∑[(
mplλy1 + m
′
plλy2
) δw
hx
+
(
mplx1 + m
′
plx2
) δw
λhy
]
=
=
∑∫
y
∫
x
p δw (x, λy) dxλdy .
(3.12)
Da λ ein konstanter Faktor ist, kann er aus dem Integral der rechten Seite her-
ausgezogen werden, sodass die Division durch λ
∑[(
mply1 + m
′
ply2
) δw
hx
+
(
mplx1 + m
′
plx2
) δw
λ2hy
]
=
=
∑∫
y
∫
x
p δw (x, y) dxdy
(3.13)
ergibt. Die direkte Gegenu¨berstellung der Gleichungen (3.11) und (3.13) liefert
den aﬃnen Verzerrungsfaktor
λ =
1√
μ
. (3.14)
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Betrachtet man auf der unverzerrten Fla¨che ein inﬁnitesimal kleines Fla¨chen-
element dA = dxdy, so erfa¨hrt seine Ausdehnung dy in y-Richtung die aﬃne
Verzerrung λdy. Eine Einzellast F , die darauf wirkt, ist damit ebenfalls einer
Skalierung unterworfen, na¨mlich
F ′ =
F√
μ
. (3.15)
Gleichma¨ßig verteilte Fla¨chenlasten p bleiben hingegen unbeeinﬂusst.
Die gezeigten Betrachtungen fu¨hren schließlich auf die beiden Aﬃnita¨tsgesetze
nach Johansen [66], deren praktische Bedeutung anhand von Beispiel 4 in Ka-
pitel 7 nachvollzogen werden kann.
Erstes Aﬃnita¨tsgesetz
Bei einer orthotropen Platte mit den la¨ngenbezogenen plastischen Hauptmomen-
ten mpl und μmpl fu¨r die untere und −m′pl sowie −μm′pl fu¨r die obere Beweh-
rungslage ko¨nnen m und −m′ mit Hilfe einer Transformation in eine entspre-
chende isotrope Platte ermittelt werden, sofern die Hauptschnitte dieselben sind,
wenn also gilt μ = μ′. Die Ausdehnungen der isotropen Platte in Richtung von
mpl und m
′
pl werden aus der orthotropen Platte mittels Division durch den Faktor√
μ gewonnen. Die jeweilige Fla¨chenlast bleibt gleich und auch die Fließlinienﬁ-
gur a¨ndert sich nicht.
Fu¨r den Fall eines unterschiedlichen Bewehrungsverha¨ltnisses μ = μ′ in der obe-
ren und der unteren Plattenschicht ergibt sich anstelle von Gleichung (3.11) der
erweiterte Ausdruck∑[(
mply1 + m
′
ply2
) δw
hx
+
(
μmplx1 + μ
′m′plx2
)δw
hy
]
=
=
∑
i
∫
y
∫
x
p δw (x, y) dxdy .
(3.16)
Wenn die Vektoren der beiden Kanten AB und BC zusammenfallen, sodass
x1 = x2 und y1 = y2, lautet der Aﬃnita¨tsfaktor
λ =
√
mpl + m′pl
μmpl + μ′m′pl
. (3.17)
Zweites Aﬃnita¨tsgesetz
Wenn eine orthotrope Platte mit den la¨ngenbezogenen plastischen Hauptmomen-
ten mpl und μmpl fu¨r die untere beziehungsweise −m′pl und −μ′m′pl fu¨r die obere
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Bewehrung vorliegt, bei der die Bedingung μ = μ′ zwar nicht mehr erfu¨llt ist,
deren positives und negatives plastisches Moment aber durch denselben Vektor be-
schrieben werden kann, dann la¨sst sich diese wie im ersten Aﬃnita¨tsgesetz durch
μ˜ =
μmpl + μ
′m′pl
mpl + m′pl
(3.18)
in eine isotrope Platte u¨berfu¨hren, wobei μ˜ den Faktor μ ersetzt. Die a¨ußere
Fla¨chenlast bleibt abermals dieselbe und auch die Fließlinienﬁgur bleibt gleich.
3.3 Berechnungsverfahren
Nach der Betrachtung der geometrischen Gesichtspunkte sind die Traglasten der
verschiedenen Versagensﬁguren von Interesse. Im Wesentlichen unterscheidet man
zwei Verfahren, die in den nachfolgenden Abschnitten eingefu¨hrt werden. Sie
ermo¨glichen eine einfache Handrechnung, wobei der Einsatz der Methode von der
vorliegenden Versagensgeometrie der Platte abha¨ngt. Ausgangspunkt ist jeweils
eine Platte mit konstantem Feldmoment mpl, die gegebenenfalls u¨ber eine aﬃne
Verzerrung der Maßsta¨be in einen isotropen Zustand u¨berfu¨hrt wurde. Die un-
terschiedlichen Einspanngrade der Plattenra¨nder werden in den Rechenverfahren
beru¨cksichtigt.
3.3.1 Grenzgleichgewichtsmethode
Ein sehr einfaches aus der Fließlinientheorie abgeleitetes Berechnungsverfahren ist
die Grenzgleichgewichtsmethode fu¨r isotrope Rechteckplatten. Neben der eigent-
lichen Traglast sind als weitere Unbekannte die Koordinaten der beiden Verzwei-
gungspunkte zu ermitteln. Da aufgrund der speziellen Plattengeometrie jedoch
eine Koordinate fu¨r beide Punkte gleich sein muss, vergleiche Abbildung 3.6, ver-
bleiben insgesamt vier Unbekannte. Diese ko¨nnen fu¨r die vier Teilplatten u¨ber
die Momentengleichgewichtsbedingungen der Drehachsen bestimmt werden.
Zuna¨chst werden die Einspannmomente der vier Kanten u¨ber einen Faktor λ′i mit
dem plastischen Feldmoment ins Verha¨ltnis gebracht, sodass gilt
m′i = λ
′
impl . (3.19)
Eine gelenkige Lagerung hat demnach den Faktor λ′i = 0. Bei einer gleichma¨ßigen
Fla¨chenbelastung wird deren a¨ußere Arbeit von ihrer Resultierenden im Fla¨chen-
schwerpunkt und der zugeho¨rigen Durchsenkung repra¨sentiert. Die inneren und
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Abbildung 3.6: Isotrope Rechteckplatte
a¨ußeren Arbeitsanteile der vier Teilplatten werden mit den Momentengleichge-
wichten der Drehachsen in allgemeiner Form aufgestellt, wobei sich die Kan-
tenla¨ngen und virtuellen Verdrehungen jeweils herausku¨rzen:
1 mpl (1 + λ
′
1) =
1
6
p h21 (3.20a)
2 mpl (1 + λ
′
2) =
1
6
p h22
(
3− 2 h1 + h3
a
)
(3.20b)
3 mpl (1 + λ
′
3) =
1
6
p h23 (3.20c)
4 mpl (1 + λ
′
4) =
1
6
p h24
(
3− 2 h1 + h3
a
)
. (3.20d)
Die bereits angesprochene Kopplung einer Verzweigungspunktkoordinate ent-
spricht der Bedingung
b = h2 + h4 . (3.21)
Aus den Gleichungen (3.20a) und (3.20c) folgt der Zusammenhang
h :=
h1√
1 + λ′1
=
h3√
1 + λ′3
(3.22)
sowie
br
2
:=
h2√
1 + λ′2
=
h4√
1 + λ′4
(3.23)
aus (3.20b) und (3.20d).
Der Faktor br wird als reduzierte Seitenla¨nge bezeichnet und ergibt sich nach
Erweiterung und Umformung aus Gleichung (3.23) zu
br =
2b√
1 + λ′2 +
√
1 + λ′4
. (3.24)
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Fu¨r die andere Seite gilt analog
ar =
2a√
1 + λ′1 +
√
1 + λ′3
. (3.25)
Nach diesen Deﬁnitionen sind die reduzierten Seitenla¨ngen einer naviergelagerten
Platte mit λ′i = 0 gleich den tatsa¨chlichen La¨ngen, also ar = a und br = b.
Folglich beschreiben ar und br im Falle einer eingespannten Randlagerung eine
gleichwertige, gelenkig gelagerte Platte mit ku¨rzeren Spannweiten, die dieselbe
Traglast erbringt.
Eingesetzt in die Gleichung (3.20b) liefern (3.22) und (3.23) fu¨r eine Platte mit
dem Seitenverha¨ltnis a ≥ b als Traglast
p =
24 mpl ar
b2r (3ar − 4h)
. (3.26)
Zusammen mit der Beziehung
p =
6mpl
h2
, (3.27)
die aus den Gleichungen (3.20a) und (3.22) gewonnen wurde, bekommt man durch
Gleichsetzen den Ausdruck
h =
1
2
br
⎛
⎝− br
ar
±
√(
br
ar
)2
+ 3
⎞
⎠ . (3.28)
Dieser fu¨hrt wiederum mit Gleichung (3.27) auf einen Traglastwert von
p =
24 mpl
b2r
(√
b2r
a2r
+ 3− br
ar
)2 , (3.29)
der nur noch von den reduzierten Seitenla¨ngen ar und br abha¨ngig ist.
Fu¨r das einfache Beispiel einer naviergelagerten Quadratplatte mit der La¨nge 
folgt also die Relation
p = 24
mpl
2
, (3.30)
wohingegen eine allseitige Einspannung mit dem Stu¨tzmoment mpl im gleichen
Beispiel wegen λ′i = 0 und somit ar = br =
√
2
mit
p = 48
mpl
2
(3.31)
auf einen doppelt so großen Wert fu¨hrt.
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3.3.2 Energiemethoden
Im Gegensatz zum Grenzgleichgewichtsverfahren, das auf die vorgestellte Wei-
se lediglich die Betrachtung von Rechteckplatten zula¨sst, sind die sogenannten
Energiemethoden universell einsetzbar. Die Grundlage liefert das Prinzip der vir-
tuellen Verschiebungen, das im Abschnitt 2.1.3 bereits eingefu¨hrt wurde. Um
dieses anwenden zu ko¨nnen, muss vor Beginn der Berechnung eine kinematisch
zula¨ssige Fließlinienﬁgur bestimmt werden. Im Zuge der virtuellen Auslenkung
des kinematischen Systems legen die Lasten an jedem Punkt der Gesamtplatte in
ihrer Wirkungsrichtung den Weg δw zuru¨ck. Die hervorgerufenen Verdrehungen
entlang der Fließlinien verrichten dabei innere Arbeit.
Unter der Voraussetzung, dass auf alle Teilﬂa¨chen i eine konstante Fla¨chenlast p
wirkt, kann die rechte Seite der Gleichung (2.40) vereinfacht werden, indem p
jeweils zu einer Resultierenden Fi zusammengefasst wird. Diese wirkt auf den
Fla¨chenschwerpunkt S und legt die virtuelle Verschiebung δwS zuru¨ck. Somit ist∑
i
∫
Ai
p δw dAi =
∑
i
(
Fi δwSi
)
. (3.32)
Dabei kommt die Annahme aus Abschnitt 2.2.3 zum Tragen, dass die Plattenteile
innerhalb des Fließliniennetzes eine virtuelle Starrko¨rperverschiebung erfahren.
Die von den a¨ußeren Lasten verrichteten virtuellen Arbeiten werden schließlich
u¨ber die Gesamtplatte aufsummiert. Auch auf der Seite der inneren Arbeit gehen
nur die Biegemomente entlang der Fließlinie in die Rechnung mit ein.
Eine orthotrop bewehrte Stahlbetonplatte wird hier ebenfalls zuna¨chst u¨ber eine
aﬃne Verzerrung der La¨ngenverha¨ltnisse in einen isotropen Zustand u¨berfu¨hrt.
Mit einem einheitlichen plastischen Moment mpl folgt aus Gleichung (2.40)∑
k
(mpl k δθk) =
∑
i
(Fi δwSi) (3.33)
fu¨r alle Plattenteile i und alle Fließlinien k der Gesamtplatte.
Betrachtet man als Beispiel die in Abbildung 3.7 dargestellte isotrope Quadrat-
platte mit gleichma¨ßiger Fla¨chenlast, so entsteht nach den geometrischen Ge-
setzma¨ßigkeiten die typische Versagensﬁgur, die nur von einem Freiheitsgrad
abha¨ngt, na¨mlich der Auslenkung δw des Punktes E.
Fu¨r jedes der vier gleich großen Plattenteile ergibt sich auf der Seite der a¨ußeren
Arbeit eine resultierende Belastung von F = 1
4
p2. Sie steht im Schwerpunkt
der Dreiecksﬂa¨che und legt einen virtuellen Weg von δwS =
1
3
δw zuru¨ck. Somit
liefert die virtuelle a¨ußere Arbeit
δΠa = 4
(
1
4
p2
1
3
δw
)
=
1
3
p2 δw . (3.34)
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Abbildung 3.7: Quadratplatte unter gleichma¨ßiger Fla¨chenlast
Im Falle einer allseitig gelenkigen Lagerung besitzen die vier Fließlinien im Inne-
ren eine La¨nge von jeweils 1√
2
. Bei einer gegenseitigen Verdrehung von δθ1 =
√
2δw

der Linien erbringt die virtuelle innere Arbeit den Beitrag
− δΠi = 4
(
mpl 2
√
2
δw

1√
2

)
= 8 mpl δw . (3.35)
Insgesamt ergibt sich eine Traglast von
p = 24
mpl
2
. (3.36)
Dies entspricht dem Ergebnis der Grenzgleichgewichtsmethode, vergleiche (3.30),
die mit einer geschlossenen Lo¨sung fu¨r Rechteckplatten einen Sonderfall dieses
Verfahrens darstellt.
Wenn die Platte mit einem aufnehmbaren Moment mpl entlang ihrer Kanten
eingespannt wird, kommen zur inneren Arbeit weitere vier Fließlinien von der
La¨nge  hinzu. Aus der Geometrie folgt an den Rotationsachsen die Verdrehung
δθ2 =
2δw

. Die Versagenslast verdoppelt sich also und man erha¨lt den Wert aus
Gleichung (3.31). Dieser Zusammenhang zeigt sich auch bei der Betrachtung von
Beispiel 2 in Kapitel 7.
Eine vereinfachte Behandlung kann durch die Abtreppung der Fließlinien erfolgen,
wie sie schon in Abschnitt 3.2.1 gezeigt wurde. Auf diese Weise wird der schra¨g
verlaufende Momentenvektor in die Richtung der Bewehrungsachsen zerlegt, die
im vorliegenden Beispiel mit den Drehrichtungen identisch sind. Abbildung 3.8
zeigt fu¨r die eingespannte Quadratplatte, wie die aus Stufen zusammengesetz-
ten Fließlinien auf die Plattenkanten projiziert werden. Dadurch kann die Kan-
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Abbildung 3.8: Quadratplatte mit abgetreppten Fließlinien
tenla¨nge  zur Berechnung des inneren Arbeitsanteils doppelt angesetzt werden.
Es folgt unter Verwendung des Winkels δθ2 aus Abbildung 3.7 fu¨r alle vier Seiten
− δΠi = 4
(
mpl 2
2δw

)
= 16 mpl δw . (3.37)
Durch die zusa¨tzlichen Beitra¨ge in den Kanten steigt die virtuelle innere Arbeit
an und es ergibt sich mit dem Arbeitssatz im Falle der Einspannung wiederum
das schon bekannte Ergebnis nach Gleichung (3.31).
Im na¨chsten Schritt wird der vorgefu¨hrte Ansatz durch eine allgemeinere Betrach-
tung erweitert, die von Avellan & Werkle [2] beschrieben wurde. Ausgehend
von beliebig gerichteten Rotationsachsen zweier Plattenteile i und j mit den ab-
soluten Winkelverdrehungen ωi und ωj folgt aus der Darstellung in Abbildung 3.9
fu¨r den inneren Arbeitsanteil der dazwischen liegenden Fließlinie mit der La¨nge
AB
δΠiAB = |mpl,y AB,x (δωi,x − δωj,x) + mpl,x AB,y (δωi,y − δωj,y)| . (3.38)
Aus den trigonometrischen Zusammenha¨ngen und Gleichung (3.6) ergibt sich
schließlich die allgemeine Form
δΠiAB = |mpl AB (μ cosα (δωi cos γi − δωj cos γj) + sinα (δωi sin γi − δωj sin γj))| .
(3.39)
Fu¨r Sonderfa¨lle wie isotrope Platten oder parallele Drehachsen wird diese Glei-
chung entsprechend vereinfacht.
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Abbildung 3.9: Fließlinien zwischen Plattenteilen mit beliebiger Drehrichtung
3.4 Traglastminimierung
Das Ziel einer jeden Berechnung mit Hilfe der Fließlinientheorie ist es, eine
mo¨glichst niedrige Traglast zu erzielen, was zugleich mit der Auﬃndung der rea-
listischsten Versagensﬁgur einhergeht. Wie bereits festgestellt wurde, treten die
maximal aufnehmbaren Momente mpl innerhalb der Fließlinien auf. Deshalb ste-
hen nun die Eigenschaften solcher Maxima im Blickpunkt sowie der Einﬂuss, den
lokale Eﬀekte – beispielsweise in den Plattenecken – darauf ausu¨ben.
3.4.1 Maximalprinzip
Das Maximalprinzip der Fließlinientheorie besagt, dass die Fließlinienﬁgur von
denjenigen Fließlinien ausgebildet wird, in denen das maximale Moment auftritt.
Die im reziproken Verha¨ltnis zum plastischen Moment mpl stehende gleichma¨ßig
verteilte Fla¨chenlast p ist dementsprechend die minimale Traglast. Sie ha¨ngt von
verschiedenen geometrischen Parametern xi ab und la¨sst sich allgemein als Funk-
tion
p = f (x1, . . . , xn) (3.40)
aus n verschiedenen Parametern angeben. Die Extremalbedingung fordert, dass
die partielle Ableitung nach jedem Parameter zu Null wird,
∂p
∂xi
= 0 . (3.41)
Wenn die unbekannten Gro¨ßen nichtlinear in die Gleichung eingehen, was gewo¨hn-
lich der Fall ist, ko¨nnen sich mehrere Lo¨sungen ergeben. Aus Gru¨nden der Nicht-
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linearita¨t darf das aus der linearen Elastizita¨tstheorie bekannte Superpositions-
gesetz nicht ohne Weiteres angewendet werden.
Johansen [66] hat jedoch gezeigt, dass beim gleichzeitigen Auftreten mehre-
rer Lastfa¨lle die Summe der zur Abtragung erforderlichen plastischen Momente
der Einzellastfa¨lle das fu¨r den Gesamtlastfall erforderliche plastische Moment nie
unterschreitet: ∑
i
mpl,LFi ≤ mpl,Σ(LFi) . (3.42)
Es ist also bei der Ermittlung eines plastischen Moments mo¨glich, die einwirken-
den Lastfa¨lle getrennt zu behandeln und dabei unterschiedliche Fließlinienﬁguren
zu verwenden. Voraussetzung ist allerdings, dass alle mpl,LFi das gleiche Vorzei-
chen besitzen.
3.4.2 Iterative Methode
Betrachtet man eine Traglastfunktion nach Gleichung (3.40), so ist ein Minimum
genau dann gefunden, wenn die Bedingungen (3.41) erfu¨llt sind. Da es mehrere
Lo¨sungen geben kann, ist nicht sicher, ob es sich um das globale oder nur um ein
lokales Traglastminimum handelt.
Praktisch la¨sst sich ein Minimum durch Variieren der Parameter xi ﬁnden, die
eine zula¨ssige Fließlinienﬁgur charakterisieren. Ist ein Minimum erreicht, so ist
die beste Versagensﬁgur gefunden, die sich mit dem gewa¨hlten Fließliniennetz
erreichen la¨sst. Es besteht jedoch trotzdem noch die Mo¨glichkeit, dass ein anders
gewa¨hlter Versagensmechanismus zu einem tiefer gelegenen Traglastwert fu¨hren
ko¨nnte. Aus dieser Schwierigkeit heraus ist es notwendig, verschiedene Fließlini-
enkonﬁgurationen zu untersuchen.
Bei der praktischen Anwendung der Iterationsmethode werden mit Gleichung
(3.33) zuna¨chst fu¨r alle Teilplatten die einzelnen Werte der Traglast berechnet.
Diese werden anschließend gemittelt, da die Gesamtplatte letztlich ein einheitli-
ches Ergebnis liefern muss. Aufgrund der Abweichung des jeweiligen Teilergeb-
nisses zum arithmetischen Mittel wird die Fla¨che des entsprechenden Segments
solange vergro¨ßert oder verkleinert, bis alle Ergebnisse innerhalb eines gewissen
Toleranzbereichs liegen. Es zeigt sich dabei, dass die Traglastfunktion in der Na¨he
des Minimums in der Regel sehr ﬂach verla¨uft, sodass geringfu¨gige Abweichungen
der Parameter kaum einen Einﬂuss auf das Endergebnis haben. Umgekehrt be-
deutet dies, dass die Lage der Verzweigungspunkte durchaus eine gewisse Toleranz
besitzt.
Abbildung 3.10 macht das iterative Vorgehen anhand einer naviergelagerten
Rechteckplatte deutlich. Ausgehend von einer sehr ungu¨nstigen Annahme mit
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Abbildung 3.10: Variation einer Fließlinienﬁgur und qualitativer Verlauf der Traglast
hohem Traglastfaktor wechselt die Ausgangskonﬁguration beim Zusammentref-
fen der beiden Verzweigungspunkte in eine andere und ﬁndet schließlich ein Mi-
nimum. Da es sich um ein symmetrisches Problem handelt, sind auf der Abszisse
die jeweils gleichen Parameter der beiden Verzweigungspunkte zusammengefasst
angetragen. Dass die Annahme eines konvexen Funktionsverlaufs berechtigt ist,
wird in Abschnitt 6.2.1 gezeigt.
3.4.3 Lokale Eﬀekte
Nachdem fu¨r die Gesamtplatte eine optimale Konﬁguration gefunden wurde, kann
das so erzielte Traglastminimum durch lokale Verfeinerungen noch weiter redu-
ziert werden. Insbesondere in den Eckbereichen einer Platte ergeben sich große
Abweichungen gegenu¨ber dem tatsa¨chlichen Verformungsverhalten. Dem kann
mit einer Anna¨herung an die Realita¨t durch sogenannte Wippen oder Fa¨cher,
wie sie in Abbildung 3.11 gezeigt sind, Rechnung getragen werden.
Zur Idealisierung eines Wippenmechanismus gibt es zwei Varianten, die in Abbil-
dung 3.11b und c dargestellt sind. Bei beiden teilt sich die urspru¨ngliche Fließlinie
in zwei Richtungen auf, die in den Punkten A beziehungsweise B auf die gela-
gerte Randkante treﬀen. Im Fall einer nichtverankerten Ecke (Abbildung 3.11b)
bildet sich entlang der Verbindungsgeraden AB eine Drehachse aus, wovon sich
die Bezeichnung Wippe ableitet. Gehaltene Ecken erzeugen zwischen A und B
eine negative Fließlinie sowie eine neue dreieckige Teilplatte und eine ebenfalls
dreieckige, waagerechte Restﬂa¨che (Abbildung 3.11c). Im Gegensatz zum Aus-
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Abbildung 3.11: Wippen und Fa¨cher in einer Plattenecke
gangszustand in Abbildung 3.11a, der lediglich vom Richtungswinkel der Fließli-
nie abha¨ngig ist, werden Wippen durch den Abstand a und den Winkel α zwischen
der jeweiligen Fließlinie und der zugeho¨rigen Randkante charakterisiert. Solche
Mechanismen wurden von Johansen [67], Haase [50] und Wood [151] fu¨r ach-
sensymmetrische Beispiele analytisch untersucht. Außerdem stellte Johansen in
Abha¨ngigkeit des Eckwinkels γ < 90◦ die folgenden empirischen Verha¨ltnisse der
beiden Traglastfaktoren p1 und p2 zwischen einer Konstellation mit beziehungs-
weise ohne Verfeinerung auf:
p1
p2
=
⎧⎪⎪⎨
⎪⎪⎩
0, 9
sin γ
2
+ 1
3
sin γ
2
+ 0, 1
fu¨r γ ≤ 60◦
1
8
(
11− 2 sin γ
2
)
fu¨r γ ≥ 60◦ .
(3.43)
Diese Ausdru¨cke erfassen die Reduzierung der erreichten Traglast durch die loka-
len Eckeﬀekte relativ genau. Dennoch zeigt schon der Charakter der Gleichungen,
dass es sich um Na¨herungslo¨sungen handelt. Abbildung 3.12 verdeutlicht außer-
dem, dass eine Verfeinerung der Fließlinienﬁgur in den Ecken umso wahrscheinli-
cher wird, je spitzer der zwischen zwei gelagerten Kanten eingeschlossene Winkel
ist.
Im Falle einer Fa¨cherstruktur wird die urspru¨ngliche Fließlinie im Eckbereich
in mehrere verzweigte Linien aufgespalten. Dabei verteilt sich auch der Rotati-
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Abbildung 3.12: Verha¨ltnis der Traglasten mit und ohne lokale Eckeﬀekte
onswinkel der benachbarten Teilplatten, sodass insgesamt ein realistischeres Ab-
bild der dort beﬁndlichen Fließzone erreicht wird. Gleichzeitig wird die negative
Fließlinie vom Schnittpunkt der Kanten ins Platteninnere verschoben und aus-
gerundet, siehe Abbildung 3.11d. Auch die Fa¨chermechanismen lassen sich mit
Hilfe zweier Parameter ausdru¨cken. An die Stelle von Fließlinienwinkel α und
Abstand a treten die Aufweitung β am Verzweigungspunkt und der Radius r des
Fa¨chers. Die genaue Anzahl der einzelnen Fa¨cherlinien ist dabei nicht von Bedeu-
tung, da weniger Linien im Gegenzug gro¨ßere Rotationen erbringen mu¨ssen. Ein
einzelnes inﬁnitesimal kleines Fa¨cherelement, wie in Abbildung 3.13 dargestellt,
verrichtet einen inneren Arbeitsanteil von
− δΠi = (mpl + m′pl) δwr rdβ = (mpl + m′pl) δw dβ , (3.44)
rd

d
r
Abbildung 3.13: Inﬁnitesimales Fa¨cherelement
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Abbildung 3.14: Gelenkig gelagerte Quadratplatte mit Fa¨chermechanismus
was u¨ber den Winkel β den gesamten Beitrag
− δΠi =
∫
β
(
mpl + m
′
pl
)
δw dβ =
(
mpl + m
′
pl
)
β δw (3.45)
liefert.
Als Beispiel sei noch einmal die gelenkig gelagerte Quadratplatte aus Ab-
schnitt 3.3.2 angefu¨hrt. Sie soll nun den in Abbildung 3.14 gezeigten, realistische-
ren Versagensmechanismus aufweisen. Aus der Geometrie ergibt sich fu¨r jeden
Radius
r =

2 sin
(
π
4
+ β
2
) . (3.46)
Unter der Annahme, dass die Platte lediglich eine untere Bewehrung besitzt,
leisten die negativen Fließlinien entlang der Fa¨cherbo¨gen keinen Beitrag. Mit
der Durchsenkung δw erbringen daher vier Fa¨cher und vier Dreiecksﬂa¨chen die
virtuelle innere Arbeit
−δΠi = 4
(
mpl β δw + mpl  cot
(
π
4
+
β
2
)
2δw

)
=
= 4 mpl β δw + 8 mpl
(
π
4
+
β
2
)
δw . (3.47)
Die bei der a¨ußeren Arbeit mitwirkende Fla¨che setzt sich aus den vier Fa¨cher-
ﬂa¨chen mit jeweils A = β
2
r2 und den vier verbleibenden Dreiecksﬂa¨chen zusam-
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men. Es folgt bei einer Durchsenkung δwS =
1
3
δw aller Schwerpunkte
δΠa = 4
⎛
⎝p β
2
(

2 sin
(
π
4
+ β
2
)
)2
1
3
δw + p
1
4
2 cot
(
π
4
+
β
2
)
1
3
δw
⎞
⎠ =
= p
(
β2
6 sin2
(
π
4
+ β
2
) + 1
3
2 cot
(
π
4
+
β
2
))
δw (3.48)
als a¨ußerer Arbeitsanteil. Daraus liefert die Arbeitsgleichung die erreichte Traglast
p = 24
mpl
2
⎛
⎝ β + 2 cot (π4 + β2 )
β
sin2(π4+
β
2 )
+ 2 cot
(
π
4
+ β
2
)
⎞
⎠ , (3.49)
deren Minimum
p = 21, 7
mpl
2
(3.50)
bei einem Winkel β = 30◦ erreicht wird, wohingegen β = 0◦ den bereits bekannten
Wert von 24
mpl
2
ergibt. Die Tatsache, dass dieser Koeﬃzient unter der Beru¨ck-
sichtigung von hyperbolischen Fa¨cherverla¨ufen noch weiter auf 21, 4
mpl
2
reduziert
werden kann, unterstreicht die Komplexita¨t lokaler Einﬂu¨sse bereits in diesem
einfachen Fall, siehe Wood & Jones [152] und Fox [37]. Mo¨rsch [99] fasst die
Ergebnisse von zehn Plattenversuchen ohne obere Eckbewehrung zusammen, die
von von Bach & Graf [145] durchgefu¨hrt wurden. Fu¨r die Bruchlast ergibt
sich dabei ein Mittelwert von p = 21, 76
mpl
2
, der dem Wert aus (3.50) sehr nahe
kommt. Eine Reihe von nichtlinearen numerischen Berechnungen an Quadratplat-
ten wird von Pardey [111] diskutiert. Deren Mittelwert liegt mit p = 23, 31
mpl
2
jedoch na¨her an 24
mpl
2
und ist gro¨ßer als die Ergebnisse der Fließlinientheorie
mit Wippen oder Fa¨chern. Der Grund liegt darin, dass bei letzteren die obere
Eckbewehrung nicht beru¨cksichtigt wird.
Ein weiterer Aspekt von lokalen Einﬂu¨ssen sind punktuelle Einwirkungen wie
Einzellasten oder Stu¨tzen. Verzweigungspunkte von Fließlinienﬁguren stellen sich
in der Regel unter solchen Singularita¨ten ein; auch der Verzweigungspunkt von
Eckfa¨chern kann durch eine entsprechend positionierte Einzellast erzwungen wer-
den. Im Platteninneren ko¨nnen Punktlasten oder Einzelstu¨tzen insbesondere bei
eingespannten Platten zu einem lokalen, kegelfo¨rmigen Durchstanzversagen mit
radialen Fließlinien fu¨hren, siehe Beispiel 9 in Kapitel 7. Abbildung 3.15 zeigt
einen Durchstanzkegel unter einer Einzellast mit radialen Fließlinien. Ihre genaue
Anzahl ist wie beim Fa¨chermechanismus unerheblich, da sich die entgegengesetzt
gerichteten Rotationen δθi gegenseitig aufheben. U¨brig bleibt die Verkippung
δωi =
δw
r
der einzelnen Bruchstu¨cke i, die u¨ber den Gesamtumfang verschmiert
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Abbildung 3.15: Durchstanzkegel einer Einzellast
werden ko¨nnen. Somit ergibt sich mit den Arbeitsanteilen
δΠa = F δw , (3.51a)
−δΠi = (mpl + m′pl) 2πr δwr (3.51b)
fu¨r die Einzellast
F = 2π
(
mpl + m
′
pl
)
. (3.52)
Die Gleichung verdeutlicht, dass der Wert der Einzellast unabha¨ngig von allen
Abmessungen ist. Es handelt sich daher zugleich um die maximal aufnehmbare
Last Fu. Im Falle einheitlicher plastischer Momente (mpl = m
′
pl) erha¨lt man
schließlich Fu = 6, 28 mpl.
Bei Lasten auf freien Ra¨ndern ha¨ngt das Ergebnis von mehreren Einﬂusspara-
metern ab. Beispielhaft soll ein Versagensmechanismus wie in Abbildung 3.16
vorgefu¨hrt werden, bei dem ausgehend von einem Teilkreis in einem Winkel von
α = 45◦ tangentiale Fließlinien aus der Platte herauslaufen. Wa¨hrend der a¨uße-
re Arbeitsanteil aus Gleichung (3.51a) gleich bleibt, beeinﬂussen die vera¨nderten
r

r
Abbildung 3.16: Einzellast auf einem freien Plattenrand
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La¨ngen der positiven und negativen Fließlinien die innere Arbeit und liefern
− δΠi =
(
mpl
(πr
2
)
+ m′pl
(πr
2
+ 2r
)) δw
r
. (3.53)
Insgesamt folgt fu¨r den gewa¨hlten Mechanismus bei wiederum gleich großen plas-
tischen Momenten eine maximale Traglast von Fu = 5, 14 mpl; verglichen mit
dem Vollkreis also ein geringerer Wert.
3.4.4 Konsequenzen fu¨r Optimierungsansa¨tze
Zusammenfassend la¨sst sich feststellen, dass das Iterationsverfahren in Verbin-
dung mit Optimierungsmethoden fu¨r die Berechnung beliebig berandeter Platten
am besten geeignet erscheint. Jedoch kann der Ausgangsmechanismus das Ender-
gebnis entscheidend beeinﬂussen, weshalb schon vorab eine sorgfa¨ltige Wahl der
realistischsten Konﬁguration erfolgen muss. Um dies zu verallgemeinern, werden
in der Literatur zumeist Ansa¨tze gewa¨hlt, die von entsprechend feinen Netzstruk-
turen ausgehen (vergleiche Ramsay & Johnson [118]), was aber im Gegenzug
mit einem deutlich erho¨hten Rechenaufwand verbunden ist.
Außerdem zeigt es sich, dass lokale Eﬀekte bei der Suche nach einem Traglastmini-
mum ein nicht triviales Problem darstellen. Allein dem Verhalten der Eckbereiche
von versagenden Platten wurden in der Vergangenheit umfangreiche Abhandlun-
gen gewidmet, beispielsweise von Johansen [67], Haase [51], Sawczuk & Jae-
ger [124] mit analytischen Ansa¨tzen, sowie in neuerer Zeit von Thavalingam
et al. [140] in numerischer Herangehensweise. Aus diesen Gru¨nden werden loka-
le Einﬂu¨sse bei der Betrachtung von komplizierteren Problemstellungen ha¨uﬁg
außer Acht gelassen.
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4 Optimierungsverfahren
Die Suche nach einem Traglastminimum ist ein klassisches Optimierungsproblem.
Deshalb wird zuna¨chst ein U¨berblick zu den ga¨ngigen Lo¨sungsmethoden und de-
ren Anwendbarkeit fu¨r die vorliegenden Problemstellungen gegeben. Zur spa¨te-
ren Implementierung werden einige Algorithmen und Verfahren beno¨tigt, die an-
schließend zusammengetragen werden. Einfu¨hrende Darstellungen zum Thema
Optimierung ﬁnden sich beispielsweise in Bunday [15], Jarre & Stoer [61],
Jungnickel [72], Krabs [81], Ku¨nzi et al. [78] und Lawo [85]. Anwendungen
der Strukturoptimierung werden insbesondere in Eschenauer et al. [31] sowie
Haftka et al. [52] aufgezeigt. Aus der Fu¨lle an weiterfu¨hrenden Fachbu¨chern
sei an dieser Stelle auf die Literatur von Fletcher [34], Geiger & Kan-
zow [39, 40], Gerdes et al. [41], Gill & Murray [42], Gill et al. [43], Lu-
enberger [90, 91], sowie Minoux [96], Papageorgiou [110], Spellucci [134],
Vanderbei [144] und Weicker [148] hingewiesen.
4.1 Diskussion verschiedener Lo¨sungsstrategien
Im Bereich der Optimierung haben sich in den vergangenen Jahrzehnten der spe-
ziﬁschen Problematik entsprechend verschiedene Disziplinen und Methoden ent-
wickelt. Eine exakte Klassiﬁzierung ist jedoch schwierig, da sie nach unterschiedli-
chen Aspekten erfolgen kann. Dennoch ist vor der Entscheidung fu¨r ein geeignetes
Verfahren das Versta¨ndnis der verschiedenen Herangehensweisen notwendig. Eine
sehr umfangreiche Darstellung hierzu ist beispielsweise in Littger [87] zu ﬁnden.
4.1.1 Allgemeine Aufgabenstellung
Allen Ansa¨tzen gemeinsam ist die Zielsetzung, fu¨r eine bestimmte Problemstel-
lung die optimale Lo¨sung zu ﬁnden. Mathematisch gesehen entspricht dies der
sogenannten Zielfunktion Z mit
Z ≡ f (x)→ min , (4.1)
die von den Designvariablen x bestimmt ist. Maximierung und Minimierung der
Zielfunktion lassen sich durch Multiplikation mit −1 ineinander umwandeln. So-
fern keine weiteren Randbedingungen gegeben sind, spricht man von einem unbe-
schra¨nkten Problem. Demgegenu¨ber stehen die beschra¨nkten Probleme, bei denen
zusa¨tzlich zur Lo¨sung der Zielfunktion noch eine oder mehrere Nebenbedingungen
der Form
g (x) ≤ 0 (4.2)
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erfu¨llt werden mu¨ssen.
Beispielhaft kann dies anhand eines zwischen zwei Punkten A und B zuru¨ck-
zulegenden Weges veranschaulicht werden. Idealerweise wu¨rde man die ku¨rzeste
Strecke wa¨hlen. Doch auch bei der Wahl der direktesten Verbindung sind mo¨gli-
cherweise noch weitere Fragestellungen entscheidend wie zum Beispiel die Art der
Fortbewegung oder des erforderlichen Aufwandes.
Angesichts der oft großen Menge an Lo¨sungsmo¨glichkeiten kann es sinnvoll sein,
weitere einschra¨nkende Annahmen zu treﬀen. Deshalb kommt die Nichtnegati-
vita¨tsbedingung
xi ≥ 0 (4.3)
fu¨r reellwertige (xi ∈  ) oder ganzzahlige (xi ∈ ) Variablen hinzu.
4.1.2 Klassiﬁzierung von Problemstellungen und Methoden
Eine Klassiﬁzierung der Optimierungsverfahren kann nach verschiedenen Ge-
sichtspunkten erfolgen. Die Unterscheidung in beschra¨nkte und unbeschra¨nkte
Probleme wurde bereits angesprochen. Jedoch sind die Grenzen in Bezug auf die
Berechnungsansa¨tze ﬂießend, da zur Behandlung der Nebenbedingungen meist
wieder auf Methoden der unbeschra¨nkten Optimierung zuru¨ckgegriﬀen wird. Sind
im Zuge einer Mehrkriterienoptimierung gleich zwei oder mehrere Optima zu er-
zielen, so mu¨ssen entsprechend viele Zielfunktionen erfu¨llt werden. Demgegenu¨ber
bezeichnet man eine Funktion, die von mehreren Variablen xi abha¨ngt, als mehr-
dimensional. Schließlich wird abha¨ngig vom Verlauf der Zielfunktion in lineare
und nichtlineare Programmierung unterschieden, wobei die Bedeutung des Be-
griﬀs Programmierung im Sinne von Optimierung zu verstehen ist. Die Gleichun-
gen (4.4) und Tabelle 4.1 zeigen eine vereinfachte Klassiﬁzierung der jeweiligen
Bezeichnungen.
Eine weitere Einteilung kann nach der Verfahrensart getroﬀen werden. Es gibt
zum einen unterschiedliche Genauigkeitsanspru¨che an die Resultate. Wa¨hrend
manchmal schon eine ungefa¨hre Lo¨sung mit Hilfe von heuristischen Na¨herungs-
verfahren oder Analogiebetrachtungen wie das Simulated Annealing (vergleiche
Kirkpatrick et al. [76]) ausreicht, erfu¨llen andere Optimierungsaufgaben ma-
thematisch strengere Kriterien. Zu dieser Gruppe geho¨ren neben den Penalty- und
Barriere-Methoden sowie der dynamischen Programmierung (vergleiche Bell-
man [10] und Bellman & Dreyfus [11]) auch die kombinatorischen Verfahren
und die mathematische Programmierung, die sich unter anderem in die lineare
und nichtlineare Programmierung gliedert, siehe beispielsweise Lootsma [89].
Auf der anderen Seite kann es vorkommen, dass die gewu¨nschte Zielsetzung gar
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fk
(
xjn
)→ min (4.4a)
gm
(
xjn
) ≤ 0 (4.4b)
xi ≥ 0 mit xi ∈   (4.4c)
Einkriterienoptimierung k = 1
Mehrkriterienoptimierung k > 1
Eindimensionales Problem n = 1
Mehrdimensionales Problem n > 1
Lineare Programmierung j = 1
Nichtlineare Programmierung j ∈  
Unbeschra¨nktes Problem m = 0
Beschra¨nktes Problem m ≥ 1
Tabelle 4.1: Klassiﬁzierung von Problemstellungen
nicht genau umrissen werden kann. Ein aus der menschlichen Erfahrung bekann-
tes Beispiel fu¨r eine unscharfe Formulierung ist die im Wesentlichen vonNegoita
& Ralescu [104] begru¨ndete Fuzzy-Optimierung: Die Anna¨herung an ein Op-
timum wird hier nur u¨ber die Erho¨hung oder Reduzierung der Parameterwerte
erreicht, ohne eine quantitative Zielvorgabe.
Ein wesentlicher Aspekt sind auch die Algorithmen, die zur analytischen Auf-
ﬁndung der Extremstelle dienen. Sie richten sich nach dem Charakter der zu
optimierenden Funktion. Fu¨r diﬀerenzierbare Funktionsverla¨ufe bieten sich Ab-
stiegsverfahren an, die je nach Grad der Ableitung in Verfahren erster und zweiter
Ordnung unterschieden werden. Letztere kommen jedoch wegen der Schwierigkeit
einer zweimaligen Diﬀerenziation eher selten oder nur in abgewandelter Form zur
Anwendung. Ha¨uﬁger ﬁnden sich Verfahren, die mit nur einer Ableitung auskom-
men. Weit verbreitet ist die Methode der konjugierten Gradienten nach Flet-
cher & Reeves [36]. Handelt es sich allerdings um nicht stetige oder nur schwer
diﬀerenzierbare Funktionen, so stehen fu¨r diese Fa¨lle die direkten Suchmetho-
den zur Verfu¨gung. Zu ihnen geho¨rt das bekannte Simplex-Verfahren, das von
Dantzig [23] entwickelt und von Nelder & Mead [105] fu¨r mehrdimensionale
Probleme erweitert wurde.
Sind keine oder nur wenige der Zielgro¨ßen bekannt oder wenn Ru¨ckwirkun-
gen des Ergebnisses auf die Ausgangssituation zu erwarten sind, wird eine
Sensitivita¨tsanalyse durchgefu¨hrt, vergleiche beispielsweise Rottner [123] und
Schwarz [127]. Eine der Mo¨glichkeiten besteht darin, durch Variieren der Para-
meter zu untersuchen, ob und in welchem Maße sie voneinander abha¨ngen und
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wie sie das Ergebnis der Zielfunktion beeinﬂussen. Eine solche Betrachtung dient
auch zur Kla¨rung des Charakters eines Optimierungsproblems; so kann unter
anderem ermittelt werden, inwieweit eine lineare oder nichtlineare Abha¨ngigkeit
einzelner Parameter gegeben ist. Auch bei der Ermittlung von Gradienten werden
Sensitivita¨tsanalysen eingesetzt.
4.1.3 Wahl eines geeigneten Verfahrens
Vor der Entscheidung fu¨r ein bestimmtes Optimierungsverfahren muss die For-
mulierung der Problemstellung und ihre Klassiﬁzierung erfolgen. Da bei der An-
wendung der Fließlinientheorie die Minimierung der Traglast die einzige Ziel-
vorgabe ist, handelt es sich um eine Einkriterienoptimierung. Hinzu kommt als
Randbedingung die Forderung nach Erfu¨llung der kinematischen Zula¨ssigkeit. Die
mathematische Beschreibung wird – abha¨ngig von der Bewegungsfreiheit der Ver-
zweigungspunktkoordinaten in einer Fließlinienﬁgur – durch mehrere Gleichun-
gen erfolgen. Es sind also Schranken zu deﬁnieren. Gleichzeitig wird klar, dass zur
Lo¨sung der Aufgabe mehrere Variablen x vera¨ndert werden mu¨ssen, die in den
Funktionen jeweils linear auftauchen. Man erha¨lt schließlich ein mehrdimensio-
nales, lineares Problem. In der Konsequenz leitet sich aus den Gleichungen (4.4a)
bis (4.4c) eine Formulierung ab, die aus einer Zielfunktion, mehreren Nebenbe-
dingungen sowie der Nichtnegativita¨tsbedingung fu¨r jede Optimierungsvariable
xi besteht:
f (x1, . . . , xn)→ min (4.5a)
g1 (x1, . . . , xn) ≤ 0
...
... (4.5b)
gm(x1, . . . , xn) ≤ 0
xi ≥ 0 mit xi ∈   . (4.5c)
Die sukzessive Reduzierung der Traglast im Abschnitt 3.4.2 hat bereits gezeigt,
dass deren Funktion einen kontinuierlichen Verlauf aufweist und dass sie innerhalb
einer Fließlinienkonﬁguration konvex ist, vergleiche Abbildung 3.10. Auch die
zugeho¨rige Ableitung ist in diesem Bereich stetig, daher liegt die Anwendung
eines Gradientenverfahrens nahe. Jedoch kann der U¨bergang zu einer anderen
Konﬁguration eine Unstetigkeitsstelle bedeuten. In Abschnitt 5.4.3 und Ramsay
& Johnson [117] wird auf diese Frage genauer eingegangen.
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Zur qualitativen Veranschaulichung ist in Abbildung 4.1 der Funktionsverlauf der
Traglast u¨ber zwei Verzweigungspunktkoordinaten x1 und x2 aufgetragen. Das
Beispiel zeigt, dass zwei Talsenken durch eine Erhebung voneinander getrennt
sind. Es stellt sich daher das Problem, einen geeigneten Ausgangspunkt so zu
wa¨hlen, dass das am tiefsten gelegene Minimum gefunden wird.
Ein Lo¨sungsansatz ko¨nnte darin bestehen, die Landschaft zu durchwandern und
gegebenenfalls an geeigneten Stellen in die Nachbarregion zu wechseln. Dies fu¨hrte
zwar vom gewa¨hlten Standpunkt aus zum besten erreichbaren Minimum, wu¨rde
aber noch nicht garantieren, dass tatsa¨chlich alle Ta¨ler durchwandert werden.
Besser wa¨re es, mit dem Wissen u¨ber die mo¨glichen Versagensmechanismen ei-
ne Suche mit mehreren Ausgangspunkten zu starten, auch auf die Gefahr hin,
dass sich zwei oder mehrere in derselben Region bewegen. Denkbar wa¨re es auch,
verschiedene Konstellationen miteinander zu kreuzen, bis die gu¨nstigsten Eigen-
schaften in der bestmo¨glichen Kombination zum Traglastminimum fu¨hren. Aus
Sicht der Optimierung stu¨nde hierfu¨r neben einer Lo¨sung auf der Basis von Such-
verfahren oder den Gradientenmethoden auch noch die Anwendung von Evoluti-
onsstrategien zur Verfu¨gung.
x1
f( )x
x2
Abbildung 4.1: Qualitativer Verlauf einer Traglastfunktion
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4.2 Lineare Programmierung
Die wichtigste Gruppe der Optimierungsverfahren ist die mathematische Pro-
grammierung. Sie beinhaltet unter anderem die lineare und die nichtlineare Pro-
grammierung, zu der auch das im Anschluss gezeigte Simplex-Verfahren za¨hlt.
Fu¨r die Probleme der Fließlinientheorie genu¨gen jedoch die Formulierungen der
linearen Programmierung, die im Folgenden dargestellt werden. Detailliertere
Ausfu¨hrungen ﬁnden sich beispielsweise in Chva´tal [19], Luenberger [91] und
Vanderbei [144].
4.2.1 Normalform der linearen Programmierung
Sind f und gj lineare Funktionen der Optimierungsvariablen xi, so spricht man
von einer linearen Programmierung. Aus den Gleichungen (4.1) und (4.2) folgt
mit den Koeﬃzienten ci und aji (mit i = 1 . . . n und j = 1 . . .m) fu¨r Zielfunktion
und Nebenbedingungen
c1x1 + c2x2 + c3x3 + . . . + cnxn → min (4.6a)
a11x1 + a12x2 + a13x3 + . . . + a1nxn ≤ b1
a21x1 + a22x2 + a23x3 + . . . + a2nxn ≤ b2
a31x1 + a32x2 + a33x3 + . . . + a3nxn ≤ b3 (4.6b)
...
...
...
. . .
...
...
am1x1 + am2x2 + am3x3 + . . . + amnxn ≤ bm ,
x1, . . . , xn ≥ 0 mit xi ∈   . (4.6c)
Trotz der Bedingung (4.6c) ko¨nnen die Variablen xi auch negative Werte erzielen,
indem man sie zuna¨chst umschreibt in
xi = xi1 − xi2 mit xi1, xi2 ≥ 0 . (4.7)
Zur besseren Handhabung werden die Ungleichungen (4.6b) nun mit Hilfe von
Schlupfvariablen x¯j in Gleichungen umgewandelt. Dies fu¨hrt auf die Standard-
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oder Normalform
c1x1 + c2x2 + c3x3 + . . . + cnxn → min (4.8a)
a11x1 + a12x2 + a13x3 + . . . + a1nxn + x¯1 = b1
a21x1 + a22x2 + a23x3 + . . . + a2nxn + x¯2 = b2
a31x1 + a32x2 + a33x3 + . . . + a3nxn + x¯3 = b3 (4.8b)
...
...
...
. . .
...
...
...
am1x1 + am2x2 + am3x3 + . . . + amnxn + x¯m = bm ,
x1, . . . , xn ≥ 0 mit xi ∈   , (4.8c)
x¯1, . . . , x¯m ≥ 0 mit x¯j ∈   . (4.8d)
Wie die Optimierungsvariablen sind auch die Schlupfvariablen unbekannt. Fu¨r sie
wird eine zusa¨tzliche Nichtnegativita¨tsbedingung (4.8d) eingefu¨hrt, womit sich
das Problem auf n + m Unbekannte erweitert.
4.2.2 Basislo¨sungen
Kompakter ausgedru¨ckt folgt aus diesen Formulierungen
cTx → min (4.9a)
Ax = b (4.9b)
x ≥ 0 ; x ∈   (4.9c)
mit den Vektoren cT und x aus Zielfunktion und Optimierungsvariablen, sowie
einer Koeﬃzientenmatrix A aus den Nebenbedingungen. Es sind
cT =
[
c1 . . . cn 0 . . . 0
]
, (4.10)
A =
⎡
⎢⎣
a11 . . . a1n 1
...
. . .
...
. . .
am1 . . . amn 1
⎤
⎥⎦ , (4.11)
b =
⎡
⎢⎣
b1
...
bm
⎤
⎥⎦ und x =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1
...
xn
x¯1
...
x¯m
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.12)
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Die Koeﬃzientenmatrix A setzt sich demnach aus m Zeilen und n + m Spalten
zusammen. Sofern A den vollen Rang besitzt, existieren m linear unabha¨ngige
Spalten. Aus diesen wird durch Umgruppieren eine quadratische, nichtsingula¨re
Matrix AB gewonnen, die mit
xB = A
−1
B b (4.13)
die sogenannte Basislo¨sung des Problems liefert. Die daraus ermittelten Werte xB
bezeichnet man als Basisvariablen. Sie bilden einen Teilbereich des Vektors x,
dessen restliche Nichtbasisvariablen xN zu Null gesetzt werden. Auf diese Weise
gliedern sich A und x in
A =
[
AB AN
]
und x =
[
xB
xN
]
. (4.14)
Anschaulich zeigt sich die Gesamtstruktur in einem sogenannten Simplex-Tableau
wie es in Abbildung 4.2 schematisch dargestellt ist. Mo¨glich ist auch, dass A mehr
als m linear unabha¨ngige Spalten besitzt. Die Einteilung in AB und AN ist dann
nicht mehr eindeutig und es existieren mehrere Basislo¨sungen.
x
T
c
T
x
T
c
T
Z
bAB AN
Basisvektoren Nichtbasisvektoren
}
=
=
}Basisvariablen Nichtbasisvariablen
B
B
N
N
Abbildung 4.2: Simplex-Tableau aus Basis- und Nichtbasisvariablen
Falls eine oder mehrere Basisvariablen zu Null werden, spricht man von einer
degenerierten Lo¨sung. In diesem Fall ko¨nnen die entsprechenden Elemente aus
xB gegen Variablen aus dem Vektor der Nichtbasisvariablen xN getauscht wer-
den. Analog werden die zugeho¨rigen Spalten in A umsortiert. Bislang wurde
auf die Nichtnegativita¨tsbedingung (4.9c) noch keine Ru¨cksicht genommen. Ein
54 4 OPTIMIERUNGSVERFAHREN
Vektor x, der diese Randbedingungen erfu¨llt, wird als zula¨ssiger Vektor bezeich-
net. Er liefert eine zula¨ssige Basislo¨sung, die gegebenenfalls auch eine zula¨ssige
degenerierte Basislo¨sung sein kann. Sie ist optimal, wenn sie die Normalform
der linearen Programmierung mit den Gleichungen (4.9a) bis (4.9c) erfu¨llt und
den Minimalwert der Zielfunktion erreicht. Daher spricht man von einer zula¨ssi-
gen optimalen Basislo¨sung. Ermittelt werden kann eine solche Lo¨sung mit Hilfe
der Simplex-Methode auf Grundlage des Fundamentaltheorems der linearen Pro-
grammierung, vergleiche Luenberger [91].
Fundamentaltheorem der linearen Programmierung
Liegt ein Problem der linearen Programmierung in der Normalform vor und besitzt
die Koeﬃzientenmatrix A die Dimension m × (n + m) und den Rang m, so ist
seine Lo¨sung, sofern sie existiert und die Nichtnegativita¨tsbedingungen erfu¨llt,
eine zula¨ssige Basislo¨sung. U¨berdies handelt es sich um eine optimale Basislo¨sung,
wenn die Lo¨sung optimal ist.
Aus dieser Feststellung heraus la¨sst sich mit(
n + m
m
)
=
(n + m)!
m! n!
(4.15)
eine Obergrenze der mo¨glichen zula¨ssigen Basislo¨sungen angeben.
4.2.3 Geometrische Interpretation der Degenerierung
Aus geometrischer Sicht stellt die Zielfunktion bei n Variablen eine Hyperebene
der Dimension n−1 dar. Die Nebenbedingungen (4.9b) beschreiben als Lo¨sungs-
menge eine konvexe Punktmenge im n-dimensionalen Raum  n. Von drei Opti-
mierungsvariablen wird demnach ein dreidimensionaler Lo¨sungsraum  3 aufge-
spannt, worin die Zielfunktion eine Ebene ist. Die optimale Lo¨sung wird durch
Parallelverschiebung dieser Ebene bestimmt. Zur Veranschaulichung sei das fol-
gende Beispiel mit zwei Nebenbedingungen gegeben:
x1 + 2x2 + 3x3 → min
x1 + 2x3 ≤ 3
+ x2 + 2x3 ≤ 2
x1, x2, x3 ≥ 0 .
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Die Ungleichungen werden durch die Schlupfvariablen x¯1 und x¯2 in Gleichungen
u¨berfu¨hrt:
x1 + 2x3 + x¯1 = 3
+ x2 + 2x3 + x¯2 = 2
x1, x2, x3, x¯1, x¯2 ≥ 0 .
Abbildung 4.3a zeigt die von den Nichtnegativita¨tsbedingungen umschlossene
Lo¨sungsmenge. Jede Fla¨che entspricht einer Variablen, die zu Null wird; an den
schra¨g angeschnittenen Fla¨chen sind dies die Schlupfvariablen. Die Ecken dieses
Polyeders entstehen durch den Schnitt dreier Fla¨chen und sind aus mathemati-
scher Sicht Extremwerte, die jeweils eine Basislo¨sung repra¨sentieren.
A¨ndert man die rechte Seite der ersten Ungleichung, so entsteht aus dem obigen
Beispiel
x1 + 2x2 + 3x3 → min
x1 + 2x3 ≤ 2
+ x2 + 2x3 ≤ 2
x1, x2, x3 ≥ 0 .
Diese Formulierung liefert eine Lo¨sungsmenge, die in Abbildung 4.3b dargestellt
ist. Der Unterschied zum vorhergehenden Fall besteht nun darin, dass sich auf der
a) b)
1
2
3
x3
x2
x1
0
1
2
3
0
x3
x2
x1
Abbildung 4.3: Beispiel: Nebenbedingungen deﬁnieren eine Lo¨sungsmenge
a) nichtdegenerierte Basislo¨sung
b) degenerierte Basislo¨sung
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x3-Achse gleich vier Fla¨chen schneiden. Somit liegen zwei Punkte auf derselben
Stelle, was einer degenerierten Basislo¨sung entspricht. Auf diese Weise la¨sst sich
die zu Null gewordene Basisvariable durch eine Nichtbasisvariable ersetzen, ohne
dass irgendwelche A¨nderungen eintreten. Zur weiteren Veranschaulichung sei auf
Beispiel 10 in Kapitel 7 verwiesen.
4.2.4 Wechsel der Basis
Wie das Beispiel im vorigen Abschnitt verdeutlichte, kann durch den Tausch von
Basisvariablen und Nichtbasisvariablen eine neue zula¨ssige Basislo¨sung erzeugt
werden. Unter der Annahme, dass eine nichtdegenerierte Lo¨sung
xT = [x1, . . . , xm, 0, . . . , 0] mit x1, . . . , xm > 0 (4.16)
vorliegt, soll nun ein Wechsel der Basis erzwungen werden. In der Darstellung
x1a1 + . . . + xmam = b (4.17)
seien die Vektoren ai die zugeho¨rigen Spalten aus der Koeﬃzientenmatrix A. Fu¨r
q > m ist aq ein Spaltenvektor, der mit Hilfe der bestehenden Basis beschrieben
wird,
aq = ξ1a1 + . . . + ξmam . (4.18)
Die Diﬀerenz aus Gleichung (4.17) und (4.18), Letztere multipliziert mit einer
Variablen ε ≥ 0, liefert
(x1 − εξ1)a1 + . . . + (xm − εξm)am + εaq = b . (4.19)
Es entsteht eine Linearkombination aus m + 1 Vektoren, wobei fu¨r ε = 0 die
bestehende Basis erhalten bleibt. Fu¨r einen zunehmenden Faktor ε vergro¨ßern
oder verringern sich die Vektoren a. Dabei verschwindet bei einem Wert von
ε = min
i
(
xi
ξi
)
fu¨r ξi > 0 (4.20)
mit ai der Erste unter ihnen und wird durch aq ersetzt. Wenn dieses Minimum
bei mehreren Indizes i gleichzeitig eintritt, ist die neue Lo¨sung degeneriert und
jeder neu entstandene Nullvektor ist ein Vektor, der die Basis verla¨sst.
4.2.5 Simplex-Algorithmus
Durch systematischen Basiswechsel kann der Wert der Zielfunktion bis zum Errei-
chen eines Minimums reduziert werden. Geometrisch liegt ein solches Minimum
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auf einer Ecke des Lo¨sungspolytops, vergleiche Abbildung 4.3 in Abschnitt 4.2.3.
Daher entspricht die Suche nach dem Optimum einer Wanderung entlang sei-
ner Kanten, geleitet von einer schrittweisen Verbesserung der Zielfunktion. Aus
mathematischer Sicht bedeutet dies den Wechsel von einem bekannten zu einem
geeigneten neuen Basisvektor; ein Vorgang, der auch als Simplex-Schritt bezeich-
net wird.
Ausgehend von Gleichung (4.14) gilt
ABxB = b und xN = 0 . (4.21)
Fu¨r die Komponenten des neu zu ﬁndenden Basisvektors y folgt mit der beste-
henden Koeﬃzientenmatrix die Einteilung
AByB + ANyN = b (4.22)
mit den zu AB beziehungsweise AN geho¨rigen Elementen yB und yN . Beide
ko¨nnen u¨ber
yB = A
−1
B b−A−1B ANyN (4.23)
direkt zueinander ins Verha¨ltnis gesetzt werden. Die reduzierte Zielfunktion
cTy = cTByB + c
T
NyN (4.24)
ergibt sich damit zu
cTy = cTBA
−1
B b +
(
cTN − cTBA−1B AN
)
yN , (4.25)
wobei der sogenannte reduzierte Kostenvektor
c¯TN = c
T
N − cTBA−1B AN (4.26)
ein Maß fu¨r den Einﬂuss sich vera¨ndernder Nichtbasisvariablen auf das Optimum
ist. Bei jeder Iteration verringert sich so die Zielfunktion (4.24), wobei aufgrund
der endlichen Zahl von Randpunkten der Lo¨sungsmenge ein Abbruch garantiert
ist. Eine Ausnahme ist der entartete Fall, bei dem yB = 0 vorliegt. Durch eine
Neuaufteilung der Spalten der Matrix A in AB und AN kann der Iterations-
vorgang weitergefu¨hrt werden. Es besteht jedoch die Gefahr, dass die Lo¨sung in
einen endlosen Zyklus gera¨t, siehe Fletcher [35].
Tafel 4.1 fasst das Vorgehen der Simplex-Methode nochmals zusammen.
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1. Beginn der Iteration mit zula¨ssiger Basislo¨sung xB ≥ 0 und xN = 0.
2. Berechne c¯TN = c
T
N − cTBA−1B AN .
3. Wenn c¯TN > 0, Stopp: Optimale Lo¨sung ist x,
sonst wenn c¯TN ≥ 0, Stopp: Lo¨sung mehrdeutig.
4. Bestimme Spalten i und q fu¨r Basiswechsel, Gleichungen (4.18) bis (4.20).
5. Wenn −A−1B aq ≥ 0, Stopp: unbeschra¨nkter zula¨ssiger Bereich,
Lo¨sung in ∞.
6. Wenn yB = 0: Problem entartet, Abhilfemaßnahmen no¨tig.
7. Berechne neue Basisvariable, gehe zu Schritt 1.
Tafel 4.1: Simplex-Algorithmus
4.3 Suchstrategien
Eine weitere Mo¨glichkeit zur sukzessiven Anna¨herung an ein Optimum der Ziel-
funktion ist die schrittweise Suche in Richtung verbesserter Ergebnisse. Bekannte
eindimensionale Verfahren – ha¨uﬁg auch als Line-Search-Methoden bezeichnet –
sind beispielsweise die Fibonacci-Suche und die Methode des Goldenen Schnitts.
Das Prinzip des schrittweisen Vorgehens funktioniert jedoch auch im mehrdimen-
sionalen Fall, siehe Abbildung 4.4. Ein Beispiel dafu¨r ist die direkte Suchmethode
nach Hooke & Jeeves [57]. Der Vorteil dieser Verfahren ist, dass sie im Ge-
x1
x2
Abbildung 4.4: Zweidimensionale Suche
4.3 Suchstrategien 59
gensatz zu den Gradientenverfahren – siehe Abschnitt 4.4 – ableitungsfrei sind.
In beiden Fa¨llen besteht jedoch die Gefahr, dass die Suche in einem lokalen Mi-
nimum endet.
4.3.1 Quadratische Interpolation
Ein anderes Verfahren der eindimensionalen Optimierung ist die quadratische In-
terpolation. Sie basiert auf dem Gedanken, die Funktion f(x) durch einen quadra-
tischen Ansatz der Form ax2+bx+c zu beschreiben, der das Funktionsminimum
beinhaltet, das heißt zu Beginn ist mit
xu < xm < xo und f(xu) > f(xm) < f(xo) (4.27)
ein nach unten und oben beschra¨nktes Funktionsintervall gegeben.
Die Lo¨sung des linearen Gleichungssystems
f (xu) = ax
2
u + bxu + c = yu (4.28a)
f (xm) = ax
2
m + bxm + c = ym (4.28b)
f (xo) = ax
2
o + bxo + c = yo (4.28c)
mit der Bedingung
df(xn)
dxn
= axn + b = 0 (4.29)
fu¨r den Extremwert an der Stelle xn fu¨hrt auf die Beziehung
xn =
1
2
yu (x
2
m − x2o) + ym (x2o − x2u) + yo (x2u − x2m)
yu (xm − xo) + ym (xo − xu) + yo (xu − xm) . (4.30)
Da dieser Ausdruck fu¨r kleiner werdende Intervalle ungeeignet ist, kann man ihn
auf die a¨quivalente Form
xn =
xu + xo
2
− 1
2
(yu − yo) (xo − xm) (xm − xu)
yu (xm − xo) + ym (xo − xu) + yo (xu − xm) (4.31)
bringen (McKeown et al. [93]). Der erste Summand tra¨gt hier den Hauptanteil
bei, wa¨hrend der zweite lediglich eine Korrektur darstellt. Anschließend werden
die Indizes neu deﬁniert, indem die Variablen nach Tabelle 4.2 umsortiert werden.
Der gesamte Algorithmus zur quadratischen Suche ist in Tafel 4.2 aufgefu¨hrt. Als
Abbruchkriterium dient die Diﬀerenz aus xn und xm, die einen vordeﬁnierten
Toleranzwert ε unterschreitet:
|xn − xm| ≤ ε . (4.32)
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Bedingung Sortierung
xn < xm f(xn) < f(xm) xu xn xm
f(xn) ≥ f(xm) xn xm xo
xn = xm f(xn) = f(xm) xu xm xo
xn > xm f(xn) < f(xm) xm xn xo
f(xn) ≥ f(xm) xu xm xn
Tabelle 4.2: Deﬁnition der Indizes bei der quadratischen Suche
1. Deﬁniere Intervall [xu, xo] sowie innerhalb einen Punkt xm,
sodass f(xu) > f(xm) < f(xo).
2. Berechne xn nach (4.31).
3. Wenn Abbruchkriterium erfu¨llt: Stopp,
sonst: Wa¨hle neues Intervall nach Tabelle 4.2, gehe zu Schritt 1.
Tafel 4.2: Algorithmus der quadratischen Suche
4.3.2 Direktes Suchverfahren
Die von Hooke & Jeeves [57] vorgeschlagene Strategie der direkten Suche,
auch Pattern-Search-Methode genannt, beruht auf der Idee, ausgehend von ei-
nem Startpunkt P0 mit den Koordinaten x0 zuna¨chst einige Tastschritte vorzu-
nehmen, bevor der eigentliche Schritt in Richtung der verbesserten Lo¨sung erfolgt.
Beginnend mit der Suchrichtung x1 wird entlang dem mit α1 skalierten Einheits-
vektor e1 ein benachbarter Basispunkt B1 gesucht, fu¨r dessen Koordinaten x
∗
1 der
Wert der Zielfunktion ermittelt wird. Allgemein formuliert ist
x∗k+1 = xk + αiei , (4.33a)
und wenn auf diese Weise keine Minimierung erzielt werden kann, wird mit
x∗k+1 = xk − αiei (4.33b)
die entgegengesetzte Richtung eingeschlagen. Falls auch dieser Schritt nicht zum
Erfolg fu¨hrt, wird die na¨chste Koordinatenrichtung xi+1 untersucht. Die nach der
Sondierung erreichte Stelle wird schließlich als Ausgangspunkt Pk+1 fu¨r eine neue
Reihe von Tastschritten gewa¨hlt. Sollte jedoch keine Verbesserung des Funktions-
werts erzielt werden, so bleibt der bestehende Punkt Pk erhalten und die Suche
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Abbildung 4.5: Suchvorgang des Verfahrens nach Hooke & Jeeves [57]
beginnt erneut mit reduzierten Schrittweiten αi. Sobald deren vorgegebene Tole-
ranzwerte ε erreicht sind, endet der Algorithmus.
Die schon gewonnenen Informationen werden fu¨r die weiteren Suchschritte be-
nutzt, indem der bisherige Richtungsvektor in die Suche mit eingeht. Vom aktu-
ellen Punkt aus wird nun zuna¨chst mit
x∗k+1 = xk + (xk − xk−1) (4.34)
ein erster Tastschritt in eine Richtung unternommen, die bereits eine Verringe-
rung der Zielfunktion bewirkt hat. Der Fortschritt der Rasterpunkte P ist aus
Abbildung 4.5 ersichtlich. Tafel 4.3 fasst den beschriebenen Ablauf nochmals zu-
sammen.
1. Berechne Funktion f(x0) am Startpunkt P0, deﬁniere Schrittweiten αi > 0
und Toleranz ε. Setze k = 0, i = 1.
2. Tastschritt: Fu¨r jede Richtung xi:
2.1. Wenn f(xk + αiei) < f(xk): x
∗
k+1 = xk + αiei,
sonst wenn f(xk − αiei) < f(xk): x∗k+1 = xk − αiei,
sonst: x∗k+1 = xk.
3. Wenn f(x∗k+1) = f(xk): Reduziere αi, gehe zu Schritt 2.
4. Rasterschritt: xk+1 = x
∗
k+1. Setze k = k + 1, gehe zu Schritt 2.
Tafel 4.3: Algorithmus nach Hooke & Jeeves [57]
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Um zu verhindern, dass lediglich ein lokales Optimum gefunden wird, sollte der
Algorithmus bei nichtkonvexen Problemen mehrfach neu gestartet werden. Da
somit die Schrittweite wieder auf den Anfangswert heraufgesetzt wird, kann eine
o¨rtliche Senke mo¨glicherweise u¨berwunden werden.
4.4 Gradientenverfahren
Eines der a¨ltesten und verbreitetsten Verfahren sind die Abstiegsmethoden, auch
Gradientenverfahren genannt. Sie geho¨ren zur Gruppe der unbeschra¨nkten Op-
timierungsaufgaben und werden in ein- und mehrdimensionale Probleme unter-
schieden. Es gibt eine Reihe von Varianten, denen jedoch allen die Suche nach
der Richtung des gro¨ßten Gefa¨lles im stetig diﬀerenzierbaren Funktionsverlauf zu-
grunde liegt, siehe Abbildung 4.6. Nachdem eine Suchrichtung festgelegt wurde,
stellt sich auch hier die Frage der Schrittweite, um die La¨nge des zuru¨ckzulegen-
den Weges vorzugeben. Zur Vertiefung sei auf die Literatur von Gill et al. [43],
Luenberger [91], McKeown et al. [93], sowie Minoux [96] verwiesen.
x1
x2
f( )x
Abbildung 4.6: Verbesserungsschritte eines Gradientenverfahrens
4.4.1 Methode des steilsten Abstiegs
Der Gradient einer stetig diﬀerenzierbaren Funktion f(x) ist in  n ein n-
dimensionaler Spaltenvektor, bestehend aus den partiellen Ableitungen nach den
Richtungen xi. Man deﬁniert
g (x) := ∇f (x)T = ∂f
∂xi
(4.35)
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als Gradientenvektor mit dem gro¨ßten Anstieg, der entgegen der gewu¨nschten
Abstiegsrichtung orientiert ist. Mit gk erha¨lt man iterativ den na¨chsten Lo¨sungs-
vektor
xk+1 = xk − αkgk . (4.36)
Der Faktor αk ist ein positiver Skalar, der die Funktion f (xk − αkgk) minimiert
und die Schrittweite in Richtung des Gradienten festlegt. Abha¨ngig von der Pro-
blemstellung wird schließlich noch ein geeignetes Abbruchkriterium gewa¨hlt, wel-
ches den Iterationsvorgang beendet. In Minoux [96] werden dafu¨r drei ga¨ngige
Kriterien angegeben:
max
∣∣∣∣ ∂f∂xi
∣∣∣∣ < ε , (4.37a)
‖gk‖2 =
n∑
i=1
(
∂f
∂xi
)2
< ε , (4.37b)
‖f (xk+1)− f (xk)‖ < ε , (4.37c)
mit ε > 0 .
Den prinzipiellen Algorithmus erla¨utert Tafel 4.4.
1. Deﬁniere Startvektor x0. Setze k = 0.
2. Fu¨r jeden Iterationsschritt k:
2.1. Ermittle αk ≥ 0,
2.2. berechne xk+1 = xk − αkgk.
3. Wenn Abbruchkriterium erfu¨llt: Stopp,
sonst: Setze k = k + 1, gehe zu Schritt 2.
Tafel 4.4: Methode des steilsten Abstiegs
Die Bestimmung der Schrittweite α ist fu¨r die Konvergenz von großer Bedeutung.
Sie muss eine ausreichende Abnahme des Funktionswerts gewa¨hrleisten und darf
dabei weder zu groß noch zu klein gewa¨hlt werden. Nachdem die Entscheidung
zugunsten eines Gradienten schon gefallen ist, stellt sich lediglich die Frage nach
der La¨nge des in diese Richtung zuru¨ckzulegenden Weges. Es handelt sich also nur
noch um ein eindimensionales Problem, das mit Hilfe einer Line-Search-Methode
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zu lo¨sen ist. Deshalb bietet sich fu¨r die Schrittweitenermittlung das in Abschnitt
4.3.1 gezeigte Verfahren der quadratischen Interpolation an. Da sich unter Ver-
wendung der klassischen Abstiegsmethode bei vielen Problemen dennoch nur eine
unbefriedigende Konvergenz einstellt, empﬁehlt es sich, zusa¨tzlich auch die Infor-
mationen der vorangegangenen Verbesserungsschritte zu verwenden.
4.4.2 Die konjugierte Gradientenmethode
Eine Verfeinerung der Methode des steilsten Abstiegs wurde von Fletcher &
Reeves [36] vorgestellt. Sie basiert auf der konjugierten Gradientenmethode nach
Hestenes & Stiefel [53] und kann fu¨r beliebige Funktionen angewendet wer-
den, sofern sie die generellen Voraussetzungen fu¨r Gradientenverfahren erfu¨llen.
Ein wesentlicher Vorteil besteht darin, dass das Verfahren deutlich schneller kon-
vergiert als gewo¨hnliche Abstiegsmethoden, obwohl es mit relativ wenigen Infor-
mationen aus dem vorhergehenden Schritt auskommt und somit wenig Speicher
beno¨tigt.
Zu Beginn wird auch hier ein Gradient g0 (x) nach Gleichung (4.35) berechnet, in
dessen Umkehrrichtung der Vektor p0 deﬁniert wird; die Bestimmung der Schritt-
weite α erfolgt ebenfalls analog. Im Gegensatz zur klassischen Abstiegsmethode
ﬂießen jedoch in die Gleichung
xk+1 = xk + αkpk (4.38)
mit den konjugierten Gradienten
pk+1 = −gk+1 +
k∑
i=1
βipi (4.39)
die bisherigen Ergebnisse in die nachfolgenden Schritte mit ein. Dabei zeigt sich
(Beckman [7]), dass alle Beiwerte βi zu Null werden, mit Ausnahme des letz-
ten, βk. Demzufolge la¨sst sich der Ausdruck vereinfachen zu
pk+1 = −gk+1 + βkpk . (4.40)
Der Skalierungsfaktor
βk =
∥∥gk+1∥∥2
‖gk‖2
=
gTk+1gk+1
gTk gk
(4.41)
repra¨sentiert dabei die aktuellen Gradienten des Iterationsschritts.
Tafel 4.5 zeigt die einzelnen Schritte des Verfahrens. Gegebenenfalls ko¨nnen nach
der Ermittlung der Gradienten zusa¨tzliche Abbruchkriterien eingefu¨gt werden,
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1. Iterationsschritt 0:
1.1. Deﬁniere Startvektor x0. Setze k = 0.
1.2. Bestimme Ausgangsgradienten g0,
1.3. setze p0 := −g0.
2. Iterationsschritt k:
2.1. Ermittle αk, sodass min (xk + αkpk) erfu¨llt.
2.2. Berechne (4.38) sowie (4.40) mit (4.41).
3. Wenn Abbruchkriterium erfu¨llt: Stopp,
sonst: Setze k = k + 1, gehe zu Schritt 2.
Tafel 4.5: Konjugierte Gradientenmethode nach Fletcher & Reeves [36]
vergleiche Abschnitt 5.4.4. Eine Variante zum gezeigten Algorithmus wurde von
Polak & Ribie`re [113] vorgeschlagen. Der Unterschied besteht mit
βk =
gTk+1
(
gk+1 − gk
)
gTk gk
(4.42)
lediglich in einer abgea¨nderten Ermittlung des skalaren Faktors. Wichtig ist je-
doch die Feststellung, dass die globalen Konvergenzeigenschaften beider Metho-
den nur bei regelma¨ßigen Neustarts des Algorithmus gewa¨hrleistet bleiben.
4.4.3 Reduktion von Variablen und Gradienten
Steht fu¨r eine bestimmte Menge n von Lo¨sungsvariablen x eine geringere Anzahl t
an Gleichheitsrestriktionen zur Verfu¨gung (vergleiche Abschnitt 4.2.2 und Abbil-
dung 4.2), so kann man die u¨berschu¨ssigen Variablen mit Hilfe dieser Nebenbe-
dingungen eliminieren, um ein entsprechend konditioniertes, unbeschra¨nktes Op-
timierungsproblem zu erhalten. Nach dem Reduktionsverfahren von Wolfe [149]
wird die Koeﬃzientenmatrix A zuna¨chst in zwei Bereiche
A =
[
A1 A2
]
(4.43)
aufgeteilt, wobei A1 eine nichtsingula¨re Matrix der Gro¨ße t× t ist. Weil sie auch
Nichtbasisvektoren enthalten kann, stellt sie – im Gegensatz zu AB – nicht not-
wendigerweise eine reine Matrix aus Basisvektoren dar. Dennoch entspricht A1
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zumeist den ersten t Spalten der Matrix A, sofern diese geeignet sind. Gene-
rell ist aber eine beliebige Zusammenstellung von Matrixspalten zula¨ssig (Gill
et al. [43]). In entsprechender Weise werden die Lo¨sungsvektoren gegliedert, so-
dass die Nebenbedingungen in der Form
[
A1 A2
] [x1
x2
]
= b (4.44)
angegeben werden ko¨nnen. Da A1 so gewa¨hlt wurde, dass die zugeho¨rige Inverse
existiert, kann man Gleichung (4.44) nach n Variablen auﬂo¨sen,
x1 = A1
−1 (b−A2x2) . (4.45)
Damit besteht fu¨r x1 eine Abha¨ngigkeit von den restlichen n − t Variablen x2.
Das Gleichungssystem ist fu¨r jedes x2 automatisch erfu¨llt, wenn x1 nach (4.45)
ermittelt wird. So auch fu¨r x2 = 0, was auf einen Vektor x1 = A1
−1b fu¨hrt.
Schließlich la¨sst sich fu¨r eine nach (4.43) aufgestellte Koeﬃzientenmatrix eine zu
ihren Zeilen orthogonale Projektionsmatrix
Z =
[−A1−1A2
I
]
(4.46)
mit n Zeilen und n−t Spalten deﬁnieren. Letztere bilden eine Basis fu¨r Vektoren,
die zu den Zeilen von A orthogonal sind. Mit einem reduzierten Vektor pz der
Gro¨ße n− t folgt also
pk = Zpz . (4.47)
Dieser kann wiederum u¨ber das Verha¨ltnis
pz = −ZTgk (4.48)
aus dem Gradienten gk gewonnen werden, sodass letztlich mit der Beziehung
pk = −ZZTgk (4.49)
ein neuer Abstiegsvektor bestimmt wird, vergleiche Gill et al. [43] und Ro-
sen [122].
4.5 Evolutiona¨re Optimierung
Eine besondere Sparte der Optimierung bilden die Verfahren auf Grundlage der
natu¨rlichen Evolution. Sie orientieren sich an der Entwicklung von Individuen mit
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dem Ziel der Anpassung an bestimmte Gegebenheiten. Die U¨bertragung von Evo-
lutionsstrategien auf technisch-physikalische Fragestellungen gehen auf Rechen-
berg [119, 120] und Schwefel [128] zuru¨ck. Wa¨hrend genetische Algorithmen
fu¨r Optimierungsprobleme erstmals von De Jong [24] eingesetzt wurden, zielten
die Betrachtungen von Holland [56] auf adaptive, lernfa¨hige Systeme. In ih-
rer urspru¨nglichen Form beruhen die genetischen Algorithmen auf einer bina¨ren
Kodierung und sind somit insbesondere fu¨r kombinatorische Untersuchungen ge-
eignet. Ein weiterer Zweig ist die genetische Programmierung, welche die Ent-
wicklung von optimalen Strategien als einfache Computerprogramme umfasst.
Spezielle Literatur zur evolutiona¨ren Optimierung ﬁndet sich bei Gerdes
et al. [41], Goldberg [45] und Weicker [148].
4.5.1 Begriﬀsdeﬁnitionen
Die Problematik der Optimierungsaufgabe in Zielfunktion und Suchraum ist auch
fu¨r die evolutiona¨ren Strategien dieselbe wie fu¨r die schon beschriebenen klassi-
schen Verfahren. Jedoch bedienen sich die Ansa¨tze nun der Kombination verschie-
dener Strukturen und Eigenschaften, weswegen vorab einige Begriﬀe erla¨utert
werden mu¨ssen, die aus der Biologie entlehnt wurden und die Eingang in die
Terminologie der Optimierung gefunden haben.
Die kleinste Einheit der genetischen Information eines Individuums ist das Gen,
das eine bestimmte Aussage zu dessen Eigenschaften beinhaltet, beispielsweise
u¨ber seine Haarfarbe. Diese Aussage kann unterschiedliche Werte annehmen, die
jeweils als Allel bezeichnet werden. Die Ha¨uﬁgkeit des Auftretens eines Allels ist
die Genfrequenz. Die Summe aller Gene nennt man Genom, durch welches der
Pha¨notyp, das a¨ußere Erscheinungsbild des Individuums, bestimmt ist. In ihrer
Gesamtheit bilden die Individuen eine Population, die gegebenenfalls in Arten
unterteilt werden kann, falls sich nur bestimmte Gruppen von Individuen mit
gemeinsamem Genpool paaren ko¨nnen.
Eine Evolution kann auf verschiedene Weise erfolgen. Grundsa¨tzlich besteht die
Mo¨glichkeit, dass sich einzelne Gene bei der Vererbung von einer Generation zur
na¨chsten vera¨ndern, also mutieren, oder dass das genetische Material der El-
tern in den Kindern rekombiniert wird. Auch eine U¨berlagerung beider Vorga¨nge
ist denkbar. Werden Gensequenzen ab einem bestimmten Punkt einfach aus-
getauscht, so spricht man von einem Crossover-Eﬀekt. Abbildung 4.7 zeigt das
Prinzip der Mutation (a) und einer Crossover-Rekombination (b). Damit es zu
keinen unzula¨ssigen Vera¨nderungen kommt, du¨rfen nur einander entsprechende
Teilabschnitte vera¨ndert oder ausgetauscht werden.
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a) b)
Abbildung 4.7: Vererbungsmechanismen
a) Mutation
b) Rekombination
Nachdem nun eine neue Generation von Individuen entstanden ist, wird ihre
Tauglichkeit (Fitness) bewertet und gegebenenfalls eine Auswahl selektiert. Je
nachdem, wieviele Individuen gepaart und auf welche Weise Gene vererbt wer-
den, wieviele Kinder eine Paarung hervorbringt und ob die Eltern in der neuen
Generation wieder zur Verfu¨gung stehen, wird der Fortgang der Evolution beein-
ﬂusst. Ausgehend von einer Startpopulation liegt ihr jedoch immer der gleiche
prinzipielle Zyklus zugrunde, der in Abbildung 4.8 zu sehen ist.
Startpopulation
Bewertung
Bewertung
Paarungs-
selektion
Umwelt-
selektion
Kontrolle
bestes
Individuum
Rekombination
Mutation
Abbildung 4.8: Evolutiona¨rer Zyklus
Besonders bei kleinen Populationsgro¨ßen ist bei der Simulation einer evoluti-
ona¨ren Entwicklung das Aussterben von Allelen einzelner Gene zu beobachten.
Dieser Eﬀekt ist zufa¨llig bedingt und wird als Gendrift bezeichnet, die eine Ver-
armung der Vielfalt in einer Population bewirkt. In der praktischen Anwen-
dung kann dies zum Verschwinden von potenziellen Lo¨sungsindividuen fu¨hren.
Auf der anderen Seite ko¨nnen durch Zu- oder Abwanderung von Individuen die
Genha¨uﬁgkeiten in der Population beeinﬂusst werden. Dieser Vorgang des Gen-
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ﬂusses sorgt in kleineren Populationen oft fu¨r eine wesentlich schnellere Evolution,
da sich Neuerungen leichter durchsetzen. Insofern sind bei der Wahl der Popula-
tionsgro¨ße μ unerwu¨nschte Zufallseﬀekte und die Geschwindigkeit des Entwick-
lungsfortschritts gegeneinander abzuwa¨gen.
4.5.2 Genetischer Algorithmus
Bei der numerischen Umsetzung genetischer Algorithmen wird der Suchraum Ω
des eigentlichen Problems durch eine kodierte Beschreibung der Lo¨sungskandida-
ten ersetzt. Letztere bilden den Genotyp G, wa¨hrend man die a¨ußere Erscheinung
als Pha¨notyp bezeichnet, der durch eine Dekodierungsfunktion aus G gewonnen
wird. Mit Hilfe einer Bewertungsfunktion f wird die Gu¨te des Pha¨notyps ermit-
telt, aus welcher wiederum Ru¨ckschlu¨sse auf die Selektion der Individuen gezogen
werden ko¨nnen und die als Merkmal eines Individuums gespeichert wird. Abbil-
dung 4.9 verdeutlicht den Zusammenhang.
Phänotyp
Genotyp
Individuum
Dekodierung
Güte
Bewertung

f
Information
G1 G2 GnGi... ... I1 Ik Im... ...
Abbildung 4.9: Kodierung des Suchraums
Wie schon in Abschnitt 4.5.1 angesprochen wurde, bietet bereits die Variation
der Vererbungsregeln durch Mutation und Rekombination sowie das Vera¨ndern
diverser Parameter wie beispielsweise der Anzahl an Crossover-Punkten viele An-
satzpunkte fu¨r die unterschiedlichsten evolutiona¨ren Strategien. Abha¨ngig von der
Problemstellung existiert – vergleiche Weicker [148] – eine Fu¨lle an Verfahren,
auf deren Grundlage auch der in Tafel 4.6 dargestellte genetische Algorithmus
erstellt wurde. Auf dieses Prinzip soll in Abschnitt 5.5 fu¨r die Entwicklung von
Fließlinienﬁguren wieder zuru¨ckgegriﬀen werden.
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1. Deﬁniere Zielfunktion f , Crossover-Wahrscheinlichkeit 0 < p1 ≤ 1,
Mutationswahrscheinlichkeit 0 < p2 ≤ 1, Populationsgro¨ße μ ∈ ,
Kinderanzahl ν je Paarung und gegebenenfalls weitere Parameter
2. Setze k = 0. Erzeuge Population P (k) der Gro¨ße μ.
3. Bewerte P (k).
4. Fu¨r i von 1 bis μ
ν
:
4.1. Wa¨hle Zufallszahlen r1, r2 ∈  .
4.2. Bestimme Elternpaarung mit ν Individuen Ik fu¨r ν Kinder.
4.2. Wenn r1 ≤ p1: Rekombination von Gensequenzen der Eltern,
sonst: keine Rekombination.
4.3. Wenn r2 ≤ p2: Mutation zula¨ssiger Gene,
sonst: keine Mutation.
5. Bewerte neu entstandene Individuen Ik+1
6. Selektiere Individuen aus alter und neuer Population zu P (k + 1).
Solange Terminierungsbedingung nicht erfu¨llt:
Setze k = k + 1, gehe zu Schritt 2,
sonst: Stopp. Ausgabe bestes Individuum.
Tafel 4.6: Genetischer Algorithmus (GA)
71
5 Elementformulierung und Implementierung
Im ersten Teil dieses Kapitels wird in groben Zu¨gen die Vorgehensweise der Finite-
Element-Methode umrissen, um einen Vergleich zwischen der numerischen Umset-
zung der Fließzonentheorie und der nachfolgend beschriebenen Implementierung
der Fließlinientheorie zu schaﬀen. Dann werden die im Kapitel 4 zusammenge-
tragenen Optimierungsansa¨tze dahingehend speziﬁziert, dass sie fu¨r die Traglast-
minimierung und der damit einhergehenden Verbesserung der Versagensgeome-
trie angewendet werden ko¨nnen. Ausgehend von einem ﬁniten Dreieckselement
kann auf der Basis des Simplex-Algorithmus die minimale Traglast fu¨r ein fest
vorgegebenes Dreiecksnetz ermittelt werden. Im Rahmen dieser Arbeit wird die
Verbesserung der Knotenkoordinaten in der Plattenebene mit Hilfe der direk-
ten Suche oder der konjugierten Gradientenmethode erreicht. Es steht jedoch als
eigensta¨ndiger Ansatz auch noch die Suche eines Traglastminimums mit evoluti-
ona¨ren Optimierungsalgorithmen zur Verfu¨gung.
5.1 Grundzu¨ge der Finite-Element-Methode
Dieser Abschnitt beschreibt als Vergleichsmodell zur Fließlinientheorie ein ﬁ-
nites Schalenelement mit geschichtetem Aufbau, siehe Gruttmann & Wag-
ner [48, 49], Wagner & Gruttmann [147] sowie Wagner [146]. Im Rah-
men der Finite-Element-Methode wird es in Kapitel 7 zur Durchfu¨hrung von
Referenzberechnungen auf der Grundlage der Fließzonentheorie dienen. Fu¨r eine
weitergehende Vertiefung der Methode der ﬁniten Elemente mit Blick auf Berech-
nungsverfahren und generelle Elementansa¨tze sei an dieser Stelle auf die Literatur
von Bathe [5], Hughes [58], Simo & Hughes [132] und Zienkiewicz [155]
verwiesen.
5.1.1 Prinzipielles Vorgehen
Die Finite-Element-Methode basiert auf den Grundgleichungen der Kontinuums-
mechanik, von denen einige – hier beno¨tigte – in Abschnitt 2.1 vorgestellt wur-
den. Fu¨r ein ﬁnites Vierknotenelement werden mit nel = 4 die Koordinaten in
der Form
x =
[
x
y
]
=
nel∑
I=1
NI (ξ, η)
[
xI
yI
]
= N exe (5.1)
parametrisiert. Hierbei werden die Ansatzfunktionen
NI =
1
4
(1 + ξξI) (1 + ηηI) (5.2)
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Abbildung 5.1: Finites Vierknotenelement mit Ansatzfunktion
verwendet, vergleiche Abbildung 5.1. Fu¨r ein geometrisch lineares Reissner-
Mindlin-Plattenelement wa¨hlt man einen isoparametrischen Verschiebungsansatz
u¨ber
ue = N eve, δue = N eδve, Δue = N eΔve (5.3)
und erha¨lt nach Einsetzen in (2.5) die Kru¨mmungen und Schubverzerrungen
εe = Beve, δεe = Beδve, Δεe = BeΔve . (5.4)
Die jeweils letzte Formulierung ist im Rahmen der Linearisierung bei materiell
nichtlinearem Verhalten no¨tig.
Ausgehend von Gleichung (2.15) erfolgt nun auf Elementebene die Anwendung
des Prinzips der virtuellen Verschiebungen. Die Summation u¨ber alle Knoten
liefert dabei zuna¨chst
δΠe =
nel∑
I=1
δveTI
[∫
Ωe
BeTI S
e dΩe −
∫
δΩe
N eTI t¯ dδΩe
]
. (5.5)
Der erste Term in der Klammer wird dabei als Vektor ReI der inneren Kra¨fte
bezeichnet, der zweite umfasst die a¨ußeren Kra¨fte P eI . Die Diﬀerenz ist der Fehl-
kraftvektor GeI in Form des Residuums aus
δΠe =
nel∑
I=1
δveTI
[
ReI − P eI
]
=
nel∑
I=1
δveTI G
e
I . (5.6)
Im Falle eines linearelastischen Materialverhaltens ergibt sich aus (2.26) und (5.4),
summiert u¨ber die Knotenverschiebungen ve, der Schnittgro¨ßenvektor Se mit
Se =
nel∑
K=1
EeBeKv
e
K . (5.7)
Mit (5.5) folgt daraus
δΠe =
nel∑
I=1
nel∑
K=1
δveTI
[∫
Ωe
BeTI E
eBeK dΩe v
e
k − P I
]
, (5.8)
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wobei die elastische Elementsteiﬁgkeitsmatrix
KeIK =
∫
Ωe
BeTI E
eBeK dΩe (5.9)
fu¨r Knoten I und K eingesetzt werden kann.
Bei einem nichtlinearen Materialverhalten wird die Linearisierung
ΔδΠe =
nel∑
I=1
nel∑
K=1
δveTI
∫
Ωe
BeTI E˜TB
e
K dΩe Δv
e
k (5.10)
beno¨tigt. In die Formulierung geht das Materialverhalten im aktuellen Verschie-
bungszustand als numerische Tangentensteiﬁgkeitsmatrix E˜T ein, vergleiche Si-
mo & Hughes [132]. Man erha¨lt damit
KeT IK =
∫
Ωe
BeTI E˜TB
e
K dΩe . (5.11)
Schließlich erfolgt u¨ber die Gesamtzahl numel aller Elemente der Zusammenbau
der Gesamtsteiﬁgkeitsmatrix K beziehungsweise KT
K =
numel⋃
e=1
Ke und KT =
numel⋃
e=1
KeT , (5.12)
sowie analog der Gesamtvektoren G, R und P , siehe Gleichung (5.6). Fu¨r geo-
metrische und materielle Linearita¨t verschwindet der Fehlkraftvektor G, sodass
die Verschiebungen v direkt aus
Kv = P und v = K−1P (5.13)
gewonnen werden ko¨nnen. Andernfalls wird die Anwendung eines nichtlinearen
Iterationsverfahrens wie beispielsweise des Newton-Raphson-Verfahrens erforder-
lich, siehe Burden et al. [16], mit dessen Hilfe der nichtlineare Gleichgewichts-
zustand u¨ber die Iterationsgleichung
K iTΔv
i = −Gi und vi+1 = vi + Δvi (5.14)
bestimmt wird.
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5.1.2 Formulierung eines geschichteten Schalenelements
Zur Berechnung von Referenzlo¨sungen auf Grundlage der Fließzonentheorie wird
ein Reissner-Mindlin-Schalenelement verwendet, dessen wesentliche Eigenschaf-
ten hier in knapper Form wiedergegeben sind, vergleiche Wagner & Grutt-
mann [147]. Abbildung 5.2 zeigt das Vierknotenelement mit der Referenz-
ﬂa¨che Ωh, die beispielsweise in der Mittelebene gewa¨hlt werden kann. Die Basis
zur Beschreibung eines geometrisch und materiell nichtlinearen Verhaltens liefert
das Hu-Washizu-Funktional, dessen erste Variation
δΠ =
∫
Ω
[
δεT (δεW − σ) + δσT (εG − ε) + δεTGσ
]
dA +
−
∫
Ω
δuT p¯ dA−
∫
Γσ
δuT t¯ ds = 0
(5.15)
lautet, vergleiche hierzu die Abschnitte 2.1.4 sowie 5.1.1. Im weiteren Verlauf
fu¨hrt die zweite Variation auf die linearisierte Variationsformulierung und man
erha¨lt
L =
numel∑
e=1
⎡
⎣ δvδεˆ
δσˆ
⎤
⎦
T
e
⎧⎨
⎩
⎡
⎣kg 0 G
T
0 H −F
G −F T 0
⎤
⎦
⎡
⎣ΔvΔεˆ
Δσˆ
⎤
⎦+
⎡
⎣f
i − f a
f e
f s
⎤
⎦
⎫⎬
⎭
e
. (5.16)
Die lokalen Verzerrungs- und Spannungsansa¨tze werden dabei mit Hilfe von
Δεˆ=
(
F T
)−1
(GΔv + f s) (5.17)
und
Δσˆ = F−1 (HΔεˆ + f e) (5.18)
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Abbildung 5.2: Vierknotiges Schalenelement mit geschichtetem Ansatz
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auf Elementebene kondensiert. Mit
H =
∫
Ωe
NTε CN ε dA und C =
h
2∫
−h
2
AT C˜Aμ¯ dξ3 (5.19)
geht die numerische Tangentensteiﬁgkeitsmatrix C˜ zur Beschreibung eines nicht-
linearen Materialverhaltens ein, welche u¨ber die Elementdicke h integriert wird.
Auf diese Weise wird die materielle Nichtlinearita¨t u¨ber alle Schichten hinweg er-
fasst, sodass schließlich das plastische Verhalten im Gesamtquerschnitt ermittelt
werden kann, siehe Abbildung 5.3 und vergleiche Beispiel 1 in Kapitel 7.
Fu¨r eine detailliertere Ausfu¨hrung der theoretischen Zusammenha¨nge und des
genauen Vorgehens sei auf die bereits eingangs zitierte Literatur verwiesen.
Abbildung 5.3: Plastizierende Zone im Querschnitt
5.2 Traglastermittlung mit ﬁniten Dreieckselementen
Als Grundlage zur Beschreibung von polygonalen Teilplatten dient ein starres
Dreieckselement, da Polygone einerseits in Dreiecksﬂa¨chen zerlegt werden ko¨nnen
und drei Knotenpunkte andererseits stets eine Ebene deﬁnieren. Es sei ausdru¨ck-
lich darauf hingewiesen, dass keine Ansatzfunktionen im Sinne der klassischen
Finite-Element-Methode aufgestellt werden, sondern kinematische Beziehungen,
die Knotenverschiebungen und Kantenverdrehungen ins Verha¨ltnis setzen. Die-
ser einfache Elementansatz wurde von Anderheggen & Kno¨pfel [1] sowie
Munro & Da Fonseca [101] vorgestellt und ist Ausgangspunkt verschiedener
Weiterentwicklungen, beispielsweise von Ramsay & Johnson [118] oder Tha-
valingam et al. [140].
5.2.1 Statische und kinematische Elementbeziehungen
Da als Grundvoraussetzung zur Traglastermittlung nach der Fließlinientheorie
ein kinematisch zula¨ssiger Mechanismus vorgegeben sein muss, werden auch die
Elementbeziehungen in erster Linie anhand von vertikalen Knotenverschiebungen
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f1
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2
3
f2
f3
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Abbildung 5.4: Finites Dreieckselement
a) Verschiebungsbeziehungen
b) La¨ngenverha¨ltnisse
und Kantenverdrehungen im Dreieckselement aufgestellt. Vorausgesetzt werden
hierbei virtuelle Knotenverschiebungen δw senkrecht zur Plattenebene, welche
wiederum virtuelle Kantenrotationen δθe hervorrufen, mit denen sie u¨ber die
lokale kinematische Transformationsmatrix Ee in Relation stehen. Entsprechend
Abbildung 5.4 ergeben sich im Element die Kompatibilita¨tsbeziehungen
⎡
⎣ δθ
e
1
δθe2
δθe3
⎤
⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎣
− 1
h1
b1
1h1
a1
1h1
a2
2h2
− 1
h2
b2
2h2
b3
3h3
a3
3h3
− 1
h3
⎤
⎥⎥⎥⎥⎥⎥⎦
⎡
⎣ δw1δw2
δw3
⎤
⎦ (5.20)
und in Matrizenschreibweise angegeben
δθe = Eeδwe . (5.21)
Hinzu kommt der Lastvektor f e, der entweder fu¨r eine gleichma¨ßige Fla¨chenbe-
lastung p mit
f e =
⎡
⎢⎢⎢⎢⎢⎢⎣
p h1 1
6
p h2 2
6
p h3 3
6
⎤
⎥⎥⎥⎥⎥⎥⎦
(5.22)
oder in Form von Einzellasten fi auf die Knoten des Elements wirkt. U¨ber die
transponierte kinematische Transformationsmatrix aus Gleichung (5.20) steht er
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mit dem Momentenvektor me in Verbindung, der die plastischen Grenzmomente
mpl der Elementkanten beinhaltet. Es gilt
f e = EeTme . (5.23)
Dieser Zusammenhang zwischen Kra¨ften und Momenten einerseits und Verdre-
hungen und Verschiebungen andererseits wird auch als statisch-kinematische
Dualita¨t bezeichnet, siehe Abbildung 5.5 und Munro [100] sowie Munro &
Smith [102].

 e e
= E w
e
f E
e
=
m
Verdrehung
und
Moment
Kinematik
f
w
eT
m
e
Verschiebung
und
Kraft
Statik
Abbildung 5.5: Statisch-kinematische Dualita¨t
5.2.2 Formulierung der Zielfunktion
Die beschriebene Verwandtschaft zwischen statischen und kinematischen Bezie-
hungen beruht auf vektoriellen U¨berlegungen und stellt in dieser Form leider noch
keine direkte Verbindung zwischen Kraft- und Verschiebungsgro¨ßen, also zwischen
Statik und Kinematik des Problems her. Diese wird u¨ber das Materialverhalten
des Elements und den damit verbundenen plastischen Momenten gewonnen. Da
jede Elementkante einer potenziellen Fließlinie entspricht, ist die Gesamtheit aller
Elementkanten im Momentenvektor m erfasst mit
−m−pl ≤m ≤ +m+pl . (5.24)
Die Indizes deﬁnieren sich dabei analog zu den Bezeichnungen der positiven und
negativen Fließlinien, wie sie in Abschnitt 3.1.1 eingefu¨hrt wurden, siehe Abbil-
dung 3.1. U¨ber die Identita¨tsmatrix I
[
I
−I
]
m ≤
[
m+pl
m−pl
]
, (5.25)
beziehungsweise
NTm ≤mpl , (5.26)
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ausgedru¨ckt, entspricht dies der Formulierung der Fließbedingung, vergleiche Ab-
schnitt 2.2.4.
Je nachdem, ob eine positive oder eine negative Fließlinie vorliegt, wird das zu-
geho¨rige plastische Moment m+pl,i oder m
−
pl,i aktiviert. Ebenso wird der Vektor δθ
in δθ+ und δθ− eingeteilt. Der Grund fu¨r dieses Vorgehen liegt in der Nichtne-
gativita¨tsbedingung des Simplexalgorithmus, die nur positive Lo¨sungen zula¨sst.
Um sie zu erfu¨llen, wird die Bedingung
δθi = δθ
+
i − δθ−i mit δθ+i ≥ 0 und δθ−i ≥ 0 (5.27)
deﬁniert. Hieraus wird deutlich, dass sich ein gleichzeitiges Eintreten von δθ+i
und δθ−i ausschließt. Insgesamt folgt also fu¨r die Verdrehungen der Platte
δθ =
[
I −I] [δθ+
δθ−
]
. (5.28)
Da positive Fließlinien eine Dehnung der Plattenunterseite bewirken, wird im
Folgenden anstelle der Bezeichnung m+pl das plastische Moment mpl,u angesetzt;
Entsprechendes gilt fu¨r die Oberseite mit m−pl und mpl,o. Auf diese Weise steht
als Zielfunktion die Minimierung der inneren Arbeit mit
[
mTpl,u m
T
pl,o
] [δθ+
δθ−
]
→ min (5.29)
zur Verfu¨gung.
5.2.3 Zusammenbau eines Optimierungstableaus
In der Programmhierarchie erfolgt oberhalb der Elementebene der Zusammenbau
einer globalen kinematischen Transformationsmatrix u¨ber alle Elemente
E =
numel⋃
e=1
Ee . (5.30)
Sie kann als Analogon zur Gesamtsteiﬁgkeitsmatrix K der klassischen Finite-
Element-Methode angesehen werden, die in Abschnitt 5.1.1 eingefu¨hrt wurde. Im
Gegensatz zu K ist E jedoch weder symmetrisch noch notwendigerweise qua-
dratisch. Nach der Kondensation der gelagerten Vertikalverschiebungen werden
u¨ber die kinematische Transformationsmatrix sa¨mtliche Kantenverdrehungen δθ
der Bruchﬂa¨chen mit den Durchsenkungen δw ins Verha¨ltnis gesetzt. Letztere
werden fu¨r die Gesamtplatte zusammengefu¨hrt mit
δw =
numel⋃
e=1
δwe . (5.31)
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Auch auf globaler Ebene gilt nun
δθ = Eδw , (5.32)
siehe Gleichung (5.21).
Auf gleiche Weise entsteht aus den lokalen Lastvektoren f e ein Gesamtlastvek-
tor f . Gemeinsam mit den Knotenverschiebungen δw deﬁnieren sie die a¨ußere
Arbeit, die an der Platte verrichtet wird und die als erste Nebenbedingung in
skalierter Form mit
fT δw = 1 (5.33)
angegeben wird. Die Gleichung (5.32) liefert umgeschrieben ebenfalls eine Reihe
von Nebenbedingungen, na¨mlich
δθ −Eδw = 0 . (5.34)
Da fu¨r die Optimierungsvariablen aufgrund der Nichtnegativita¨tsbedingung nur
positive Werte ermittelt werden ko¨nnen, wird δw analog zu δθ in δw+ und δw−
aufgespalten. Durch die Erweiterung
δθ+ −Eδw+= 0 (5.35a)
− δθ− + Eδw−= 0 (5.35b)
ist es mo¨glich, sowohl negative als auch positive Werte zu ermitteln, wobei ein
gleichzeitiges Auftreten ausgeschlossen ist.
Die Nebenbedingungen bilden die Assemblierungsmatrix A, aus der das Optimie-
rungstableau fu¨r den Simplex-Algorithmus hervorgeht:
A =
[
0 0 fT −fT
I −I −E E
]
. (5.36)
Die erste Zeile ist die erste Nebenbedingung (5.33); alle weiteren werden u¨ber
E eingebracht und entsprechen der Anzahl n der Elementkanten. Der Lo¨sungs-
vektor x beinhaltet zusa¨tzlich noch m Vertikalverschiebungen, die sich aus der
Anzahl der Elementknoten abzu¨glich der Zahl der vertikal gelagerten Knoten
bestimmt. Da sa¨mtliche Eintra¨ge aufgesplittet werden, hat die Matrix A die
Form (1 + n) × (2n + 2m). Aufgrund der geometrischen Zusammenha¨nge zwi-
schen Kanten und Verzweigungspunkten la¨sst sich feststellen, dass die Menge der
Rotationen die der Verschiebungen zahlenma¨ßig immer u¨bersteigen wird, sodass
gilt n > m.
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Zusammen mit der Zielfunktion aus Gleichung (5.29) ergibt sich schließlich die
Optimierungsvorschrift
[
mTpl,u m
T
pl,o 0 0
]
⎡
⎢⎢⎢⎣
δθ+
δθ−
δw+
δw−
⎤
⎥⎥⎥⎦ → min (5.37a)
[
0 0 fT −f T
I −I −E E
]
⎡
⎢⎢⎢⎣
δθ+
δθ−
δw+
δw−
⎤
⎥⎥⎥⎦ =
[
1
0
]
(5.37b)
mit
⎡
⎢⎢⎢⎣
δθ+
δθ−
δw+
δw−
⎤
⎥⎥⎥⎦ ≥ 0 (5.37c)
und kompakter ausgedru¨ckt
cTx → min (5.38a)
Ax = b (5.38b)
x ≥ 0 . (5.38c)
5.2.4 Bestimmung des Lo¨sungsvektors
Da die Assemblierungsmatrix A stets mehr Spalten als Zeilen aufweist, wird sie
zur Anwendung des Simplex-Algorithmus in die Matrizen AB und AN eingeteilt,
vergleiche Abschnitt 4.2.5. Dabei ist AB quadratisch und besitzt vollen Rang.
Entsprechend der Zeilenanzahl ko¨nnen fu¨r das Problem 1+n Unbekannte ermit-
telt werden. Davon sind m Vertikalverschiebungen der Verzweigungspunkte abzu-
ziehen, sodass maximal 1+n−m Rotationen einen Wert ungleich Null annehmen
ko¨nnen. Umgekehrt formuliert gibt es zumindest m−1 Elementkanten, deren bei-
den Nachbarelemente keine Relativverdrehung besitzen. Somit verbleiben nur die
tatsa¨chlich eintretenden Fließlinien und es entsteht eine Versagensﬁgur, wie sie
aus Abschnitt 3.1.2 bekannt ist.
Gleichzeitig liefert die Zielfunktion – die im Weiteren aus Gru¨nden der U¨ber-
schaubarkeit mit Z gekennzeichnet werden soll – den minimalen Wert der Trag-
last, sodass ihre bisherige Formulierung nach Gleichung (5.38a) umgeschrieben
wird zu
Z (χ) = cTx . (5.39)
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Der Vektor χ beinhaltet die Koordinaten xi und yi der einzelnen Verzweigungs-
punkte. Er wird durch die Kantenla¨ngen i der Dreieckselemente beeinﬂusst, siehe
Abbildung 5.4b, und verdeutlicht damit die Abha¨ngigkeit der erzielten Traglast
von den geometrischen Gegebenheiten der zugeho¨rigen Fließlinienﬁgur.
5.3 Direkte Suchstrategie zur Geometrieverbesserung
Bisher wurde durch die Simplex-Optimierung nur die niedrigste Traglast fu¨r eine
fest vorgegebene Netzdiskretisierung bestimmt. Es ist jedoch sehr wahrschein-
lich, dass sich dieses Ergebnis durch Variieren der Netzkoordinaten (r-Adaption)
weiter reduzieren la¨sst. Deshalb kommt in dieser Arbeit zuna¨chst eine direkte
Suchstrategie zur Anwendung, die auf einem Verfahren nach Ramsay & John-
son [117] beruht. Das zugrunde liegende Prinzip basiert auf dem Algorithmus
aus Tafel 4.3.
Beim Zusammenbau des Optimierungstableaus in Abschnitt 5.2.3 wurden geome-
trische Randbedingungen fu¨r die Vertikalverschiebungen δw eingefu¨hrt. Genauso
werden nun fu¨r die Suchfreiheitsgrade χ Randbedingungen in der Plattenebene
gesetzt, sodass die Eckknoten sowie Verzweigungspunkte, die auf einer vertika-
len Punktstu¨tzung liegen, nicht bewegt werden ko¨nnen. U¨brig bleiben diejenigen
Punktkoordinaten, die als Variablen fu¨r eine Verbesserung des Fließliniennetzes
zur Verfu¨gung stehen. Gegebenenfalls erfolgt an dieser Stelle eine Koordinaten-
Abbildung 5.6: Suchfreiheitsgrade von Verzweigungspunkten in Plattenebene
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transformation, die beispielsweise die Bewegungsrichtung eines Punktes auf einem
schra¨g zu den Koordinatenrichtungen verlaufenden freien Rand beru¨cksichtigt,
wie es in Abbildung 5.6 gezeigt ist.
Entlang der so entstandenen Geraden werden fu¨r jeden Freiheitsgrad Tastschrit-
te in Vorwa¨rts- und Ru¨ckwa¨rtsrichtung unternommen. Um dabei allerdings ei-
ne unbeabsichtigte Pra¨ferenz einzelner Parameter χi auszuschließen, werden die
Schritte vor der Wahl eines neuen Netzes sowohl einzeln als auch in ihrer gegen-
seitigen Wechselwirkung u¨berpru¨ft. Dadurch entsteht eine sukzessiv verbesserte
Fließlinienﬁgur, welche die bisher erreichte Traglast weiter senkt.
Da die Suchschrittweite vor dem eigentlichen Optimierungsprozess deﬁniert wer-
den muss, wird sie – sofern vom Benutzer nicht anders vorgegeben – als Faktor
auf der Basis der kleinsten Plattenspannweite bestimmt. Die Berechnung der
Traglast, die fu¨r jeden Tastschritt gesondert ermittelt wird, erfolgt in gleicher
Weise wie es in Abschnitt 5.2 beschrieben wurde. Der Vorgang endet, wenn die
Vera¨nderung des Netzes keine weitere Reduzierung der Traglast mehr erzielt. Ge-
gebenenfalls kann die Suche jedoch mit einer modiﬁzierten Schrittweite erneut
gestartet werden, vergleiche Abschnitt 4.3.2.
5.4 Anwendung des Gradientenverfahrens
Eine andere Mo¨glichkeit zur Optimierung der Netzgeometrie besteht darin, die
jeweilige Bewegung der Verzweigungspunktkoordinaten unter Anwendung eines
Gradientenansatzes zu bestimmen. Dieses Konzept wurde im Zuge der vorliegen-
den Arbeit nach Jennings et al. [63], McKeown et al. [92] und Thavalin-
gam [139] mit Hilfe der konjugierten Gradientenmethode realisiert.
5.4.1 Ableitungsformulierungen
Ausgangspunkt der Verbesserung ist der Algorithmus nach Fletcher & Ree-
ves [36], der in Tafel 4.5 aufgefu¨hrt ist. Um hierfu¨r den Gradienten g der Such-
richtung zu berechnen, werden auf Elementebene die Geometrieparameter , a, b
und h aus Abbildung 5.4b nach den Koordinaten χ der Verzweigungspunkte ab-
geleitet. Gleiches gilt fu¨r die Komponenten des Lastvektors f e. Nachfolgend sind
die La¨ngen bezu¨glich der Bezeichnungen in der Abbildung angegeben; die Indizes
5.4 Anwendung des Gradientenverfahrens 83
i, j und k sind Permutationen der Knotennummern 1, 2 und 3:
i =
√
(xk − xj)2 + (yk − yj)2 , (5.40)
ai =
2i + 
2
j + 
2
k
22i
, (5.41)
bi = i − ai , (5.42)
hi =
(yi − yj)xk + (yj − yk) xi + (yk − yi) xj
i
. (5.43)
Die Ableitungsmatrizen werden fu¨r jeden Parameter in Form einer Jacobi-Matrix
J ,x :=
∂	
∂χx
=
⎡
⎢⎢⎢⎢⎢⎢⎣
∂1
∂x1
∂1
∂x2
∂1
∂x3
∂2
∂x1
∂2
∂x2
∂2
∂x3
∂3
∂x1
∂3
∂x2
∂3
∂x3
⎤
⎥⎥⎥⎥⎥⎥⎦
(5.44a)
beziehungsweise
J ,y :=
∂	
∂χy
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
∂1
∂y1
∂1
∂y2
∂1
∂y3
∂2
∂y1
∂2
∂y2
∂2
∂y3
∂3
∂y1
∂3
∂y2
∂3
∂y3
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(5.44b)
aufgestellt. Analog entstehen die Jacobi-Matrizen Ja, J b und Jh, jeweils fu¨r beide
Koordinatenrichtungen. Die einzelnen Komponenten – wiederum mit permutie-
renden Indizes – sind fu¨r die x-Richtung:
• Ableitungen ∂
∂x
:
∂i
∂xi
= 0 (5.45a)
∂i
∂xj
=
xj − xk
i
(5.45b)
∂i
∂xk
=
xk − xj
i
(5.45c)
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• Ableitungen ∂a
∂x
:
∂ai
∂xi
=
xj − xk
i
(5.46a)
∂ai
∂xj
= − xk − 2xj + xi
i
+ (5.46b)
+
(xj − xk)(−xj2 − yj2 − xixk + xjxi + xkxj − yiyk + yjyi + ykyj)
3i
∂ai
∂xk
= − xj − xi
i
+ (5.46c)
+
(xk − xj)(−xj2 − yj2 − xixk + xjxi + xkxj − yiyk + yjyi + ykyj)
3i
• Ableitungen ∂b
∂x
:
∂bi
∂xi
=
xj − xk
i
(5.47a)
∂bi
∂xj
=
xi − xk
i
+ (5.47b)
− (xj − xk)(xk
2 + yk
2 − xixk + xjxi − xkxj − yiyk + yjyi − ykyj)
3i
∂bi
∂xk
=
−xi + 2xk − xj
i
+ (5.47c)
− (xk − xj)(xk
2 + yk
2 − xixk + xjxi − xkxj − yiyk + yjyi − ykyj)
3i
• Ableitungen ∂h
∂x
:
∂hi
∂xi
=
yj − yk
i
(5.48a)
∂hi
∂xj
=
yk − yi
i
+ (5.48b)
+
(xj − xk)(xiyk − xiyj + xjyi − xjyk + xkyj − xkyi)
3i
∂hi
∂xk
=
yi − yj
i
+ (5.48c)
+
(xk − xj)(xiyk − xiyj + xjyi − xjyk + xkyj − xkyi)
3i
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Die Ableitung nach der Koordinatenrichtung y erfolgt sinngema¨ß; lediglich die
Komponenten des Ho¨henparameters h sind gegenu¨ber der oben gezeigten Dar-
stellung der x-Richtung negativ anzusetzen:
∂hi
∂yj
= −∂hi
∂xj
. (5.49)
Zur Ermittlung der Suchrichtung wird die Ableitung der lokalen Transformati-
onsmatrix Ee sowie die des Lastvektors f e beno¨tigt. Grundsa¨tzlich existieren am
Dreieckselement zwei Suchrichtungen fu¨r jeden der drei Knotenpunkte. Aus den
Ableitungen der La¨ngenparameter setzt sich fu¨r die Koordinate xi die Ableitungs-
matrix
∂Ee
∂xi
=
⎡
⎢⎢⎢⎢⎢⎣
1
h21
∂h1
∂xi
∂a2
∂xi
2h2−a2 ∂2∂xi h2−a22
∂h2
∂xi
22h
2
2
∂b3
∂xi
3h3−b3 ∂3∂xi h3−b33
∂h3
∂xi
23h
2
3
∂b1
∂xi
1h1−b1 ∂1∂xi h1−b11
∂h1
∂xi
21h
2
1
1
h22
∂h2
∂xi
∂a3
∂xi
3h3−a3 ∂3∂xi h3−a33
∂h3
∂xi
23h
2
3
∂a1
∂xi
1h1−a1 ∂1∂xi h1−a11
∂h1
∂xi
21h
2
1
∂b2
∂xi
2h2−b2 ∂2∂xi h2−b22
∂h2
∂xi
22h
2
2
1
h23
∂h3
∂xi
⎤
⎥⎥⎥⎥⎥⎦
(5.50)
zusammen. Genauso folgt fu¨r den Lastvektor
∂f e
∂xi
=
⎡
⎢⎢⎢⎢⎢⎣
1
6
p (y2 − y3)
1
6
p (y3 − y1)
1
6
p (y1 − y2)
⎤
⎥⎥⎥⎥⎥⎦ (5.51a)
beziehungsweise
∂f e
∂yi
= −
⎡
⎢⎢⎢⎢⎢⎣
1
6
p (x2 − x3)
1
6
p (x3 − x1)
1
6
p (x1 − x2)
⎤
⎥⎥⎥⎥⎥⎦ . (5.51b)
Fu¨r die Zielfunktion wird daru¨ber hinaus die Ableitung des Momentenvektors m
beno¨tigt. Da die plastischen Momente in Verbindung mit den Fließlinienla¨ngen
stehen, deﬁnieren sich die Komponenten von ∂m
∂xi
zu
∂mj
∂xi
= mpl,j
∂j
∂xi
. (5.52)
Der Index j unterscheidet dabei verschieden ausgerichtete plastische Momente.
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5.4.2 Statische Kondensation und Gradientenermittlung
In Abschnitt 5.3 wurde gezeigt, wie durch die Einfu¨hrung von geometrischen
Randbedingungen die Suchfreiheitsgrade χ deﬁniert werden, siehe Abbildung 5.6.
Nach ihrer Anzahl richtet sich nun auch die Dimension des Gradientenvektors
g (χ) ≡ ∂Z (χ)
∂χ
. (5.53)
Aus der Einteilung in Basisvariablen und Nichtbasisvariablen folgt fu¨r die Opti-
mierungsvorschrift der Gleichungen (5.38)
Z (χ) = cBxB + cNxN (5.54a)[
AB AN
] [xB
xN
]
= b (5.54b)
mit xB ≥ 0 und xN = 0 . (5.54c)
Bei der Diﬀerenziation nach χ wird der Vektor b zu Null, da er nur Konstanten
entha¨lt. Auch die mit xN behafteten Terme entfallen, da die Nichtbasisvariablen
ebenfalls Null sind. Fu¨r die Ausdru¨cke von Zielfunktion und Nebenbedingungen
folgt nach der Ableitung
∂Z (χ)
∂χ
=
∂cB
∂χ
xB+ cB
∂xB
∂χ
(5.55a)
∂AB
∂χ
xB+AB
∂xB
∂χ
= 0 . (5.55b)
Umgeformt ergibt sich fu¨r Gleichung (5.55b)
∂xB
∂χ
= −A−1B
∂AB
∂χ
xB (5.56)
und zusammengefasst mit Gleichung (5.55a) erha¨lt man schließlich den Gradien-
ten
g (χ) =
(
∂cB
∂χ
− cBA−1B
∂AB
∂χ
)
xB . (5.57)
5.4.3 Problematik der Diskontinuita¨t
Wie bereits in Abschnitt 4.1.3 deutlich wurde, ko¨nnen in dem Suchraum, der
von den Koordinaten χ aufgespannt wird, Diskontinuita¨ten auftreten, die eine
Optimierung mit klassischen Gradientenmethoden erschweren. Sofern u¨ber diese
Unstetigkeiten keine weiteren Informationen vorliegen, eignen sich nur aufwendige
5.4 Anwendung des Gradientenverfahrens 87
j
i
Z( )
Bereich 1
Bereich 2
Bereich 2
g
j
i
Z( )
Bereich 1
a)
b)
g
j
i
Z( )
Bereich 1
c)
g
Bereich 2
Abbildung 5.7: Lage des Suchpunktes in der Optimierungsfunktion
a) Bewegung im gleichen Bereich
b) Wechsel des Bereiches
c) Bewegung entlang der Bereichsgrenze
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allgemeine Verfahren, vergleiche Shor [130] undUryas’ev [143]. Existiert jedoch
ein bereichsweise stetiger Verlauf, wie ihn die Zielfunktion aufweist, solange sie
sich innerhalb gleicher Basisvektoren a bewegt, so ermo¨glicht dies den Einsatz
gesonderter Methoden.
Thavalingam et al. [140] schlagen fu¨r diesen Fall eine Modiﬁkation des Algo-
rithmus von Tafel 4.5 im Abschnitt 4.4.2 vor. Wie aus Abbildung 5.7 ersichtlich
ist, gibt es drei Mo¨glichkeiten, wie der Suchpunkt im Verlauf der Optimierungs-
funktion positioniert sein kann. Ausgehend vom Bereich 1 kann das Minimum
entweder hier (a) oder im benachbarten Bereich 2 gefunden werden (b). Als Drit-
tes besteht schließlich noch die Mo¨glichkeit, dass sich der Suchpunkt entlang der
Bereichsgrenze zum Minimum hin bewegt (c). Ist Letzteres der Fall, so geho¨rt der
Punkt beiden Bereichen an. Dies bedeutet fu¨r die Optimierung, dass zumindest
ein Basisvektor aB der Assemblierungsmatrix A zu Null geworden ist. Durch
den Austausch gegen einen Nichtbasisvektor aN wird der angrenzende Bereich
betreten und fu¨r den Fall, dass der bisherige Nichtbasisvektor zu einem Basisvek-
tor wird und Werte ungleich Null annimmt, dringt der Suchpunkt ins Innere des
neuen Bereiches vor.
Da die Basisvariablen und Nichtbasisvariablen in gleicher Weise zusam-
menha¨ngen, kann dieser Vorgang geometrisch interpretiert werden, indem eine
Fließlinienrotation zu Null wird, wa¨hrend eine andere in Erscheinung tritt, ver-
gleiche Beispiel 10 aus Kapitel 7. Somit entspricht ein Basiswechsel zugleich einer
A¨nderung der Fließlinienﬁgur. Durch diesen kontinuierlichen U¨bergang kann ein
sprungartiges Verhalten der zugeho¨rigen Traglastwerte und damit der Zielfunk-
tion ausgeschlossen werden. Es sind also lediglich Unstetigkeiten in Form von
Knicken zu erwarten. Dennoch hat dies nach Gleichung (5.57) Auswirkungen auf
den Gradienten. Deshalb mu¨ssen bei einem Basiswechsel im Optimierungsvor-
gang die Gradienten der angrenzenden Bereiche untersucht werden. Ist dort kein
Gefa¨lle zu erkennen, wird die Suche entlang dem absteigenden Diskontinuita¨ts-
verlauf verfolgt.
5.4.4 Modiﬁzierter Optimierungsalgorithmus
Innerhalb eines Bereiches mit gleicher Basis ist die konjugierte Gradientenmetho-
de problemlos anwendbar. Kommt der Lo¨sungsvektor χk im Iterationsschritt k
auf einer Bereichsgrenze zu liegen, so ist zuna¨chst zu kontrollieren, ob die Rich-
tung des steilsten Abstiegs diese Grenze u¨berschreitet. Ist dies nicht der Fall,
dann wird dieser Gradient als neue Suchrichtung u¨bernommen; ansonsten ist die
Zula¨ssigkeit der Abstiegsrichtung der Nachbarregion zu u¨berpru¨fen und gegebe-
nenfalls hinu¨berzuwechseln. Wenn auch dies nicht mo¨glich ist, erfolgt eine Suche
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entlang der abfallenden Grenzlinie, bis deren Gradient Null ist, vergleiche Abbil-
dung 5.7.
Um diese Strategie anwenden zu ko¨nnen, ist es notwendig, von den Informatio-
nen Gebrauch zu machen, die wa¨hrend des Optimierungsprozesses gesammelt
wurden. Der Wechsel von Basisvektoren – und somit die nahe gelegene Diskon-
tinuita¨t – ku¨ndigt sich dadurch an, dass eine oder mehrere Basisvariablen xB
Werte nahe Null annehmen. Das Erreichen einer solchen Nullstelle ha¨ngt vom
Verhalten der Verzweigungspunktkoordinaten χ ab. Sei nD die Anzahl der de-
generierenden Basisvariablen und nχ die Zahl der Freiheitsgrade χ, so la¨sst sich
eine Degenerierungsmatrix
D =
⎡
⎢⎢⎢⎢⎣
∂xB,1
∂χ1
· · · ∂xB,nD
∂χ1
...
. . .
...
∂xB,1
∂χnχ
· · · ∂xB,nD
∂χnχ
⎤
⎥⎥⎥⎥⎦ (5.58)
deﬁnieren, die den Einﬂuss der Topologiea¨nderungen charakterisiert (McKeown
et al. [92]). Eine geringfu¨gige Vera¨nderung Δχ der Verzweigungspunktkoordina-
ten zieht demnach eine entsprechende Vera¨nderung Δx der Lo¨sungsvariablen,
bestehend aus den Verdrehungen und Durchsenkungen, nach sich. Es ist
Δx = DΔχ . (5.59)
Da die Kontinuita¨tsbedingung Δx→ 0 gewahrt bleiben muss, ist
DΔχ = 0 . (5.60)
Die Koordinatena¨nderung Δχ wird durch den skalierten Gradienten pk beschrie-
ben, der im Verlaufe der konjugierten Gradientenmethode ermittelt wird. Dies
fu¨hrt auf
Dpk = 0 . (5.61)
Unter der Voraussetzung, dass die Zeilen von D linear unabha¨ngig sind, erfolgt
eine Einteilung in einen quadratischen, nichtsingula¨ren Teil D1 und den verblei-
benden Anteil D2. Der Vektor pk wird ebenfalls in p1,k und p2,k gegliedert, sodass
aus Gleichung (5.61)
D1p1,k + D2p2,k = 0 (5.62)
und damit
p1,k = −D1−1D2p2,k (5.63)
hervorgeht.
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In gleicher Weise werden die Freiheitsgrade χk in χ1,k und χ2,k unterteilt und
Gleichung (4.36) erweitert sich fu¨r das vorliegende Problem zu
χ1,k+1 = χ1,k − αkD1−1D2p2,k (5.64a)
χ2,k+1 = χ2,k + αkp2,k . (5.64b)
Die Einfu¨hrung einer Projektionsmatrix
T =
[−D1−1D2
I
]
(5.65)
liefert den Ausdruck
[
χ1,k+1
χ2,k+1
]
=
[
χ1,k
χ2,k
]
+ αkTp2,k . (5.66)
Der Vergleich mit der allgemeinen Form von Gleichung (4.38) ergibt
pk = Tp2,k , (5.67)
und u¨ber
pk = −TT Tgk (5.68)
la¨sst sich ein Zusammenhang zum Gradienten gk herstellen, siehe Abschnitt 4.4.3.
Mit der Beru¨cksichtigung der drei Fallunterscheidungen im Grenzbereich erha¨lt
man schließlich den modiﬁzierten Suchalgorithmus, wie er in Tafel 5.1 zusammen-
gefasst ist. Sollte sich im Laufe der Optimierung eine entartete Netzgeometrie
einstellen, so ist der Vorgang zu unterbrechen und gegebenenfalls eine vera¨nderte
Netzstruktur zu wa¨hlen. Eine solche Entartung von Dreieckselementen ist leicht
festzustellen, indem aufgrund des sich umkehrenden Umlaufsinns der Knoten eine
Elementﬂa¨che kleiner oder gleich Null errechnet wird.
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1. Iterationsschritt k = 0:
1.1. Deﬁniere die Startkoordinaten χ0, sowie die Toleranzen ε1 und ε2.
1.2. Bestimme den Ausgangsgradienten g0.
1.3. Wenn ‖g0‖ < ε1: Stopp,
sonst: setze als Suchrichtung p0 := −g0.
2. Fu¨r jeden Iterationsschritt k = k + 1:
2.1. Ermittle den skalaren Verbesserungsbeiwert αk,
2.2. berechne χk+1 = χk + αkpk.
2.3. Wenn
∥∥χk+1 − χk∥∥ < ε2: Stopp.
2.4. Ermittle Gradient gk+1 nach Gleichung (5.57).
2.5. Wenn
∥∥gk+1∥∥ < ε1: Stopp.
2.6.1. Wenn χk+1 nicht degeneriert:
2.6.1.1. Wenn χk+1 und χk mit gleicher Basis (Abbildung 5.7a):
Ermittle nach der konjugierten Gradientenmethode
pk+1 = −gk+1 + βk+1pk,
sonst (Abbildung 5.7b): setze pk+1 = −gk+1.
2.6.1.2. Gehe zu Schritt 2.
2.6.2. Wenn χk+1 degeneriert (Abbildung 5.7c):
2.6.2.1. Berechne D und gk+1
2.6.2.2. Wenn
∥∥Dgk+1∥∥ < 0:
setze pk+1 = −gk+1,
sonst: berechne g′k+1 aller Nachbarbereiche durch Basiswechsel.
2.6.2.3. Wenn fu¨r alle Basen
∥∥Dg′k+1∥∥ < 0:
setze pk+1 = −g′k+1,
sonst: berechne Projektionsmatrix T ,
setze pk+1 = −TT Tgk+1.
2.6.2.4. Gehe zu Schritt 2.
Tafel 5.1: Modifzierter Suchalgorithmus nach Thavalingam et al. [140]
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Zuletzt bleibt noch die Frage der Skalierungsfaktoren αk und βk. Letzterer wurde
bereits in Abschnitt 4.4.2 mit
βk =
gTk+1gk+1
gTk gk
eingefu¨hrt. Einen viel signiﬁkanteren Einﬂuss auf den Optimierungsvorgang hat
jedoch der Parameter αk. Seine Aufgabe ist es, in Suchrichtung die Schrittweite so
zu justieren, dass der Wert der Traglast ein Minimum im Verlauf der Zielfunktion
triﬀt. Da diese Aufgabenstellung einer eindimensionalen Suche entspricht, kann
zur Bestimmung von αk der Algorithmus nach Tafel 4.2 angewendet werden.
5.5 Ansatz einer evolutiona¨ren Strategie
Eine Alternative zur schrittweisen Verbesserung einer vorgegebenen Netzgeome-
trie bieten Verfahren auf der Basis eines unvera¨nderlichen Netzes. Sie kommen
ohne die Ableitung der Geometrieparameter aus, beno¨tigen aber im Gegenzug ei-
ne feinere Diskretisierung, um den endgu¨ltigen Versagensmechanismus mo¨glichst
realita¨tsnah ﬁnden zu ko¨nnen. Ha¨uﬁg dienen sie daher nur als Ausgangspunkt
zur Bestimmung einer Fließliniengeometrie, die dann einer weiteren Topologie-
optimierung zugefu¨hrt wird, vergleiche Johnson [68] und Ramsay & John-
son [118]. An dieser Stelle soll jedoch auf der Grundlage eines starren Netzes
der Ansatz einer evolutiona¨ren Strategie vorgestellt werden, welche unter Ver-
wendung des in Abschnitt 5.2.1 eingefu¨hrten Dreieckselements einen Vergleich
der Ergebnisse insbesondere fu¨r die endgu¨ltige Versagensgeometrie des Fließlini-
ennetzes zula¨sst.
Zu diesem Zweck wird der genetische Algorithmus aus Tafel 4.6 angewendet. Die
Startpopulation des Evolutionsvorgangs entspricht der Elementknotenzahl des
Problems. Dabei repra¨sentiert jedes Individuum eine Fließlinienﬁgur und besitzt
eine eigene Auspra¨gung der Gene, die im Einzelnen den Knotenkoordinaten ent-
sprechen. Ein einzelnes Gen entha¨lt die Information u¨ber die Koordinaten x und y
eines Knotenpunktes sowie u¨ber dessen Auslenkung w senkrecht zur Plattenebe-
ne. Da die Nummerierungen der Gene den Knotennummern entsprechen, sind die
darin enthaltenen Informationen zum Pha¨notyp der einzelnen Individuen kompa-
tibel. Auf diese Weise ist eine Rekombination der Gene einzeln oder sequenziell
mo¨glich, wobei der Crossover-Punkt zufa¨llig gewa¨hlt wird. Zusa¨tzlich ist eine Mu-
tation eines Genes mo¨glich, indem der Wert der Durchsenkung w variiert wird.
Auch hier fa¨llt eine Entscheidung u¨ber das Zufallsprinzip.
Jedem Individuum wird bei der Beurteilung eine Gu¨te zugemessen, die
hauptsa¨chlich von der zum Pha¨notyp geho¨rigen Traglast bestimmt wird. Es er-
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Abbildung 5.8: Rekombination zweier Individuen in Genotyp und Pha¨notyp
weist sich jedoch als hilfreich, noch weitere Charakteristika mit zu beru¨cksich-
tigen, wie beispielsweise die Gesamtla¨nge und die Rotationswinkel θi der sich
einstellenden Fließlinien. Dadurch entsteht der Anreiz, nicht nur vorrangig die
geringste Traglast anzustreben, sondern auch eine mo¨glichst realita¨tsnahe Ver-
sagensﬁgur zu erreichen, indem das Schließen von Fließlinien und die Bildung
starrer Teilplatten unterstu¨tzt wird. Dieses Prinzip gleicht dem Kombinieren von
Elementarketten der Fließgelenktheorie nach Neal & Symonds [103]. Abbil-
dung 5.8 veranschaulicht diesen Vorgang.
Gema¨ß dem erzielten Gu¨tefaktor werden schließlich aus der momentanen Genera-
tion die Eltern fu¨r die nachfolgende selektiert. Die Wahl der Gewichtungsfaktoren
der Gu¨teparameter sowie das Maß der Wahrscheinlichkeiten von Mutation und
Rekombination entscheiden sowohl u¨ber die Entwicklungsgeschwindigkeit als auch
u¨ber die Qualita¨t des Lo¨sungsindividuums.
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5.6 Diskussion der verschiedenen Optimierungsansa¨tze
Abschließend ist festzustellen, dass sich Ansa¨tze auf der Grundlage feiner Netz-
strukturen in der praktischen Umsetzung meist als sehr berechnungsintensiv er-
weisen. Dennoch bieten sie die Mo¨glichkeit, von einer neutralen Situation aus-
gehend die endgu¨ltige Versagensﬁgur und die zugeho¨rige Traglast zu ermitteln.
Aus diesem Grunde wurde beispielsweise in den schon zitierten Arbeiten von
Ramsay & Johnson [117, 118] zumindest fu¨r die Auﬃndung einer anfa¨nglichen
Fließlinienﬁgur darauf zuru¨ckgegriﬀen.
Die in den Abschnitten 5.3 und 5.4 vorgestellten Ansa¨tze der direkten Suche
sowie des konjugierten Gradientenverfahrens sind hingegen auf der Basis eines
gro¨ber strukturierten Netzes wesentlich eﬃzienter. Insbesondere der Berechnungs-
aufwand der Suchmethode erho¨ht sich bei einer gro¨ßeren Anzahl an Knoten sehr
stark. Demgegenu¨ber ist der theoretische Hintergrund dieser Strategie deutlich
einfacher und somit auch in der numerischen Umsetzung unkomplizierter als der
des Gradientenverfahrens. Letzteres hat neben seiner Schnelligkeit jedoch noch
den entscheidenden Vorteil, im Laufe des Optimierungsvorgangs lokale Minima
u¨berwinden zu ko¨nnen. Ein Beleg hierfu¨r ist Beispiel 11 aus Kapitel 7. Als ein kri-
tischer Punkt erweist sich jedoch die empﬁndliche Reaktion auf schlecht gewa¨hlte
Schrittweiten α, was fu¨r die direkte Suchmethode wiederum kein Problem dar-
stellt.
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6 Numerische Geometrieﬁndung
Vor dem Hintergrund einer numerischen Anwendung werden aus den in Kapi-
tel 3 gezeigten geometrischen Zusammenha¨ngen bestimmte Gesetzma¨ßigkeiten
herausgearbeitet. Ziel ist hierbei, einen allgemein gu¨ltigen Algorithmus zu erstel-
len, mit dessen Hilfe fu¨r jede Plattengeometrie eine Versagensﬁgur zur weiteren
Berechnung gefunden wird, vergleiche Wu¨st [153, 154]. Da die Finite-Element-
Formulierung auf einem Dreieckselement beruht, an dessen Kanten sich Fließli-
nien ausbilden ko¨nnen, wird fu¨r die Berechnung eine weitere Triangulierung der
polygonalen Teilﬂa¨chen notwendig. Im Zuge der vorliegenden Arbeit wurden die-
se Ansa¨tze in Form eines Netzgenerierungsprogrammes realisiert, das vor dem
eigentlichen Optimierungsprozess durchlaufen wird.
6.1 Bestimmung einer Anfangsgeometrie fu¨r Fließlinien-
ﬁguren
Der Ausgangspunkt fu¨r eine Traglastberechnung nach der Fließlinientheorie ist
die Annahme eines Versagensmechanismus. Da diese Fragestellung noch immer
ein zentrales Problem darstellt, setzen Berechnungsprogramme ha¨uﬁg eine Vor-
gabe der Fließlinienﬁgur durch den Anwender voraus wie zum Beispiel Cobras,
vergleiche Ibell et al. [59] und Middleton [94]. Dadurch wird allerdings das
Berechnungsergebnis willku¨rlich beeinﬂusst, was einer objektiven Betrachtung wi-
derstrebt.
Dennoch lassen sich Anhaltspunkte ﬁnden, die man sich zur Beschreibung der
geometrischen Beschaﬀenheit zunutze machen kann. So mu¨ssen die von den Ver-
Abbildung 6.1: Rotationsvektoren im Fließliniennetz
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Abbildung 6.2: Verkippung und Drehung von Teilebenen
zweigungspunkten ausgehenden Rotationen a¨hnlich dem Krafteck eines Fach-
werks Gleichgewichtsbedingungen erfu¨llen, vergleiche Abschnitt 3.1.1 und Ab-
bildung 6.1. Eine daraus gebildete Kompatibilita¨tsmatrix erlaubt es, unbekannte
Gro¨ßen wie die Koordinaten von Verzweigungspunkten zu berechnen, wie von
Denton [26] vorgeschlagen.
Ein intuitiv sehr nahe liegender Ansatz ist die Verkippung von Ebenen als poten-
zielle Bruchﬂa¨chen, deren Auﬂagerkanten als Drehachsen in Erscheinung treten.
In ju¨ngerer Zeit wurde diese Idee von Kwan [84] aufgegriﬀen. Hierin wird vor-
geschlagen, den Versagensmechanismus einer Platte u¨ber die Rotationswinkel ω
der Bruchﬂa¨chen zu beschreiben. Im Falle von Einzelstu¨tzungen ist zumindest
ein Punkt der Drehachse bekannt; der noch unbekannte zweite wird durch einen
senkrecht zur Plattenebene gerichteten Verdrehungsvektor φ parametrisiert (Ab-
bildung 6.2). Da Fließlinienﬁguren tatsa¨chlich maßgeblich von den Verdrehwin-
keln der versagenden Plattenteile bestimmt werden, erscheint dieses Verfahren zur
Bestimmung der beno¨tigten Verzweigungspunktkoordinaten am besten geeignet,
wobei fu¨r die erste Wahl eines Versagensmodus vereinfachend jeweils gleich große
Winkel angenommen werden ko¨nnen. Leider muss jedoch die von Kwan aufge-
stellte Vermutung widerlegt werden, wonach aus der Deﬁnition von φ und ω ein
eindeutiger kinematischer Mechanismus hervorgeht, wie unter anderem Beispiel 6
in Kapitel 7 beweist.
6.2 Algorithmus fu¨r polygonal berandete Platten
Um das Aussehen eines Versagensmechanismus u¨berhaupt beschreiben zu ko¨nnen,
mu¨ssen geeignete Parameter gefunden werden, anhand derer die Gesamtgeome-
trie einer Fließlinienﬁgur wiedergegeben werden kann. Neben der Koordinaten-
bestimmung durch das Verkippen von Ebenen – vergleiche hierzu Beispiel 5 in
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Kapitel 7 – ist dabei vor allem die Verbindung der daraus entstandenen Ver-
zweigungspunkte zu einem Fließliniennetz wichtig. Aus numerischer Sicht gleicht
dies dem bei der Evolutionsstrategie angewendeten Prinzip von Pha¨notyp und
Genotyp, was im konkreten Zusammenhang allerdings mit den Begriﬀen Kon-
ﬁguration und Chiﬀrierung bezeichnet wird. Eine Konﬁguration entspricht also
einer bestimmten Fließlinienﬁgur, deren Verzweigungspunktkoordinaten jedoch
im Rahmen der kinematischen Zula¨ssigkeit variabel sind.
6.2.1 Beschreibung von Fließlinienﬁguren
Bereits im Abschnitt 3.1 wurde gezeigt, dass jede verkippende Teilplatte eine ei-
gene Drehachse besitzt. Dementsprechend richtet sich ihre Anzahl nach der Zahl
der Drehachsen, welche wiederum im Falle allseitig gelagerter Platten gleichzei-
tig ihren Kanten entspricht. Jennings [62] begru¨ndet darauf zwei grundlegende
Theoreme bezu¨glich der Topologie, das heißt dem Aussehen einer Versagensﬁgur,
und der Traglast.
Theorem zur Topologie
Bei einer n-seitig umrandeten Polygonplatte besitzt der unter der geringsten
Traglast auftretende Versagensmechanismus n polygonale Teilplatten. Jede von
ihnen grenzt an einer Seite an eine gerade Plattenkante, hat aber ansonsten kei-
nen weiteren Kontakt zum Rand.
Im Weiteren resultieren hieraus auch Konsequenzen fu¨r den Funktionsverlauf des
Traglastminimums. Wie bereits im Abschnitt 3.4.2 ersichtlich wurde, ist dieser
innerhalb eines gleichbleibenden kinematischen Mechanismus konvex. Damit kann
auch eine Aussage zur Eindeutigkeit getroﬀen werden.
Theorem zur Eindeutigkeit des Minimums
Der Kehrwert der Traglast, die einen Mechanismus von n Teilplatten gema¨ß dem
Topologietheorem aktiviert, verha¨lt sich wie eine konvexe Funktion sofern sich die
Konﬁguration nicht a¨ndert.
Die so ermittelten Fließlinienﬁguren erfu¨llen die Forderung nach der Abha¨ngig-
keit von einem einzigen Freiheitsgrad. Zugleich la¨sst sich das Topologietheorem
ausnutzen, um die verschiedenen zula¨ssigen Konﬁgurationen zu beschreiben. Da
nun der direkte Zusammenhang zwischen n Polygonpunkten und n ebenen Teil-
platten gegeben ist, liegt eine analoge Nummerierung nahe. Die gerade verlaufen-
den Fließlinien, welche die Grenze zwischen ihnen bilden, lassen sich folglich mit
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Abbildung 6.3: Chiﬀrierung von Fließlinien und Verzweigungspunkten
der Angabe der beiden Nachbarebenen i und j eindeutig beschreiben. Da sich
drei Raumebenen mit nichtparallelen Drehachsen in einem Punkt treﬀen, werden
diese Verzweigungspunkte von Fließlinien mit den entsprechenden drei Ebenenbe-
zeichnungen ijk chiﬀriert, vergleiche Abbildung 6.3. Die Reihenfolge der Ziﬀern
ist hierbei irrelevant. Daraus erwa¨chst die Forderung, dass sich in einem Ver-
zweigungspunkt genau drei Fließlinien treﬀen du¨rfen. Sollten es mehr sein, so
la¨sst sich dieser Punkt in entsprechend viele Verzweigungspunkte aufspalten. Bei
diesem Sonderfall ist dieselbe Fließliniengeometrie zwei oder mehreren Konﬁgu-
rationen zugeho¨rig, das heißt es existieren verschiedene Mo¨glichkeiten, die Ver-
zweigungspunkte zu chiﬀrieren. Abbildung 6.4 zeigt dies am einfachen Beispiel
einer Viereckplatte. Der Fall des U¨bergangs beider Konﬁgurationen ineinander
kann daher auf zweierlei Weise chiﬀriert werden.
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Abbildung 6.4: U¨bergang zweier Konﬁgurationen bei einer Viereckplatte
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6.2.2 Kombinationsmo¨glichkeiten von Konﬁgurationen
Zur Erfassung aller zula¨ssiger Mechanismen ist die Kenntnis von allen denkbaren
Kombinationen der Verzweigungspunkte erforderlich. Betrachtet man verschiede-
ne allseitig gelagerte Polygonplatten, so kann man – angefangen mit einer Drei-
eckplatte – anschaulich zeigen, dass immer
p = n− 2 (6.1)
Verzweigungspunkte vorhanden sind, siehe Abbildung 6.5. Dieser Zusammenhang
wurde bereits von Euler fu¨r die Anzahl der Zerlegungen eines konvexen n-
Polygons in Dreiecke erkannt. Im Falle von Fließlinienﬁguren spielt die Frage
der Konvexita¨t jedoch zuna¨chst keine Rolle.
Legt man nun drei ungleiche Zahlen fu¨r die Chiﬀrierung der Verzweigungspunkte
zugrunde, erha¨lt man a priori
k =
(
n
3
)
=
n!
3! (n− 3)! (6.2)
unterschiedliche Kombinationsmo¨glichkeiten.
Da jedoch Fließlinien analog mit den beiden Ziﬀern der Nachbarplatten gekenn-
zeichnet werden und gerade Linien naturgema¨ß zwei Endpunkte haben, besitzen
zwei durch eine Linie ij verbundene Verzweigungspunkte ebenfalls die Ziﬀern i
und j. Alle u¨brigen Punktchiﬀrierungen ko¨nnen aber nur noch jeweils eine der
beiden Ziﬀern beinhalten; die Kombination mit ij ist ein drittes Mal unmo¨glich.
Mit diesem Wissen kann die Gleichung (6.2) weiter verfeinert werden zu der Form
Cn (p) =
1
p + 1
(
2p
p
)
=
(2p)!
p ! (p + 1)!
, (6.3)
deren Ergebnis als Catalansche Zahl Cn bezeichnet wird. Bringt man die An-
zahl der Verzweigungspunkte p und die Ergebnisse von Gleichung (6.3) in Zu-
sammenhang, so erha¨lt man die Catalansche Zahlenreihe, die in Tabelle 6.1 fu¨r
p = 1 p = 2 p = 3 p = 4
p = 1 p = 2 p = 3 p = 4
Abbildung 6.5: Verzweigungspunkte verschiedener Polygonplatten
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Abbildung 6.6: Konﬁgurationen und Konﬁgurationsgruppen
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n 3 4 5 6 7 8 9 10
p 1 2 3 4 5 6 7 8
Cn(p) 1 2 5 14 42 132 429 1430
N 1 1 1 3 4 12 27 82
Tabelle 6.1: Anzahl zula¨ssiger Verzweigungspunktkombinationen
einige Polygone n dargestellt ist. In der Literatur werden beispielsweise von Be-
ge & Ka´sa [8] und Bernhart [12] eine Vielzahl von Anwendungsbereichen der
Catalanschen Zahlenreihe gezeigt, unter anderem das Beschreiben von bina¨ren
Ba¨umen oder dem Problem der Triangulierung von Polygonen. Beides wird im
weiteren Verlauf dieses Kapitels noch beno¨tigt. Der Ansatz im Zusammenhang
mit der Geometrieﬁndung von Fließlinien stellt jedoch eine Neuerung dar und
fand erstmals im Zuge der vorliegenden Arbeit Verwendung.
In Abbildung 6.6 sind sa¨mtliche Mo¨glichkeiten an Fließlinienkonﬁgurationen, an-
gefangen von einer Viereckplatte bis hin zum Sechseck, gezeigt. Es fa¨llt auf, dass
viele der Konﬁgurationen lediglich eine Permutation ein und derselben Fließ-
linienﬁgur sind. Dennoch handelt es sich um verschiedene Konﬁgurationen, da
sich abha¨ngig vom Ausgangspunkt der Teilplattennummerierung unterschiedli-
che Kombinationen ergeben.
In Siemon [131] wird dieser kombinatorische Aspekt ausfu¨hrlich behandelt und
die Formel
N =
1
2 (p + 2)
Cn (p) +
1
3
Cn
(
p− 1
3
)
+
3
4
Cn
(p
2
)
+
1
2
Cn
(
p− 1
2
)
(6.4)
zur Ermittlung der Anzahl N der Konﬁgurationsgruppen angegeben, vergleiche
auch Beineke & Pippert [9]. Dabei ist zu beachten, dass Summanden, die
keinen ganzzahligen Funktionswert von Cn besitzen, entfallen. Die so gefundene
Menge an Konﬁgurationsgruppen ist ebenfalls in Tabelle 6.1 eingetragen.
6.2.3 Bina¨re Kodierung
Eine Anwendung der Catalanschen Zahlen zeigt sich in der Aufgabe, ein Quadrat-
raster von links oben nach rechts unten zu durchlaufen, wobei der Weg lediglich
nach rechts oder nach unten weiterfu¨hren und der Bereich unterhalb der Diago-
nale nicht beschritten werden darf. Abbildung 6.7 zeigt dieses Vorgehen anhand
eines 3× 3-Rasters.
Zur numerischen Beschreibung kann ein Bina¨rcode herangezogen werden, der die
horizontalen und vertikalen Schritte mit 0 beziehungsweise 1 notiert. Auf diese
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000111 001011 001101 010011 010101
Abbildung 6.7: Durchlauf eines 3× 3-Rasters
Weise lassen sich entsprechend der Gro¨ße des gestellten Problems alle zula¨ssi-
gen Bina¨rcodes reproduzieren. Unzula¨ssig sind diejenigen, deren Sequenz in ihrer
Gesamtheit ungleich viele Nullen und Einsen aufweisen. Auch die Anfangs- und
Endziﬀer muss jeweils unvera¨ndert bleiben, da der erste und letzte Schritt bei der
Durchwanderung des Gitters festgelegt ist, wie sich anhand der Abbildung leicht
nachvollziehen la¨sst.
6.2.4 Dekodierung zu einem Fließliniennetz
Um alle Chiﬀrekombinationen auf numerischem Wege ermitteln zu ko¨nnen, ist
eine weitere Betrachtung des Anwendungsgebietes der Catalanschen Zahlenreihe
erforderlich. Wie Abbildung 6.8 verdeutlicht, kann der Verlauf eines Fließlinien-
netzes in einer Polygonplatte als bina¨rer Baum interpretiert werden.
Bege & Ka´sa [8] haben in Verbindung mit einem Bina¨rcode, wie er in Abschnitt
6.2.3 erstellt wurde, ein System zur Beschreibung von Bina¨rba¨umen entwickelt
(Tabelle 6.2). Davon ausgehend wird fu¨r jede Zweiersequenz entweder ein Ast
nach links oder nach rechts fortgefu¨hrt, ein Abzweigungspunkt in einen Speicher-
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Abbildung 6.8: Bina¨re Kodierung von Bina¨rba¨umen und Fließlinien
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Sequenz Anweisung
01 Ast nach links anha¨ngen
10 Ast nach rechts anha¨ngen
00 Knoten auf den Stapel legen und Ast nach links anha¨ngen
11 Knoten vom Stapel nehmen und Ast nach rechts anha¨ngen
Tabelle 6.2: Bina¨re Kodierung nach Bege & Ka´sa [8]
stapel gelegt oder herausgenommen. In diesem Fall wird der zuletzt gespeicherte
Knoten gewa¨hlt, bis am Ende keine mehr auf dem Stapel sind.
Fu¨gt man dem noch einen weiteren Schritt zur Ermittlung der Chiﬀrierungen
von Verzweigungspunkten hinzu, ist das Ziel eines Findungsalgorithmus erreicht.
Betrachtet man die entstandene Vera¨stelung als Begrenzung zwischen numme-
rierten Teilplatten, so entstehen die Chiﬀrierungen an den Knotenpunkten der
A¨ste beim Zusammentreﬀen der Teilplatten. Abbildung 6.9 zeigt das Vorgehen
an einem beispielhaften Bina¨rbaum.
Angefangen an der Baumwurzel, welche die Teilplatten 1 und n voneinander
trennt, wird das System im Gegenuhrzeigersinn umlaufen. Zu Beginn sind damit
bereits zwei Ziﬀern bekannt, die unbekannte dritte wird fu¨r eine spa¨tere Ru¨ck-
rechnung in einem Variablenspeicher S notiert. Die Einspeicherung der noch un-
bekannten Ziﬀern erfolgt dabei nach dem Prinzip ”last in – ﬁrst out”. In den
weiteren Schritten wandern die aktuellen Ziﬀern im dreistelligen Zahlencode um
jeweils eine Stelle weiter, sodass die nachfolgende Plattennummer aufgenommen
werden kann, wa¨hrend die inzwischen nicht mehr angrenzende Teilebene ausschei-
det. Dies geschieht sowohl mit den bekannten Ziﬀern als auch mit denjenigen, die
123
1
... ...
n-1
2
3
i
n
Abbildung 6.9: Chiﬀrierung anhand eines Bina¨rbaumes
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vorla¨uﬁg noch mit einer Variablen versehen sind. Wird das Ende eines Astes er-
reicht, so muss die Chiﬀrierung drei aufeinanderfolgende Ziﬀern enthalten; auch
ein Abknicken des Verlaufs nach rechts la¨sst Schlu¨sse auf die benachbarten Platten
zu. Damit kann eine teilweise Ru¨ckrechnung der Unbekannten aus dem Variablen-
speicher erfolgen. Es ist jedoch zu beru¨cksichtigen, ob es sich um einen nach links
oder nach rechts abzweigenden Ast handelt. Spa¨testens am Ausgangspunkt la¨sst
sich so die letzte noch verbleibende Variable ermitteln, sodass die Chiﬀrierung
fu¨r eine theoretisch zula¨ssige Folge von Verzweigungspunkten vorliegt.
Tabelle 6.3 zeigt nochmals die zusammengefasste Dekodierungsanweisung, bei der
mit
a0 = 1; b0 = x1; c0 = n
der Startpunkt stets gleichbleibend ist, wa¨hrend die nachfolgenden Punktchif-
frierungen a, b und c entsprechend der bina¨ren Sequenz berechnet werden. Die
Chiﬀrierungen werden gema¨ß der Vorschrift – gegebenenfalls auch in Form von
Variablen xi – weitergegeben oder im Speicherstapel Si abgelegt.
Sequenz 00 01 10 11
a ai → ai+1 ai → ai+1 ∗ ∗
b bi → ci+1; S1 bi → ci+1 bi → ai+1 S1 → ai+1
c ci → S2 ∗ ci → ci+1 S2 → ci+1
∗ = Ru¨ckrechnung am Knick oder Ende eines Astes
Tabelle 6.3: Dekodierungsvorschrift fu¨r Bina¨rcodesequenzen
Die Vorgehensweise soll anhand des Bina¨rcodes 0010011110 veranschaulicht wer-
den, siehe Abbildung 6.10. Aufgrund der La¨nge der Codierung von zehn Ziﬀern
steht bereits fest, dass es sich um eine Achteckplatte handelt. Damit ist die Aus-
gangslage
a0 = 1; b0 = x1; c0 = 8 .
Das erste Ziﬀernpaar – vergleiche erste Spalte in Tabelle 6.3 – sorgt dafu¨r, dass
in der Chiﬀrierung des Verzweigungspunktes die erste Plattennummer beibehal-
ten wird. Die zweite wird hingegen an die zuku¨nftige dritte Stelle u¨bergeben
und zusammen mit der bisherigen gespeichert. Weil dem na¨chsten Zweierblock
entsprechend ein Ast nach rechts angeha¨ngt wird und damit zwei benachbar-
te Teilplatten vorliegen, mu¨ssen beim zweiten Verzweigungspunkt die erste und
zweite Zahl der Chiﬀrierung aufeinanderfolgend sein. Gema¨ß dem dritten Ziﬀern-
paar der Codierung ist anschließend ein Ast nach links anzufu¨gen; im Gegensatz
zur ersten Sequenz werden jedoch keine Nummern gespeichert. Da der vorletzte
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Zweierblock wieder Plattennummern aus dem Speicher zuru¨ckverlangt und einen
Ast nach rechts an die Baumwurzel setzt, endet der bisherige Strang. Dies bedeu-
tet, dass der vierte Verzweigungspunkt drei aufeinanderfolgende Zahlen besitzen
muss; also kann nun die Variable x2 = 4 ermittelt werden. Der neue Ast, der
von der Baumwurzel nach rechts abzweigt, muss als dritte Zahl die Nummer der
Teilplatte 8 beinhalten. Danach wird er abermals nach rechts verla¨ngert. Da der
Bina¨rcode nun endet, ko¨nnen die mitgefu¨hrten Variablen mit x4 = 7 und x3 = 6
bestimmt werden. Zuletzt erschließt sich auch die einzige noch verbliebene Unbe-
kannte mit x1 = 5.
Im Folgenden sind die einzelnen Schritte zusammengefasst:
Start: a0 = 1; b0 = x1; c0 = 8
00: a1 = 1; b1 = 2; c1 = x1; x1 → S1; 8 → S2
10: a2 = 2; b2 = x2; c2 = x1
01: a3 = 2; b3 = 3; c3 = x2; x2 = 4
11: a4 = x1; b4 = x3; c4 = 8; x1 ← S1; 8 ← S2
10: a5 = x3; b5 = x4; c5 = 8; x4 = 7; x3 = 6; x1 = 5
1
2
3
4
5
6
7
8
Abbildung 6.10: Beispiel: Bina¨rbaum aus der Codierung 0010011110
6.2.5 Betrachtung der individuellen Topologie
Nachdem alle theoretisch zula¨ssigen Punktfolgen ermittelt wurden, ist eine Unter-
suchung der geometrischen Gegebenheiten des Problems notwendig. Da bei der
Verkippung von jeweils drei Teilebenen Schnittpunkte ermittelt wurden, deren
Koordinaten außerhalb der Plattenberandung liegen, scheiden ihre Chiﬀrierun-
gen und somit alle mit ihnen verbundenen Punktkombinationen als unzula¨ssig
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aus. Des Weiteren entfallen selbstversta¨ndlich auch diejenigen Konstellationen,
bei denen beispielsweise wegen Parallelita¨t der Ebenen erst gar keine Koordina-
ten berechnet werden konnten. Fu¨r die u¨brig gebliebenen Fließliniennetze erfolgt
eine Plausibilita¨tskontrolle, bei der die Summe aller Teilﬂa¨chen die Gesamtﬂa¨che
der Platte ergeben muss. Auf diese Weise werden eventuelle U¨berkreuzungen von
Fließlinien ausgeschlossen.
Bei der Anwendung des Verfahrens zeigt es sich, dass fu¨r eine gegebene Platten-
geometrie zumeist nur eine zula¨ssige Konﬁguration u¨brig bleibt. Dennoch gibt
es Beispiele, bei denen – abgesehen von identischen Konﬁgurationen – mehrere
zula¨ssige Mechanismen gefunden werden, siehe Beispiele 6 und 12 in Kapitel 7.
6.3 Triangulierung
Die bisher erzielte Netzstruktur gewa¨hrleistet lediglich, dass die sich bei der Be-
rechnung einstellenden Fließlinien in der Plattentopologie vertreten sind. Fu¨r die
Behandlung mit dem in Abschnitt 5.2 eingefu¨hrten Dreieckselement ist jedoch
eine weitere Verfeinerungsstufe in Form einer Triangulierung der verbliebenen
Teilﬂa¨chen erforderlich. Eine erneute Anwendung des in Abschnitt 6.2.4 beschrie-
benen Verfahrens auf die zuvor entstandenen Plattenteile ist allerdings ungeeig-
net, da auch bei mehrmaliger Wiederholung nicht zwangsla¨uﬁg Dreiecksmaschen
entstehen, siehe Abbildung 6.11a. Stattdessen werden die beno¨tigten Dreiecke
durch geeignetes Verbinden der Eckpunkte eines jeden polygonalen Plattenteils
gebildet (Abbildung 6.11b). Dies hat außerdem den Vorteil, dass keine zusa¨tzli-
chen Netzknoten entstehen, was den Berechnungsaufwand nur unno¨tig erho¨hen
wu¨rde. Der genaue Verlauf dieser sekunda¨ren Fließlinien ist dabei von untergeord-
neter Bedeutung, da er nur u¨ber den Zusammenbau der Assemblierungsmatrizen
a) b)
Abbildung 6.11: Weiterfu¨hrende Triangulierung einer Fließlinienﬁgur
a) Verwendung des Algorithmus zur Geometrieﬁndung
b) Verbinden der Polygonecken
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entscheidet, jedoch keine Vera¨nderung der Traglastergebnisse bewirkt. In der Fol-
ge besta¨tigt sich, dass an den ku¨nstlich eingefu¨hrten Fließlinien keine gegenseitige
Verdrehung der Elemente eintritt, vergleiche Beispiel 3 in Kapitel 7.
Bei der Wahl anderer Optimierungsansa¨tze, die dichtere Netze beno¨tigen, ist gege-
benenfalls eine erneute Verfeinerung des entstandenen Dreiecksnetzes notwendig.
Deshalb wurde bei der numerischen Umsetzung des Verfahrens die Mo¨glichkeit
einer gleichma¨ßigen Triangulierung vorgesehen. Abbildung 6.12 zeigt die ersten
drei Triangulierungsstufen einer Dreiecksﬂa¨che.
Zum Zwecke einer freien Netzgenerierung empﬁehlt sich das Verfahren zur Tri-
angulierung nach Delaunay [25], auf das an dieser Stelle jedoch nicht na¨her
eingegangen werden soll. Fu¨r Ausfu¨hrungen zu diesem Thema und zu Parzel-
lierungsproblemen allgemein sei auf die Literatur von Lee & Schachter [86],
Okabe et al. [108] sowie Preparata & Shamos [115] verwiesen.
Abbildung 6.12: Drei Triangulierungsstufen einer Dreiecksﬂa¨che
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7 Numerische Berechnungsbeispiele
Zur Veranschaulichung der bisher behandelten theoretischen Grundlagen werden
einige numerische Beispiele vorgefu¨hrt, die einerseits Ergebnissen aus der Litera-
tur gegenu¨bergestellt und auf der anderen Seite mit Finite-Element-Berechnungen
der klassischen Fließzonentheorie verglichen werden. Hierbei kommt das ﬁnite
Schalenelement zur Anwendung, dessen theoretischer Hintergrund im Abschnitt
5.1.2 erla¨utert wurde. Die fu¨r die praktische Anwendung notwendigen Informa-
tionen zur Modellierung des nichtlinearen Materialverhaltens werden gemeinsam
mit den verwendeten Parametern zu Beginn dieses Kapitels in Abschnitt 7.1 an-
gegeben.
Die Strukturierung der nachfolgenden Beispiele orientiert sich im Wesentlichen
am Aufbau der Theoriekapitel. Zur Einfu¨hrung werden zuna¨chst verschieden gela-
gerte Rechteckplatten untersucht, worauf eine Betrachtung der Plattengeometrie
und von lokalen Einﬂu¨ssen folgt. Nach der Darstellung einiger Optimierungsmerk-
male wird schließlich noch der praktische Einsatz der implementierten Fließlini-
entheorie ero¨rtert.
7.1 Vergleichsgrundlagen
Im Vorfeld der eigentlichen Vergleichsberechnungen werden in einer kurzen U¨ber-
sicht die allgemein gu¨ltigen Materialdaten zusammengetragen. Anschließend folgt
ein einfaches Beispiel, um die Berechnungsgrundlagen von Fließlinientheorie und
Fließzonentheorie aufeinander abzustimmen.
7.1.1 Materialparameter
Zuna¨chst wird vereinbart, dass den numerischen Berechnungsbeispielen – sofern
nicht anders angegeben – Stahl als isotroper Werkstoﬀ zugrunde liegen soll. Die
fu¨r die Finite-Element-Modellierung beno¨tigten Materialdaten sind in Tabelle 7.1
zusammengestellt. Um den Deﬁnitionen der Fließlinientheorie Folge zu leisten,
wird generell eine Querdehnzahl von ν = 0 vorausgesetzt; eine Materialverfesti-
gung ﬁndet nicht statt.
Fu¨r die Betrachtung der orthotrop bewehrten Stahlbetonplatte aus Abschnitt
7.2.3 wurden in Tabelle 7.2 die Parameter u¨bernommen, auf denen die Versuche
von Pardey [111] basieren. Auf die Umrechnung der Eingabewerte zwischen den
beiden Berechnungsmethoden wird im nachfolgenden Einfu¨hrungsbeispiel einge-
gangen.
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Baustahl S235
E-Modul: E = 2, 1 · 108 kN
m2
Streckgrenze: fy,k = 2, 4 · 105 kNm2
Tabelle 7.1: Materialparameter fu¨r Stahlplatten
Beton Festigkeitsklasse C30/37
E-Modul: Ecm = 3, 2 · 107 kNm2
Druckfestigkeit: |fck| = 3, 0 · 104 kNm2
Betonstahl BSt 500 M normalduktil
E-Modul: E = 2, 1 · 108 kN
m2
Streckgrenze: fy,k = 5, 0 · 105 kNm2
Tabelle 7.2: Materialparameter fu¨r Stahlbetonplatten
7.1.2 Beispiel 1: Einachsig gespannter Plattenstreifen
Zu Beginn wird ein Plattenstreifen untersucht, der jeweils an zwei gegenu¨ber-
liegenden Seiten gelenkig gelagert beziehungsweise frei ist. Sein Tragverhalten
entspricht somit dem eines Balkens, wie er in Abbildung 7.1 dargestellt ist.
Anhand dieses Beispiels sollen die Lo¨sungen nach der Fließlinientheorie und die
Finite-Element-Berechnungen auf der Basis der Fließzonentheorie aufeinander ab-
gestimmt werden. Zu diesem Zweck muss zuna¨chst das vorgegebene plastische
Moment in eine Spannung umgerechnet werden. Durch die Wahl realer Material-
werte – zugrunde gelegt sei die Fließspannung von Stahl mit fy,k = 2, 4 · 105 kNm2 –
bleibt nur noch die Ho¨he h des Balkens als Variable verfu¨gbar, die am durchplas-
p

 = 1, 0 m
mpl = 1, 0
kNm
m
Abbildung 7.1: Beispiel 1: Einachsig gespannter Plattenstreifen in der Ansicht
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pl
mpl
a) b)
c)
Grenzkurve bei Traglast
Abbildung 7.2: Vollplastizierter Querschnitt einer Platte
a) Spannungsverteilung
b) a¨quivalentes plastisches Moment
c) Fließgelenkbildung in der Seitenansicht
tizierten Querschnitt u¨ber das Verha¨ltnis
mpl =
1
4
h2fy,k oder h =
√
4mpl
fy,k
bestimmt wird, siehe Abbildung 7.2. Im konkreten Fall ergibt sich daraus eine
Dicke von h = 4, 082 mm. Dieses Verha¨ltnis zwischen plastischem Moment und
Plattendicke taucht auch in einigen spa¨teren Beispielen wieder auf.
U¨ber die Ho¨he des Plattenstreifens werden sieben Elementschichten gewa¨hlt, die
zur numerischen Integration jeweils zwei Gauß-Punkte besitzen und deren Refe-
renz die Mittelﬂa¨che ist. U¨ber die La¨nge  werden fu¨r die Vernetzung 20 Elemente
verwendet. Mit derselben Netzfeinheit werden auch die nachfolgenden Beispiele
diskretisiert, wobei der Einﬂuss auf das Ergebnis in dieser Gro¨ßenordnung prak-
tisch nicht mehr ins Gewicht fa¨llt. Die Berechnung aller Platten erfolgt stets geo-
metrisch linear, seitens des Materialgesetzes jedoch mit isotroper J2-Plastizita¨t
auf der Grundlage kleiner Verzerrungen. Die von Mises-Vergleichsspannungen in
Abbildung 7.3 zeigen fu¨r den La¨ngsquerschnitt des einachsig gespannten Platten-
streifens verschiedene Plastizierungsgrade. Wa¨hrend die Abbildungen 7.3a und b
aufgrund der Dehnung beziehungsweise Stauchung nur an den Randschichten
plastizieren, zeigt Abbildung 7.3d bereits einen stark durchplastizierten Quer-
schnitt und große Verformungen. Demgegenu¨ber repra¨sentiert Abbildung 7.3c
genau die Laststufe, bei der sich der kinematische Mechanismus vollsta¨ndig aus-
gebildet hat – vergleiche Abbildung 7.2c. Die zugeho¨rige Traglast entspricht mit
p = 8 kN
m2
sowohl der analytischen als auch numerischen Lo¨sung der Fließlini-
entheorie. Fu¨r alle nun folgenden Beispiele werden deshalb die Vergleichswerte
entnommen, sobald ein kinematischer Mechanismus erreicht wird. Dies ist der
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0
fy,k
pFLT 
2
mpl
w

Vergleichsspannungen
a) 6,0 0,066
b) 7,0 0,083
c) 8,0 0,149
d) 8,4 0,514
Abbildung 7.3: Plastizierender Querschnitt des Plattenstreifens
Fall, wenn die an die neutrale Ebene grenzende Elementschicht plastiziert und
die Fließzonen des Zug- und Druckbereichs verbunden sind. In den numerischen
Beispielen werden zusammen mit den Traglastergebnissen auch die von Mises-
Vergleichsspannungen der plastizierenden Zonen dargestellt. Dennoch sei vorab
betont, dass auch die so ermittelten und der Fließlinientheorie am ehesten na-
he kommenden Referenzlo¨sungen wegen ihres qualitativen Charakters stets mit
Bedacht und im Rahmen einer gewissen Toleranz zu vergleichen sind.
7.2 Einﬂuss der Randlagerung bei Rechteckplatten
Mit den nun folgenden Beispielen isotroper Platten werden insbesondere die im
Kapitel 3 dargelegten Grundlagen nochmals beleuchtet. Als Einstieg und zum
Abgleich der vorgestellten Berechnungsverfahren wird der einfache Fall einer Qua-
dratplatte untersucht, bevor dann auf die Betrachtung von Rechteckplatten u¨ber-
gegangen wird. Dabei werden Beispiele aus dem Bereich des Stahlbaus und des
Stahlbetonbaus ero¨rtert, deren wesentliche Materialparameter aus den Tabellen
7.1 und 7.2 in Abschnitt 7.1.1 ersichtlich sind.
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7.2.1 Beispiel 2: Isotrope Quadratplatte
3'
y
x
1'
2'4'
x
y
mpl,y
mpl,x
x = 1, 00 m
y = 1, 00 m
Beispiel 2a: λ′i = 0
Beispiel 2b: λ′i = 1
FLT FEM
mpl,x = mpl,y = 1, 00
kNm
m
h = 4, 082 mm
m′pl,x = m
′
pl,y = 1, 00
kNm
m
fy,k = 2, 4 · 105 kNm2 (Stahl)
Abbildung 7.4: Beispiel 2: Isotrope Quadratplatte
Zur Veriﬁkation der Herleitungen aus Abschnitt 3.3 dient eine quadratische Plat-
te, deren Kantenla¨nge mit x = y = 1 m vorgegeben wird, siehe Abbildung 7.4.
Unter der Annahme eines einheitlichen plastischen Moments von mpl = 1
kNm
m
resultieren aus der Fließlinientheorie die Traglasten von p = 24 kN
m2
fu¨r gelenkig
gelagerte (Beispiel 2a mit λ′i = 0), beziehungsweise p = 48
kN
m2
fu¨r eingespannte
Ra¨nder (Beispiel 2b mit λ′i = 1).
Aus Sicht der vorgeschalteten Netzgenerierung stellt dieses erste Beispiel bereits
einen Sonderfall dar. Da die beiden Verzweigungspunkte genau in der Mitte des
Plattenfeldes mit exakt denselben Koordinaten gefunden werden, sind formell
zwei Versagenskonﬁgurationen zula¨ssig, die jedoch den gleichen kinematischen
Mechanismus repra¨sentieren, vergleiche Abschnitt 6.2.1 und Abbildung 6.4. In
Anbetracht der doppelten Symmetrie entspricht die vorgeschlagene Figur zugleich
der endgu¨ltigen Lo¨sung, sodass die auf die Fließlinientheorie gestu¨tzte numerische
Berechnung unmittelbar und ohne vorherigen Optimierungsdurchlauf die schon
genannten Traglastergebnisse liefert.
Zur Kalibrierung der erzielten Ergebnisse mit den Finite-Element-Berechnungen
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der Fließzonentheorie wird Stahl als isotropes Material zugrunde gelegt, wobei die
Umrechnung von mpl hier auf eine a¨quivalente Plattendicke von h = 4, 082 mm
fu¨hrt. Die gesamte Plattenﬂa¨che wird mit einem verha¨ltnisma¨ßig feinen Netz von
20×20 Elementen diskretisiert. Abbildung 7.5 zeigt die plastizierenden Zonen und
das aufprojizierte Fließliniennetz fu¨r den Fall der Navierlagerung (links) sowie fu¨r
eine allseitige Einspannung (rechts). Es fa¨llt auf, dass sich die Fließzonen in der
linken Darstellung sehr gut mit den prognostizierten Fließlinien decken. Auf der
rechten Seite bildet sich jedoch eine in den Ecken in Querrichtung verlaufende,
ringfo¨rmige Zone aus, welche die Vereinfachung des gewa¨hlten kinematischen Mo-
dells in diesem Bereich etwas in Frage stellt. Unter den Abbildungen sind jeweils
die auf y und mpl,y bezogenen Traglastwerte nach Fließlinientheorie und aus
der Finite-Element-Berechnung angegeben. Infolge der guten U¨bereinstimmung
des plastischen Verhaltens in Beispiel 2a einerseits und den gesicherten Lo¨sun-
gen aus Abschnitt 3.3 andererseits, rechtfertigt sich die Deﬁnition der vollsta¨ndig
ausgepra¨gten Fließmechanismen als Vergleichskriterium. Allerdings zeigt sich bei
einer Einspannung, dass sich die Versagenslast der Finite-Element-Methode mit
p = 47, 2 kN
m2
bereits geringfu¨gig vom oberen Grenzwert entfernt. Der Grund fu¨r
die zwar akzeptable, aber dennoch merkliche Abweichung von 1,7% – bezogen auf
die Ergebnisse der Fließlinientheorie – la¨sst sich in der na¨heren Betrachtung der
lokalen Eckeﬀekte ﬁnden, denen sich Abschnitt 7.4 widmet.
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Abbildung 7.5: Gegenu¨berstellung der Beispiele 2a und 2b mit
Fließlinien und Fließzonen in der neutralen Ebene
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7.2.2 Beispiel 3: Isotrope Rechteckplatten
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Abbildung 7.6: Beispiel 3: Isotrope Rechteckplatte nach Haase [50]
Die im vorliegenden Beispiel betrachtete Rechteckplatte geht mit den gegebe-
nen Parametern auf Haase [50] zuru¨ck, wobei die in Abschnitt 3.3.1 erla¨uterte
Grenzgleichgewichtsmethode fu¨r Handrechnungen angewendet wurde. Die Ab-
messungen und die weiterhin beno¨tigten Gro¨ßen sind aus Abbildung 7.6 ersicht-
lich. Fu¨r die mit dem beschriebenen Schalenelement durchgefu¨hrte Referenz-
berechnung wurde eine regelma¨ßige Netzdiskretisierung mit 19×26 Elementen
gewa¨hlt. Unter der Annahme einer Stahlplatte mit den Materialdaten nach Ta-
belle 7.1 wu¨rden die Angaben der plastischen Momente einer a¨quivalenten Dicke
von h = 10, 45 mm entsprechen.
Beispiel 3a: Navierlagerung
Zu Anfang soll als einfachster Fall eine allseitig gelenkige Randlagerung unter-
sucht werden. Da an den Plattenkanten keinerlei Momente aufgenommen werden
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ko¨nnen, folgt mit m′pl,i = 0 fu¨r sa¨mtliche Einspannungsverha¨ltnisse ein Faktor
λ′i = 0 und damit auch eine Vereinfachung der Gleichungen (3.24) und (3.25)
fu¨r die reduzierten Seitenla¨ngen. Mit den angegebenen Plattenabmessungen so-
wie einem Referenzwert von mpl = 6, 558
kNm
m
bleiben Letztere jeweils bei den
urspru¨nglichen La¨ngen ar = a = 5, 20 m und br = b = 3, 80 m. Gleichung (3.29)
liefert schließlich eine Traglast von p = 8, 254 kN
m2
und aus (3.20) folgen als Para-
meter fu¨r die Lage der beiden Verzweigungspunkte h1 = h3 = 2, 18 m, sowie aus
Symmetriegru¨nden erwartungsgema¨ß h2 = h4 = 1, 90 m.
Zur Berechnung basierend auf der numerischen Implementierung der Fließlinien-
theorie muss zuna¨chst eine geeignete Netzdiskretisierung gefunden werden. Das
nach den Herleitungen aus Kapitel 6 entwickelte Generierungsprogramm liefert
als erste Annahme die in Abbildung 7.7a dargestellte Versagensﬁgur, die durch
die Verschneidung von gekippten Ebenen entstanden ist. Die vier polygonalen
Teilplatten ko¨nnen jedoch nicht direkt fu¨r die Aufstellung der geometrischen Ele-
mentbeziehungen aus Abschnitt 5.2 verwendet werden. Hierfu¨r wird zusa¨tzlich
eine Triangulierung notwendig, siehe Abbildung 7.7b, bei der im Vergleich zum
vorigen Schritt die Fließlinien 25 und 46 hinzukommen (die Ziﬀern zu ihrer Be-
zeichnung werden im Weiteren stets von den Nachbarknoten abgeleitet). An ih-
nen tritt keine gegenseitige Verdrehung der angrenzenden Teilplatten auf, sodass
diese nach wie vor als durchga¨ngige Fla¨che agieren. Demzufolge wird dort auch
keine Dissipationsarbeit verrichtet und das Ergebnis fu¨r die Traglast bleibt un-
beeinﬂusst. Abbildung 7.7c zeigt dies anhand des Fließliniennetzes, das u¨ber den
senkrecht zur Plattenebene stehenden Verschiebungsfreiheitsgrad gelegt wurde:
Da sich die gegenseitigen Verdrehungen θ25 und θ46 zu Null ergeben, sind die
Abstufungen der Teilplatten 2 und 3, sowie 5 und 6 zu den Verzweigungspunkten
5 und 6 hin identisch.
Bei der Berechnung werden die Werte der Handrechnung sowohl mit der Gradi-
entenmethode als auch mit der direkten Suchstrategie exakt ermittelt. Abbildung
7.8 (links) besta¨tigt, dass die Finite-Element-Lo¨sung im Bereich dieses Lastfak-
tors ebenfalls einen kinematischen Mechanismus erreicht.
Beispiel 3b: Allseitige Einspannung
Im na¨chsten Schritt soll dieselbe Platte an allen Seiten eingespannt werden. Die
maximal aufnehmbaren Momente m′pl,i an den vier Plattenra¨ndern entsprechen
somit dem allgemein geltenden plastischen Moment mpl; das Momentenverha¨lt-
nis ist demnach jeweils λ′i = 1. Bei der Anwendung der Grenzgleichgewichts-
methode fu¨hrt dies zu einer um den Faktor 1√
2
vera¨nderten reduzierten Sei-
tenla¨nge, also ar =
a√
2
= 3, 68 m beziehungsweise br =
b√
2
= 2, 69 m. Die
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Abbildung 7.7: Isotrope Rechteckplatte
a) Numerisch generierte Fließlinienﬁgur
b) Triangulierung
c) Fließliniennetz mit Durchsenkung
Position der beiden Verzweigungspunkte im Platteninneren bleibt hingegen un-
vera¨ndert, da die Einspanngrade von allen benachbarten Drehachsen – respekti-
ve Plattenkanten – in gleichem Maße vera¨ndert wurden. Die erreichte Traglast
liegt nun bei p = 16, 51 kN
m2
und ist damit wegen der hinzugekommenen inneren
Dissipationsenergie deutlich ho¨her als zuvor. Auch hier liefert die Computerbe-
rechnung nach der Fließlinientheorie genau dieselben Resultate wie die Hand-
rechnung, wa¨hrend seitens der Fließzonentheorie die Darstellung der vonMises-
Vergleichsspannungen bereits eine in weiten Teilen durchplastizierte Platte auf-
weist. Der mittlere Plot der Abbildung 7.8 zeigt daher eine niedrigere Traglast-
stufe im Bereich von p = 15, 9 kN
m2
. Dies bedeutet eine Abweichung von rund 3,7%
bezu¨glich der Fließlinientheorie.
Beispiel 3c: Unterschiedlich gelagerte Ra¨nder
Als dritte Variante wird die Lagerungsart der Plattenra¨nder variiert. Die einzel-
nen Verha¨ltnisse der Stu¨tzmomente sind λ′1 = 1, λ
′
2 = 0, λ
′
3 = 0 und λ
′
4 = 1,
was jeweils einer Einspannung am linken und am unteren Rand bei ansonsten
gelenkiger Lagerung entspricht.
Nach den Gleichungen (3.24) und (3.25) aus Abschnitt 3.3.1 ergeben sich fu¨r
die Grenzgleichgewichtsmethode die reduzierten Seitenla¨ngen ar = 4, 31 m und
br = 3, 15 m. In der Folge liegen die Verzweigungspunkte an den von h1 = 2, 56 m
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Abbildung 7.8: Gegenu¨berstellung der Beispiele 3a bis 3c mit
Fließlinien und Fließzonen in der neutralen Ebene
und h2 = 1, 57 m, sowie h3 = 1, 81 m und h4 = 2, 23 m deﬁnierten Stellen. Ins-
gesamt betra¨gt die Traglast nach der Handrechnung p = 12, 03 kN
m2
. Sie stimmt
wiederum mit den numerischen Ergebnissen der Fließlinientheorie u¨berein. Die
Finite-Element-Berechnung liefert auf der Basis des Schalenelements mit plasti-
schen Eigenschaften einen Versagensmechanismus bei p = 11, 9 kN
m2
, einer Diﬀe-
renz von 1,1%. Dabei pra¨sentieren sich allerdings die zu den gelenkig gelagerten
Ra¨ndern strebenden Fließzonen – in Abbildung 7.8 rechts – schon stark plasti-
ziert, wa¨hrend der Bereich zwischen den beiden eingespannten Kanten gerade erst
zu ﬂießen beginnt. Wie in der vorangegangenen Variante stellt sich auch hier beim
Vergleich der Eckbereiche die Frage, ob die gewa¨hlte Modellierung den eintreten-
den Mechanismus trotz der guten Ergebnisse ausreichend genau widerspiegelt.
7.2.3 Beispiel 4: Orthotrop bewehrte Rechteckplatte
Im Bereich des Stahlbetonbaus kommt die aﬃne Verzerrung der Plattengeometrie
zur Anwendung – vergleiche Abschnitt 3.2.2 – um in x- und y-Richtung des Plat-
tenfeldes verschiedene Bewehrungsgrade realisieren zu ko¨nnen. Von Pardey [111]
wird das Beispiel einer naviergelagerten Rechteckplatte angefu¨hrt, wie sie in Ab-
bildung 7.9 gezeigt ist.
Aus Tafelwerken (Czerny [20], Stiglat & Wippel [135]) folgen nach der Elas-
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Abbildung 7.9: Beispiel 4: Orthotrop bewehrte Stahlbetonplatte nach Pardey [111]
tizita¨tstheorie fu¨r die Feldmomente der Haupt- und Nebentragrichtung die Werte
mpl,x =
p2y
34, 7
sowie mpl,y =
p2y
13, 7
und mit Gleichung (3.5) dementsprechend der Orthotropiekoeﬃzient μ = 2, 53
– ungeachtet des absoluten Betrages von mpl,y als Bezugsmoment. Infolge der
Gleichung (3.14) fu¨hrt dies zu einer virtuellen Stauchung der y-Richtung mit
dem Skalierungsfaktor λ = 0, 628. Die Berechnung nach der Fließlinientheorie
liefert schließlich den bezogenen Traglastfaktor p = 12, 92
mpl,y
2y
, wie er fu¨r die-
ses Verfahren auch von Pardey angegeben wird. Demgegenu¨ber weisen die dort
beschriebenen Versuchsergebnisse und eine ebenfalls durchgefu¨hrte nichtlineare
Vergleichsberechnung mit Werten im Bereich von p = 13, 9
mpl,y
2y
beim Errei-
chen der Streckgrenze eine deutlich ho¨here Last auf. Dies ist allerdings auf eine
zusa¨tzliche Drillbewehrung in den Plattenecken zuru¨ckzufu¨hren, deren zusa¨tzliche
Forma¨nderungsarbeit von der Fließlinientheorie nicht erfasst wird.
In Abbildung 7.10 ist links das Ergebnis einer isotropen und rechts das einer or-
thotropen Bewehrungsfu¨hrung dargestellt. Auﬀa¨llig sind insbesondere die jeweils
abweichenden Randabsta¨nde hx der beiden Verzweigungspunkte, wobei natu¨rlich
in beiden Fa¨llen nach wie vor eine doppelte Symmetrie vorliegt.
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Abbildung 7.10: Vergleich der Beispiele 4a und 4b mit
Fließlinien und vertikaler Durchsenkung
7.3 Geometriebetrachtung und Netzgenerierung
Neben Bewehrungsverha¨ltnissen und Einspanngraden spielen bei der Auspra¨gung
einer bestimmten Versagensﬁgur vor allem geometrische Gegebenheiten eine Rol-
le. Aus diesem Grund werden nun Einﬂu¨sse aus der Plattenform na¨her unter-
sucht. Bei komplexeren Geometrien besteht zudem eine zentrale Schwierigkeit in
der objektiven Auﬃndung der kinematisch zula¨ssigen Mechanismen, die jedoch
mit Hilfe des in Kapitel 6 entwickelten Verfahrens gelo¨st wird. Daher sollen in
diesem Abschnitt auch die Aspekte der Netzgenerierung Beachtung ﬁnden.
7.3.1 Beispiel 5: Viereckplatte mit schra¨gem Rand
Ausgangspunkt fu¨r diese Untersuchung ist eine symmetrische Platte mit einem
freien Rand, die sich zu diesem hin verengt, siehe Abbildung 7.11. Daru¨ber hinaus
besitzt auch ihre Oberseite die Fa¨higkeit zur Aufnahme von plastischen Momen-
ten, sodass in positiven wie negativen Fließlinien gleichermaßen Dissipationsar-
beit verrichtet wird.
Als Erstes muss ein geeignetes Versagensmuster gefunden werden, das den sich
einstellenden Mechanismus ausreichend genau beschreiben kann. Abbildung 7.12
zeigt die numerisch ermittelte Annahme sowohl fu¨r die gesamte (a) als auch fu¨r
die entlang der Symmetrieachse halbierte Platte (b) und deren Dreiecksvernet-
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Abbildung 7.11: Beispiel 5: Viereckplatte mit schra¨gen Kanten
nach McKeown et al. [92]
zung (c). Da es sich um zweierlei Modellierungen desselben Problems handelt,
wird die Traglast in beiden Fa¨llen erwartungsgema¨ß mit p = 28, 72 kN
m2
bestimmt.
Mit Hilfe von Beispiel 5a soll die Funktionsweise der numerischen Geometrie-
ﬁndung im Falle eines freien Randes veranschaulicht werden. Wie anhand der
Abbildungen 7.12a und b nachzuvollziehen ist, wird fu¨r dessen Simulation die zu-
geho¨rige Teilplatte (2 beziehungsweise 1 und 2) senkrecht zur x- beziehungsweise
y-Achse umgeklappt. Aus diesem Grund sind bei der anfa¨nglichen Vernetzung
noch degenerierte Elemente sowie u¨bereinander liegende Knoten – zum Beispiel
1 und 6 im mittleren Bild – zu ﬁnden, die fu¨r die in Abbildung 7.12c dargestellte
Triangulierung eliminiert werden, vergleiche Abschnitt 6.3.
Von Interesse ist nun speziell die rechte obere Ecke der halbierten Platte. Abbil-
dung 7.13 zeigt in Anlehnung an McKeown et al. [92] drei geometrische Varian-
ten, einmal mit einem spitzen (a), stumpfen (c), sowie einem rechten Winkel (b).
Die frei gewa¨hlten Dreiecksnetze sind in der Lage, einen detaillierteren Eckmecha-
nismus auszubilden und dienen jeweils als Ausgangspunkt eines anschließenden
Optimierungsvorgangs.
7.3 Geometriebetrachtung und Netzgenerierung 121
2 2
3 34 4
1 1
5
5
6 6
3
2
1
4
2
31
4
2
34
1
5
2
1
3
a) b) c)
Abbildung 7.12: Numerisch generierte Fließlinienﬁguren fu¨r Beispiel 5a
a) Gesamtplatte
b) halbe Platte
c) triangulierte halbe Platte
Beispiel 5a: Spitzwinklige Plattenecke
Im Laufe der Geometrieverbesserung na¨hern sich die vom Verzweigungspunkt 6 in
Richtung der Ecke strebenden Fließlinien 67 und 68 einander an, ohne sich jedoch
zu verbinden, vergleiche Abbildung 7.13a. Im Gegensatz zu der zuvor ermittelten
Traglast erha¨lt man eine Verringerung auf p = 28, 55 kN
m2
; auch die plastischen Zo-
nen der Vergleichsrechnung besta¨tigen, dass sich ein vera¨nderter Eckmechanismus
einstellt, siehe linkes Bild in Abbildung 7.14. Dabei bewegt sich die Linie 78 in
die Na¨he des Knotens 3 und wird zu einer negativen Fließlinie, welche den geome-
trisch ungu¨nstigen spitzen Winkel ausrundet. Demzufolge senkt dieser Vorgang
die erzielte Traglast, obwohl durch die vorhandene obere Bewehrung (m′pl = 0)
ein zusa¨tzlicher innerer Arbeitsanteil erzeugt wird, den die gelenkige Lagerung
mit λ′i = 0 nicht hervorgerufen ha¨tte. Das zwischen den Knoten 3, 7 und 8 liegen-
de Dreieck erfa¨hrt wegen des Widerspruchs, dass zwei seiner Kanten gleichzeitig
Rotationsachsen sein mu¨ssten, keine Verdrehung und bleibt eben.
Beispiel 5b: Rechtwinklige Plattenecke
Das Verhalten des rechten Winkels wurde bereits in Abschnitt 7.2 eingehend ana-
lysiert. In Abbildung 7.13b liegt nun jedoch eine detailliertere Diskretisierung vor,
die einen aufwendigeren Mechanismus a¨hnlich dem Beispiel 5a erlauben wu¨rde.
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Abbildung 7.13: Ausgangsnetze der unterschiedlichen Beispielvarianten
a) Beispiel 5a: Spitzwinklige Plattenecke
b) Beispiel 5b: Rechtwinklige Plattenecke
c) Beispiel 5c: Stumpfwinklige Plattenecke
Dennoch erweist sich im Laufe der Optimierung, dass sich die beiden vom Punkt 6
ausgehenden Fließlinien diesmal zusammenschließen und das Dreieck zwischen
den Knoten 3, 7 und 8 nahezu verschwindet. Am Ende entsteht ein Versagens-
muster, wie es auch schon in der Rechteckplattenserie aufgetreten ist. Somit bleibt
es in diesem Fall – wie schon in den Beispielen 2 bis 4 – ohne Bedeutung, ob die
Plattenoberseite ein plastisches Moment aufnehmen kann oder nicht.
Beispiel 5c: Stumpfwinklige Plattenecke
Als Pendant zum spitzen Winkel wird schließlich noch die Variante einer stumpfen
Ecke betrachtet. Abbildung 7.13c zeigt auch hierfu¨r das vorgegebene Netz, woraus
sich im Laufe der Verbesserung erneut ein relativ einfacher Versagensmechanismus
entwickelt.
In der Gesamtschau la¨sst sich mit Hilfe der Abbildung 7.14 feststellen, dass Win-
kel unter 90◦ im Laufe der Optimierung dazu neigen, die Ecke durch ein Abbre-
chen der Spitze auszurunden. Demgegenu¨ber bilden sich bei stumpfen Winkeln
relativ großﬂa¨chige Fließzonen aus. Gleichzeitig ist die Plattenebene eher schwach
gekru¨mmt, sodass die genaue Lage der Fließlinien einer gewissen Streuung un-
terworfen ist. Die Vergleichswerte der Fließzonentheorie – zugrunde liegt eine
Stahlplatte mit einer a¨quivalenten Dicke von h = 4, 082 mm – weisen zwar im
vorliegenden Fall eine zufrieden stellende U¨bereinstimmung auf, lassen aber auch
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Abbildung 7.14: Beispiele 5a bis 5c am Ende der Optimierung mit
Fließlinien und Fließzonen in der neutralen Ebene
erkennen, dass sowohl die Plattengeometrie insgesamt als auch o¨rtlich begrenzte
Einﬂu¨sse einer besonderen Betrachtung bedu¨rfen.
7.3.2 Beispiel 6: Variation der Plattengeometrie
Um fu¨r zuku¨nftige Berechnungen Anhaltspunkte zu gewinnen, inwiefern die Form
einer Platte das Gesamtergebnis beeinﬂusst, wird die Geometrie einer Sechseck-
platte vera¨ndert. Abbildung 7.15 erla¨utert, wie durch die entsprechende Wahl
des La¨ngenparameters a zwischen einer konvexen und einer konkaven Berandung
variiert wird.
Betrachtet werden die beiden Konstellationen a = −1
4
x und a =
1
4
x, fu¨r die sich
im Vorfeld der Optimierung wiederum das Problem der Bestimmung einer Fließ-
liniengeometrie stellt. Die numerische Netzgenerierung liefert die in Abbildung
7.16 gezeigten Lo¨sungen, wobei auﬀa¨llt, dass fu¨r a = 1
4
x trotz der eindeutigen
Deﬁnition von sa¨mtlichen Drehachsenrichtungen φ und Rotationswinkeln ω zwei
mo¨gliche Mechanismen existieren, vergleiche Abschnitt 6.1.
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Abbildung 7.15: Beispiel 6: Variation der Plattengeometrie
Beispiel 6a: Konvexe Berandung
Fu¨r die von a = −1
4
x charakterisierte Variante mit konvexer Berandung ist die
Diskretisierung eindeutig. Nach der Dreiecksvernetzung in Abbildung 7.17 ermit-
telt sich eine Traglast von p = 17, 43 kN
m2
, die durch den Optimierungsvorgang
auf den Betrag p = 17, 22 kN
m2
reduziert wird. Abbildung 7.18 zeigt, dass auch die
Fließzonen der Finite-Element-Methode ein a¨hnliches Bild ergeben. Allerdings
liegt die hierfu¨r beno¨tigte Traglast mit p = 17, 75 kN
m2
u¨ber dem Wert der Fließli-
nientheorie. Da die Umrandung der Platte einer Ellipsenform recht nahe kommt,
treten trotz der zunehmenden Belastung nur moderate Kru¨mmungen ein, sodass
sich durchgehende Fließzonen erst relativ spa¨t ausbilden. Folglich muss dieses
Verhalten bei der Untersuchung von a¨hnlich strukturierten Plattentragwerken
beru¨cksichtigt werden, indem der Vergleich der Ergebnisse in einem fru¨heren Sta-
dium der Finite-Element-Berechnung erfolgt.
Beispiel 6b: Konkave Berandung
Schon beim ersten Schritt der numerischen Netzgenerierung in Abbildung 7.16
wurde deutlich, dass fu¨r diese Plattengeometrie zwei Fließlinienkonﬁgurationen
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Abbildung 7.16: Numerisch generierte Fließlinienﬁguren
a) Beispiel 6a
b) Beispiel 6b: Erste Konﬁguration
c) Beispiel 6b: Zweite Konﬁguration
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b) c)
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Abbildung 7.17: Dreiecksvernetzung fu¨r Beispiel 6a
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a)
b)
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Abbildung 7.18: Beispiel 6a am Ende der Optimierung
a) Fließliniennetz mit Durchsenkung
b) Fließlinien und Fließzonen
gefunden werden, welche die Kriterien der Geometriebestimmung aus Abschnitt
6.2 erfu¨llen. Abbildung 7.19 zeigt die nachfolgende Verfeinerung zu einem Drei-
ecksnetz. Wegen des einfacheren und somit realistischeren Fließlinienverlaufs der
Abbildung 7.19a wird schon intuitiv klar, dass die erzielte Traglast niedriger lie-
gen muss als in Abbildung 7.19b. Bei den dargestellten Netzen besta¨tigt sich
dies auch rechnerisch mit den Werten p = 56, 49 kN
m2
fu¨r 7.19a beziehungsweise
p = 58, 46 kN
m2
fu¨r 7.19b. Da sich die Ergebnisse in derselben Gro¨ßenordnung bewe-
gen, unterscheiden sich auch die Versagensﬁguren nur wenig, wie in der Abbildung
erkennbar ist. Der gu¨nstigere Mechanismus liefert nach einem anschließenden Op-
timierungsprozess die Versagenslast p = 56, 06 kN
m2
, vergleiche Abbildung 7.20a.
War die Ausbildung der Fließbereiche bei der vorhergehenden Konstellation noch
in der Entstehung begriﬀen, so pra¨sentiert sich die Platte in der Finite-Element-
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a) b)
Abbildung 7.19: Dreiecksvernetzungen fu¨r Beispiel 6b
a) erste Konﬁguration
b) zweite Konﬁguration
Lo¨sung im vergleichbaren Zustand bereits stark durchplastiziert. Abbildung 7.20b
zeigt daher die plastizierenden Zonen bei einer Traglaststufe von p = 54, 40 kN
m2
,
also in diesem Fall unter dem Wert der Fließlinientheorie. Die Koordinaten der
Verzweigungspunkte haben sich jedoch im Vergleich zur Ausgangslage in Abbil-
dung 7.19a kaum vera¨ndert.
Es bleibt anzumerken, dass fu¨r die Berechnungen auf den Ansatz der plastischen
Momente m′pl,x und m
′
pl,y an der Plattenoberseite verzichtet wurde, was prinzi-
piell nicht der Finite-Element-Modellierung entspricht. Da hierbei jedoch große
a) b)
100%
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<80%
mpl
pFLT = 56, 06
kN
m2
pFEM = 54, 40
kN
m2
Abbildung 7.20: Beispiel 6b am Ende der Optimierung
a) Fließliniennetz mit Durchsenkung
b) Fließlinien und Fließzonen
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Bereiche der Unterseite Zug aufweisen, wa¨hrend negative Fließlinien vom Rand
bis weit in die Mitte des Plattenfeldes fu¨hren, liefert diese Annahme realistischere
Vergleichswerte. Ein weiterer Aspekt wird im Zusammenhang mit fa¨cherfo¨rmigen
Eckmechanismen diskutiert, siehe Abschnitt 7.4.2.
7.4 Untersuchung lokaler Eﬀekte
Die bisherigen Erfahrungen lassen erkennen, dass die gewa¨hlten Fließlinienﬁguren
Detailbereiche oft nur unzureichend abbilden. Dies a¨ußert sich insbesondere in den
Plattenecken, fu¨r die nun spezielle Lo¨sungen in Form von Wippen und Fa¨chern
untersucht werden sollen. Deren theoretischer Hintergrund wurde im Abschnitt
3.4.3 ausfu¨hrlich behandelt.
7.4.1 Beispiel 7: Plattenecke mit Wippe
3'
y /2
x /2
1'
2'4'
x
y
x = 1, 00 m
y = 1, 00 m
λ′1 = 1
λ′2 = 0
λ′3 = 0
λ′4 = 1
FLT FEM
mpl,x = mpl,y = 1, 00
kNm
m
h = 4, 082 mm
m′pl,x = m
′
pl,y = 1, 00
kNm
m
fy,k = 2, 4 · 105 kNm2 (Stahl)
Abbildung 7.21: Beispiel 7: Quadratplattenecke mit Wippenmechanismus
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Abbildung 7.22: Verfeinerte Netzdiskretisierung im rechten oberen Viertel
Die erste Mo¨glichkeit fu¨r einen lokalen Mechanismus ist die sogenannte Wippe,
bei der eine nicht festgehaltene Plattenecke abheben kann. Im verankerten Zu-
stand bildet sich entlang der Drechachse der Wippe eine negative Fließlinie aus,
welche im Bereich der Ecke eine unverkippte Teilplatte begrenzt. Dieses Pha¨no-
men wurde zuvor bereits in Beispiel 5a beobachtet.
Als Anschauungsobjekt dient erneut die isotrope Quadratplatte aus Beispiel 2
mit Einheitswerten fu¨r die Kantenla¨ngen sowie fu¨r die plastischen Momente. Dies
gestattet einen direkten Vergleich der Traglastkoeﬃzienten, wie sie mit den Glei-
chungen (3.30) und (3.31) hergeleitet und in Abschnitt 7.2.1 besta¨tigt wurden.
Zur Betrachtung des Eckbereichs wird das rechte obere Viertel der Platte her-
angezogen, das la¨ngs der Schnittachsen den Symmetrierandbedingungen entspre-
chend gelagert wird (Abbildung 7.21). Die Modellierung dieser Stellen erfolgt
bei der Fließlinientheorie durch die Deﬁnition von freien Ra¨ndern, welche mit
mpl,S,u = m
′
pl,S,u = 1
kNm
m
dennoch plastische Momente aufnehmen ko¨nnen. Die
restlichen Kanten bleiben gelenkig gelagert. Abbildung 7.22 beschreibt außerdem
ein geeignetes Netz, um den Fließlinienmechanismus darstellen zu ko¨nnen.
Wa¨hrend der Netzadaption im Zuge des Optimierungsvorgangs ko¨nnen sich die
Knoten 5 und 6 entlang ihrer Kanten bewegen; die Eckknoten 2 und 4 hingegen
sind gehalten, lediglich fu¨r 1 und 3 bleibt die Richtung senkrecht zur Plattene-
bene frei. Abbildung 7.23 zeigt die Fließlinien und die zugeho¨rige Durchsenkung
zu Beginn (a) und nach Beendigung der Optimierung (b). Die unterlegten Ab-
stufungen veranschaulichen, wie sich die Versagensﬁgur inzwischen grundlegend
vera¨ndert hat: Wo zuvor nur zwei Teilplatten existierten, ist nun eine zusa¨tzliche
Wippe mit abhebender Ecke entstanden.
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a) b)pStart = 24, 00
kN
m2
pEnde = 22, 18
kN
m2
Abbildung 7.23: Wippenmechanismus mit Durchsenkung
a) Ausgangslage
b) Fließliniennetz nach der Optimierung
Die Rechnung belegt mit einer Traglastreduzierung auf p = 22, 18 kN
m2
, dass sich
der urspru¨ngliche Wert von 24 kN
m2
ohne eine obere Bewehrungslage um 7,5%
senken la¨sst; Pardey [111] nennt mit p = 22, 0 kN
m2
einen Betrag in einer a¨hn-
lichen Gro¨ßenordnung. Nach Abschluss der Geometrieverbesserung hat sich fu¨r
Beispiel 7 eine Wippe entwickelt, deren Fußpunkt im Knoten 7 in einer Entfer-
nung von je 0, 06 m zu den beiden Schnitten liegt. Da die Diagonale ebenfalls eine
Symmetrieachse darstellt, na¨hern sich die Punkte 5 und 6 jeweils bis auf einen
Abstand von 0, 14 m an den Eckknoten 3 an.
7.4.2 Beispiel 8: Plattenecke mit Fa¨chermechanismus
Ein in den Plattenecken weitaus ha¨uﬁger auftretendes Pha¨nomen sind Fa¨cher-
strukturen, bei denen sich die von der Plattenmitte kommende Fließlinie in zahl-
reiche auseinander strebende Linien verzweigt. Insbesondere bei Stahlbetonplat-
ten entspricht dieses Verhalten viel eher einem realistischen Versagensmodus als
die Wippe, weshalb Fa¨chermechanismen in Versuchen und in der Literatur we-
sentlich intensiver studiert wurden. Genannt seien hierzu beispielsweise die Ar-
beiten von Fox [37], Thavalingam [141] und Wolfensberger [150].
Beispiel 8a: Fa¨cher mit freiem Fußpunkt
Zur Kontrolle soll erneut das rechte obere Plattenviertel aus Beispiel 2 verwendet
werden. Das anfa¨ngliche Fließliniennetz wird manuell so gewa¨hlt, dass sich ein
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Abbildung 7.24: Beispiel 8a: Fa¨cherfo¨rmige Vernetzung der Viertelplatte
Eckfa¨cher einstellen kann, siehe Abbildung 7.24, wobei der Knoten 3 nun festge-
halten ist. Außerdem werden die plastischen Momente der Oberseite, m′pl,x und
m′pl,y, zu Null gesetzt. Andernfalls wu¨rde das Auftreten eines Fa¨cherbogens in
Form von negativen Fließlinien verhindert, da eine gelenkige Randlagerung kei-
nerlei Dissipationsarbeit verrichtet und dem Versagensmechanismus somit keinen
Widerstand entgegensetzt.
In der Ausgangslage stellt sich zuna¨chst wieder die einfachere, aber mit einem
ho¨heren Traglastfaktor verbundene Verschiebungsﬁgur ein (Abbildung 7.25a). Im
Laufe des Optimierungsprozesses schieben sich jedoch die Knoten 5 bis 9 weit
in die rechte obere Plattenecke hinein, sodass eine ausgerundete negative Fließ-
linie entsteht. Der Verzweigungspunkt der Fa¨cherlinien wandert wie schon im
vorigen Beispiel zur Mitte der Gesamtplatte und schließlich wird fu¨r Abbildung
7.25b die Traglast p = 21, 53 kN
m2
gefunden. Sie liegt somit im Bereich zwischen
p = 21, 7 kN
m2
fu¨r Fa¨cher mit kreisfo¨rmiger Ausrundung – siehe Gleichung (3.50) –
und dem unter Zulassung eines hyperbolischen Linienverlaufs angegebenen Wert
von p = 21, 4 kN
m2
(Wood [151]). Dies la¨sst darauf schließen, dass sich die be-
rechneten Traglasten bei zunehmender Verfeinerung der Auﬀa¨cherung an diese
Lo¨sung anna¨hern. Bei der Betrachtung der Durchsenkungen fa¨llt ferner auf, dass
die an den Eckpunkt 3 grenzenden Dreieckselemente keine Verkippung erfahren.
Das bedeutet, dass sie weder durch die Beisteuerung von a¨ußerer Arbeit noch
durch die Verrichtung von innerer Dissipationsarbeit in den Arbeitssatz einge-
hen.
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a) b)pStart = 24, 00
kN
m2
pEnde = 21, 53
kN
m2
Abbildung 7.25: Fa¨cher mit freiem Fußpunkt in Beispiel 8a
a) Ausgangslage
b) Fließliniennetz nach der Optimierung
Beispiel 8b: Fa¨cher mit gehaltenem Fußpunkt
Als alternative Variante wird nun der Fa¨cherursprung (Knoten 10 in Abbildung
7.24) mit dem in x- und y-Richtung ﬁxen Punkt im Zentrum der Quadratplat-
te zusammengelegt, alle anderen Knoten bleiben an Ort und Stelle. Auf diese
Weise vereinfacht sich die Geometrie der Viertelplatte zu der in Abbildung 7.26
gezeigten Darstellung.
Im vorliegenden Fall ist insbesondere die Startsituation von Interesse. Abbil-
dung 7.27a la¨sst erkennen, dass hier nicht der bisherige Standardmechanismus
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Abbildung 7.26: Beispiel 8b: Viertelplatte mit gehaltenem Fa¨cherfußpunkt
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a) b)pStart = 22, 86
kN
m2
pEnde = 21, 54
kN
m2
Abbildung 7.27: Fa¨cher mit gehaltenem Fußpunkt in Beispiel 8b
a) Ausgangslage
b) Fließliniennetz nach der Optimierung
als Ausgangspunkt dient, sondern eine bereits mit einem niedrigeren Lastfaktor
(p = 22, 86 kN
m2
) behaftete Figur, die u¨ber die Gesamtplatte gesehen ein Okto-
gon bildet. Die optimierte Lo¨sung gleicht mit p = 21, 54 kN
m2
und der Abbildung
7.27b abermals dem bekannten Ergebnis aus Beispiel 8a. Der Unterschied in der
Lage des Fa¨cherfußpunktes ist demnach nur unwesentlich und la¨sst sich durch
den ﬂachen Verlauf der Durchbiegung in der Mitte des Plattenfeldes erkla¨ren.
7.4.3 Beispiel 9: Quadratplatte mit Einzelstu¨tze
Dass auch punktuelle Einwirkungen einen entscheidenden Einﬂuss auf das Versa-
gensbild haben, beweist das letzte Beispiel in diesem Abschnitt. Betrachtet wird
wieder das rechte obere Viertel einer naviergelagerten Quadratplatte, in deren
Mittelpunkt eine Einzelstu¨tze steht, siehe Gesamtbild in Abbildung 7.28. Der
Untersuchung von Park & Gamble [112] liegt eine Stahlbetonplatte zugrunde,
deren obere und untere Bewehrung sich mit m′pl = mpl unterscheiden.
Beispiel 9a: Grobe Triangulierung
Zuna¨chst soll eine grobe Vernetzung analog zu der in der Literatur beschriebe-
nen Variante analysiert werden. Abbildung 7.29 zeigt eine willku¨rlich gewa¨hl-
te Ausgangssituation, die in der Lage ist, den Mechanismus auszubilden. Die
Einzelstu¨tzung beﬁndet sich dabei im Knoten 1 an der linken unteren Ecke
der Viertelplatte. Beim ersten Iterationsschritt stellt sich eine recht aufwendi-
ge Fließlinienﬁgur ein (Abbildung 7.30a), die auf eine hohe Traglast schließen
134 7 NUMERISCHE BERECHNUNGSBEISPIELE
3'
y
y /2
1'
2'
4'
x
y
x /2
x
x = 20, 0 m
y = 20, 0 m
λ′i = 0
FLT FEM
mpl,x = mpl,y = 50
kNm
m
h = 30, 0 cm ; z = 0, 67h
m′pl,x = m
′
pl,y = 100
kNm
m
fy,k = 5, 0 · 105 kNm2 (Stahl BSt 500 M)
asu = 5, 0
cm2
m
; aso = 10, 0
cm2
m
Abbildung 7.28: Beispiel 9: Quadratplatte mit Einzelstu¨tze
nach Park & Gamble [112]
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Abbildung 7.29: Beispiel 9a: Grob vernetzte Viertelplatte
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a
pStart = 17, 73
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pEnde = 9, 97
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Abbildung 7.30: Grobes Fließliniennetz mit Durchsenkung
a) Ausgangslage
b) Fließliniennetz nach der Optimierung
la¨sst. Angefangen mit einem Betrag von p = 17, 73 kN
m2
reduziert sich die Trag-
last bis auf p = 9, 97 kN
m2
, wobei sich um die Stu¨tze herum eine parallel zu den
Außenkanten der Platte verlaufende positive Fließlinie bildet, siehe Abbildung
7.30b. Da der jeweils freie untere und linke Rand aus Symmetriegru¨nden eine
zum Platteninneren gleichwertige Einspannung erha¨lt, stehen die herauslaufen-
den Fließlinien erwartungsgema¨ß senkrecht zu den geschnittenen Kanten. Der
Abstand zur Stu¨tze betra¨gt bei beiden a = 4, 51 m.
Beispiel 9b: Netzverfeinerung
Von einem Startpunkt nahe dem Endergebnis des Beispiels 9a geht die verfei-
nerte Netzgeometrie aus, welche Abbildung 7.31 zeigt. Da die Distanz a nun
der Einfachheit halber auf a = 1
4
y gesetzt wird, liegt die Ausgangstraglast mit
p = 10, 00 kN
m2
geringfu¨gig u¨ber dem zuvor ermittelten Minimum.
Zuletzt befand sich Knoten 7 noch relativ weit von der Einzelstu¨tze entfernt. Nun
wandern er und seine beiden Nachbarpunkte 6 und 8 na¨her an die Stu¨tze her-
an, wodurch um sie herum ein polygonaler Durchstanzkegel entsteht. Auf diese
Weise wird eine weiter verringerte Traglast von p = 8, 60 kN
m2
erreicht. Abbildung
7.32 stellt wiederum Anfang und Ende des Optimierungsprozesses gegenu¨ber.
Bemerkenswert ist, dass die beiden von den Knoten 1, 6, 7 und 8 umschlossenen
Teilplatten eine Einheit bilden. Fu¨r die Gesamtplatte ergibt sich daraus ein acht-
ﬂa¨chiger Durchstanzkegel um die Mittelstu¨tze mit einem Radius von a = 5, 26 m.
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Abbildung 7.31: Beispiel 9b: Verfeinertes Fließliniennetz
a) b)
a
pStart = 10, 00
kN
m2
pEnde = 8, 60
kN
m2
Abbildung 7.32: Verfeinertes Fließliniennetz mit Durchsenkung
a) Ausgangslage
b) Durchstanzkegel nach der Optimierung
Beispiel 9c: Gleiche Bewehrungsfu¨hrung
Zum Vergleich sei nochmals dieselbe Situation mit einer angeglichenen Beweh-
rung in der Plattenoberseite (m′pl,x = m
′
pl,y = 50
kN
m2
) angefu¨hrt. Aufgrund der
reduzierten plastischen Momente m′pl fa¨llt die nach Beendigung des Berechnungs-
durchlaufs erzielte Traglast mit p = 5, 11 kN
m2
niedriger aus als vorher. Interessant
ist jedoch, dass der Bruchkegel um die Einzelstu¨tzung jetzt eine Zwo¨lfeckform
aufweist: Die verringerte obere Bewehrung erleichtert die Ausbildung von nega-
tiven Fließlinien an der Oberseite, vergleiche Abbildung 7.33a. Der Radius des
Durchstanzkegels betra¨gt nur noch a = 2, 80 m.
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Abbildung 7.33: Gleiche Bewehrungsfu¨hrung in Beispiel 9c
a) Fließliniennetz mit Durchsenkung
b) Fließlinien und Fließzonen
Abbildung 7.33b zeigt die plastischen Zonen einer Finite-Element-Berechnung
bei derselben Laststufe und belegt die U¨bereinstimmung in der radialen Aus-
dehnung. Nachdem jedoch eine punktuelle Singularita¨t vorliegt und damit ein
lokales Versagen, vergleiche Pucher [116], ist in solchen Fa¨llen die numerisch
erreichte Gesamttraglast stets mit Vorsicht zu betrachten, da die verbleibende
Plattenﬂa¨che noch immer eine Resttragfa¨higkeit besitzt. So erreicht die endgu¨lti-
ge Versagenslast der Fließzonentheorie einen Wert von p = 5, 94 kN
m2
und liegt
damit u¨ber dem Ergebnis der Fließlinientheorie.
7.5 Vergleich der Optimierungsansa¨tze
In diesem Abschnitt wird anhand von zwei konkreten Fallbeispielen die Funk-
tionsweise des Gradientenverfahrens na¨her erla¨utert. Hierbei sind insbesondere
die Vorga¨nge beim Auftreten einer Degenerierung von Interesse. Eine Vorstellung
u¨ber Dimension und Zusammenbau eines Optimierungstableaus, wie es in Ab-
schnitt 5.2.3 beschrieben wurde, bietet das nachfolgende Beispiel einer isotropen
Quadratplatte. Es wurde mehrfach in den Vero¨ﬀentlichungen von Jennings [63],
McKeown [92] sowie Thavalingam [140] angefu¨hrt, und in Anlehnung an die
dort gewa¨hlten Zahlenwerte sei allgemein ein idealisiertes plastisches Moment mit
mpl = 1
kNm
m
angenommen.
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7.5.1 Beispiel 10: Quadratplatte mit freiem Rand
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m
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′
pl,y = 1, 00
kNm
m
fy,k = 2, 4 · 105 kNm2 (Stahl)
Abbildung 7.34: Beispiel 10: Quadratplatte mit freiem Rand
Betrachtet wird die in Abbildung 7.34 dargestellte quadratische Platte mit den
Kantenla¨ngen x = y = 1 m, die an drei Seiten gelenkig gelagert ist; der rech-
te Rand sei frei. Abbildung 7.35a zeigt das Ergebnis einer einfachen Netzgene-
rierung, die drei zusammenha¨ngende Teilplatten hervorbringt, aus denen nach
der Triangulierung insgesamt fu¨nf Dreiecksplatten entstanden sind (Abbildung
7.35b). Im anschließenden Optimierungsprozess werden mit diesem Netz diesel-
ben Ergebnisse erzielt wie mit der vera¨nderten Diskretisierung in Abbildung 7.36.
Mit ihrer Hilfe soll untersucht werden, inwieweit der Algorithmus in der Lage ist
ein symmetrisches Fließliniennetz auszubilden.
Gema¨ß der Methode von Munro & DaFonseca [101] wird fu¨r diese – kinema-
tisch zula¨ssige – Annahme einer Fließlinienﬁgur ein Optimierungstableau nach
Gleichung (5.36) aufgestellt. Dabei bestimmt die Anzahl n der Elementkanten
und deren relative Verdrehwinkel θ die Zahl der Nebenbedingungen und somit
die der Zeilen. Die Spaltenzahl entspricht wegen der Nichtnegativita¨tsbedingung
der doppelten Menge an Verdrehungs- und Verschiebungsfreiheitsgraden. Weil
grundsa¨tzlich jeder Punkt einen Freiheitsgrad w senkrecht zur Plattenebene be-
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Abbildung 7.35: Quadratplatte mit freiem Rand
a) Numerisch generierte Fließlinienﬁgur
b) Triangulierung
sitzt, erha¨lt man m = 6 Verschiebungen zu n = 10 Elementkanten und kommt
auf das schematische Optimierungstableau A nach Abbildung 7.37.
Die Zahl der urspru¨nglich elf Tableauzeilen reduziert sich auf nZ = 9, da an den
beiden freien Elementkanten entlang der Punkte 1, 6 und 2 keine Momente u¨ber-
tragen werden. Aufgrund der Einteilung von A in eine quadratische Basismatrix
AB der Form nZ × nZ und in eine Nichtbasismatrix AN – vergleiche Abschnitt
4.2.2 – liefert der Simplex-Algorithmus ebenfalls einen Lo¨sungsvektor xB der
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Abbildung 7.36: Manuelle Diskretisierung
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Abbildung 7.37: Schematisches Optimierungstableau A
Gro¨ße nZ = 9. Nachdem bereits zwei Ergebniswerte auf die Vertikalverschiebun-
gen der beiden Verzweigungspunkte 5 und 6 entfallen, verbleiben nur noch sieben
Lo¨sungsvariablen zur Bestimmung von Drehwinkeln. Davon mu¨ssen drei Werte
ungleich Null fu¨r die gelenkige Randlagerung vorgesehen werden, sodass schließ-
lich noch vier Ergebnisse fu¨r die fu¨nf Fließlinien im Plattenfeld zur Verfu¨gung
stehen. Abbildung 7.38a zeigt, dass θ25 verschwindet und die Plattenteile 3 und 4
eine Einheit bilden. Wie ein Blick auf das endgu¨ltige Fließliniennetz in Abbildung
7.38b verdeutlicht, und wie es auch Abbildung 7.35a bereits nahelegte, entstehen
am Ende des Iterationsprozesses jedoch lediglich drei Fließlinien. Folglich muss
der vierte Winkel – obwohl er Teil der Basisvariablen ist – ebenfalls Null werden.
a) b)pStart = 19, 71
kN
m2
pEnde = 14, 14
kN
m2
Abbildung 7.38: Manuelle Diskretisierung mit Durchsenkung
a) Ausgangslage
b) Fließliniennetz nach der Optimierung
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Abbildung 7.39: Quadratplatte mit freiem Rand
a) Suchfreiheitsgrade χ
b) Optimierungslandschaft
Auf der Suche nach einem Minimum stehen im vorliegenden Beispiel drei
Freiheitsgrade χ zur Verfu¨gung: Die Bewegung des Verzweigungspunkts 5 in
x- und y-Richtung sowie die des Knotens 6 entlang des Plattenrandes, siehe
Abbildung 7.39a. Im Laufe der Optimierung mit Hilfe der Gradientenmethode
kann es also passieren, dass die beiden relativen Verdrehwinkel θ15 und θ25 ihre
Zugeho¨rigkeit zu den Variablen xB und xN tauschen. In diesem Fall liegt eine
Degenerierung vor, wie sie in Abschnitt 5.4.3 beschrieben wurde. Aufgetragen
u¨ber die beiden Freiheitsgrade in y-Richtung, χ2 und χ3, formen die zugeho¨rigen
Traglastwerte eine Optimierungslandschaft, die in Abbildung 7.39b dargestellt
ist. Da die beiden Relativverdrehungen an den Stellen χ2 = χ3 verschwinden,
verla¨uft entlang dieser Linie die Grenze zwischen zwei Bereichen, welche durch
unterschiedliche Basislo¨sungen bestimmt sind – vergleiche Abbildung 5.7. Es
ist zu beachten, dass natu¨rlich auch die dritte Suchrichtung χ1 die Zielfunktion
der Traglast beeinﬂusst. Die Degenerierung ist hiervon jedoch unabha¨ngig,
da ein Verschieben des Punktes 5 entlang χ1 im Falle von χ2 = χ3 keine
A¨nderung der Winkel θ15 und θ25 bewirkt. Deshalb besitzt dieses Beispiel
bei einer Traglast von p = 14, 14 kN
m2
ein globales Minimum, das sowohl vom
Gradientenverfahren als auch von der direkten Suchmethode problemlos er-
reicht wird. Abbildung 7.40 zeigt jedoch Unterschiede im Iterationsverlauf. Die
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Abbildung 7.40: Reduzierung der Traglast im Laufe der Optimierung fu¨r Beispiel 10
direkte Suchmethode na¨hert sich dem Minimum abha¨ngig von der gewa¨hlten
Schrittweite und dem Gefa¨lle der Optimierungslandschaft kontinuierlich an.
Sie beno¨tigt gegenu¨ber dem Gradientenverfahren allerdings vergleichsweise
viele Iterationsschritte. Letzteres hingegen erreicht die minimale Traglast sehr
schnell; lediglich beim Eintritt einer degenerierten Lo¨sung und dem damit ver-
bundenen Wechsel zwischen zwei Basislo¨sungen wird der Abstieg etwas verzo¨gert.
Daru¨ber hinaus kann die Traglast auch mittels einer Handrechnung aus der Grenz-
gleichgewichtsmethode ermittelt werden, indem die Platte am freien Rand gespie-
gelt wird. Damit wa¨re die Anwendung der geschlossenen Lo¨sung aus Abschnitt
3.3.1 erlaubt. Im Vergleich zum Fließlinienverfahren liegt das Ergebnis der Finite-
100%
>90%
>80%
<80%
mpl
pFEM = 14, 1
kN
m2
Abbildung 7.41: Endgu¨ltige Fließlinienﬁgur und Fließzonen
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Element-Rechnung mit p = 14, 1 kN
m2
im Rahmen dessen, was bei gelenkig ge-
lagerten Rechteckplatten bisher schon beobachtet wurde. Abbildung 7.41 zeigt
nochmals die Position des endgu¨ltigen Fließliniennetzes im Verha¨ltnis zu den
plastizierenden Zonen des nichtlinearen Schalenelements. Die Berechnung basiert
auf einem Netz aus 20×20 Elementen.
7.5.2 Beispiel 11: Rechteckplatte mit zwei Einzelstu¨tzen
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a
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x
y
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y = 18, 0 m
x = 12, 0 m
a = 3, 00 m
λ′i = 0
FLT FEM
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Abbildung 7.42: Beispiel 11: Rechteckplatte mit zwei Einzelstu¨tzen
Ein markanteres Beispiel zur Verfolgung der Degenerierung und der beschriebe-
nen Diskontinuita¨t stellt eine einseitig gelenkig gelagerte Rechteckplatte mit zwei
Einzelstu¨tzen innerhalb des Feldes dar (Abbildung 7.42), die von Johansen [66]
und Thavalingam [139] beschrieben wurde. Sie soll zu diesem Zweck zuna¨chst
komplett und anschließend unter Ausnutzung der Symmetrie nochmals halbiert
betrachtet werden.
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Beispiel 11a: Gesamtplatte
Abbildung 7.43 zeigt die Annahme eines Anfangsnetzes und die Suchfreiheitsgra-
de χ fu¨r den ersten Fall; die Vergleichsrechnung der Finite-Element-Methode geht
von einem Netz mit 24×36 fu¨r die gesamte beziehungsweise 24×18 Elementen fu¨r
die halbierte Platte aus.
Aus der Startposition mit einer Traglast p = 6, 67 kN
m2
erreichen die Gradientenme-
thode und der direkte Suchalgorithmus die Versagensmuster der Abbildung 7.44a
und b. Demnach bildet sich im Abstand von 3, 96 m parallel zum gelagerten Rand
eine durchgehende Fließlinie in y-Richtung aus, die den Wert p = 6, 25 kN
m2
liefert.
Die Fließlinie zwischen den Knoten 8 und 10 bleibt jeweils geschlossen und ist
somit bedeutungslos, was den Unterschied der beiden Netze erkla¨rt. Im Vorblick
auf den tatsa¨chlich erreichbaren Betrag von p = 5, 78 kN
m2
mit der zugeho¨rigen
Fließlinienﬁgur (Abbildung 7.45b) stellt sich jedoch heraus, dass es sich hierbei
nur um ein lokales Minimum handelt.
Wa¨hrend in Beispiel 10 der Einﬂuss des dritten Parameters – χ2 in Abbildung
7.39 – keine negativen Auswirkungen auf das Ergebnis hatte, kommt jetzt eine
ungu¨nstige Optimierungstopograﬁe zum Tragen. Abbildung 7.46 fu¨hrt vor Augen,
inwieweit sich die Suchfreiheitsgrade von Abbildung 7.43b gegenseitig beeinﬂus-
sen, wobei χ5 stets unvera¨ndert auf der Symmetrieachse y = 9 m liegt. Solange χ2
diese Ho¨he nicht erreicht, steckt der Optimierungsvorgang mit der oben genannten
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7
Abbildung 7.43: Rechteckplatte mit zwei Einzelstu¨tzen
a) Manuelle Diskretisierung
b) Suchfreiheitsgrade χ
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a) b)pFEM(G) = 6, 25
kN
m2
pFEM(D) = 6, 25
kN
m2
Abbildung 7.44: Versagensﬁgur bei lokalem Minimum
a) mit dem Gradientenverfahren
b) mit der direkten Suchmethode
Traglast in einem lokalen Minimum fest. Abbildung 7.46b veranschaulicht, dass
Letzteres fu¨r ein konstantes χ2 = 13, 50 m an der Stelle χ1 = χ3 = χ4 = 3, 96 m
auf der Ursprungsgeraden zu ﬁnden sein wird. Betrachtet man nun die Entwick-
lung u¨ber die Vera¨nderung des Parameters χ2 (Abbildung 7.46a), so pra¨sentiert
sich der Verlauf der Zielfunktion Z(χ) als Fla¨chenschar, die bei einem zuneh-
a) b)pFEM(G) = 6, 08
kN
m2
pFEM(G) = 5, 78
kN
m2
Abbildung 7.45: Iteration mit dem Gradientenverfahren
a) Schritt nach lokalem Minimum
b) Fließliniennetz nach der Optimierung
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Abbildung 7.46: Topograﬁe der Optimierungslandschaft
a) dreidimensionale Ansicht
b) zweidimensionale Ansicht (χ2 = 13, 50 m)
c) zweidimensionale Ansicht (χ2 = 9, 00 m)
menden Betrag von χ2 immer mehr eine Trichterform annimmt. Die Spitze des
Trichters fu¨r χ2 = 13, 50 m – in der Darstellung die ho¨her gelegene Fla¨che – beﬁn-
det sich bei einer Traglast von p = 6, 25 kN
m2
und ist identisch mit dem Tiefpunkt
der Zielfunktion Z(χ).
Fu¨r χ2 = 9, 00 m a¨ndert sich diese Situation, vergleiche Abbildung 7.46c. Nun
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liegt das Minimum abseits der Ursprungsgeraden; das heißt, dass die Fließli-
nienﬁgur jetzt einen Versagensmodus wie in Abbildung 7.45 aufweist, bei dem
die von χ1, χ3 und χ4 bewegten Knoten nicht mehr auf einer Geraden liegen.
Auch in Abbildung 7.46a ist die zugeho¨rige Fla¨che auf ein niedrigeres Traglast-
niveau abgesunken. Es existiert jedoch auf Ho¨he von p = 6, 25 kN
m2
ein Punkt,
der beiden Fla¨chen angeho¨rt. Dieser markierte zuvor die Trichterspitze, ist der
gesamten Fla¨chenschar gemeinsam und beweist, dass eine Verschiebung des Frei-
heitsgrades χ2 entlang der rechten Plattenkante bei gleich bleibenden Parametern
χ1 = χ3 = χ4 = 3, 96 m keine Auswirkung auf die Traglast hat. Abbildung 7.44
besta¨tigt dies.
Nachdem die direkte Suchmethode bei dieser Konstellation angelangt ist und
die Variation der Freiheitsgrade nur eine Verschlechterung oder bestenfalls keine
Vera¨nderung der Traglast bewirkt, wird der Optimierungsprozess abgebrochen.
Das globale Minimum wurde jedoch nicht erreicht.
Das Gradientenverfahren durchla¨uft hingegen eine Programmroutine, die den
Einﬂuss der Freiheitsgrade χ auf den Lo¨sungsvektor untersucht. Diese Sensiti-
vita¨tsanalyse ermo¨glicht eine gezielte Vera¨nderung der Position des Knotens 8
(Abbildung 7.45a), welche die weitere Optimierung zum richtigen Ergebnis lenkt.
In den nun folgenden Schritten wird auch Knoten 10 in Richtung der Symmetrie-
achse bewegt, sodass das globale Minimum schließlich mit p = 5, 78 kN
m2
gefunden
wird.
Wa¨hlt man eine gu¨nstigere Ausgangslage, wie sie in Abbildung 7.47 dargestellt
ist, so ermittelt das direkte Suchverfahren mit p = 5, 82 kN
m2
zwar eine niedrigere
Traglast als zuvor, doch wird das globale Optimum auch hier nicht erreicht. Die
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Abbildung 7.47: Vera¨ndertes Ausgangsnetz der zweifach punktgestu¨tzten Platte
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pFEM(D) = 5, 82
kN
m2
Abbildung 7.48: Optimale Lo¨sung der direkten Suchmethode mit Durchsenkung
letztendlich gefundene Versagensﬁgur zeigt Abbildung 7.48. Mit dem Wissen u¨ber
die Topograﬁe der Zielfunktion la¨sst sich dies allerdings erkla¨ren. Da Knoten 8
bei y = 8, 70 m zu liegen kommt, reiht sich die Fla¨che fu¨r χ2 zwischen den beiden
in Abbildung 7.46a dargestellten Verla¨ufen ein. Die Senke des Optimums bewegt
sich dabei bereits in Richtung des globalen Minimums aus Abbildung 7.46c, was
auch in der Fließlinienﬁgur zum Zeitpunkt des Iterationsendes zum Ausdruck
kommt.
Obwohl das Gradientenverfahren die bessere Wahl zu sein scheint, sind auch hier
Nachteile festzustellen (siehe Ramsay & Johnson [117]). So zeigt sich anhand
der Berechnung, dass sich die Lo¨sung dem Optimum zwar schnell na¨hert und die-
ses auch erreicht. Aufgrund der schwierigen Situation der Optimierungslandschaft
ergeben sich jedoch sta¨ndige Wechsel des Gradienten u¨ber Diskontinuita¨tsstellen
hinweg, vergleiche Abschnitt 5.4.3 und Abbildung 5.7. Dies macht sich im Verlauf
des Optimierungsprozesses durch ein Oszillieren der Freiheitsgrade bemerkbar,
was wiederum darauf schließen la¨sst, dass die korrekte Wahl der Suchschrittwei-
te α von großer Bedeutung ist. Insbesondere bei komplizierten Optimierungsto-
pograﬁen besteht sonst die Gefahr, dass der Suchpunkt in unzula¨ssige Bereiche
der Zielfunktion gelangt.
Beispiel 11b: Symmetrische Modellierung
Als zweite Variante wird die Modellierung unter Ausnutzung der Symmetrie
gezeigt, siehe Abbildung 7.49. Dafu¨r muss entlang der freien Kante zwischen
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Abbildung 7.49: Beispiel 11b: Symmetrische Modellierung der
Rechteckplatte mit zwei Einzelstu¨tzen
den Knoten 1 und 4 in Abbildung 7.50a eine Momenteneinspannung vorgesehen
werden, die im Falle der Fließlinientheorie mit der Vorgabe des Stu¨tzmoments
m′pl = 50
kNm
m
umgesetzt wird. Durch diese Vereinfachung des Problems verblei-
ben lediglich noch die beiden Suchrichtungen χ1 und χ2, siehe Abbildung 7.50b.
Nach der Eliminierung der Freiheitsgrade parallel zur y-Achse sind beide Verfah-
ren gleichermaßen in der Lage, das globale Minimum und die tatsa¨chliche Traglast
p = 5, 78 kN
m2
zu erreichen. Die endgu¨ltige Lo¨sung fu¨r Beispiel 11b zeigt Abbildung
7.51. Zur Ergebniskontrolle ko¨nnen wieder die Fließzonen aus der Finite-Element-
Berechnung herangezogen werden. Abbildung 7.51b belegt, dass diese von der
resultierenden Fließlinienﬁgur zwar tendenziell getroﬀen werden, dass sich aber
u¨ber den Stu¨tzen weitere plastische Bereiche bilden. Ferner weisen die Zonen eine
Kru¨mmung auf, die eine allma¨hliche Ausbildung von Durchstanzkegeln andeutet.
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Abbildung 7.50: Symmetrische Modellierung der
Rechteckplatte mit zwei Einzelstu¨tzen
a) Diskretisierung
b) Suchfreiheitsgrade χ
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Abbildung 7.51: Symmetrische Modellierung der
Rechteckplatte mit zwei Einzelstu¨tzen
a) Fließliniennetz mit Durchsenkung
b) Fließlinien und Fließzonen
Als Konsequenz fu¨r die Fließlinientheorie empﬁehlt sich eine erneute Betrachtung
mit einem verfeinerten Fließliniennetz, vergleiche Abschnitt 7.4. Im Gegenzug be-
reitet jedoch auch die Traglastermittlung nach der Methode der ﬁniten Elemente
einige Schwierigkeiten. Da der Wert von p = 6, 1 kN
m2
fu¨r Abbildung 7.51b die
Ergebnisse des Fließlinienverfahrens bereits u¨berschreitet und die Platte nume-
risch gesehen noch nicht an die Grenzen ihrer Kapazita¨t sto¨ßt, stellt sich ab einer
gewissen Komplexita¨t der Plattengeometrie die Frage nach der Vergleichbarkeit
der Berechnungen. Dies fu¨hrt zuru¨ck auf die Diskussion am Ende des Abschnitts
7.1.2.
7.6 Praxisorientierte Anwendung
In der Praxis kommt die Fließlinientheorie ha¨uﬁg nur in Detailbereichen eines Ge-
samttragwerks zum Einsatz, siehe zum Beispiel Kennedy & Goodchild [75].
Nachfolgend soll deshalb untersucht werden, inwieweit auch umfangreichere Be-
rechnungen auf der Grundlage der Fließlinientheorie durchgefu¨hrt werden ko¨nnen.
Die Erfahrungen der bisherigen Beispiele werden dabei nochmals auf ihre An-
wendbarkeit u¨berpru¨ft.
7.6.1 Beispiel 12: Polygonale Hochbauplatte
Anhand einer von Damkilde & Krenk [22], Krenk et al. [83] sowie Krab-
benhoft & Damkilde [80] vorgestellten Hochbauplatte werden die Ergebnisse
der Fließlinientheorie den Berechnungen der Finite-Element-Methode gegenu¨ber-
gestellt.
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Abbildung 7.52: Beispiel 12: Polygonale Hochbauplatte nach Krenk et al. [83]
Fu¨r die polygonale Form der in Abbildung 7.52 dargestellten Platte liefert der Al-
gorithmus zur Netzgenerierung zuna¨chst zwei zula¨ssige Versagensmechanismen,
die durch eine gleichma¨ßige Verkippung der Plattenkanten erzeugt werden und
die in Abbildung 7.53a und b gezeigt sind. Es fa¨llt jedoch auf, dass auch hier
– wie zuvor schon in Beispiel 6b – lediglich in der linken Plattenha¨lfte geringfu¨gi-
ge Abweichungen vorhanden sind. Die anschließende Triangulierung fu¨hrt jeweils
auf eine Vernetzung, wie sie in Abbildung 7.54a und b dargestellt ist. Der erste
mo¨gliche Mechanismus (a) erzielt eine Last von p = 19, 48 kN
m2
, wa¨hrend die zweite
Variante p = 19, 24 kN
m2
liefert. Mit den nahezu identischen Ausgangsgeometrien
la¨sst sich dieser relativ geringe Unterschied zwischen den prognostizierten Trag-
lastergebnissen leicht erkla¨ren. Ebenso entspricht es den Erwartungen, dass der
einfacher erscheinende Mechanismus (b) die geringere Traglast erzielt.
Am Ende des Optimierungsvorgangs, der nochmals eine Reduzierung auf
p = 17, 39 kN
m2
beziehungsweise p = 17, 15 kN
m2
bewirkt, erha¨lt man die beiden
Netze in Abbildung 7.55a und b. Abbildung 7.55c zeigt die Netzdiskretisierung
der Finite-Element-Berechnung. Außerdem ist in jedem Bild die Plattendurchsen-
kung abgestuft hinterlegt. Die Anschauung verdeutlicht, dass das Verformungs-
verhalten der gleichma¨ßig belasteten Platte in allen drei Fa¨llen richtig wiederge-
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a)
b)
Abbildung 7.53: Numerisch generierte Fließlinienﬁguren
a) erste Konﬁguration
b) zweite Konﬁguration
geben wurde. Daru¨ber hinaus sind in Abbildung 7.56 die aktiven Fließlinien der
beiden Netzvarianten u¨ber den plastischen Zonen der Finite-Element-Methode
eingezeichnet. Tendenziell besta¨tigt die Gegenrechnung auch hier eine gute U¨ber-
einstimmung der Mechanismen, wobei eine gewisse Diﬀerenz in der linken und
unteren Plattenha¨lfte auf die ﬂache Neigung in diesen Bereichen zuru¨ckzufu¨hren
ist. Demzufolge werden diese vermeintlichen Abweichungen durch entsprechend
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a)
b)
Abbildung 7.54: Triangulierung der Platte
a) fu¨r die erste Konﬁguration
b) fu¨r die zweite Konﬁguration
kleine Knickwinkel in den Fließlinien wieder ausgeglichen. Letztlich liegt die er-
zielte Traglast mit p = 16, 2 kN
m2
zwischen 5% und 7% unter der zuvor bestimmten
oberen Belastungsgrenze, was angesichts der Komplexita¨t der Platte ein sehr gu-
tes Resultat ist. Dennoch darf es nicht u¨ber die Tatsache hinwegta¨uschen, dass das
untersuchte Problem – abgesehen von dem Gebiet u¨ber der Einzelstu¨tze – prak-
tisch keine lokalen Mechanismen aufweist, da aufgrund der vielen freien Kanten
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pFLT (1) = 17, 39
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Abbildung 7.55: Polygonale Hochbauplatte mit vertikaler Durchsenkung
a) erste Netzvariante nach der Optimierung
b) zweite Netzvariante nach der Optimierung
c) Diskretisierung der Finite-Element-Methode
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Abbildung 7.56: Fließzonen und aktive Fließlinien
a) erste Netzvariante
b) zweite Netzvariante
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keine Eckfa¨cher auftreten ko¨nnen. Somit begru¨ndet lediglich der Durchstanzkegel
u¨ber der Stu¨tze eine Abminderung der Traglast in einer Gro¨ßenordnung, wie sie
bereits in Abschnitt 7.4 gefunden wurde.
Die Untersuchung dieses Beispiels weist darauf hin, dass die Anwendung der Fließ-
linientheorie sogar großzu¨gige Abstriche gegenu¨ber einer realita¨tsnahen Modellie-
rung verkraftet. So wurden beispielsweise an den freien Ra¨ndern keinerlei Fließ-
linien deﬁniert, die dort aus der Platte austreten ko¨nnen. Ferner besta¨tigt sich
erneut, dass der Verzicht auf ein plastisches Moment m′pl an der Plattenoberseite
die zusa¨tzliche innere Arbeit ausgleicht, welche durch negative Fließlinien verur-
sacht wird, vergleiche Beispiele 6 und 8. Insgesamt la¨sst sich die Fließlinientheorie
also durchaus auch fu¨r schwierigere Geometrien verwenden.
7.7 Diskussion und Schlussfolgerungen
In den vorangegangenen Beispielen wurde zuna¨chst der Einﬂuss der Gesamtgeo-
metrie von Platten untersucht (Beispiele 2 bis 6). Es wurde gezeigt, dass lokale
Einwirkungen wie Einzelstu¨tzen – oder dementsprechend auch Einzellasten – ei-
ner gesonderten Betrachtung bedu¨rfen (Beispiel 9). Dabei musste zur Darstellung
des auftretenden Versagensmechanismus in jedem Fall eine geeignete Fließlinien-
ﬁgur vorgegeben werden. Fu¨r polygonale Plattenberandungen wurde deshalb ein
im Zuge dieser Arbeit entwickelter Algorithmus eingesetzt, der in der Lage ist,
alle kinematisch zula¨ssigen Konﬁgurationen aufzuﬁnden. Bei Bedarf kann die-
se Vorgabe zur Abbildung von o¨rtlich begrenzten Eﬀekten – wie beispielsweise
Fa¨chermechanismen in den Plattenecken – noch weiter verfeinert werden (Bei-
spiele 7 und 8). Je nach Ausgestaltung des zugrunde liegenden Fließliniennetzes
erzielt die anschließende Optimierung eine Verringerung der Traglast von bis zu
10%. Die Beaufschlagung der Ergebnisse mit einem Faktor dieser Gro¨ßenordnung
wird deshalb in der Literatur ha¨uﬁg empfohlen, beispielsweise von Sawczuk &
Jaeger [124], auch um eventuelle Abweichungen zwischen dem ermittelten und
dem tatsa¨chlichen Versagensmechanismus abzudecken. Die vorgefu¨hrten Beispie-
le belegen jedoch, dass in der Regel bereits relativ grobe Fließlinienﬁguren zu
einer guten Abscha¨tzung der Versagenslast fu¨hren, sofern sie in der Lage sind,
den kritischen Mechanismus richtig darzustellen.
Wa¨hrend des Optimierungsvorgangs kann es abha¨ngig von der Konstellation der
Suchfreiheitsgrade vorkommen, dass nicht das globale, sondern lediglich ein lo-
kales Minimum gefunden wird (Beispiel 11). Diese Gefahr besteht vor allem bei
der direkten Suche nach Hooke & Jeeves [57], da diese jeden Tastschritt neu
bestimmt. Im Gegensatz dazu verwendet das konjugierte Gradientenverfahren
Informationen aus den zuru¨ckliegenden Optimierungsschritten und kann gegebe-
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nenfalls Maßnahmen einleiten, die mo¨glicherweise zuna¨chst nur indirekt zu einer
Verbesserung fu¨hren. Außerdem wird die Lo¨sung auch bei einer großen Zahl von
Freiheitsgraden schnell erreicht. Allerdings ist das Verfahren aufgrund der vielen
Fallunterscheidungen – siehe Tafel 5.1 – sehr aufwendig und es kommt ha¨uﬁg
zu Wechseln zwischen in sich konvexen Bereichen der Zielfunktion (Beispiele 10
und 11). Deshalb ist die richtige Bestimmung der Suchschrittweite fu¨r das Gradi-
entenverfahren von entscheidender Bedeutung, wa¨hrend sich die ableitungsfreie
direkte Suchmethode diesbezu¨glich weitaus weniger empﬁndlich zeigt. In der Re-
gel werden hier Werte von etwa einem Zehntel der kleineren Plattenspannweite
angenommen. Angesichts der meist komplex gestalteten Optimierungstopograﬁe
– vergleiche Abbildung 7.46 – pla¨dieren Ramsay & Johnson [117] fu¨r das robus-
tere Verfahren und nehmen dafu¨r die Variation verschiedener Netzgeometrien in
Kauf. Trotz der teilweise sehr u¨berzeugenden Lo¨sungen der Gradientenmethode
legen die vorgefu¨hrten Beispiele einen a¨hnlichen Schluss nahe. Dennoch empﬁehlt
sich mit Blick auf die im Vorfeld einer Berechnung ungewisse Problemstruktur der
Einsatz beider Strategien, um die unterschiedlichen Sta¨rken und Herangehenswei-
sen auszunutzen. Dementsprechend bliebe auch eine kombinierte Anwendung zu
erwa¨gen.
Was die Gegenu¨berstellung von Fließlinientheorie und Fließzonentheorie auf der
Grundlage der Methode der ﬁniten Elemente anbelangt, so zeigen diese trotz
der verschiedenen theoretischen Hintergru¨nde eine sehr gute U¨bereinstimmung
der Lo¨sungen. Wa¨hrend Letztere ein Problem jedoch bekanntermaßen in endli-
che Bereiche – na¨mlich ﬁnite Elemente – zerlegt, liegt der Untersuchung mit der
Fließlinientheorie stets die Platte in ihrer Gesamtheit zugrunde. Dies erfordert
insbesondere bei der Modellierung eine gewisse Erfahrung von Anwenderseite.
Da die Auswahl der Netzstruktur das Endergebnis schon vorab stark beeinﬂussen
kann, bietet die numerische Netzgenerierung einerseits Hilfe und andererseits eine
Objektivierung des Problems. Dennoch zeigt sich in der praktischen Anwendung
der Fließlinientheorie, dass verschiedene Blickwinkel in Form von unterschiedli-
chen Netzen untersucht werden mu¨ssen, um den Charakter der Lastabtragung
zu ergru¨nden. Dabei stellt die Fließlinientheorie aus numerischer Sicht eine gute
Erga¨nzung zur etablierten Finite-Element-Methode dar, vergleiche Beispiel 12.
Fu¨r die konstruktive Bemessung mit Hilfe der Fließlinientheorie ist in Anbetracht
der Vereinfachung der zugrunde liegenden Theorie Vorsicht geboten. Obwohl die
geschichtliche Entwicklung des Verfahrens hier ihren Anfang nahm – man verglei-
che Abschnitt 1.1 –, gilt dies speziell fu¨r Stahlbetonplatten. Der Grund liegt im
deutlich abweichenden Verformungsverhalten im Grenzzustand der Tragfa¨higkeit,
da der Stahlbeton die notwendige Rotationsfa¨higkeit nicht grundsa¨tzlich erbrin-
gen kann. Dennoch ist ein Sicherheitskonzept auf der Basis nichtlinearer Trag-
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lastverfahren seit Einfu¨hrung der neuen DIN 1045 [29] im Jahre 2001 wieder zu-
gelassen, vergleiche Six [133]. Deshalb ist in den letzten Jahren insbesondere der
Verbund zwischen Beton und Bewehrungsstahl in Verbindung mit Scha¨digungs-
modellen Gegenstand der Forschung, vergleiche zum Beispiel D’Addetta [21]
und Schu¨tt [126].
Die Auswirkungen auf die weitere Entwicklung numerischer Berechnungsverfah-
ren auf der Grundlage materieller Nichtlinearita¨t bleiben also abzuwarten.
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8 Zusammenfassung und Ausblick
Als Erga¨nzung und Alternative zur weit verbreiteten Finite-Element-Methode
verfolgt die vorliegende Arbeit das Ziel, die Prinzipien der Fließlinientheorie nu-
merisch umzusetzen. Zu diesem Zweck werden zuna¨chst die notwendigen Grund-
lagen aus der Theorie der Platten und der Plastizita¨tstheorie zusammengetragen
und aufbereitet. Da die Fließlinientheorie aufgrund ihrer Annahmen u¨ber Geo-
metrie und Materialverhalten eines Plattentragwerks eine Sonderstellung im Ver-
gleich zu anderen Berechnungsverfahren einnimmt, werden diese Voraussetzungen
aus den zuvor erarbeiteten Zusammenha¨ngen abgeleitet.
Die zentrale Fragestellung der Methode besteht in der geeigneten Wahl eines ki-
nematisch zula¨ssigen Mechanismus, welcher die potenzielle Versagensﬁgur einer
betrachteten Platte unter der Einwirkung einer gleichma¨ßig verteilten Fla¨chen-
last beschreibt. Anhand dieser sogenannten Fließlinienﬁgur la¨sst sich auf der Basis
des Prinzips der virtuellen Verschiebungen diejenige Fla¨chenlast p bestimmen, die
beno¨tigt wird, um den zugrunde gelegten Versagensmodus hervorzurufen. Sie ist
die gro¨ßtmo¨gliche Belastung, die der Platte aufgrund ihrer Geometrie und Mate-
rialeigenschaften zugefu¨hrt werden kann und wird dementsprechend als Traglast
bezeichnet. Umgekehrt formuliert ist fu¨r den Versagensfall genau die Traglast
maßgeblich, welche den niedrigsten Betrag aufweist. Der zugeho¨rige kinemati-
sche Mechanismus macht zugleich die Bereiche der Platte kenntlich, in denen
Risse oder plastische Zonen auftreten, welche die Gesamtﬂa¨che in mehrere poly-
gonale Teilﬂa¨chen unterteilen.
Da die einfachste Form einer solchen Teilﬂa¨che ein Dreieck ist, werden die Bezie-
hungen zwischen statischen und kinematischen Gro¨ßen anhand eines ﬁniten Drei-
eckselements aufgestellt. Nach einer Dreiecksvernetzung der Polygonﬂa¨chen la¨sst
sich mit Hilfe dieses Elements die gesamte Struktur darstellen. Im Gegensatz zur
herko¨mmlichen Finite-Element-Methode entsteht im na¨chsten Schritt allerdings
keine Steiﬁgkeitsmatrix im klassischen Sinne, sondern ein Optimierungstableau,
auf dessen Grundlage die Traglast mittels einer Simplex-Optimierung berechnet
wird. Als Nebenprodukt dieser Berechnung ergeben sich auch die gegenseitigen
Kantenverdrehungen benachbarter Dreieckselemente, sodass sich die entsprechen-
de Versagensﬁgur dadurch beschreiben la¨sst.
Auf diese Weise kann fu¨r eine vorgegebene Vernetzung die optimale Traglast ge-
funden werden. Dennoch ist es nicht auszuschließen, sondern im Gegenteil sogar
sehr wahrscheinlich, dass eine Vera¨nderung der Netzknoten innerhalb der betrach-
teten Platte sowie an ihrem Rand die erzielte Traglast noch weiter reduzieren
ko¨nnte. Dies fu¨hrt – u¨ber den Simplex-Algorithmus hinaus – zu einer weiteren
Anwendung von Optimierungstechniken, die zum Zwecke der Klassiﬁzierung und
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zur Wahl eines brauchbaren Verfahrens ausfu¨hrlich erla¨utert werden. Schließlich
erscheinen die direkte Suchmethode und das konjugierte Gradientenverfahren als
am besten geeignet.
Die einfachste Lo¨sungsmo¨glichkeit besteht in der Anwendung einer direkten Su-
che, bei der durch probeweises Verschieben von Knotenpunkten in Richtung der
zula¨ssigen Bewegungsfreiheitsgrade jeweils das Ergebnis in der benachbarten Lage
getestet wird. Im Falle einer Verbesserung wird die neu gewonnene Konﬁgurati-
on beibehalten und dient als Ausgangspunkt fu¨r den na¨chsten Suchschritt. Diese
Vorgehensweise erweist sich als a¨ußerst robust, hat jedoch den Nachteil, dass lo-
kale Tiefpunkte in der Zielfunktion oft nicht erkannt werden. Außerdem steigert
sich der Berechnungsaufwand mit einer zunehmenden Zahl an Freiheitsgraden
erheblich.
Die zweite gewa¨hlte Variante, das konjugierte Gradientenverfahren, hat diese Pro-
bleme nicht. Durch die Berechnung eines Abstiegsgradienten kann das globale
Minimum zielgerichtet erreicht werden. Allerdings zeichnet sich dieser Optimie-
rungsansatz im Gegensatz zur ableitungsfreien Suchstrategie durch einen verha¨lt-
nisma¨ßig komplizierten Algorithmus aus. Ein großer Nachteil besteht außerdem
darin, dass eine sehr pra¨zise Vorgabe der Schrittweite notwendig ist.
Abbildung 8.1: Erstes Ergebnis eines evolutiona¨ren Optimierungsansatzes
Als Alternative wird auf der Basis einer evolutiona¨ren Entwicklung eine im Zu-
sammenhang mit der Fließlinientheorie neuartige Strategie vorgeschlagen und
ero¨rtert. Da allerdings der numerische Berechnungsaufwand zum Zeitpunkt des
Abschlusses dieser Arbeit noch a¨ußerst hoch war, kann dieser Ansatz lediglich
als Impuls fu¨r weitere Forschungsarbeiten mit auf den Weg gegeben werden. Als
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Anreiz zeigt Abbildung 8.1 das Ergebnis dieser Optimierungsvariante fu¨r das Bei-
spiel 11 aus Kapitel 7.
Schließlich ist als weitere im Zuge dieser Arbeit entstandene Neuerung noch ein
Verfahren zur Netzgenerierung von Fließlinienﬁguren zu nennen, das auf Grund-
lage geometrischer Ebenenschnitte zuna¨chst diejenigen Punkte bestimmt, die als
Anfangs- oder Endknoten von Fließlinien in Betracht kommen. Der wesentliche
Schritt besteht dabei in einer algorithmischen Berechnung aller fu¨r eine vorge-
gebene Plattengeometrie zula¨ssigen Fließlinienkonﬁgurationen. Auf diese Weise
erhalten Anwender die Mo¨glichkeit, nach objektiven Kriterien eine Vorhersage zu
mo¨glichen Versagensmechanismen zu treﬀen.
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