Abstract: For an integer s let ZS(n), the s-iterated logarithm function, be defined inductively: [O(n) = n, [8+1(n) = log2(l8(n)) for s 2:: o. We show that for every fixed s and all n large enough, there is an n-vertex 3-pushdown graph whose smallest separator contains at least n (n/[8(n)) vertices.
family is separable if it is S-separable for some 5(n) = o(n).
For convenience, we restrict attention to nice functions 5. A function 5 is nice if for every a, 0 < a < 1, there is b, a < b < 1, such that a5(n) < 5(an) < b5(n). Remark 1. The planar separator theorem [10] can be restated as follows: the family of planar graphs is O( fo}-separable.
Relnark 2. The nonexistence of separators is closely related to expansion property in graphs. For a graph G = (V, E) and A ~ V, fa(A) is the set of neighbors of A. A family of graphs is expanding (with expansion constant d) if for every n-vertex graph G = (V, E)
in the family and every A ~ V we have Ifa(A.) -.'1.12:: dlAIIV -AI/n. It follows that every family of expanding graphs is nonseparable. Since expanding graphs "expand" also small sets (that contain less than one third of the vertices), the converse is not necessarily true.
Outerplanar graphs are graphs that can be embedded on the plane so that all vertices lie on the outer face; equivalently, such a graph can be embedded on the plane so that all vertices lie on one straight line and all edges can be embedded on one of the half planes defined by the line. Fonnally, an outerplanar graph is a graph G = (V, E) where V is the ordered set {I, 2, ... , n} for some nand E = 5 u R, where the spine 5 ~ {(i, i + 1)1 i = 1, ... , n -I} and in R edges do not cross; specifically for each pair of edges (iI, jl) , (i2' h) in R with i 1 < i2 < jl we have j2 :::; jl. A k-page graph is a graph which consists of k outerplanar graphs sharing the same ordered vertex set V. k-page graphs can be considered as undirected graphs or as directed graphs where an edge always goes from a small numbered to a large numbered vertex. If every vertex has at most one incident edge in each page of a k-page graph, the graph is called a k-pushdown graph (or k-pd graph in short).
Ob,-iously, a 2-page graph is planar. Conversely, it was shown in [4] that every planar graph can be embedded in nine pages. The number has been improved to seven [7] and very recently Yannalmkis [16] improved it to four and showed that four pages are necessary.
Computation graphs of Turing machines are k-pd graphs, where k depends on the number of tapes of the Turing machine. This has been the reason for substantial interest in such graphs. In [12] it was shown that k-pd graphs (considered as directed graphs) contain nontrival segregators. This graph property was used to show that nondeterministic multitape Turing machines are strictly more powerful than their deterministic counterparts, settling a longstanding open problem. A family of directed graphs contains a non-trivial segregator if every n-vertex graph G = (V, E) in the family contains an o(n) set of vertices S (the segregator) such that if we delete S and the edges incident with S from G each vertex in V -S has at most o( n) (not necessarily immediate) predecessors in the remaining graph. It is quite easy to show that if a family of directed graphs that is closed under containment (i.e. if G is in the family then all the subgraphs of G are) has a nontrivial separator then it has a nontrivial segregator.
k-page graphs also arise in connection with embedding of VLSI circuits [5] and fault tolerant arrays of processors [13] . Intuitively, k-page graphs can be drawn on a "book" with k "pages" with all vertices placed on the "binding", all edges placed on the pages, and no two edges on a page crossing. For this reason, the minimum k for which a graph is k-page embeddable is called the page number of the graph [3] . See also [1] , [14] In [9] , the second author showed that for any fLxed k 2:: 3, the family of k-page graphs is separable if and only if the family of 3-page graphs is. The equivalence of problems 1 and 1 * (derived below) is slightly stronger since in Problem 1 we have 3-pd graphs, which are special 3-page graphs. \iVe relate these problems to an open problem from an entirely different domain. Consider a real-time nondeterministic Turing machine with two working tapes and a separate input tape. By "real time" we mean that the machine reads a new symbol each step. \Ve 'want to simulate it by an on-line one-tape nondeterministic Turing machine. By "on line"
we mean that the additional input tape is one 'way. We refer to this as the simulation. In [6J we showed that if 3-pd graphs have small separators then one can derive a fast simulation:
Theorem A. If the family of 3-pd graphs is S-separable, then there is a simulation of time ten) = O( S( n/ log n)n log n). 
In particular (k = 3) if the answer to Problem 1 is negative so is the answer to Problem In the case that S in Theorem A (Skin Theorem B) is not nice, the theorem should be slightly modified (the corresponding expressions are uglier). But Corollaries 1-4 still hold.
Several examples where a graph property implies a theorem concerning computation are known. One example of such a property is the existence of nontrivial segregators mentioned above. Another well known example is from [8] , where it was first shown how to pebble an n-vertex directed acyclic graph of constant indegree with O( 71,/ log 71,) pebbles;
this then was used to prove that "space is better than time". In both examples an upper bound on a graph property implied an upper bound on time or space complexity. In both cases it is unlikely that the converse theorem holds. (The difference between space and time, and between nondeterminism and detelminism is believed to be exponential.) On the other hand, there are examples where lower bounds on the sizes of graphs satisfying certain connectivity properties imply a lower bound on time for certain types of computations [15] .
However, our results may constitute the first example where a graph problem is shown to be equivalent to a problem in computational complexity.
The following corollaries are easily obtained by using Theorems A and B. They state properties of graphs and they are proved via a detour through Turing machines. All of them probably have direct proofs. In particular, k-page graphs are S-separable if and only if they are (a, S)-separable for some 0 < a < 1.
The bandwidth of a graph G = (V, E) with respect to the naming V = {I, ... , n} Corollary 10. For every fixed positive integer s and all n large enough, there is an n-vertex 3-pd graph whose smallest separator contains at least n(n/IS(n)) vertices.
Proof. Fix k > O. All the statements in this proof are valid for sufficiently large n. By The-
from which the corollary follows.
0
In Section 2 we define the family Fk, in Section 3 we define the graphs G k and in Section 4 we prove Theorem 1. In Section 5 we list some open problems.
The family Fk
'Ve define a graph G x of n vertices by the operation of a 3-pd machine 111 defined by a "program" x. Initially the three pd's contain 1, ... , n. Let I = {1, 2, 3} be the index set of the pd's and let r = {(pop, push, query) I pop E I, push E 2 I , query E {T, F}}. A symbol I = (11, 12, 13) E r can be interpreted as follows: pop a symbol from pd number 11, push it on top of the pd's listed in 12, and if 13 = T, then I is a query symbol.
Consider a string x E r*. x is executable by a machine 111 that pushes and pops the symbols 1, ... ,n in its pd's. Let iI, i 2 , i 3 , •.
• be the sequence of symbols popped by a query symbol I E r. In the proofs below we consider "restricted programs" x E r* in which (i) whenever a symbol is pushed on a pd it is not the pd it was popped from; (ii) a query symbol pops Remark. As can be seen by a simple counting argument, for ck < n, most k degree graphs are not in Fck. Hence in some sense F2k contains graphs with average degree at most k that have some simple structure.
The Graphs G k
In this section we construct, for every k and all large enough n, the graph G k of n vertices and maximum degree 2k + 7. The graphs G k are constructed inductively in k.
Base (k = 1): The graphs Gf = (V,l' E! u E~ u E~) are obtained from the doubling graphs of Section 3. Vn is as before. Let n' be the largest power of 2 not larger than n, We now define G k + 1 • Let p be the largest prime smaller than n/ 10g2 n and let m = flog2 pl. Since for sufficiently large n, p ~ n/log 2 n -/0 n 2 / 3 (cf. [2] ), pm ~ (n/ log2 n - is replicated p times. Consequently, the p copies in each block are popped and pushed successively. Each pair of query symbols corresponding to an edge is also replicated p times. As a result x pops alternatively from each block. Finally, restriction ( v) guarantees that the two blocks are popped (and queried) in the same order (from the first to the last or vice versa). It is easy to see that x is a restricted program that generates G k + I . Since the row connections are generated by a string of length at most 6(k + 2)n, it follows that Proof of Lemma 1. For two given sets T, A. C {I, ... , p}, we define the follow- Proof: Let n:
But the probability that Can the gap be closed (even without settling these problems, or if the answer is positive)?
