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La demande toujours grandissante pour des produits et des services de haute qualité 
stimule de nouvelles approches pour i'étude et l'optimisation des processus de 
conception et de fabrication. La mondialisation des marchés et la vive concurrence 
poussent les entreprises à se tourner continuellement vers de nouvelles méthodologies et 
technologies. A ce titre, la problématique de la définition, de la conception et 
i'optimisation des tolérances sont importantes. Ce mémoire porte sur les aspects 
mathématiques et statistiques des tolérances. 
L'étude et le choix des tolérances sont fondamentalement liés au contrôle de la qualité 
des produits. Les coûts de fabrication sont intiment liés aux tolérances. Les tolérances 
sont d'abord un langage de communication entre la fonction de conception et celle de 
fabrication. Pour cette raison, L'assignation des tolérances est souvent faite par 
convention et aucune méthode rigoureuse n'est appliquée. Nous avons pensé qu'il était 
intéressant de faite une synthèse des méthodes d'analyse proposées dans la littérature. 
La méthode du pire cas, la mkthode statistique et la méthode des simulations forment le 
noyau essentiel des méthodes. Nous exgosons l'approche en trois phases de Taguchi 
pour situer la problématique des tolémces. La méthodologie de conception et d'analyse 
des t o l h c e s  rigoureuse permet aux concepteurs de pouvoir identifier les composants 
critiques qui peuvent affecter la qualité d'un assemblage. 
Taguchi structure une démarche mûdeme et complète permettant de bien clarifier la 
place des tolérances dans les processus de conception et de fabrication. Divisée en trois 
étapes, cette démarche tepose sur la notion fondamentale de conception robuste pour 
contrer et neutraliser la variabilité des Meurs de bruit. 
L'analyse des tolérances par la méthode du pire cas est une méthode qui est associée 
principalement à la variabilité dimensionneile de l'assemblage d'un produit. Cette 
méthode repose sur des situations exîrêmes, oh les dimensions sont à leurs valeurs 
minimales ou maximales. La méthode d'analyse statistique est une méthode 
d'application beaucoup plus générale et réaliste. Elle repose sur des notions de 
distriiution pour représenter la variabilité. Cette méthode pennet d'identifier les 
composants, d'un produit ou d'un procédé, qui contniuent le plus à la variation totale de 
la caractéristique qualité d'un produit. 
L'application de la méthode statistique nous oblige à faire des hypothèses sur le type de 
distribution statistique que suivent les composants. Le plus souvent on fait l'hypothèse 
de la normalité pour les composants. Bien que la méthode d'analyse statistique soit plus 
réaliste, celle-ci demande beaucoup de calculs et il n'est pas toujours facile de vérifier 
les hypothèses qui s'y rattachent. L'utilisation de simulations vient simplifier et faciliter 
l'analyse des tolérances. Elle pennet d'avoir une bonne idée de l'impact que peut avoir 
la distribution des composants sur la distribution de la variable mesurée. 
Des exemples d'application des trois méthodes d'analyses sont présentés dans ce 
mémoire. Le premier exemple présente le cas où la relation mathématique entre les 
composants et la variable mesurée est linéaire. Le deuxième exemple présente le cas ou 
la relation est non linéaire. Dans les deux cas, il s'agit d'assemblage de composants. 
Pour les deux exemples, l'application de la méthode du pire cas fait en sorte que les 
tolérances des composants doivent ê!re modifiées pour réussir l'assemblage. Mais, 
lorsque la mithode statistique est employée les conclusioas sur les actions il prendre sont 
différentes. Les résultats de la méthode statistique indiquent qu'aucune modification 
n'est nécessaire pour que l'assemblage réponde aux critéres dans les deux exemples. 
Cela met en évidence la caracttkistique fondamentale de la méthode du pire cas, c'est-à- 
dire l'aspect ultra conservateur en fixant l'attention sur des événements ayant de faibles 
probabilités de se produire- Par contre, la méthode statistique est plus réaliste, mais on 
doit tolérer un faible niveau de risque. 
Dans un dernier chapitre, nous avons exposé les dévetoppements théoriques récents 
concemant la problématique des tolérances. 
The everlasting consumer's expectation for products and services of high quality is a 
strong stimulus for new approaches for the study and the optimization of the processes 
of design and manufacture. The universalization of the markets and the competition 
pu& continuously the companies to tum towards new methodologies and technologies. 
For this reason, the problems of dennition, design and optimization of tolemces are 
significant. This master thesis is concerned with the mathematical and statistical aspects 
of the tolerancing problems. 
The study and the choice of tolerances are related to the quality control of the 
manufactured products. The manufacturing costs are intimately related to the tolerances. 
Initially, tolerances are a laquage of communication between the function of design and 
manufacture. The assignment of the tolerances is often perform by intuition and not 
with a rigorous method. We thought bat  it was interesting to make a synthesis of the 
tolerancing anaiysis as found in the Iiterature. The method of the worst case, the 
statistical method and the method of simuIations are at the core of those methods. We 
present the Taguchi approach of quality engineering in order to place tolerancing 
problem in a broad context of design and manufacturing. A rigorous methodology of 
design and anaiysis of the tolerances allows to the designers to identifL the critical 
components, which can affect the quality of an assembly. 
Taguchi structures a modem and complete procedure to well clarit7es the place of the 
tolerances in the processes of design and manufacture. Divide into three stages, this 
procedure rats on the concept of mbust design to counter and neutralise the variability 
of uncontroliable noise factors. 
The analysis of the tolerances by the method of the worst case is a method, which is 
mainly associated to the dimensional variability of the assembly of a product. This 
method rests on extreme situations, where dimensions are set at their minimal or 
maximum values. The method of statistical analysis is a method, which is much more 
general aad realistic. It rests on concepts of distniution to represent variability. This 
method allows identiwg and ranks the components, of a product or a process, which 
contribute more to the total variation of the quality characteristic of a product. 
The statistical method obliges us to make assumptions on the type of statistical 
distniution, which follow the components. Generally, we make the assumption of 
normality for the components. Aithough the method of statistical analysis is more 
realistic, it requires more calcuiations and it is not always easy to check the assumptions, 
which are attached to it. The use of simulations simplifies and faciiitates the analysis of 
the tolerancing process. It allows also a sensitive analysis of the distribution of the 
components on the distribution of the measured variable. 
Examples of application of the three rnethods of analyses are presented in this thesis. 
The h t  example presents the case where the mathematical relation between the 
components and the measured variable is linear. The second example presents the case 
where the relation is non-Iinear. In both cases, it is assembly of components. In the two 
examples, the application of the method of the worst case result gives us that the 
tolerances of the components must be modined to obtain a successfùl assembly. 
However, when the statistical method is employed, the conclusions on the actions to take 
are different. The results of the stathtical method indicate that no modification is 
necessary and the assembly responds to the criteria for the examples. That highlights of 
the method of the worst case is hxing the attention on events having weak probabilities 
of o c c ~ g .  On the other han& the staîistical methoâ is more reaüstic, but one must 
tolerate a low level of ri*. 
In a last chapter, we exposed the ment theoretical developments conceming the 
problems of the tolerances. We conclude our thesis by presenting a sumrnary of the 
different methods that we surveyed. 
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INTRODUCTION 
La compétition qui existe dans le monde industriel oblige les entreprises à se dépasser et 
à optimiser leurs procédés de fabrication. L'optimisation des procédés passe par la 
reconnaissance de l'importance de la gestion des tolérances. Par gestion des tolérances 
nous faisons allusion à plusieurs questions auxquelles font face les concepteurs et les 
fabricants de produits. 
Quelles tolérances doivent avoir les composants pour qu'un assemblage réussisse ? 
Quels sont les composants critiques d'un assemblage ? Avec quelle méthode allons- 
nous faire l'analyse ? Quelie est la relation entre les tolérances des composants et les 
coQts associés et les bénéfices sur la qualité du produit ? 
Trop souvent, ces questions sont répondues d'une façon non rigoureuse, par la méthode 
d'essais et erreurs. Ce mémoire à pour premier objectif d'expliquer l'importance de 
répondre à ces questions. Le deuxième objectif est de décrire les méthodes analytiques 
servant à répondre à ces questions. 
Au chapitre 1, nous présentons le concept de tolérance et certaines définitions 
nécessaires par la suite. Nous exposons les éléments historiques ainsi qu'une brève 
revue de la littérature. Le chapitre 2 présente l'approche Taguchi pour la conception et 
la fabrication des produits. La notion de conception robuste et les avantages de 
l'approche sont abordés. Les chapitres 3 et 4 présentent les méthodes d'analyses 
mathématiques et statistiques qui sont utilisées pour l'analyse des tolérances : la méthode 
du pire cas et l'approche statistique. La méthode de simulations de Monte Car10 est 
présentée au chapitre 4. Celle-ci doit être vue comme un moyen qui facilite l'utilisation 
de la méthode statistique. 
Ces trois méthodes sont appliquées deux exemples: une relation linéaire et une 
relation non linéaire. Finalement, les nouveiies méthodes d'analyse proposées 
récemment ainsi que l'approche am61iorée de Taguchi sont exposées au chapitre 5. 
En fin, nous concluons notre mémoire avec une synthbse des avantages et inconvénients 
de chaque méthode. Nous le proposons pour servir de guide a celui qui doit 
entreprendre une analyse des tolérances. 
Dans ce chapitre, nous introduisons le concept de tolérance et certaines définitions s'y 
rattachant. La problématique des tolérances est ptésentée dans un contexte de 
fabrication industrielle. Quelques éléments historiques ainsi qu'une brève revue de la 
littérature sont sommairement présentés. 
1.1 Quelques Cléments historiques sur les tolérances 
Le concept de tolérance est étroitement relié à l'évolution du monde industriel. La 
mondialisation des marchés engendre une vive concurrence entre les entreprises. Les 
clients sont de plus en plus exigeants et soucieux de la qualité des produits qu'ils 
achètent. La demande pour des produits et des services de haute qualité stimule et est 
alimentée par t'évolution remarquable et accélérée des technologies. L'un de ces 
changements est le rôle joué par les tolérances dm les processus de design et de 
fabrication des produits et des procédh. 
Avant le 19"" siècle, le design était axé sur l'aspect fonctionnel du produit dans un 
contexte de production artisanale où la quantité produite n'était pas un facteur pris en 
considération. Au cours du 19~- et du 2 0 ' ~  siècle, le phhomène de production de 
masse et d'interchangeabilité des composants fait naître et rend essentiel le concept de 
tolérance. 
La première utilisation qui est fite du concept de tolérance est associée à la 
communication des valeurs nominales de dirnensiom et des caractéristiques des 
matériaux utilisés ainzri que les variations permises autour des valeurs nominales. L'idée 
toute naturelle était de consigner et de consewer ces informations car cela répondait à 
une exigence minimale pour des b s  de fabrication et de reproduction. 
Au fin et ii mesure que les techniques de travail et de production se sont am6lioxées, les 
tentatives pour conserver et communiquer les tolérances sont devenues de plus en plus 
importantes. Vers 1795, un processus de communication des tolérances voit le jour en 
Europe. Ce processus, que l'on retrouve sous l'appellation GD&T ("Geomehic 
dimensionning and toteraricing"), est basé sur le développement d'un modèle graphique 
du design. Par la suite, ce modèle graphique s'est développé pour devenir un staadard 
pour communiquer les dimensions et les tolérances. 
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1.1 : Exemple de commanication des tolérances 
En plus d'être associé à la notion de communication, Ie concept de tolérance est 
étroitement lié au contrôle de la qualité. En 1924, le contrôle statistique de la qualité 
voit le jour grâce aux idées révolutionnaües de Walter Shewart. Dès lors, concepteurs et 
ingénieurs voient le die important des tolérances sans nécessairement en faire une 
prionte dans leurs préoccupations en fabrication et dans leur attitude envers la qualité. 
Durant les années 1950, l'importance des tolérances s'accroît avec les philosophies du 
contrôle de la qualité de W. Edwards Deming et plus particulièrement avec celle de 
Genichi Taguchi. 
Taguchi propose une approche nowelie reposant sur plusieurs nouveaux concepts. 
Notons les principales composantes de sa stratégie : la distinction des sources de 
variabilité en paramktres de contrôle et paramètres de bruit, l'utilisation des plans croisés 
pour les essais, la définition du rapport signal-bniit et son utilisation pour analyser les 
essais, l'introduction de la fonction de perte et sa minimisation, la conception robuste 
pour contrer les effets néfastes des sources de variabilité incontrôlables et e n h  la 
distinction et l'introduction des trois étapes fondamentales de la conception formées par 
le concept, les param&res et les tolémnces. Ces éléments seront développés dans le 
chapitre 2. 
T;ibleaP 1.1 : Type et  moment d'intervention dans les étapes de conception 
Les tolérances sont prises en considération dès la phase de conception du produit ou du 
procédé et non pas durant ou aprés la phase de fabrication. La conception et l'analyse des 
tolérances reposent sur un processus expérimental, une approche novaîrice qui tranche 
sur tout ce qui existait auparavant. Jusque Ià, la principale méthode d'analyse des 
tolérances servait uniquement pour i'analyse de tolérances associées aux dimensions des 
composants formant un produit. Seuls les cas extrêmes où les dimensions étaient à leurs 
valeurs minimales ou à leurs videurs maximales étaient utilisés et leurs impacts étaient 
étudiés. Cette méthode qui repose sur des situations très peu probables, donc 
conservatrices, est connue sous le nom de fa méthode du pire cas dans la littérature. 
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Ce n'est que dans les années 1980 que tes Américains prendront conscieme des 
avantages ii implanter la stratégie de Taguchi. Les concepteurs américains réalisent que 
la prise en consid6ration des tolérances tard dans leur processus de fabrication ne permet 
pas d'atteindre des niveaux de qualité pour leurs produits permettant de livrer une 
concurrence aux produits provenant du Japon. 
Durant cette période, rapproche et la philosophie qualité, aujourd'hui connue sous le 
nom Six Sigma, est développée à la compagnie américaine Motorola par Mikel J. Harry. 
Cette stratégie d'a_Oaires a un objectif d é f i  par trois composants reliés : l'utilisation des 
methodes statistiques pour obtenir des processus de fabrication et d'affaire n'ayant pas 
plus de 3.4 défauts par millions d'occasions, l'identification et la réalisation de projets 
d'amélioration ayant des retombées économiques significatives pour la compagnie et 
l'utilisation de mesure de performance des processus et de satisfaction des clients. De 
nos jours, cette philosophie de qualité est en irain de s'implanter dans de nombreuses 
entreprises comme GE, Allied Signal, Eastman Kodak, Bombardier, Maple Leaf Food, 
etc. 
La conception et I'analyse des tolérances occupent une place aussi importante dans 
l'approche Six Sigma de Harry que dans celle de Taguchi. De nouvelles méthodes 
d'analyse des tolérances ont aussi été développées durant les dernières années. Il n'est 
plus seulement question de communiquer les tolérances, mais de connaître Ieurs 
influences sur la qualité et les coOts du produit. Donc, de faire des choix rationnels et 
économiques qui reposent sur une analyse objective. 
1.2 Définitions 
Le terme intervalle de tolérance représente l'ensemble des valeurs permises. Le centre 
de l'intervalle est la valeur nominale. Le plus souvent en pratique, c'est la demi- 
longueur de l'intervalle que l'on appelie tolérance, soit l'écart manntal entre la valeur 
nominale et une valeur permise. La norme ANS1 Y14.M-1982 définit la tolérance 
comme la distance totale, c'est-à-dire la diffémce entre la valeur rn&aIe permise et 
la valeur minimale permise. 
Les tolérances peuvent donc 2tre vues comme étaut une plage permise autour d'une 
valeur nominale (r) associde à une caractéristique qui est reliée à un produit ou un 
procédé. En génkral, la tolérance (noté T) conespond à une certaine portion de la plage 
qui est considérée comme acceptable. Dans certains ouvrages, la tolérance currespond 
non pas B une ftaction de la plage, mais i la plage tout entière. La figure 1.2 présente un 
exemple de tolérance autour d'une valeur nominale. 
1.2 : Exemple de plage de tdérance autour d'une valeur nomiaaie t 
La notion de tolérance est applicable au produit ou au procédé. Les to!érauces associées 
à des caract6nstiques d'un produit sont dites de type dimensionnelles (géomdtriques) ou 
de type fonctionnelles. La longueur, I'6paisseur sont des caractéristiques 
dimensionnelles tandis que la résistance à la rupture est une caractkristique 
fonctionueile. Pour un procédé, tes tolérances sont associées à des paramètres 
contrôlables du procédé, comme la température de cuisson, la durée d'une opération, 
etc. 
On peut aussi fiaire une distinction entre les tolérances promant du consommateur et 
celles provenant du producteur. En effet, le client flxe des limites de tolérances à partu 
desquelles il juge si le produit est acceptable. Toute caractéristique qualité qui n'est pas 
A sa vaieur nominale, mais qui se situe dans L'intervalle de t o l h c e ,  génère une perte 
selon Taguchi. Cette idée est fructueuse car elle pousse à Pmélioratian le producteur et 
met au rancart une fois pour toute, l'idée d'une perte traditionnelle de zéro pour tous les 
produits dont la caractéristique quaüté se situe dans Pintervalle de tolérance. Le 
producteur peut fixer les limites de t o l h c e  mais le plus souvent ces M t e s  doivent 
refléter les exigences des clients. 
Puisqu'il est nécessaire de prendre en considération les attentes du client en paralléle 
avec ce qu'il est possible de faire au niveau de la production, les tolérances serviront de 
lien entre les deux parties. D'un côté, l'équipe de conception agit principalement en 
fonction de ce que le consommateur demande. Ceux-ci cherchent a resserrer les 
tolérances afin de s'assurer d'un haut niveau de performance. 
De l'autre côté, l'équipe responsable de la production opte pour des tolérances pbs 
relâchées qui feront en sorte de ne pas augmenter les coûts de production. La 
conception et l'analyx des tolérances permettent d'évaluer l'impact des tolérances au 
stade de la conception et de la production. Au stade de la conception, les tolérances ont 
un impact sur les dimensions résultantes, sur la performance du procédé ainsi que sur sa 
sensibilité et sa robustesse. Par contre, en production, l'impact se situe au niveau des 
différeats coiits de production, sur l'assemblage, la sélection des procédés, sur les outils 
utilisés, etc. Ainsi, l'étude des tolérances pennet d'arriver a une entente pour laquelle 
Ies exigences de chacun sont respectées le plus possible. 
13 La problématique 
Le procédé de fabncation d'un produit ou d'un procédé implique nécessairement la 
notion de t o l h c e .  Cependaat, bien que les concepts et les outils développés associés 
aux tolérances soient connus, l'implantation de ces derniers reste encore difficile. 
Pour plusieurs, i'étude et le changement des t o l h c e s  impliquent principalement une 
augmentation des coûts de fabrication. Pour cette raison, l'assignation des tolérances est 
faite par convention et aucune méthode rigoureuse n'est appliquée. Bien souvent, une 
attention particulière est portée aux tolérances seulement lorsque celles-ci ne sont pas 
rencontrées ou encore lorsqu'un assemblage échoue. Les industries qui fonctionnent 
encore de cette façon oublient que l'influence des t o l h c e s  ne se limite pas aux coiits 
mais se traduit aussi en ternies de qualité et de satisfaction de la clientèle. 
La méthodologie de conception et d'analyse des tolérances est tout aussi importante que 
les tolérances elles-mêmes. Cette méthodologie doit permettre à l'équipe de conception 
et de fabrication de répondre efficacement à plusieurs questions. Quelles sont les 
caractéristiques clés du produit (procédé) ? Comment les tolérances affectent-elles la 
qualité ? Comment mesurer l'impact des tolérances sur la variabilité de l'assemblage ? 
Quelles sont les tolérances qui doivent être resserrées et lesquelles peuvent être 
relâchées ? 
Cette démarche doit être rigoureuse et ne pas être basée sur la méthode d'essais et 
d'erreurs. Les tolérances et l'analyse de ces dernières doivent devenir une partie 
intégrante de tout procédé de fabrication et pris en considération dès la conception. 
1.4 Litthrature sur le concept de toléranees 
Le concept de tolérances a fkit l'objet de nombreuses monographies et articles. Les 
premiers ouvrages traitent principalement de la façon de communiquer les tolérances. 
Encore aujourd'hui, la procédure de communication (GD&l) est un sujet abordé dans 
plusieurs livres qui sont utilisés principalement dans le domaine du génie mécanique. 
L'évolution du rôle des tolérances a amené la publication d'ouvrages traitant de 
l'analyse des tolérances. Beaucoup d'ouvrages présentent la méthode analytique basée 
sur les cas extrêmes d'assemblage. Avec l'arrivée de la philosophie sur la qualité de 
Taguchi, la façon de concevoir et d'analyser les tolérances prennent une autre 
dimension. L'approche en trois phases de Taguchi est une démarche plus expérimentale 
permettant de montrer le rôle des tolérances entre le processus de conception et de 
fabrication d'un produit (procédé). La réduction de la variabilité, une optimisation des 
valeurs nominales des caractéristiques et une optimisation des tolérances autours de ces 
valeurs nominales. 
L'utilisation des méthodes statistiques, l'analyse de la variance par exemple, permet 
d'analyser les tolérances dans un contexte plus probabiliste. L'utilisation de la fonction 
de perte développée par Taguchi est un autre outil qui permet d'étudier l'impact des 
tolérances. Taguchi a exposé sa démarche dans plusieurs ouvrages dont Taguchi (1986)' 
Taguchi (1987)' Taguchi et al. (1989)' Taguchi (1993) et Taguchi (2000). 
Dans les années 1980, Mikel J. Harry développe une stratégie de la qualité intégrant au 
management les méthodes statistiques pour réduire la variabilité et réduire les coûts de 
la nonqualité. Harry et Stewart (1988) publient Six Sigma Mechanical Des@ 
Tolerancing qui propose une démarche ainsi que des outils statistiques p o u  l'analyse 
des tolérances. ils proposent de nouvelles métriques permettant de calculer des 
probabilités de succès ou d'khec dans les assemblages. Dans les mêmes mks, Cox 
(1986) présente comment faire l'analyse des tolérances avec une approche probabiliste. 
Greenwood et Chase (1987) et Wayne Taylor (1995) proposent une méthode combinant 
la méthode traditionnelle d'analyse du pire cas avec la méthode statistique. Cette 
méthode a l'avantage d'être plus flexiile et permet de mieux analyser les produits ou 
procédés sur lesquels les deux types d'analyses setaient nécessaires. 
Plus réce~nmeat, des auteurs se sont penchés sur le processus en trois phases de Taguchi. 
Reconnaissant le besoin d'améliorer la procédure, Chan et Xiao (1995) ont développé 
une méthode itérative en deux étapes permettant d'optimiser les tolérances. Comme 
pour la méthodologie de Taguchi, cette méthode repose sur l'optimisation des valeurs 
nominales et ensuite l'optimisation des tolérances. Dans la même année, Bisgaard et 
Ankenman proposent que deux des trois phases de l'approche de Taguchi soient 
effectuées simultanément et non plus séparément. Ces derniers n'ont toutefois 
développé aucune méthodologie systématique. En 1999, Le et Wu développent un 
algorithme qui combine l'optimisation des valeurs nominales et des tolérances. A l'aide 
de la fonction de perte développée par Taguchi, les auteurs suggèrent une fonction des 
coûts totaux reposant sur les valeurs nominales et les tolkinces. L'optimisation de cette 
fonction des coûts permet de prendre en considération les valeus nominales et les 
tolérances simultanément. 
1 .S Conclusion 
Le concept de tolérance est présent depuis déjà plusieurs années et les méthodes de 
développement et d'analyse des tolérances n'ont cessé d'évoluer et de s'améliorer. Ce 
mémoire se veut être une synthèse de ce qui a été fait en termes de conception et 
d'analyse des tolérances. 
c a ~ ~ r r a ~ 2  
LES ToL~ANCES ET LA CONCEPTION DE PRODUlTS 
Notre étude des tolérances et des problèmes associés est placée dans le cadre de la 
conception et du développement de produit. La notion de qualité et de vatiabilitb est au 
centre de toutes les questions de la gestion, de l'amélioration et du contrôle de celle-ci. 
Le système intégré de l'ingénierie de la qualité proposé par Genechi Taguchi nous 
foumit la structure de base de notre présentation. Nous présentons un survol de sa 
puissante méthodologie de conception robuste, un outil pour concevoir la qualité à 
l'étape du design du produit, là où les gains en qualité sont les plus importants. Nous 
verrons la place des tolérances dans cette démarche intégrée. 
2.1 La conception et le développement de produit 
2.1.1 Les étapes 
Le cycle de vie d'un produit peut se résumer par : conception-fabrication-utilisation. On 
reconnaît gbnéralement les phases principales suivantes dans les cycles de conception, 
de d6veloppement et de mise en marché d'un produit : 
1. l'identification du besoin et du marché, 
2. la sélection du concept, 
3. la conception du produit, 
4. la confirmation du produit, 
5. la conception du procédé de fabrication, 
6. la confimation du procédé de fabrication, 
7. la fabrication, 
8. la mise en marché. 
La tendance des dernières décennies est d'utiliser le principe de bgénierie simultanée 
plutôt que de parcourir les étapes séquentiellement, en particulier pour les étapes de 
conception du produit et du procédé de fabrication. Cela présente de nombreux 
avantages, par exemple, la réduction du temps de développement pouvant aller jusqu'à 
50 %. L'avantage concwrentiel qui résulte est indéniable. La mise en œuvre de cette 
stratégie ne peut pas se réaliser sans la maîtrise de nouvelles technologies et 
méthodologies. Par exemple, des logiciels évolués de conception par ordinateur, les 
études de simulations, le déploiement de la "maison de la qualitén, la conception robuste 
de Tagucbi et bien d'autres outils dont nous ne ferons pas la liste exhaustive. 
Nous allons prdsenter certains éléments que nous jugeons pertinents pour illustrer la 
place des tolérances dans ce processus de l'ingénierie du produit. C'est à L'étape de 
conception du produit et du procédé de fabncation ainsi qu'à l'étape de fabrication que 
les tolérances occupent une place prépondérante. 
Clausing (1994) divise la conception du produit et du procédé en quatre étapes : 
1. le développement du concept, 
2. le design et i'optimisation des paramètres du produit, 
3. le design et i'optiinisation des tolérances, 
4. le design et l'optimisation des paramètres du procédé. 
Ces étapes sont préseutk dans la figure 2.1 dans le système intégré de l'ingénierie de la 
qualité proposé par Taguchi. La figure inclut P6Iémeat de contr6le de qualité en cours 
de fabrication, une &ape qui n'est pas abordée dans ce mémoire. 
1 .mi@ 1 1 1  de fabrication 1 
adapté de Clansing p. 78 
Genichi Taguchi distingue deux types de contrôle de la qualité. Le premier type de 
contrôle est &lis6 durant la phase de conception du produit est ce qu'il appelle le "off- 
fine q u a l i ~  mntrol" tandis que le deuxième type de conide s'applique à l'étape de 
production et est identifié par te "on-line qmlity contloP'. Ces deux types de contrôle 
reposent sur des méthodes différentes et complémentaires. 
L'objectif du wntr6le de la qualit6 en phase de conception est de pouvoir garantir ou 
améliorer la qualitd d'un prochut (procéd6) en augmentant sa robustesse face aux 
ciiffiétentes sowces de variabitite inconüôlabb identifiées sous le vocable de facteurs de 
bruit ("noisefacrors") Ces sources de variabilité sont de trois ordres : les variations 
dans les conditions d'utiiisation, les variations en cours de production et Mement, les 
détériorations ou variations avec te temps (fiabilité) durant leur usage. 
Le contrôle appliqué lors de la production servira à maintenir le niveau de qualité qu'il a 
été possible d'atteindte grâce au travail fait durant la phase de design. Toute cette 
philosophie peut être vue comme du contrôle de la qualité pro-actif et réactif. Les 
actions entreprises pour améliorer la qualité lors de la phase de conception sont celles 
qui ont le plus d'impact sur le produit final. L'emphase est donc mise sur le contrôle de 
la qualité durant la période de conception. Cependant, les méthodes associées au 
contrôle en phase de production devront être implantées en conjonction avec celles 
utilisées en phase de conception. En effet, il n'est pas efficace de consacrer des 
ressources à rendre un produit robuste s'il n'est pas possible de pouvoir maintenir et 
contrôler le niveau de qualité réalisable à l'étape de conception (Shina, 199 1). 
2.1.2 Le design du concept 
Cela consiste à exploiter les connaissances scientifiques et la technologie pour concevoir 
un prototype ou concept supérieur du produit. La méthode de Pugh (1991) est souvent 
employée dans ce processus de sélection. Le choix entre différents prototypes constihie 
la premiére étape dans le développement d'un produit. Durant cette phase, les besoins 
du consommateur ainsi que ceux de l'environnement sont pris en considération. 
Le processus de sélection se fait principalement avec la méthode du balisage compétitif 
("cornpetitive benchmmking"), en comparant différentes technologies, Pour arriver ji 
choisir un concept supérieur, un ensemble d'outils est disponible. L'utilisation de ces 
outils demande une grande connaissance des technologies qui existent et de leurs 
relations. C'est pourquoi une équipe de travail multidisciplinaire (concepteurs, 
ingénieurs, statisticiens, etc.) est essentielle pour obtenir un point de vue integral 
englobant toutes les multiples dimensions de la conception, Cette notion d'équipe 
multidisciplinaire sera aussi utile dans les étapes suivantes. 
D'une manière générale, on combine une ou plusieurs méthodes selon les besoins: le 
déploiement de la fonction qualité ("Quali@ Function Deployment" (QFD)), l'Analyse 
des Modes de Défaillances, leurs Effets et leurs Criticités (AMDEC) ("Failure Mode 
and Effect Analysis" (FMEA)), Panalyse des arbres de pannes ("Fault Tree AnalysiS" 
(FTA )) ainsi que la méthode TRIZ. La méthode QFD est un processus permettant de 
traduire les attentes du client dans des caractéristiques techniques du produit ou du 
senrice. L'AMDEC est une analyse des problèmes potentiels anticipés qui peuvent se 
produire lors de l'utilisation d'un produit ou d'un procédé. TRlZ est une méthode qui 
repose sur une classification des inventions. L'idée denière cet outil est d'amener les 
concepteurs ii imaginer des états futurs du produit. Ces méthodologies sont présentées 
dans Crevelling (1997)' Shina (1991) et Clausing (1994). 
En plus de l'utilisation de un ou plusieurs de ces outils, il est possible d'évaluer la 
supériorité d'un concept à l'aide des caractéristiques qualité Y. Un concept pour lequel 
les caractéristiques qui s'y rattachent sont évidentes sera évalué plus facilement et plus 
efficacement qu'un autre pour lequel il est difficile de définir des mesures de 
performance qualité. 
A la fin de cette étape, l'&pipe de conception devrait détenir un concept supérieur. Il 
est important que le concept retenu soit suffisamment développé et présente un potentiel 
certain de fabrication pour se retrouver sur le marché. Les étapes de design des 
paramètres et de design des tolérances reposent sur cette hypothèse voulant que le 
concept sélectionné soit supérieur. Sinon, ces étapes subséquentes ne produiront pas de 
résultats int6ressants. 
2.2 Le design des paramétres 
2.2.1 La conception robuste de Taguchi 
Cette &ape est au centre de la stratégie et de la méthodologie de Taguchi. Il propose 
l'idée et une méthode pour réaliser de la conception robuste de produit. Taguchi identifie 
des facteurs incontrôlables (appelés facteurs de bruit) que le concepteur ne veut pas ou 
ne peux pas directement contrôler Ces facteurs proviennent de trois sources : 
la variabilité des conditions d'utilisation, 
la variabilité des conditions normales de fabrication, 
le vieillissement et autres détériorations. 
Taguchi définit un produit robuste comme celui, qui. sous des coûts de fabrication 
minimum, présente une bonne qualité qui est peu a m e  par les facteurs de bnrit, 
2.2.2 Le systéme 
Chaque produit ou procédé peut être présenté comme un système auquel est associé des 
variables d'entrée et des variables de sortie. Les variables d'entrée correspondent à ce 
qui est contrôlable dans la fabrication du produit (procédé). Les variables de sortie 
correspondent à des variables dites de réponse. C'est ce que les concepteurs mesurent 
pour véritier si le produit est conforme à ce qui est implicitement désiré par le 
consommateur. Ces variables de réponses sont aussi appelées les caractéristiques de 
qualité. Bien que les concepteurs contrôlent les variables d'entrée et la variabiiité 
associée à celles-ci, il y a toujours des sources de la variabilité qu'ils ne sont pas en 
mesure de contrôler. C'est ce que l'on appelle les sources de variabilité incontrôIables 
ou encore lesfactans de bmit associés au système. Toutes ces sources de variabilité 
font en sorte que les produits fabriqués ne sont pas tous idenîiques et que leur 
performance peut varier dans le temps en cours d'utilisation. 
On distingue deux catégories de variabilité bntr8Iable Z ayant un impact sur les 
variables de réponse Y :  externe et interne. Par exemple, la température, l'humidité, la 
poussière ainsi que la variabilité des conditions d'utilisation sont des sources de 
variabilité externe au procédé de fabrication. Les variations de la matière première ainsi 
que la détérioration des conditions nonnales d'opération durant la fabrication sont des 
sources de variabilité internes. 
Sources de variation 
incontr8lables (bruit) 






m 2.2 : Les sources de variation dans on systéme 
L'objectif de la conception robuste est d'optimiser le produit (procédé) en exploitant les 
variables de contrôle X a h  que la performance du produit mesurée par Y soit 
insensiMe aux sources de variabilité incontrôlables 2. Bajaria (1996) définit la 
robustesse comme suit : propëté h design qui exploite [le interactions entre les 
variables X et Z et qui ne nécessite pas d'intervention humaine pour obtenir une 
p.formance acceptable du produit par rapport à une ou plusieurs caract&stiques Y 
critiques à la qualité. 
Le tableau 2.1 résume les différentes possibilités qui s'ofçent au concepteur de produit 
et procédé. 
Tableau 2.1 : Options de robejtessc pour le concepteur 
Design du 
~roduit 
Cette définition rejoint celle de Taguchi qui a été présentée plus tôt. 
2.2.3 La stratégie de Tagucbi 
A l'origine, le travail de l'ingénieur consiste à créer et développer un produit répondant à 
la qualité demandée par le client. Quelques prototypes sont développés et certains 
d'entre eux sont mis à l'essai. D'abord sous des conditions normales d'utilisation, et par 
la suite, sous une variété de conditions d'utilisation. Si les essais échouent, le concept 
est redéfini en effectuant les correctifs requis jusqu'au succès complet de tous les tests 
nécessaires. Cette méthode de développement où l'on fait souvent varier un paramètre 
la fois pourrait se caractériser par une méthode de tâtonnement guidée par l'intuition 
relevant plutôt de l'intuition que d'me démarche scientinque. 
Catégorie 6 k g n d u  ' 
Découpler la relation 
deur ou pluneus 
VOl.ab,eS de réponses 
Catégorie 3 
Découpler les 










Catégorie 4 Catégorie 5 
L'ingénierie robuste vise & obtenir une fonction robuste, et par conséquent, B s'intégrer 
dans la phase initiale de développement du produit. Les concepts initialement 
développés sont directement soumis à quelques conditions d'essai et le design optimai 
le plus robuste est le résultat d'une optimisation sur les paramètres contrôlables dans des 
conditions de facteurs de bruit. 
La conception paramétrique mburte est L'optimisation des valeurs nominales afin de 
réaliser la robustesse dans le plus court laps de temps. Les étapes du processus de 
conception paramétrique proposés par Taguchi sont : 
a) Dkfinir la métn'que de performance. 
b) Définir les valeurs possibles de chaque paramètre critique. 
c) Sélectionner des alternatives pour fin d'évaluation. 
d) Imposer des conditions de bruit. 
e) Évaluer la performance des alternatives. 
f) Choisir le meiileur design. 
g) Connmier la robustesse du meilleur design. 
Le choix de la mesure de performance Y est critique. La réponse Y doit représenter ie 
plus fidélement possible la transformation d'énergie venant du signal d'entrée. 
GénMement on utilise trois valeurs possibles pour chacun des paramètres critiques. Le 
nombre total de possibilités croît de façon exponentielle et il faut trouver un moyen de 
&ter le nombre d'alternatives à tester. Heureusement, l'utilisation des plans d'essais 
conçus avec des principes statistiques Ment apporter une réponse pour sélectionner des 
alternatives. Les plans hyper Greco Latin (arrangements orthogonaux) de 18 essais et de 
27 essais, par exemple, sont très employés pour le choix des tests à réaliser. La propriété 
d'orîhogonalit6 et d'équih'bre des différentes combmaisons est fondamentale ici. En 
particulier, cela pennet de séparer les effets principaux de chaque paramètre 
indépendamment des autres. Ce premier plan de tests consûuits avec les facteurs de 
design (contrôlables) constitue le plan inteme (inner array). 
On impose les bruits à l'aide diin deuxième design expérimental appelé plan externe 
(outer array). Chaque combinaison de paramètres définie par le premier design 
expérimental (plan interne ou inner array) est évaluée sous les conditions de bruit du 
plan externe et donne le rapport signal-bruit SB qui sera défini plus loin.. Par exemple, si 
on a 7 facteurs de bruit que l'on fait varier à deux valeurs extrêmes on pourrait choisir un 
plan de 8 essais. Si le plan interne contient 27 combinaisons, disons, il y aura un grand 
total de 27 x 8 = 216 mesures de la réponse et 27 rapports signal-bruit SB. 
La sélection de l'arrangement orthogonal dépend du nombre de facteurs et du nombre de 
niveaux que l'on veut pouvoir étudier. Pour chaque type de facteur, contrôlable et de 
bruit, un tableau orthogonal est sélectionné. Puisque les facteurs de bruit sont des 
facteurs non contrôlables qui devront être contrôlés lors des essais, le nombre de facteurs 
de bruit est généralement petit. Une fois les tableaux sélectionnés, ceux-ci sont croisés. 
Pour chaque essai du tableau associé aux facteurs contrôlables, chacun des essais 
associés au tableau des facteurs de bruit est effectué. La figure 2.3 présente un exemple 
de plans croisés où le nombre de facteur contrôlables à l'étude est de quatre avec trois 
niveaux chacun et le nombre de facteur de bruit est de trois avec deux niveaux. 
23 : Plans croisés 
2.2.4 Remarques concernant la stratégie de Taguchi 
a) La réponse Y et la performance fonctionnelle signal-bruit SB 
On recherche une fonction Y qui capture les éléments essentiels de ta physique de la 
~ f o n n a t i o n  entre le signai d'entrée et la sortie. La tendance natureile est souvent 
d'employer des variables comme le taux de panne. Toutefois, cette mesure est une piètre 
mesure de pe@ormance dans un contexte de développement de produit. La métrique de 
comparaison des différents designs doit incorporer l'effet des facteurs de bruit. Le 
rapport signal-bruit SB sera la métrique de performance fonctionnelle pour comparer les 
designs. Cette métrique sera présentée plus loin. 
b) Le choix des valeurs et da nombre de paramètres 
Sur la base d'un jugement collectif, l'équipe doit choisir pas plus d'une quinzaine de 
paramkires critiques. Il faut aussi limiter le nombre de modalités de chaque paramètre. 
iî faut au moins deux vaieurs et préférablement trois valeurs pour couvrir Fintervalle de 
faisabilité. Si on choisit trois valeurs il est recommande de pendre une valeur inférieure 
et une valeur supérieure il la valeur nominale envisagée. En générai, les évaluations sont 
réalisées expérimentalement et il faut limiter le nombre d'essais. Par exemple, si on 
considère le cas de 10 facteurs , chacun variant à 3 valeurs, alors le nombre d'essais ou 
de tests est de 3'' (= 59 049), ce qui n'est pas envisageable. 
c) Le choix des designs dlévaluation 
On vient rapidement à la conclusion que la seule alternative est l'utilisation des plans 
d'essais conçus su .  la base de principes statistiques. Taguchi propose l'utilisation des 
plans expérimentaux dits arrangements orthogonaux ayant la propriété fondamentale de 
séparer les effets principaux indépendamment les uns des autres. Le plan à t 8 essais et le 
plan ii 27 essais sont parmi les designs statistiques les plus employés. Le principe de la 
conduite des essais dans un ordre aléatoire (randomisation) n'est pas toujours réalisé car 
dans les expériences d'optimisation de robustesse on impose un contrôle sur les facteurs 
de bmit en imposant de grandes variations permettant de capturer l'étendue de l'erreur 
expérimentale. 
d) Les conditions de bruit 
Le principe de base est de se placer dans des conditions qui vont provoquer les modes de 
défaillance. Les arrangements orthogonaux sont encore utilisés. Le plus souvent les 
facteurs de bruit varient à deux modaiités et on recherche les combinaisons de facteurs 
qui sont susceptiiles de provoquer des modes de défaillance. 
e) L9évalnatioi des designs sélectionnés 
Pour chaque combinaison des facteurs contrôlables de design, on évalue le rapport 
signai-bruit SB sur i'ensemble des conditions de facteurs de bruit. 
I) L'identification du dcsign optimal 
On évalue le rapport SB qui sera utilisé pour identifier le design optimal. Les valeurs du 
rapport SB n'ont pas d'interprétation absolue car leurs valeurs changent si on change les 
conditions de bruit. Mais les valeurs relatives du rapport SB seront inchangées et les plus 
grandes valeurs permettront d'identifier le ou les designs optimaux. On peut estimer 
I'effet de chaque facteur sur le rapport SB en effectuant une analyse de la variance. On 
peut donc ainsi identifier les facteurs de design les plus importants . De plus, on peut 
déterminer la modalité optimale de chaque facteur. On se rappellera que l'on fait 
l'hypothèse d'addition des effets principaux en adoptant un modèle du premier ordre 
entre la réponse et les facteurs de design. Généralement, moins de la moitié des facteurs 
de design sont critiques pour le choix de leurs modalités optimales. Pour les autres 
facteurs on choisit la modalité la plus économique. 
La robustesse recherchée ayant ainsi été obtenue, il faut identifier au moins un facteur 
d'ajustement qui permet de se rapprocher de la cible. Il s'agit d'un facteur qui n'a pas 
ou peut d'effet sur le rapport SB, c'est à dire qui se retrouve parmi les facteurs les moins 
influents. Une analyse de la variance sur la réponse moyenne de chaque design 
permetha d'identifier les facteurs pouvant jouer le tale d'ajustement. Cette optimisation 
en deux étapes s'applique uniquement dam le cas ou l'on vise une valeur nominale. 
g) La confirmation 
Après avoir déterminé le design qui semble optimal, on peut faire une prédiction de sa 
performance. il est presque certain que le design optimal identifié n'est pas parmi la Liste 
des designs d'évaluation. On doit confirmer sa supériorité en effectuant des essais avec 
ce design. Ces essais devraient donner une performance assez près de Ia valeur de 
performance prédite. Sinon on doit conclure que certaines hypothéses n'étaient pas 
valides. Mais en générai, on aura réalisé une amélioration significative dans le design 
du produit particuiiérement au niveau de sa robustesse. 
2.25 La fonction de perte 
Traditionnellement, on qualifiait le produit de banne qualité lorsque la caractéristique 
qualité Y mesurée se situait Pintérieur des limites de spécification. Dans le cas 
contraire, le produit était déclaré de mauvaise qualité. On peut donc caractériser cette 
vision bipolaire de la qualitd par une fonction de perte, notée LT, et déhie par 
où &(y) = perte associée #i Ia caractéristique qualité mesurée y 
7 = Vaieur nominale visée pour la caractéristique qualité 
T = Tolérance acceptée autour de la valeur nominale 
2A : Fondon de perte fradithnneile 
A i'intérieur de la plage (r -T,? +T), il nl a aucune perte et, P l'ext&inir, la perte est 
de A. Ce coût peut être celui assuci6 A la réparation ou à la mise au tebut de la pièce 
dont la caractéristique quatité n'est pas acceptaHe. Cette fonction de perte traditionnelle 
présente des failesses. En effet, cette approche ne tient pas compte que des pertes sont 
engendrées à mesure que la caractéristique qualit6 s'éloigne de sa valeur nominale. 
Tous les produits dans l'intervalle de spécification ne sont pas de qualité égaie. La 
notion de perte associée à toute déviation relative à la valeur nominale est prise en 
compte par d'autres fonctions de perte plus réalistes proposées par Tagucbi. il propose 
de remplacer la fonction de perte traditionnelle LT par une fonction de perte quadratique, 
notée LQ, plus réaliste. 
Dans le cas d'une caractéristique qualité statique Y, on peut supposer, sans perte de 
généralité, que ses valeurs sont positives. Il y a toujours une cible associée à Y. Il y a 
trois possibilités pour la cible : 
viser une valeur nominale r>  O, 
viser une valeur maximale (implicitement a), 
a viser une valeur minimale (implicitement O). 
Taguchi propose plusieurs formes de fonction de perte selon les circonstances. Dans le 
cas de caractéristique qualité dynamique Y, il a aussi proposé une fonction de perte 
quadratique. Nous présentons seulement les cas de caractéristique qualité statique. 
a) Valeur nominale visée 
Avec la valeur nominale (t) visée on associe une plage de tolérance (2). Il y a perte dès 
que la caractéristique qualité s'éloigne de sa valeur nominale. La fonction de perte 
quadratique est décrite par l'équation (2.2). Elle se justifie tout oahirellement par le fait 
que : 
Ii suit alors que la fonction de perte doit avoir une forme quadratique 
où k est un coefficient associé il la concavité de la courbe. La valeur de k peut se 
déterminer si on connaît la fonction de perte à une valeur particuliére de Y. Par 
exemple, si 
Y =r+T(our-T) etque L & = ~ + T ) =  A 
alors nous obtenons immédiatement 
La fonction quadratique LQ est présentée à la figure 2.5 
2.5 : Fonction de perte qaadratiqae : cas d'une vaieur nominde visée 
L'équation (2.4) s'applique A une seule pièce. La perte quadratique moyenne LQ pour 
un lot de pièces s'obtient m cdculant l'espérance méthématique de Lp(y), noté E(L,), 
par rapport à la disûihtion fh) de la caractéristique qualité des pièces. Ainsi 
où a2 sera estim6e par la variance échantillonde s2 et p par 
échantillonnale ;. L'équation (2.5) devient avec ces estimations 
b) Valeur minimale visée 
(2.5) 
la moyenne 
Dans certaines applications, on cherche à minimiser la valeur de la caractéristique 
qualité. La valeur nominde implicitement visée est zéro ( r  = 0) car on fait l'hypothèse 
d'une caractéristique qualité à valeurs positives. Le nombre de fuite de radiation d'un 
four à micro-ondes, le temps de réponse d'un ordinateur, la perte de courant d'un circuit 
électronique sont des exemples. 
Il n'y a pas d'intervalle de tolérance comme dans le cas d'une valeur nominale. On tixe 
une vdeuryo audelà de laquelle le produit serait déclaré de qualité inacceptable. 
2.6 : Foncîion de perte pour une valeur minimaie visée 
La fonction de perte quadratique associée prend alors la forme : 
L W  = b2 
ou k , A et y. sont liés par la relation 
La perte quadratique moyenne ~ ( ~ ~ ) s a a  e timée sur un échantillon y,, y2 ,...,y,, par 
c) Valenr d m d e  visée 
il arrive que l'on cherche à maximiser la caractéristique qualité. La valeur nominale 
implicitement visée est l'infini. Par exemple, la force d'adhérence, la résistance d'un 
acier, etc. 
O Y0 - Y 
&grg 2.7 : Fonction de perte pour une valeur maximale visée 
Encore ici, il n'y a pas d'intervalle de tolérance et une valeur y0 est défuiie par 
convention pour classer les produits. L'équation (2.10) présente la fonction de perte 
pour ce cas. On définit l'inverse (1tY) de la caractéristique qualité Y pou se ramener au 
cas de valeur minimale visée 
k =  (2.1 1) 
La perte quadratique moyenne E(L*) sera estimée sur un échantillon y,, y2 ,. . . , y,
2.2.6 Le rapport signai-brait SB 
La démarche de Taguchi vise à rendre un produit robuste face aux différentes sources 
de variation dites variables de bruit. Comment définir et mesurer la robustesse ? il 
existe plusieurs sources d'information sur la qualité du produit-procédé pouvant servir 
de base afin de déflnir un indicateur de robustesse. Durant la phase de fabrication du 
produit et après, en utilisation , nous avons les indicateurs : 
satisfaction des limites de spécification 
analyses sur des données de fiabilité 
information sur les garanties 
indices de capabilité C, 1 Cpk 
nombre de défauts par million d'occasions DPMO 
nombre de cycles (ou delai ) avant panne 
Bien que ces sources de données apportent de l'information pour évaluer la qualité, 
celles-ci ne peuvent être calculées que tardivement dans le cycle de développement d'un 
produit-procédé. Taguchi propose le rapport mal - bruit (SB) (Si@-Noue ( S M )  
ratio) comme mesure de robustesse. Pour justifier ce rapport, il faut analyser la relation 
qui existe entre les variables d'entrée X et les variables de sortie Y d'un système. 
Un système technique conçu par l'homme convertit intentionnellement une fonne 
d'énergie en une autre forme d'énergie selon des lois de la physique. Ces systèmes sont 
conçus pour générer des appiications désirées par l'utilisateur. Dans ces systèmes 
techniques, il existe une relation optimale du comportement entre la sortie et rentrée: 
c'est la fonction idéale. L'objectif de la conception robuste est de se rapprocher le plus 
possible de cette fonction idéale. 
Dans un monde idéal, le signal d'entrée serait parfaitement transformé en un signal de 
sortie sans aucune perte. Toutefois, il n'existe aucun système dont l'efficacité a 
transformer l'énergie soit parfaitement efficace. En effet, il reste toujours une partie de 
cette transfomation d'énergie qui est associée a d'autres variables que le signal de 
sortie. En d'autres termes, une partie du signal d'entrée est dissipée en énergie perdue 
sous i'influence des facteurs de bruit. Le rapport signal - bruit mesure la qualité de cette 
transformation d'énergie dans un système. C'est le rapport de l'énergie transformée 
associée aux variables de sortie Y sur l'énergie transformée par les variables de bruit Z. 
La fonction idéale représente une transformation d'énergie sans aucune perte. Si cette 
fonction était parfaitement réalisable, il n'y aurait pas d'énergie disponible pour les 
sorties nondésirées telles tes pertes de rendement, l'usure, les retours sur garanties, les 
pannes prématurées, etc. La mesure proposée par Taguchi pour mesurer la robustesse 
d'un produit est le rapport signal-bruit, noté SB. On peut le calculer dès la phase de 
design et non à la phase h a i e  de fabrication ois les faiblesses de design sont fixées et 
leurs effets encore inconnus. Cest un avantage important comparativement aux 
indicateurs déjà présentés. 
Le rapport SB est un indice de mbustesse car il mesure la q u a  de la transformation de 
1'6nergie des systèmes techniques. Cette qualit6 de la transformation d'énergie exprime 
le rapport de l'énergie transmise pour la fonction dbuée sur I'énergie transmise aux 
autres fonctions. La figure (2.8) illustre fe concept de signal-bruit pour un système de 
hinage. 
SB = ~ n e r ~ i e  transmise B la fonction désirée 
Énergie transmise à d'autres fonctions 
Srenal 
r \ 
2.8 : Signai-bruit pour fe syst&mc de freinage d'une voiture 
Ferra SeNant a 
arrMrb wiltue 
d'après C. Tacuchi et al. ( 2MIO) 
FaidbnWr&e 
Le signal d'entrée de ce procédé correspond à l'application des hins. La fonction 
désirée est évidemment I'anêt de la voiture. La transformation d'énergie est affectée par 
différentes sources de bruit comme les conditions d'utilisation (condition de la route, la 
température, ie trafic, etc.) IZisure des hh, la variabilit6 des matériaux et la variabilite 
des conditions nomaies &opération Iors de la fabrication. Une partie de l'énergie est 
dissipée à d'autres fonctions comme l'usure des îkins, Ia viiration, les bruits sonores 
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Condition de la route Bruil 
Une des techniques les plus importantes pour améliorer le rapport SB est directement 
reliée A la capacit6 de l'ingénieur de choisir les valeurs nominales des paramèûes 
critiques afin que la variabilité transmise par les variables de bruit soit minimale. 
Taguchi recommande l'utilisation du choix optimal des param&tres @arameter desr'gn ) 
à l'aide de plans définis par des arrangements orthogonaux plutôt que par une méthode 
de tâtonnements d'essais et d'erreurs. 
Le calcul du rapport signal-bmit SB dépend du type de valeur visée. 
valeur nominale visée 
valeur minimale visée (2.1 3) 
valeur maximale visée 
Où s et ; sont respectivement l'écart type et la moyenne d'une série d'essais. Notons 
que le rapport SB est inversement proportionnel au coefficient de variation S-  dans (/Y) 
le cas de valeur nominale visée. Le signe négatif permet de créer une variable de 
réponse qui est optimale avec le maximum de SB indépendamment du cas considéré. Le 
facteur 10 permet d'interpréter les dmltats en décibels. L'utilisation des décibels et de 
la transformation logarithmique permet d'obtenir une mesure relative qui n'est pas 
affectée par l'unité de mesure utilisée pour les données, Par exemple, des mesures de 
température prise sur une échelle Cersius ou Fahrenheit donneront des résuitats 
différents en tennes de réponse, mais le pourcentage de changement sera le même. 
Le rapport SB ne permet pas toujours de bien identifier les facteurs imprîants et peut 
contraindre les utilisateurs B procéder en deux étapes. L'analyse du rapport SB 
permettra 1) d'identifier les facteurs qui maximisent le rapport signal-bruit et 2) 
d'identifier les facteurs d'ajustement. Ces derniers sont ceux qui affectent la moyenne 
- 
mais pas le rapport SB et servent ik minimiser l'écart Y - . L'utilisation du rapport 
signal-bruit SB est très controversée auprès de la communauté des statisticiens. Box 
(1988)' Pignatiello et Ramberg (1991)' Wheeler (1988) suggèrent d'étudier la moyenne 
et la variance séparément plutôt que l'inverse du coefficient de variation tel que proposé 
par Taguchi. La controverse sur ce point existe encore aujourd'hui. D'autres éléments 
de l'approche de Taguchi sont aussi au cœur de cette controverse : les hypothèses légères 
sur la présence et la nature des interactions entre les variables de contrôle X si on fait un 
choix judicieux de la variable de réponse, la méthode d'optimisation en deux phases, 
ainsi que l'utilisation des plans croisés. 
Clément (2000) suggère que la controverse est plutôt le résultat d'un manque de 
compréhension sur la nature des activités de l'ingénieur et du statisticien. Taguchi 
s'intbresse aux activités de design et adapte les concepts statistiques pour rédiser la 
conception robuste. Les statisticiens sont, en général, très peu impliqués dans ces 
activités de design. Ils sont plutôt impliqués dans des activités et projets reliés ii 
l'acquisition de connaissances, et leur principal produit est la méthodologie scientifique 
ainsi que les méthodes d'analyse pour interpréter les données. 
2.2.7 L'analyse et l'évaluation des designs sélectionnés 
Lm essais sont effectués et les données sur la caractéristique qualité sont obtenues. La 
moyenne* la variance et le rapport signal-bruit sont calculés pour chaque essai du tableau 
associé aux facteurs contrôlables (Figure 2.9). 
Facteurs contrôlables Facteurs de bxuit - 
2.9 : Calcale da rapport signal-bruit 
Il est imporîant que L'expérience soit bien planifiée car la qualité de i'infonnation 
recueillie deend  de la qualité du travail qui 1 fait durant l'étape de planification. II 
existe différentes méthodes pour interpréter les moyennes, les variances et les rapports. 
Une méthode simple consiste à construire des graphiques de réponse avec chacun des 
facteurs. Habituellement, ces graphiques sont fonction de la moyenne et du rapport SB. 
Pour chaque niveau de facteur, une moyenne et un rapport SB est calcuié. Par exemple, 
la moyenne et k rapport associés au niveau 1 du facteur Xi du plan croisé de la figure 
2.9 sont égales a 
Les calculs reposent sur la propridtb voulant que les tableaux orthogonaux soient 
équilibrés, c'est-à-dire que chaque niveau apparaît le même nombre de fois pour chaque 
facteur. On produit un graphique pour chacun des facteurs. 
Facteur X, Facteur X, 
Facteur X, 
FIpprC 2.10 : Graphiques des rapports SB par facteur 
En général, l'étude des graphiques des rapports permet d'identifier assez rapidement le 
ou les facteurs pour lesquels la différence entre les rapports est la plus significative. Les 
graphiques de la figure 2.10 révèlent, à échelle dB identique, que les facteurs XI et X2 
sont plus significatifs que les facteurs X3 et X4 en terme de différence relative. Li est clair 
que le niveau 3 du facteur Xi et le niveau 2 du facteur X2 sont les meilleurs choix de 
niveau pour ces deux facteurs. Pour ce qui est des facteurs X3 et &, l'étude des 
graphiques des moyennes peut être un bon moyen de sélectionaer le niveau qui semble 
être le meilleur. Dans le cas ou même le graphique des moyeanes ne permet pas de f& 
un choix éclairé, les mats associés aux différents niveaux de ces facteurs peuvent 
parfois aider h prendre une décision. 
Lorsque le niveau de chacun des meurs  a été. sélectionné, il est possiile d'obtenir me 
équation de pddiction à partir de la moyenne de chacun des essais. Dans le cas d'une 
étude comptant quatre facteurs par exemple, l'équation de prédiction serait 
- - - - 
où Y est la moyenne de toutes observations et y+, , yxu , y,r,, et y correspondent 
aux moyennes des facteurs Xi, Xz, X3 et X4 au niveau i, i étant le niveau optimal du 
fitcteur* 
La m 6 W e  par excellence est L'analyse de variance (ANOVA). Elle est toutefois moins 
conviviale que tes graphiques. Elle permet d'identifier, à l'aide d'un test de Fisher, les 
facteurs qui sont statistiquement significatifs. Cette méthode est présentée plus en 
détails dans la prochaine section qui traite de la phase de design des tolérances. 
Peu importe la méthode d'analyse, il est important d'effectuer des essais de confirmation 
avec les niveaux sélectionnés qui ont ét6 idenrinés comme étant les plus appropriés. Si 
les résultats des essais de c o ~ a t i o n  se rapprochent du résultat obtenu à l'aide de 
l'équation de prédiction, alors il est possible de fixer les niveaux sélectionnés comme 
valeurs optimales. Dans le cas contraire, I'analyse devra être poussée un peu plus loin 
afin de voir ce qui cause cette discordance. Ceci peut être a s h é  par un facteur 
contrôlable qui n'a pas été indus dans l'étude ou encore a une interaction entre deux 
fâcteurs. 
On trouvera dans Clément (2000), un exemple détaillé iiiustrant le processus de 
conception robuste. 
2.3 Design des tolérances 
Le design des toIémces est le processus par lequel on détermine les tolérances autour 
des valeurs optimales (T) sélectionnées durant la phase de conception paramétrique. 
L'équipe de conception cherche à répondre a la question suivante : (( quelles sont les 
tolérances permises autour des valeurs optimales des piuaméîres et quel est l'impact de 
ces dernières sur les caractéristiques de la qualité ?». L'objectif est d'identifier les 
paramètres pour lesquels les tolérances doivent être resserrées et celles pour lesquels les 
tolérances peuvent être relâchées. Il existe plusieurs méthodes numériques et outils pour 
répondre à la question. Dans la littérature, il est question d'analyse du pue cas, 
d'analyse statistique des tolérances, de transmiksion de la variabilité ou encore 
d'ailocation des tolérances. Les chapitres 3 à 5 aborderont ces méthodes d'analyses dans 
d i f f h t s  contextes. Taguchi propose une approche d'analyse des tolérances plus 
expérimentale qui repose sur l'analyse de variance (ANOVA) et la fonction de perte. 
Souvent, l'assignation des toI&rances est faite par convention plutôt que par une étude 
systématique. Le design des tolérances est en fait un compromis, entre les pertes que le 
client subit à cause d'une mauvaise performance et l'augmentation des coûts de 
production, associe à un certain niveau de qualit& Des tolérances trop étroites 
augmentent les cofits de production alors que des tolérances trop larges risquent de 
fournir un produit de moins borne qualité. 
La conception des tolérances repose sur l'établissement diuie relation qui existe entre la 
variabilit6 des vanables d'entrée d'un système et la variabilité d'une caractéristique de la 
qualité en sortie. On cherche à savoir queue est Ia contribution de chaque variable 
d'entrée sur la variabilitk ii la variable de sortie. Les variables pour lesquelles 
la contniution est la plus grande sont celles pour lesquelles les tolérances devront être 
resserrées. 
2.3.1 Niveaux des facteurs et du tableau orthogonal 
Comme lors de l'étape de design des paramètres, un ensemble de facteur est étudié 
simuItanément à l'aide d'un tableau orthogonal. Puisque l'on cherche à déterminer les 
tolérances autour des valeurs nominales, les facteurs étudiés dans cette phase 
proviendront de l'ensemble des facteurs contrôlables de la phase paramétrique. Le 
tableau orthogonal sera choisi en fonction du nombre de facteurs et de niveaux pour 
chacun d'eux. 
Les niveaux des facteurs correspondent aux tolérances que l'on désire étudier. Le choix 
des niveaux pour chacun des facteurs pour être fait de deux façons : en utilisant I'écart- 
type associe au facteur ou encore en utilisant des limites de spécifications. Le tableau 
2.2 présente les niveaux des facteurs proposé par Taguchi pour les deux méthodes dans 
une étude ii deux et à trois niveaux. 































Les val- 1 a \I% devant l'écart-type pou une 6tude 4 trois niveaux s'expliquent de 
la façon suivante. Pour une &de ii trois niveau, on suppose que la variable X ne peut 
prendre que les valeurs s -T , r et s +T , avec le m h e  probabilitb, où T correspond à 
une déviation exprimée en écart-type, 
La variance associée à cette variable est égale A : 
donc 
De la même façon, on obtient la pour une étude à deux niveaux par facteur. 
L'utilisation des limites de spécification ne requière pas de connaissance sur la 
variabilité des variables d'entrée. Cependant, la variabilité totale qui sera observée 
risque de ne pas être représentative de ce qui se passe en &alité. De plus, il faut faire 
l'hypothèse que les limites de tolétances seront satisfaites et que la variation d'une 
caractéristique de la qualité est réaiiste. Dans le cas où les h i t e s  de spécification ne 
sont pas satisfaites, il est possible que de mauvaises décisions soient prises en ce qui 
concerne les variables pur lesquelles les tolérances doivent étre modifiées. 
2.3.2 Analyse de la variance et de la fonction de perte 
Peu mipurte L'approche utilisée pour l'assignation des niveaux, l'analyse des données 
reste la même. Après la coilecte de données, I'ensembIe des données est résumé dans 
une table d'analyse de variance. 
retrouve des degrés de liberté (da, 
Pour chaque colonne du tableau orthogonal, on 
une somme de carrés (SS), une somme des carrées 
moyen (MS) et une statistique associée il un test de Fisher (test F). Les deux dernières 
lignes de la table d'ANOVA correspondent H ce qui est atûi'buable à L'erreur et le total. 
Le nombre de degré de liberté de chaque facteur est égal à (nombre de niveau -1) et le 
nombre de degré de liberté du total est égal au nombre d'observation totale m o h  1 
(N - 1  La différence entre les degrés associés au total et ceux associés aux facteurs 
donne les degrés de liberté associés à l'erreur. Un exemple de table CANOVA est 
présenté à la figure 2.1 1 pour une étude à 7 facteurs. 
T a b u  23 : Table d9ANOVA 




Chaque valeur de F est comparée à une valeur provenant de la table d'une loi de Fisher. 
Si cette valeur de F est supérieure à celle de la table, dors on conclut que ce facteur est 








MSm / MSmr 
En plus de pouvoir idenMer les facteurs sigdicatifs, l'information provenant de la 
table (I'ANOVA nous permet de calculer le pourcentage de contribution de chacun des 
facteurs et celui associé ii l'erreur. Cette contribution est calculée à l'aide de l'équation : 
Les facteurs ayant la contriution la plus grande sont ceux sur lesquels il faudra 
travailler à resserrer les toldrances. Le pourcentage de contribution peut aussi ètre utilisé 
pour estimer la déviation quadratique moyenne (MSD) pour chaque facteur. 
oh Mmmui (c2 + b - ir  est la dèviation quadratique moyenne totale de toutes les 
données. 
En utilisant la formule de la fonction de perte quadratique moyenne avec chacune des 
valeus de MSD, la perte totale et la perte associée il chaque facteur peuvent être 
calculées. 
2.3.3 Modification des tolérances 
Le pourcentage de contn'bution et la perte moyenne associés à chaque facteur permet de 
bien identifier les facteurs pour lesquels les tolérances doivent être redéfinies (resserrts 
ou relâchés). La façon dont les tolérances seront redénnies repose principalement sur 
l'étude du procédé de fabrication, des matériaux utilisés et tout ce qui touche l'ingénierie 
et les technologies. Les méthodes statistiques auront coatnïué a faire des choix 
rationnels, 
2.4 Conclusion 
Les bénéfices de la méthodologie de Taguchi sont grands : produit (procédé) robuste aux 
sources de variation, amélioration de la qualité, augmentation de la satisfaction des 
clients. Bien que la philosophie de Tagucbi repose sur des outils relativement simples à 
comprendre, l'implantation n'est pas nécessairement facile. En général, les projets ne 
peuvent se réaliser que par une équipe appuyée par une volonté organisationnelle. Le 
défit de l'approche de Taguchi ne réside pas au niveau de sa compréhension, mais plutôt 
au niveau de sa mise en application. 
CHAPITRE 3 
ANALYSE DES ToL~ANCES AVEC LA &TEODE DU PIRE CAS 
Ce chapitre présente une premi6re méthode pour analyser les tolérances. La généralité 
de cette méthode dans différents contextes est illustrée ainsi que des exemples pratiques 
d'application. Nous exposons Ies avantages et Ies inconvénients de cette méthode qui 
sera comparée avec d'autres méthodes dans les autres chapitres. 
3.1 Le probléme 
On veut assembler un ensemble de composants de façon à ce que le produit final 
satisfasse à une certaine caractéristique de la qualité. Il est possible de définir une 
relation entre les composants de l'assemblage et la caractéristique qualit6 Y : 
La fonction g qui relie la variable Y aux variables X;. peut être de deux formes : linéaire 
ou non linéaire. Les figures 3.1 et 3.2 présentent deux exemples d'assemblage : un cas 
Linéaire et un cas non Linéaire (Crevelling, 1997). 
3.1 : Exemple d'assemblage d'un cas lindaire 
3.2 : Exemple d'assemblage d'un cas non iinéaire 
Les relations, linéaire et non linéaire, associées aux figures 3.1 et 3.2 s'expriment sous la 
forme : 
Les variables X;: correspondent aux composants et varient selon une distribution dans ua 
intervalle de tolérances (% -Txi,rr, +TXi) où r,, et Txi correspondent P la valeur 
nominale et à la tolérance de Xr respectivement La variable E est aussi un composant 
appelé enveloppe d'insertion. Comme pour les X;, E varie selon une certaine distriution 
dam l'intervde de tol6rances (% -TE, r, + T,) où TE et TE correspondent à la valeur 
nominale et à la tolérance de E. 
Notons que toutes les variables k;, E, les valeurs nominales et les tolérances sont 
positives. De plus, il existe un rien direct entre les tol6rances et les coûts. On peut 
supposer une relation inversement proportionnelle entre la tolérance T et le coût de 
fabrication C tel qu'illustré à la figure 3.3. 
3 3  : ReIation entre le coQt et les tolérances 
3.2 Calcul des tolhnces dans an cas d'empilage 
3.2.1 Généralité 
La caractéristique étudiée est le vide, noté Y. 
Le premier problème est le calcui de l'intetvalle de tolérance de V à partir de 
l'information sur E et &- Il fàut ensuite vérifier si ces valeurs respectent la valeur 
minimale et la valeur maximale ptéécablies sur Y. Le deuxième problème, dit allocation 
des tolérances, est la révision des vaIeurs nominales ou les tolérances des composants 
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dans le but de satisfaire les tolérances spécifiées sur Y. La figure 3.4 préseate I'espace 
de vide B l'étude. 
Figwg 3.4 : IdentUicatioa de l'espace de vide sur un assemblage 
On veut détenniner l'intervalle de tolérance de Y. La méthode traditionnelle dite la 
méthode du pire cas repose sur une hypothèse pessimiste. On cherche à déterminer la 
valeur minimale (V,,) et la valeur maximale (V,,) de V. 
Nous avons que 
Posons 
Alors, 
De manière analogue, 
L'intervalle de tolérance ainsi calciil6 (ry-~, ,rv +T,) doit être comparé avec 
l'intervalle de tolérance désirée (Y:, V: ) d VU > v,d 2 O. Iî y a plusieurs possibilitk 
et actions qui résultent de cette comparaison. 
3.2.2 Rés~ltats et interventioas possibles 
i h w  
Les exigences sur V sont satisfaites avec les tolérances initiales sur les composants Xr et 
E. La situation peut être jugée satisfaisante et aucun ajustement des tolérances initiales 
ne sera fait. 
3.5 : Exigences sur V satisfaites 
mLud 
C o m e  en (a), les exigences sur V sont satisfaites. Cependant, il est possible d'élargir 
l'intervalle (yhn, Y-) tout en restant à l'intérieur des exigences. Cela permet 
d'abaisser les coiits en choisissant des matériaux et des procédés de fabrication moins 
coûteux car on peut augmenter les tolérances T,, et TE. Ceci va amèner l'équipe de 
conception à se questionner sur l'évaluation de la contribution des composants X;: et E à 
la variabilité de Y. Cette connaissance conduit à la révision des tolérances initiales. 
C a m  
L'intervalle de t o l h c e  calculé ne se situe pas à l'intérieur de l'intervalle désiré pour 
l'une ou l'autre des limites V' ou Vu. 
3.6 : Exigences sur V non satisfaites 
On peut même imaginer le cas oii V* < O ce qui conduit A une impossibilité 
d'assemblage. P o u  les possiiiités (b) et (c), il y a deux solutions. La première solution 
est de réviser les exigences initiales (Y: ,Y:) afin que (v,,,, Y-) soit inclus dans 
( V  v ) Cette solution, quoique possible, n'est pas souvent appliquée car elle repose 
sur i'idée que les concepteurs ont des exigences sur V qui sont quelque peu arbitraires. 
La deuxième solution est la plus plausible : réviser les tolérances initiales avec un choix 
de matériaux et des procédés de fabrication plus performants. On peut aussi réviser les 
valeurs nominales initiales lorsqu'il s'agit d'une correction permettant de resserrer 
l'intervalle de tolérance calculé pour avoir une meilleure adéquation avec les exigences. 
Dans ce dernier cas, la longueur de l'intewalle de tolérance cakulée est plus petite que 
la longueur de l'intervalle de tolérance désirée. 
3.3 Généralisation des rkaltats : Cas linéaire g6oéral 
La fonction g qui relie la variable dépendante Y aux variables indépendantes X, 
(Y = g ( ~ ,  , X, ,..., X, )) peut être écrite sous la fornie : 
où O c a, S Xi S b, et p, t O E il?. La valeur de pi est en fait la valeur de la dérivée 
partielle [z) appelée aussi la snaibilit6 du conpmant sur l'assemblage. Dans un 
cas d'assemblage ou les composants sont empilés, comme dans le premier exemple, les 
pi prennent les valeurs -1 et I et elles sont constantes dans l'intervalle de variation des 
xi. 
On veut calculer i'intervalle de variation de Y, c'est-Me déterminer la valeur minimale 
et la valeur maximale de Y. 
Y, IYIY, 
Il faut donc trouver Y,,,,-,, et Y, m fonction des limites de variation ( ~ + , b ~ )  des X, et des 
coefficients#?, . Ii n'est pas possible d'utiliser la méthode du gradient car la condition 
nécessaire 
nous conduit à une contradiction de notre hypothèse voulant que tous les Pi soient 
différents de zéro. 
Le minimum (maximum) de Y est obtenu lorsque les valeurs des x, sont situées à leurs 
limites. Ce résultat est géorn&riquement immédiat si l'on considère que 
est l'équation d'un plan dans i'espace en k dimensions. 
Onpeutécrire: 
où SGN(u) est la fonction signe dennie par : 
La valeur minimale de Y (Y,,, ) est égaie a 
Donc, 
D'une manière analogue, 
Une comparaison des kpations (3.11) et (3.12) avec les équations (3.4) et (3.7) permet 
de voir le lien enire les deux ensembles de formules. En effet, le premier terme des 
équations (3.1 1) et (3.12) correspond B I'enveloppe E et le deuxième tenne aux variables 
4 des équations (3.4) et (3.7). 
Celte noiation génbrale ne se limite pas aux cas ou la fonction est linéaire. Il est possible 
d'utiliser la même notion dans le cas d'une fonction non linéaire. La d3Férence se 
situera au niveau de l'interprétation des valeurs de 8, . 
3.4 Calcul des tolérances dans on cas non linkaire 
3.4.1 Généralit4 
Dans le cas non linéaire, la fonction g reliant Y aux variables X, peut êûe approchée par 
une fonction linéaire par un développement de Taylor du premier ordre autour des 
valeurs nomindes rx, . 
y=&,,x2v.*,xn). A + $ ~ ( ~ i - r , r , )  
i-l 
constants comme dans le cas béaire mais peuvent varier en fonction des points 
d'évaluation rq . 
L'équation (3.13) peut êîre &rite sous la forme : 
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Pour cdculer la valeur nominale 7; de Y, il s a t  de remptacer les valeurs nominales 
des composants dans la fonction. Cette valeur correspond à Po de l'équation (3.14). 
Le calcul de la valeur de la tolérance de Ypasse par le calcul des dérivées partielles de la 
fonction g. Les dérivées partieiles étant calculées, il est possible de caicuIer la tolérance 
de l'assemblage à l'aide de la valeur de sensriilitd de chacun des composants. 
II est possible de calculer la limite minimale et maximale que peut prendre Y 
( Y Y )  Puisque nous sommes dans un cas non linéaire, il est possible que les 
composants dont la tolérance est symétrique par rapport à une valeur nominale 
n'entraîne pas nécessairement une tolérance symétrique autour du point milieu de 
l'intervalle calculé pour I'assemblage. 
TC = 
Lors du calcul de la valeur minimale et de la valeur maximale de Y, la vaieur prise par le 
composant dépendra du signe de sa dérivée partielle. Une dérivée partielle positive pour 
& implique gus la valeur minunale (% -T,,) de 4 sera prise pour évaluer la valeur 
minimale de Y. De même, la valeur m d e  (rxi + Txi ) sera p"e dans k calcul de la 
& -
ax, 
valeur maximale de Y. Dans le cas ou la déride partielle est négative, la valeur 
minimale (maximale) du composant donnera la valeur maximale (minimale) de Y. 
Notons que la valeur minimale et Io. valeur maximale de Y peut exceptio~ellernent 
s'obtenir par un raiso~ement direct sur la fonction g. En général, la fonction non 
linéaire est sufnsamment compliquée pour qu'une analyse directe basée sur son 
Tx, + ag - 
2rX, 
Tx2 +...+ % -
axm Txe 
comportement ne puisse être réalisée en pratique. Par contre, i'utilisation de 
l'approximation du premier ordre est facile et dounera des résultats satisfaisants. 
Lorsque les limites calculées ne se retrouvent pas à l'intérieur des limites désirées alors 
il faut intervenir. Comme pour le cas linéaire, la révision des limites désirées n'est pas 
souvent appliquée et cette solution est souvent rejetée. II reste essentiellement deux 
méthodes pour remédier à cette situation : réviser la valeur nominale ou réviser la 
tolérance de l'un ou plusieurs composants. 
Notons pour fin de référence les formules permettant d'obtenir une approximation des 
valeurs importantes de Y : valeur nominale (7;)' tolérance (Tt), valeur minimale (ymi,) 
et valeur maximale (ym, ) . 
où r t  et Tii correspondent à la vakur nominale achelie et à la tolérance actuelle de 
Les formules (3.16) 8 (3.19), qui constihient de botmes approximations, sont applicables 
dans tous les cas et résument l'application du principe du pire cas. 
3.4.2 Révision des valeurs nominales iaitidcs 
Examinons la première solution, soit l'ajustement des valeurs nominales actuelles rX, 
des composants par de nouvelles valeurs nominaies r i i .  L'kart entre la vaieur 
nominah d6sirk r t  et le point milieu de i'inte~aile calculé est : 
Le développement de Taylor de Y donne 
" ag a2g M ~ ~ j  +... AY = Z - A X ,  +---z 
i=i ax, i=t j=i a X i a j  
Si on retient seulement l'approximation du premier ordre, nous avons Ia relation 
suivante entre la variation AY de la variable dépendante Y et les variations Mi des 
variables indépendantes X;- : 
L'équation (3.22) peut aussi s'écrire : 
En muhiphnt L'équation (3.23) par SGN(M)OU obtient dom : 
ûn se propose de remplacer Ies valeurs nominales actuelles (ri, ) par de nouvelles ( r i  ) 
définies par 
T, =rd;,. +&Yi 
où ai est une perturbation. On propose 
et I c 1,2 ,..., n est un sous aisemble et ID= 1.2 ,.... n}- 1. Si on remplace AX, 
par &Yi dans l'équation (3.24), on obtient 
La fiaction f sera alors calculée par : 
En remplaçant la valeur de f dans l'équation (3.26) on obtient les valeurs de d;Xi pour les 
composants pour lesquels il est possible de changer la valeur nominale. Il suffit ensuite 
de remplacer la valeur de &Yi dans l'équation (3.25) pour obtenir les nouvelles valeurs 
nominales. 
Les nouvelles valeurs nominales étant calculées, il est possible de recalculer la limite 
inférieure (yh,,) et la limite supérieure (Y,) de Y. Ces nouvelles limites peuvent 
ensuite être comparées aux limites désirées. 
Le processus d'obtention des nouvelles valeurs nominales est un processus itératif. 
Plusieurs itbrations peuvent être nécessaires pour en arriver à un intervalle de tolérance 
calculé qui se situe B l'intérieur de l'intervalle de tolérance désiré. Cette méthode de 
recalcul des valeurs nominales a pour avantage d'être la plus économique de toutes les 
méthodes. Toutefois, elle ne donnera pas des résultats satisfaisants si la tolérance 
calculée est supérieure B la tolérance désirée. 
3.4.3 Révision des tolérances initiaies 
Une autre solution pour remédier au problème de l'intervalle calculé ne se s h e  pas daus 
l'intervalle désiré est de réduire les tolérances Tde un ou plusieurs des composants. 
On se propose de remplacer les toiblances actueiies (T;~)  par de nouvelles (T;~) 
définies par 
ouacestégalal pour lesi E I ' e téga làapour les i~  Iavec O<acl. 
In-) La première étape consiste à trouver le point milieu de I'intervalle calcul6 (r,, 
On cherche ensuite à trouver la différence entre ce point milieu de l'intervalle et la limite 
d ui n'a pas été pas respectée. Cette différence de Y& ou Y-, noté Y-(-, q 




calcuidcs 1 1 1 
V C  ! 
3.7 : Exemple de cakni de T / ~  
Comme pour la tolkrance calculée (T;), cette tolérance peut 5tre écrite en fonction des 
tolérances associées aux composants sur lesquels il est possible d'apporter une 
modification (al =a) et ceux pour lesquels uw modification n'est pas souhaitable 
(ai = 1). 
La fiaction a est calculée par : 
La valeur a étant déterminée, on calcule les nouvelles tolérances à l'aide de l'équation 
(3.29) et l'on reprend le calcul de la limite inférieure et supérieure de Y. Ces nouvelles 
limites sont ensuite comparées aux limites désirées. 
3.5 Exemples d'application 
3.5.1 $tude d'un cas héaire 
Reprenons l'exemple de la figure 3.1 reprhentant un exemple d'assemblage dont la 
relation entre la variable Y et les variables X;: est linéaire. La vaieut nominale et ta 
tolérance de chacun des composants sont présentées dans la figure 3.8. 
3.8 : Valeurs nominales et tolérances des composants de l'assemblage ünéaire 
Les limites de spécifications VL et Vu ont été fixées à 0.000 et 0.008 respectivement. On 
veut pouvoir comparer ces deux limites aux valeurs de V, et V, associées ji cet 
assemblage. 
La limite supérieure de i'intexvaüe de tolérance calculé (0.005, 0.0095) est plus grande 
que la limite supérieure de spécification de V ,  soit 0.008. Différentes solutions sont 
envisageables pour remédier à cette situation. Puisque les concepteurs ne veulent pas 
modifier les limites de spécifications de Y ,  l'intervention doit se faire au niveau des 
valeurs nominales ou des tolérances des composants. Bien qu'il soit moins coûteux 
d'intervenir sur les valeurs nominales, les concepteurs décident de modifier les 
tolérances de certains composants. 
Le choix des composants pour lesquek la tolérarice sera modifiée dépend de plusieurs 
facteurs dont la possibilité h pouvoir effectuer une révision ou encore les coûts associis 
à une telle modincation. Supposons que seules les tolérances des composants Xr et XJ 
peuvent être révisees. Le calcul de rFluwIk et TF nous d o m  
La fraction a est donc égale (i 
Les nouvelles tolérances de X2 et Xj sont égales a 
La nouvelle valeur de V, devient alors : 
Les concepteurs s'assurent que la h i t e  inf6rieure est toujours respectée en recalculant 
la valeur de V- : 
Avec ces nouvelles tolérances, les contraintes préétablies sur Y sont respectées. 
3.5.2 Étude d'un cas non linlaire 
Reprenons l'exemple de la figure 3.3 représentant l'assemblage d'une pédale 
d'embrayage. La relation mathématique entre la variable dépendante (l'angle de 
contact) Y et les variables indépendantes (diamètres des composants) X, est la suivante : 
La valeur nominale désirée (#) et la tolérance désirée (T:) pour Y ont été fixées à 
0.1200 IO.030 soit l'intervalle (o.o~o,o.~~o). 
La valeur nominale (5) et la tolérance (2') de chacun des composants de l'assemblage 
sont définis par (CU) : 
L'intervalle associé à chacun des composants est donc 
La valeur nominale calculée (TF)  pour Y s'obtient en remplagant chacun des composants 
de la fonction par leurs valeurs nominales. 
On constate que la valeur nominde caIcuIie (0.1225) est supérieure a la valeur nominale 
désirée (0.1200). 
Le calcul de la valeur de la tolérance de Y passe par le calcul des dérivées partielles 
(sensi'bilitb) de Ia fonction g pour chacune des variables. 
Puisque le diamètre des composants X2 et Xj est identique, on peut réktire 
et la fonction g prend alors la forme 
La dérivée de cette fonction par rapport h XI est : 
- - 
La sensibilité de la variabte l'par rapport au composant XI est obtenue en remplaçant la 
valeur nomioale de chacun des composants XI, X2 et X4 dans l'équation (3.48). 
La sensibilité par rapport aux autres comp0sants s'obtient par la même méthode. 
Il est maintenant possible de calculer la tolérance de l'assemblage à l'aide de la valeur 
de sensibilité de chacun des composants. 
L'étape suivante est le calcul de la Limite minimale et de la limite maximale de Y. Le 
tableau 3.1 présente les valeurs de X; pour les différentes valeurs de Y ainsi que les 
valeurs de Ymin et Y, obtenues par approximation a l'aide des équations (3.16) a (3.19). 
TablePii 3.1 : Intervalle de variation de Y 
Les limites calculées (0.0875, 0.1575) ne sont pas à l'intérieur des limites désirées de 
Valeur cible (?) 
Tolérance (T) 
Dérivde partielle 
Valeur de Txi pour 
calculer Y* 
Valeur de T' pour 
calcuier Y, 
(0.090, 0.150). De plus, il y a un écart entre la valeur nominale désirée (0.1200) et la 
valeur nominale calcul6e (0.1225). 
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Les concepteurs peuvent employer trois possi"bi1ités pour remédier à cette situation : 
m&er légèrement les valeurs nominales rx,, réduire les tolérances T,, ou encore 
une combinaison des deux méthodes précédentes. 
3.5.2.1 Ajustement des valeurs nominales 
Examinons la première solution. soit l'ajustement des valeurs nominales actuelles rii 
des composants p u  de nouvelles valeurs nominales ?Xi. L'écart entre la valeur 
nominale désirée et le point milieu de l'intervalle calculé est : 
En supposant qu'il est possible d'intervenir seulement sur les composants XI et X,, et en 
utilisant les équation (3.25),(3.26) et (3.28), on obtient les nouvelles valeurs cibles. 
En reprenant l'exercice de calculer la Iimite inférieure et supérieure de Y avec les 
nouvelles valeurs nominales de Xi et X,, nous obtenons les Limites suivantes : 
En comparant ces nouvelles Limites calculées (0.0854,0.1554), on remarque qu'elles ne 
répondent toujours pas à ce qui est dbsiré, soit l'intervalle (O.O9O,O. 150). 
-3.2 : Intervalle de variatoon de YapréJ I'ajustemcnt des vaieun nominales 
Il est bien entendu que l'ajustement des valeurs nominales est la solution la plus 
économique. La solution est envisageable seulement si la demi longueur de l'intervalle 
de tolérance calculé est inférieure à la tolérance désirée (T;') de Y. Dans le cas présent, 
la tolérance associé à l'intervalle calculé est supérieure à la tolérance désirée (0.030). 
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3.5.2.2 Ajustement des tolérances 
Examinons maintenant la deuxième solution, soit la réduction des tolérances de un ou de 
plusieurs composants. La ptemi&re étape consiste à trouver le point milieu de 
I'intesvaUe caicuié, noté rPma1Ie. 
On cherche ensuite à trouver la différence entre ce point milieu et la limite de l'intervalle 
dés% qui n'a pas été pas respectée (Y$,,((,)). Puisque les deux limites calculées ne 
respectent pas les limites désirées, la tolérance recherchée sera égale à la plus petite des 
deux valeurs suivantes : 
Comme pour la tolérance calculCe (T:), cette tolérance peut être écrite en fonction des 
tolérances associées aux composants où l'on supposera que seulement les composants XI 
et X4 peuvent faire l'objet d'un ajustement de leurs tolérances : 
La hction a est calculée par : 
Les nouvelles tolérances de XI et X4 deviennent alors : 
et les limites de Y sont de nouveau calculées. Le tableau 3.3 résume les nouveaux 
résultats. 
TablePu 3 3  : IntervaUe de variation de Y après l'ajustement des tolérances 
Les nouvelles limites calculées (0.0945, 0.1505) ne se retrouvent pas tout à fait à 
l'intérieur des limites désirdes (0.090, 0.1570). La tolérance calculde de Y (TF) est 
passée de 0.035 à 0.028, ce qui est plus petit que la tolérance désirée de Y. Une petite 
modification des valeurs nominales serait la bonne solution pour corriger le problème. 
Valeur cible (?) 
Tolénnce ajustic 
( T M )  
' Dénvéc partieue 
Valeur de Txi pour 
calculer Y& 
































Bien que cette approche soit simple et intuitive, eue devient vite inutilisable à mesure 
que le niveau de complexité de l'assemblage augmente. Un désavantage qui peut être 
tout aussi bien un avantage est le côté très conservateur de la méthode du pire cas. 
Lorsqu'il est question d'une caractéristique très critique, une pompe cardiaque par 
exemple, L'aspect très peu probable associé à cette approche est perçu comme un 
avantage. Toutefois, l'utilisation de la méthode du pire cas peut augmenter inutilement 
les coûts de production en mettant l'emphase uniquement sur des événements dont la 
probabilité est généralement très faible comme nous le verrons avec la méthode 
statistique dans le prochain chapitre. 
CHAPITRE 4 
ANALYSE DES ToL~ANCES AVEC LA MI~'HODE STATISTIQUE 
Ce chapitre présente une seconde méthode pour analyser les tolérances. La généralit6 de 
la méthode est illustrée dans différents contextes. La méthode de simulation est 
présentée dans ce chapitre puisque la base de cette méthode est fondamentalement de 
nature statistique. Des exemples pratiques d'application sont illustrés à la fin de ce 
chapitre. Nous exposons les avantages et les inconvénients de cette méthode en 
comparaison avec la méthode du pire cas. 
4.1 Introduction 
La méthode statistique d'analyse des tolérances se retrouve dans la littérature sous 
diverses appellations : propagation de l'erreur, propagation des moments ou encore 
analyse d'incertitude. Cette méthode prend en considération la notion de probabilité 
statistique ainsi que la notion de capabilité d'un procédé. L'idée derrière cette méthode 
est de pouvoir répondre à diffférentes questions telles que : 
- quelle est la moyenne et la variance de la variable Y ? 
- quel pourcentage de la variable Y se retrouve a l'intérieur des limites de 
spécification ? 
- quelles sont les variables Xi qui ont l'impact le plus important sur la 
variabilité de la variable Y? 
- quelles sont les tolérances nécessaires sur les variables X;: afin de pouvoir 
maintenir la variable Y dans un intervalle spécifique ? 
La connaissance des réponses à ces questions aura un impact important sur les 
interventions qui seront apportées sur les composants d'un assemblage. La m é W e  
statistique est essentiellement basée sur le calcul de variabilité (distciiution) plutôt que 
de se limiter seulement aux cas exûêmes qui est le principe de base de la méthode du 
pire cas. Cette demière néglige compléternent le comportement global du système en se 
basant uniquement aux événements extrêmes. 
4.2 Génhlité de la méthode statistique 
L'idée derrièm l'approche statistique est d'4tudier la variabilité transmise par les 
composants sur l'assemblage qu'ils forment. Cette approche permet de classer les 
paramhtres en deux catégories : ceux pour lesquels les tolérances doivent être resserrées 
et ceux pour lesquels les tolérances peuvent être relâchées. 
L'équation suivante, à la base de toutes les analyses statistiques des tolérances, est 
appelée la méthode "Roof Sum oJSquaresW en anglais : 
Une hypothèse tris importante est faite : les composants sont indépendants. Dans 
plusieurs cas, la tolérance est kée à trois fois la valeur de l'écart type en considérant la 
distniution normale comme modtle de variabilité des X. Ce ne sont pas toutes les 
situations où la tolérance est égalée à trois fois l'écart type, mais cette approche est 
souvent utilisée pour fixer les tolérances en début d'étude. Elle présuppose que les 
procédés de fabrication correspondant sont capables de satisfaire les h i t e s  de 
spécification des composants (cP = 1). 
L'équation (4.1) peut donc s'écrire : 
ou encore 
4.3 Analyse dans un cas d'empilage 
Comme dans le cas du pire cas, l'espace de vide V est la variable à l'étude. 
L'application de la méthode statistique est basée sur la variabilité associée à la variable 
dépendante. En se basant sur l'équation (4.3) nous avons : 
Ce qui revient a h k e  : 
Hamy et Stuaxt (1981) proposent d'estimer l'écart type des composants à l'aide de 
l'équation suivante en faisant intervenir la capabilité (Cp) du procédé : 
Cet écart type ajusté tient compte du niveau de capabilité du processus de fabrication 
(C,,). L'estimation de l'écart type ajusté de chacun des composants permet d'obtenir 
i'ecart type de l'espace de vide suivant : 
Plus le coefficient de capabilité Cp sera grand, plus la variance associée à l'espace de 
vide sera petite. Lorsque Cp=l, on retrouve les formules déji vues. 
L'utilisation du coefficient de capabilité Cp dans l'équation (4.8) repose sur i'hypothèse 
que le procédé de fabrication est stable dans le temps, c'est-à-dire que le procédé de 
fabrication est toujours centré sur la valeur nominale. Bien que cette situation soit vraie 
à court terme, elle ne l'est pas nécessairement a long terme. Pour cette raison, il a été 
proposé d'utiliser le coefficient de capabilité Cpk. Ce coefficient à la propriété de tenir 
compte une deviation du procédé de fabrication par rapport A la valeur nominale. 
La formute de I'écart type reste la même à l'exception des Cp qui sont remplacés par des 
Cpk. 
Le calcul permet d'identifier quels sont les composants qui contribuent le plus (moins) à 
la variabilité de la variable de réponse. Ceci vient faciliter le ou les moyens d'action à 
prendre lorsque nécessaire. 
4.4 Analyse dans un cas d9assemblage mon linéaire 
L e  principe d'application de la méthode statistique dans un cas non linéaire est le même 
que celui pour la méthode du pire cas : transformer, à l'aide d'un développement de 
Taylor, la fonction non linéaire en une fonction Linéaire. 
Comme pour le cas linéaire, fa somme des variances des composants nous donnera le 
variabilité de la variables dépendante à i'étude, sous l'hypothèse d'indépendance des X;. 
La seule différence se situe au niveau de L'utilisation des dérivées partielles. La variance 
associée à Y est donc égale 9 : 
De l'équation précédente, on retrouve la fonnule pour la tolérance calculée de Y : 
en supposant que la tolérance est égale à trois fois l'écart type et que Cp=l. Il est aussi 
possible d'appliquer ce qui a été propose par Harry et Stuart en utilisant les coefficients 
de capabilité dans le calcul des écarts types. Comme dans le cas linéaire' l'équation 
(4.10) nous permet de voir la contniution de chacun des composants à la variabilité de 
Y. Dans le cas non iindaire, il est important de tenir en compte deux éléments : la 
variabilité et la dérivée partielle (sensïôilité) du composant. En effet, il sera inutile de 
dépenser des ressources à vouloir reduire la variabilité d'un composant présentant une 
variance très élevée mais dont la sensibilitb est très petite. À l'inverse, il s m  plus 
avantageux de diminuer la variabilitd du composant dont la dérivée partielle est grande, 
même si la variance de ce composant est petite en comparaison avec d'autres. 
4.5 Approximation de la fonction de densité de Y 
M n  de pouvoir déterminer le pourcentage de le variable de réponse qui se situera à 
l'extérieur des limites de spécification, Cox (1986) propose de passer par 
l'approximation de la fonction de densité. Dans la majorité des cas, on fait l'hypothèse 
que Y suit une loi normale. Cependant, dans le cas ou cette hypothèse n'est pas 
respectée, la probabilité de tomber à l'intérieur des spécifications sera mal estimée. Cox 
propose donc une approche permettant d'évaluer l'utilisation de la loi normale pour la 
variable de réponse Y ainsi qu'une option dans le cas ou la loi normale n'est pas 
adéquate. 
L'auteur se base sur deux caractéristiques associées B une distribution : le coefficient 
d'asymétrie (9k-m")  et le coefficient d'applalissewnt ("kurîosis') qu'il note f i  
et respectivement. Dans le cas d'une disûibution symétrique, comme la distriution 
nomale, le coefficient d'asymétrie est égal à &m. Pour ce qui est du coefficient 
d'applatissement, ce dernier est égal a 3 pour la fonction de densité d'une loi normale, 
est égale à 1.8 dans le cas d'une loi uniforme et est supérieure à 3 pour une fonction de 
densité moins aplatie que la loi normale. 
Une façon de vérifier si la loi nonnale est applicable est de calculer les deux coefficients 
fi et a. Si ces derniers se situait à l'intérieur de limites raisonnables autour de zéro 
et ûois, dors la loi normale peut être considérée comme une bonne approximation de la 
fonction de densité de la variable de réponse. La règle que i'autew utilise comme 
limites pour les coefficients est la suivante : 
Si les coefficients ne satisfont pas les critères  mentionné^, alors il est possible d'utiliser 
une distribution empirique i laquelle correspondent les coefficients qui ont été calculés. 
Shapiro et Gross (198 1) présentent trois systèmes de fonction de densité qui peuvent être 
utilisés pour associer les coefficients à une disûibution : le système généralisé Lambda, 
le système de Johnson et le système de Pearson. Cox (1986) utilise le systéme de 
Pearson à partir de tables basées sur les deux coefficients pour évaluer les probabilités 
que la variable de réponse se situe à l'intérieur des limites lorsque la distribution est 
nonnale. 
4.6 Analyse avec la méthode de simulation de Monte Carlo 
Bien que la méthode statistique soit une méthode qui semble être plus réaliste, cette 
dernière demande beaucoup de calculs et repose sur différentes hypothèses qu'il peut 
être difilcile de vérifier. L'utilisation des simulations Ment simplifier et faciliter 
l'analyse des tolérances, tout particuliérement lorsqu'il est question d'une fonction non 
linéaire. De plus, elle permet d'étudier la robustesse des résultats par l'examen de 
plusieurs hypothèses sur les composants. Tout cela se fait facilement et rapidement à 
condition d'avoir un logiciel performant et facile à utiliser pour réaliser les simulations. 
L'utilisation d'un bon logiciei de simulation et d'un ordinateur permettra d'exécuter des 
milliers de simulations dans un temps trés court. Ainsi, l'équipe de conception pourra 
rapidement voir les chances de succès d'un assemblage tout en tenant compte de 
certaines incertitudes associées aux composants. II sera aussi possible d'identifier les 
composants qui ont un impact important sur la variabilité de 1a variable de réponse. 
L'une des seules contraintes ZI utiliser les simulations est la connaissance de la fonction 
mathématique reliant la vaciabIe Y aux variables X;:. Cette relation peut êire indirecte et 
reposer sur la mise en aeuvre d'un programme informatique, par exemple un programme 
de calcul d'éléments finis pour résoudre un système d'équations différentielles. 
Des exemples de simulations sont présentés dans la prochaine section. Ces dernières ont 
été réalisées à l'aide du logiciel Crystal Bull@ reposant sur la technique de Monte Carlo. 
La figure 4.1 présente le cycle de simulation suivie lors des simuiations. 
DQut 
Ginkt  dcs valeurs pour 
les compmnts T i  
CahIc dc la fonction g 1 
dl : Cycle de simulation 
À chacune des variables est associée une distribution statistique qui a préalablement 
été choisie. La génération des valeurs pour les variables X;: est fonction de cette 
distribution statistique. Chacune des variables Xr qui entre dans la fonction est appelée 
hypothhse ("Assumptionn) dans Crystal Bull. Lorsque toutes les hypothèses sont 
précisées, la variable Y est definie B son tour. La définition de la variable Y correspond à 
la relation mathématique qui la relie aux variables X;:. C'est ce que Cvstal Ball appelle 
la prévision ("Forecasi"). 
Loque  toutes les hypothèses et la ou les variables de prévisions ont été définies, la 
simulation peut être amorcée. Les résultats sont ensuite présentés sous différentes 
formes de graphiques et de statistiques descriptives aisement interprétables. 
4.7 Les coQts technologiques 
Un changement des tolérances implique nécessairement un changement des coûts. Il est 
possible de calculer l'impact de ce changement à l'aide de l'équation de la perte 
quadratique moyenne (PM) présentée au chapitre 2. 
oh cri est la variance de Y telle que dbnte par l'iquation (4.10). 
Le principe de cette analyse économique est de comparer la réduction de la perte 
moyenne (PM,), avec le coût additionnel C en choisissant une technologie supérieure 
avec de nouveaux écarts typa (o,) plus petits que les écarts types initiaux (crj0) pour 
les composants : a, c aio. 
La réduction de la peate moyenae (PM,) est donnée par 
Le tableau 4.1 présente les calculs nécessaires pour savoir si les modifications apportées 
sont bénéfiques d'un point de vue économique. 
Tibleap 4.1 : Analyse écoeomiqne des tolérances 
Ecart type Nouvel kart =,fit Réduction Economie 
Composant 
initiai (0;) ( ) ~XWOOJA (PM Ri ) ( ~ i  ) 
Perte (S) PMPitiPL 
i=l 
L'étape suivante consiste B calculer [a différence entre la perte moyenne initide et la 
nouvelle perte moyenne. 
Pour savoir si la réduction des karts types est bénéfique d'un point de vue économique, 
il suffit de comparer la différence entre Ies pertes moyennes avec la somme des coûts 
additionnels. 
Si cette diffétence est sup6rieure aux coQts additionnels, alors le changement est 
bénéfique. 
4.8 Exemples d'application 
4.8.1 ktude d'un cas linéaire 
Reprenons l'exemple présenté dans le chapitre 3 dans lequel les valeurs cibles et les 
tolérances des composants étaient égales A 
Les contraintes V: et Y/ avaient été hées à 0.000 et 0.008 respectivement. On 
suppose que l'écart type de chacun des composants est égal à sa tolérance divisée par 
îrois. 
L'écart type associé à I'espace de vide est donc égal à : 
Il est possible de calculer un intervalle à fi écarts types autour de la valeur cible de 
l'espace de vide (r,) . 
L'intervalle à 1: 30, est donc (0.0025 '0.0075). On remarque que cet intervalle se situe 
très bien à i'intériew des Limites de spécifications pour l'espace de vide. Donc, aucune 
intervention n'est nécessaire sur cet assemblage. Ceci est en contradiction avec ce qui a 
été décidd avec l'analyse avec la méthode du pire cas. Toutefois, le résultat de la 
méthode du pire cas est certain alors que l'intervaile (0.0025 , 0.0075) de la méthode 
statistique est sûr à 99.73%' en supposant une distribution normale pour Y. 
Le même exemple a été analysé à l'aide de simulations. La distriution d'une loi 
normale a été utilisée pour chacun des composants en fixant l'écart type à la tolérance 
divisée par trois. Le nombre de simulations a été fixé à 5000. Un rapport provenant de 
Crystal Bail avec l'ensemble des hypothèses et des résultats pour les simulations se 
trouve en annexe à la fin de ce mémoire. 
La figure 4.2 présente un graphique des fréquences des 5000 simulations. La case 
"Certninty" dans le bas de la figure présente le pourcentage de données se situant entre 
0.002 et 0.008. Dans le cas actuel, le pourcentage est de 99.98. La figure 4.3 présente 
un ensemble de statistiques d-ptives sur I'espace de vide. On remarque que la valeur 
de l'écart type de la figure 4.3 (0.000837) est quasi identique A celui qui avait 6té calculé 
lors de Sapplication de la méthode statistique (0.000833). 
5 000 Trials Fiequency Chart 1 Ouîiier 
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4.2 : Graphique des lréqueaees pour le cas linéaire 
4.3 : Statistiques descriptives pour le cas ünCaire 
Le graphique des fiéquences (Figure 4.2) indique qu'une seule des 5000 valeurs de vides 
est une valeur extrême ("Oullid'). Une valeur est dite extrême lorsqu'elle n'entre pas 
dans l'intervalle de f 3 écarts types autour de la moyenne. Il est possible d'obtenir Ie 
graphique des fiéquences et l'ensemble des statistiques descriptives sans cette valeur 
extrême. 
Ea pal-= Yw Rm H* 
4 999 Trials Fitwenw Chail 
4.4 : Graphique des frCquences sans In valeur extrême pour le cas linéaire 
4.5 : Statistiques descriptives sols la v r l w  extdme pour le cas linéaire 
Le nouveau graphique des fréquences présente maintenant un pourcentage de 100% des 
valeurs se situant à l'intérieur des limites (0.002,0.008). De plus, on remarque une 
légère baisse de l'écart type qui passe de 0.000837 0.000836. 
En plus de ces deux sorties, Crystall Ball présente un graphique sur lequel on peut voir 
la contribution des composants sw la variabilité (Figure 4.6). Il faut noter que la 
méthode utilisde par Crystnl Ball n'est qu'une approximation et non pas une 
décomposition de la variance. En effet, durant les simulations, Crystal Ball calcule des 
coefficients de corrélation sur le rang (rank correlation coeficient) entre chaque 
variables X;: et Y. Ensuite, Crystal Ball calcule la contribution à la variabilité en élevant 
les coefficients au carré et en les normalisant. 
4gug 4.6 : Contribution des composants à la variabiüîC totaie pour le cas linéaire 
A l'étude de ces risultats, il est possible de conclure qu'aucune intervention n'est 
nécessaire sur cet assemblage pou que ce dernier soit possible. Cependant, dans le cas 
ou une intervention aurait été nécessaire, il semble que le composant X2 aurait été celui 
sur lequel les concepteurs auraient eu B intervenir. En effet, celui-ci possède la plus 
grande contriiution à la variabilité de Y avec 64.8%. 
Reprenons le même exercice du cas Sinéaire mais en supposant que chacun des 
composants suit une loi uniforme et non pas une loi normale. Dans ce cas, la vaIeur de 
a pour chacun des composants devient : 
L'équation (4.22) nous permet de calculer l'écart type de chacun des composants. 
L'écart type associé B l'espace de vide est donc égal à : 
On remarque que cet écart type est plus grand que celui obtenu lorsque l'on suppose que 
les composants suivent une loi normale. 11 est possible de calculer un intewdle à f3 
écarts types autour de la valeur cible de l'espace de vide 0.005. L'intervalle à f 30, est 
donc (0.00068 , 0.00932). On remarque que cet intervalle ne se situe pas à l'intérieur 
des limites de spécifications pour l'espace de vide. Donc, en supposant que les 
composants suivent une loi uniforme, on conclut qu'une intervention est nécessaire sur 
l'assemblage. L'utilisation d'une distribution uniforme, qui est peu informative, a 
comme résultat équivalent de supposer une distribution normale mais avec plus de 6 
variabilité. 
Puisque l'étendue de l'intervalle calculé est supérieur à l'étendue de I'intervaIle des 
spécifications (0.00864 > 0.008), une intervention sur les valeurs nominales n'est pas 
utile. L'intervention est la même que celle faite lors de l'analyse avec la méthode du 
pire cas. La différence se situe par rapport au choix des composants sur lesquels 
intervenir. En effet, avec la méthode du pire cas, ce choix est plus ou moins arbiûaire et 
n'est pas basé sur des notions statistiques. Avec la méthode statistique, il est possible de 
déterminer quels sont les composants qui contribuent le plus à la variabilité de l'espace 
de vide. 
Selon les valeurs des écarts types de chacun des composants, il semble que les 
composants qui contniuent Ie plus et le moins à la variabilité de l'espace de vide sont Xr 
et E respectivement. Les composants XI et X3 contniiuent de façon égale. Supposons 
que la modification est faite sur X2 et X3, comme pour la méthode du pire cas. 
Supposons que les nouvelles tolérances des ces deux composants soient deux fois plus 
petite : 
alors l'écart type pour l'espace de vide devient 
L'intervalle à i 3  écarts types autour de la valeur cible de l'espace de vide est donc 
(0.00000 '0.00773). On remarque que cet intervalle se situe maintenant i l'intérieur des 
limites de spécifications pour l'espace de vide. 
Les simulations ont été refaites avec les nouvelles hypothèses sur les composants. Les 
figures 4.7 et 4.8 présentent le graphique des ûéquences et les statistiques descriptives 
associés aux 5000 simulations. 
4.7 : Gropbique des fioqpences p o u  le eu iincpire avec la loi uniforme 
4.8 : Statistiques descriptives pour le cas Unhire avec la loi uniforme 
Le pourcentage de données se situant dans l'intervalle 0.001 et 0.008 est de 99.00%. La 
valeur de l'écart type associée aux simulations (0.00145) est quasi identique à celle 
calculée avec la méthode statistique (0.00144). La figure 4.9 présente la contribution de 
chacun des composants à la variabilitb totale associée à L'espace de vide. Comme dans 
le cas précédent, les composants qui contribuent le plus et le moins à la variabilité totale 
sont XI et E respectivement. 
4 3  : ConMbntiai des composants i la variabüit& totale avec Ia loi uniforme 
Les résultats de la méthode de simulation de Monte Carlo viennent confirmer les 
résultats obtenus à i'aide de la methode statistique. La modification apportée sur les 
tolérances des composants X2 et X3 a aussi été simulée pour pouvoir comparer les 
résultats des deux méthodes. 
Les figures 4.10 et 4.1 1 présentent le graphique des fiéquences et les statistiques 
descriptives pour ces 5000 nouvelles simulations. 
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Ffniite 4.10 : Graphique des frlquences avec la loi uniforme et les nouveiies tolLrances 
va* 
4.11 : Statistiques descriptives avec I t  loi unifortue et les noavek tolérances 
Le pourcentage des données se situant entre 0.002 et 0.008 est maintenant de 100% avec 
une tolérance de 0.001 et 0.0005 pour les composants X2 et Xj respectivement. L'écart 
type associe aux simulations (0.00092) est presque identique à celui calculé avec la 
m6thode statistique (0.00091). 
La contribution des composants sur la variabilité totale est présentée A la figure 4.12. On 
remarque que deux des composants conmibuent pour plus de 80% de la variabilité : X2 et 
XI. Toutefois, la contribution de XI passe de 15.2% à plus de 40.2%. 
4.12 : Contribution h la variabWC totale avec les nouvelles tolérances 
4.8.2 htude d'un cas non lindaire 
Reprenons l'exemple de la pédale d'embrayage présente dans le chapitre 3. La fonction 
mathimatique ainsi que les valeurs cibles et les tolérances de chacun des composants 
étaient : 
La valeur cible désirée ( r : )  et la toléruies désirée (T:) pour Y ont été fixées à 
0.1200f 0.030 soit l'intervalle (0.090~0.150). ûn se souvient que la valeur cible 
calculée de Y (G), calculée avec les valeurs nominales initiales des composaats~ était de 
0.1225. 
Le calcul des dérivées partielles des composants avait donné 
On suppose que la tolérance est égale à trois fois l'hart type. La tolérance calculée de Y 
est donc : 
On remarque que cette tolérance est plus petite que la tolérance dés& de 0.030, En 
calculant un intervalle autour de la valeur cible calculée, on obtient l'intervalle (0.09958, 
0.1454). La comparaison de l'intervalle calculé avec l'intervalle désir6 (0.090, 0.150) 
nous permet de conclure qu'il n'est pas nécessaire d'intervenir. Encore une fois, cette 
conclusion est en contradiction avec ce qui a été décidé avec la méthode du pite cas. 
L'exemple de 1a pédale d'embrayage a aussi ét6 analyse à l'aide de simulations. La 
distribution d'une loi normale a été utilisée pour chacun des quatre composants en fixant 
L'écart type à la tolérance divis& par trois. Le nombre de simulations a été fixé B 10000. 
Le rapport provenant de Ctystal Bull avec l'ensemble des hypothéses et des résultats 
pour les simulations se trouve en annexe à la fin de ce mémoire. 
La figure 4.13 présente un graphique de fréquences des 10 000 simulations. La case 
"Certainty" dans le bas de la figure présente le pourcentage de domdes se situant entre 
0.0991 et 0.1 453. Dans le cas actuel, le pourcentage est de 99.67. La figure 4.14 
présente l'ensemble de statistiques descriptives sur Y. On remarque que L'écart type 
associé aux simulations (0.00769) est presque identique à celui calcul6 lors de 
l'application de 1s méthode statistique et qui était de 0.00764 - T; . 
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-4.13 : Graphique des fréquences pour le cas non Uneaire 
4.14 : Statistiques descriptives pour le cas non linéaire 
Sur les 10 000 valeurs de Y, 33 sont des valeurs extrêmes (Outliers). Les figures 4.15 et 
4.16 présentent les résultats sans elles. 
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4.15 : Graphique des fréquences sans les valeurs extrêmes pour le cas non linéaire 
4.16 : Statistiques deseriptivcs sans les vaieurs extrêmes pour le cas non linéaire 
Le pourcentage des valeurs se situant dans l'intervalle (0.0991, 0.1453) est maintenant 
de 100%. De plus, on remarque une légère baisse de l'écart type qui passe de 0.007688 
à 0.07553. 
La figure 4.17 montre que les variables X, et XI conhibuent i 99.4% de la variabilité de 
la variable Y et leur contribution individuelle est à peu près égale. Les composants X2 et 
Xj ont une contribution négligeable à la variabilité de l'assemblage. 
- - - -  
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4.17 : Contribution d u  composants h la vuiPbüitb totale pour k cas non héaire 
Comme pour la métbode d'analyse statistique, la mbthode avec simulations nous permet 
de conclure qu'aucune intervention n'est nécessaire. L'angle de contact devrait se situer 
à l'intérieur des limites désirées avec les valeurs nominales et les tolérances initiales. 
4.8.3 Analyse économique pour le cas non Iinbake 
Les conclusions faites avec la méthode statistique et la méthode avec simulations entrent 
en contradiction avec ceux provenant de la méthode du pire cas. Supposons que les 
concepteurs décident tout de même d'appliquer la modification sur les tolérances des 
composants XI et X,. On se souvient que les nouvelles tolérances avaient été fixées à 
0.120 pour les deux composants. Par expérience, les concepteurs savent que la perte (A) 
associée à une mise au rebut ou A la réparation d'un produit non satisfaisant est de 100%. 
Donc, la valeur de k dans l'équation de la perte moyenne quadratique sera égale à 
L'équation de la perte moyenne est la suivante 
En supposant que l'écart type de chacun des composants est égal à la tolérance divisée 
par trois, nous obtenons les valeurs initiales et les nouvelies valeurs des écarts types de 
chacun des composants. 
Le coat additionnel pour passer d'un écart type de 0.052 à 0.040 est de 1.00 $ pour le 
composant XI et de 0.95 $ pour le composant X4. Le tableau 4.3 présente l'ensemble des 
calculs pour l'analyse économique. 
: ficarts typa des composants 
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L'appmche statistique a pour princ'ial avantage de tenir en compte toute la distriiution 
alors que la méîhode du pire cas ne tient compte que des valeurs extrêmes, En effet, la 
méthode statistique tient compte du fait qu'il est très peu probable que tous les 
composants se situent à l'une ou l'autre de leurs valeurs extrêmes. On peut aussi tenir 
compte l'indice de capabilité du procédé de fabrication des pièces. Un autre avantage 
est la possibilité de pouvoir identifier les composants qui peuvent être critiques dans un 
assembIage. De plus, on peut effectuer une analyse de senshilit& ce qui est avantageux. 
Cependant, la fiabilité des résultats dépend beaucoup de l'exactitude du modèle et de 
son approximation par le developpement de Taylor. 
L'utilisation des simulations vient nous rendre la tâche plus fxile tout en nous 
permettant de pouvoir tenir compte de la distribution associée aux variables X, et ce sans 
calcul additionnel. 
Ce chapitre présente des rnodifïcatioas proposées par plusieurs auteurs à l'approche de 
conception robuste de Taguchi, Nous aborderons de nouvetles méthodes d'analyse des 
tolérances autres que l'approche du pire cas et l'approche statistique. 
5.1 Méthode intégrée de design des paramLtres et des tolierances 
5.1.1 Introduction 
La philosophie d'optimisation proposée par Taguchi consiste à réduire la variabilité de 
la variable Y en déterminant les valeurs optimales des variables X;- sans se soucier de leur 
tolérance : c'est la phase de design des paramktres. Ensuite, lors de la phase de design 
des tolérances, on ajuste les tolérances des variables d'entrées. Cette méthodologie 
correspond à une optimisation en deux phases : optimisation des valeurs nominales et 
ensuite détedation des tolérances autour des valeurs nominales, 
Valeurs nominales 
opiimaics : X, 
5.1 : Phases du pnicéât d'opttmbrtka de Taguchi 
5.1.2 Methode de Li et Wu 
Une optimisation simultanée sur les valeurs nominales et les tolérances a été proposée 
par Li et Wu (1999). Le principe de cette démarche repose sur l'idée de définir la 
fonction des coûts totaux à l'aide des valeurs nominales et des tolérances pour ensuite en 
faire l'optimisation. 
Au chapitre 2 nous avons vu que la fonction de perte quadratique sert à quantifier les 
coûts associés à un manque de qualité. L'avantage de cette fonction repose sur le fait 
qu'iI est possible de décomposer la perte moyenne en deux termes : la variance et la 
déviation de la moyenne de la variable de réponse y par rapport à la nominale visée yo. 
On suppose que chaque xi provient d'une distribution normale de moyenne égale à une 
valeur nominale (x:) et de variance of. Il est courant de définir la tolérance Ti comme 
étant égale à trois fois l'écart-type ( q  = 3ai). Il existe d'autres façons de définir les 
tolérances (Evans, I974), mais la définition I j -  = 3ai est la plus courante. L'hypothèse 
de normalité sur les composantes du système permet de récrire la fonction de perte 
2 - moyenne Q en fonction de xf et oi , ou î'équivalent Ti : &O,?) où xo = (x:, x:, .. . , x.) 
Si on ajoute les coQts associés aux tolétances des variables d'entrées 4 on obtient une 
fonction globale F à optimiser : 
où ci&) est le coût associé à c. 
L'approche intégrée consiste donc à minimiser l'équation ci-dessus tout en tenant 
compte des valeurs nominales et des tolérances. Bien que très logique du point de vue 
conceptuel et théorique, cette nouvelle approche n'est pas facile à implanter et demande 
une certaine prudence au niveau du développement. La principale difficulté repose sur 
l'estimation efficace de la fonction de perte moyenne Q. Les auteurs suggèrent trois 
méthodes pour l'estimation des composantes de la fonction des coûts totaux. 
5.1.2.1 Développement en série de Taylor 
Une méthode simple consiste à linéariser la fonction qui relie la variable de sortie aux 
variables d'entrées en utilisant une série de Taylor. Cette méthode a déjà été abordbe 
lors de l*application des méthodes d'analyse des tolérances dans le cas où la fonction est 
non linéaire. Dans le cas présent, l'idée est d'estimer les termes de l'équation des coûts 
totaux en passant par le calcul de dérivées partielles. L'expression 5.3 présente le 
premier tenne d'une série de Taylor : 
L'estimation de la variance de l'assemblage (a:) passe par le terme de premier ordre de 
la serie de Taylor : 
L'estimation du deuxième tane de 1s fonction des coûts totaux bY repose sur 
l'estimation de la moyenne de l'assemblage. Cette estimation se fait à l'aide d'une série 
de Taylor du deuxième ordre : 
n-l n 
+ ~ ~ d ï ( x ,  - p)(x, - x ; )  
i=l j>i 
En prenant l'espérance de l'équation (5.5) on obtient 
en supposant l'indépendance entre les variables d'entrées. Alors 
En plaçant ces approximations dans l'équation (5.2), on obtient : 
L'étape suivante consiste B optimiser cette fonction en trouvant le minimum de celle-ci. 
Cependant, la résolution de cette équation est fortement liée aux ressources nécessaires 
pour évaluer les dérivées partielles. Si la fonction g est de fonne déterminée, dors di et 
di[ peuvent être obtenues à l'aide d'un programme mathématique adapté à ce type de 
problème. Dans le cas où la fonction n'est pas de forme analytique déterminée, alors la 
méthode d'implantation utilisant le développement en séries de Taylor n'est pas 
envisageable. La seule méthode consiste B utiliser des simulations de Monte Carlo. 
5.13.2 Simulation de Monte Carlo 
Cette méthode permet d'estimer la fonction de perte moyenne de l'équation des coûts 
totaux à l'aide d'une série de simulations. L'approximation de cette demière peut être 
fait à l'aide de la somme finie suivante : 
où 2 est l e i m  échantillon simulé de la distribucion ; =(x, ,x,,...,x, ) et N le nombre 
de simulations. Lorsque l'approximation de Q par Qnr est faite, des programmes 
mathématiques d'optimisation adaptés permettent d'optimiser la fonction des coûts 
totaux. 
Cette méthode à l'avantage d'être applicable dans le cris où la fonction n'est pas de 
forme déterminée. Il est aussi possible de réduire le nombre de simulations en utilisant 
des arrangements orthogonaux hyper graeco-latin. 
5.1.23 Tableaux orthogonaux basés sur la methode de Monte Carlo 
Les avantages des arrangements orthogonaux ont déjà ét6 mentionnés dans te chapitre 2 
lors de la description de la stratégie de Taguchi. Dans le cas présent, ces arrangements 
servent à réduire le nombre de simulation. 
La première étape de cette méthode consiste à choisir des points représentatifs qui 
serviront à simuler une variable xi dont la distn'bution suit une loi normale de moyenne 
x/ et de variance o: ( ~ ( x p ,  0:) ). C'est à partir de ces k points représentatifs que les 
simulations de Monte Carlo seront faites pour les R" combinaisons possiîles des n 
facteurs et que la fonction de perte Q sera approximée. 
Lorsque le nombre de niveau de chaque variable est fixé à trois, il est m u e n t  d'utiliser 
les points représentatifs suivants (Taguchi, 1986) : 
3 
où ,/-oi comespond à une certaine déviation de la moyenne (x:). Si on suppose que In 
2 
variable xi ne peut prendre que les valeurs x; - A,, n; et xp + A,, ou Ai correspond à 
une déviation exprimée en écart-type, alors la variance de cette distniution à trois 
valeurs est : 
d'où 
Dans ce cas, le nombre de simulations est égal à 3" ou n est le nombre de variables. 
Dans le cas d'une fonction à deux variables, la fonction de perte sera approchée par : 
oh x f )  conespond aux neuf combinaisons de [ x ~ - ~ ~ ~ ~ ~ ~ , ~ ~ + ~ ~ ~ )  et 
Puisque le nombre de simulations augmente assez rapidement a mesure que le nombre 
de variables augmente, l'utilisation des tableaux orthogonaux s'avère être un outil 
pratique et constitue la deuxième étape de la démarche. L'utilisation des tableaux 
orthogonaux conduit à une réduction du nombre d'itérations pour I'opiimisation de la 
fonction des cofits totaux. 
5.1.3 Conclusion sur !a méthode 
Finalement, le besoin de combiner les phases de design des paramètres et design des 
tolérances avait déjà ét6 proposé par Bisgaard et Ankenman (2995), mais sans qu'une 
méthodologie d'application simultanée des deux phases ne soit développée. Ceux-ci ont 
plutôt proposé une approche itérative mettant l'accent sur la phase de design des 
paramètres. Une méthodologie itérative a aussi été suggérée par Chan et Xiao (1995). 
La methode intégrée de Li et Wu en est une d'optimisation simultanée sur les valeurs 
nominale et les tolémces. Cependant, L'application de la méthode peut s'avérer 
complexe & cause de l'estimation de la fonction de perte moyenne qui doit être faite et 
qui peut être difficile. 
5.2 Méthode eombtiide de Wapc Taylor 
5.2.1 Introduction 
L'utilisation de la méthode d'auaiyse du pire cas ou encore la méthode statistique 
supposent que toutes les variables soient étudiées sous les mêmes conditions. Or, il 
arrive que le comportement de certaines variables plus critiques soit mieux décrit par la 
méthode du pire cas, alors que pour d'autres l'approche statistique est plus appropriée. 
Malheureusement, l'utilisation des méthodes malytiques présentées dans les chapitres 3 
et 4 ne permet pas de décrire les variables d'un même système sous différentes 
conditions. De plus, I'hyporhése voulant que le procédé soit centré sur sa vdeur 
nominale sur une longue période de temps n'est pas toujours vérifiable. Une déviation 
de la moyenne du procédé peut avou un effet nefaste sur un assemblage en termes de 
coûts de nonqualité. 
Wayne Taylor (1997) a proposé une nouvelle méthode d'analyse des tolérances qui se 
veut être une combinaison de la méthode d'analyse du pire cas et de la méthode 
statistique. Comme pour toutes les mdthodes d'analyse des tolhnces, l'objectif premier 
est de prédire le comportement de l'assemblage à partir des informations provenant du 
comportement des composants qui le forment. Le processus d'analyse des tolérances de 
Taylor a l'avantage de pouvoir décrire de fqon plus précise le comportement des 
composants et ainsi prévoir le comportement de l'assemblage avec plus d'exactitude. 
De plus, il est possible de faire abstraction de l'hypothèse voulant que le processus de 
fabrication des composants soit centré sur la valeur nominale. 
5.2.2 Description de la méthode 
Cette nouvelle approche repose sur une valeur nominale, h laquelle est associée une 
tolérance, et sur un écart-type dit maximum. Le modèle est décrit par l'inégalité 
suivante : 
Le terme de gauche corcespond ii ce cpi est utilisé lors de l'analyse des tolérances par la 
méthode du pire cas. A ce dernier terme est associé une deviarion maximale que Taylor 
associe ii l'écart type de la méthode d'analyse statistique. Graphiquement, le modèle de 
Taylor peut être représenté de la façon suivante : 
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5.2 : Distributioi d'un procédé non centre sur sa valeur nominaie 
Dans un tel contexte, les exigences sont davantage reliées au procédé de fabrication qu'à 
la pièce proprement dite. Pour cette raison, l'approche de Taylor se rapproche 
davantage de l'analyse statistique, mais avec la différence que cette dernière méthode 
n'exige pas que le procédé soit centré sur la videur nominale comme c'est souvent le cas 
lorsque l'on applique la méthode statistique en supposant T,, =kg . Comme pour les 
variables d'entrée (XJ d'un procédé, le modèle de Taylor est applicable à une variable de 
sortie Y. A partir des résultats des variables d'entrées, il est possible de calculer la 
valeur nominale, la tolérance ainsi que l'écart type maximal de Y. 
Étant un mélange des deux approches ptésent6es dans les chapitres 3 et 4, les calculs des 
différents ternes de l'équation (5-14) sont sensiblement les mêmes que ceux déjà vus. 
Les formules pour la valeur nominale et la tolérance de Y sont les mêmes que celles 
utilisées dans un cas d'analyse par la mbthode du pire cas : 
P m  ce qui est du calcul de l'écart type maximal associé à Y (u,), ce denier est 
fonction de la variabilité de chacun de ses composants (O$) tel qu'énoncé dans la 
chapitre 4 lors de la description de la méthode d'analyse statistique. 
5.2.3 Fiexibilité de l'approche de Taylor 
La méthode de Taylor permet donc de combiner la méthode du pue cas et la méthode 
statistique afin de mieux décrire le comportement de chacun des composants. En effet, 
en utilisant la méthode du pire cas, c'est comme si chaque composant ne pouvait prendre 
qu'une seule valeur (sq - Txi ou rXi + Txi ) et que i'écart type gui lui était assrnit5 était 
de zéro. Par contre, si la méthode statistique était utilisée, alors nous aurions une valeur 
nominale i Iaquelie serait associé un écart type (rxi 2 o x i )  Donc, la méthode de 
Taylor permet de pouvoir supposer que la valeur nominale peut varier 
(% - Txi ou rxi + Txi ) et qu'il y a une certaine variabilité autour de ces valeurs. 
5.2.4 Exemple d'appiication de lr méthode 
Un assemblage est fom6 de quatre composants qui doivent être empilés les uns sur les 
autres. La valeur nominale et la tolérance des quatre composants sont de lcm et O.Olcm 
(1.00 I 0.01) et les contraintes d'assemblage de 3.93 et 4.07cm. Le fabricant affirme 
que les quatre composants ont une d6viation maximale qui ne devrait pas dépasser 
0.OOScm. Le modèle de Taylor pour chacun des composants est le suivant : 
A partir de ces informations, il est maintenant posibk de déterminer la valeur nominale, 
la tolérance ainsi que l'écart-type pour l'assemblage. 
La figure 5.3 présente le madéle de Taylor pour l'assemblage d'un point de vue 
graphique. 
53 : Exemple d'appiication de la mhthode de Taylor 
La figure 5.3 indique que l'assemblage satisfait aux exigences de fabrication de 3.93 et 
4.07cm. il est possible de conclure qu'aucune modification n'est nécessaire pour que 
l'assemblage soit faisable. La méthode de Taylor à l'avantage de nous permettre de 
conclure que l'assemblage est toujours possible même si la valeur nominale se retrouve 
dans un des deux cas extrêmes. 
5.3 Modéle unifié d'analyse des toiérances de Greenwood et Chase 
5.3.1 Introduction 
Comme Taylor, Greenwood et Chase (1987) proposent une méthode d'anaiyse des 
tolérances appelée la méthode uninée et qui est aussi un mélange des deux approches 
déjà décrites. Cette méthode pennet de supposer que les procédés de fabrication des 
composants d'un systkme ne soient pas centrés sur leurs valeurs nominales. La méthode 
unifiée se retrouve sous différentes appellations dans la Littérature : modèle d'estimation 
de la dbviation de la moyenne ou encore modèle incertain de la moyenne. Cette 
mbthode a pour caractéristique de permettre l'inclusion d'une dkiation de la moyenne 
dans le modèle servant à l'analyse des tolérances. 
53.2 Modèle associé P la d t h o d e  
L'étude des tolérances de l'assemblage repose sur deux aspects : la déviation de la 
moyenne et la variabilité de la moyenne. Pour ce faire, un facteur de déviation J, se 
situant entre O et 1, est sélectionné pour chacun des composants formant t'assemblage. 
La tolérance associée ii l'assemblage est représentée par l'équation suivante : 
où O I f, 2 1 est le facteur de déviation associé à la moyenne de la variable X;. La 
n 
première partie de l'équation (x / ,T , ,  ) est une estimation de la déviation de la 
i=l 
moyenne. Cette première sommation est traitée comme le modèle de l'analyse du pire 
cas où les dbviations sont combinées pour donner la plus grande déviation possible pour 
l'assemblage, La seconde partie de l'équation représente la variabilité des composants 
telle que décrite dans un cas statistique. La variance de chacun des composants y est 
réduite par un facteur de (1-fi. Dans le cas présent, on fait l'hypothèse que plus la 
déviation d'un composant est grande, par rapport à sa moyenne, plus la variabilité du 
pmédé sera petite. De plus, on suppose que la variabilité sera égale à plus ou moins 
trois écarts types entre la moyenne et la limite de tolérance la plus près (voir figure 5.4). 
5.4 : Variabiiiti? d'un procédé en fonction de la déviation 
5.33 Parall&le avec la méthode du pire cas et la la mbthode statistique 
Pour faire le paralléle qui existe entre ce que Greenwood et Chase proposent et les 
méthodes présentées dans les chapitres 3 et 4, il suffit de her la valeur des facteurs de 
déviation B O ou 1 .O. Une valeur de O pour tous les j  donne le modèle suivant : 
qui conapond au modèle d'une aualyse statistique. A L'oppod, en fixant toutes les 
valeurs desfi & 1.0, le m d l e  (521) qui en résulte est le même que cehii pour L'analyse 
dite du pire cas. Donc, comme pour i'approche de Taylor, la méthode unifiée d'analyse 
des tolérances permet de mieux décrire le comportement des variables d'enti.8es. Ainsi 
il est possible d'avoir une meilleure idée du comportement de l'assemblage final. 
5.4 Conclusion 
Depuis plusieurs années, les méthodes utilisées pour l'analyse des tolérances se 
limitaient à l'approche de Taguchi et l'utilisation de la méthode du pire cas et la 
méthode statistique. Le besoin de nouvelles approches se faisant sentir, certains auteurs 
ce sont penchés sur la question et ont élaboré de nouvelles approches. Ce chapitre 
résume quelques-unes de ces noiiveiles possibilités d'analyses empirique et analytique. 
Ces nouvelles méthodes ont pour principal avantage d'intégrer les méthodes classiques 
dms une perspective plus globale d'analyse du problème des tolérances. Comme dans 
le cas des autres méthodes, la difficulté principale de toutes ces méthodes réside dans 
leur utilisation par ies équipes de conception de système. 
CONCLUSION 
Nous avons vu que la méthodologie de conception et d'analyse des tolérances est un 
élément important dans les processus de conception et de fabrication des produits. 
L'analyse des tolérances doit devenir une partie intégrante du procédi de fabrication et 
doit être pris en considération dès la conception. Il n'est plus seulement question de 
bien communiquer les tolérances, mais d'analyser les tolérances pour atteindre un 
niveau de qualité supérieur. De plus, les exigences de tolérances doivent tenir en 
compte l'équilibre entre les coûts technologiques et la qualité du produit. C'est 
seulement à la suite d'une analyse rationnelle de l'impact des tolérances que l'on est le 
mieux placé pour répondre à cette question. 
Le systéme de l'ingénierie de la qualité proposé par Taguchi montre bien la place et 
l'impact que peuvent avoir les tolérances durant la conception d'un produit ou d'un 
procédé. Divisée en trois phases, cette philosophie de la qualité vise à concevoir des 
produits et des procédés qui seront robustes aux diffhrentes sources de variations 
incontrôlables. Les outils statistiques sur lesquels repose l'approche de Taguchi ne sont 
pas très complexes. Le défi de I'approche de Taguchi ne réside pas dans la 
compréhension de celle-ci mais au niveau de son implantation dans les entreprises. 
L'analyse des tolérances par la méthode du pire cas est une approche simple et intuitive. 
Cependant, cette méthode devient rapidement inutiiisable A mesure que le niveau de 
complexité croissant des assemblages. L'aspect très conservateur associé à la méthode 
du pire cas peut être un avantage comme un désavantage. Dans le cas d'une 
caractéristique qualité extrêmement critique, la méthode du pire cas peut s'avérer être 
une méthode d'analyse acceptable si on ne peut pas tolérer de risque. Cependant, 
l'utilisation de cette méthode pour des caractéristiques de la qualité moins critiques aura 
pour conséquence d'augmenter mutilement les coûts de production. 
L'analyse par la méthode statistique a pour avantage de prendre en considération toute la 
distribution de la variable de réponse et non pas seulement les cas extrêmes comme avec 
la méthode du pire cas. Il est aussi possible de pouvoir tenir compte de la capacité d'un 
système à fournir des composants de qualité. Un autre avantage à utiliser la méthode 
statistique est l'identification des composants critiques ayant un impact plus important 
sur la variabilité de l'assemblage. Cependant, il n'y a pas que des avantages reliés à la 
cette méthode. La fiabilité des résultats repose sur la précision du modèle servant à 
dkrire la relation entre la caractéristique qualité et les composants qui forment 
l'assemblage ainsi que de l'exactitude des calculs. Un autre désavantage est l'utilisation 
de certaines hypothèses qui doivent être faites afin de pouvoir faciliter certains des 
calculs. 
La contrainte à faire certaines hypothèses dans la méthode statistique peut être 
considérablement allégée par l'utilisation de la méthode de simulation de Monte Carlo. 
L'utilisation de cette méthode permet de pouvoir tenir compte de la distribution associée 
aux variables 4 et cela sans calcul additionnel. L'efficacité de cette méthode repose 
essentiellement sur la performance du logiciel qui servira à réaliser les simulations. 
Les exemples d'assemblage, linéaire et non linéaire, présentés dans ce mémoire nous ont 
permis d'appliquer ces trois méthodes d'analyses. L'application de la méthode du pire 
cas nous a permis de conclure que des modifications étaient nécessaires pour que les 
assemblages soient faits sans probléme. Les conclusions associées à l'application de la 
méthode statistique sont différentes de celles énoncées iî l'aide de la méthode du pue 
cas. En effet, la méthode statistique nous a permis de pouvoir conclure qu'aucune 
modification n'était nécessaire pour que les assemblages répondent à des critères 
préétablis. L'utilisation des simulations est venue confimer les résultats obtenus avec la 
méthode statistique. 
Bien que les trois méthodes d'analyse mentiomées plus haut soient applicable dans la 
très grande majorité des cas d'analyse des tolérances, le besoin de nouvelles approches 
s'est fait sentir. Durant les dernières années, des auteurs ont suggéré de nouvelles 
méthodes d'analyse combinant la méthode du pire cas à la méthode statistique. En plus 
des méthodes analytiques associées A l'analyse des tolérances, tout l'aspect empirique de 
l'approche de Taguchi a été revue par certains auteurs qui en proposent une 
amélioration. Même si ces nouvelles m6thodes nous permettent de mieux caractériser 
les produits (procédés) que mus souhaitons étudier, leur utilisation de ces dernières 
n'implique pas que l'implantation y est plus simple. 
L'objectif de ce mémoire était de démontrer le rôle et l'impact des tolérances et de 
synthétiser les méthodes permettant d'en faire l'analyse. Nous présentons un tableau 
synthèse de l'analyse des tolérances qui résume ce mémoire et qui pouna servir de guide 
à quiconque doit entreprendre une telle étude. 







caracihistiques irès critiques 
Statistique 






Capabilitd des procédés 
prik en considération 
Générale 
Rapi& 
Flexibilité des hypothèses 
sur Ics composants 
caractéristiques 
dimensionnelles 
Peut faire augmenter 1 
inutilement les coûts de 
Fonction de la performance 
du logiciel 
Plus complexe lorsque la 
fonction n'est pas définie 
Distribution de Y 
Réaliste 
Meilleure caractérisation des 
Greenwood et Chase 
Hypothése de normalité 
composants de l'assemb tage 
Réaliste 
Meilleure caract6risation des 
composant de l'assemblage 
Hypothèse de normalité 
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ANNEXEA 
~ S U L T A T S  DES SIMULATIONS POUR L'ETUDE D'UN CAS LI- 
CryaW Ba11 Report 
Simulahion started on 001CL29 at 153216 
Simulation stopped on 001@29 at 15:39:13 
Sensitlvlty C M  
Targot F-I: Espace d. Vid, (V) 
Summary: 
Cerîainty Level is 99,98% 
Certainty Range is from 0,002m 0,008 
Display Range is frPm 0,06210 0,008 
Eare  Rangs is fmm O,W180732428588828 to 0,007787131 91228397 


















5 000 Trials Fmqumcy Chart 1 Outlin 






















0,0054 1 6626 
0,005691 903 
0,008062557 
O.OO7787 1 32 
End of Forecast 
Normal dimibuiian viîh pararneàrn: 
Mean 1 ,M) 
Standard Dev. O . a m 3 3  
Selected range is h m  -1nfiniry to 4nfinity 
Mean value in simulation vres 1.00 
Cell: 83 
Cell: 64 
Normal distribution viith paremeters: 
Mean 200 
Standard Dev. omoo0se7 
Selected range is from -1nfinity m iinfinity 
Maan value in simulation HBS 206 
Normal distribution Hith paramien: 
Mean 1,50 
Standard Dev. 0,000333 
Selected range is from - I n W i  m 4nfinity 
Mean value in simulation wes 1 , s  
Normal distribulion vulh parameters: 
Mean 4,51 
Standard Dev. 0,0001 67 
Selectad range is from -1nfinity to tlnfinity 
Mean valw in simulation w s  4,51 
Cell: 05 
Cell: 86 
End of Assumptlons 
ANNEXE B 
R~~~ULTATS DES DlULATIONS POUR L'ETUDE D'UN CAS LINÉAIRE AVEC 
UNE LOI UNIFORME 
Ciystd Ball Report 
Simulalion started on m11-11 at 1224:53 
Simulation stopped on 0(211-11 at 12:26:48 
Forecart: Espace de Vtde IV) 
Summary: 
Cenainty Level is 99% 
Certainty Range is from 0,Wl to 0.008 
Display Range is from 0,001 # 0,004 
Entire Range is from 0,00100899519329346 m 400894117308614839 














Mean Std. Ertor 
Value -
5000 
I Fomiiit: Es- do VWI (V) I 
5 000 Trials Fnqumy Chart 
108 t O"," i 
Forecist: Espic8 do Md8 (VI icont'd) 
Percentiles: 
Value 
End of Forecast 
Assumption: X I  
Unifom disbibution Hiîh parameten: 
Minimum 0,990 
Maximum 1,001 
Mean value in simulation ws 1,00 
Assumption: X2  
Unifon distribution uilth parameters: 
Minimum 1,998 
Maximum 2.002 
Mean value in simulation HBS 200 
Unhrm disaibution Hiih parameters: 
Minimum 1,499 
Maximum 1,501 
Mean value in simulation ws 150 
Unifonn disaibution vtith parameters: 
Minimum 4.5045 
Maximum 4,5055 
Mean value in simulation w s  4.51 
End of Asmnptiis 
ANNEXeC 
~ S U L T A T S  DES SIMUIXI"I'0NS POUR L'ETUDE D'UN CAS LIN~AIRE AVEC 
UNE LOI UNIFORME ET LES NOUVELLES ToL~ANCES POURX~ ET X3 
Forecast: Espace de Vlde (W 
Summary: 
Display Range is from 0,0021o 0.00S 
Enb're Range is frorn O,a024û337162250781 to 0,007521 2421941 2085 








































End of Foiecast 
Assumption: X1 
Unifon disaibution paramemn: 
Minimum 0,999 
Maximum 1 ,ml 
Mean value in simulation wi 1.00 
Assumption: X2 Cell: 84 
Unifon disaibution wai parameters: 
Minimum 1,944 
Maximum 2m 
Mean value in simulaiion vais 200 
Cell: 83 
Assumpdon: X3 
Unifonn disuibution v6lh paramemrs: 
Minimum 1,4996 
Maximum 1,5005 
Mean value in simulation ws 130 
Assumpdon: E 
Uniform distribution vu'th paramam: 
Minimum 4 , m  
Maximum 4,5065 
. Mean value in simulation w s  4,51 
End of Assumpaions 
ANNEXED 
R~~JLTATS DES SIMULATIONS POUR L'ETUDE D'UN CAS NON LINhl lW 
Ciyrtd Bi l l  Report 
Simulation started on 00.1029 at 16:45:01 
Simulation stopped on 001029 at 16:48:30 
Ta- Fomrrt: Y: Angk d, contact 
Forecast: Y: Angle de contact Cell: 68 
Summary: 
Certainty Level is 99,67% 
Certainiy Range is from 0,0991 38572707O976 a, 0.l4526i8971443S7 radian 
Display Range is from 0,099138572707û976 to 0,145267897144357 radian 
Encire Range is from O,tX6ûW326817698 to 0,147631 116752287 radian 





























10 000 Trials Fnqmcy Chart 33 Outlirn 
I ; 278 
Forrcrst: Y: Angle de contact lcont'd) 
radian 
End of Forecast 
Assumpdon: X1:Moyeu 
Normal distribulion vdth paramemis: 
Mean 5529 
Standard Dev. 0,062 
Selemd range is fiom -1nfinity m tlnfinity 
Mean value in simulation m s  55,29 
Assumpdon: X2 : Roul. Bille 
Normal distribution viith parameters: 
Mean 2236 
Standard Dev. 0,- 
Selemd range is irom -1nfinity m iinfinily 
Mean value in simulation vas 22,88 
Cell: 83 
Cell: 04 
Assumption: W : Roul. Bille 
N m a l  distribution Hith parameten: 
Mean 2286 
SCandard Dev. 0.0043 
Selecîed range is frcm -1nfinity io ilnfinity 
Mean value in simulation WBS 2286 
Assumpdon: X4 : Cage 
N m a l  disuibuaion ~4th parameters: 
Mean 101,W 
Standard Dev. 0,052 
Selecied range is from -1nfinity ap 4nfinity 
Mean value in simulation ws 101,60 
End of Assumplions 
