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ABSTRACT
The problem of detecting changes in a scene and segmenting the foreground from background is still
challenging, despite previous work. Moreover, new RGBD capturing devices include depth cues,
which could be incorporated to improve foreground segmentation. In this work, we present a new
nonparametric approach where a unified model mixes the device multiple information cues. In order
to unify all the device channel cues, a new probabilistic depth data model is also proposed where we
show how handle the inaccurate data to improve foreground segmentation. A new RGBD video dataset
is presented in order to introduce a new standard for comparison purposes of this kind of algorithms.
Results show that the proposed approach can handle several practical situations and obtain good results
in all cases.
1. Introduction
Background subtraction is a widely used technique for de-
tecting moving foreground objects in image sequences. It is
considered the first step in many computer vision algorithms.
Foreground segmentation, provides an important cue for nu-
merous applications in computer vision, such as surveillance,
tracking, recognition and human pose estimation. The main
objective is to detect objects that do not belong to the scene
by comparing the current observation with previous references.
This reference can be a single image or a more complex model
of the real scene, called scene model. A scene model is a sta-
tistical representation of the scene, and it is updated to adapt to
variations of its conditions.
This problem has been widely addressed in the literature. Re-
views can be found in [? ? ]. Despite this previous research,
there is no universal technique covering all requirements of
applications for which the foreground of a scene must be de-
tected [? ]. In [? ] several important challenges of background
subtraction were described. Some of them are strongly related
to the nature of color information, such as: shadows, changes in
scene illumination, camouflage and foreground aperture. These
problems continue to be challenging for modern approaches, as
described in [? ], where 29 different algorithms were evaluated
and compared.
A feasible solution to overcome these problems consists of
adding physical information to the background model. For ex-
ample, geometrical descriptions of buildings may be added to
help to predict shadows [? ].
Different approaches for obtaining 3D information of the
scene were proposed using stereo devices or camera net-
works [? ]. Depth measures provide geometrical information
about the scene where each pixel value represents the distance
from the device to the point in the real world. To obtain an
accurate dense map of correlations between two stereo images,
time-consuming stereo algorithms are required. Without spe-
cialized hardware, most of these algorithms are too slow for
real-time background subtraction. In addition, multi-camera
networks introduce other problems, such as camera installation,
calibration and data fusion.
Currently, low-cost RGBD devices that are able to capture
depth and color images simultaneously at frame rates up to 30
fps are available off the shelf. These devices have certain lim-
itations such as lower sensitivity at long distances, the produc-
tion of depth camouflage and absent observations due to scene
characteristics.
Our aim is to use this type of noisy depth information in a
unified model that mixes multiple information cues from the
devices. We present a new per-pixel scene modeling approach
which uses both depth and color information. We propose a
model that keeps a sample for each pixel of the scene and esti-
mates the probability that a newly observed pixel value belongs
to the background. The model estimates these probabilities in-
dependently for each new frame. The model is updated in each
iteration of the algorithm, depending on partial results. The
model adapts itself to changes in the background process and
detects targets with high sensitivity.
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2We construct our model using a Kernel Density Estimation
(KDE) process. KDE has been already used in other state-of-
the-art techniques. In particular, in [? ], KDE has been ap-
plied using only color information with good results. When us-
ing a Gaussian Kernel, the probability density function can be
thought of as a generalization of the Gaussian mixture model,
in which each single sample is considered to be a Gaussian dis-
tribution by itself. However unlike in the Gaussian Mixture
Model, in KDE no mixture parameters need to be estimated.
This allows us to estimate the density function more accurately,
without assumptions about the density model, depending only
on recent information from the sequence.
Adding a depth channel to the KDE background model is not
an obvious process because the depth channel differs in its char-
acteristics from color channels. In particular, the depth channel
has a significant amount of missing information from instances
in which the sensor is unable to estimate the depth at certain
pixels. In this paper, we show how to handle the inaccurate
depth data in the proposed nonparametric scene model. For this
purpose, we properly define the absent depth observations to in-
clude them in the scene model. The key idea is that pixels that
cannot be classified as background or foreground are classified
in a new undefined class. Therefore, absent observations can be
handled in a unified manner. In addition, after the introduction
of depth data, the proposed scene model is capable of instantly
detecting the changes in the background objects.
To properly evaluate the proposed method, we built a new
dataset inspired by one of the most widely used color-based
datasets [? ]. Each of the proposed sequences is focused on one
of the main challenges when both color and depth information
are used.
The paper is organized as follows. In Section 2, we describe
the related work. In Section 3, we describe the challenges of
depth data. In Section 4, we define the proposed scene model,
and we explain how depth information is used to construct a
unified model. Adaptation to scene changes is discussed in Sec-
tion 5. In Section 6, we describe an experimental configuration
of the proposed algorithm. The results of the evaluation are
described in Section 7. Finally, we present the conclusions.
2. Related work
There is a large body of literature on the subject of back-
ground subtraction. We refer to some comprehensive surveys
about this subject [? ? ? ? ? ]. We focus here on approaches
that fuse color and depth information. Most of these tech-
niques modify traditional background subtraction approaches
by adding one extra channel for depth (in addition to the color
channels) and suggesting some heuristics to address the hetero-
geneous characteristics of these different cues.
In [? ], the authors proposed an approximation to Gaussian
mixture modeling to describe the recent history of color and
depth scene observations at each pixel. A multidimensional
Gaussian mixture distribution is constructed, with three com-
ponents in a luminance-normalized color space and one depth
channel. Special processing is performed to address absent
depth pixels. This enables foreground decisions to be made
when the depth model for a pixel is invalid but its latest depth
observation is valid and it is connected to regions where fore-
ground decisions have been made in the presence of valid back-
ground data. No update phase is described; therefore, this algo-
rithm can only be used in static scenes.
In [? ], a new Mixture of Gaussians approach is proposed,
where depth and infrared data are combined to detect fore-
ground objects. Two independent background models are built
using depth and infrared information. Each pixel is classified by
binary combinations of foreground masks. The performance of
this approach is limited because a failure of one of the models
affects the final pixel classification.
Camplani et al. [? ] proposed a per-pixel background model-
ing approach that fuses different statistical classifiers based on
depth and color data by means of a weighted average combina-
tion that takes into account the characteristics of depth and color
data. A mixture of Gaussian distributions is used to model the
background pixels, and a uniform distribution is used for mod-
eling the foreground. The same authors presented another ap-
proach in [? ] based on the fusion of multiple region-based
classifiers. Foreground objects are detected by combining a
region-based foreground depth data prediction with different
background models, providing color and depth descriptions of
the scene at the pixel and region levels. The information given
by these modules is fused in a mixture-of-experts fashion to
improve the foreground detection accuracy.
ViBe is a per-pixel algorithm, based on a Parzen windows-
like process [? ]. The update is performed by a random process
that substitutes old pixel values with new ones and then samples
the spatial neighbourhoods to refine the per-pixel estimates.
ViBe gives acceptable detection results in many scenarios, but
it has problems with challenging scenarios such as darker back-
grounds, shadows and frequent background changes [? ]. In [?
], a new ViBe approach is presented using RGB and ToF (Time-
of-Flight) cameras. Each model is processed independently and
the foreground masks are then combined using logical opera-
tions and then post-processed with morphological operators.
An adaptation of the Codebook [? ] background subtraction
algorithm was proposed by [? ] fusing depth and color infor-
mation to segment foreground regions. A four-channel code-
book was used. Depth information is also used to bias the dis-
tance in chromaticity space associated with a pixel according
to the depth measurements. Therefore, when the depth value
is invalid, the detection depends entirely on color information.
Their results were tested on a public access database with four
different challenging sequences. For each frame in the dataset,
depth information was normalized from 0 to 255, where 255 is
the maximum depth value in that frame, with the resulting loss
of information.
In [? ] the authors presented a background subtraction tech-
nique in which a four-dimensional Gaussian distribution was
used as the first step of the user identification and object recog-
nition surveillance system. No special processing was per-
formed to address absent depth observation pixels. As they used
a single Gaussian approximation, the algorithm was not able to
manage multi-modal backgrounds. A similar problem can be
observed in other approaches, such as [? ] and [? ].
3In the related work there is no general purpose RGBD dataset
that covers all of the desirable types of sequences, with which to
properly evaluate a scene modeling algorithm. Each algorithm
is evaluated using its own dataset and different metrics. That
makes it impossible to perform a unified comparison between
the different methods. For that purpose, we propose a com-
prehensive dataset that covers the challenges that occur when
combining depth and color information.
3. Challenges of depth data
Depth sensors provide partial geometrical information about
the scene, where each pixel depth value is proportional to the es-
timated distance from the device to the point in the real world.
Among several technologies, recently, two types of consumer
depth sensors have become widely popular and accessible: sen-
sors based on structured light and on time-of-flight.
Structured light sensors consists of an infrared (IR) emitter
and an IR camera. It estimates depth by structured light coding
technology. Its IR emitter projects an IR speckle pattern onto
the scene. The IR camera captures the reflected pattern and
correlates it against a stored reference pattern on a plane. These
sensors have a lack of sensitivity and are not able to estimate
depth at all pixels in the scene. The noise in depth measure-
ments increases quadratically with increasing distance from the
sensor [? ].
Time-of-flight sensors resolve the distance based on the
known speed of light. Depth is proportional to the time needed
by the active illumination source to travel from emitter to tar-
get. Typically, IR light is used for this purpose. This technology
provides better accuracy than structured light sensors and is less
susceptible to generate shadows in the scene. Noise can be well
approximated by means of a normal distribution [? ].
Independently of which technology is used, depth data esti-
mated by these devices suffer from several problems, which we
describe here. Fig. 1 illustrates examples of these problems.
1. Depth camouflage (Fig. 1-a): Due to sensor sensitivity,
when the foreground and background are close in depth,
the sensor gives the same depth data values. This makes
it hard to segment the foreground from the background
based on depth.
2. Specular materials (Fig. 1-b): Rays from a single incom-
ing direction are reflected back in a single outgoing direc-
tion without causing the diffusion needed to obtain depth
information.
3. Near objects (Fig. 1-c): Sensors have minimum depth
specifications. Due to the proximity of the foreground
objects, the sensor is unable to measure depth. Typi-
cally, both structured light sensors and time-of-flight sen-
sors have a depth limit of 0.5 meters.
4. Remote parts of the scene (Fig. 1-d): Sensors have maxi-
mum distances at which they can detect depth. Parts of the
scene farther from this distance appear as gaps in depth
images.
5. Non reachable areas (Fig. 1-e): Depending on the imag-
ing geometry and the sensor position, parts of the back-
ground may be occluded. This makes the sensor unable to
estimate the depths at these locations.
6. Shadows (Fig. 1-f): Foreground objects block the ac-
tive light emitted by the sensor from reaching the back-
ground, which causes shadows to be cast on the back-
ground. Thus the sensors are unable to estimate the depth
at these blocked regions. Therefore, RGBD sensors ex-
hibit two different types of shadows: visible-light shadows
in the RGB channels, and IR shadows in the depth chan-
nel. These two different types of shadows are different in
their geometries and in their spatial extents in the image.
When depth cannot be measured at a given pixel, as in cases
2 to 6 above, the sensor returns a special non-value code to
indicate its inability to measure depth. Such pixels appear as
holes in the images with absent depth value. In this paper we
denote these pixels as Absent Depth Observations (ADO).
In the next section, we define a scene model that manages
these data issues using both color and depth information in a
unified way.
4. Non-parametric Scene Model
4.1. Statistical background model
Our model is based on recent scene information. Given the
last n observations of a pixel, denoted by xi , i = 1, . . . , n in
the d-dimensional observation spaceRd, which enclose the sen-
sor data values, it is possible to estimate the probability density
function (pdf) of each pixel with respect to all previously ob-
served values [? ? ]
P(x) =
1
n
|H|− 12
n∑
i=1
K(H−
1
2 (x − xi)) , (1)
where K is a multivariate kernel, satisfying
∫
K(x)dx = 1 and
K(u) ≥ 0. H is the bandwidth matrix, which is a symmetric
positive d×d-matrix.
The choice of the bandwidth matrix H is the single most
important factor affecting the estimation accuracy because it
controls the amount and orientation of smoothing induced [?
]. Diagonal matrix bandwidth kernels allow different amounts
of smoothing in each of the dimensions and are the most
widespread due to computational reasons [? ]. The most com-
monly used kernel density function is the Normal function, in
our approach N(0,H) is selected
H =

σ21 0 · · · 0
0 σ22 · · · 0
...
...
. . .
...
0 0 · · · σ2d

where σ2i is bandwith of the kernel in the i-th dimension, i.e.
independence between the different channels is assumed. The
final probability density function can be written as
P(x) =
1
n
n∑
i=1
d∏
j=1
1√
2piσ2j
e
− 12
(x j−xi j )2
σ2j . (2)
Given this estimate at each pixel, a pixel is considered fore-
ground if its probability is under a certain threshold.
4To estimate the kernel bandwidth σ2j for the jth dimension
for a given pixel, similar to [? ], we compute the median abso-
lute deviation over the data for consecutive values of the pixel.
That is, the median, m j, of each consecutive pair in the data
is calculated independently for each dimension. Because we
are measuring deviations between two consecutive values, each
pair usually comes from the same local-in-time distribution and
only few pairs are expected to come from cross distributions.
Assuming that this local in-time distribution is Normal N(µ, σ)
then the deviation is Normal N(0, 2σ2j ). Therefore, the standard
deviation of the first distribution can be estimated as in
σ j =
m j
0.68
√
2
. (3)
To create a fast implementation of the algorithm, the proba-
bility is estimated given the pixel value difference and the Ker-
nel function bandwidth using a precalculated lookup table.
Prior to the use of this scene model, it is necessary to perform
a training stage in which models of color and depth information
are learned and the bandwidth of each channel used is calcu-
lated at each pixel.
4.2. Depth data modeling
The scene model cannot be applied in a standard way because
the sensors ADO requires a special treatment in which depth
is treated as just a fourth channel, in addition to RGB. These
ADOs can introduce errors into our model as well as into any
typical background model. A pixel can be ADO throughout the
sequence or switch in a random manner between ADO and a
valid value.
We distinguish two categories of ADO:
• ADOs provoked by the scene’s physical configuration.
They belong to the background, even in the absence of
foreground objects. These include specular background
materials, remote parts of the scenes and non-reachable
areas.
• ADOs caused by the foreground objects. These include
nearby objects, specular foreground objects and shadows.
We want to differentiate these two classes of ADO pixels (see
Fig. 1). We propose a probabilistic model, which we call the
ADO model. The probability of a pixel being ADO and be-
longing to the background model is denoted by PA. This prob-
ability is calculated for the depth component of each pixel D.
The ADO model is updated for each pixel during the training
stage. PA is calculated recursively as follows:
PA(D0) = 0 (4)
PA(Dt) = α ∗ maskt + (1 − α) ∗ PA(Dt−1) ,
where α ∈ [0, 1] is the update rate, and maskt is a binary value
corresponding to an ADO-mask, where each pixel have value
of 1 if Dt is ADO and 0 if not.
We try to avoid adding an ADO pixel to the background
model. We selected a strategy based on overwriting the pixel
with the previous one. Let Dt, t = 1, . . . , n be the n recently
sampled depth values at a given pixel, Dt is calculated as fol-
lows:
Dt =
{
Dt−1, if Dt = ADO
Dt, otherwise
, (5)
where for D0, we use the inpainting strategy suggested by [? ],
in which the initial image reconstruction algorithm of [? ] tries
to estimate the correct values for ADO regions (see Fig. 2).
The ADO model is calculated for each pixel during the train-
ing phase. Fig. 3 depicts the ADO model’s computation pro-
cess. Pixels with PA higher than a threshold θ are overwrit-
ten with a previous value and incorporated into the background
model. The other pixels remain undefined and are then classi-
fied as the undefined class.
4.3. Background moving object detection
In real scenes, a background object can be moved. Such area
should not be considered part of the background forever; there-
fore, the scene model has to adapt and understand that the scene
layout may be physically updated [? ].Typically, in background
subtraction algorithms, the new background is incorporated into
the model at a speed that depends on the corresponding update
rate. By introducing depth data values, we present a new ap-
proach which permits instantaneous pixel classification.
The idea is based on the fact that if a new depth observation
is located farther than the modelled values, this is probably be-
cause it became part of the background when some object was
removed from the scene. To detect these changes, we compare
the difference between this new observation and the previous
observation with the background model, and we check whether
that difference is larger than the modelled one for each pixel.
The cumulative density function (cdf) over the absolute differ-
ence of two consecutive observations of a pixel allows us to
formalize this idea.
Given the observations D1, . . . ,Dn the ith component of vec-
tor V is defined as Vi = | Di − Di−1 | , ∀ i = [2 . . . n] for all k
possible sensor values, k ∈ {0. . . L}, where L is the maximum
number of depth levels.
Then, we define P(k) = 1n #{Vi : Vi = k},
and
Fx(k) =
k∑
j=1
P( j) . (6)
Finally, given a new observation Dt and the observations
D1, . . . ,Dn, we define the ith component of evaluation set CDt
as the threshold to zero of the difference. That is
CDt,i =
{
Dt − Di, if Dt − Di > 0
0, otherwise
, (7)
∀ i = [1 . . . n]. The evaluation function for background moving
objects detection:
U(Dt) =
∑
∀k∈CDt Fx(k)
n
. (8)
If U(Dt) is higher than a predefined threshold, ξ, the pixel
is considered part of the background. This detection is very
relevant, so physical changes in the scene are detected when
occurs.
55. Model update
In previous sections, we detailed how to detect foreground
regions of a scene given a recent history of samples for each
pixel. This model needs to be updated to properly respond to
changes in the scene. Because the kernel bandwidth estimation
requires all of the samples to be close in time, the update is
performed using a first-in first-out queue: the oldest sample is
discarded and a new sample is added to the model.
Different updating strategies are used to keep the model up-
dated. On one hand, color information tends to have quick vari-
ations due to shadows and varying luminance; therefore, we
consider it an unstable model. On the other hand, depth infor-
mation tends to be more stable.
5.1. Color update
The intensity distribution of the color information can change
dramatically over very short periods of time [? ]. For each
frame, the color model is updated so the model can adapt very
quickly to changes in the background process. A new obser-
vation is added to the model only if it is classified as a back-
ground sample. If a pixel is updated with the foreground color
value, the error will be propagated over time and misclassifica-
tion problems will appear. To avoid the adaptation of the model
to the foreground object characteristics, a higher threshold is
proposed to relax the condition and avoid updating pixels that
are very close to belonging to the foreground.
5.2. Depth update
Unlike color, depth information represents a stable long-term
description of the scene. Therefore, it is not necessary to up-
date the model for each frame as pixel values do not change as
fast as color values. Pixels detected as a part of a background
moving object are automatically classified as background and
their models are updated. In fact, updates to the depth model
are highly related to physical changes in the real-world scene;
therefore, pixels detected as background moving objects (see
Section 4.3) are selected to be updated. In addition, the ADO
model is updated for these pixels during this update phase.
6. Generic Scene Modeling (GSM)
In this Section, we describe an experimental configuration of
the scene modeling algorithm for evaluation purposes. Specif-
ically, we explain the sensor color and depth inputs, including
the algorithm parameters used. Finally, we define the generic
scene model. In Fig. 4 the complete algorithm details are given.
6.1. Depth input
To evaluate the previously defined scene model algorithm, a
Microsoft Kinect 1 sensor is used as an RGBD device. The
devices technology is based on structured light. The image pro-
cessor of the sensor uses the relative positions of the dots in the
pattern to calculate the depth displacement at each pixel posi-
tion in the image [? ]. We use the sensors continuous raw depth
information, where D in [650, 1500] which corresponds to a
valid depth range between 0.5 and 4.5 meters. In addition, for
this sensor, all ADOs have the same value of 650.
6.2. Color input
Usually color information is useful for suppressing shadows
from detection by separating color information from lightness
information. To construct a robust algorithm that is indepen-
dent of illumination variations, we separated color information
from luminance information using a non-luminance dependent
color space. Then, color is defined as a combination of lumi-
nance, hue and saturation. Chromaticity is the description of a
color ignoring its luminance, and it can be described as a com-
bination of hue and saturation. Given the device’s three color
channels R, G, B, the chromaticity coordinates r, g and b are:
r = R/(R + G + B), g = G/(R + G + B), b = B/(R + G + B)
where: r + g + b = 1 [? ]. In our model we use two dimensions:
r and g.
7. Evaluation
The evaluation is performed using two implementations of
the proposed GSM algorithm. GSMUB is used if undefined pix-
els are considered as background and GSMUF is used if unde-
fined pixels are considered as foreground. We used two datasets
to perform the tests.First, we perform the comparison using
a dataset that emphasizes camouflage and shadows problems.
We selected this dataset because it facilitates comparison with
other background subtraction algorithms that use both color and
depth information [? ].
Second, a new RGBD sequence dataset is built inspired by
the WallFlower [? ] dataset, one of the most widely used color-
based background subtraction datasets. This dataset is built to
test all background subtraction issues described in Wallflower
besides the new depth challenges described in Section 3.
Different metrics are used to measure the algorithm’s per-
formance, in each test. All are based on True Positives (TP),
which count the number of correctly detected foreground pix-
els; False positives (FP), which count the number of back-
ground pixels incorrectly classified as foreground; True neg-
atives (TN), which count the number of correctly classified
background pixels; and False negatives (FN), which count
the number of foreground pixels incorrectly classified as back-
ground.
7.1. Camplani Dataset
In [? ], the authors presented a six-video RGBD dataset with
hand-labelled ground truth (see Fig. 5 and Table 1). The authors
compared eight different background subtraction algorithms:
the Camplani algorithm: CLW ; two weak classifiers,CLC and
CLD, defined in their paper; four different implementations of
mixture of Gaussians and ViBe. To perform the evaluation, they
used seven measures: FN; FP; Total error (TE), the total num-
ber of misclassified pixels normalized with respect to the im-
age size; a Similarity measure (S), which is a non-linear mea-
sure that fuses FP and FN; and a Similarity measure in object
boundaries (SB). S is close to 1 if detected foreground regions
correspond to the real ones; otherwise its value is close to 0.
S B is calculated similarly to S, but considering only the regions
of the image surrounding the ground-truth object boundaries
of 10 pixel width. Finally, two different metrics are used to
6Table 1: Characteristics of evaluated sequences from [? ]
dataset.
Sequence GenSeq DCamSeq ColCamSeq ShSeq
Number
of frames 300 670 360 250
Number
of ground
truth
frames
39 102 45 25
Test
Objective
General
scenes
Depth
camouflage
Color
camouflage Shadows
rank the accuracy of the analyzed algorithms. RM ranks each
method for each performance metric for one sequence. RC, a
global ranking of the algorithms across different sequences, is
the mean of RM for each method across all of the sequences.
In Fig. 6, global results are depicted. For each algorithm the
ranking of each sequence is shown (RM). Finally, the RC clas-
sification is performed to establish a global result. Both GSM
and CLW have the best results according to the RC ranking. To
understand the global results, we analyze the performances of
both algorithms for each sequence.
The results in Table 2 show that GSMUF has higher FN due
to the classification of the entire undefined pixels-class as fore-
ground. GSMUB achieves best results. In addition, both of our
proposed solutions achieve better values in contours (SB) than
CLW .
The sequence ColCamSeq (see Table 4) gives results oppo-
site to those of GenSeq. GSMUB has higher FN due to the mis-
classification of all undefined pixels as background. Again, our
method gives better results for both sequences in contours (SB)
and in the similarity measure (S ) than the CLW algorithm.
Our algorithm also achieves the best results in depth cam-
ouflage situations (see Table 3), due to the combination of two
type of information, color and depth, in the same model.
The results in Table 5 show that in shadows our method ob-
tains higher values of FP compared with the CLW algorithm. In
other measurements the proposed method gives better results.
7.2. GSM dataset
The Camplani dataset does not permit the proper evaluation
of scene modeling algorithms due to the impossibility of eval-
uating over illumination changes, bootstrapping or waking ob-
jects, as there are no specific sequences with which to eval-
uate these issues. We built a new RGBD dataset to enable
algorithm comparison and for generalization purposes. This
dataset includes 7 different sequences (see Table 6) designed
to test each of the main problems in scene modeling when both
color and depth information are used. Each sequence starts with
100 training frames and has a hand-labelled foreground ground
truth. In Fig. 7, examples of each sequence of the dataset
can be found. Dataset and algorithm details can be found on
gsm.uib.es.
As for performance measures, we computed them using the
framework of the CVPR 2014 CDnet challenge [? ], which im-
plements the following seven different measures: recall, speci-
ficity, false positive ratio (FPR), false negative ratio (FNR),
percentage of wrong classifications (PWC), precision and f-
measure. Tables 7 and 8 show the specific results of GSM for
each metric and sequence.
A ranking of the tested algorithms is also computed, starting
from the partial ranks on these measures (see Table 9). We use
the RM and the RC metrics, as in the previous evaluation. We
evaluate our proposed algorithm against three different fusion
algorithms: ViBe [? ], a mixture of Gaussians (MoG) imple-
mentation in the Opencv library by Zivkovic [? ] and a back-
ground subtraction algorithm [? ] that uses a Gaussian kernel
(KDE). Following the CDnet rules, each algorithm uses a single
set of parameters.
It is important to notice that adding depth information leads
to more robust scene modeling algorithms due the invariance
of depth information to different types of illumination changes
and the greater sensitivity of color information in cases of depth
camouflage or ADO situations.
To understand the global results, we analyze the performance
of these algorithms for each sequence (see Fig 8). The proposed
algorithm has good results when we test different color situa-
tions. GSMUB and GSMUF prove to be the most stable under
sudden illumination changes (Ls ds), with significant difference
from the other algorithms. In Depth camouflage (Despatx ds)
situations, it is important to notice that the results of KDE ap-
proach are very similar as to those of the proposed algorithm.
This is because, in this sequence, the important information is
the color information and we model that in the same way.
The addition of one geometric dimension to our model per-
mits us to obtain a small advantage in the evaluation of the Time
of Day situations and in the Color Camouflage situations.
The Sleeping ds sequence allows us to test whether the back-
ground object movement detection obtains the expected results.
In Sleeping ds sequence results from GSMUF and MOG are
better than those from GSMUB, as is shown in Table 9. This
occurs because in the last part of the sequence, the user is near
the sensor provoking the apparition of a large region with ADO
pixels.
In the case of shadow evaluation (Shadows ds), KDE algo-
rithm has good results due to special treatment of color infor-
mation to avoid shadows. GSMUF and GSMUB have the best
results, proving that adding depth information can help to avoid
some color problems (see Table 9).
Our proposed algorithm has the best results in Bootstrapping
situations (see Table 9). This sequence is very challenging be-
cause, in the training stage, we have the assumption that depth
information is constant over all frames; therefore, it is possible
to model incorrect distributions, which leads to misclassifica-
tion.
8. Conclusion
We presented a new scene modeling approach, GSM, that
uses both depth and color information in a unified way. We
constructed a background model for each pixel of the scene and
estimated the probability that a newly observed pixel value be-
longs to that model. These probabilities are estimated indepen-
dently for each new frame.
7Table 2: Results for GenSeq. FP: False positives. FN: False negatives. TE: Total error. S: Similarity measure. SB: Similarity
measure in object boundaries.
TE FN FP S SB RM
Avg Std Avg Std Avg Std Avg Std Avg Std
CLW 1.30 0.42 1.49 0.002 1.27 0.01 0.83 0.21 0.53 0.14 3.2
GSMUB 1.38 0.56 1.04 0.78 1.44 0.66 0.83 0.2 0.78 0.11 2.6
GSMUF 1.3 0.52 4.08 15.38 1.3 0.6 0.83 0.2 0.78 0.14 3.2
Table 3: Results for DCamSeq. FP: False positives. FN: False negatives. TE: Total error. S: Similarity measure. SB: Similarity
measure in object boundaries.
TE FN FP S SB RM
Avg Std Avg Std Avg Std Avg Std Avg Std
CLW 2.46 1.82 32.21 0.26 0.66 0.01 0.55 0.14 0.5 10.12 6.2
GSMUB 1.74 1.7 20.45 10.73 0.46 1.57 0.64 0.17 0.54 0.14 3.8
GSMUF 1.65 1.49 22.06 11.6 0.61 1.73 0.65 0.18 0.55 0.14 3.6
Table 4: Results for ColCamSeq. FP: False positives. FN: False negatives. TE: Total error. S: Similarity measure. SB: Similarity
measure in object boundaries.
TE FN FP S SB RM
Avg Std Avg Std Avg Std Avg Std Avg Std
CLW 3.20 2.77 3.52 0.09 2.92 0.10 0.89 0.15 0.77 0.16 4.8
GSMUB 2.3 2.26 7.1 14.5 3.21 6.3 0.9 0.15 0.52 0.11 5.2
GSMUF 2.2 2.27 2.94 5.53 4.36 6.42 0.92 0.08 0.53 0.09 4
Table 5: Results for ShSeq. FP: False positives. FN: False negatives. TE: Total error. S: Similarity measure. SB: Similarity
measure in object boundaries.
TE FN FP S SB RM
Avg Std Avg Std Avg Std Avg Std Avg Std
CLW 0.81 0.35 1.60 0.05 0.68 0.02 0.94 0.04 0.71 0.07 2.80
GSMUB 0.87 0.33 0.98 0.88 0.88 0.42 0.93 0.03 0.76 0.06 3
GSMUF 1.66 0.38 0.14 0.19 1.92 0.44 0.89 0.04 0.65 0.05 4.2
Table 6: Characteristics of evaluated sequences from our dataset.
Sequence Sleeping ds TimeOf-Day ds Cespatx ds Despatx ds Shadows ds Ls ds Bootstraping ds
Number of
frames 200 1231 428 465 330 407 300
Number of
ground
truth
frames
10 23 11 12 11 9 11
Test
Objective
Waking
Object Time of Day
Color
camouflage
Depth
camouflage Shadows Light Switch Bootstraping
Table 7: Complete results for our proposed method, GSMUF , for each category of the evaluation dataset.
GSMUF Recall Specificity FPR FNR PWC F-Measure Precision
Sleeping 0.959 0.961 0.039 0.041 3.981 3.74 0.953
TimeOfDay 0 0.997 0.003 0 0.307 0 0
Color Camouflage 0.981 0.99 0.01 0.019 1.489 3.922 0.993
Depth Camouflage 0.971 0.989 0.011 0.029 2.008 3.878 0.988
Shadows 0.983 0.995 0.005 0.017 1.043 3.931 0.994
LightSwitch 0 0.997 0.003 0 0.343 0 0
BootStraping 0.85 0.995 0.005 0.15 3.907 3.493 0.979
Average 0.630 0.99 0.01 0.08 3.67 2.58 0.71
We constructed our model using a Kernel Density Estima-
tion (KDE) process with a Gaussian Kernel. To construct only
one model, we used a three-dimensional kernel, with one di-
mension to model depth information and two for normalized
8Table 8: Complete results for our proposed method, GSMUB, for each category of the evaluation dataset.
GSMUB Recall Specificity FPR FNR PWC F-Measure Precision
Sleeping 0.808 0.984 0.016 0.192 10.389 3.373 0.98
TimeOfDay 0 0.998 0.002 0 0.187 0 0
Color Camouflage 0.956 0.993 0.007 0.044 2.888 3.851 0.995
Depth Camouflage 0.941 0.992 0.008 0.059 3.388 3.796 0.991
Shadows 0.964 0.997 0.003 0.036 1.813 3.881 0.997
LightSwitch 0 0.999 0.001 0 0.114 0 0
BootStraping 0.743 0.996 0.004 0.257 6.941 3.19 0.984
Average 0.68 0.99 0.01 0.04 1.58 2.71 0.70
Table 9: Evaluation results for all algorithms averaged over all sequences (RM). Last column shows final average ranking (RC).
Bold entries indicate the best result and italics the second one.
Sequence Sleeping ds TimeOfDay ds Cespatx ds Despatx ds Shadows ds Ls ds Bootstraping ds RC
Camouflage Camouflage
GSM-UB 3 1 2 2.857 2 1 2.429 2.457
GSM-UF 1.857 1.429 2.714 2.714 2.571 1.429 2 2.429
MOG [? ] 2.571 2.286 4.571 3.286 3.286 1.857 3.571 3.629
ViBe [? ] 4.286 2.714 2.714 3.143 4.143 2.714 3.857 3.886
KDE [? ] 3.286 1.857 3 3 3 2.286 3.143 3.314
chromaticity coordinates. We modelled sensor Absent Depth
Observations (ADOs) using a probabilistic strategy to distin-
guish the pixels belonging to the background model from those
which are provoked by foreground objects and detected each of
these types of pixels. Pixels that cannot be classified as back-
ground or foreground were placed in a third classification class,
which we called undefined, to classify these pixels.
We developed an algorithm to detect changing background
objects in the same frame in which they move based on the cdf
of the pixel model. Two updating strategies are used, to adapt
the update phase to the different natures of the color and depth
information.
We provided all technical details to allow algorithm repli-
cation, including an algorithm description and the thresholds
we used. We also constructed a new dataset (available at
gsm.uib.es) to evaluate all background subtraction issues in
related work, adding the new depth challenges.
Results show that the proposed algorithm is the most regular,
having good results in a wide range of situations and solving
the problems of the depth data sensors. This means that the al-
gorithm can handle many different situations. We can conclude
that the combination of two types of information in a 3D kernel
helps to achieve better modeling algorithms.
The proposed algorithm has three different classes: back-
ground, foreground and undefined. To enable direct compar-
isons with the state-of-the-art algorithms, we decided to de-
velop two implementations: GSMUF and GSMUB.
Selection between the GSMUF and GSMUB implementations
depends on the final application in which the scene modeling
is used. Basically, we can distinguish two different situations:
In applications where the changes occur at certain camera dis-
tances or when the scene tends to be static, as in surveillance ap-
plications, we recommend using the GSMUB implementation,
as ADO tend to be provoked by remote parts of the scene, spec-
ular materials in the background and shadows that are reflected
in the background of the scene. Instead, if the method is used in
human interaction applications, such as tracking or human pose
estimation, when the action occurs near the camera we recom-
mend using the GSMUF implementation. In this case, ADO
are normally provoked by near objects that appear during the
sequence.
Our algorithm is designed following a per-pixel approach and
is easily parallelizable because each pixel has its own model in-
dependent from the others. During the experimentation process,
new RGBD sensors have appeared with more depth resolution.
It could be interesting to test our algorithm with different de-
vices. It is necessary to remark that our background subtraction
algorithm is not designed only for with Microsoft Kinect. It can
be adapted to different types information cues, such as thermal
imagery.
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9(a) Depth camouflage.
(b) Specular materials.
(c) Near objects.
(d) Remote parts of the scene.
(e) Non reachable areas.
(f) Shadows.
Figure 1: Challenges of depth data: Each row illustrate a dif-
ferent problem. Second column corresponds to depth channel
of Structured light sensor and third column corresponds to to
depth channel of Time-of-flight sensor observations. Black re-
gions in depth images corresponds Absent Depth Observations.
Figure 2: The inpainting process is done over first training
frame in order to overwrite undefined values. In next frames
these values are propagated under the undefined values model.
Figure 3: Training step: In the first frame we apply an inpaint-
ing process. Following depth frames each ADO pixel is over-
written by a previous value. Once this process is done pixels
are added to background model.
Let define an observation x = {r, g,D}, therefore d = 3. θ, γ and ξ are
constant values over all algorithm, where: γ = 10−8, θ = 0.0050 and
ξ = 0.6.
Training stage
Initialization step:
• Image inpainting algorithm to compute D0.
• PA(D0) = 0.
Let (x1, . . . , xi , xn ) be the observations used for modelling the scene for
each Di ∈ xi
Depth treatment:
• Compute the ADO-model: PA(Di) = α∗mask+ (1−α)∗PA(Di−1).
• If Di is ADO-pixel then Dˆi = Dˆi−1 else Dˆi = Di.
• Substitute Dˆi for Di in xi.
Calculate the kernel bandwidth for each dimension d.
• ∀ j ∈ [1..d] compute the median absolute deviation m j for consec-
utive values of observations:
m j =| x ji − x ji+1 | ∀ i ∈ [1 . . . t].
• Calculate de bandwith σ j = m j0.68√2 .
Segmentation stage
Let xt be a new observation
Depth treatment:
• If Dt is ADO-pixel then Dˆt = Dˆt−1 else Dˆt = Dt .
• Measure the probability of a pixel being part of a background mov-
ing object:
U(Dˆt) = 1n
∑
∀k∈CDˆt Fx(k).
• If U(Dˆt) > ξ then xt ∈ background.
Calculate the probability of a pixel being background for all dimen-
sions, d:
• P(xt) = 1n
n∑
i=1
d∏
j=1
1√
2piσ2j
e
− 12
(xn j−xi j )2
σ2j .
• If P(xt) < γ then xt ∈ foreground else xt ∈ background.
• Classify xt ∈ as undefined If Dt is ADO-pixel and PA(Dt) < θ.
Update background model:
• If xt ∈ background then update color model.
• If U(Dˆt) > ξ then update depth model.
Figure 4: The generic scene modelling algorithm for RGBD
devices.
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(a) GenSeq sequence (b) DCamSeq sequence
(c) ColCamSeq sequence (d) ShSeq sequence
Figure 5: Color and depth frames examples for each sequence
of Test I.
Figure 6: Camplani dataset simulation Results (RM). It can
be found results of four different sequences for all tested algo-
rithms and final comparisons. As GSMUF and GSMUB are not
the best for each sequence, are the most regular ones as it can
be seen with the RC line, the lower the better.
(a) Color camouflage sequence
(b) Depth camouflage sequence
(c) Lightswitch sequence
(d) Time of day sequence
(e) Shadow sequence
(f) Waking object sequence
(g) Bootstraping sequence
Figure 7: Sequences of our new RGBD dataset. Each row
shows the depth configuration of each scene and 2 different
color frames.
11
Figure 8: GSM dataset simulation Results (RM). It can be
found results of four different sequences for all tested algo-
rithms and final comparisons. As GSMUF and GSMUB are not
the best for each sequence, are the most regular ones as it can
be seen with the RC line, the lower the better.
