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Abstract
The derivative of self-intersection local time (DSLT) for Brownian motion was
introduced by Rosen [Ros05] and subsequently used by others to study the L2 and L3
moduli of continuity of Brownian local time. A version of the DSLT for fractional
Brownian motion (fBm) was introduced in [YYL08]; however, the definition given
there presents difficulties, since it is motivated by an incorrect application of Itoˆ’s
formula. To rectify this, we introduce a modified DSLT for fBm and prove existence
using an explicit Wiener chaos expansion. We will then argue that our modification
is the natural version of the DSLT by rigorously proving the corresponding Tanaka
formula. This formula corrects a formal identity given in both [Ros05] and [YYL08].
In the course of this endeavor we prove a Fubini theorem for integrals with respect to
fBm. The Fubini theorem may be of independent interest, as it generalizes (to Hida
distributions) similar results previously seen in the literature. As a further byproduct
of our investigation, we also provide a correction to an important technical second-
moment bound for fBm given in [Hu01].
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1 Introduction
Let Bt denote a Brownian motion on R with B0 = 0 and let L(t, x) = Lxt be its local
time at x up to time t. In connection with stochastic area integrals with respect to
local time [Wal83] and the Brownian excursion filtration, Rogers and Walsh [RW91a]
studied the space integral of local time,
A(t, x) :=
∫ t
0
1[0,∞)(x−Br) dr ;
∂A
∂x
= L(t, x). (1.1)
In a companion work on the Brownian local time sheet [RW91b], the occupation
density of A(t, Bt) was investigated. It was also shown in [RW90] that the process
A(t, Bt) −
∫ t
0 L(s,Bs)dBs has finite, non-zero 4/3-variation. An alternate proof of
this fact using fractional martingales was recently given in [HNS12].
In [Ros05], Rosen developed a new approach to the study of A(t, Bt). The mo-
tivation and guiding intuition was as follows. If one lets h(x) := 1[0,∞)(x), then
formally
d
dx
h(x) = δ(x) and d
2
dx2
h(x) = δ′(x), (1.2)
where δ is the Dirac delta distribution. Holding r fixed and applying Itoˆ’s formula
with respect to the Brownian motion Bs −Br gives
1[0,∞)(Bt −Br)− 1[0,∞)(0) =
∫ t
r
δ(Bs −Br) dBs + 1
2
∫ t
r
δ′(Bs −Br) ds. (1.3)
Integrating with respect to r from 0 to t and interchanging the order of integration
leads to
∫ t
0
1[0,∞)(Bt−Br) dr−t =
∫ t
0
∫ s
0
δ(Bs−Br) dr dBs+1
2
∫ t
0
∫ s
0
δ′(Bs−Br) dr ds.
We now note that the first term on the left is A(t, Bt), and the first term on the right
can be expressed in terms of the local time L(t, x). Rearranging, we arrive at
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A(t, Bt)−
∫ t
0
L(s,Bs) dBs = t+
1
2
∫ t
0
∫ s
0
δ′(Bs −Br) dr ds. (1.4)
This formal identity was stated in [Ros05]. We note, however, that there is some
ambiguity, since if we change the definition of h only slightly to h(x) := 1(0,∞)(x),
change the definition of A to A(t, x) =
∫ t
0 1(0,∞)(x−Br) dr, and apply Itoˆ’s formula
in the same manner, we lose the t term:
A(t, Bt)−
∫ t
0
L(s,Bs) dBs =
1
2
∫ t
0
∫ s
0
δ′(Bs −Br) dr ds. (1.5)
This observation shows that care must be taken, as the two different definitions of
A(t, x) agree almost surely. We will see later, in fact, that neither (1.4) nor (1.5) is
correct, and that the deterministic term required is t2 .
Using (1.4) as motivation, Rosen [Ros05] showed the existence of a process α′t(y)
now known as the derivative of self-intersection local time (DSLT) for Bt which is
formally defined as
α′t(y) := −
∫ t
0
∫ s
0
δ′(Bs −Br − y) dr ds. (1.6)
This process was later used in [HN09] and [HN10] to prove central limit theorems for
the L2 and L3 moduli of continuity of Brownian local time.
In [Mar08a], it was rigorously proved that almost surely, for all y and t,
1
2
α′t(y) +
1
2
sgn(y)t =
∫ t
0
LBs−ys dBs −
1
2
∫ t
0
sgn(Bt −Br − y) dr . (1.7)
In particular, if we take y = 0 and use 12(sgn(x) + 1) instead of 1[0,∞) or 1(0,∞), we
obtain
A(t, Bt)−
∫ t
0
L(s,Bs) dBs =
t
2
+
1
2
∫ t
0
∫ s
0
δ′(Bs −Br) dr ds. (1.8)
Note that we have the deterministic term t/2 instead of the terms t or 0 which appear
in (1.4) and (1.5). This arises from the use of
1
2
(sgn(x) + 1) =
1
2
(1[0,∞) + 1(0,∞))
which is justified by the calculations in the proof of our Tanaka formula in Section 4
below. To see an immediate calculation of this term, note that the expectations of the
two integral terms in (1.8) are both 0, by properties of stochastic integrals and the fact
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that δ′ is an odd distribution. The deterministic term must therefore be E[A(t, Bt)],
and by symmetry we have
E[A(t, Bt)] =
1
2
E[
∫ t
0
1[0,∞)(Bt−Br) dr+
∫ t
0
1(−∞,0)(Bt−Br) dr] =
1
2
∫ t
0
dr = t/2.
We will refer to (1.8) as the Tanaka formula for A(t, Bt). The method of proof
in [Mar08a] also serves to give an alternate proof of the existence of α′t(y) and joint
continuity of α′t(y) + sgn(y)t, which Rosen had deduced earlier by other methods.
In [Mar12], yet another existence proof for α′t(y) was given using its Wiener chaos
expansion. Our aim is to extend these results to fractional Brownian motion.
Standard fractional Brownian motion (fBm), with Hurst parameter H ∈ (0, 1), is
the unique centered Gaussian process with covariance function
E(BHt B
H
s ) =
1
2
(s2H + t2H − |t− s|2H). (1.9)
Note that H = 1/2 gives us a standard Brownian motion. In [Hu01], it was shown that
the self-intersection local time of fBm is differentiable in the Meyer-Watanabe sense.
Using Hu’s arguments, for H < 2/3, [YYL08] deduced the existence1 of a process
formally defined by
α˜′t(0) := −
∫ t
0
∫ s
0
δ′(BHs −BHr )s2H−1 dr ds. (1.10)
It was also stated ([YYL08, Eq. (2.4)]) that the identity
H α˜′t(0) = t+
∫ t
0
LB
H
s
s dB
H
s −
1
2
∫ t
0
sgn(BHt −BHr ) dr (1.11)
holds in the sense of distributions, and this reduces to (1.4) when H = 1/2. However,
we will argue that (1.11) is incorrect, and in fact that the definition (1.10) is also not
the proper one needed to study the functionals given on the right side of (1.11). To
begin with, as stated above, (1.8) and the ensuing arguments show that the t term in
(1.4) should be replaced by t2 , and by the same reasoning should in (1.11) as well. The
larger problem lies in the application of Itoˆ’s formula, and the presence of the kernel
s2H−1 in (1.10). Using the fractional Itoˆ formula (Theorem A.8) and arguing as in
step (1.3), with φ(x) = 12(sgn(x) + 1) in place of 1[0,∞)(x), yields
φ(Bt−Br)−φ(0) =
∫ t
r
δ(Bs−Br) dBs+H
∫ t
r
δ′(Bs−Br) (s−r)2H−1ds. (1.12)
1A slightly erroneous bound is utilized in both [Hu01] and [YYL08], as well as in other sources, for which
we have provided a corrected modification in Appendix B.
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Integrating with respect to r from 0 to t and switching the order of integration leads to
A(t, Bt)−
∫ t
0
L(s,Bs) dBs =
t
2
+H
∫ t
0
∫ s
0
δ′(Bs−Br) (s−r)2H−1dr ds. (1.13)
The more natural version of the DSLT of fBm is therefore revealed to be formally
defined by
α′t(y) := −H
∫ t
0
∫ s
0
δ′(BHs −BHr − y)(s− r)2H−1 dr ds. (1.14)
That (1.14) is the correct definition, rather than (1.10), can be intuitively justified by
noting the importance of the set {0 ≤ r = s ≤ t} for any type of intersection local
time, rather than the set {s = 0}. However, the singularity of this kernel at the set
{0 ≤ r = s ≤ t} makes the existence of (1.14) a bit more delicate than that of
(1.10) for H < 1/2. Nonetheless, when H < 2/3, we will be able to show that such a
process exists as a limit in L2(P). In particular, let f1(x) denote the standard Gaussian
density and set fε(x) := 1√εf1(
x√
ε
), so that
fε(x) =
1√
2piε
e−
1
2
x2/ε and f ′ε(x) =
d
dx
fε(x). (1.15)
Note that as ε → 0, fε(x) converges weakly to the Dirac delta distribution, δ(x).
Recall that any L2(P) random variable F measurable with respect to the filtration of
BHs at time t admits a Wiener chaos expansion (see [Nua95]) F =
∑∞
n=0 In(fn),
where In represents the multiple Wiener-Itoˆ integral:
In(fn) =
1
n!
∫ t
0
∫ t
0
· · ·
∫ t
0
fn(v1, v2, . . . , vn)dB
H
vn . . . dB
H
v1 . (1.16)
We are now ready to state our main results. The process α′t(y) is rigorously defined as
the L2(P) limit, as ε→ 0, of
α′t,ε(y) := −H
∫ t
0
∫ s
0
f ′ε(B
H
s −BHr − y)(s − r)2H−1 dr ds. (1.17)
The Wiener chaos can be used to show existence in L2(P), and we have the following
theorem.
Theorem 1.1. For H < 2/3, α′t(y) exists in L2(P). In particular, the Wiener chaos
decomposition for α′t(0) is
α′t(0) =
∞∑
m=1
I2m−1(g(2m− 1, t)) (1.18)
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where g(2m − 1, t) ∈ H⊗2m−1 is defined by
g(2m− 1, t) = g(2m− 1, t; v1, . . . , v2m−1) (1.19)
=
(−1)m
(m− 1)!2m−1√2pi
∫ t
0
∫ s
0
∏2m−1
j=1 ρ
H
r,s(vj) dr ds
(s− r)H(2m−1)+1
and
ρHr,s(x) =
cH
(
s−x
|s−x|3/2−H − r−x|r−x|3/2−H
)
2Γ(H + 1/2) cos(pi2 (H + 1/2))
. (1.20)
Furthermore, we shall prove the Tanaka formula in the following form.
Theorem 1.2. For 0 < H < 2/3, the following equality holds in L2(P) for all y and
t:
H α′t(y) +
1
2
sgn(y)t =
∫ t
0
LB
H
s −y
s dB
H
s −
1
2
∫ t
0
sgn(BHt −BHr − y) dr . (1.21)
As indicated earlier, this can easily be transformed into a formula containing
A(t, Bt) if desired. The rest of the paper is organized as follows. In Section 2, we
prove the existence of α′t(0) in L2(P) for H < 2/3 and discuss a conjecture for the
behavior when H ≥ 2/3. In Section 3 we prove the Wiener chaos expansion which
also extends the existence of DSLT to all y ∈ R. Finally, in Section 4 we prove the
Tanaka formula. For completeness, in the appendices we have included a quick review
of some tools from Malliavin calculus that we have used. One of these tools, a Fubini
theorem for fractional Brownian integrals, is of independent interest as it generalizes,
to Hida distributions, similar results found in [CN05] and [Mis08].
As a side note, we mention that it also may be considered natural to define the
DSLT of fBm in a different manner, namely with the kernel (s − r)2H−1 removed in
(1.14). This other version is more natural for an occupation times formula, as well as
for differentiation in the space variable y. An interested reader is referred to [JM12]
for details. However, as mentioned above, our primary interest here lies in the Tanaka
formula (1.21), which does require the kernel to be present.
2 Existence of α′t(0)
Fix 0 < H < 2/3. One does not need the Wiener chaos to show existence of the
DSLT when y = 0. In this case, an easier proof can be deduced by the arguments
of [YYL08]. This proof presents some points of interest, so (without full rigor) we
sketch it now.
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The key lies in computing E[(α′t,ε(0))2]. In the sequel, K denotes a positive con-
stant which may change from line to line. We start by expressing fε(x) in a convenient
form using the Fourier identity f1(x) = 12pi
∫
R
eipxe−p
2/2dp. This gives
fε(x) =
1
2pi
√
ε
∫
R
eipx/
√
εe−p
2/2 dp =
1
2pi
∫
R
eipxe−εp
2/2 dp,
whence
f ′ε(x) =
i
2pi
∫
R
peipxe−εp
2/2 dp. (2.1)
Now, for Dt = {0 ≤ r ≤ s ≤ t},
E[(α′t,ε(0))
2] = (2.2)
K
∫
D2t
∫
(p,q)∈R2
pqe−ε(p
2+q2)/2e−Var(p(B
H
s −BHr )+q(BHs′−BHr′ ))/2
×(s− r)2H−1(s′ − r′)2H−1 dp dq dr dr′ ds ds′.
We will show that this can be bounded uniformly in ε. Using standard notation from
the literature (see for example [BHØZ08]), let
λ := Var(BHs −BHr ) = |s− r|2H (2.3)
ρ := Var(BHs′ −BHr′ ) = |s′ − r′|2H
µ := Cov(BHs −BHr , BHs′ −BHr′ )
=
1
2
(|s′ − r|2H + |s− r′|2H − |s′ − s|2H − |r′ − r|2H).
With this notation, we have
E[(α′t,ε(0))
2] = K
∫
D2t
(s− r)2H−1(s′ − r′)2H−1 (2.4)
×
∫
R2
pqe−ε(p
2+q2)/2e−(p
2λ+2pqµ+q2ρ)/2 dp dq dr dr′ ds ds′.
Isolating the dq integral we have:∫
R
qe−pqµe−q
2(ρ+ε)/2 dq (2.5)
= e
p2µ2
2(ρ+ε)
∫
R
qe
−(q+ pµ
ρ+ε
)2(ρ+ε)/2
dq
= e
p2µ2
2(ρ+ε)
[∫
R
qe−q
2(ρ+ε)/2 dq − pµ
(ρ+ ε)
∫
R
e−q
2(ρ+ε)/2 dq
]
.
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The first term on the right side is an integral of an odd function, and thus vanishes.
The second integral on the right side converges as ε→ 0 to
Kep
2µ2/(2ρ) pµ
ρ3/2
.
At ε = 0, we therefore have for the dp integral,
Kµ
ρ3/2
∫
R
p2e−
p2
2ρ
(λρ−µ2) dp =
Kµ
(λρ− µ2)3/2 .
Thus, we have reduced the problem to determining the integrability, over D2t , of
Kµ(s− r)2H−1(s′ − r′)2H−1
(λρ− µ2)3/2 . (2.6)
The existence of α′t(0) is therefore proved by invoking the following lemma, which is
proved in the appendix.
Lemma 2.1. If H < 2/3, then
∫
D2t
µ(s− r)2H−1(s′ − r′)2H−1
(λρ− µ2)3/2 dr dr
′ ds ds′ <∞. (2.7)
A few remarks are in order. First, something close to Lemma 2.1 was proved in
[YYL08], but they had a factor of s2H−1 where we have (s − r)2H−1. As indicated
earlier, this resulted from incorrectly applying the fractional Itoˆ formula to BHs as
opposed to BHs −BHr .
Next we note that in [Ros05], Rosen states “The (DSLT of Brownian motion) in
R1, in a certain sense, is even more singular than self-intersection local time in R2.”
If we believe that the critical Hurst parameter Hc for the DSLT to exist in L2 is 2/3,
as seems likely, then Rosen’s statement would be supported by the fact that 2/3 is
less than the critical Hurst parameter for the self-intersection local time of planar fBm
(which is most likely H˜c = 3/4, see [Ros87, HN05]).
Above the critical parameter Hc, the behavior of α′t,ε(0) as ε −→ 0 is also of
interest. One would expect a central limit theorem to exist, along the lines of Theorem
2 in [HN05] or Theorem 1 in [Mar08b], but this remains unproved. In particular, it
seems as though the techniques developed in [HN05] should apply, especially since the
Wiener chaos expansion for α′ε is readily computed (see Section 3), but the presence
of the derivative seems to complicate matters. Nevertheless, we venture the following
conjecture.
Conjecture:
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• The critical parameter is Hc = 2/3. At Hc, 1log(1/ε)γ α′t,ε(0) converges in distri-
bution to a normal law for some γ > 0.
• For H > Hc, ε−γ(H)α′t,ε(0) converges in distribution to a normal law for some
function γ(H) > 0 which is linear in 1/H and for which γ(2/3) = 0.
This would mirror the behavior of the intersection local time as seen in [HN05] (and, to
a lesser extent, [Mar08b], which dealt with stable processes), in which L2 convergence
occurred for αε for H < Hc, αε diverged logarithmically in ε for H = Hc, and αε
diverged polynomially in 1/ε for H > Hc. We should mention that this problem may
prove to be very difficult: to our knowledge, no such central limit theorem has yet
been proved even for intersection local time in two dimensions at Hc = 3/4.
3 The Wiener chaos and existence of α′t(y).
In this section we prove Theorem 1.1. We break this up into two parts by first deriving
the Wiener chaos expansion for α′t(0). We then adapt the arguments used in obtaining
the Wiener chaos to show existence, in L2(P), of
α′t(y) = −H lim
ε→0
∫ t
0
∫ s
0
f ′ε(B
H
s −BHr − y)(s− r)2H−1 dr ds
for all y ∈ R. To reduce notation, in the sequel we write H = L2(R). Our arguments
in this section closely parallel those in [HN05].
Proof of the Wiener chaos expansion. For the explicit form of ρHr,s given in (1.20) we
refer the reader to Example A1 in [EVDH03]. For (1.18) and (1.19) we use fractional
white noise theory (see Appendix A.2) to write
BHt := 〈ω, ρH0,t〉
so that in particular, its Malliavin derivative is DBHt = ρH0,t.
It is not hard to see that f ′ε(BHs −BHr ) is in ∩k∈NDk,2, thus by Stroock’s formula,
the n-th integrand in the chaos expansion of α′t,ε(0) is given by
1
n!
∫ t
0
∫ s
0
(s− r)2H−1E[Dnv1,...,vnf ′ε(BHs −BHr )] dr ds (3.1)
=
1
n!
∫ t
0
∫ s
0
(s− r)2H−1E[( d
n+1
dxn+1
fε)(B
H
s −BHr )]
n∏
j=1
ρHr,s(vj) dr ds.
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Similar to (1.17), we write
dn
dxn
fε(x) =
in
2pi
∫
R
eipxpne−εp
2/2 dp. (3.2)
Thus,
E[(
dn+1
dxn+1
fε)(B
H
s −BHr )] =
in+1
2pi
∫
R
E[eip(B
H
s −BHr )]pn+1e−εp
2/2 dp
=
in+1
2pi
∫
R
pn+1e−((s−r)
2H+ε)p2/2 dp
=
in+1
2pi((s − r)2H + ε)(n/2)+1
∫
R
pn+1e−p
2/2 dp
=
in+1
√
2pi
2pi((s − r)2H + ε)(n/2)+1
(n+ 1)!
2(n+1)/2((n+ 1)/2)!
=
(−1)(n+1)/2√
2pi((s − r)2H + ε)(n/2)+1
n!
2(n−1)/2((n − 1)/2)! . (3.3)
if n + 1 is even, and 0 if n + 1 is odd. Setting n = 2m − 1, it follows that the chaos
expansion for α′t,ε(0) is
∞∑
m=1
I2m−1

 (−1)m
(m− 1)!2m−1√2pi
∫ t
0
∫ s
0
(s− r)2H−1
(ε+ (s − r)2H)(2m+1)/2
2m−1∏
j=1
ρHr,s(vj) dr ds

 .
(3.4)
We now need to show that as ε → 0, the above converges in L2(P) to (1.18). We
will apply the following lemma adapted from [NV92], which is a consequence of the
dominated convergence theorem.
Lemma 3.1. Let Fε be a family of L2(P) random variables with chaos expansions
Fε =
∑∞
n=0 In(f
ε
n). If for each n, f εn converges in H⊗n to fn as ε −→ 0, and if
∞∑
n=0
sup
ε
E[In(f
ε
n)
2] =
∞∑
n=0
sup
ε
{n!||f εn||2H⊗n} <∞, (3.5)
then Fε converges in L2(P) to F =
∑∞
n=0 In(fn) as ε −→ 0.
We note that this argument has also been used in [HN05] and [Mar12]. To apply
the lemma here, we calculate the L2(P)-norms of the chaos expansions and show
they are bounded uniformly in ε. Recall that Dt = {0 ≤ r ≤ s ≤ t}. If we let
g(2m− 1, t, ε) be the integrand of I2m−1 in (3.4), we have
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E[I2m−1(g(2m− 1, t, ε))2] = (2m− 1)!||g(2m − 1, t, ε)||2H⊗2m−1
=
(2m− 1)!
2pi[(m− 1)!]222m−2
∫
D2t
(s− r)2H−1(s′ − r′)2H−1
(ε+ (s− r)2H)(2m+1)/2(ε+ (s′ − r′)2H)(2m+1)/2
×

∫
R2m−1
2m−1∏
j=1
〈ρHr,s(vj), ρHr′, s′(vj)〉H dvj

 dr dr′ ds ds′.
(3.6)
Maximizing by setting ε = 0 and using (A.10) in [EVDH03] and the notation in (2.3),
this is equal to
m(2m)!
pi(m!)222m
∫
D2t
(s− r)2H−1(s′ − r′)2H−1µ2m−1
λm+1/2ρm+1/2
dr dr′ ds ds′. (3.7)
Let γ = µ2/(λρ). The L2(P)-norm of (3.4) is then
1
pi
∫
D2t
( ∞∑
m=1
m(2m)!γm
(m!)222m
)
(s− r)2H−1(s′ − r′)2H−1 dr dr′ ds ds′
µ
√
λρ
. (3.8)
However, by the generalized binomial theorem,
γ
2(1 − γ)3/2 =
∞∑
m=1
m(2m)!γm
(m!)222m
. (3.9)
Thus, the L2(P)-norm of (3.4) is
1
2pi
∫
D2t
γ(s − r)2H−1(s′ − r′)2H−1
(1− γ)3/2µ√λρ =
1
2pi
∫
D2t
µ(s− r)2H−1(s′ − r′)2H−1
(λρ− µ2)3/2 .
By Lemma 2.1, this is finite if H < 2/3.
Remark: One can also think of fBm as an isonormal Gaussian process W : H′ →
L2(P) on the space
H
′ := L2H(R) := {f :MHf ∈ L2(R)}
which may contain distributions. Then ρHr,s ≡MH1[r,s] and
〈1[0,t], 1[0,s]〉H′ := 〈ρH0,t, ρH0,t〉L2(R) (3.10)
=
1
2
(t2H + s2H − |t− s|2H).
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Using this so called “twisted” inner product Hilbert space, the isonormal Gaussian
process gives BHt = 〈ω, 1[0,t]〉tw so that DBHt = 1[0,t] (In [HN05, Sec. 3], the twisted
inner product space was utilized without reference to MH or ρHr,s, and the reader can
check that our argument above carries over easily into that setting). Comparing this
with the above, we see that the twisted inner product incorporates the operation ofMH
in 〈ω,MHf〉 into 〈ω, f〉tw . When f is a step function, essentially nothing but notation
has changed, which can be verified by the use of the DM operator in Example 6.4
from [EVDH03]. One may then write
∫ t
0
∫ s
0
(s− r)2H−1
((s − r)2H)(2m+1)/2
2m−1∏
j=1
1[r,s](vj) dr ds =
∫ t
v
∫ v
0
(s− r)2H−1
((s − r)2H)(2m+1)/2 dr ds,
(3.11)
where
v = v1 ∨ . . . ∨ v2m−1,
v = v1 ∧ . . . ∧ v2m−1.
It is then straightforward to verify that Theorem 1.1 simplifies to the chaos expansion
given in [Mar12] in the case H = 1/2.
We now use the methods in the above proof to show L2(P) convergence for α′t,ε(y)
as ε→ 0.
Proposition 3.2. For H < 2/3 and any y ∈ R, α′t(y) is in L2(P).
Proof. We may follow the proof of Theorem 1.1, except that in place of (3.3) we have
∣∣∣E[( dn+1
dxn+1
fε)(B
H
s −BHr − y)]
∣∣∣ = ∣∣∣ in+1
2pi
∫
R
E[eip(B
H
s −BHr )]eipypn+1e−εp
2/2 dp
∣∣∣
≤ 1
2pi((s − r)2H + ε)(n/2)+1
∫
R
|p|n+1e−p2/2 dp. (3.12)
We aim to apply Lemma 3.1 again. The arguments from Theorem 1.1 show that the
sum of the odd terms in (3.5) converges. However, we can no longer argue that the even
terms are 0, as we did before. Instead, we must use the identity
∫
R
|p|n+1e−p2/2 dp =
2n/2(n/2)!, valid for even n.
Replacing (3.6), we then have
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E[I2m(g(2m, t, ε))
2 ] = (2m)!||g(2m, t, ε)||22
=
(2m)!(m!)222m
(2m!)2
∫
D2t
(s − r)2H−1(s′ − r′)2H−1
(ε+ (s − r)2H)m+1(ε+ (s′ − r′)2H)m+1
×

∫
R2m
2m∏
j=1
〈ρHr,s(vj), ρHr′,s′(vj)〉Hdvj

 dr dr′ ds ds′.
(3.13)
We proceed through steps (3.7) and (3.8), setting ε = 0 and γ = µ2/(λρ), in order to
reach a bound on the even terms of
1
pi
∫
D2t
( ∞∑
m=1
(m!)222mγm
(2m)!
)
(s− r)2H−1(s′ − r′)2H−1 dr dr′ ds ds′
λρ
. (3.14)
We recall (3.9), and note that it is easy to verify using Stirling’s approximation that
sup
m
((m!)222m
(2m)!
)( m(2m)!
(m!)222m
)−1
= K <∞. (3.15)
In reference to (3.14) we therefore have for 0 ≤ γ < 1
∞∑
m=1
(m!)222mγm
(2m)!
≤ K
∞∑
m=1
m(2m)!γm
(m!)222m
=
Kγ
2(1 − γ)3/2 ≤
K
√
γ
2(1 − γ)3/2 . (3.16)
Inserting this bound and the expression for γ into (3.14) gives a bound of
K
2pi
∫
D2t
µ(s− r)2H−1(s′ − r′)2H−1 dr dr′ ds ds′
(1− µ2λρ )3/2λ3/2ρ3/2
=
K
2pi
∫
D2t
µ(s− r)2H−1(s′ − r′)2H−1
(λρ− µ2)3/2 dr dr
′ ds ds′ <∞.
(3.17)
By Lemma 2.1, this is finite for H < 2/3.
4 The Tanaka formula
Proof of Theorem 1.2. Let fε be defined as in (1.17) and let
Fε(x) =
∫ x
0
fε(u) du =
∫ x/ε
0
f(u) du. (4.1)
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By Theorem A.8 (fractional Itoˆ formula), we have
Fε(B
H
t −BHr − y)− Fε(−y) (4.2)
=
∫ t
r
fε(B
H
s −BHr − y) dBHs +H
∫ t
r
f ′ε(B
H
s −BHr − y)(s− r)2H−1 ds
Integrating with respect to r from 0 to t gives
∫ t
0
Fε(B
H
t −BHr − y) dr − tFε(−y) = (4.3)∫ t
0
∫ t
r
fε(B
H
s −BHr − y) dBHs dr +H
∫ t
0
∫ t
r
f ′ε(B
H
s −BHr − y)(s− r)2H−1 ds dr.
Note that Fε(−y) → −12 sgn(y) as ε → 0. Also, |Fε(·)| ≤ 1/2 for all ε > 0, so by
dominated convergence the integral term on the left side approaches
1
2
∫ t
0
sgn(BHt −BHr − y) dr
as ε→ 0. We now want to apply Fubini’s theorem for fractional Brownian integration
(Theorem A.9) to the first term on the left side to get∫ t
0
∫ s
0
fε(B
H
s −BHr − y) dr dBHs . (4.4)
To justify Fubini and get (4.4), we use the following Wiener-Ioˆ chaos expansion
obtained from Stroock’s formula:
fε(B
H
s −BHr − y) =
∑
n≥0
In
(
1
n!
E[(
dn
dxn
fε)(B
H
s −BHr − y)](ρHr,s)⊗n
)
. (4.5)
The Hermite chaos refines the nth Wiener-Itoˆ chaos in terms of the Hermite orthonor-
mal basis of H⊗n. In particular, the coefficient cβ(s, r), with |β| = n, in the Hermite
chaos expansion of fε(BHs −BHr − y) is given by
cβ(s, r) =
1
n!
E[(
dn
dxn
fε)(B
H
s −BHr − y)]〈ξ⊙β , (ρHr,s)⊗n〉H⊗n . (4.6)
Using (3.12) and the fact that MHξk is bounded (see Lemma 4.1 of [EVDH03]), one
can now easily verify the conditions of Theorem A.9 for fε(BHs −BHr − y) for ε > 0.
For fixed s, as ε −→ 0 the inner integral in (4.4) converges to LBHs −ys in (S)∗
by Proposition 10.1.13 in [BHØZ08]. Now, if LBHs −ys ⋄WH(s) is integrable in (S)∗,
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then by the arguments of Proposition 8.1 in [HKPS93], (4.4) converges in (S)∗ to∫ t
0 L
BHs −y
s ⋄ WH(s) ds. In other words, the equality in (1.21) is valid as long as
one side or the other is in (S)∗. However, by Proposition 3.2, α′t(y) ∈ L2(P) , for
H < 2/3. Thus for such H , (1.21) holds in L2(P). This completes the proof of
Theorem 1.2.
Remark: One-dimensional fBm has an L2(P) local time for any 0 < H < 1
(see [BHØZ08]), but it is not clear whether or not ∫ t0 LBHs −ys dBHs is in L2(P) for
H > 2/3. As stated in the conjecture of Section 2, we suspect that it is not. Of course,
a positive answer to the conjecture does not rule out the possibility that∫ t
0
LB
H
s −y
s dB
H
s ∈ (S)∗ for H > 2/3. (4.7)
If (4.7) were indeed true, then the DSLT of fBm would also be well-defined in (S)∗
for all H ∈ (0, 1). For H < 2/3, another open problem is to prove joint continuity, in
y and t, of α′t(y) + sgn(y)t. One approach to proving this is to use the explicit chaos
expansion for this integral (see Theorem 1.1) combined with Definition A.7.
A A Fubini theorem for the WIS integral
In this appendix we prove a Fubini theorem for the WIS integral. We note that there
are several different ways one can integrate with respect to fBm as can be seen in
[BHØZ08] or [Mis08]. The WIS integral is based on the fractional white noise theory
introduced in [EVDH03] (see also [BØSW04], [BHØZ08, Ch. 4]).
In an effort to be somewhat self-contained, we first summarize some results con-
cerning white noise and the WIS integral. For more details we refer the reader to
[HKPS93, HOUZ96, EVDH03, BØSW04]. The only new result in this appendix is
Theorem A.9 which is standard for other constructions of stochastic integrals with re-
spect to fBm (cf. [CN05, Theorem 3.7], [Mis08, Theorem 1.13.1]); however, we have
found no reference for such results with respect to Hida distributions and the WIS in-
tegral. Theorem A.9 follows easily once one has the right definitions. Its formulation
may be of interest in its own right, but the main reason for its presentation here is due
to its role in proving the Tanaka formula.
A.1 Classical white noise theory
Let Λ = NN0 be the set of multi-indices with finite support, S(R) be the Schwartz
space, and S ′(R) be the space of tempered distributions. By the Bochner-Minlos
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theorem (see for example, Appendix A of [BHØZ08]) there is a probability measure
P on the Borel σ-field of S ′ satisfying∫
S′(R)
exp(i〈ω, f〉) dP(ω) = exp
(
−1
2
‖f‖2L2(R)
)
, f ∈ S(R). (A.1)
This measure on ω ∈ S ′(R) satisfies, for all f ∈ S(R),
E〈ω, f〉 = 0 and E〈ω, f〉2 = ‖f‖2L2(R). (A.2)
If gn ∈ S(R) converges to 1[0,t] in L2(R), we define
〈ω, 1[0,t]〉 := lim
n→∞〈ω, gn〉 (A.3)
as a limit in L2(P). The family (1[0,t])t≥0 are functionals mapping S ′(R) to R,
and can be identified with random variables having characteristic functions φ(ν) =
exp
(−12(tν)2). Choosing a continuous version of this family gives us Brownian mo-
tion.
Recall that the Hermite polynomials given by
hn(x) := (−1)nex2/2 d
n
dxn
(e−x
2/2), n = 0, 1, 2, . . . (A.4)
are orthogonal with respect to the standard Gaussian measure on R. Thus multiplying
by the Gaussian density and choosing a convenient normalization gives us an orthonor-
mal basis for L2(R) which live in S(R),
ξn(x) := pi
−1/4((n− 1)!)−1/2hn−1(
√
2x)e−x
2/2, n = 1, 2, 3, . . . , (A.5)
called the Hermite functions.2
For β = (β1, . . . , βn) ∈ Λ, we define
Hβ(ω) := hβ1(〈ω, ξ1〉)hβ1(〈ω, ξ2〉) · · · hβn(〈ω, ξn〉). (A.6)
Every F ∈ L2(P) has a representation in terms of the Hβ:
F (ω) =
∑
β∈Λ
cβHβ(ω) (A.7)
where the series converges in L2(P). Moreover, one has a Parseval-type identity
EF 2 =
∑
β∈Λ
β!c2β .
2One may substitute any orthonormal basis of L2(R) whose elements possess decay properties such that
Lemma 4.1 of [EVDH03] holds. See also Theorem 3.1 in [Itoˆ51].
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Representation (A.7) for F is called the Hermite chaos expansion, and it is related
to the Wiener-Itoˆ chaos expansion3 via the following formula which follows from
[Itoˆ51]: ∫
Rn
ξ⊙βdB⊙n = Hβ(ω). (A.8)
Here ⊙ denotes the symmetrized tensor product, and ξ⊙β := ξ⊙β11 ⊙ · · · ⊙ ξ⊙βnn . In
particular, the Hermite chaos is a way of writing the nth Wiener-Itoˆ chaos in terms of
n-fold products of Hermite functions, which form orthonormal bases of L2(Rn) (see
[HOUZ96, pg. 30]).
The main reason for using chaos expansions in terms of Hermite polynomials in-
stead of multiple Wiener-Itoˆ integrals is that the Hermite expansions can be used to
generalize L2(P) to the space of Hida distributions. Let
(2N)γ := (2 · 1)γ1(2 · 2)γ2 · · · (2 · n)γn for γ = (γ1, . . . , γn) ∈ Λ. (A.9)
Definition A.1 (Hida test functions and distributions). Given the probability measure
P on S ′, the Hida test function space (S) is the set of all ψ ∈ L2(P) given by
ψ(ω) =
∑
β∈Λ
aβHβ(ω)
where aβ satisfy ∑
β∈Λ
a2ββ!(2N)
kβ for all k = 1, 2, . . .
The Hida distribution space (S)∗ is the set of all formal expansions
F (ω) =
∑
β∈Λ
bβHβ(ω)
where bβ satisfy ∑
β∈Λ
b2ββ!(2N)
−qβ for some q ∈ R.
It was shown in [Zha92] that (S)∗ is the dual of (S). Moreover, by Corollary 2.3.8
of [HOUZ96],
(S) ⊂ L2(P) ⊂ (S)∗.
This should be thought of as analogous to the triplet S ⊂ L2(R) ⊂ S∗. Note that if
F ∈ L2(P), then
〈〈F,ψ〉〉 = 〈F,ψ〉L2(P) = E(Fψ).
3For a full treatment of multiple Wiener-Itoˆ integrals and their related chaos expansions, see [Nua95].
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Thus, for ψ =
∑
β∈Λ aβHβ ∈ (S) and F =
∑
β∈Λ bβHβ ∈ (S)∗, the duality inher-
ited from L2(P) is given by
〈〈F,ψ〉〉 :=
∑
β∈Λ
β!aβbβ . (A.10)
Lemma A.2. Suppose F is an (S)∗-valued function on a σ-finite measure space
(X,B, ν) and that
〈〈F (x), ψ〉〉 ∈ L1(X, ν(dx)) ∀ ψ ∈ (S). (A.11)
Then there is a unique G in (S)∗ such that
〈〈G,ψ〉〉 =
∫
X
〈〈F (x), ψ〉〉 ν(dx) ∀ ψ ∈ (S). (A.12)
We write
∫
X F (x) ν(dx) := G.
Proof. See Theorem 3.7.1 in [HP57] or Proposition 8.1 in [HKPS93].
Let T ⊂ R be a time interval. In light of the above result, we say an (S)∗-valued
process (F (t))t∈T is in L1(T ) if
〈〈F (t), ψ〉〉 ∈ L1(T ) for all ψ ∈ (S). (A.13)
The Hida distribution space (S)∗ is a convenient space on which to define the Wick
product F ⋄G ∈ (S)∗.
Definition A.3 (Wick product). If F = ∑β∈Λ bβHβ and G = ∑γ∈Λ cγHβ are ele-
ments of (S)∗, then their Wick product is defined as
F ⋄G(ω) :=
∑
β,γ
bβcγHβ+γ(ω)
=
∑
λ∈Λ

 ∑
β+γ=λ
bβcγ

Hλ(ω), for all ω ∈ S ′(R).
By Lemma 2.4.4 in [HOUZ96], (S)∗ is closed under this product.
Given the measure P on S ′ from (A.1), we may write Brownian motion as
B(t) = 〈ω, 1[0,t](·)〉 =
〈
ω,
∞∑
k=1
〈1[0,t], ξk〉L2(R)ξk(·)
〉
(A.14)
=
∞∑
k=1
∫ t
0
ξk(s) ds 〈ω, ξk〉 =
∞∑
k=1
∫ t
0
ξk(s) dsHε(k)(ω).
where ε(k) is the multi-index with a 1 in the kth entry and 0’s elsewhere. This motivates
the following definition:
A A FUBINI THEOREM FOR THE WIS INTEGRAL 19
Definition A.4 (White noise). The (S)∗-valued process
W (t) :=
∑
k≥1
ξk(t)Hε(k)(ω)
is called white noise.
Using the Wick product on (S)∗ and the definition of the integral of a Hida distri-
bution given in Lemma A.2, we can now integrate a Hida distribution with respect to
white noise: ∫
R
F (t) dBt :=
∫
R
F (t) ⋄W (t) dt. (A.15)
The above is called a WIS integral with respect to white noise. The following theorem
shows that the WIS integral is a generalization of the Skorohod integral:
Theorem A.5. Suppose F (t, ω) : R×Ω→ R is Skorohod integrable. Then F (t, ·) ⋄W (t)
is dt-integrable in (S)∗ and∫ b
a
F (t, ω) δB(t) =
∫ b
a
F (t, ·) ⋄W (t) dt. (A.16)
Proof. See Theorem 2.5.9 in [HOUZ96].
A.2 Fractional white noise theory and a Fubini theorem
Elliot and Van Der Hoek [EVDH03] introduced the fractional white noise as an ele-
ment of the Hida distribution space, and thus constructed the WIS integral4 which is
valid for any H ∈ (0, 1). The main tool used to define the fractional white noise is the
following operator5 for which we set:
cH :=
√
sin(piH)Γ(2H + 1)
Definition A.6 (MH operator). The MH operator on f ∈ S(R) is defined by
M̂Hf(y) = cH |y|
1
2
−H fˆ(y), for all y ∈ R.
This operator extends to the space
L2H(R) := {f :MHf ∈ L2(R)} (A.17)
= {f : |y| 12−H fˆ(y) ∈ L2(R)}
4Compare this to the integral of [HØ03] where a fractional Brownian measure is defined directly on
tempered distributions S ′. Integrals with respect to this measure are defined for H > 1/2.
5Our MH operator follows [BØSW04] and differs from that of [EVDH03] by a constant factor.
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which is equipped with the inner product
〈f, g〉L2H (R) = 〈MHf,MHg〉L2(R). (A.18)
We note that L2H(R) is not closed under this inner product, and that its closure contains
distributions (see [Nua95, pg. 280] or [BHØZ08, Ch. 2]).
Since MHf ∈ L2(R) we can moreover define MH : S ′(R)→ S ′(R) by
〈MHω, f〉 := 〈ω,MHf〉 for f ∈ S(R), ω ∈ S ′(R) (A.19)
where 〈ω,MHf〉 is defined as in (A.3).
We have defined MH for a given fixed H ∈ (0, 1), however, the theory extends to
M operators which are linear combinations a1MH1 + · · ·+ anMHn ; for more on the
M operator see [SKM87, EVDH03, LLV11].
Using the orthonormal basis ek :=M−1H ξk ofL2H(R) and writing ρH0,t :=MH1[0,t],
we define (and choose a continuous version) of fBm as
BH(t) := 〈ω, ρH0,t(·)〉 = 〈MHω, 1[0,t](·)〉 (A.20)
which satisfies, by (A.2) and (A.10) in [EVDH03],
E[BH(t)BH(s)] = 〈ρH0,t, ρH0,s〉L2(R) (A.21)
=
1
2
(t2H + s2H − |t− s|2H).
Note that the action of S ′ on S given by 〈ω, ·〉 is still inherited from the inner product
of L2(R) and not from the inner product of L2H(R).
The definition in (A.20) can be further rewritten as
BH(t) = = 〈MHω, 1[0,t](·)〉 (A.22)
=
〈
MHω,
∞∑
k=1
〈1[0,t], ek〉L2H (R)ek(·)
〉
=
〈
MHω,
∞∑
k=1
〈ρH0,t, ξk〉L2(R)ek(·)
〉
=
∞∑
k=1
∫ t
0
MHξk(s) ds 〈MHω, ek〉 =
∞∑
k=1
∫ t
0
MHξk(s) dsHε(k)(ω)
which motivates the following notion of fractional white noise:
WH(t) :=
∑
k≥1
MHξk(t)Hε(k)(ω). (A.23)
By Lemma 4.1 in [EVDH03], (WH(t))t∈R is an (S)∗-valued process. We note here
that its underlying probability measure P on S ′ is the same as for (W (t))t∈R.
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Definition A.7 (WIS integral). Let (F (t))t∈R be an (S)∗-valued process such that
F (t) ⋄WH(t) is in L1(R) (as in (A.13)). We define∫
R
F (t) dBHt :=
∫
R
F (t) ⋄ dBHt :=
∫
R
F (t) ⋄WH(t) dt.
Theorem A.8 (fractional Itoˆ formula). Let f : R×R→ R, with (s, x) 7→ f(s, x), be
in C1,2(R× R). If the random variables
f(t, BHt ),
∫ t
r
fs(s,B
H
s ) ds, and
∫ t
r
fxx(s,B
H
s )s
2H−1 ds
are in L2(P) for all t > r, then
f(t, BHt )− f(r,BHr ) (A.24)
=
∫ t
r
fs(s,B
H
s ) ds+
∫ t
r
fx(s,B
H
s ) dB
H
s +H
∫ t
r
fxx(s,B
H
s ) (s − r)2H−1 ds.
Proof. See Theorem 3.8 of [BØSW04].
We now prove a result which one can compare to Fubini-type theorems in [CN05,
Thm 3.7] and [Mis08, Thm 1.13.1]. Our result extends these Fubini theorems to inte-
grals of Hida distributions.
Theorem A.9 (Fubini-Tonelli theorem). Let
Fs,r =
∑
β∈Λ
cβ(s, r)Hβ
be an (S)∗-valued process indexed by (s, r) ∈ R × [0, t]. If, for each (β, k) pair,
cβ(s, r)MHξk(s) is bounded above or below by an L1([r, t] × [0, t]) function, then∫ t
0
∫ t
r
Fs,r(ω) dB
H
s dr =
∫ t
0
(∫ s
0
Fs,r(ω) dr
)
dBHs . (A.25)
The equality in (A.25) is in the sense that if one side is in (S)∗, then the other is as
well, and they are equal. If in addition,(
Fs,r1[r,t](s) ⋄WH(s)
)
(s, r) ∈ L1(R× [0, t]), (A.26)
then both sides are in (S)∗ and cβ(s, ·) ∈ L1[0, s] for a.e. s ∈ [0, t].
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Proof. Unraveling the above definitions we have∫ t
0
∫ t
r
Fs,r(ω) dB
H
s dr (A.27)
:=
∫ t
0
∫
R
Fs,r1[r,t](s) ⋄WH(s) ds dr
:=
∫ t
0
∫
R

∑
β∈Λ
cβ(s, r)1[r,t](s)Hβ(ω)

 ⋄

∑
k≥0
MHξk(s)Hε(k)(ω)

 ds dr
:=
∫ t
0
∫
R

 ∑
β∈Λ,k∈N
cβ(s, r)1[r,t](s)MHξk(s)Hβ+ε(k)(ω)

 ds dr.
Denote the right-hand side above as G, an (S)∗-valued integral. By Lemma A.2, such
integrals are characterized by their action on (S):
〈〈G,ψ〉〉
=
∫ t
0
∫
R
∑
β∈Λ,k∈N
〈〈cβ(s, r)1[r,t](s)MHξk(s)Hβ+ε(k), ψ〉〉 ds dr
=
∑
β∈Λ,k∈N
∫ t
0
∫
R
〈〈cβ(s, r)1[r,t](s)MHξk(s)Hβ+ε(k), ψ〉〉 ds dr
=
∑
β∈Λ,k∈N
∫
R
∫ s
0
〈〈cβ(s, r)1[0,t](s)MHξk(s)Hβ+ε(k) , ψ〉〉 dr ds
=
∫
R
∑
β∈Λ,k∈N
〈〈
[∫ s
0
cβ(s, r)1[0,t](s)MHξk(s)Hβ+ε(k)dr
]
, ψ〉〉 ds (A.28)
where equality in the second line follows since for any β′ ∈ Λ there are finitely many
pairs (β, k) such that β+ ε(k) = β′ (recall also that the Hβ′ are orthogonal). The third
equality follows from Tonelli’s Theorem for real-valued functions which is possible
due to our hypothesis. If in addition (A.26) holds then both sides of this equality are
in (S)∗ by (A.13). The final equality follows from Lemma A.2.
Teasing apart the right side of (A.28) gives
G =
∫
R

∑
β∈Λ
[∫ s
0
cβ(s, r)dr
]
1[0,t](s)Hβ(ω)

 ⋄

∑
k≥0
MHξk(s)Hε(k)(ω)

 ds
=
∫ t
0
(∫ s
0
Fs,r(ω) dr
)
dBHs (A.29)
as needed.
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B Second moment bounds for fBm
Our aim in this section is to prove Lemma 2.1, but we must first take care of a technical
detail. Recall
λ := Var(BHs −BHr ) = |s− r|2H (B.1)
ρ := Var(BHs′ −BHr′ ) = |s′ − r′|2H
µ := Cov(BHs −BHr , BHs′ −BHr′ )
=
1
2
(|s′ − r|2H + |s− r′|2H − |s′ − s|2H − |r′ − r|2H).
As before, we let K denote a positive constant, which may change from line to
line. Lemma 3.1 of [Hu01] asserts the following bounds on the quantity λρ − µ2,
which have been found useful by a number of authors in connection with intersection
local times of fBm.
(i) Suppose r < r′ < s < s′. Let a = r′ − r, b = s− r′, c = s′ − s. Then
λρ− µ2 ≥ K ((a+ b)2Hc2H + a2H(b+ c)2H) . (B.2)
(ii) Suppose r < r′ < s′ < s. Let a = r′ − r, b = s′ − r′, c = s− s′. Then
λρ− µ2 ≥ Kb2H(a+ b+ c)2H . (B.3)
(iii) Suppose r < s < r′ < s′. Let a = s− r, b = r′ − s, c = s′ − r′. Then
λρ− µ2 ≥ K(a2Hc2H). (B.4)
Unfortunately, (ii) is false, which can be seen by noting that if r′ ց r, s′ ր s then
the left side of (B.3) approaches 0 while the right side does not. Fortunately, however,
(ii) can be replaced by (ii′) in the following lemma, which suffices for our purposes
as well as in every other instance in which we have seen (ii) applied.
Lemma B.1. (i) and (iii) hold, and (ii) may be replaced by the following:
(ii’) Suppose r < r′ < s′ < s. Let a = r′ − r, b = s′ − r′, c = s− s′. Then
λρ− µ2 ≥ Kb2H(a2H + c2H). (B.5)
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Proof of (ii’). We will follow the method of proof given in [Hu01] for (ii) to arrive at
(ii′). We use the local nondeterminism property of fBm [Xia06] which implies that
the following is true for t0 < . . . < tj :
Var
(
j∑
i=1
ui(B
H
ti −BHti−1)
)
≥ K
j∑
i=1
|ui|2(ti − ti−1)2H . (B.6)
In our case, this implies
Var
(
u(BHs −BHr ) + v(BHs′ −BHr′ )
) (B.7)
= Var
(
u(BHr′ −BHr ) + (u+ v)(BHs′ −BHr′ ) + u(BHs −BHs′ )
)
≥ K (u2(a2H + c2H) + (u+ v)2(b2H)) .
However, we also have
Var
(
u(BHs −BHr ) + v(BHs′ −BHr′ )
)
= u2λ+ 2uvµ + v2ρ. (B.8)
Combining (B.7) and (B.8) yields
u2(λ−Ka2H −Kb2H −Kc2H) + 2uv(µ −Kb2H) + v2(ρ−Kb2H) ≥ 0. (B.9)
The discriminant of (B.9) therefore satisfies
4(µ−Kb2H)2 − 4(λ−Ka2H −Kb2H −Kc2H)(ρ−Kb2H) ≤ 0
which gives
λρ− µ2 (B.10)
≥ K ((a2H + b2H + c2H)ρ+ b2Hλ− 2µb2H)
−K2 (b2H(a2H + b2H + c2H)− b4H) .
By the Cauchy-Schwarz inequality,
µ ≤
√
λρ ≤ λ+ ρ
2
.
Using this, together with λ = (a + b + c)2H and ρ = b2H allows us to reduce (B.10)
to
λρ− µ2 ≥ (K −K2)b2H(a2H + c2H).
The result follows by replacing (K −K2) with K .
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Proof of Lemma 2.1: Recall that we must show for Dt = {0 ≤ r ≤ s ≤ t} and
0 < H < 2/3 we have
∫
D2t
µ(s− r)2H−1(s′ − r′)2H−1
(λρ− µ2)3/2 dr dr
′ ds ds′ <∞. (B.11)
We will split the range of integration into the three regions described in in Lemma B.1,
with a, b, c defined accordingly on each region.
Case 1: r < r′ < s < s′. Using s− r = a+ b, s′ − r′ = b+ c, and (B.2) we see
that the contribution of this region to (B.11) can be bounded by
K
∫
[0,t]3
µ(a+ b)2H−1(b+ c)2H−1
((a+ b)2Hc2H + a2H(b+ c)2H)3/2
da db dc
≤ K
∫
[0,t]3
µ(a+ b)2H−1(b+ c)2H−1
(a+ b)3H/2c3H/2a3H/2(b+ c)3H/2
da db dc
= K
∫
[0,t]3
µda db dc
(a+ b)1−H/2c3H/2a3H/2(b+ c)1−H/2
.
(B.12)
Using an idea which appears in [Hu01], we write
2µ = (a+ b+ c)2H + b2H − a2H − c2H
= 2H(b+ c)
∫ 1
0
(a+ (b+ c)u)2H−1du+ b2H − c2H .
(B.13)
We can bound the integral in (B.13) by replacing the integrand by its maximal value.
This gives a bound of |µ| ≤ K((b+ c)a2H−1+ b2H + c2H) for H < 1/2, and a bound
of |µ| ≤ K((b+ c) + b2H + c2H) when H ≥ 1/2.
If H < 1/2, we bound (B.12) by
K
∫
[0,t]3
((b+ c)a2H−1 + b2H + c2H)
(a+ b)1−H/2c3H/2a3H/2(b+ c)1−H/2
da db dc. (B.14)
We need only show that each of these three terms is integrable, and we may obtain
bounds by replacing nonnegative powers of (a + b) in the denominator by powers of
either a or b, and likewise for (b+c). When H < 1/2 we will also use (a+b)1−H/2 ≥
a1−2Hb3H/2. Integrability follows from:
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(b+ c)a2H−1
(a+ b)1−H/2c3H/2a3H/2(b+ c)1−H/2
≤ K
(a+ b)1−H/2c3H/2a1−H/2
≤ K
b1−H/2c3H/2a1−H/2
,
b2H
(a+ b)1−H/2c3H/2a3H/2(b+ c)1−H/2
≤ Kb
2H
b3Hc1−H/2a1−H/2
=
K
bHc1−H/2a1−H/2
,
c2H
(a+ b)1−H/2c3H/2a3H/2(b+ c)1−H/2
≤ K
(a+ b)1−H/2c1−Ha3H/2
≤ K
b1−H/2c1−Ha3H/2
.
(B.15)
In each case we obtain an integrable function of a, b, c, i.e. the exponent of each
variable in the denominator is less than one.
For 1/2 ≤ H < 2/3, we have
(b+ c)
(a+ b)1−H/2c3H/2a3H/2(b+ c)1−H/2
≤ K
(a+ b)1−H/2c3H/2a3H/2
≤ K
b1−H/2c3H/2a3H/2
,
b2H
(a+ b)1−H/2c3H/2a3H/2(b+ c)1−H/2
≤ K
b2−3Hc3H/2a3H/2
,
while the third term follows exactly as in the caseH < 1/2 (note the second inequality
in (B.15) used a bound which is not valid when H > 1/2). This completes Case 1.
Case 2: r < r′ < s′ < s. Following [Hu01] we can write
2µ = (a+ b)2H − a2H + (b+ c)2H − c2H
= 2Hb
∫ 1
0
((a+ bu)2H−1 + (c+ bu)2H−1) du.
(B.16)
Replacing the integrand with its maximum over the region gives us a bound of µ ≤ Kb
for H ≥ 1/2 and µ ≤ Kb(a2H−1 + c2H−1) for H < 1/2.
First consider H < 1/2. In this case, s− r = a+ b+ c and s′− r′ = b. Also note
that
(a+ c)2H ≤ (2max(a, c))2H = 22H max(a, c)2H ≤ 22H(a2H + c2H),
thus (a+ c)2H and (a2H + c2H) are equivalent up to a constant. We bound the contri-
bution of this region to (B.11), using (B.5), by
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K
∫
[0,t]3
b(a2H−1 + c2H−1)(a+ b+ c)2H−1b2H−1
b3H(a+ c)3H
da db dc
≤ K
∫
[0,t]3
a2H−1(a+ b+ c)2H−1
bH(a+ c)3H
da db dc
≤ K
∫
[0,t]3
a2H−1b2H−1
bH(a+ c)3H
da db dc
≤ K
∫
[0,t]2
a2H−1
(a+ c)3H
da dc
≤ K
∫
[0,t]
a2H−1(1 +
1
a3H−1
) da <∞.
(B.17)
For 1/2 ≤ H < 2/3, we have
K
∫
[0,t]3
b(a+ b+ c)2H−1b2H−1
b3H(a+ c)3H
da db dc
= K
∫
[0,t]3
(a+ b+ c)2H−1
bH(a+ c)3H
da db dc
≤ K
∫
[0,t]3
da db dc
bH(a+ c)3H
<∞.
(B.18)
This completes Case 2.
Case 3: r < s < r′ < s′. Following [Hu01] we write
2µ = (a+ b+ c)2H + b2H − (a+ b)2H − (b+ c)2H
= 2H(2H − 1)ac
∫ 1
0
∫ 1
0
(b+ vc+ ua)2H−2 du dv.
(B.19)
By Young’s inequality, applied twice, for α, β > 0 with α+ β = 1 we have
(b+ vc+ ua) ≥ Kbα(vc+ ua)β ≥ Kbα(vc)β/2(ua)β/2. (B.20)
This combines with (B.19) to give
|µ| ≤ K(ac)β(H−1)+1b2α(H−1). (B.21)
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Using s − r = a, s′ − r′ = c, (B.21), and (B.4) shows that the contribution of this
region to (B.11) is bounded by
K
∫
[0,t]3
(ac)β(H−1)+1b2α(H−1)a2H−1c2H−1
a3Hc3H
da db dc
= K
∫
[0,t]3
da db dc
b2α(1−H)(ac)β+H(1−β)
.
(B.22)
Note that 1 > 2H(1 − H) so that 12(1−H) > H . We may therefore choose α such
that H < α < 12(1−H) implying β < 1 − H . The exponents in the final expression
in (B.22) can therefore be bounded by 2α(1 − H) < 2( 12(1−H) )(1 − H) = 1 and
β + H(1 − β) < (1 − H) + H = 1. We conclude that (B.22) is finite, which
completes the final case for the proof of Lemma 2.1.
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