Abstract. The nonlinear interfacial waves between viscous immiscible liquids have been analyzed, using the concepts of viscous potential flow and Kelvin-Helmholtz instability. The method of multiple scales is used for determining the evolution equations that are near and on the marginal state of the linear theory. We use the modulation concept in solving these equations to determine the stability criteria. Different numerical examples are considered that show the system is at greater risk of instability when the velocity of the stream is larger, whereas the effects of viscosity can be stabilizing or destabilizing.
KADRY ZAKARIA
This work deals with the study of the viscous potential flow analysis of nonlinear KH instability for two superposed immiscible fluids near and on the curve of the marginal state of linear theory. The viscosity in viscous potential flow enters into the normal stress balance rather than the tangential stress balance.
Many investigators, such as Hasimoto and Ono [8] , Nayfeh [9] , Newton and Keller [10] and Zakaria [11, 12] examined the linear stability of a finite-amplitude wave train propagating through the interface. They perturbed the solution of the evolution equations linearly. These equations are the solvability conditions of the applied method of solution. This concept of solution is called the modulation method. In this work we use this concept to study the stability criteria of the interfacial waves.
In the following section, the definition of the considered problem has been shown. In section 3, the solvability conditions of the method of multiple scales have been obtained. In section 4, the linear solution, the neutral curve and a numerical discussion have been examined. Stability analysis of modulated waves near and on the curve of the marginal state and numerical applications, which will show the stability criteria, have been introduced in section 5. The results have been summarized in section 6.
Formulation of the problem. Consider two viscous incompressible immiscible streaming fluids. The motion is limited to two dimensions (x, y)
, where x is aligned with the mean interface level, and it is assumed to be represented by potential functions (according to the viscous potential flow theory), as in Fig. 1 . The distance and the time are made dimensionless using d = (T/gρ 1 ) and d/g respectively, where g is gravity assumed to be acting along the negative y-axis and T is surface tension. The quantities ρ 1 and ρ 2 are the densities of the lower (−∞ < y < 0) and upper fluids (0 < y < ∞), respectively. The velocity potential function φ j is made dimensionless by gd 3 . The basic equations that govern the perturbed velocity potential φ j with their boundary 
where
, since ν j is the viscosity coefficient. We expand all the boundary conditions at the interface y = η(x, t) about y = 0 using Maclaurin's series.
The method of solution and evolution equations.
To investigate the nonlinear finite interfacial waves, we use the multiple scales method in the time t and the dimension x, since t 0 = t ,
where f (x, y, t; ε) is called φ or η. The parameter represents a small dimensionless parameter characterizing the steepness ratio of the wave. Using the scales of the time t and dimension x, and inserting equation (4) into equations (1)-(3), equating coefficients of equal powers in ε, we obtain the linear as well as the successive higher-order equations. The equations of the first-order, second-order and third-order are given in the Appendix.
The solution of the first-order equation of the approximation (the linear theory), given by
where the linear elevation is given by
and A(t 1 , t 2 , x 1 ) is the amplitude of the finite amplitude wave, will be studied in the following sections. The term cc refers to the complex conjugate of the previous terms in the right-hand side of the same equation.
Let us substitute the first-order solutions into the equations of order ε 2 . The uniformly valid solutions of the resulting equations depend on removing the following secular term:
and so the second-order solutions are given by
and
.
Substituting the first-and second-order solutions into the third-order equations, we have the following solvability condition:
4. The curve of the marginal state. In various instability phenomena, the stability of a basic flow is often described by a single dimensionless stability parameter, say the stream velocity or the viscosity number or one of the external forces. If the stability of the basic flow is examined by a linear theory, a neutral curve, or what we call a marginal state curve, then the curves shown in Fig. 2 are obtained. Let us replace −iω by Ω to have the following dispersion relation:
. In general, the frequency Ω is a complex quantity, so we can put Ω = Ω r + i Ω i . To obtain the stability criteria at the marginal state, we must have Ω r = 0, and
and this means that
The transition curve (the marginal state) will be
Equation (14) shows that the case of the two inviscid fluids cannot be treated as a special case. However, equation (14) can only be utilized to investigate the case when one of the two fluids is inviscid while the other is viscous. The influence of the viscosity numberŝ µ 1 andμ 2 as well as the effect of the density ratio ρ on the stability criteria, in the linear theory, has been investigated throughout the four frames of Fig (4) is drawn atμ 1 = 0 andμ 2 = 4.02. Having noted the transition curves displayed in part (a), it is observed that the viscosity coefficients have no influence on the stability criteria of the linear system as these coefficients have the same value. We also note that, when the viscosity number of the upper liquid is decreased, the viscosity number of the lower liquid plays a stabilizing role. On the contrary, we note that, when the viscosity number of the lower liquid is decreased, the viscosity number of the upper liquid plays an unstable role. In other words, the graphs of part (b) show that an increase of the values of the viscosity number of the lower liquid will lead to an increase in the unstable area due to the decrease in the values of the viscosity coefficient of the upper liquid. On the other hand, when the values of the viscosity number of the lower liquid have been decreased, the increase in the viscosity number of the upper liquid plays an unstable role. We remark in parts (b, c) of Fig. 2 that despite the increase of the value of ρ to 0.45 and 0.8, respectively, the system's behavior resembles exactly the same behavior as in the state (b). However, the unstable role played by both the viscosity number of the above liquid when there is no viscosity number for the lower one and the viscosity number of the lower liquid when there is no viscosity for the higher liquid, decreases with the increase in ρ values.
Stability of modulated waves.

Stability of the trivial solution.
Near the marginal state we can put u j = u cj + 2 ∆ j , since j = 1, 2, and ∆ j is a very small order term. So we have
or
where ∆ = ∆ 1 − ∆ 2 . We can simplify the equations (7) and (10) to take the following form:
At the marginal state, where
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we have the evolution equation
The trivial solution of the evolution equation (17) is A = 0. To obtain stability of this solution, near the marginal state, we use the concept of modulation [8, 9, 10, 11, 12] , so we perturb the steady solution, linearly, to have A = a(ζ, ξ) for which its evolution is described by
where a 1 and b 1 are linear real functions. Substituting the perturbed form (20) into (17), we have
To obtain a stable perturbed solution we must have
The transition curve of those stability criteria is given by p 2 = (x r2 /x r1 ) . The different parts of Figs. 3-6 in which we study the influences of the viscosity numbers, the stream velocity and the densities of the liquids in the nonlinear stage on the stability criteria near the marginal state are plotted to reflect the stability conditions (22) and (23) in the (p 2 , k) plane. The areas which are marked with "S" present the stable areas while those which are marked with "U" indicate the unstable areas. In all of these figures, part (a) is plotted at the valuesμ 1 = 0.02 andμ 2 = 0.02, part (b) atμ 1 = 2.02 andμ 2 = 2.02, part (c) atμ 1 = 0 andμ 2 = 2.02, and part (d) atμ 1 = 2.02 andμ 2 = 0. We see in Fig. 3(a) that there are two branches of the curves which in turn divide the plane (p 2 , k) into three areas: an unstable area that separates two stable areas. The range k < 0.8 presents a nearly stable area while the range k > 0.8 is divided into two areas, one of them stable and the other unstable. We note in Fig. 3(b) that there are three branches of the transition curves which divide the plane of stability criteria into four areas, three of them stable and one unstable. In comparing the two parts (a) and (b) of Fig. 3 , we remark that although there is an equality of the viscosity numbers in the two parts, the increase of these values in part (b) shows the stable areas and decreases the unstable areas. We see in part (c) that there is a great change in the stable and unstable areas. These areas decreased with the change of some areas from the stable kind to the opposite kind; conversely, with the increase of the areas which divided the (p 2 , k) plane in part (b) whereμ 1 = 2.02 and µ 2 = 0, we note that there is a very dramatic change in the system's behavior that becomes unstable completely with all values. In the different parts of Fig. 4 the same accounts which are presented in Fig. 3 are repeated but at the values ρ = 0.1, u c2 = 2.6. In part (a) of Fig. 4 we note that there is no essential change in the system's stability compared to the part in Fig. 3 . We remark in Fig. 4(b) that the (p 2 , k) plane is divided by two branches of the transition curves into three areas, two of them stable and one unstable, while in Fig. 4(c) the system changed completely into a stable case, whereas we got in Fig. 4(d) three branches of the transition curves which divide the (p 2 , k) plane into four areas, three of them unstable and one stable. We see in the four parts of Fig. 5 , in which ρ = 0.8, u c2 = 0 , that there is a qualitative change in the system's behavior through the number of the branches of the transition curves and also, the stable and unstable areas. We see in the different parts of Fig. 6 that ρ = 0.8 and u c2 = 2.6 , and there is a regular change to some extent with the change of the values of the viscosity numbers of the liquids compared with the change in the system's behavior as in the states which are presented by Figs. 3, 4, and 5. Hence, we obtained in part (a) of Fig. 6 one unstable area and two stable areas, and with the increase of the values of viscosity to makeμ 1 =μ 2 = 2.02 in part (b) of Fig. 6 , we see a decrease in the stable area which is concerned with the range k < 1.23 in part (a) of the same figure to become the area which is concerned with the range k < 0.06 , while there is an increase in the other two areas meaning that there is a dislodgment in all the curves of Fig. 6(a) towards the left with an increase in the values of the two viscosity numbers. In Fig. 6(c) , we consider an inviscid lower liquid by takingμ 2 = 2.02 . In this case we note that the curves dislodge to the right to get a stable area concerned with the range k < 0.65, while the range k > 0.65 is divided into two areas. In part (d) of Fig. 6 , the above liquid is inviscid, while the lower hasμ 1 = 2.02. The (p 2 , k) plane is divided by one curve into two areas, one of them is stable at the left of the curve whereas the other is unstable at the right, and we also see that the increase of the wavenumber augments the unstable area.
Modulating the trivial solution of equation (19), we obtain the following stability conditions:
If ρμ 1 >μ 2 and γ r > 0, the condition can be rewritten as follows:
and if γ r < 0, we have
Stability of the nontrivial solution.
In this section, the stability of the nontrivial solution of the evolution equations (17) and (19) is examined. In this work, we confine our aim to the temporal solution, which is expressed as
where A 0 depends on neither ζ nor ξ, and which must be a real quantity. Substituting (27) into (17), we obtain the following values of A 0 and : 
and =
For the solution to exist, the right-hand side of (28) must be positive. This condition is expressed as x r2 < 0 and x r3 > 0, or x r2 > 0 and x r3 < 0. Assume that a small perturbation is superposed on the stated solution (27), to have
where a 1 (ζ, ξ) and b 1 (ζ, ξ) are real functions to be determined. Using the evolution equation (30), since the higher-order terms with respect to a 1 (ζ, ξ) and b 1 (ζ, ξ) are neglected, we obtain
whereĉ 1 andĉ 2 are real quantities and withˆ satisfying the following dispersion relation: The condition that the real part ofˆ is negative can be expressed as
The influence of the two viscosity coefficients on the stability criteria corresponding to the finite solution near the marginal state may be clarified by studying the stability graphs represented by the conditions (33) and (34) in the (p 2 , k) the plane. The curves displayed in the parts of Fig. 7 correspond to a system having the physical parameters ρ = 0.1, u c2 = 0. However, part (a) is drawn atμ 1 =μ 2 = 0.1, part (b) drawn at µ 1 =μ 2 = 0.5, part (c) drawn atμ 1 = 0.01,μ 2 = 0.5, while part (d) is drawn at µ 1 = 0.5,μ 2 = 0.01. Inspection of part (a) shows that there is only one transition curve which divides the stability plane into two regions: one of them is stable (S) and lies above the transition curve while the other is unstable (U) and lies below that curve. In part 7(b) we observe that the stability conditions produce two distinct transition curves that separate the stability plane into four regions: two of them are stable, while the others are unstable. It is observed that the system is stable for the long surface waves characterized by a wave number less than 2.8, while the short waves are unstable. In part 7(c), we observe that the stable region is slightly affected by the increase in the wave number in the specific range 0 < k < 0.9, while this region is regularly increased with an increase in the wave number for k > 1. On the other hand, in part 7(d), we remark that a great change in the stability picture has occurred compared with part 7(c). It is observed that there is a regular decrease in the stable region in the specific range 0 ≤ k < 0.82, while all the waves having wave number greater than 0.82 are stable. In the parts of Fig. 8 , we clarify the effects of the viscosity coefficients on the stability criteria of the surface waves for the same cases, respectively in Fig. 7 when the influence of the critical velocity u c2 = 1 of the upper fluid is presented.
In part 8(a), we have observed that the transition curves have divided the stability plane into two regions, one of them stable (the region below the curve), and the other unstable (the region above the curve). This means that the effect of u c2 is to change the stable region into an unstable one and vice versa. In part 8(b), we notice that the behavior of the stability picture is different from that of part 7(a), where there is only a stable region corresponding to the long waves, while the remaining waves are unstable. On comparing the parts 8(c), 6(c) to each other, we have noticed that the behaviors of the stability criteria of each case are very similar. On the other hand, in part 8(d), we observe that there is a great change in the stability behavior of the system compared to the case of 7(d), where the unstable region has been changed to a stable one and then we have a global stability case whatever the k value.
On the marginal curve, and using the the modulation concept, the stability conditions of the waves are given as follows:
where a 2 is a real constant and p is the wavenumber of the modulations. When β r x i1 > 0, the condition (36) will be trivial and thereby the condition (35) will be the only condition of stability. In this case the trivial solution and the nontrivial solution have the same stability condition (35) at the marginal state.
The graphs displayed in the sections of Fig. 9 represent the transition curve for the stability conditions (35) and (36), which correspond to the exact marginal state. In the parts of this figure, we examine the effect of the viscosity coefficients on the stability behavior of the system for the same values ofμ 1 ,μ 2 that have been taken in the parts of Fig. 7 , respectively, when u c1 = 0, u c2 = 0. An investigation of part 9(a) shows that the stability conditions are satisfied and hence the surface waves are stable in the range 0 ≤ k ≤ 0.42, while the remaining waves are unstable; while in part 9(b), we observe that the surface waves are stable in the two regions 0 ≤ k ≤ 0.45, and 2.38 ≤ k, whereas these waves are unstable as 0.45 ≤ k < 2.38. Moreover, the graph of part 9(c) shows that the stability plane still needs to be divided into three regions: two of them, characterized by 0 ≤ k ≤ 0.21 and 2.2 ≤ k, are surface waves having the stability conditions, while the third one, characterized by 0.21 < k < 2.2, is a surface wave lacking such conditions. In part 9(d), we have stable surface waves corresponding to the regions 0 ≤ k ≤ 0.23 and 4.02 ≤ k ≤ 6.1, while the surface waves corresponding to the regions 0.23 < k < 4.02 and k > 6.1 are unstable. In the sections of Fig. 10 , we repeat the same calculations depicted in the parts of Fig. 9 , respectively, but when u c2 = 0. Generally, we have observed that there is a great change in the stability behavior of the system when Fig. 9 and Fig. 10 are compared to each other. However, the graphs displayed in part 10(a) indicate that only the surface waves corresponding to the region 0 ≤ k ≤ 0.4 are stable, while the other waves are unstable. Further, in part 10(b) we have a globally stable surface wave. In part 10(c), we observe that the system is still globally stable, while in part 10(d) the most stable waves are changed into unstable waves and we have stable waves only through the specific range 0 ≤ k ≤ 0.3, approximately.
Conclusion.
According to the linear step of the problem, we see clearly that the increase in the ρ value plays an important role in determining the influence of the viscosity numbers of the two liquids on the stability system in linear theory, but this role will disappear completely when the values of the viscosity numbers are equal. On the other hand, the two viscosity numbers play a dual role in that they sometimes play a stable role while in other cases an unstable role depending on the ρ values.
From studying the trivial solution near the marginal state, we note that the behavior of the modulation of the trivial solutions near the marginal state was exposed to noticeable changes with the change of the viscosity numbers altogether although these two values are equal unlike in the linear state, and also the increase in the value of the viscosity number of any of the liquids, including the lack of the same value for the number of the other liquid, has an irregular effect on the nonlinear step and this role is determined according to the values of the density and the stream velocity.
From studying the nontrivial solution near (on) the marginal state, we remark that the increase (decrease) of viscosity numbers plays a dual role on the stability criteria of the interfacial waves. The increase in the values of the speed of the flow leads to the enrichment of the numbers of unstable waves.
Appendix. Order of ε:
Order of ε 2 :
Order of ε 3 : 
