We developed a fully automated multiobjective optimisation framework using genetic algorithms to generate a range of optimal barrel vault scissor structures. Compared to other optimisation methods, genetic algorithms are more robust and efficient when dealing with multiobjective optimisation problems and provide a better view of the search space while reducing the chance to be stuck in a local minimum. The novelty of this work is the application and validation (using metrics) of genetic algorithms for the shape and size optimisation of scissor structures, which has not been done so far for two objectives. We tested the feasibility and capacity of the methodology by optimising a 6 m span barrel vault to weight and compactness and by obtaining optimal solutions in an efficient way using NSGA-II. This paper presents the framework and the results of the case study. The in-depth analysis of the influence of the optimisation variables on the results yields new insights which can help in making choices with regard to the design variables, the constraints, and the number of individuals and generations in order to obtain efficiently a trade-off of optimal solutions.
Introduction
Context. During the last decades, there has been an important increase in disasters caused by nature or people. When a disaster occurs, the response of humanitarian organisations must happen quickly and transitional settlement is one of the basic needs that must be provided as quickly as possible to the affected population.
During the first emergency phase, there is a need not only for emergency shelters for the local population, but also for larger constructions, such as warehouses and dispensaries. The latter are generally called collective service tents (CSTs) [1] . The current CSTs are, however, structurally complex and it takes a substantial amount of time to build them. An alternative to the current kit-of-part systems, which is faster to erect, is the use of deployable scissor systems [1] .
Scissor units, pantographs [2] , or scissor-like elements (SLEs) [3] are structural elements composed of two straight beams, connected through an intermediate point (a pivotal connection) that enables a single axis rotation in the plane of the structural element [4] . By hinging scissor units to each other at their end points, a two-dimensional transformable linkage is formed. By modifying the shape of the beams and the location of the pivotal connection, different units can be obtained, the most important units for this research being the translational units and polar units [4] .
The advantage of using scissor structures for emergency tents is the easy transportability, the ease and speed of erection and folding (skilled labour is thus not needed for the installation), and the high volume increase between compact and deployed state [5, 6] . Furthermore, scissor structures can be disassembled and their structural elements can be combined into a building kit for use in a later stage of disaster relief [7] , which emphasises the sustainable aspect of the solution.
Problem Statement. Conventional design of scissor structures starts with a geometrical design followed by limited structural design, most of the time combined with common sense and know-how. The novelty of this research presented in this paper is to couple both geometrical and structural design phases to obtain optimised scissor structures. Optimisation is particularly beneficial for disaster relief shelters, as, unlike common civil constructions, they are produced in very large quantities. In order to reduce cost and to improve transportability, keeping the weight to a minimum is crucial. Additionally, minimising the space needed for transport is important: by making the scissor structures as compact as possible, more of them could be sent in the same container (transport by ship). A design for the two conflicting objectives mass and compactness is therefore essential for emergency scissor structures. Multiobjective optimisation methods allow generating a range of optimal solutions for multiple objectives and distinguish themselves from traditional design methodologies which provide one single solution whose dimensions are optimised a posteriori (after the geometrical design). The structural optimisation of scissor structures is however not trivial, because of the different types of design variables. The type of units and the way they are connected have an influence on the shape (shape optimisation). A second type of variable is the number of units which does not influence the shape but the typology of the structure (typology optimisation). The variation in the number of units affects the whole structure because it must meet the geometric and kinematic constraints of scissor structures. Lastly, size optimisation is required for the third type of design variables, which are the cross-sectional dimensions.
In this research, a barrel vault scissor structure shape is chosen because it can be composed of polar and translational units and has therefore a straightforward design and high compactness in its undeployed state ( Figure 1 ). On this structure, both a typology (number of scissor units) and a size (cross section) optimisation are performed. Furthermore, because the aim is to have a compact and lightweight structure, a two-objective optimisation must be performed yielding not one solution but a range of solutions.
In this paper, a general methodology using GAs is developed to obtain a set of structural optimal solutions for barrel vault shaped scissor structures in a fully automated framework without interaction with the user. The methodology behind this framework is illustrated by applying it to a case study: the optimisation of a barrel vault structure for disaster relief. The originality of the research lies in the indepth analysis of the results, allowing us to understand the way GAs work on scissor structures and to provide new insights into the parameters which make the optimisation of barrel vault scissor structures efficient. The importance of the number of individuals and generations in the population is shown and the evolution of the constraints and design variables is discussed. The application and validation (using metrics) of genetic algorithms for the shape and size optimisation of scissor structures for two objectives are the novel contribution of this work.
Literature Review. Very little research is conducted on the structural optimisation of scissor structures. Kaveh et al. were one of the first to perform analyses and size optimisation using an Ant Colony Optimisation (ACO) algorithm [8, 9] . Gantes et al. introduced briefly genetic algorithms in the optimisation of deployable structures [10] . The material properties and cross-sectional dimensions of a bistable deployable structure were adapted to optimise the cost of the beam members, while satisfying the deflection and stress constraints. Kaveh and Shojaee also used the genetic algorithm [11] or the Recursive Quadratic Programming Method [12] to show the potential of optimising foldable structures. Thrall used Simulated Annealing (SA) for finding efficient forms and section profiles for deployable structures [13] and in a recent publication she used stochastic search and gradientbased algorithms for identifying minimum weight solutions [14] . Lastly, Alegria Mira also applied Simulated Annealing (SA) for the optimisation of a reconfigurable component for deployable scissor structures [15] . SA is however not an algorithm that allows working with multiple objectives. Furthermore, it is very time-consuming and it does not build up an overall view of the search space because it works only with one candidate solution. Finding optimal multiobjective Applied Computational Intelligence and Soft Computing 3 solutions with ACO is difficult because numerous parameters must be fine-tuned [16, 17] .
In [18] , Alhanjouri and Belal demonstrated that genetic algorithms (GAs) perform better than ACO. GAs also have several other advantages [19] : first of all, they allow single or multiobjective optimisation; the latter is needed for this research as the aim is to minimise both the mass and the compactness. Secondly, instead of a single design point, GAs work with a population of design points in the space of design variables, producing a broad search of the objective space and thus lowering the chance of being stuck in a local minimum. At last, GAs can handle continuous, discrete, or mixed optimisation problems. In the case presented here, the number of units is, for example, a discrete variable and the continuous variables are the dimensions of the cross sections. Table 1 provides a comparison of the current work with previous research on the optimisation of scissor structures.
Detailed Description of the Considered Case Study: The Barrel Vault Scissor Structure
This paragraph extensively investigates a case study of a barrel vault shaped scissor structure in order to study the algorithm parameters and to reflect on the results.
Geometry and Loads.
The considered barrel vault is composed of polar scissor units for the arches and translational units between the arches with equal member's length and has an outside height of 3,45 m ( Figure 2 ). The inside span of the structure is 6 m. Taking into account the structural thickness of 45 cm, the outside span is 6,9 m. As the depth depends on the length of the scissor elements which in turn are dependent on the number of units, the depth is not fixed, but the total ground surface should be around 45 m 2 (determined by the head of the Médecin Sans Frontière Operation Centre Brussels Logistic Department [20] ). This means that the depth will be approximately equal to 7 m. The barrel vault structure is hinged on each support with the ground. For the scissor elements, unhardened 5059 aluminium ( = 70 GPa, = 160 MPa, and = 2780 kg/m 3 ) is used.
In Figure 3 , the load cases are shown on the structure. The transversal wind is assumed to blow from the left to the right which causes pressure on one side (Zone A) and suction on the other sides (Zones B and C) and the longitudinal wind is causing pressure and suction in five different zones (D, E, G, H, and I); both wind loads are calculated using Eurocode 1-4: Wind Actions [21] . The two snow load cases (uniform and drifted snow case) are calculated using Eurocode 1-3: Snow Loads [21] . For the joint weight, a constant value of 1,5 kg is used. Lastly, the weight of a PVCcoated polyester membrane is assumed (700 g/m 2 ); however, structural interference between the membrane and the arches is not considered in this optimisation exercise. With the appropriate load combination factors [22] , a first preliminary structural analysis shows that two load combinations are detrimental for the analysis of the barrel vault. The load combination with the transversal wind load and drifted snow load (LC1) is determinative for the structural optimisation of the polar units in the arch and the load combination with the longitudinal wind load together with the drifted snow (LC2) is determinative for the structural optimisation of the translational units. 
Objectives, Constraints, and Design
Variables. The two objectives of the optimisation are the mass of the structure (calculated as a function of the volume of all structural elements and the permanent loads such as joints and membrane) and the compactness of the structure (calculated as the volume of the undeployed barrel vault).
The following constraints are considered, each time for both the polar and the translational units and for two load combinations:
(i) The maximum stress is 160 MPa (unhardened 5059 aluminium). (ii) The maximum deflection is L/100. This constraint is less strict than for traditional structures and was set in agreement with our partner Médecins Sans Frontières. (iii) The maximum horizontal displacement is H/100. This constraint is less strict than for traditional structures and was set in agreement with our partner Médecins Sans Frontières. (iv) For the local buckling, an analytical calculation is implemented to check the member's local buckling by taking into account the normal force and the bending moments around the two axes following Eurocode 9 [23] . (v) The global buckling calculation is based on the eigenvalue buckling analysis (linear perturbation procedure) of the model using Abaqus/CAE 6.12 [24] .
Seven design variables are defined in this research: the number units of the barrel vault structure (typology optimisation) and the height, width, and thickness of the rectangular tube cross section for both the polar and the translational units (size optimisation). The boundary values for the design variables are shown in Table 2 .
Mathematical Formulation of the Problem. One has
Subjected to: (x) ≤ 0 = 1, . . . , 16,
where x is the vector of design variables (height, width, and thickness of both polar and translational units and the Table 2 : Boundary values for the seven design variables (height, width, and thickness of both the polar and the translational units). 
Lower limit
is the objective functions that should be minimised (compactness and mass), and (x) is the inequality constraints (stress, buckling, horizontal and vertical displacement, and global buckling for both the polar and the translational units and for two load combinations).
Optimisation Methodology

The Genetic Optimisation Algorithm.
A genetic algorithm uses operators inspired from biological evolution to generate individuals, which represent in this case scissor structures with certain design parameters (e.g., 7 units with a hollow cross section of 45 × 45 × 7 mm). The quality of the individuals is then evaluated through a fitness function (e.g., a representation of the values of the objective functions). The set of solutions is then improved by applying biological operators [19] . GAs have three important operators to generate solutions with an increasing fitness level, that is, solutions that are more optimal: selection, recombination, and mutation [25] . The selection operator selects the individuals for the next generation. The recombination (e.g., single-point crossover) is a procedure where the good genes of each parent are combined together. At last, during the mutation phase, the characteristics of the individuals are changed (e.g., the values of the genes are changed from "1" to "0" or vice versa). For this research, the Nondominated Sorting Genetic Algorithm II (NSGA-II) is used [26] . NSGA-II is a GA using the three operators previously mentioned but with some extra adjustments in the way the selection operator works which make it more efficient [27] . Before the selection part, the population is ranked into nondominated fronts. A solution is part of the nondominated front, also called a Pareto front, if no other feasible solution exists which would decrease some criterion without causing a simultaneous increase in at least one other criterion (for a minimisation problem) [25] . Once the nondominated front is found, it obtains a high fitness value and is temporarily ignored in order to sort the rest of the population into a second nondominated front. This process continues until the entire population is classified into several fronts. The new population is then formed by adding solutions from the first front till the size exceeds the population size . For the last accepted front, the first points are chosen by opting for the points that are located in a region with a smaller number of points, in order to maintain variety in the population (using the crowding distance principle) [19] . Instead of opting for the Pareto optimal method, several other approaches are possible to deal with a biobjective optimisation problem. Considering a linear combination of the objectives as done by Shahvari et al. in [28] [29] [30] could also be an option. However, within the larger scope of this research, it is essential that several optimal solutions are proposed by means of, for example, a Pareto front so that the designer can choose a posteriori the solution that fits best his needs. Indeed, in function of the preferences of the end user, a solution with less compactness or higher weight will be chosen. Furthermore, population-based search produces a broad search of the objective space and thus lowers the chance of being stuck in a local minimum. The current NSGA-II algorithm used in this paper has been applied in different other case studies [31] [32] [33] .
The Structural Analysis Framework.
In order to couple the structural analysis of the barrel vault scissor structure with multicriteria optimisation in an automated way, a framework is set up combining Matlab R2014b, Abaqus 6.12, and the programming language Python. This process is illustrated in Figure 4 : in a first step, the NSGA-II algorithm written in Matlab generates a first population of individuals with their own design variables based on Table 2 . For each individual, a Python script is then launched which defines the barrel vault scissor structure geometry in Abaqus CAE without using the graphical user interface (GUI). A static and buckling calculation is then activated using the script. The output of the structural analysis is read in another script and the constraints are calculated. Those constraints are sent back to NSGA-II which evaluates the different objective functions and creates a new population as explained in Section 3.1. This process is repeated until the last individual of the last population is reached or until convergence is obtained (as explained in Section 4.5).
The strength of this open framework is that it can be used for any parametrised structure. It is flexible as it can optimise one or multiple objectives by varying multiple continuous and discrete design variables and by taking into account many constraints. 
Analysis and Discussion of Optimisation Results and Parameters
The structural optimisation consists of many design variables and constraints; fourteen constraints are considered (for both load combinations LC1 and LC2: horizontal displacement, deflection, stress of the polar units, stress of the translational units, local buckling test of the polar units, local buckling test of translational units, and global buckling) and seven design variables are optimised (number of scissor units and the three dimensions of a box cross section for both the polar and the translational units). Analysing the behaviour of each individual constraint and design variable is cumbersome and slow and does not significantly contribute to the aim of this study. Therefore, in a first instance, a simplified structural optimisation will be run in order to analyse the global behaviour of the objective space, the constraints, and the design variables. In this simplified simulation, the cross section of the polar and translational units will be identical and only one load combination will be analysed, LC1 (dominant transversal wind load and a drifted snow distribution). For this first optimisation, 60 individuals and 20 generations are used. More explanation about the number of individuals and generations and a convergence check will be provided in Sections 4.5 and 4.6.
The Pareto Front and Pareto
Set. This subsection handles the general behaviour of the Pareto front. After running the optimisation routine, instead of finding one single optimal solution, a front is obtained with several optimal solutions. This is the consequence of working with multiple objectives. The set of Pareto solutions in the design space is called the Pareto set and the Pareto front is the image of the Pareto set in the objective space. The Pareto front, or the nondominated front as explained in the Introduction, of the optimisation of the barrel vault scissor structure is shown in Figure 5 .
Because of the two conflicting objectives, mass and compactness, a Pareto front is obtained (the range of the design variables of the Pareto set is given in Table 3 ). This would not have been the case if the objectives were not conflicting.
In that case, only one optimum would have been found. The conflicting objectives can be explained as follows: on the one hand, a small cross section procures a compact solution, but, to meet the strength, stiffness, and stability criteria, the cross section must be thicker, which causes heavier solutions (the heaviest being the solution with a cross section of 42 × 41 × 6 mm, compactness of 0.463 m 3 , and a weight of 573 kg). On the other hand, a bigger cross section has the opportunity to meet the criteria with a thinner cross section, but this affects the compactness of the whole structure (the lightest being the solution with a cross section of 53 × 51 × 3 mm, compactness of 0.721 m 3 , and a weight of 433 kg). Note that, in this simulation, the cross sections have a continuous variation in height, width, and thickness but, in reality, the cross sections will be chosen from a catalogue. This catalogue is not implemented in this simulation in order to have a better understanding of the relation between mass, cross section, and compactness. The interface is however open and the switch from continuous to discrete variables is therefore feasible. Figure 6 shows the projection of all calculated structures into the objective space. Three different kinds of markers can be distinguished in the figure: the green dots are scissor structures which fulfil all the constraints. The red crosses do not fulfil one or more of the four constraints and the blue dots are Pareto optimal solutions, that is, the optimal solutions of those that fulfil all the constraints. One can note that there is no clean separation between the red and the green dots. Some red points are above the Pareto front and are still failing, while neighbouring dots do fulfil the constraints. This behaviour can be explained by recalling that Figure 6 shows the objective space and not the design space. This means that two adjacent individuals could have totally different design variables but almost the same objective values. These outlier solutions were generated in one of the first generations and represent structures with a very small number of units which causes their elements to fail by local buckling. The behaviour of the design variables is explained in Section 4.4.
The Objective Space.
The Constraints.
The aim of this subsection is to determine which one(s) of the constraints are the most dominant in the structural optimisation of the barrel vault scissor structure. The evolution of the four constraints (stress, deflection, local buckling, and global buckling) was plotted using the boxplot function of Matlab (Figure 7 ) [34] . Important to note is that the -value in the figure is the normalised difference Applied Computational Intelligence and Soft Computing between the actual and the limit value of the constraint. This means that all the individuals of the same constraint were divided with the highest value so that the results lie between −1 and 1 and that each individual with a positive constraint value fails. For each generation , the edges of the box are the 25th and 75th percentiles of the population for generation , the central horizontal mark is the median, the whiskers extend to the most extreme data points not considered outliers, and outliers are plotted individually (red plus signs).
Global
Buckling. The first step is to analyse the global buckling behaviour of the construction. As shown in Figure 7(a) , there are no solutions that fail in global buckling. Note that the boundaries of the -axis are between −0.1 and 0.05 which means that the outliers are quite prominent. Indeed, as all individuals were normalised by dividing by the highest value (as explained in the introduction of Section 4.3), if most of the -axis values are small, this means that the maximum which was used to perform normalisation is very high. This is not the case for the other constraints.
Global buckling is thus not the most important constraint; other constraints are more dominant. This is an important conclusion because it takes an important part of the computation time to make the global buckling calculation. By knowing that the global buckling calculation is not detrimental, this check can be removed from the optimisation loop ( Figure 4) and only be checked a posteriori for valid solutions. For the next optimisation runs that are made with different numbers of individuals and generations (see Section 4.6), the buckling calculation is thus not included in the loop anymore. This causes a gain of 30% in computational time.
Local
Buckling. The calculation of the local buckling is an analytical calculation based on the normal force and bending moments in the most loaded beam [23] . Figure 7 (b) shows that besides for the first generation 75% of the population meets the constraint. The reason why the first generation has so many solutions failing in local buckling is the small number of units (5 as shown in the evolution of the variables). Until the last generation however, some individuals are still failing in local buckling. We can also observe that there is evolution towards solutions that are increasingly prone to local buckling (meaning that the cross section is changing to thinner/smaller sections). This local buckling check is thus necessary to consider but is not the most important one.
Deformation.
The deformation failure has evolution that is quite identical to the stress evolution, with positive evolution of the deformation towards the limit but, from generation 10 on, the deformation stays quite constant and far under the limit. It could thus be stated that no individuals deform excessively. Hence, the serviceability limit state (SLS) of deformation is not the criterion on which the barrel vault is designed.
Stress.
The stress constraint is the most important constraint as shown in Figure 7(d) . It is clear that the design variables are optimised mainly in function of the stress criterion. During the first generations, too many solutions are satisfying the constraints. On the one hand, this means that feasible solutions are found, which is the aim of the optimisation. On the other hand, when compared to the other constraints, it seems that all of them are under the limit. The solutions are therefore feasible but not optimal. The optimal solutions are the ones that are just on the limit between failing and satisfying the constraints. Therefore, the algorithm tries to evolve to better solutions and this evolution is apparent in Figure 7(d) , where the box is approaching the limit of 0 as the number of generations rises. Figure 7 shows thus clearly that the barrel vault is dimensioned based on the material strength.
The Evolution of the Design Variables.
In this subsection, the evolution of the design variables is analysed. The evolution of the number of scissor units and the three parameters of the box cross section of the scissor units (height, width, and thickness) are shown in Figure 8 . These figures give an overview of the way the design field is explored by the optimisation routine.
The variation in number of scissor units is visible in Figure 8(a) . In a first generation, individuals varying from 5 to 10 scissor units are created with a median of 8. From generation 2 on, individuals with 5 units are no longer considered because, as already explained, the optimisation framework generates elements with a large length that fail in buckling. From then on, the median shifts from 8 to 7 (from generation number 5). This optimal number of scissor units of 7 can also be seen in the Pareto front in Figure 5 . The evolution of the three parameters of the box cross section is shown in Figures 8(b)-8(d) . As can be seen, the boxes are more shifted to the bottom side, especially for the height and the width. In the beginning, the height and the width are covering the whole range but as shown in the constraints this leads to too stiff and strong structures. This is the reason why these parameters are then reduced in order to have more optimal and light structures.
Metrics for Comparing Nondominated Sets: Convergence
Criterion. In the first simulation, we opted for 20 generations. In this part, the behaviour of the optimisation routine will be analysed through some tools such as the generational distance, the hypervolume, and the rate of feasible solutions [35] . A convergence criterion will also be defined.
Generational Distance (GD).
The GD represents how far in average the current set PF current is from PF true [36] . In Figure 9 (a), a fluctuation of the general distance can be observed trending to a drop in GD. This value of GD will be used as a criterion for convergence of the Pareto sets for the next simulations that will be run. The criterion will be the following: if four consecutive Pareto fronts have a GD value lower than 0.01, this means that convergence has been obtained and that the optimisation loop can be stopped. 
Hypervolume HR.
In biobjective problems, the hypervolume consists in calculating the area dominated by a set of solutions in the objective space and bounded by a reference point [37, 38] . Figure 9(b) shows the evolution of the hypervolume. As expected, the hypervolume increases with the generations to a value of 1.6. This value is obtained at generation 17. The hypervolume of generation 3 compared to generation 16 is illustrated in Figure 9 (Figure 9(c) ). Generation 1 has fewer feasible solutions than the second generation, but, from then on, the rate of feasible solutions decreases. This is a desirable behaviour because it is important to have solutions which are failing. The latter means that the simulation is trying to find solutions of the Pareto front, on the edge between solutions that satisfy or fail the constraints.
Influence of the Number of Individuals and Generations.
NSGA-II is a genetic algorithm and works with populations of individuals. The first step in the optimisation process is to generate solutions which cover the whole objective space, in order to have an idea of which individuals fail and which individuals meet the constraints. As the number of generations progresses, the individuals are clustered around clouds of good solutions, which converge to the Pareto front.
It may be expected that if the number of generations increases, the Pareto front will contain more points, thus less gaps, and that it will converge to the "theoretical" actual Pareto front. Secondly, it might seem better to have more generations than more individuals, because generations are combining the genes of good solutions to obtain better children. Drawing conclusions on this matter is, however, not so straightforward.
The influence of the number of individuals on the number of needed generations was therefore studied. Taking into account the convergence criterion (general distance Figure 9 : While the GD is dropping with the generations, the HR is rising and the RF is fluctuating. This means that as the generations progress, the Pareto fronts are coming closer to each other and their extent is becoming bigger while procuring enough solutions that are failing.
≤ 0.01 for four consecutive Pareto fronts as explained in Section 4.5), 8 simulations were run with a number of individuals varying from 20 to 160 in steps of 20 and the hypervolume of all the Pareto fronts was calculated ( Table 4 ). In general, it can be seen that the more the individuals, the smaller the number of needed generations until convergence but the higher the total number of iterations. It is therefore more time-consuming to opt for more individuals as the total number of calculated solutions will be higher (1440 for 160 individuals versus 420 for 20 individuals). Secondly, there is no correlation between the number of individuals, generations, or iterations and the hypervolume. For example, the hypervolume of 140 individuals is much higher than the one of 160 individuals. In order to understand this phenomenon, the Pareto fronts of the different simulations have been plotted in Figure 10 . The two largest hypervolumes (140-9 and 60-12) have a higher HR value because of the extent of their objective space (the green triangles go way further than the other Pareto solutions). However, it can be noted that in both cases the Pareto solutions lie globally higher than the Pareto solutions of the other cases (so a higher weight for the same compactness). It can thus be concluded that reaching for a broader objective space causes the solutions to be less "optimal" but it procures solutions with a great variety of design values. Comparing the hypervolumes of different simulations is therefore not the clear way of comparing simulations as the hypervolume is in fact a metric to show the expansion of the objective space and not the quality of the Pareto front.
In general, it can be said that the more the individuals, the smaller the gaps between Pareto solutions. The Pareto fronts are therefore denser, contain more optimal solutions, and have solutions that are closer to the theoretical Pareto front (e.g., note the difference between case 80-13 and case 20-21). It takes however more time to calculate the optimal solutions. Thus, the following important design conclusion can be formulated: if the aim is to have a couple of Pareto solutions inside a wide objective space in a quick way, the designer should opt for a small number of individuals with a minimum (in this case) of 60 individuals. Below 60 individuals, the Pareto front has too few solutions. On the other hand, if the aim is to have a dense and accurate Pareto front and if enough calculation time is provided, then it is best to opt for a higher number of individuals (e.g., 160).
Results of the Detailed Structural Optimisation Procedure
In Section 4, a simplified structural optimisation with fewer design variables and constraints (4 design variables and 7 constraints) was run and discussed. For the sake of completeness of this study, the results of the full structural optimisation (with 7 design variables and 14 constraints) are shown in Figure 11 . 160 individuals per generation were used and the optimisation needed 23 generations until convergence. Three Pareto solutions are shown, the two most extreme optima and the solution that will be used for further research on transformable barrel vault construction. The latter has been chosen because of the similarity between the outside crosssectional dimensions of the polar and translational units (67 versus 69 mm and 41 versus 40 mm) which can greatly simplify the design of the needed joints.
Conclusion
This research paper has presented a general, open, and flexible methodology using Abaqus and Matlab to obtain a set of 12 Applied Computational Intelligence and Soft Computing optimal barrel vault scissor structure solutions in a fully automated framework without interference from the user. For the structural optimisation interface, several Python scripts are linked with Matlab (which contains the optimisation algorithm) and Abaqus (for the structural analysis). The fact that genetic algorithms are used gives, besides a wide search in the objective space, also the possibility of optimising other shapes of scissor structures, using discrete or continuous design variables. The objectives and the constraints can also be changed and the same methodology can be used even if the aim is the optimisation to one objective.
This paper shows the feasibility and capacity of this methodology by optimising a 6 m span barrel vault to weight and compactness and by obtaining a Pareto set of optimal solutions in an efficient way. The in-depth analysis of the influence of the optimisation variables on the results yields new insight which can help in making judicious choices with regard to the design variables, the constraints, and the number of individuals and generations in order to obtain efficiently a trade-off of optimal solutions.
As shown by the analysis of the design variables evolution with the indicators generational distance, hypervolume, and rate of feasible solutions, each solution of the Pareto set has an optimal number of scissor units of 7.
By mapping the constraints violations in function of the number of generations, the influence of the constraints was analysed; the conclusion is that stress is more dominant than global and local buckling and deformation. Because global buckling is not preponderant, the global buckling analysis was removed from the optimisation loop and only verified a posteriori for the optimal scissor structures. This means a significant gain in computation time (30%).
Studying the influence of the number of individuals and needed generations to obtain convergence (using the generation distance metric), it was found that the main clusters are mostly formed during the first generations, and, from then on, the new individuals are clustered into those clouds of good solutions. The more the individuals per generation, the smaller the number of needed generations until convergence but the higher the number of iterations, causing a higher computational time. Yet, a denser and smoother Pareto front is then obtained. In conclusion, the following design rule was formulated: if time is scarce and the aim is to have some Pareto solutions inside a wide objective space, the designer should opt for a small number of individuals per generation (minimum of 60 individuals). However, if the aim is to have a dense and accurate Pareto front, a higher number of individuals per generation are necessary. The final Pareto front of the full structural optimisation has been found with 160 individuals and 23 generations.
