Magnetotelluric (MT) responses in complex, 3-D terrains are in general characterized by (i) elliptical polarization states of horizontal electric and magnetic fields; (ii) the non-orthogonality of electric and magnetic fields and (iii) a coupling of the anomalous tangential-electric (TE) and tangential-magnetic (TM) modes, giving rise to a mode-mixed anomalous electric field at the surface. These 3-D effects are propagated into the MT impedance tensor, which is derived from horizontal electric and magnetic fields, recorded at the earth's surface. The 2 × 2 impedance tensor is in general fully occupied, and each of its elements is a mode-mixed quantity. To study 3-D effects of MT (impedance) data, the TE and TM mode contributions must be separated. This becomes possible with the inclusion of the single-mode vertical magnetic transfer function (the ratio of vertical to horizontal magnetic fields). Then, the individual modes can be resolved without prior knowledge of the underlying 3-D conductivity structure. For this purpose, we consider (i) the spatial relations between electromagnetic field components recorded in an array of sites (Faraday's law) and (ii) that the magnetic TE mode and electric TM mode fields are potential fields within the insulating air half-space above the earth's surface. Based on these two dependencies, it is possible to reconstruct the entire electromagnetic field from (measured) mixed-mode impedances and vertical magnetic transfer functions and to separate it into TE and TM modes, and into normal and anomalous parts. Hereby, we cannot only study the contribution of the two modes on the observed impedance tensor but also quantify the influence of 3-D effects at each location and frequency of a particular data set. Results of a modelling study suggest, that (i) none of the elements of a 3-D impedances tensor can be regarded as favourable for a 2-D interpretation (only 3-D models can explain 3-D data), (ii) a heterogeneous crust can strongly obscure identification of responses originating from the lower crust or upper mantle even at very long periods and (iii) the TE mode magnetic transfer functions are most important for sensing deep anomalies.
I N T RO D U C T I O N
In magnetotellurics (MT), diffusing currents within the earth are excited by an external, inductively coupled, presumed plane-wave magnetic source field. In absence of any conductivity anomalies, the induced current flow is driven by an electric field, which is tangential (-electric) to the plane earth's surface. These normal currents and electric fields are toroidal. Anomalous fields are excited when conductivity anomalies are present. These anomalous fields, when observed in homogeneous regions, may be formally decomposed into tangential-electric (TE) and tangential-magnetic (TM) modes with respect to the Earth's surface z = 0. Away from lateral conductivity gradients or contrasts, the anomalous TE mode is associated with a toroidal electric field and a poloidal magnetic field, while the anomalous TM mode is associated with a poloidal electric field and a toroidal magnetic field (e.g. Weidelt 1975 ). Hence, a vertical magnetic field is confined to the TE mode and a vertical electric field to the TM mode.
A vertical magnetic field anomaly at the earth's surface reflects the induced current concentration within conductivity anomalies within the subsurface. An anomalous vertical electric field, on the other hand, which may be observed above the earth's surface in the insulating air half-space, results from electrical charges accumulating below the surface at z = −0 (i.e. within the Earth), which in turn extinguish vertical current flow across the earth-air interface (e.g. Weidelt 1975) . In order to maintain Ohm's law, electric charges accumulate at lateral conductivity contrasts and contribute to both TE-and TM-modes even at great distances from the anomaly. Due to self-induction, the two involved physical processes of induction and charge accumulation depend on each other in the presence of 3-D conductivity structures. Ting & Hohmann (1981) noted the importance of surface charges at conductivity boundaries on 3-D MT responses. In the simplifying 2-D case, electrical charge accumulations are restricted to the TM mode, where currents are polarized perpendicular to a conductivity contrast. In this case, the TE mode fields are purely inductive and not affected by charges. Even in the 3-D case is it reasonable to assume, however, that the predominant contribution to the TE mode fields is of inductive origin while the TM mode electric fields will be strongly influenced by charges, that is, related to galvanic currents.
In the 2-D case, the TE and TM modes degenerate into the E-and H-polarization [electric, respectively, magnetic field polarized in direction of geoelectric strike and tangential to the earth's surface; see also Ward & Hohmann (1987) and Hobbs (1992) ]. Here, a vertical magnetic field arises in the E-polarization only while a vertical electric field is confined to H-polarization. The existence of a 2-D structure may be inferred from the properties of the observed fields. In such a case, the modes may be separated in terms of Eand H-polarization by a simple coordinate rotation, and a subsequent 2-D interpretation is the adequate approach.
Induction in 3-D structures, however, will always produce TE-and TM-mode fields at the surface, which may no longer be separated into two perpendicular polarizations, and the properties of the MT data may then be significantly different form those in the 2-D case. Major differences in the MT responses from 2-D and 3-D subsurface structures are due to the (i) simultaneous occurrence of both TE and TM modes in each element of the impedance tensor, (ii) the coupling of the TE and TM modes in the 3-D case and (iii) the nonorthogonality and elliptical polarization of principal electric and magnetic fields.
To a large part, literature on regional MT studies is concerned with the problem of justifying a 2-D interpretation even if the data show the influence of 3-D features below or off profile. A 2-D model assumption is often favoured over a full 3-D interpretation because MT data are commonly acquired along profiles, and because 3-D inversion codes are often too expensive in terms of computational requirements. Only in recent studies are 3-D inversions becoming tracktable. For instance, Tuncer et al. (2006) compared the models obtained from 2-D and 3-D inversion for a real data set in order to cross-validate the results.
A number of authors suggested to base the 2-D interpretation of data with (moderate) 3-D effects solely on the presumed H-polarization response referencing to the work of Wannamaker (1999) or to jointly invert presumed H-polarization impedances and (E-polarization) vertical magnetic data, arguing that the presumed E-polarization impedance is more sensitive to off-profile features (cf. for instance, the recently presented regional studies of Wannamaker et al. 2002; Booker et al. 2005; Unsworth et al. 2005) . , on the other hand, suggest a two-stage interpretation starting with inversion of presumed E-polarization data in the first stage followed by an inversion of presumed H-polarization data in the second stage, which may refine the model resulting from the first stage. Ledo et al. (2002) discuss 2-D models obtained from inversion of synthetic 3-D data along profiles. They make a difference between 3-D structures located below the profile and those situated off-profile. For the latter they find that inversion of the presumed H-polarization impedance introduces phantom structures to the 2-D model. They also emphasize the importance of a correction of galvanic distortion prior to modelling the data. Other authors prefer some combination of all three observations (presumed Eand H-polarization impedances and vertical magnetic transfer functions), possibly showing the results of individual mode inversion results , or giving different weights to the individual responses in a joint inversion. Pedersen & Engels (2005) suggest to invert for invariants of the impedance tensor, which has the advantage that the modelled 2-D responses are mode-mixed as well as the observed 3-D response. Siripunvaraporn et al. (2005) note that 2-D inversion of presumed E-polarization impedances may introduce spurious features in the 2-D model, when the data are 3-D. He also emphasizes the importance of including off-diagonal impedances in the scope of 3-D inversion, even if the data are measured along a profile. In an earlier 3-D modelling study, Ting & Hohmann (1981) suggest to combine 2-D inversion of short-period presumed H-polarization data with subsequent 3-D modelling of presumed E-polarization data.
We do not question the usefulness of 2-D interpreted MT data, as there is enough evidence that large scale, predominantly 2-D structures exist in nature. However, the above examples show that different methods of extracting information from 3-D responses using a 2-D approach are employed by different authors for their particular data sets. It seems that there is no optimal way to treat 3-D data in a 2-D assumption, since different classes of 3-D models have different effects on MT transfer functions.
As described aforehand, the characteristics of the TE and TM modes in a 3-D environment are important aspects to understand 3-D effects in MT data. In this paper, we develop a general scheme for a decomposition of the MT transfer functions into the anomalous fields, separated into the TE and TM modes. This decomposition is possible, when vertical magnetic transfer functions are available on a dense and large grid. The vertical magnetic transfer function involves only magnetic fields measured above the surface, where the TM mode magnetic field is extinguished (Weidelt 1975) . Hence this quantity is a pure TE mode transfer functions and allows to estimate the anomalous TE mode surface electric field, which in turn opens the possibility to determine also the TM mode electric field at locations where the impedance tensor is known. We investigate these mode-separated responses to develop a deeper understanding of 3-D effects and the properties of the modes in a 3-D environment. We begin with a comprehensive description of the electromagnetic fields in terms of electromagnetic modes. We define their propagation into transfer functions: those which can be measured and those, which can be reconstructed from mode-separated fields. The physical meaning of the mode-separated quantities are illustrated and discussed in detail in the scope of a 3-D modelling study.
B A S I C P R I N C I P L E S

Magnetotelluric fields and electromagnetic modes
The properties of the TE and TM modes have been extensively studied for the 2-D case. For instance, Ferguson & Edwards (1994) high-lighted that the two modes sense different depth ranges in the presence of surface conductors. Recently, Jones (2006) investigate the properties of the TE and TM modes in presence of a 2-D anisotropic layer. He notes the different penetration depths of the two modes, which makes it virtually difficult to obtain directional information from depths below the anisotropic layer.
Examining the properties of the TE and TM modes for 3-D structures and how they propagate into the MT transfer functions is less obvious, because each of the MT impedance tensor elements is then an algebraic mixtures of both modes. Nevertheless, it is possible to artificially separate the modes making use of their vector-analytic properties. Weidelt (1975) shows mode-separated surface electric fields for a simple 3-D block model and two perpendicular normal magnetic field polarizations, which he calculated with a 3-D volume integral approach with the Green's tensor splitted into its TE and TM mode parts. While this approach gives much insight into the physics involved, it requires knowledge of the conductivity structure.
In practice, not the fields themselves but transfer functions are studied in MT. These transfer functions are linear relations between components of the electric and magnetic fields (Kaufman & Keller 1981, among others) . Most commonly, the single-site impedance tensor Z and the local vertical magnetic transfer function T are estimated in the spectral domain at each measurement point. While T involves only the TE mode magnetic field, Z is generally a modemixed quantity, with the modes being awkwardly mixed in each element of Z.
A particular simple case of a mode-mixed response occurs if small-scale inhomogeneities galvanically distort a predominantly 2-D electric field. Galvanic distortion is a special case because the distorting TM mode electric fields oscillate in phase with the regional electric field, which means that the regional phase information, that is, the impedance phases in regional strike coordinates, is not affected by galvanic distortion (Groom & Bailey 1989) . This connection has resulted in a number of so-called impedance tensor decomposition schemes which aim at recovering an underlying large-scale 2-D structure in the presence of galvanic distortion (Bahr 1988; Groom & Bailey 1989; Smith 1995; McNeice & Jones 2001; Becken & Burkhardt 2004) . While there may be situations, where the earth is sufficiently described in terms of small-scale superficial and large-scale regional 2-D structures, this model appears to be too restrictive in general.
The real earth hosts electrical inhomogeneities at any scale, and the impedance tensor measured at the earth's surface is consequently a mode-mixed quantity at all periods. To better understand the response functions of such a complicated earth, we have to study the modes separately in order to quantify their contributions to the actually observed transfer functions.
Basic equations
To describe the electromagnetic field, we use right-handed Cartesian coordinates (x, y, z) with unit vectors x, y and z, where z is positive downward. The electric and magnetic fields are given with a time dependency {E, H} ∼ e iωt ; ω is the angular frequency. The magnetic permeability is assumed to be the vacuum permeability μ 0 everywhere following, for example, Vozoff (1987) , which gives the choice of either working with the magnetic flux density B or the magnetic field H = B/μ 0 . The field relations in regions of constant conductivity σ are described by Ampère's and Faraday's law,
respectively, and the current density is given by Ohm's law J = σ E.
In the scope of this work, the conducting earth is formally decomposed into a layered normal structure σ n (v) and conductivity
In absence of conductivity anomalies (σ a = 0) the normal magnetic and electric fields h and e would be observed at the earth's surface. In synthetic studies, the normal magnetic field are incorporated in terms of two principal horizontal magnetic field vectors h 1 = (1, 0)
T and h 2 = (0, 1) T , oscillating in time with angular frequency ω. The induced normal electric fields are given by
where Z n is the normal impedance. Anomalous fields E a and H a arise due to conductivity anomalies and affect the total horizontal and vertical components, denoted with subscripts h and z, respectively, as
at some point r on or above the surface. In regions without lateral conductivity gradients or contrasts, the magnetic and electric field vectors are divergence-free and may be decomposed into toroidal and poloidal parts (Gray & Nickel 1978, e.g. and references therein) and represented in terms of Debye potentials. At lateral conductivity gradients or contrasts, this decomposition is not possible. In electromagnetic geophysics, this decomposition is widely used (Schmucker & Weidelt 1975; Weidelt 1975; Vasseur & Weidelt 1977; Berdichevsky & Zhdanov 1984; McKirdy et al. 1985, among others) and leads to the superposition of toroidal and poloidal parts as
The toroidal vectors E E and H M are tangential to the earth's surface. The poloidal vectors H E and E M are associated with a vertical magnetic and electric component, respectively. Here, the TE mode fields are denoted with subscript E and the TM mode fields with subscript M. Besides the vertical electric field, which is usually not measured, all components of the electric and magnetic field are continuous across the surface z = 0. Therefore, the electric and magnetic field components observed in a MT land survey can be considered as being measured above the surface z = −0 within the insulating air half-space σ = 0. Hence, the surface fields are measured in a region without lateral conductivity contrast or gradients (see above) and can be separated in the modes everywhere on the surface. Furthermore,
is extinguished in the air half-space as a consequence of the fact that no currents can cross the earth-air interface. In addition, H E (z ≤ −0) and E M (z ≤ −0) are curl-free, which follows from Ampère's law with σ = 0 and Faraday's law with H M = 0. Both satisfy Laplace's equation 
where H{.} is the 3-D Hilbert operator. Following the transfer function approach, the earth can be described as a linear system, where the anomalous electromagnetic fields may be considered as output and the normal magnetic fields as input channels. Theses vectors can then be expressed via transfer functions in matrix form. In particular, the anomalous magnetic field vectors are linearly related to the normal magnetic field via the 3 × 2 magnetic perturbation matrix W as
since I = [h 1 h 2 ] is the 2 × 2 unit matrix. Similarly, we can define an electric perturbation matrix U as
E v has been incorporated in eq. (16) for completeness. The calculation of the perturbation matrices U and W requires simultaneous measurements of the local magnetic field vector, the local electric field and the normal magnetic field. To obtain the latter may be difficult in practice, as it is generally not known if a location is sufficiently far away from any conductivity anomalies. The field vectors at point r are related to the horizontal magnetic field observed at a location r 0 via the matrices P and Q:
[
P and Q are so-called interstation transfer functions. Using eq. (15), they virtually combine W(r) and U(r) with W h (r 0 ); the subscript h denotes the first two rows of the 3 × 2 matrix W. If r = r 0 , P maps each of the horizontal components into itself, that is, P h (r = r 0 ) = I is the unit matrix, but establishes a linear relation with the local vertical magnetic field as
where T (r) = P v (r = r 0 ) is the local vertical magnetic transfer function. The horizontal electric fields are obtained from
Eq. (20) defines the local MT 2 × 2 impedance tensor as Z(r) = Q h (r = r 0 ). The vertical electric transfer function S = Q z (r = r 0 ), which maps the horizontal magnetic field vector into the entirely anomalous vertical electric field, is included for completeness; it is usually of neither practical nor theoretical importance. The transfer functions may be separated into components involving the normal (TE mode) fields and purely anomalous TE and TM mode fields, respectively. The magnetic transfer functions W, T, P are entirely of TE mode, as solely magnetic fields are involved. The matrix U = U E + U M is decomposable into TE and TM modes U E and U M , which relates the normal magnetic field to the anomalous TE and TM mode electric fields. Note, that U E, z = 0, since the TE mode electric field has no vertical component. Consequently, U z = U M,z is entirely of TM-Mode and reflects the vertical electric field. Similarly, the local impedance tensor Z = Z E + Z M relates the local horizontal magnetic field to the local horizontal electric TE and TM mode fields via the transfer functions Z E and Z M , respectively. Z E is purely of TE mode, but Z M is not a mode-separated transfer function, because the local magnetic field on the right-hand side of eq. (20) involves anomalous TE parts. For the same reason, S is mode-mixed, although the output field (E z ) is pure TM mode.
In standard MT experiments, the impedance tensor Z and the vertical magnetic transfer function T are obtained from single-site observations. Matrices P and Q can be estimated from array observations. Magnetic interstation transfer functions are considered valuable in deep magnetovariational sounding (e.g. Egbert 2002); Soyer & Brasse (2001) have investigated 2-D inversion of magnetic interstation transfer functions. It is not common practice to consider the interstation horizontal electric field transfer functions in matrix Q, and the vertical electric field transfer function S cannot be determined from measurements due to technical and practical reasons. In general, matrices W and U cannot be determined directly because a normal magnetic field cannot be unambiguously identified in the field. (Banks 1986; Banks et al. 1993) proposed an iterative scheme to correct single station vertical magnetic transfer functions for the effect of anomalous horizontal fields. Starting from interpolated vertical field maps from the classical single-site hypothetical event analysis (HEA) (Bailey et al. 1974) , horizontal components of anomalous magnetic fields are computed and used to adjust vertical field transfer functions to a common (normal) reference. The procedure is repeated using the modified HEA, and iterated to convergence. We shall start our decomposition of magnetic transfer functions with an approach similar to the HEA.
M O D E D E C O M P O S I T I O N O F T R A N S F E R F U N C T I O N S
In this section, we will reconstruct the entire electromagnetic field separated into the TE and TM modes from locally determined vertical magnetic field transfer functions T and impedance tensor estimates Z. The mode-separated fields and reconstructed modeseparated transfer functions can then be used to quantify the contribution of 3-D effects on the local transfer functions. For the purpose of mode-separation, we employ the spatial properties of the electromagnetic fields as summarized in the previous section.
In order to solve for spatial dependencies, it is required that the local transfer functions sample the entire 3-D anomalous domain, that is, the regions where the data exhibit 3-D effects, at the Earth's surface. Furthermore, if the 3-D anomalies are superimposed on a 2-D background structure, when at least one across-strike profile, that is long enough to sample the domain of anomalous 2-D fields, is required. The procedure consists of several steps: (i) vertical magnetic transfer functions are decomposed into two magnetic field vectors constituting the magnetic perturbation tensor W(r). (ii) Faraday's law (1) is solved for the anomalous toroidal electric field. Thus, a TE mode impedance can be determined in connection with the (TE mode) magnetic fields. (iii) Z M and the corresponding TM mode horizontal electric field is calculated from local impedances Z and calculated TE mode impedances Z E . (iv) A vertical component of the electric field, and eventually a vertical electric transfer function, is derived from the horizontal TM mode electric field and using the potential field property in expression (14) .
The algebraic formulation is more convenient in the wavenumber domain. The spatial Fourier transform of a function f (r) is denoted by f (κ), where r = (x, y) T is the horizontal space vector and κ = (κ x , κ y )
T is the wavenumber vector. Then
and the inverse Fourier transform is given by
Derivative operators in space domain correspond to multiplications in wavenumber according to
Relations (13) and (14) between the vertical and horizontal components of a potential vector-field f(r) are given in wavenumber as
where
is the Hilbert operator in Fourier domain (see e.g. Pedersen 1989 ).
TE-Mode transfer functions
The potential field property (13) of the magnetic field, in conjunction with the definition of the vertical magnetic transfer function (19), can be employed to determine uniquely H v (r) for given T(r) and a hypothetic normal magnetic field h of an incident plane wave. Following Becken & Pedersen (2003) , the vertical magnetic field in (19) is related to itself as
The integral eq. (26) Once, the vertical component is determined, the anomalous horizontal magnetic field and henceforth the entire magnetic field on the surface is readily obtained from expression (13).
The above described procedure will be performed for two independent normal magnetic fields h 1,2 and yields two magnetic fields H 1,2 (r). As it is deduced from expression (15), the perturbation matrix is determined as
This result is remarkable, as it means that the perturbation tensor may be obtained solely from local vertical magnetic transfer functions and taking into account the potential field properties of the magnetic field. Simultaneous observations and knowledge about the normal structure and conductivity anomalies are not required. From the vertical magnetic field component, the toroidal electric field is derived from Faraday's law (2) in wavenumber domain, using
and considering the vanishing horizontal divergence
in wavenumber domain. Division by κ 2 is required in eq. (28), which causes indeterminacy at κ = 0. We assume E a E (κ = 0) = 0 in eq. (29), and infer the average anomalous electric field independently from the fact, that it vanishes at infinity.
Having determined the anomalous toroidal electric field, the TE mode part U E of U as defined in eq. (16) 
Incorporating the normal impedance in matrix form as Z n = [e 1 e 2 ] yields for the local toroidal electric field
which in turn is related to the local magnetic field via the local TE mode impedance tensor Z E (r) according to expression (20). Substituting the anomalous magnetic field with the horizontal magnetic perturbation matrix W h and representing the normal magnetic fields in terms of the unit matrix I leads to
The inverse of eq. (31) yields the local TE mode impedance tensor, that is,
provided the inverse of [W h +I] in eq. (32) exists.
TM-mode transfer functions
From a given Z and calculated Z E , the remainder Z M of the impedance tensor is obtained from
The prime indicates that Z M is not a pure TM mode transfer function, because it involves anomalous TE magnetic fields. Since the TM mode horizontal electric field is purely anomalous, its horizontal components are
Thus, U M,h is also determined. What remains is to calculate the vertical electric field of internal origin, which can be obtained from the potential field properties of the TM mode electric field in the air half-space. Hence,
which is calculated in wavenumber domain using the inverse of expression (24). Expression (35) completes the definition of the TM-mode. The third row of U is given by
and the local vertical electric transfer function S is
G R A P H I C A L P R E S E N TAT I O N O F T R A N S F E R F U N C T I O N S
It is not an easy task to graphically depict all types of transfer functions separated into TE and TM modes. However, as shown in the previous sections, many of the transfer functions are linked to each other. The entire information contained in the transfer functions can be expressed in terms of (i) the normal impedance representing the normal structure, (ii) the vertical magnetic field representing anomalous TE mode fields and (iii) the vertical electric field representing the anomalous TM mode field. In this sense Z n , W z (r ) and U z (r ) are the most important transfer functions.
Vertical transfer functions are often displayed as vector plots. Such vectors are constructed from the real and imaginary parts of the transfer functions at a particular frequency. For the vertical magnetic transfer functions, the real vectors tend to point away from conductive structures, according to (Wiese 1962) for T and (Schmucker 1970) for W z . The vertical electric transfer function U z can be regarded as a two-component vector in analogy to W z . However, U z has to be rotated counter-clockwise by π/2 to ensure that the vertical electric vectors point similarly away from anomalies. Since U z (r ) has the dimension of an impedance and intrinsically depends on period, it is useful to normalize the vertical electric transfer functions with the normal impedance for plotting purposes.
Horizontal transfer functions W h and U h may also be depicted in terms of vector plots. Magnetic perturbation vectors p and q are defined here from π/2 counter-clockwise rotated columns of W h , that is, the anomalous horizontal magnetic fields H a h,1 and H a h,2 as they would be observed with unit normal magnetic fields h 1 and h 2 in x and y direction, respectively, as
Then, p and q are perpendicular to the magnetic fields and maybe conceived as an anomalous TE mode thin-sheet current density (Berdichevsky & Zhdanov 1984) . Using the results of the mode decomposition, we may define vectors
from the columns of U E,h , which directly represent the anomalous TE mode electric field. The vectors
are derived accordingly from the columns of U M,h , and highlight the effect of charge accumulations at conductivity gradients by pointing in direction of the anomalous electric field arising from such charges.
Vectors s, t and u, v are here denoted as TE and TM mode electric perturbation vectors, respectively. Perturbation vectors are variant under rotation, that is, they depend on the direction of the inducing field.
Transfer functions involving the electric field are normally plotted as apparent resistivities and phases. For this purpose, we define TE mode apparent resistivities ρ E and phases φ E based solely on the TE mode impedance tensor Z E according to (Cagniard 1953) as element-wise mappings as
As mentioned above, the remainder Z M of the full impedance tensor Z comprises a mixture of anomalous magnetic TE and electric TM mode fields (cf. eq. 34) and is, therefore, not suitable to demonstrate mode-separated responses. Instead, we define TM mode apparent resistivities ρ M and phases φ M calculated from Z M ≡ Z n + U M,h , which have purely anomalous TM mode fields. In this case we add the normal impedance in order to obtain true apparent resistivities and phases away from anomalies. Hence,
is used to display the TM mode apparent resistivities and phases.
A S Y N T H E T I C M O D E L L I N G S T U D Y
The 3-D model shown in Fig. 1 is similar to the model used by Becken & Burkhardt (2004) to demonstrate the polarization properties of the surface electromagnetic field. It combines two elongated conductive anomalies A and B embedded in a 100 m half-space. The upper conductor (A) could represent a 5 m sedimentary filling of a large, 45
• striking half-Graben. The half-Graben conductor is 14 km wide, 40 km long, and its total thickness is 4.5 km, extending from 0.5 km to a maximum depth of 5 km. The lower conductor (B) (1 m) is electrically coupled with the Graben sediments. Its thickness extends from 5 to 20 km, it is 15 km wide and extends to infinity in ± x−direction. The strike direction is 45
• counterclockwise with respect to the orientation of the surface conductor. At a depth of 30 km, we introduced a 1 m half-space to guarantee vanishing fields at the bottom of the modelled volume.
The purpose of this model is (i) to demonstrate the behaviour of surface anomalous TE and TM mode fields arising from two conductors situated at different depth levels and with different orientations and (ii) to illustrate the effect of the anomalous fields on the transfer functions. For clarity, the model involves only two largescale anomalies which are confined to a particular depth range. The model furthermore comprises a homogeneous overburden of 500 m to diminish the effects of outcropping first-order conductivity gradients, which caused the horizontal surface TM-electric field to be laterally discontinuous across the contact. The surface layer ensures a smooth surface field distribution which is typical for smooth conductivity models. Note, this is not a model for galvanic distortion, as it would require only small-scale inhomogeneities close to the surface.
The model discretization is 100 × 100 × 42 cells in the x-, y-and z-directions, respectively. The minimum cell size is 1 km × 1 km × 200 m. Cell sizes increase progressively with depth and, if sufficiently far away from lateral anomalies, in horizontal directions. Local impedance tensor data and vertical magnetic transfer functions were calculated at periods between 0.1 and 1000 s for a total of 54 × 54 sites. The sites are distributed on a 80 × 80 km wide grid with a 2 km grid spacing in the central portion of the model (see Fig. 2 ). The site spacing increases successively towards the model boundaries, covering a total area of 256 × 256 km. Hence, the model dimensions are large enough to ensure that the fields are 2-D at the model boundaries. For the modelling, we used the 3-D finite difference code from Mackie et al. (1994) .
After the modelling, the transfer functions were decomposed into their TE and TM modes, following the method developed in Sections 2 and 3. Mode separated responses are shown in terms of maps in Figs 5-7, along profiles in Fig. 8 and for selected positions as apparent resistivities and phases versus periods in Fig. 9 . Maps are confined to the central model area plotted in Fig. 2 , profiles (p1, p2 and p3 as indicated in Fig. 2 ) are in east-west direction; sounding curves are shown for the locations s1, s2 and s3 as indicated in Fig. 2 .
Since the decomposition makes extensive use of the fast Fourier transform (FFT), we interpolated the modelled transfer function to a regular grid with 2 km spacing over the entire domain using a spline interpolation. Furthermore, we have to ensure that the spatial sampling must be fine enough to recover the entire wavenumber content of the response functions. Fig. 3(a) shows the magnitude of the T y -component of the vertical magnetic transfer function for T = 1 s and T = 100 s versus reciprocal wavelength λ −1 = κ y /2π , Fouriertransformed along a central profile in the east-west direction. The Nyquist wavelength (4 km) corresponding to twice the sampling distance (2 km) is indicated with a black line and lies well beyond significant spectral values. This indicates that the sampling of T y at the given period is sufficient. However, when working with realistically noisy data, lowpass-filtering of the magnetic transfer function prior to the iterative decomposition into the anomalous fields (cf. eq. 26) is demanded (see also the real data example in Becken & Pedersen (2003) .
The computation of the TE electric field using eq. (28) corresponds to a lowpass-filter applied to the vertical magnetic field. Therefore, no further aliasing problems during this step. Once the magnetic fields and the TE electric fields are computed, the horizontal TM electric field is determined from the impedance tensor at each site separately. When estimating the vertical (TM) electric field making use of the Hilbert transform (35) in wavenumber domain, the eventually strong lateral variability of the electric field may cause sampling problems. In this model study, we avoided discontinuous surface electric fields by introducing a homogenous layer as overburden (see above). Figs 3(b) and (c) show the wavenumber content of the off-diagonal impedances, again obtained from Fourier transformation along a central east-west profile. These spectra indicate that sampling of impedances is also sufficient. Note that the short wavelength content of impedances is very similar at short and at long periods.
To verify our computations, we compared the decomposition results with the actually modelled impedances at the northern and southern 2-D model-edges. Here, the fields have to exhibit a 2-D characteristic and hence represent the E-and H-polarization, that is, the impedance elements degenerate into single-mode quantities. In Fig. 4 , the MT sounding curves at three representative sites (e1, e2 at the southern model edge and e3 at the northern model edge) are shown. We note maximum phase differences of 2
• between the modelled E-and H-polarization impedances and the calculated mode-separated impedances. These observed differences are either due to numerical inaccuracies within the 3-D forward modelling, or due to spatial undersampling resulting in an incomplete recovery of the wavenumber spectrum, or due to a combination of both. The numerical accuracy of the 3-D responses at the 2-D model edges was assessed by comparing them with results from a 2-D forward modelling of the corresponding cross-section at the mode edges. We found that the 3-D and 2-D model responses at the model edges yield phase differences of 1
• at maximum. We therefore, assume that the 3-D modelling results are affected by a phase error of approximately 1
• , and that our decomposition scheme introduces approximately another 1
• error. These estimates are probably lower limits, because they were estimated only at the 2-D domain of the 3-D model. Nevertheless, this achieved accuracy e3 is located at the northern model edge (x = +128 km) at y = +2 km and is, therefore, identical to site e2. Symbols denote the modelled E-and H-polarization impedances (Z xy and Z yx , respectively), lines depict the calculated mode-separated TE and TM impedances (Z E,xy and Z M,yx , respectively). In a 2-D environment, the TE and TM impedances reduces to E-and H-polarization. Maximum phase differences of up to 2 • between Z xy and Z E,xy at periods between 10 1 and 10 2 s are observed. These are either due to inaccuracies of the 3-D modelling results or due to spatial undersampling when reconstructing the mode-separated fields in Fourier domain or a combination of the two. appears to be sufficient for the results to be discussed in the following sections.
Maps of mode-separated responses
Figs 5(a) and (b) show the spatial distribution of the real vectors derived from the vertical magnetic and electric transfer functions W z and U z . Vectors are only shown for every second site in the xand y-direction, that is, on a 4 × 4 km grid. All imaginary vectors are omitted for clarity. The vectors presented in Fig. 5 are representative for inductive (Fig. 5a ) and galvanic (5b) anomalous currents, that is, for the TE and TM modes, respectively; they are, therefore, denoted as induction and galvanic vectors.
The real induction vectors at short periods (<1 s) in Fig. 5 (a) are pointing away from all lateral boundaries of the shallow anomaly A. With increasing period, the deeper conductor B becomes more visible and both the shallow and the deep conductors function as inductive anomalies. Induced anomalous currents within the two anomalies are coupled, and the surface response is affected by both anomalies. At long periods (100 s and longer), anomaly B dominates the behaviour of induction vectors, as they all point in parallel to the y-axis (east). A distortion of the long-period induction vectors due to the presence of anomaly A is not observed.
Real galvanic vectors, representing the vertical electric field distribution normalized by the normal horizontal electric field, are depicted in Fig. 5(b) . Vertical electric fields arise due to charges accumulating below the surface, which are in turn intimately linked to charges at lateral conductivity gradients and related to a deflection of currents in the vertical direction (e.g. Weidelt 1975 ). This effect is observed relatively independently of period and is even known for DC currents. Consequently, the anomaly A is clearly expressed at all periods in Fig. 5(b) . Anomalous fields from shallow sources decay much faster in space than those from deep sources. The effect of charge accumulations at greater depths produces a much smoother response, which is only visible at some distance from the shallow anomaly A. Summarizing the different contributions of the vertical transfer functions to the modes, we conclude that for this model the TE mode reflects the deep anomaly B at longer periods, while the shallow anomaly controls the TM mode response at all Fig. 1 . Only real vectors are plotted for the three periods T = 1, 10 and 100 s; every second site in the x-and the y-direction was omitted for plotting purposes. At short periods, the vertical magnetic field is primarily sensitive to the shallow conductor. With longer periods, the deeper conductor becomes more important, and the influence of the surface structure becomes neglectable. In contrast, the vertical electric field indicates the presence of the shallow conductor at all periods while the effect of the deeper structure is hardly visible.
periods. Note that in case of a normal structure containing a shallow conductive overburden the penetration depth of the normal currents can be significantly reduced and as a consequence the anomalous TE fields arising in shallow anomalies may prevail at much longer periods. In that case, however, anomalous TM mode fields would not arise from deep structure.
It is very instructive to examine the magnetic perturbation vectors p and q as defined in eq. (38) and depicted as real vectors in Fig. 6 . They indicate roughly the TE mode current density for a given normal field direction, assuming the current flow would be restricted to an isolated thin-sheet. Anomalous inductive currents due to a source field in the x-direction (north) as shown in Fig. 6(a) are restricted to Real part of the magnetic perturbation vector q representing inductive currents due to an excitation in the y-direction. At short periods, anomalous currents are induced within the shallow conductor, while at long periods, the anomalous response is predominantly contained in q. This is indicative for 2-D conditions and E-polarization. the shallow conductor. They occur only at short periods (<1 s), if the depth extent of the anomaly is of the same order as the skin-depth of the fields within the anomaly. The magnetic perturbation vector q exhibits a similar pattern at short periods (Fig. 6b) ; here, the normal magnetic field is oriented in the y-direction (east), giving rise to anomalous currents within and in the vicinity of the shallow anomaly A. At longer periods, currents are concentrated in the deeper conductor B and are oriented in the x-direction. These currents are excited by a source field in the y-direction only, as shown in the lower panels of Fig. 6(b) . For periods longer than 100 s, the effect of the shallow conductor becomes small, and the responses reduce to those of the 2-D E-polarization case. Note that p and q are uniquely related to the vertical magnetic field shown in Fig. 5(a) via the Hilbert transform (13) and add virtually no independent information. However, they provide a clear physical meaning of the magnetic field anomaly in terms of the distribution of the TE mode currents.
TE mode electric perturbation vectors s and t are not shown, because they carry redundant information: they principally exhibit a similar behaviour as the TE mode magnetic perturbation vectors p and q, although the anomalies are less pronounced in the TE mode electric field. This may be anticipated from Ohm's law in a thinsheet approximation, assuming that the magnetic field substitutes the sheet current density. Then, the anomalous sheet current density is dominated by the vertically integrated anomalous conductivity (anomalous conductance) while the anomalous electric field is generally smaller in amplitude.
The TM mode electric perturbation vectors constructed from eq. (40) exhibit a different signature when compared with the TE mode magnetic perturbation vectors. The real parts of u and v, representing the anomalous horizontal TM mode electric field due to a magnetic source field polarized in the x-and y-direction, respectively, are shown in Figs 7(a) and (b). Note again that these maps are just another way of presenting the information carried in the vertical electric field and depicted in Fig. 5(b) , since vertical and horizontal TM mode electric field components dependent on each other via the Hilbert transform (14). At periods shorter than 1 s, anomalous TM mode currents are limited to the shallow anomaly A. With increasing periods, normal currents penetrate the deeper conductor B, and galvanic excess currents are excited in the direction perpendicular to its strike and become visible in vector u. As along-strike anomalous TM mode currents are not excited in anomaly B, vector v primarily reflects the galvanic excess currents within and near the shallow conductor B. In contrast to the TE mode responses, the TM mode electric perturbation vectors are overprinted by the response from the shallow conductor even at long periods.
From maps of imaginary vectors (not depicted) we infer similar characteristics of the TE and TM modes. We note that in the static limit (i.e. ignoring anomalous induction effects) the anomalous TM mode electric field would oscillate in-phase with the normal electric field. This implies that the imaginary part of the TM mode electric field normalized by the normal impedance would vanish in the DC limit, while the real part of the normalized TM mode electric field would be galvanically distorted. In our modelling we do not approach the static limit, but with increasing period (T > 100 s) the effect of the shallow structure becomes small and the imaginary galvanic vectors resemble the response of the regional 2-D model with the shallow anomaly removed.
From the mode-separated responses shown in Figs 5-7, it becomes clear that the spatial characteristics of TE and TM mode responses are very distinct. Even though the two modes are coupled within the anomalies, the surface TE mode fields are dominantly representative for zones of current concentrations in the subsurface and the surface TM mode fields exhibit zones of charge accumulations at lateral conductivity gradients. In addition, the TM mode electric field is highly sensitive to shallow anomalies. Note that the impedance tensor, which would be estimated from measurements of electric and magnetic fields, is a mode-mixed quantity as it algebraically combines the TE mode magnetic fields (cf. Fig. 6 ) the TE mode electric field (not shown) and the TM mode electric field (cf. Fig. 7 ). It must be expected, that the mode-mixed response function is much more difficult to understand with respect to the origin of the anomalous fields than the mode-separated responses shown in this section.
So far we have concentrated on the real parts of the complexvalued vertical field transfer functions and the perturbation matrices. MT impedances, however, are normally presented in the form of apparent resistivity and phase. Apparent resistivity is predominantly a measure of the magnitude of the electric field and consequently is most susceptible for strong electric field anomalies, typically due to the presence of shallow inhomogeneities and observed in the electric field's TM mode part (cf. Fig. 7) .
The impedance phase, on the other hand, is unaffected by strong electric field anomalies if the anomalous current is in-phase with the driving electric field. In this case of galvanic distortion, an additional local TM mode electric field results from charge accumulations at small-scale inhomogeneities and oscillates in-phase with the regional electric field. The near surface inhomogeneity (conductive channel) of our model in Fig. 1 , however, is so large that inductive effects occur/arise, which means that the impedance tensor can not be analysed with classical tensor decomposition methods. It is therefore, important to inspect the phases of the impedances to detect a possible non-static character of general mode-mixing and subsequently to determine the period range, where decomposition strategies may be adequate (i.e. where galvanic distortion can be removed from the phases).
Phase differences
In this section we compare the mode-mixed phases φ xy and φ yx of the off-diagonal elements of the impedance tensor Z with the TE and TM phases φ E,xy and φ M,yx of the mode-separated responses impedances, the latter are defined in expressions (41) and (42). For this purpose we show the differences
along the profiles p1, p2 and p3 (see Fig. 2 for the location of profiles). These differences are depicted in terms of pseudo-sections in Figs 8(a)-(c) ( φ E ) and Figs 8(d)-(f) ( φ M ); only absolute values of phase differences are shown. In the absence of the shallow conductor, φ E and φ M would vanish: φ xy and φ yx would correspond to the phases of the E-and H-polarization impedances with respect to the deep 2-D conductor and be pure TE and TM mode responses, respectively. Vanishing phase differences will also be encountered when the conditions of galvanic distortion are met at very long periods. The pseudo-sections in Fig. 8 depict deviations from the 3-D mode-mixed phases (observed) from the 3-D mode-separated responses. Recall, in this paper we investigate the mixing of modes as one particular type of 3-D effect and consequently consider only the removal of this particular effect. Comparison of the 3-D modeseparated phases with the 2-D E-and H-polarization phases that would originate if only the deep structure was present, reveals several 3-D effects: elliptical polarization states of the horizontal electric and magnetic field vectors, the non-orthogonality of electric and magnetic fields and the coupling of the TE and TM modes. Hence, the value of φ E represents the deviation of the observed phase from pure TE mode and is consequently attributed to anomalous 3-D TM mode parts. On the other hand, the value of φ M is representative for anomalous 3-D TE parts in the observed phase (cf. Figs 8d-f) and shows the deviation from pure TM mode.
The mixing of modes in the impedance phases may be attributed to one or a combination of the following circumstances: (i) 3-D effects at the corners of the shallow anomaly; (ii) out-of-strike coordinate system with respect to the long edges of the shallow anomaly and (iii) coupling of the current system excited within both anomalies. Profile p1 crosses the southwestern edge of the upper conductor. It may be anticipated from the map in Fig. 7 that the electric field in this area is strongly affected by charges accumulating at the conductor's corners, giving rise to strong anomalous TM fields. These TM fields clearly show a 3-D behaviour and as a result contribute to all elements of the impedance tensor. Therefore, strong phase deviations of φ xy from the TE mode phase (>10
• ) are evident on either side of the shallow conductor at approximately −13 and −8 km profile distance (Fig. 8a) . Note, the maximum difference in the phases occurs at a period of 10 s. However, significant phase differences can be observed up to a period of a few hundred seconds, where the skin-depth within the shallow anomaly by far exceeds its depth.
The inductive TE mode response along profile p1 also exhibits 3-D effects (cf. magnetic perturbation vectors in Fig. 6 ), but the effect on the phase φ yx is much less pronounced: φ M , depicted in the pseudo-section in Fig. 8(d) , is small (<4
• ) at all periods and positions. This means, that the observed phase φ yx mainly reflects the pure TM mode response at short and at long periods and the induced anomalous TE mode fields have a small effect. This does not imply, however, that φ yx approaches the 2-D response, as the TM mode is spread over all elements and, therefore, represents the response of a 3-D subsurface.
Along profiles p2 and p3 (Figs 8b, c, e and f), which are located 6 and 20 km north of p1, phase distortions of both elements φ xy and φ yx are more severe than along profile p1. This is due to the fact, that the near-surface current flow is deflected along the axis of the shallow anomaly and exhibits both inductive and galvanic effects. Therefore, φ xy above the shallow anomaly deviates from the TE mode phase φ E,xy by more than 15
• for periods shorter than 1 s (cf. Figs 8b and c) . A similar phase difference φ M is evident at short periods (Figs 8e and f) and shows the importance of the contribution of anomalous TE mode fields to the impedance phase φ yx . This is easily understood in terms of an out-of-strike coordinate frame with respect to the induced anomalous fields at short periods; these are predominantly of shallow origin as they mainly reflect the shallow conductor.
However, phase distortion due to mode mixing is also observed at longer periods. In our modelling example, the anomalous TM mode distorts the phase φ xy at periods >1000 s at the edges of the shallow anomaly (see profile p2 in Fig. 8b) . A broad zone of strong phase distortions φ E is also observed along profile p3 for periods of up to 100 s (Fig. 8c) . Along all of these profiles, the φ E deviate significantly from zero, emphasizing the importance of the TM mode electric field.
Strong anomalous TE mode fields induced within the shallow structure affect the phase response φ yx in a similar manner, that is, the phase differences φ M of up to 15
• are observed along profiles p2 and p3 at periods up to 1000 s.
These results clearly show that none of the mixed-mode (observed) phases represent solely the deep structure. Along any of the profiles, the mixing of the two modes results in phase shifts of several degrees when compared with the pure TE and TM mode phases. The phase distortion even persists at periods longer than 100 s.
Contribution of TE and TM modes to the local 3-D impedance tensor
We compare mode-mixed and mode-separated apparent resistivity and phase sounding curves versus periods at selected positions along the profiles. The locations of the sites s1, s2 and s3 are indicated on the map in Fig. 2 . Sounding curves are plotted in Fig. 9 . The sites are located in the vicinity or on top of the shallow conductor and exhibit 3-D effects. A geo-electric strike direction cannot be determined which makes it necessary to display all four impedance tensor elements (apparent resistivities).
There are in total 13 impedances to be plotted: the observed (modelled) impedances Z xx , Z xy , Z yx and Z yy , the TE mode impedances Z E,xx , Z E,xy , Z E,yx andlicted Z E,yy , the TM mode impedances Z M,xx , Z M,xy , Z M,yx and Z M,yy , and, in addition, the normal impedances Z n . Here, we denote for simplicity the TM mode impedance defined in expression (42) 
. These quantities are depicted in Fig. 9 in terms of apparent resistivities and phases. All of these elements are shown in the modelling coordinate frame, that is, the x-axis is aligned to the strike direction of the deep 2-D structure. In the absence of the shallow anomaly, the TE mode tensor would degenerate to the E-polarization element Z E,xy = Z xy and the normal impedance Z E,yx = −Z n . The TM mode tensor would, in turn, degenerate to the H-polarization element Z M,yx = Z yx and the normal impedance Z M,xy = Z n . Above equalities serve as a basis for a subsequent comparison of modemixed and mode-separated impedances; they are not satisfied in the 3-D case, because then the TE and the TM modes contribute to all elements of the (observed) impedance tensor Z.
The normal impedance remains the same at all sites as it represents the 1-D background structure. Decreasing normal apparent resistivity curves and normal phases above 45
• indicate that the normal current system penetrates the 30 km deep and 1 m conductive half-space at periods longer than 10 s. Generally, off-diagonal apparent resistivity and phase curves show a similar behaviour, that is, decreasing apparent resistivities and phases >45
• at long periods. Differences between observed and mode-separated apparent resistivities arise from the mixing of modes in the presence of 3-D structures. The characteristics of mode-mixing depends on the location of the site with respect to the anomalies.
Site s1, in Fig. 9(a) , is located on profile p1 at a distance of −14 km, close to the corner of the shallow anomaly. Here, we observe major differences between Z xy and Z E,xy in both apparent resistivities and phases (hollow and filled circles, respectively), whereas the differences between Z yx and Z M,yx are small (hollow and filled diamonds, respectively). This means, that the 3-D TM mode contribution to Z xy is significant while in this case, Z yx is mostly a pure TM mode response (as it coincides with Z M,yx ). Furthermore, Z E,yx is nearly indistinguishable from the normal impedance, whereas Z M,xy is anomalous. The latter is obvious, as the anomalous part of Z M,xy is required to compensate for the difference between Z xy and Z E,xy .
The observed diagonal elements are significant at all periods, although they are dominated by the TM mode diagonal elements. The TE mode diagonal elements are significantly large only at the shortest periods while they diminish rapidly at periods of a few seconds. The characteristics of the modes at site s1 have a simple physical explanation: the dominating 3-D effect at site s1 is due to charges accumulating at the corner of the conductor. These charges In the 2-D case, that is, with strike in the x−direction and in the absence of the shallow structure, the TE mode tensor would reduce to the E-polarization element Z E,xy = Z xy and the normal impedance Z E,yx = − Z n ; the TM mode tensor would be equal to the H-polarization element Z M,yx = Z yx and the normal impedance Z M,xy = Z n . See text for details. act like a 3-D galvanic source and produce strong anomalous TM mode excess currents, which affect the electric field at the surface. Inductive 3-D effects are much smaller, i.e the current concentration is of minor importance when compared to the effect of charges.
Similar effects are observed at site s2 in Fig. 9(b) , which is located 3 km away from the eastern edge of the shallow conductor on profile p2. Site s2 is located above the deep anomaly, which means that the electric field is generally weaker than at site s1. Nevertheless remain the 3-D effects-expressed by a mixing of the modes in the observed impedances-similar because galvanic excess currents due to charges accumulating near the edge of the shallow conductor dominate over its inductive response.
Note that the TE mode tensor at both sites s1 and s2 roughly fulfils 2-D conditions, because the diagonal elements are small and Z E,yx reduces to the normal impedance. This holds true at least for periods longer than 10 s. The TM mode tensor, on the other hand, does not approach the 2-D case which means that the observed impedances exhibit 3-D effects at all periods. At the longest periods (>100 s), the observed and the TM mode diagonal apparent resistivity curves are in parallel to both the observed and TM mode off-diagonal apparent resistivities. In this case, we can incorporate a galvanic distortion model, comprising of a 3-D distorter (the shallow conductor) and a 2-D regional structure (the deep 2-D conductor). Then, the regional 2-D TM mode impedance is
which is galvanically distorted and can be expressed as
where D is a 2 × 2 real distortion matrix. At long periods ρ M,xy is statically shifted with respect to the normal impedance and the phase φ M,xy does not coincide with the normal phase. Site s3 in Fig. 9 (c) exhibits the strongest discrepancy between mode-mixed and mode-separated impedances. At this site, the effective depth of penetration is dramatically reduced, because it is located on top of the shallow conductor. Contrary to site s2, the 3-D effects at site s3 persist to periods of almost 1000 s and cannot be removed using a galvanic distortion model. The TE mode elements are in rough agreement with the E-polarization conditions (Z xy Z E,xy for periods >300 s; apart from a static shift, which is introduced by the 3-D TM mode part of Z xy . The TM mode impedance tensor approaches the corresponding H-polarization conditions only at even longer periods, incorporating again a distortion model as defined in eq. (46). In this case, the shallow structure controls the responses, as the observed 3-D effects are caused by current channelling along the axis of the shallow structure and electromagnetic coupling between the shallow and the deep elongated conductors. This leads to both strong 3-D TE mode and 3-D TM mode fields, which contribute to all elements of the observed tensor.
These 3-D effects are also evident in the TE and TM mode diagonal elements (ρ E,xx , ρ M,xx , ρ E,yy and ρ yy ) at site s3. At short periods (<10 s), they are several magnitudes larger than the observed diagonal elements and approach ∼10 per cent of the amplitude of the TE and TM mode off-diagonal apparent resistivities. At periods around a few seconds, however, the mode separated diagonal elements become rapidly very small. This can be explained by deflection of currents within the shallow anomaly in the direction of the inducing magnetic field which causes TE and TM mode electric field components of the same magnitude but in opposite direction. This behaviour can be attributed to the geometry of our 3-D model, where the orientation of the long axis of the shallow anomaly is 45
• with respect to the coordinate axes and, in the given coordinate system, to the orientation of the normal magnetic fields h 1 and h 2 . Despite of this strong current channelling within the shallow anomaly are the observed impedances predominantly 1-D for periods of up to a few seconds. In fact, a 1-D interpretation of these data can recover the true vertical conductivity profile of the uppermost kilometres. Note also, that for periods longer than 100 s the TE mode off-diagonal elements are mainly a response of the deep 2-D anomaly as the TE mode diagonal elements can be neglected.
The sounding curves shown in Fig. 9 highlight the complicated nature of the MT impedance tensor in 3-D environments. Each of the observed impedance elements comprises contributions from the two modes as well as normal and anomalous constituents. Such 3-D MT responses do not aid an intuitive interpretation approach. Knowledge of the individual modes, however, can help to recover some principle characteristics of the physical processes behind the observed fields. Unfortunately, it is hard to estimate mode-separated responses as depicted in Fig. 9 from field data, because in practice the normal structure is not known and, more importantly, the electromagnetic fields are typically undersampled in space to apply spatial Fourier transforms.
Effect of coupling of anomalous currents
The anomalous current systems within the anomalies A and B are coupled by mutual secondary induction and direct current. In this section, we study the effect of this electromagnetic coupling on the surface fields and impedances for each mode separately. For this purpose, we additionally modelled the MT transfer functions for the model shown in Fig. 1 with (i) the deep conductor A removed and (ii) with the shallow conductor B removed. The anomalous TE and TM mode fields arising for these degenerated models were then computed using the same formalism as before. Fig. 10 shows the residual vertical magnetic and electric fields ( W z and U z , respectively), which we define as the difference between the vertical fields arising for the model containing both anomalies A and B and the (physically meaningless) superposition of anomalous fields arising for the two degenerated models (with either the shallow A or the deep conductor B removed). The residual fields can be regarded as a measure of the effect of electromagnetic coupling at a certain period. The residual vertical magnetic field (Fig. 10a) , which is representative for the effect of coupling on the surface TE mode fields, exhibits significant magnitude at intermediate periods (T = 10 s) only; at short (T = 1 s and shorter) and at long periods (T = 100 s and longer) the residuals vanish. Conversely, the residual vertical electric field (Fig. 10b) , that is, the residual TM mode, is strong at intermediate and at long periods.
Both residual vertical magnetic and electric fields are more or less reversely oriented compared to the anomalous fields depicted in Fig. 5 , which states that the latter coupled anomalous fields are weaker in comparison to the sum of anomalous fields arising for the two degenerated models. This is due to the self-induction effect in case of the coupled anomalies, when ternary magnetic fields associated with secondary currents induced within each anomaly counteract the secondary magnetic fields within the entire domain, for example, within both anomalies. As a result the total anomalous fields are weaker compared to the algebraic superposition of individual anomalous fields. Only in particular 3-D geometries (other than considered in this model) where secondary currents induced within separate anomalies have an anti-parallel component, it may be possible that mutual coupling amplifies the total anomalous fields. With increasing period and in the static limit inductive coupling is absent ( W z = 0) whereas galvanic distortion depends on the coupling ( U z = 0). The regional electric field for the model containing both anomalies equals the response from the degenerated model contain- ing only the deep conductor (model A). This regional electric field is weaker than the regional electric field for the model A, which corresponds to the half-space response. Hence, the galvanically distorting electric field (scaling with the respective regional fields) is stronger for the degenerated model A than for the coupled model and, consequently, the difference between the coupled TM response and the summed individual TM responses U z does not vanish at long periods.
While the maps of the residual fields in Fig. 10 allow an intuitively interpretation of electromagnetic coupling of both anomalies, the effect on MT sounding curves is less obvious. In Fig. 11 , we depict the off-diagonal elements of the TE and TM mode impedance tensors (upper and lower panels) for the sites s1, s2 and s3 (cf. Fig. 2 ). Solid symbols denote the impedances for the model containing both anomalies A and B; impedances depicted as lines were obtained from the sum of anomalous fields of the two degenerated model plus the normal fields. The differences between corresponding impedance elements are then due to coupling of the anomalous currents in presence of both anomalies A and B. Dotted curves indicate the TE (upper panels) and the TM responses (lower panels) from a model with the shallow and the deep anomaly removed, respectively, and are shown as a reference.
At sites s1 and s2, which are located approximately 1 and 2 km away from the shallow conductor, the differences in the TE mode impedance occur only in the xy-component and are limited to periods T = 1-100 s (Figs 11a and b) . Z E,yx appears nearly unaffected by coupling; it is actually close to the normal impedance. This implies that anomalous TM mode currents due to across-strike current deflection near the deep conductor do not excite any significant secondary TE mode fields adjacent to the shallow anomaly. Conversely, along-strike current concentration within the deep conductor has a significant secondary induction effect within the shallow conductor and is expressed in the surface TE mode fields at sites s1 and s2. At these two sites, we encounter phase differences of up to 5
• resulting from the inductive coupling (i.e. the difference between the symbols and the dashed line). At site s3, which is located above the shallow anomaly, both impedance elements exhibit effects due to inductive coupling of the two anomalies (Fig. 11c) .
At sites s1 and s2, the effect of the shallow anomaly on the TE impedances is small; at all sites the influence becomes negligble at periods longer than 100 s. This can be anticipated from coinciding curves of corresponding impedance elements for the model containing both anomalies (symbols), the sum of the two degenerated models (crossed and dashed lines) and the model with only the deep anomaly present (dotted lines).
Adjacent to the shallow anomaly, at sites s1 and s2, the coupling of currents within the two anomalies A and B has a similarly strong effect on the TM mode impedance tensor (Figs 11d and e) as it was observed for the TE mode impedance (i.e. up to 5
• phase differences between the symbols and the lines). It is however interesting to note that at site s1, the TM mode impedance Z M,yx (grey diamonds) is very similar to the response of the model containing only the shallow anomaly (dotted line), while at site s2 it is the Z M,xy impedance (grey circles) which resembles the response of the degenerated model (containing only the shallow anomaly A). This shows that the responses at the two sites are indeed strongly dependent on both anomalies. However, the (linear) superposition of the responses from the two degenerated models is the most important effect, while the non-linear coupling of currents has a second order effect on the TM mode impedances at s1 and s2.
The situation at site s3, located above the shallow anomaly, is different. Here, the xy-component of the TM impedance is strongly influenced by currents within the deep conductor. This is an effect of the weakening of the along-strike electric field due to current concentration within respect to the deep conductor, as described above.
2-D inversion along profiles
In this section, we present 2-D inversion models along profile p2 computed from mode-mixed as well as mode-separated responses. Profiles p1 and p3 are not considered in this section: profile p3 exhibits strong 3-D effects, but is located near the symmetry axis of the model and may, therefore, represent a too specialized case while 3-D effects along profile p2 are less strong and tests have shown that 2-D inversion is capable to recover the regional 2-D conductor well. In the scope of the 2-D inversion of the data along profile p2, we assigned the xy-and yx-elements of the modelled and the modeseparated impedances to the E-and the H-polarization, respectively, and use the T y component of the vertical magnetic transfer function. Hence, we invert the data in the coordinate frame of the deep 2-D conductor.
For each type of responses, that is, mode-mixed and modeseparated responses, we consider various combinations for the inversion.
(i) Single inversion of the presumed E-polarization impedance.
(ii) Single inversion of the presumed H-polarization impedance. (iii) Joint inversion of the presumed E-and H-polarization impedances.
(iv) [(iv, v) ] Same as (i, iii), but with the presumed E-polarization apparent resistivity downweighted.
(vi) Joint inversion of presumed E-and H-polarization impedances and vertical magnetic transfer functions with the Epolarization apparent resistivity downweighted.
Note that it is not common practice to invert the E-polarization impedance alone, because this quantity is usually suspected to be strongest distorted by 3-D effects. Furthermore, as we pointed out before, galvanic distortion is pure TM mode and cannot be simulated in a 2-D model assumption in the E-polarization. Inversion of H-polarization impedances solely is sometimes applied if the data exhibit 3-D effects and if vertical magnetic transfer function data are not available or seem to be inconsistent with the impedance data. Common inversion strategies include joint inversion of E-and H-polarization impedances, occasionally with downweighted E-polarization apparent resistivities, and joint inversion of the E-and H-polarization impedances and the vertical magnetic transfer function.
Prior to inversion, the real and imaginary parts of the impedances and the vertical magnetic transfer function were contaminated with normally distributed random noise corresponding to an apparent resistivity error of 5 per cent, a phase error of 1.5
• and an absolute error of 0.02 for T y . These values are also used to weight the data residuals during the inversion; in cases (iv-vi, see above) E-polarization apparent resistivities were assigned an error floor of 100 per cent instead. Inversion models were computed with the non-linear conjugate gradient program of (Rodi & Mackie 2001) , using a uniform weighted Laplacian as structure penalty; a value of τ = 30 was determined as the optimal regularization parameter trading off between data residuals and model norm. We used this τ −value for all inversion models.
Inversion models for the cases (i-iii) and (iv-vi) are depicted in Figs 12 and 13, respectively, from left-to right-hand side. Upper panels show the models obtained from the modelled (mixed-mode) data (Z xy , Z yx , T y ,) and the lower panels correspond to models inverted from mode-separated responses (Z E,xy , Z M,yx , T y ,). For ease of comparison with the 'true' model, the cross-section of the conductivity anomalies are superimposed on each of the panels.
The inversion model obtained from the presumed E-polarization impedance Z xy (Fig. 12a) has achieved a normalized root mean square (rms) data misfit of 2.8, which appears unacceptably high given that the data residual rms = 1 would correspond to a perfect representation of the data within their confidence intervals. The model contains two phantom conductors with resistivities of 1 − 3 m, one located within and below the shallow 5 m-conductive anomaly at ∼2-10 km depth and the second located at the eastern edge of the deep 2-D conductor at ∼7-20 km depth. Only the top and lateral extent of the shallow anomaly are well reproduced in this model. Conversely, inversion of the mode-separated impedance Z E,xy (Fig. 12d) achieves a perfect data fit (rms = 0.98) and recovers the geometry and resistivity of the deep 2-D conductor (Fig. 12d) . The shallow anomaly is to some extent also recovered, but its resistivity is overestimated (∼20 m).
The models in Figs 12(b) and (e), obtained from inversion of the assigned H-polarization impedances, achieve a perfect representation of both the mode-mixed and the mode-separated impedances Z xy and Z M,xy , respectively, in terms of data residuals. However, the inversion models do not accurately recover neither the shallow nor the deep anomaly. Both conductors are overestimated in their resistivities and underestimated in their geometric extent.
Joint inversion of the presumed E-and H-polarization impedances (Z xy , Z yx ) leads to a similar model (Fig. 12c) as the inversion of the presumed E-polarization impedance (Z xy ) alone and achieves a similarly bad data fit (rms = 2.51). This implies that the inversion model is dominated by the Z xy impedance. Conversely, joint inversion of the mode-separated impedances Z E,xy and Z M,yx (Fig. 12f) yields an improved data fit (rms = 1.36) and a reasonable model of the deep conductor. Similarly to the single inversion of the presumed E-polarization impedance (Fig. 12d) , the resistivity of the shallow anomaly is overestimated.
For the inversion models shown in Fig. 13 , we assigned the presumed E-polarization apparent resistivity a large error floor (100 per cent). With this important modification, the inversion models obtained from single inversion of the presumed E-polarization impedance (Z xy ) and from joint inversion of presumed E-and H-polarization impedances (Z xy , Z yx ) can be dramatically improved (cf. Figs 13a and b) , while the rms misfit drops below 1 and 1.5, respectively. The inversion models obtained from the respective modeseparated quantities (Figs 13d and e) do exhibit only slight changes compared to the models shown in Figs 12(d) and (f) .
The best approximation of the 'true' cross-section is obtained, when the vertical magnetic transfer function is inverted jointly with the presumed E-and H-polarization impedances (Figs 13c and f) as this appears to add additionally constraints on the deep structure.
Almost all models in Figs 12 (besides 12d) and 13 (besides 13a and d) show too high resistivities (blue colors) outside the main conductors. It is difficult to attribute this result to a particular property in the data; however, it seems to be particularly strong when TM data, that is, the presumed B-polarization impedance or the actually mode-mixed, presumed E-polarization impedance or both, are included in the inversion. This observed model bias may, therefore, result from charges accumulating near the edges of the shallow conductor striking obliquely to the interpreted 2-D cross-section, and bias the electric fields and corresponding apparent resistivities towards higher values. Furthermore, even if the modes are separated, the data do still exhibit 3-D characateristcs such as elliptical polarization and non-orthogonality of electric and magnetic field vectors, and may lead to in-accurate 2-D models.
From these results we infer that for the model study described here, that (i) neither the presumed E-polarization nor the presumed H-polarization impedance nor a joint inversion of these quantities is suitable for 2-D inversion (Figs 12a-c) , unless the presumed E-polarization apparent resistivity is downweighted, (ii) the 2-D inversion of mode-mixed quantities can lead to phantom structures, in particular if the presumed E-polarization impedance is strongly contaminated by TM mode fields of shallow origin and (iii) downweighting the E-polarization apparent resistivity and putting emphasis on the phase instead can improve the model significantly.
C O N C L U S I O N S
In this paper, we develop a scheme to decompose MT transfer functions into the anomalous TE and TM mode electric and magnetic fields on the Earth's surface. The normal electric field is assumed to be known a priori. This decomposition allows us to study the characteristics of the modes in a 3-D environment, and furthermore to investigate how they contribute to each of the impedance tensor elements. In the scope of a model study, we investigated (i) the characteristics of anomalous TE magnetic and TM electric fields, (ii) the coupling of the modes arising in presence of a shallow 3-D and a deep 2-D anomaly, (iii) the phase distortion due to mode-mixing when the impedance tensor is computed, (iv) the sounding curves of the single-mode impedance tensors compared to the mixed-mode impedance tensor and (v) 2-D inversion of mode-mixed responses compared to single-mode responses.
The mode-separation relies on spatial relations given by Faraday's law and the potential field properties of the magnetic TE mode and electric TM mode field in the insulating air half-space. A remarkable result is that a mode-separation based on these relations is possible (i) without prior knowledge of the conductivity structure and (ii) solely using single site transfer functions as they are routinely estimated for MT field studies. A hard requirement is, however, that data must be gathered with sufficiently dense site spacing in a spatially extended area. Further practical complications arise by specifying a normal earth which is rather a theoretical construct. The sampling requirements could be overcome with a spatial EMAP technique (Torres-Verdin & Bostick 1992), which employs quasicontinuous electric field recordings and a less dense coverage with magnetic field sensors. However, the logistical effort for such a 3-D survey would be tremendous. In this work, we relied on the results of synthetic 3-D model study.
The characteristics of the two modes are distinct. TM mode galvanic excess currents of shallow origin overprint the electric field response of deep structures. Therefore, a heterogeneous shallow domain can contribute to all impedance elements even at long periods. On the other hand, the TE mode appears to be more sensitive to deep structures, at least for the model discussed in this paper. Since the MT impedance tensor is a mixed-mode transfer function, the TM mode response of shallow origin does not only dominate over the TM mode response from deep structures, but also distorts the TE mode parts. Hence, the MT impedance tensor does not necessarily reflect the properties of the deep earth, if the shallow earth is heterogeneous. Fortunately, the magnetic fields at the surface of the earth are pure TE mode which suggests that the interpretation of the magnetic transfer functions is perhaps the most promising strategy for a sounding into the deep earth.
It is common knowledge that generally both the TE and TM modes contribute (somehow) to each element of the impedance tensor. Using our synthetically modelled data and the mode separation, we can quantify the contribution of each mode, and attribute their characteristics to certain features in a 3-D model. While the modeseparated fields have distinct characteristics, the impedance tensor represents and awkward algebraic combination of anomalous TE and TM mode fields. Our synthetic example suggests, that each of the impedance elements is eventually severely distorted, and none of it is predominantly the response of a large-scale (regional) 2-D structure. This is particularly harmful when attempting a 2-D interpretation of 3-D data because it can not be stated a priori, which of the impedance tensor elements is less affected by 3-D effects.
These properties of the transfer functions have consequences for crustal studies, particularly if the upper crust is very heterogeneous as is often the case. In fact, the surface electric field can be so strongly dominated by the response of upper-crustal features, that it becomes virtually impossible to identify signals from the lower crust or upper mantle in the impedance data even at very long periods. Both, the TE and TM mode impedance phases are as strongly affected by anomalous currents within shallow anomalies. The upper crustal conductive anomaly in our synthetic example, for instance, affects the phases to periods of up to 1000 s. Such long period data would normally be considered to yield information about lower crustal or upper-mantle structures. As mentioned before, to study the deep structures in such circumstances requires the magnetic transfer functions to be included in our interpretation, as they appear largely unaffected by the shallow anomaly.
Despite these complications, 2-D inversion along profiles across the simple 3-D model discussed in this paper retrieved the 'true' geoelectrical cross-section, when the presumed E-polarization apparent resistivities were downweighted by imposing a large error floor. This result is promising in the sense that an adequate (model dependent) treatment of the 3-D data may lead to reasonable 2-D inversion models. On the other hand, the results of our 2-D inversion study is of limited significance, because real geoelectrical structures may be much more complicated than considered here. We also note, that additional tests on 2-D inversion of 3-D data have not been addressed in this paper. These include in particular the dependency of the model on the site spacing, the profile length and the period range being used for inversion, which in turn may lead to different regularization parameters.
Many regional studies rely only on long-period MT systems with a site spacing of tens of kilometres and which typically record data in a period range between 10 and 10 000 s or even longer. The resulting (2-D) models of such investigations often show conductivity distributions to depths of several hundred kilometres. However, one should bear in mind that large-scale models constructed solely from long period data do not resolve any small-scale, crustal inhomogeneities. We have already pointed out how strongly TE and TM mode impedances are affected by shallow anomalous currents. Consequently, if crustal anomalies are not resolved by the data due to coarse site spacing and missing short-period data, inversion models may become strongly biased. A homogenous crust, which would allow resolution of the deeper structures, is in contradiction with many modern high resolution studies which typically exhibit a complex upper and lower crust showing enormous structural variety and a richness of conductivity anomalies on all scales (see for instance the crustal models in (Wannamaker et al. 2002; Tauber et al. 2003; Ritter et al. 2003 ) among others). Such modern field setups are typically based on a combination of broad band (1 ms-1000 s) and long period data and have a much denser site spacing, typically on the order of a few hundred of metres to kilometres.
MT data from profiles or arrays with only a few sites means that the fields are insufficiently sampled in space and hence, the two modes are not satisfactorily described by the measured data. Therefore, a full 3-D inversion of such data will not automatically take care of the mode mixing properties described above. We believe that the combination of dense field setups, broad period ranges and a full 3-D inversion will help to overcome uncertainties in the interpretation of MT data as they are introduced by the complicated nature of induction processes in 3-D environments.
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