A simpler quantum counting algorithm based on consecutive measurements is presented. This algorithm terminates within measurement steps, where M is the number of marked states and N is the total number of states in the search space, and is followed by a classical post processing. This algorithm is bounded by calls to the controlled-Grover operator. This simpler algorithm requires less quantum resources in terms of the width and depth of the quantum circuit, and runs significantly faster than the phase estimation-based quantum counting algorithm when the ratio M/N is small. We compare these two quantum counting algorithms by simulating various cases with a different M/N ratio, such as M/N  0.125 or M/N < 0.001.
INTRODUCTION
Grover's quantum algorithm searches an unstructured database to find M records that satisfy a given criterion in an N-element database [1] , but needs to meet several requirements to be useful in practice [2] . The quantum search algorithm uses an estimate on the number of marked items M to decide an optimum number of iterations of the Grover operator for a high probability of measurement success [3] . This number M is usually estimated using the quantum counting algorithm based on quantum phase estimation [3, 4] . We present here a simpler method for estimating the number M of the marked items. We base this algorithm on consecutive measurements of a basic quantum circuit with a single-qubit measurement register, followed by a classical post-processing once the quantum algorithm terminates. This algorithm is simple and reliable and has a less demand for the quantum resources than the algorithm based on the phase estimation. Our approach is similar to the work of Svore et.al. in which they improved the performance of the quantum phase estimation algorithm, in that they also used a basic quantum measurement circuit and a classical post-processing [5] .
The quantum counting algorithm based on the phase estimation algorithm (PEA) [ 
4] requires O((N/M)) controlled-Grover iterations, and thus O((N/M)) oracle calls, in
order to estimate the phase angle , for example, to the m=logN + 1 bits of accuracy [3] . This algorithm requires additional qubits in the measurement register, in order to achieve a high probability of measurement success [3] . The resolution in the phase angle  determines the resolution in M via M=Nsin 2 (/2) . In the PEA-based counting algorithm, M is determined by measuring the bits that represent  where =2. The measurement accuracy depends on the number of qubits in the measurement register as it determines the resolution of . When this number M is small relative to the search space of N items, the PEA-based counting algorithm can encounter a practical difficulty in both the circuit width and depth because the total number of qubits available is usually limited and the circuit depth grows exponentially with every added bit to the measurement register in order to achieve an acceptable resolution in the phase angle . A certain minimum number of bits for  is required in order to achieve an acceptable accuracy for M and . On the other hand, our simpler counting algorithm requires a single-qubit measurement register on top of the Grover search circuit and a classical post-processing produces an estimate for the number of marked items.
Our simpler counting algorithm based on the consecutive measurements is performed by consecutively raising k, a parameter that determines the number 2 k of controlledGrover iterations, in order to boost the measurement probability to a final target value of 0.5 or higher. This algorithm terminates at or before the th measurement step and is followed by a classical post-processing to estimate M/N. In this algorithm any guessing about the needed number of the phase bits is not necessary unlike the PEA-based algorithm. We can estimate M and  reliably with a lower demand for the quantum resources compared with the PEA-based algorithm. In the applications to problems where M/N is very small, this algorithm can run significantly faster than the PEA-based algorithm because, as will be shown later, this algorithm halts at or before the th measurement step. On the other hand, the PEA-based counting algorithm requires qubits in the measurement register for an m-bit approximation to the phase bits [3] . Where, 1- is the probability for a successful measurement in the phase estimation algorithm. Although the difference between the values of k and t may only be 2 or 3 when the lowest t-value is used, even the low t-value has a significantly longer execution time than our simpler algorithm when M/N is very small. Our simpler counting algorithm is asymptotically bounded by , the same as the PEA-based algorithm, in the number of controlled-Grover iterations.
QUANTUM CIRCUIT FOR THE SIMPLER QUANTUM COUNTING
Quantum Circuit For The k th Measurement Step The basic quantum circuit consisting of three registers is shown in Fig.1 : The first register is the single-qubit measurement register. The second is an n-qubit computation register where the uniform superposition state, |>, is the input state to the 2 k iterations of the controlled-Grover gate. The third register is the workspace for an oracle circuit that is specific to the problem at hand. Note that the Grover operator G is given by a product of the oracle operator O and the diffusion operator, 2|><| -I, as [3] . Figure 1 . The circuit diagram for our simple quantum counting algorithm at the k th measurement step of the consecutive measurements. As k increases starting from zero, the probability of at least 0.5 of measuring |1> is reached by the final measurement step of .
In order to calculate the measurement probability, we will briefly review the Grover operator and its eigenstates according to ref. [3] .
The input to the Grover operator G is the uniform superposition state |> which can be written either in terms of the two eigenstates of the operator G or in terms of |>, the normalized state vector representing the uniform superposition of all marked states, and |> representing all unmarked states, defined as follows in terms of the N=2 n state vectors |x> of the search space [3] :
Where,
Here, for each state vector |x> of the search space, the oracle function returns f(x)=1 if |x> is marked and f(x)=0 if |x> is unmarked.
Using the above definitions and relations, we can readily obtain the measurement probability of the first register of Fig.1 . After the controlled-G K gate where K=2 k and the Hadamard gate, the state just before the measurement is (ignoring the state vector of the oracle workspace, the third register, which is |0>): (3) Upon measuring the first register, the probabilities of measuring 0 and 1 are, respectively, (4) This may be written, using K=2 k and =2, as (5) Here, the probabilities are written as a function of the Grover iteration parameter k. We may also regard k as a parameter representing the k th measurement step. For k=0, we have (6) Although we benefit the most from this simpler algorithm for problems with a very small M/N value, the algorithm works for any M/N value as long as M/N½. If M/N½, then we simply double the size of the search space to 2N states by adding one more qubit to the computation register (the second register in Fig.1 ), making it a register with n+1 qubits. So, we will discuss the case with M/N½ only and we focus mostly on a very small M/N << 1.
Discussion Of The Final Measurement
Step The probability
For a very small M/N, where the measurement probability is very small, we employ the controlledGrover iteration to boost the probability p 1 . This tactic is similar to the Grover search algorithm where the Grover iteration is employed to increase the amplitudes of the marked states [1] .
For  = 2 and 0 1, let us express  as a binary fraction:
-2 , and hence  1 =0 and  2 =0.
Proposition: For a very small M/N value, the probability of measuring 1 on the measurement register in Fig 
The k-value satisfying this condition is the first k value that makes p 1 (k) greater than or equal to 0.5 when k is raised consecutively starting from zero. Each increment in k amounts to a left-shift by 1 bit of every  j for j1. The k-value satisfying the above condition eq. (8) 
Hence, if a+r  1, then the condition eq. (8) is satisfied with the k-value given by eq.(9). If the M/N-value is such that a+r > 1, then the k-value of eq.(9) minus 1 is automatically chosen because the measurement stops at the first k-value such that p 1 (k) is raised to or past 0.5. Therefore, the condition in eq. (8) is satisfied in at most measurement steps. ☐
In practice, one could use a minimum value less than 0.5 for p 1 (k) to stop the measurement, such as p 1 (k)p min =0.15, then the algorithm may halt at a lower kvalue. The last step of this algorithm is a classical post-processing to calculate M from the measured probabilities, p 0 (k) and p 1 (k). One could also determine the phase angle  of the Grover eigenvalue for use in obtaining the optimal number of Grover iterations R in the Grover search algorithm as shown below.
From the measured probabilities p 0 (k) and p 1 (k) of 0 and 1, respectively, we define:
where, =2 and k is the k-value of the final measurement step of the algorithm.
Then the classical post-processing can use one of the following two formulas:
Classical post-processing formulae-1: (13) Classical post-processing formulae-2:
From the measured Grover angle , the optimal number R of the Grover iterations in the quantum search algorithm [1, 3] k=k+1 #Perform the circuit in Fig.1 for the k th measurement step:
Reset states to |0> and prepare as in the circuit in Fig.1 (i.e., apply the Hadamard gates) 5.
Perform controlledin the circuit in Fig.1 
6.
Apply Hadamard to the first register and measure it for
Classical post-processing: # k is the value at the final step above
 Iterate k times to obtain p(0)=cos.
Return an approximate value of M

COMPARISON OF THE TWO ALGORITHMS BY SIMULATION
Conceptually, the PEA-based counting algorithm takes full advantage of the quantum parallelism as it processes and measures the phase bits,  j 's, in parallel. In practice, however, its quantum circuit is significantly wider and deeper in order to produce a good estimate of M than our simple counting algorithm. Our simple counting algorithm executes the measurements in sequence in at most measurement-steps. We call this algorithm simple in the sense that the measurement register consists of a single qubit where the measurement probability is split between only two states, |0> and |1>, and that there exists a clear criterion for a successful measurement (i.e., p 1 0.5) which occurs with certainty. The total controlled-Grover iterations needed for a successful measurement can be substantially fewer, and the quantum circuit significantly narrower than the PEA-based algorithm, especially when the M/N-value is small.
In our simpler counting algorithm, the total number of controlled-Grover iterations in all measurement steps up to the k th step (starting at k=0) is 2 0 + 2 1 + .. + 2 k =2 k+1 -1. The PEA-based algorithm with t-qubits in the measurement register has a total of 2 t -1 controlled-Grover iterations. Thus, all measurement steps up to the k th step of our simpler algorithm and the PEA-based algorithm with k+1 qubits in the measurement register would have the same number of controlled-Grover iterations. The k th measurement step alone of the simpler algorithm and the PEA-based algorithm with k-qubits in the measurement register would have nearly the same circuit depth. Also, our simpler algorithm repeats the state initialization and preparation for each step, while the PEA-based algorithm performs an inverse Fourier transform on the measurement register before measurement.
Before comparing the two counting algorithms by simulation, we first summarize below the PEA-based algorithm according to ref. [3] . The PEA-based quantum counting circuit is shown in Fig.2 . The number of qubits t of the first register is determined from the desired measurement accuracy m and the probability 1- of a successful measurement [3] . t = m + log 2 (2+1/2) (17) This number t should be large enough for the measured-M to be sufficiently close to the actual value with a high measurement probability. For M < ½N where  1 =0= 2 , we get from the measurement results of :
Here,  j is the measured j th bit of the register-1 in Fig.2 Implementation of various quantum algorithms for execution on a 5-qubit IBM quantum computer can be found in ref. [6] . The same implementation approach can be used for simulating a larger quantum circuit.
We applied the two counting algorithms to estimate the number of maximal cliques in a graph where the uniform superposition state |> includes M maximal clique states [7] . These maximal clique states are the marked items in the search space of 2 n states. An oracle circuit for finding the maximal cliques from the adjacency matrix of a graph of an arbitrary size was given in ref. [7] . A graph with three nodes (n=3) was considered here because the oracle requires an additional 2n 2 qubits for data and ancilla [7] . Hence, the largest graph that we could simulate using an available simulator (the 32-qubit IBM simulator [8] ) was a graph with only three nodes. This example provides a comparison between the two counting algorithms with a not so small M/N value of 0.125, 0.25 or 0.375. Fig.4 (3  rd graph) . In this case, the sum of probabilities for the states 0010 and 1110 is 91%. From this result, the measured Mvalue is 2 3 0.1463=1.17, which is plotted in the third graph in Fig.4 . In the case of t=4, for each of the 1024 measurements performed, the controlled-Grover operator would iterate 2 t -1=15 times.
The above example in Fig.3 illustrates the usefulness of our simple quantum counting algorithm. If the probability p 1 is too small due to a small M/N value, iterating the controlled-Grover operator boosts the probability, in a manner similar to the quantum search algorithm, which uses the Grover iteration to enhance the search probability [1] . In the quantum search algorithm, each time the Grover operator is iterated the measurement probabilities are changed uniformly across all the marked states by a given factor, and across all the unmarked states by another factor. In the simple counting algorithm, only two states split the measurement probability, making it simpler and more reliable. Figures 5 and 6 show the simulation results for the number of maximal cliques with M=2 and M=3, respectively, in the graph of three nodes. Even for these cases with a large M/N value (0.25 and 0.375, respectively), the measured M value is closer to the correct value for the simpler algorithm than for the PEA-based one. Figure 5 . For M=2 and N=2 3 , the measured number M of maximal cliques by the simple counting algorithm (1 st graph) and by the PEA-based counting algorithm (2 nd graph) along with their respective measurement probabilities. For the PEA-based counting algorithm, the measurement probability is the sum of the highest probabilities of two bit trains that add to 2 t . The difference in the quantum circuit between the two algorithms makes it evident that the PEA-based circuit is necessarily deeper, typically by four to eight times, and wider, by the number of phase bits in the measurement register, although a direct comparison may not be proper because the PEA-based algorithm works in quantum parallel with an inverse Fourier transform on the measurement register, and the simpler algorithm performs sequentially with initialization and preparation of the quantum circuit for each measurement step. Also, in the PEA-based counting, the measurement probability is shared between the two equivalent phases,  and 1-, making the probability of measuring each phase about one half of the probability if only one phase angle represented the given M value.
Our simpler counting algorithm is required to terminate at the first measurement step where p 1 (k)0.5, which is satisfied at k=log(N/M) according to 2
On the other hand, in the PEA-based algorithm, the relation, =1.01… 2 2 -2-log√(N/M , indicates that the least significant bit (LSB) will be the only nonzero bit if the measurement (phase) register had 2+log(N/M) qubits. This means that the PEAbased algorithm requires t  2+log(N/M). This made some simulations already impractical for M/N < 0.1% (that is, t  7) using a 32-qubit IBM simulator [8] . The smallest nonzero M/N-value that can be measured with the PEA-based algorithm is sin 2 (/2 t ). Hence, for a very small M/N value, the number of qubits required for the measurement register is necessarily large.
In order to compare the two algorithms for problems with a very small M/N value, and be able to perform the simulation on a currently available simulator, we formed a very simple oracle which searches for the integer numbers whose binary bits are 1 at certain specific bit positions in an n-bit binary representation of integers between 0 and 2 n -1. This oracle circuit is formed by a controlled-NOT gate, C j (X), where the j control bits are the bits that must be 1 and its output controls a phase-flip gate (Z) that acts on an ancilla qubit in the state |1>, to complete the oracle function. Using a 32-qubit simulator, we tested up to n=12 and our simple algorithm had a reasonably short execution time. We also performed the same simulation using the PEA-based algorithm as long as the program could be run within a reasonable time (a few hours). The simulation results are presented below for the varying values of M/N.
For example, consider integers between 0 and 2 9 -1, and assume that the oracle searches for the 9-bit integers where every bit is 1. This is the case where N=2 9 and M=1. The simulation results from the two algorithms are shown in Figures 7 and 8 . In order to test an even smaller M/N value, we used N=2 12 =4,096 and a varying M. Figures 9-16 show the simulation results from the simpler counting algorithm as a function of the controlled-Grover iteration parameter k at constant 100 measurements (1 st graphs), and as a function of the number of measurements (2 nd graphs) at the maximum k value in the first graph (i.e., the first k-value at which p 1 (k) is at least 0.5). For n=12 and for some M values, the PEA-based algorithm did not yield any result within a reasonable run time (a few hours) when t was greater than 6 (t>6) (Figures 9-11 ) and thus t was limited to a maximum 6 for the 
SUMMARY
In summary, we presented a simpler quantum counting algorithm which is more reliable and practical for problems with a small M/N value than the PEA-based algorithm. The measured M-value by this simpler counting algorithm gave a good estimate in the last two measurement steps where p1(k) was just above or just below 0.5. For these two measurement steps, the estimated M by the simple algorithm was generally a better estimate than the best-case result by the PEAbased algorithm with the maximum circuit width allowed and the maximum run time practicable in currently available quantum simulators.
