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Abstract
Suppose that a compact quantum group Q acts faithfully and isomet-
rically (in the sense of [10]) on a smooth compact, oriented, connected
Riemannian manifold M . If the manifold is stably parallelizable then it
is shown that the compact quantum group is necessarily commutative as
a C∗ algebra i.e. Q ∼= C(G) for some compact group G. Using this, it
is also proved that the quantum isometry group of Rieffel deformation of
such manifold M must be a Rieffel-Wang deformation of C(ISO(M)).
1 Introduction
It is a very important and interesting problem in the theory of quantum groups
and noncommutative geometry to study ‘quantum symmetries’ of various classi-
cal and quantum structures. Indeed, symmetries of physical systems (classical or
quantum) were conventionally modelled by group actions, and after the advent
of quantum groups, group symmetries were naturally generalized to symmetries
given by quantum group action. In this context, it is natural to think of quantum
automorphism or the full quantum symmetry groups of various mathematical
and physical structures. The underlying basic principle of defining a quantum
automorphism group of a given mathematical structure consists of two steps :
first, to identify (if possible) the group of automorphisms of the structure as a
universal object in a suitable category, and then, try to look for the universal
object in a similar but bigger category by replacing groups by quantum groups
of appropriate type. Initiated by S. Wang who defined and studied quantum
permutation groups of finite sets and quantum automorphism groups of finite
dimensional algebras, such questions were taken up by a number of mathemati-
cians including Banica, Bichon (see, e.g. [2], [3], [24]), and more recently in the
framework of Connes’ noncommutative geometry ([9]) by Goswami, Bhowmick,
Skalski, Banica and others who have extensively studied the quantum group
of isometries (or quantum isometry group) defined in [10] (see also [8], [7], [5]
etc.). In this context, it is important to compute such quantum isometry groups
for classical (compact) Riemannian manifolds. This will also allow one to com-
pute quantum isometry groups of the noncommutative manifolds obtained by
Rieffel-type deformation of classical manifolds by the techniques developed in
[6].
However, it was rather amazing to see that for all the connected classical
manifolds including the spheres and the tori (with the usual Riemannian met-
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rics) for which the quantum isometry groups were computed so far, the quantum
isometry groups turned out to be the same as the classical isometry groups. In
other words, there is no genuine (i.e. noncommutative as a C∗ algebra) com-
pact quantum group which can act isometrically on such manifolds. It may
be mentioned here that it is easy to have faithful isometric action of genuine
compact quantum group on disconnected Riemannian manifolds with at least
four components. However, no examples of even faithful continuous action by
genuine compact quantum groups on C(X) with X being connected compact
space were known until recently, when H. Huang ([13]) constructed examples
of such action on topological spaces which are typically obtained by topological
connected sums of copies of some given compact metric space. But none of the
examples constructed by Huang are smooth manifolds. In fact, his construction
would fail if topological connected sum is replaced by a smooth gluing of copies
of a given Riemannian manifold. On the other hand, it follows from the work of
Banica et al ([4]) that most of known compact quantum groups, including the
quantum permutation groups of Wang, can never act faithfully and isometrically
on a connected compact Riemannian manifold. All these led the second author
of the present paper to make the following conjecture in [11], where he also gave
some supporting evidence to this conjecture, by proving non-existence of ‘lin-
ear’ (see [11] for the precise definition) action of any genuine compact quantum
group on a large class of classical connected manifolds which are homogeneous
spaces of semisimple compact connected Lie groups.
Conjecture I: It is not possible to have smooth faithful actions of genuine
compact quantum groups on C(M) when M is a compact connected smooth
manifold.
It is perhaps wise to consider first a slightly weaker form of this conjecture,
namely:
Conjecture II: For any compact, oriented, connected Riemannian manifold
M , the quantum isometry group is classical, i.e. same as C(ISO(M)).
The truth of the above conjectures will have two physical implications:
firstly, it implies that for a classical system with phase-space modelled on a
compact connected manifold, the generalized notion of symmetries in terms of
quantum groups coincides with the conventional notion, i.e. symmetries coming
from group actions. This gives some kind of consistency of the philosophy of
thinking quantum group actions as symmetries. Secondly, it also allows us to
describe all the (quantum) symmetries of a physical model obtained by suitable
deformation (at least for the Rieffel-type deformations) of a classical model with
connected compact phase space, showing that such quantum symmetries are in-
deed deformations of the classical (group) symmetries of the original classical
model.
The goal of the present article is to prove Conjecture II for a quite large
and important class of manifolds, namely stably parallelizable ones. This class
includes for example all compact Lie groups and most of the compact symmetric
spaces and also all hypersurfaces.
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As a biproduct, we have developed some new tools for studying quantum
isometry groups of classical manifolds which may also be useful in the more
general framework of noncommutative manifolds. For example, we have given
a new geometric characterization of isometric action by a CQG on compact
Riemannian manfiolds in terms of the Riemmanian inner-product, proving that
a CQG action is isometric if and only if it preserves the inner product. We have
also extended the standard trick of averaging to the framework of quantum
group actions, showing how to make a non-isometric CQG action α on C(M),
which is smooth and satisfies an appropriate commutativity condition ensuring
the existnece of ‘differential’ dα as an equivariant representation on the bimodule
of one-forms, to be isometric w.r.t. a new ‘averaged’ Riemannian metric. We
believe that all these new techniques will be extremely important for the general
theory of quantum isometry groups in the long run.
2 Preliminaries and definitions
2.1 Frechet algebra of smooth functions
Let A, B be locally convex topological spaces with SA and SB being the cor-
responding families of seminorms. A seminorm on a *algebra is said to be
compatible with * algebraic structure if p(ab) ≤ p(a)p(b) and p(a∗) = p(a). We
denote the algebraic tensor product of A and B by A⊗B. Equip A⊗B with the
locally convex topology given by the family of semi norms {γpq : p ∈ SA, q ∈ SB}
where γpq(ξ) = inf
∑
p(ai)q(bi) and the infimum is taken over all possible ex-
pressions of ξ =
∑
ai ⊗ bi. We denote the completion of A ⊗ B by A⊗ˆB. In
case A and B are algebras(* algebras) and the families of semi norms are also
compatible with algebraic(* algebraic) structure, A⊗ˆB is also a topological al-
gebra(*algebra). In case both the algebras are C∗ algebras A⊗ˆB is also a C∗
algebra. For further details of tensor products of topological vector spaces see
[22]. Throughout this paper Sp and S¯p stand for the linear span and closed
linear span of a subset of a topological vector space respectively.
Let M be a smooth n- dimensional compact Riemannian manifold with bound-
ary (in our case a compact manifold will mean a manifold with boundary unless
otherwise stated ). We denote the algebra of real(complex) valued smooth func-
tions on M by C∞(M)R (C
∞(M)). Clearly C∞(M) is the complexification of
C∞(M)R . We also equip it with a locally convex topology : we say a sequence
fn ∈ C∞(M) converges to an f ∈ C∞(M) if the following holds:
CoverM with finitely many coordinate neighborhoods U1, U2, ...., Ul(say). Then
for any compact set K within a single coordinate neighborhood and a multi in-
dex α, ∂αfn → ∂
αf uniformly overK. Equivalently its a locally convex topology
described by a countable family of seminorms given by:
pK,αi = sup
x∈K
|∂αf(x)|,
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where K is a compact set within Ui, α is any multi index, i = 1, 2, ....l. We
denote this topology by τ . Below we collect a few well known results about this.
Proposition 2.1 C∞(M) is complete in τ-topology.
Proof:
For the case C∞(Ω), where Ω is an open subset of Rn, see example 1.46 of [19].
For a compact manifold going to coordinate charts and using similar arguments,
we can easily deduce the result.
✷
Proposition 2.2 Let M and N be two smooth compact n dimensional mani-
folds with boundary. Let F :M → N be a diffeomorphism. Then πF : C∞(N)→
C∞(M) defined by, πF (f)(m) = f(F (m)) for f ∈ C∞(N) and m ∈ M , is an
isomorphism between locally convex algebras C∞(M) and C∞(N).
Let M and N be two smooth compact manifolds with boundary. We can view
the elements of C∞(M) ⊗ C∞(N) as elements of C∞(M × N)in the following
way:
Let ∑
fi ⊗ gi ∈ C
∞(M)⊗ C∞(N).
Then ∑
(fi ⊗ gi)(m,n) =
∑
fi(m)gi(n).
With the above notations we have:
Proposition 2.3 C∞(M)⊗ˆC∞(N) ∼= C∞(M×N) and contains C∞(M)⊗C∞(N)
as a τ dense subalgebra.
Proposition 2.4 let Q be a C∗ algebra. Then we denote the algebra of Q
valued smooth functions on M with the obvious topology by C∞(M,Q). Then
C∞(M,Q) with its obvious locally convex topology is complete. In fact with the
above notations we have C∞(M)⊗ˆQ = C∞(M,Q).
Let E1, E2 be two locally convex spaces with locally convex topologies τ1, τ2
respectively. Suppose T is a τ1 − τ2 continuous map between them. Also let E
be another locally convex space. Denote the topology of the projective tensor
product between Ei and E by τ
′
i respectively for i = 1, 2. Define (T ⊗ id) :
E1 ⊗ E → E2 ⊗ E by (T ⊗ id)(
∑k
i=1 ai ⊗ bi) =
∑k
i=1(T (ai))⊗ bi. Then we have
Proposition 2.5 (T ⊗ id) is τ
′
1 − τ
′
2 continuous and hence extends to E1⊗ˆE.
We will denote the extension by (T ⊗ˆid).
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2.2 Basics of compact quantum groups
A compact quantum group (CQG for short) is a unital C∗ algebra S with a
coassociative coproduct (see [16]) ∆ from S to S⊗ˆS (it is the same as injective
tensor product) such that each of the linear spans of ∆(S)(S⊗ˆ1) and that of
∆(S)(1⊗ˆS) is norm-dense in S⊗ˆS. From this condition, one can obtain a canon-
ical dense unital ∗-subalgebra S0 of S on which linear maps κ and ǫ (called the
antipode and the counit respectively) are defined making the above subalgebra
a Hopf ∗ algebra. In fact, we shall always choose this dense Hopf ∗-algebra
to be the algebra generated by the ‘matrix coefficients’ of the (finite dimen-
sional) irreducible unitary representations (to be defined shortly) of the CQG.
The antipode is an anti-homomorphism and also satisfies κ(a∗) = (κ−1(a))∗ for
a ∈ S0.
It is known that there is a unique state h on a CQG S (called the Haar state)
which is bi invariant in the sense that (id⊗ h) ◦∆(a) = (h⊗ id) ◦∆(a) = h(a)1
for all a. The Haar state need not be faithful in general, though it is always
faithful on S0 at least.
We say that a CQG S (with a coproduct ∆) (co)acts on a unital C∗ algebra C
if there is a unital C∗-homomorphism β : C → C⊗ˆS such that Span{β(C)(1⊗ˆS)}
is norm-dense in C⊗ˆS, and it satisfies the coassociativity condition, i.e. (β ⊗
id) ◦ β = (id ⊗∆) ◦ β. It has been shown in [17] that there is a unital dense ∗-
subalgebra C0 of C such that β maps C0 into C0⊗S0 (where S0 is the dense Hopf
∗-algebra mentioned before) and we also have (id ⊗ ǫ) ◦ β = id on C0. In fact,
this subalgebra C0 comes from the canonical decomposition of C into subspaces
on each of which the action β is equivalent to an irreducible representation.
More precisely, C0 is the algebraic direct sum of finite dimensional vector spaces
Cπi , say, where i runs over some index set Ji, and π runs over some subset (say
T ) of the set of (inequivalent) irreducible unitary representations of S, and the
restriction of β to Cπi is equivalent to the representation π. Let {a
(π,i)
j , j =
1, ..., dπ} (where dπ is the dimension of the representation π) be a basis of Cπi
such that β(a
(π,i)
j ) =
∑
k a
(π,i)
k ⊗ t
π
jk, for elements t
π
jk of S0. The elements
{tπjk, π ∈ T ; j, k = 1, ..., dπ} are called the ‘matrix coefficients’ of the action β.
We say that the action β is faithful if the ∗-subalgebra of S generated by
elements of the form (ω ⊗ id)(β(a)), where a ∈ C, ω being a bounded linear
functional on C, is norm-dense in S, or, equivalently, the ∗-algebra generated by
the matrix coefficients is norm-dense in S.
Proposition 2.6 If a CQG S acts faithfully on C(X), where X is some com-
pact space, then the corresponding reduced CQG Sr (which has a faithful Haar
state) must be a Kac algebra. In particular, the Haar state of Sr and hence of
S is tracial.
For a proof of this fact, we refer the reader to the Theorem 3.2 of [12].
Let H be a Hilbert space and denote by B0(H) the C∗ algebra of compact
operators on H. Consider the multiplier algebra M(B0(H) ⊗ S). This algebra
has two natural embeddings into the multiplier algebra M(B0(H) ⊗ S ⊗ S).
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The first one is obtained by extending the map x 7→ x ⊗ 1. The second one is
obtained by composing this map with the flip on the last two factors. We will
write v12 and v13 for the images of an element v ∈M(B0(H)⊗S) by these two
maps respectively.
Definition 2.7 Let (S,∆) be a CQG. A unitary representation of S on a
Hilbert space H is an element U ∈M(B0(H)⊗ S) such that
(id⊗∆)U = U12U13.
We recall some basic facts about representation of CQG’s over finite dimensional
vector spaces. For details we refer to [23]. By a representation of a CQG S over
a finite dimensional vector space K we mean a linear map v : K → K ⊗ S such
that
(v ⊗ id)v = (id⊗∆)v.
We say v is a smooth representation of S if actually v : K → K⊗ S0. Moreover
a smooth representation v is said to be non degenerate if ve = IB(K), where
ve := (id⊗ ǫ)v.
Lemma 2.8 Let v be a smooth non degenerate representation of S acting on
K. Then v is invertible and v−1 = (id⊗ κ)v.
Proof: see proposition 3.2 of [23].
✷
Corollary 2.9 If v is smooth non degenerate, Sp v(K)(1 ⊗ S0) = (K ⊗ S0).
Proof: For ξ ∈ K⊗S write ξ as v(id⊗κ)v(ξ) which belongs to Sp v(K)(1⊗S0).
✷
If v and w are two finite dimensional representations of S on K and L re-
spectively, then we can define tensor product of them as defined in [23] which
is again a representation on K⊗L. We call the representation as v⊗w. Then
Lemma 2.10 If v and w are smooth and non degenerate, so is v ⊗ w.
Proof: follows from the fact that (v ⊗ w)e = ve ⊗ we.
✷
Now denote the tensor product of v with itself by v(2).
Corollary 2.11 v is a smooth non degenerate representation on a finite dimen-
sional linear space K. Then Sp v(2)(K ⊗K)(1 ⊗ 1⊗ S0) = (K ⊗K ⊗ S0).
Fact: Every irreducible unitary representation is finite dimensional. (see [16])
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2.3 C∞(M) bimodule structure on exterior bundle
Let M be a compact oriented smooth manifold. Also let Λk(C∞(M)) be the
space of smooth k forms on the manifoldM . We equip Λ1(C∞(M)) with the nat-
ural locally convex topology induced by the locally convex topology of C∞(M)
given by a family of seminorms {p(U,(x1,...,xn),K)}, where (U, (x1, . . . , xn)) is a
local coordinate chart and K is a compact subset and p(U,(x1,...,xn),K)(ω) :=
supx∈K |fi(x)|, where fi ∈ C
∞(M) such that ω|U =
∑n
i=1 fidxi|U .
We also denote this topology by τ . Then note that for any τ dense subalgebra
A of C∞(M), Ω1(A) is dense in Λ1(C∞(M)).
Let Ωk(C∞(M))u be the space of universal k-forms on the manifoldM and δ be
the derivation for the universal algebra of forms forC∞(M) i.e δ : Ωk(C∞(M))u →
Ωk+1(C∞(M))u(see [15] for further details).
Then by the universal property ∃ a surjective bimodule morphism π ≡ π(1) :
Ω1(C∞(M))u → Λ1(C∞(M)), such that π(δg) = dg.
Ω1(C∞(M))u has a C
∞(M) bimodule structure:
f(
n∑
i=1
giδhi) =
n∑
i=1
fgiδhi
(
n∑
i=1
giδhi)f =
n∑
i=1
(giδ(hif)− gihiδf)
As M is compact, there is a Riemannian structure. Using the Riemannian
structure on M we can equip Λ1(C∞(M)) with a C∞(M) valued inner product
<<
∑n
i=1 fidgi,
∑n
i=1 f
′
idg
′
i >>∈ C
∞(M) by the following prescription:
for x ∈ M choose a coordinate neighborhood (U, x1, x2, ...., xn) around x such
that dx1, dx2, ..., dxn is an orthonormal basis for T
∗
xM . Note that the topology
does not depend upon any particular choice of the Riemannian metric. Then
<<
n∑
i=1
fidgi,
n∑
i=1
f
′
idg
′
i >> (x) = (
∑
i,j,k,l
f¯if
′
j(
¯∂fi
∂xk
∂f
′
j
∂xl
))(x)
We see that a sequence ωn → ω in Λ1(C∞(M)) if << ωn − ω, ωn − ω >>→ 0
in τ topology of C∞(M). With this Λ1(C∞(M)) becomes a Hilbert module.
Lemma 2.12 Let B be a τ dense subalgebra of C∞(M). Then Λ1(B) is dense
in the Hilbert module Λ1(C∞(M)).
Proof:
It is enough to approximate fdg where f, g ∈ C∞(M) by elements of Λ1(B).
By τ density of B in C∞(M) we can choose sequences fm, gm ∈ B such that
fm →τ f and gm →τ g. We show fmdgm → fdg in the Hilbert module i.e.
<< fmdgm − fdg, fmdgm − fdg >>→ 0 in τ topology of C
∞(M).
Fix a trivializing neighborhood U ofM and a compact set K within it, with the
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coordinates x1, x2, ..., xn. We shall estimate supx∈K|
∂
∂x1
<< fdg−fmdgm, fdg−
fmdgm >> (x)|.
Observe that
∂
∂x1
<< fdg − fmdgm, fdg − fmdgm >> (x)
=
∂
∂x1
<< (f − fm)dgm + fm(dg − dgm), (f − fm)dg − fm(dg − dgm) >> (x)
= I + II + III + IV
Where
I =
∂
∂x1
[
∑
i
(f − fm)(x)(f − fm)(x)
∂g
∂xi
∂g
∂xi
(x)]
=
∑
i
∂
∂x1
((f − fm)(f − fm))(x)(
∂g
∂xi
∂g
∂xi
)(x)
+
∑
i
(f − fm)(x)(f − fm)(x)
∂
∂x1
(
∂g
∂xi
∂g
∂xi
)(x)
II =
∂
∂x1
[
∑
i
(f − fm)(x)
∂g
∂xi
(x)fm(x)
∂
∂xi
(g − gm)(x)]
=
∑
i
(f − fm)(x)
∂
∂x1
(
∂g
∂xi
(x)fm(x))
∂
∂xi
(g − gm)(x)
+
∑
i
∂
∂x1
(f − fm)(x)(
∂g
∂xi
(x)fm(x))
∂
∂xi
(g − gm)(x)
+
∑
i
(f − fm)(x)(
∂g
∂xi
(x)fm(x))
∂
∂x1
∂
∂xi
(g − gm)(x).
and so on. Using the above expressions and the definition of convergence in τ
topology which implies in particular ∂fm
∂xi
→ ∂f
∂xi
and ∂gm
∂xi
→ ∂g
∂xi
uniformly over
K for all i, we conclude that Λ1(B) is dense in Λ1(C∞(M)).
✷
For the following discussion reader might consult [15].
Let E1 and E2 be two Hilbert modules over a topological algebra A. Then we
can form the interior tensor product of E1, E2 by the following prescription:
Define an A-valued inner product on E1 ⊗ E2 by
<<
∑
ξi ⊗ ηi,
∑
ξ
′
j ⊗ η
′
j >>=
∑
i,j
<< ηi, << ξi, ξ
′
j >> η
′
j >>
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Let I = {ξ ∈ E1 ⊗ E2 such that << ξ, ξ >>= 0}. Then I is a submodule of
E1 ⊗ E2 (It has an obvious A−A bimodule structure). We denote the comple-
tion of E1⊗E2I by E1 ⊗in E2.
Now with the notations introduced before, let Ω2(C∞(M))u = Ω
1(C∞(M))u⊗C∞(M)
Ω1(C∞(M))u and Ω
k(C∞(M))u = Ω
k−1(C∞(M))u ⊗C∞(M) Ω
1(C∞(M))u.
and Ωk(C∞(M)) = Ωk−1(C∞(M))⊗in Ω1(C∞(M)), for k ≥ 2, Ω1(C∞(M)) ≡
Λ1(C∞(M)).
Ω˙(C∞(M)) = ⊕k≥0Ω
k(C∞(M)).
By the universality of Ω2(C∞(M))u, we have a surjective bimodule mor-
phism π(2) : Ω
2(C∞(M))u → Ω2(C∞(M)).
Let J2 be a submodule of Ω2(C∞(M)) given by J2 = {π(2)(δω)|π(ω) = 0 for ω ∈
Ω1(C∞(M))u} . In fact it is closed. Denote
Ω2(C∞(M))
J2
by Λ2(C∞(M)). Sim-
ilarly Λk(C∞(M)) = Ω
k(C∞(M))
Jk
where Jk = {π(k)(δω)|π(k−1)(ω) = 0 for ω ∈
Ωk−1(C∞(M))u}. If ω and η belong to Ω
1(C∞(M)), sometimes we denote the
image of ω ⊗ η in Ω2(C∞(M)) by ωη and in Λ2(C∞(M)) by ω ∧ η. Similar no-
tations will be used for products in Ωk(C∞(M)) and Λk(C∞(M)). With this,
the familiar de Rham differential is given by
d : Λk(C∞(M))→ Λk+1(C∞(M))
[π(k)(ω)]→ [π(k+1)(δω)] ([ξ] := ξ + Jk for ξ ∈ Ω
k(C∞(M)))
Lemma 2.13 Ωk(C∞(M)) = Λk(C∞(M))⊕ Jk.
Proof:
We do the proof for k = 2. For k ≥ 3, proofs will be similar.
Let π(2)(δf ⊗ δg) ∈ Ω
2(C∞(M)). Observe that
π(2)(δ(δ(gf))) = 0
⇒ π(2)(δ(δgf + gδf)) = 0
⇒ π(2)(δg ⊗ δf + δ(δgf)) = 0
⇒ π(2)(δ(δ(g)f)) = −π(2)(δg ⊗ δf)
Hence π(2)(δ(fδg − δgf)) = π(2)(δf ⊗ δg + δg ⊗ δf). But π(fδg − δgf) = 0 in
Ω1(C∞(M)). So 12π(2)(δf ⊗ δg+ δg⊗ δf) ∈ J(2). Similarly
1
2π(2)(δf ⊗ δg− δg⊗
δf) ∈ Λ2(C∞(M)).
Hence π(2)(ηδf⊗δg) =
1
2π(2)(η(δf⊗δg+δg⊗δf))+
1
2π(2)(η(δf⊗δg−δg⊗δf)).
Also by definition << π(2)(δf ⊗ δg + δg ⊗ δf), π(2)(δf ⊗ δg − δg ⊗ δf) >>= 0
✷
Let A be any τ dense subalgebra of C∞(M). Then observe that as our argu-
ments of the above proof is completely algebraic, we can make the following
corollary:
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Corollary 2.14 Ωk(A) = Λk(A)⊕ JAk , where Ω
1(A) = {
∑
fidgi, fi, gi ∈ A},
Ωk(A) = Ωk−1(A) ⊗A Ω
1(A),
JAk = {π(k)(δω)|π(k−1)ω = 0 for ω ∈ Ω
k−1(A)u} and
Λk(A) =
Ωk(A)
JAk
Also note that Ωk(A), Λk(A) and JAk are dense in the Hilbert modules Ω
k(C∞(M)),
Λk(C∞(M)) and Jk respectively. For example, the density of JA2 follows from
the algebraic description JA2 = Sp{dfdg + dgdf, f, g ∈ A}, which is contained
in the proof of the Lemma 2.13.
We define p : Ω2(C∞(M))→ J2 by
pπ(2)(
k∑
i=1
hiδfi ⊗ δgi) =
1
2
π(2)(
k∑
i=1
hi(δfi ⊗ δgi + δgi ⊗ δfi)).
Then p is a projection onto the closed complemented submodule J2 of Ω2(C∞(M)).
Now if Q is a C∗ algebra then Λ2(C∞(M)) ⊗ Q has a natural C∞(M)⊗ˆQ
bimodule structure. The left action is given by
(
∑
i
fi ⊗ qi)(
∑
j
[π(2)(ωj)]⊗ q
′
j) = (
∑
i,j
[π(2)(fiωj)]⊗ qiq
′
j)
The right action is similarly given. The inner product is given by
<<
∑
i
ωi ⊗ qi,
∑
j
ω
′
j ⊗ q
′
j >>=
∑
i,j
<< ωi, ω
′
j >> ⊗q
∗
i q
′
j .
Topology on Λ2(C∞(M)) ⊗ Q is given by requiring ωn → ω if and only if
<< ωn − ω, ωn− ω >>→ 0 in C∞(M)⊗ˆQ or C∞(M,Q). We denote the corre-
sponding completion by Λ2(C∞(M))⊗ˆQ.
Now we introduce the Hodge star operator, which is a pointwise isometry
∗ = ∗x : ΛkT ∗xM → Λ
n−kT ∗xM . Choose a positively oriented orthonormal
basis {θ1, θ2, ..., θn} of T ∗xM . Since ∗ is a linear transformation it is enough to
define ∗ on a basis element θi1 ∧ θi2 ∧ ... ∧ θik (i1 < i2 < ... < ik) of ΛkT ∗xM .
Note that
dvol(x) =
√
det(< θi, θj >)θ1 ∧ θ2 ∧ ... ∧ θn
= θ1 ∧ θ2 ∧ ... ∧ θn
Definition 2.15 ∗(θi1 ∧ θi2 ∧ ...∧ θik) = θj1 ∧ θj2 ∧ ...∧ θjn−k where θi1 ∧ θi2 ∧
... ∧ θik ∧ θj1 .. ∧ θjn−k = dvol(x).
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Since we are using C as the scalar field, we would like to define ω¯ for a k form
ω. In the set-up introduced just before the definition we have some scalars
ci1,...,ik such that ω(x) =
∑
ci1,...,ikθ
i1 ∧ θi2 ∧ ... ∧ θik . Then define ω¯ to be
ω¯(x) =
∑
c¯i1,...,ikθ
i1 ∧ θi2 ∧ ...∧ θik . Then the equation << ω, η >>= ∗(ω¯ ∧ ∗η)
defines an inner product on the Hilbert module Λk(C∞(M)) for all k = 1, ..., n
which is the same as the C∞(M) valued inner product defined earlier. Then
the Hodge star operator is a unitary between two Hilbert modules Λk(C∞(M))
and Λn−k(C∞(M)) i.e. << ∗ω, ∗η >>=<< ω, η >>. For further details about
the Hodge star operator we refer the reader to [18].
Hence we have
(∗ ⊗ id) : Λk(C∞(M))⊗Q → Λn−k(C∞(M))⊗Q.
Since Hodge∗ operator is an isometry, (∗⊗ id) is continuous with respect to the
Hilbert module structure of Λ˙(C∞(M))⊗ˆQ. So we have
(∗ ⊗ id) : Λk(C∞(M))⊗ˆQ → Λn−k(C∞(M))⊗ˆQ.
2.4 Representation of CQG on a Hilbert module over a
topological algebra
Let E be a Hilbert bimodule over a topological algebra A and Q be a compact
quantum group. E ⊗ Q has a natural A ⊗ Q bimodule structure. We denote
the corresponding completion by E⊗ˆQ. Let α be an action of Q on A i.e.
α : A → A⊗ˆQ such that (α⊗ id)α = (id⊗∆)α and Sp {α(A)(1⊗Q)} is dense
in A⊗ˆQ. Then
Definition 2.16 Γ is an α-equivariant representation of Q on E if Γ : E →
E⊗ˆQ be such that
1. Γ(a.ξ) = α(a)Γ(ξ) and Γ(ξ.a) = Γ(ξ)α(a) where a ∈ A.
2. Γ˜ defined by Γ˜(ξ ⊗ q) = Γ(ξ)(1 ⊗ q) satisfies
(id⊗∆)Γ˜ = Γ˜12Γ˜13.
3. << Γ(ξ),Γ(ξ
′
) >>= α << ξ, ξ
′
>>.
4. S¯pΓ(E)(1 ⊗Q) = E⊗ˆQ.
Sometimes we will simply call Γ to be just unitary if the action is understood
from the situation.
Lemma 2.17 Now assume that Γ is an α equivariant unitary representation
of Q on E such that E has a dense submodule B over which Γ is algebraic i.e.
Γ(B) ⊆ B ⊗ Q0 and where Q0 is the canonical hopf algebra of Q, such that
B is a direct sum of finite dimensional linear spaces. Also assume that over
each of those finite dimensional linear spaces Γ is total. Then it is easy to
see that Sp Γ(B)(1 ⊗ Q0) = B ⊗ Q0. Using Sweedler’s notation we can define
Γ(2) : B ⊗ B → B ⊗ B ⊗Q0 as
Γ(2)(ξ ⊗ η) = ξ(1) ⊗ η(1) ⊗ ξ(2)η(2).
11
With the above assumptions on Γ, Γ(2) is α equivariant over B ⊗ B.
Proof:
claim: << Γ(2)(ω⊗η),Γ(2)(ω
′
⊗η
′
) >>=<< Γ(η), << Γ(ω),Γ(ω
′
) >> Γ(η
′
) >>.
proof of the claim:
<< Γ(2)(ω ⊗ η),Γ(2)(ω
′
⊗ η
′
)) >>=<< ω1 ⊗ η1, ω
′
1 ⊗ η
′
1 >> ⊗η
∗
2ω
∗
2ω
′
2η
′
2.
On the other hand by R.H.S.=<< η1, << ω1, ω
′
1 >> η
′
1 >> ⊗η
∗
2ω
∗
2ω
′
2η
′
2 which
is same as L.H.S. by the definition of the inner product on E ⊗ E .
Now as Γ is α equivariant << Γ(ω),Γ(ω
′
) >>= α << ω, ω
′
>> . Using this and
the fact that << Γ(η), α(a)Γ(η
′
) >>= α(a) << Γ(η),Γ(η
′
) >> for all η, η
′
∈ E
and a ∈ A, we complete the proof of the lemma.
✷
Corollary 2.18 Γ(2) : E ⊗in E → E ⊗in E⊗ˆQ is α equivariant unitary represen-
tation on E ⊗in E
Proof:
We note that Γ(2) is nothing but tensor product of the representation Γ with
itself. Now by assumption B is a direct sum of finite dimensional linear spaces
over each of which Γ is a representation and total. Then Γ(2) is a representa-
tion over tensor products of those finite dimensional spaces and hence total by
Corollary 2.11 . So we conclude that Sp Γ(2)(B⊗B)(1⊗Q0) = B⊗B⊗Q0. Now
the claim follows from α equivariance of Γ(2) on B ⊗ B and density of B ⊗ B in
E ⊗in E and the density of B ⊗ B ⊗Q0 in E ⊗in E⊗ˆQ.
✷
We can prove similar results for Γ(k)(whose definition is obvious).
Remark 2.19 The converse of the lemma 2.17 holds in the following sense:
Given an α equivariant unitary representation Γ : E → E⊗ˆQ of a CQG Q, ∃ a
dense submodule E0 over which Γ is algebraic. This follows by decomposition of
E into spectral subspaces of the representation Γ.
2.5 Basics of normal bundle
We state some basic definitions and facts about normal bundle of a manifold
without boundary embedded in some euclidean space. For details of the topic
we refer to [20]. Let M ⊆ RN be a smooth embedded submanifold of RN . For
each point x ∈M define the space of normals to M at x by
Nx(M) = {v ∈ R
N : v ⊥ Tx(M)}.
The total space N (M) of the normal bundle is defined by
N (M) = {(x, v) ∈M × RN ; v ⊥ Tx(M)}
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with the projection π on the first coordinate. Then define Nǫ(M) = {(x, v) ∈
N (M); ||v|| ≤ ǫ}. With the introduced notations we have
Fact: N (M) is a manifold of dimension N . (see page no. 153 of [20]).
Lemma 2.20 Let BN−nǫ (0) be a closed euclidean (N − n) ball of radius ǫ. If
M is a compact n-manifold without boundary embedded in some euclidean space
RN such that it has trivial normal bundle, then there exists an ǫ>0 and a global
diffeomorphism F :M ×BN−nǫ (0)→ Nǫ(M) ⊆ R
N given by
F (x, u1, u2, ..., uN−n) = x+
N−n∑
i=1
〈ξi(x), ui〉ξi(x)
where (ξ1(x), ..., ξN−n(x)) is an orthonormal basis of Nx(M) for all x, and x 7→
ξi(x) is smooth.
This is a consequence of the tubular neighborhood lemma. For the proof see
[20].
We now introduce the notion of stably parallelizable manifolds.
Definition 2.21 A manifold M is said to be stably parallelizable if its tangent
bundle is stably trivial.
We recall the following from [21]:
Proposition 2.22 A manifold M is stably parallelizable if and only if it has
trivial normal bundle when embedded in a Euclidean space of dimension higher
than twice the dimension of M .
Proof: see discussion following the Theorem (7.2) of [14].
✷
We note that this class of manifolds is extremely rich. For example it includes
( see [21] and [14] and references therein):
1. all Lie groups.
2. all homotopy spheres.
3. all hypersurfaces in Euclidean space.
4. all homogeneous spaces of the form G/H , where G is simple simply connected
Lie group and H is closed, connected, abelian subgroup (e.g. maximal torus).
5. and also all G/H as listed in Theorem 2 of [21]. So in particular the result
of this paper strengthens the result obtained in [11].
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3 Smooth action of CQG on a manifold
Throughout Sections 3 and 4, M denotes a smooth, compact, oriented manifold
possibly with boundary.
3.1 Decomposing a smooth action into its spectral sub-
spaces
Definition 3.1 An action α on C(M) by a CQG Q is said to be smooth if
α(C∞(M)) ⊆ C∞(M,Q) and the span of {α(f)(1 ⊗ q) : f ∈ C∞(M), q ∈ Q}
is τ-dense in C∞(M)⊗ˆQ ≡ C∞(M,Q).
Lemma 3.2 If α is smooth, α is τ continuous.
Proof:
Let fn → f in τ topology of C∞(M) and α(fn)→ ξ in τ topology of C∞(M,Q).
Then fn → f in norm topology of C(M). So by the C∗ continuity of α,
α(fn)→ α(f).
Similarly, α(fn)→ ξ in the norm topology of C(M,Q).
So α(f) = ξ and by the closed graph theorem α is τ continuous.
✷
For a smooth action of a CQG Q we have the following result whose proof
goes along the same line as Theorem 1.5 of [17]. However, for completeness and
the importance of the τ topology in the present paper we decided to sketch the
proof briefly.
Lemma 3.3 For a smooth action α of Q on C(M) we have a τ dense subalgebra
A of C∞(M) over which the action is algebraic as in the previous sense.
Proof:
Step 1: For any state φ ∈ Q∗, αφ(C∞(M)) ⊆ (C∞(M)), where αφ ≡ (id⊗φ)α.
We use the fact that C∞(M)⊗Q is τ dense in C∞(M,Q).
Let Cφ := (id⊗φ) : C∞(M)⊗Q → C∞(M) be the contraction map with respect
to φ. Then Cφ extends by τ continuity to the whole of C
∞(M,Q). Indeed for a
multi index β,x ∈ M choose a coordinate neighborhood U of x and a compact
set K within it.
Let
∑
fi ⊗ qi ∈ C∞(M,Q). Using the fact that on C∞(M)⊗Q, (id⊗ φ)(∂β ⊗
1) = ∂β(id⊗ φ),we have
supx∈K|∂
βCφ(
∑
fi ⊗ qi)(x)| = supx∈K |Cφ(∂
β ⊗ 1)(
∑
fi ⊗ qi)(x)|.
Now since Cφ : C(M,Q)→ C(M) is a continuous map and ∂
βf ∈ C(M),
|Cφ(
∑
(∂βfi)⊗ qi)(x)| ≤ C||
∑
(∂βfi)(x)qi||
for some C>0.
So if ψn is τ Cauchy in C
∞(M,Q), Cφ(ψn) is also so in C∞(M). So for
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ω = τ − limωn defining Cφ(ω) = τ − limCφ(ωn) and using the completeness of
C∞(M) in τ , we conclude that Cφ(C
∞(M,Q)) ⊆ C∞(M).
step2: Now we can follow the lines of proof of Theorem 1.5 of [17]. ✷
3.2 Defining dα for a smooth action α
Define dα(df) := (d⊗ id)α(f) for all f ∈ C∞(M).
Theorem 3.4 dα extends to a well defined bimodule morphism from Ω1(C∞(M))
to Ω1(C∞(M))⊗ˆQ satisfying dα(df) = (d⊗ id)α(f) if and only if
(ν ⊗ id)α(f)α(g) = α(g)(ν ⊗ id)α(f) (1)
for all f, g ∈ C∞(M) and all smooth vector fields ν on M .
proof:
Suppose that dα is a well defined bimodule morphism.
Then dα(df.g) = (d⊗ id)α(f).α(g).
Also dα(g.df) = α(g).(d ⊗ id)α(f).
But df.g = g.df in Ω1(C∞(M)).
Hence (d⊗ id)α(f).α(g) = α(g).(d ⊗ id)α(f), ∀f, g ∈ C∞(M)
Observe that as ν is a smooth vector field, ν is a τ continuous map from C∞(M)
to C∞(M). Thus it is enough to prove (1) for f, g belong to the τ dense
subalgebra A as in Lemma 3.3.
Let α(f) = f(1) ⊗ f(2) and α(g) = g(1) ⊗ g(2)(Sweedler’s notation).
Let x ∈M and (U, x1, .., xn) be a coordinate neighborhood around x.
Then [(d⊗ id)α(f)α(g)](x) =
∑n
i=1 g(1)(x)
∂f(1)
∂xi
(x)f(2)g(2)dxi|x.
So
[(d⊗ id)α(f)α(g)](x) = [α(g)(d ⊗ id)α(f))](x)
⇒ g(1)(x)
∂f(1)
∂xi
(x)f(2)g(2) = g(1)(x)
∂f(1)
∂xi
(x)g(2)f(2) (2)
for all i = 1(1)n
Now let ai ∈ C∞(M) for i = 1(1)n such that ν(x) =
∑n
i=1 ai(x)
∂
∂xi
|x for all
x ∈ U .
So
[(ν ⊗ id)α(f)α(g)](x)
=
n∑
i=1
ai(x)
∂f(1)
∂xi
(x)g(1)(x)f(2)g(2)
and
[α(g)(ν ⊗ id)α(f)](x)
=
n∑
i=1
ai(x)
∂f(1)
∂xi
(x)g(1)(x)g(2)f(2)
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Hence by (2) [α(g)(ν ⊗ id)α(f)](x) = [(ν ⊗ id)α(f)α(g)](x) for all x ∈M
i.e. [α(g)(ν ⊗ id)α(f)] = [(ν ⊗ id)α(f)α(g)] for all f, g ∈ A.
Now let us prove the converse direction.
Let x ∈M and (U, x1, ..., xn) be a coordinate neighborhood around it.
Choose smooth vector fields νi’s on M which are
∂
∂xi
on U .
So [α(g)(νi ⊗ id)α(f)](x) =
∂f(1)
∂xi
(x)g(1)(x)g(2)f(2) and [(νi ⊗ id)α(f)α(g)](x) =
∂f(1)
∂xi
(x)g(1)(x)f(2)g(2).
Hence by the assumption
∑
i
∂f(1)
∂xi
(x)g(1)(x)g(2)f(2)dxi|x =
∑
i
∂f(1)
∂xi
(x)g(1)(x)f(2)g(2)dxi|x
⇒ [(d⊗ id)α(f)α(g)](x) = [α(g)(d ⊗ id)α(f)](x)
Since x is arbitrary, we conclude that [α(g)(d ⊗ id)α(f)] = [(d ⊗ id)α(f)α(g)]
for all f, g ∈ A.
So by τ continuity of d and α we can prove the result for f, g ∈ C∞(M).
We use the commutativity to deduce the following.
Lemma 3.5 For F ∈ C∞(Rn) and g1, g2, .., gn ∈ C∞(M)
(d⊗ id)α(F (g1, ..., gn)) =
n∑
i=1
α(∂iF (g1, ..., gn))(d ⊗ id)α(gi), (3)
where ∂iF denotes the partial derivative of F with respect to the ith coordinate
of Rn.
Proof:
As {(g1(x) . . . gn(x))|x ∈ M} is a compact subset of Rn, for F ∈ C∞(Rn), we
get a sequence of polynomials Pm in R
n such that Pm(g1, ..., gn) converges to
F (g1, ..., gn) in the τ topology of C
∞(M).
We see that for Pm,
(d⊗ id)α(Pm(g1, ..gn))
= (d⊗ id)Pm(α(g1), ..., α(gn))
=
n∑
i=1
α(∂iPm(g1, ..., gn))(d ⊗ id)α(gi),
using (d⊗id)α(f)α(g) = α(g)(d⊗id)α(f) as well as the Leibnitz rule for (d⊗id).
As α is τ continuous, τ − limα(Pm(g1, ..., gn)) = α(F (g1, ...gn)).
Also (d⊗ id) is continuous from C∞(M)⊗ˆQ to Ω1(C∞(M))⊗ˆQ.
So τ − lim(d⊗ id)α(Pm(g1, ..., gn)) = (d⊗ id)α(F (g1, .., gn)).
Also ∂iPm(g1, ..., gn)→τ ∂iF (g1, ..., gn).
So limτ(d⊗ id)α(Pm(g1, ..., gn)) =
∑n
i=1 α(∂iF (g1, ..., gn))(d ⊗ id)α(gi).
Hence (d⊗ id)α(F (g1, .., gn)) =
∑n
i=1 α(∂iF (g1, ..., gn))(d⊗ id)α(gi).
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✷Lemma 3.6 Let U be a coordinate neighborhood. Also let g1, g2, ..., gn ∈ C∞(M)
be such that (g1|U , . . . gn|U ) gives a local coordinate system on U . Then
(d⊗ id)α(f) =
n∑
j=1
α(∂gj f)(d⊗ id)α(gj),
for all f ∈ C∞(M) supported in U
Proof:
Let F ∈ C∞(Rn)→ R be a smooth function such that f(m) = F (g1(m), ...., gn(m)) ∀m ∈
U.
Choose χ ∈ C∞(M) with χ ≡ 1 on K = supp(f) and supp(χ) ⊂ U . Then
χf = f as χ ≡ 1 on K.
Hence χF (g1, ..., gn) = f(χF = χf = f on U, χF = 0 outside U).
Also χ2F (g1, ..., gn) = χF (g1, ..., gn), since on K, χ
2 = χ = 1 and outside K,
χ2F (g1, ..., gn) = χF (g1, ..., gn) = 0.
Let T := α(χ) and S := α(F (g1, ..., gn)). Also denote (d ⊗ id)α(F (g1, ..., gn))
by S
′
and (d⊗ id)α(χ) by T
′
.
T 2S
′
= α(χ2)(d⊗ id)α(F (g1, ..., gn))
= α(χ2)
n∑
i=1
α(∂iF (g1, ..., gn))(d⊗ id)α(gi) (by (3))
= α(χ)
n∑
i=1
α(χ∂iF (g1, ..., gn))(d⊗ id)α(gi)
= α(χ)
n∑
i=1
α(∂gif)(d⊗ id)α(gi) (as supp(∂gif) ⊂ K). (4)
TS
′
= α(χ)(d ⊗ id)α(F (g1, ..., gn))
=
n∑
i=1
α(χ∂iF (g1, ..., gn))(d⊗ id)α(gi)
=
n∑
i=1
α(χ2∂iF (g1, ..., gn))(d ⊗ id)α(gi)
= α(χ)
n∑
i=1
α(∂gif)(d⊗ id)α(gi) (5)
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Combining (4) and (5) we get
T 2S
′
= TS
′
(6)
Now
T 2S = TS
⇒ (d⊗ id)(T 2S) = (d⊗ id)TS
⇒ 2TT
′
S + T 2S
′
= TS
′
+ T
′
S(by Leibnitz rule and (d⊗ id)α(f).α(g) = α(g)(d ⊗ id)α(f))
⇒ 2TT
′
S = T
′
S (by(6))
⇒ 2α(χ)(d⊗ id)α(χ)α(F (g1, ..., gn)) = (d⊗ id)α(χ)α(F (g1, ..., gn))
⇒ 2α(χ2)(d⊗ id)α(χ)α(F (g1, ..., gn)) = α(χ)(d ⊗ id)α(χ)α(F (g1, ..., gn))
⇒ 2(d⊗ id)α(χ)α(f) = (d⊗ id)α(χ)α(f)( using the assumption and χ2F = f)
⇒ (d⊗ id)α(χ)α(f) = 0 (7)
So
(d⊗ id)α(f) = (d⊗ id)α(χf)
= (d⊗ id)α(χ)α(f) + α(χ)(d ⊗ id)α(f)
= α(χ)(d ⊗ id)α(f)( by (7))
= α(χ)(d ⊗ id)α(χF (g1, ..., gn))
= α(χ)(d ⊗ id)α(χ)α(F (g1, ..., gn)) + α(χ
2)(d ⊗ id)α(F (g1, ..., gn))
= (d⊗ id)α(χ)α(f) + α(χ2)(d⊗ id)α(F (g1, ..., gn))(Again by assumption)
= α(χ2)
n∑
i=1
α(∂iF (g1, ..., gn))(d ⊗ id)α(gi)(by (7) and (3))
=
n∑
i=1
α(χ2∂iF (g1, ..., gn))(d ⊗ id)α(gi)
=
n∑
i=1
α(∂gif)(d⊗ id)α(gi)
✷
Now to complete the proof of the Theorem, we want to first define a bimodule
morphism β which extends dα locally, i.e. we define βU (ω) for any coordinate
neighborhood U and any smooth 1-form ω supported in U as follows:
Choose C∞ functions g1, . . . , gn as before such that they give a local coordi-
nate system on U and ω has the unique expression ω =
∑n
j=1 φjdgj . Then
define βU (ω) :=
∑n
j=1 α(φj)(d ⊗ id)α(gj). We should verify the following:
Claim: βU is independent of the choice of the coordinate functions (g1, . . . , gn),
i.e. if (h1, . . . , hn) is another such set of coordinate functions on U with ω =∑n
j=1 ψjdhj for some ψj ’s in C
∞(M), then∑n
j=1 α(φj)(d ⊗ id)α(gj) =
∑n
j=1 α(ψj)(d ⊗ id)α(hj).
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proof of the claim:
We work in the set up of the claim. Let χ be a smooth function which is 1 on
the support of ω and 0 outside U . We have F1, . . . , Fn ∈ C∞(Rn) such that
gj = Fj(h1, . . . , hn) for all j = 1, . . . , n on U . Then χgj = χFj(h1, . . . , hn) for
all j = 1, . . . , n .
Hence dgj =
∑n
k=1 ∂hk(Fj(h1, . . . , hn))dhk on U .
That is ω =
∑
j,k χφj∂hk(Fj(h1, . . . , hn))dhk.
So ψk =
∑
j χφj∂hk(Fj(h1, . . . , hn)).
Also, note that, as χ ≡ 1 on support of φj ∀j, we must have φj∂hk(χ) ≡ 0, so
χφj∂hk(Fj(h1, . . . , hn)) = χφj∂hk(χFj(h1, . . . , hn)). Thus
∑
k
α(ψk)(d ⊗ id)α(hk)
=
∑
k,j
α(χφj∂hk(Fj(h1, . . . , hn)))(d⊗ id)α(hk)
=
∑
k,j
α(φj)α(∂hk(χFj(h1, . . . , hn)))(d⊗ id)α(hk)
=
∑
j
α(φj)(d⊗ id)α(χFj(h1, . . . , hn)) (by Lemma 3.6)
=
∑
j
α(φj)(d⊗ id)α(χgj)
=
∑
j
α(φj)(d⊗ id)α(gj)
Where the last step follows from Leibnitz rule and the fact that
α(φj)(d⊗ id)(α(χ))
=
∑
k
α(φj)α(∂hk(χ))(d ⊗ id)(α(hk))
=
∑
k
α(φj∂hk(χ))(d ⊗ id)(α(hk))
= 0 (using φj∂hk(χ) ≡ 0)
Hence the definition is indeed independent of choice of coordinate system.
Then for any two coordinate neighborhoods U and V , βU (ω) = βV (ω) for any ω
supported in U ∩ V . It also follows from the definition and Lemma 3.6 that βU
is a C∞(M) bimodule morphism and βU (df) = (d⊗ id)α(f) for all f ∈ C∞(M)
supported in U .
Now we define β globally by the following:
Choose (and fix) a smooth partition of unity {χ1, . . . , χl} subordinate to a cover
{U1, . . . , Ul} of the manifold M such that each Ui is a coordinate neighborhood.
19
Define β by:
β(ω) :=
l∑
i=1
βUi(χiω),
for any smooth one form ω.
Then for any f ∈ C∞(M),
β(df) =
l∑
i=1
βUi(χidf)
=
l∑
i=1
βUi(d(χif)− fdχi)
=
l∑
i=1
[(d⊗ id)α(χif)− α(f)(d ⊗ id)α(χi)]
=
l∑
i=1
α(χi)(d⊗ id)α(f) (by Leibnitz rule for (d⊗ id) and
(d⊗ id)α(f)α(g) = α(g)(d⊗ id)α(f))
= (d⊗ id)α(f)
This completes the proof of the Theorem.
✷
4 Isometric action of a CQG
In this section, we consider a Riemannian structure on the compact manifold
M , denoting the corresponding inner product on TxM (x ∈M) by 〈·, ·〉x.
4.1 Definition of isometric action
We now discuss the notion of isometric action of CQG as introduced in [10] for
compact manifolds without boundary and also consider its natural extension to
compact manifolds with non trivial boundary. For a compact manifold (possibly
with boundary) let L = −(∗d)2 be the Hodge Laplacian restricted to C∞(M).
Changing the convention in [10], in this paper we usually consider L as a τ -
continuous operator on C∞(M) and call it the ”geometric Laplacian”. We shall
denote the corresponding extension to the Hilbert space L2(M, dvol) by L2
(to be called the L2-Laplacian), also making the convention that we choose the
Dirichlet boundary condition for manifolds with boundary. That is, L2 = −d∗d,
where for manifold with boundary we consider d as the closure of the unbounded
operator with domain C = {f ∈ C∞(M) : f |∂M = 0}.
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Definition 4.1 A smooth action α of a CQG Q on a compact manifold M
without boundary, is said to be isometric if it commutes with L2 = −d∗d. For
a compact manifold with boundary we call α to be isometric if it maps C into
C⊗ˆQ and commutes with L2.
Remark 4.2 In case M is a compact manifold without boundary, C∞(M) is
actually a core for L2, hence a smooth action is isometric if and only if it
commutes with L. For a manifold with boundary, commutation with L may
not be sufficient to imply that α is isometric. We also require the condition
that α(C) ⊂ C⊗ˆQ. We can prove the existence of QISO like in [10]. It is a
consequence of the fact that the Dirichlet Laplacian has discrete spectrum with
finite dimensional eigen spaces.
4.2 Geometric characterization of isometric action
Let α : C(M) → C(M)⊗ˆQ be a smooth action (as introduced earlier) and let
us fix a dense subalgebra A of C∞(M) over which the action is algebraic i.e.
α(A) ⊂ (A⊗Q0) and Sp α(A)(1 ⊗Q0) = A⊗Q0. Recall for f ∈ C∞(M)
dα(df) := (d⊗ id)α(f). (8)
Theorem 4.3 If α commutes with the geometric Laplacian L on A, then dα
extends to a bimodule morphism on Ω1(C∞(M)), which is also an α equivariant
unitary representation on Ω1(C∞(M)), satisfying in particular
<< dα(ω), dα(η) >>= α << ω, η >> (9)
for all ω, η ∈ Ω1(C∞(M)).
Proof:
Let a, a
′
, b, b
′
∈ A. Then
<< dα(adb), dα(a
′
db
′
) >>
= << a(1)db(1), a
′
(1)db
′
(1) >> ⊗a
∗
(2)b
∗
(2)b
′
(2)a
′
(2)
= ¯a(1)[L( ¯b(1)b(1)
′)− L( ¯b(1))b(1)
′ − ¯b(1)Lb
′
(1)]a
′
(1) ⊗ a
∗
(2)b
∗
(2)b
′
(2)a
′
(2)
On the other hand
α << adb, a
′
db
′
>>
= α(a¯)α << db, db
′
>> α(a
′
)
= ( ¯a(1) ⊗ a
∗
(2))α[L(b¯b
′
)− L(b¯)b
′
− b¯L(b
′
)](a
′
(1) ⊗ a
′
(2))
Now using the fact that α commutes with the Laplacian L, we get
α[L(b¯b
′
)− L(b¯)b
′
− b¯L(b
′
)]
= [L ¯(b(1)b
′
(1))− L
¯(b(1))b
′
(1) −
¯b(1)L(b
′
(1))]⊗ b
∗
(2)b
′
(2).
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Hence
α << adb, a
′
db
′
>>= ¯a(1)[L( ¯b(1)b
′
(1))−L(
¯b(1))b
′
(1)−
¯b(1)L(b
′
(1))]a
′
(1)⊗a
∗
(2)b
∗
(2)b
′
(2)a
′
(2).
Similarly we can prove the result for finite sums of the form
∑n
i=1 aidbi. Now
by 2.12, Ω1(A) is dense in the Hilbert module Ω1(C∞(M)). So dα extends
to the whole of Ω1(C∞(M)) as an inner product preserving map. It is clearly
a bimodule morphism. Moreover, as Sp α(A)(1 ⊗ Q0) = A ⊗ Q0, we have Sp
dα(Ω1(A))(1⊗Q0) = Ω1(A)⊗Q0. it follows from density of Ω1(A) in the Hilbert
module Ω1(C∞(M)) that Sp dα(Ω1(C∞(M)))(1 ⊗Q) = Ω1(C∞(M))⊗ˆQ.
✷
The main result of this section is converse to this, under the assumption of
faithful Haar state of the CQG Q. To this end we make the following definition.
Definition 4.4 Call a smooth action α : C(M) → C(M)⊗ˆQ inner product
preserving on A if A is a τ-dense subalgabra of C∞(M) and equation (9) holds
with f, g varying over A.
We need quite a few preparatory lemmas. Fix a smooth action α as in the above
definition which is inner product preserving on A.
Moreover, assume for the rest of this subsection only that the CQGQ has faithful
Haar state. It follows from the proof of the Theorem 4.3 that there exists an α
equivariant unitary representation dα : Ω1(C∞(M)) → Ω1(C∞(M))⊗ˆQ, given
by dα(
∑
i fidgi) =
∑
i α(fi)(d⊗ id)α(gi). Similarly we can have representations
over the Hilbert modules Ωk(C∞(M)) as discussed in section 1.4.
Lemma 4.5 dα(k) : Ω
k(C∞(M)) → Ωk(C∞(M))⊗ˆQ is an α equivariant uni-
tary representation for all k = 1, . . . , n.
Proof:
By Lemma 2.18, setting E = Ω1(C∞(M)) and B = Ω1(A), we get dα(2) :
Ω2(C∞(M)) → Ω2(C∞(M))⊗ˆQ is an α equivariant unitary representation of
Q. Similar arguments will work for k ≥ 3.
✷
Now define a scalar valued inner product on Ω2(C∞(M)) by the following:
let τ
′
be the linear functional on (C∞(M)) coming from the volume form i.e.
τ
′
(f) =
∫
M
fdvol. Then τ
′
is a faithful positive functional on (C∞(M)). Define
τ = (τ
′
⊗ h)α where h is the haar state on Q.
Then τ is a faithful α invariant positive functional on C∞(M). So make
Ω2(C∞(M)) a pre Hilbert space by setting < ω, η >= τ(<< ω, η >>) and
denote its completion by H.
Lemma 4.6 U , defined by U(
∑k
i=1 ξi ⊗ qi) =
∑k
i=1 dα(2)(ξi)(1 ⊗ qi), extends
as a unitary representation of Q on H(In the sense of Hilbert space).
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Proof:
< U(
l∑
i=1
ξi ⊗ qi), U(
k∑
j=1
ξ
′
j ⊗ q
′
j) >
=
∑
i,j
< dα(2)(ξi)(1 ⊗ qi), dα(2)(ξ
′
j)(1⊗ q
′
j) >
=
∑
i,j
q∗i < dα(2)(ξi), dα(2)(ξ
′
j) > q
′
j
=
∑
i,j
q∗i (τ ⊗ id) << dα(2)(ξi), dα(2)(ξ
′
j) >> q
′
j
=
∑
i,j
q∗i (τ ⊗ id)α(<< ξi, ξ
′
j >>)q
′
j
=
∑
i,j
q∗i τ << ξi, ξ
′
j >> q
′
j
= <
∑
i
(ξi ⊗ qi),
∑
j
(ξ
′
j ⊗ q
′
j) > .
That U has a dense range is clear as dα(2) is a unitary. So U extends to a
unitary representation of Q on H.
✷
Recall that by lemma 2.13, Ω2(C∞(M)) = Λ2(C∞(M)) ⊕ J . We have the
following:
Lemma 4.7 dα(2) leaves Λ
2(C∞(M)) invariant and thus induces an α equiv-
ariant representation from Λ2(C∞(M) to Λ2(C∞(M))⊗ˆQ , which is again de-
noted by dα(2).
Proof:
Denote Ω2(C∞(M)) by E and let pJ be the projection onto the closed submod-
ule J . Also, denote by p the projection onto the Hilbert space closure of J , i.e.
¯J<,>
It is easy to see that U leaves pH invariant. Indeed as JA is dense in the
Hilbert module J (where A is the τ dense subalgebra of C∞(M) over which
the action is algebraic), it is enough to show that dα(2) leaves J
A invariant.
Let
∑k
i=1 fiδgi ∈ Ω
1(A)u be such that
∑k
i=1 fidgi = 0 in Ω
1(A), so that
π(2)(δ(
∑k
i=1 fiδgi)) =
∑k
i=1 dfidgi ∈ J
A.
dα(2)(
k∑
i=1
dfidgi)
=
k∑
i=1
dfi(1)dgi(1) ⊗ fi(2)gi(2)
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Also observe that by the α equivariance of dα we have dα(
∑k
i=1 fidgi) =∑k
i=1 fi(1)dgi(1) ⊗ fi(2)gi(2) = 0
in Ω1(A)⊗Q0 ⊂ Ω
1(C∞(M))⊗ˆQ.
In other words (π(1) ⊗ id)(θ) = 0, where θ =
∑
i fi(1)δgi(1) ⊗ fi(2)gi(2) ∈
Ω1(A)u ⊗Q0.
Thus,
dα(2)(dfidgi) = (π(2) ⊗ id)(δfi(1)δgi(1) ⊗ fi(2)gi(2))
= (π(2) ⊗ id)(δ ⊗ id)(θ),
with (π(1) ⊗ id)(θ) = 0.
Hence it is in JA ⊗Qo.
So, U being a unitary representation of a CQG on a Hilbert space it also leaves
p⊥H invariant.
Claim:
Ω2(C∞(M)) ∩ p⊥H = p⊥JE(= Λ
2(C∞(M))).
Proof of the claim:
Let e
′
∈ Ω2(C∞(M)) ∩ p⊥H.
Hence we have
< e
′
, pJ e >= 0 ∀ e ∈ E(pH = J¯
<,>)
⇒ τ << e
′
, pJ e >>= 0 ∀ e ∈ E.
In particular τ << e
′
, pJ e
′
>>= 0⇒ τ << pJ e
′
, pJ e
′
>>= 0⇒<< pJ e
′
, pJ e
′
>>=
0 , since τ is faithful. So pJ e
′
= 0⇒ e
′
∈ p⊥JE.
Conversely suppose e ∈ p⊥JE. To show e ∈ p
⊥H.
< e, pe
′
>= τ << e, pJ e
′
>>= 0(∀e
′
∈ E)
and as ¯pJE
<,>
= pH, < e, ph >= 0 for all h ∈ H That implies e ∈ p⊥H.
Hence p⊥H ∩E = p⊥JE.
On p⊥H ∩ E, U agrees with dα(2). Hence the result of the lemma follows.✷
Similarly we can show
Theorem 4.8 The restriction of dα(k) on Λ
k(C∞(M)) gives an α equivariant
unitary representation for all k = 1, .., n.
We have already introduced the Hodge ∗ operator in the first section. Now we
shall derive a characterization for (∗⊗id) : Λk(C∞(M))⊗ˆQ → Λn−k(C∞(M))⊗ˆQ
for all k = 1(1)n.
Lemma 4.9 Let ξ ∈ Λn−k(C∞(M))⊗ˆQ and X ∈ Λk(C∞(M))⊗ˆQ. Then the
following are equivalent:
(i) ξ ∧ Y =<< X, Y >> (dvol ⊗ 1Q) for all Y ∈ Λ
k(C∞(M))⊗ˆQ
(ii) ξ = (∗ ⊗ id)X.
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Proof:
(i)⇒ (ii):
Let x ∈ M . Choose a coordinate neighborhood (U, x1, x2, ...., xn) around x in
M .
Then we can write ξ(x) =
∑
|I|=n−k dxI(x)qI(x) where qI ∈ C
∞(M)⊗ˆQ, such
that {dx1|x, dx2|x, ..., dxn|x} is an onb of Λ1(M) at x.
Also let X(x) =
∑
|J|=k dxJ (x)QJ (x) where QJ ∈ C
∞(M)⊗ˆQ.
Taking Y such that Y (x) = dxJ′ (x)1Q, we have
<< X, Y >> (x)(dvol(x) ⊗ 1Q) = dvol(x)QJ′ (x).
Also (ξ ∧ Y )(x) = dvol qI(x).
Hence
(ξ ∧ Y )(x) =<< X, Y >> (x)dvol(x).1Q
⇒ QJ′ (x) = qI(x)
Since x was an arbitrary point in M , we conclude that ξ = (∗ ⊗ id)X . The
other direction of the proof is trivial.
✷
Λn(C∞(M))⊗ˆQ is generated by dvol as a C∞(M))⊗ˆQ module. So We must
have
dα(n)(dvol) = dvol.q
where q ∈ (C∞(M)⊗ˆQ)s.a..
As α : C∞(M)R → (C∞(M)⊗ˆQ)s.a., where C∞(M)R = C∞(M)s.a. consists of
the ∗ algebra generated by real valued functions, it is easy to see that dα(n)
leaves Λn(C∞(M)R) invariant. Hence q must belong to (C
∞(M)⊗ˆQ)s.a. i.e.
q = q∗.
With this notation we have the following:
Lemma 4.10 We have ∀ k = 1(1)n, q−1dα(n−k)(∗ω) ∧ η =<< dα(k)(ω), η >>
(dvol ⊗ 1Q) ∀ η ∈ Λ
k(C∞(M))⊗ˆQ.
Proof:
By Theorem 4.8 dα(k) : Λ
k(C∞(M)) → Λk(C∞(M))⊗ˆQ is α equivariant uni-
tary for all k = 1(1)n. So in particular dα(n) is also α equivariant. Hence
<< dα(n)(dvol), dα(n)(dvol) >>= α << (dvol), (dvol) >>⇒ q
2 = 1⊗ 1Q.
Also
<< dα(n)(dvol), dα(n)(f dvol) >>= α << (dvol), (f dvol) >>
⇒ qα(f) = α(f)q ∀ f ∈ C∞(M). (10)
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Now let η = dα(k)(ω
′
)(1 ⊗ q
′
). Then q being invertible,
q−1dα(n−k)(∗ω) ∧ η
= q−1dα(n−k)(∗ω) ∧ dα(k)(ω
′
)(1 ⊗ q
′
)
= q−1α << ω, ω
′
>> q(dvol ⊗ q
′
)
= α << ω, ω
′
>> (dvol ⊗ q
′
) (by (9))
On the other hand from unitarity of dα(k),
<< dα(k)(ω), dα(k)(ω
′
)(1 ⊗ q
′
) >>
= α << ω, ω
′
>> (1⊗ q
′
).
So by replacing η by finite sums of the type
∑
i dα
(k)(ωi)(1 ⊗ qi), we can show
that ω ∈ Λk(C∞(M)) and η ∈ Sp dα(k)(Λk(C∞(M)))(1 ⊗Q),
dα(n−k)(∗ω) ∧ η = q << dα(k)(ω), η >> (dvol ⊗ 1Q).
Now, since Sp dα(k)(Λ
k(C∞(M)))(1 ⊗ Q) is dense in Λk(C∞(M))⊗ˆQ, we get
a sequence ηn belonging to Sp dα(k)(Λ
k(C∞(M)))(1 ⊗Q) such that ηn → η in
the Hilbert module Λk(C∞(M))⊗ˆQ).
But we have
dα(n−k)(∗ω) ∧ ηn = q << dα(k)(ω), ηn >> (dvol ⊗ 1Q).
Hence the claim follows from the continuity of <<,>> and ∧ in the Hilbert
module Λ˙(C∞(M))⊗ˆQ.
✷
Now combining 4.9 and 4.10 we immediately conclude the following:
Corollary 4.11 q−1dα(n−k)(∗ω) = (∗ ⊗ id)dα(k)(ω).
We are now ready to prove the main result of this section.
Theorem 4.12 Let α : C(M)→ C(M)⊗ˆQ be a smooth action of a CQG with
faithful Haar state, which is inner product preserving on a τ-dense subalgebra
A ⊂ C∞(M). Then α commutes with the geometric Laplacian L = −(∗d)2.
Proof: Let ω ∈ Ω1(C∞(M)).
Then
α(∗d ∗ ω) = q(∗ ⊗ id)dα(d ∗ ω)
= q(∗d⊗ id)α(∗ω)
= q.q(∗d ∗ ⊗id)dα(ω)
= (∗d ∗ ⊗id)dα(ω).
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Hence for φ ∈ C∞(M),
α(− ∗ d ∗ dφ) = (− ∗ d ∗ ⊗id)dα(dφ)
= (− ∗ d ∗ d⊗ id)α(φ).
Hence α commutes with L.
✷
Combining the above theorem and the remarks in section 3.1 we get
Corollary 4.13 Suppose that Q is a CQG with faithful Haar state, α : C(M)→
C(M)⊗ˆQ is a smooth action and in case M has a non trivial boundary, assume
also that α(C) ⊂ C⊗ˆQ where C = {f ∈ C∞(M); f |∂M = 0}. Then α is isometric
if and only if α is inner product preserving.
4.3 Averaging of the Riemannian metric with respect to
CQG action
We do not need the assumption of faithful Haar state in the present subsection.
Fix as before a τ dense subalgebra A of C∞(M) over which the action α is
algebraic. In this section our aim is to equip M with a new Riemannian struc-
ture with respect to which the action becomes isometric using the averaging
technique of classical differential geometry. Note that a priori we do not assume
the action to be isometric.
Theorem 4.14 The following are equivalent:
(i)M has a Riemannian structure such that α is inner product preserving.
(ii) There exists a bimodule morphism dα : Ω1(C∞(M)) → Ω1(C∞(M))⊗ˆQ
satisfying dα(df) = (d⊗ id)α(f).
Proof:
(i)⇒ (ii):
Let M has a Riemannian structure such that α is inner product preserving.
Then by Theorem 4.3, we have a bimodule morphism dα.
(ii)⇒ (i):
Suppose that dα a well defined bimodule morphism as in the proposition.
We have a τ dense subalgebra A of C∞(M) over which the action is algebraic.
For ω, η ∈ Ω1(A), define
<< ω, η >>
′
:= (id⊗ h)(id⊗m)(id⊗ κ⊗ id)(α⊗ id) << dα(ω), dα(η) >>
As the action is algebraic over A, we shall use Sweedler’s notation to prove the
following claims.
Claim 1: << dφ, dψ f >>
′
=<< dφ, dψ >>
′
f for φ, ψ, f ∈ A.
Let α(φ) = φ(1) ⊗ φ(2) and α(ψ) = ψ(1) ⊗ ψ(2) and α(f) = f(1) ⊗ f(2).
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We denote << dφ(1), dψ(1) >> by x and φ
∗
(2)ψ(2) by y.
Then
<< dφ, dψf >>
′
= (id⊗ h)(id⊗m)(id⊗ κ⊗ id)(α⊗ id) << dα(dφ), dα(dψf) >>
= (id⊗ h)(id⊗m)(id⊗ κ⊗ id)(α⊗ id)(xf(1) ⊗ yf(2))
= (id⊗ h)(id⊗m)(id⊗ κ⊗ id)(x(1)f(1)(1) ⊗ x(2)f(1)(2) ⊗ yf(2))
= (id⊗ h)(x(1)f(1)(1) ⊗ κ(x(2)f(1)(2))yf(2))
= x(1)f(1)(1)h(f(2)κ(f(1)(2))κ(x(2))y)(by tracial property of h)
= x(1)f(1)h(f(2)(2)κ(f(2)(1))κ(x(2))y)
= x(1)f(1)h(m(id⊗ κ)∆
op(f(2))κ(x(2))y)
= x(1)f(1)h(ǫ(f(2)).1.κ(x(2))y)
= x(1)(id⊗ ǫ)α(f)h(κ(x(2))y)
= x(1)fh(κ(x(2))y).
Also
<< dφ, dψ >>
′
f = [(id⊗ h)(id⊗m)(id⊗ κ⊗ id)(α⊗ id) << dα(dφ), dα(dψ) >>]f
= [(id⊗ h)(id⊗m)(id⊗ κ⊗ id)(x(1) ⊗ x(2) ⊗ y)]f
= x(1)fh(κ(x(2))y).
Actually we can show more.
Claim 2:We can extend the definition of <<,>>
′
for ω, η ∈ Ω1(A)C∞(M)
such that
∀ f ∈ C∞(M) and φ, ψ ∈ A, << (dφ), (dψ)f >>
′
=<< dφ, dψ >>
′
f (11)
proof:
For f ∈ C∞(M), define << (dφ), (dψ)f >>
′
:= τ − lim << dφ, dψ fn >>
′
,
where fn ∈ A with τ − lim fn = f .
Observe that << dφ, dψ fn >>
′
is τ Cauchy as
<< dφ, dψ fn >>
′
− << dφ, dψ fm >>
′
= << dφ, dψ >>
′
(fn − fm)
So << dφ, dψf >>
′
= τ − lim << dφ, dψ >>
′
fn =<< dφ, dψ >>
′
f .
That proves the claim.
Claim 3:
<< dα(dφ), dα(dψ) >>
′
= α(<< dφ, dψ >>
′
) (12)
Proof:
<< dα(dφ), dα(dψ) >>
′
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= (id⊗ h⊗ id)(id⊗m⊗ id)(id⊗ κ⊗ id⊗ id)(α⊗ id⊗ id)(x ⊗∆(y))
= (id⊗ h⊗ id)(id⊗m⊗ id)(id⊗ κ⊗ id⊗ id)(x(1) ⊗ x(2) ⊗ y(1) ⊗ y(2))
= (id⊗ h⊗ id)(x(1) ⊗ κ(x(2))y(1) ⊗ y(2))
= x(1) ⊗ h(κ(x(2))y(1))y(2).
On the other hand
α(<< dφ, dψ >>
′
) = x(1)(1)h(κ(x(2))y)⊗ x(1)(2)
= x(1) ⊗ x(2)(1)h(κ(x(2)(2))y)
Hence it is enough to show that h(κ(c)b(2))b(1) = h(κ(b)c(1))c(2) where c ∈ Q0.
We make the transformation T (a⊗ b) = ∆(κ(a))(1 ⊗ b).
Then
(h⊗ id)T (a⊗ b)
= (h⊗ id)∆(κ(a))(1 ⊗ b)
= ((h⊗ id)∆(κ(a)))b
= h(κ(a))b
= (h⊗ id)(a⊗ b)
Hence h(b(2)κ(c))b(1) = (h⊗ id)T (b(2)κ(c)⊗ b(1)).
So, by using traciality of h it is enough to show that T (b(2)κ(c) ⊗ b(1)) =
c(1)κ(b)⊗ c(2).
T (b(2)κ(c)⊗ b(1))
= ∆(κ(b(2)κ(c)))(1 ⊗ b(1))
= ∆(cκ(b(2)))(1 ⊗ b(1))
= (c(1) ⊗ c(2))[κ(b(2)(2))⊗ κ(b(2)(1))](1 ⊗ b(1))
= (c(1) ⊗ c(2))m23(κ(b(2)(2))⊗ κ(b(2)(1))⊗ b(1))
= (c(1) ⊗ c(2))m23(κ⊗ κ⊗ id)σ13(b(1) ⊗ b(2)(1) ⊗ b(2)(2))
= (c(1) ⊗ c(2))m23(κ⊗ κ⊗ id)σ13(b(1)(1) ⊗ b(1)(2) ⊗ b(2))
= (c(1) ⊗ c(2))m23(κ(b(2) ⊗ κ(b(1)(2))⊗ b(1)(1))
= (c(1) ⊗ c(2))m23σ13(κ(b(2))⊗ (id⊗ κ)∆(b(1)))
= (c(1) ⊗ c(2))(κ(b(2))⊗ ǫ(b(1)).1Q)
= (c(1) ⊗ c(2))(κ⊗ κ)((b(2))⊗ ǫ(b(1)).1Q)
= (c(1) ⊗ c(2))(κ⊗ κ)(ǫ(b(1))b(2) ⊗ 1Q)
= c(1)κ(b)⊗ c(2)
Which proves the claim.
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Now we proceed to define a new Riemannian structure on the manifold so that
the action α will be inner product preserving.
Let m ∈M . v, w ∈ T ∗m(M). T
∗
m(M) is isomorphic to R
n as a vector space.
Claim: Sp {ds(m) : s ∈ A} coincides with T ∗m(M).
Proof:
Choosing a coordinate neighborhood U around m and a set of coordinates
x1, ..., xn we have ds(m) =
∑n
i=1
∂s
∂xi
(m)dxi(m).
Pick any η ∈ T ∗m(M) i.e. we have η =
∑n
i=1 cidxi(m) for some ci’s in R.
Choose any f ∈ C∞(M) with ∂f
∂xi
(m) = ci.
For f ∈ C∞(M), by τ density of A we have a sequence sn ∈ A and an n0 ∈ N
such that
|
∂sn
∂xi
(m)−
∂f
∂xi
(m)| < ǫ ∀ n ≥ n0.
So Sp {ds(m); s ∈ A} is dense in T ∗m(M). T
∗
m(M) being finite dimensional Sp
{ds(m) : s ∈ A} coincides with T ∗m(M). Which proves the claim.
We have s1, . . . , sn ∈ A such that {ds1(m), . . . , dsn(m)} is a basis for T ∗m(M).
Hence there is a neighborhood V of m such that {ds1(x), . . . , dsn(x)} is a basis
for T ∗x (M) for all x ∈ V . So corresponding to v, w we have {ci, di : i = 1(1)n}
so that v =
∑n
i=1 cidsi(m) and w =
∑n
i=1 didsi(m). Then we define < v,w >
′
as:
< v,w >
′
:=
∑
i,j
c¯idj << dsi, dsj >>
′
(m)
where <<,>>
′
is the new C∞(M) valued inner product introduced earlier. We
have to show that this definition is independent of the choice of the basis.
Lemma 4.15 Let m ∈ M and ω ∈ Ω1(A) such that ω = 0 in a neighborhood
U of m. Then << ω, η >>
′
= 0 for all η ∈ Ω1(A).
proof:
Let V ⊂ U such that V ⊂ V¯ ⊂ U .
Choose f ∈ C∞(M)R such that supp(f) ⊂ V¯ , f ≡ 1 on V and f ≡ 0 outside U .
So we can write ω = (1− f)ω. Then
<< ω, η >>
′
(m)
= << (1− f)ω, η >>
′
(m)
= << ω, η >>
′
(m)(1− f)(m) (by (11))
= 0.
Corollary 4.16 Let m ∈ M and ω = ω
′
, η = η
′
in a neighborhood U of m.
Then << ω, η >>
′
=<< ω
′
, η
′
>>
′
, ∀ω, ω
′
, η, η
′
∈ Ω1(A).
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proof:
Just observe that << ω, η >>
′
(m)− << ω
′
, η
′
>>
′
(m) =<< ω − ω
′
, η >>
′
(m)+ << ω
′
, η − η
′
>> (m).
Now apply the previous lemma.
Now we can prove that our definition is indeed independent of choice of basis.
Let s1, ..., sn and s
′
1, ..., s
′
n inA be such that ds1(m), ..., dsn(m) and ds
′
1(m), ..., ds
′
n(m)
are two bases for T ∗m(M). then they are actually bases for T
∗
x (M) in a neigh-
borhood U of m. So there are {fij : i, j = 1(1)n} in C∞(M) such that
dsi =
n∑
j=1
fijds
′
j
on U for all i = 1(1)n. Hence by corollary 4.16
<< dsi, dsj >>
′
(m) =<<
∑
k
fikds
′
k,
∑
l
fjlds
′
l >>
′
(m) (13)
Let v =
∑n
i=1 cidsi(m) =
∑n
i=1 c
′
ids
′
i(m) and w =
∑n
i=1 didsi(m) =
∑n
i=1 d
′
ids
′
i(m).
So by definition
< v,w >
′
=
∑
ij
c¯idj << dsi, dsj >>
′
(m)
=
∑
ijkl
c¯idj f¯ik(m)fjl(m) << ds
′
k, ds
′
l >>
′
(m) ( by (13))
=
∑
kl
c¯k
′
d
′
l << ds
′
k, ds
′
l >>
′
(m)
Hence we see that our definition is independent of choice of basis. Now using
(12) we see that with respect to this new Riemannian structure on the mani-
fold, α is inner product preserving. This completes the proof of the Theorem
on Ω1(A) and hence on Ω1(C∞(M)).
✷
5 Lifting an action of a CQG to tubular neigh-
borhood.
Let M be a compact, oriented Riemannain n-manifold without boundary, em-
bedded isometrically in some Euclidean space RN such that it has a trivial
normal bundle. Let Q be a CQG which acts faithfully on M as in the sense
mentioned earlier. Suppose that α : C(M)→ C(M)⊗̂Q is the (co)-action which
is smooth i.e. α(C∞(M) ⊆ C∞(M,Q)) and α commutes with the geometric
31
Laplacian, say L. So, by Lemma 3.3, we have a τ -dense subalgebra β0 of C∞(M)
over which α is algebraic and Sp (α(β0)(1 ⊗Q0)) = β0 ⊗Q0.
Now since M is a manifold with a trivial normal bundle, by Lemma 2.20,
we have a global diffeomorphism
F :M ×BN−nǫ (0)→ NǫM.
Where BN−nǫ (0) is as in the Lemma 2.20. So, by Lemma 2.2, we have an
isomorphism between the topological algebras
πF : C
∞(NǫM)→ C
∞(M ×BN−nǫ (0)).
We have α : β0 → β0 ⊗Q0. So, define
α̂ : β0 ⊗ C
∞(BN−nǫ (0))→ β0 ⊗ C
∞(BN−nǫ (0))⊗Q0
by α̂ = σ23 ◦ (α⊗ˆid)(σ23 denotes the flip of the second and third tensor copies),
which is well-defined and continuous by Proposition 2.5, and satisfies α̂(f⊗g) =
f(1) ⊗ g ⊗ f(2) (Swedler notation).
Now we have πF : C
∞(NǫM) → C∞(M × BN−nǫ (0)), which implies that
πF−1 : C
∞(M ×BN−nǫ (0))→ C
∞(NǫM). Hence
(πF−1⊗ˆidQ) : C
∞(M ×BN−nǫ (0))⊗̂Q → C
∞(NǫM)⊗̂Q.
So, defining
Φ := (πF−1 ⊗ id) ◦ α̂ ◦ πF : C
∞(NǫM)→ C
∞(NǫM)⊗̂Q,
we see that Φ is an action of Q on C(NǫM) which is smooth and τ -continuous.
Set A0 := πF−1(β0 ⊗ C
∞(BN−nǫ (0))). Then A0 is a τ -dense subalgebra of
C∞(Nǫ(M)). By construction, Φ is algebraic overA0 and moreover, Sp Φ(A0)(1⊗
Q0) = A0 ⊗Q0.
As the normal bundle of the manifold is trivial, we can choose smoothly vary-
ing basis for normal space at each point of the manifold. Let y ∈ Nǫ(M) and
{ei(y) : i = 1, . . . , (N − n)} be a basis for the normal space to the manifold at
the point π(y). And u1, u2, ..., uN−n be components of U(y) := (y − π(y)) with
respect to the basis {ei(y) : i = 1, . . . , (N − n)} .
We introduce a coordinate system for the manifold Nǫ(M) as follows:
G : Nǫ(M)→M ×B
N−n
ǫ (0)
ξ⊗id
→ RN (ξ is a coordinate map for M) :
y → (π(y),U(y))→ (x1, ...xn, u1, ...uN−n).
Suppose that φ ∈ C∞(Nǫ(M)) such that φ(y) ≡ Ψ(U(y)). Then
φ ◦G−1(x1, ...xn, u1, ...uN−n)
= φ(F (ξ(x1, ...xn), u1, ...uN−n))
= Ψ(u1, ...uN−n).
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Therefore ∂
∂xi
φ = 0 if φ ≡ Ψ(U(y)), which implies that
dφ =
N−n∑
i=1
∂φ
∂ui
dui.
Lemma 5.1
<<
∂
∂ui
,
∂
∂xj
>>= 0
for all i, j, i = 1, ...N − n, j = 1, ...n.
Proof:
Without loss of generality let y ∈ Nǫ(M) be an interior point (for points on the
boundary the proof will be similar) and φ ∈ C∞(NǫM) and y ∈ NǫM such that
G−1(0, ...0) = y. Let ei(y) = (e
1
i (y), ...e
N
i (y)) for all i = 1, ...N − n. Then
∂
∂ui
φ(y) = d
dt
|t=0φ(G−1(0, ...t, ...0)) (t in ith position)
= d
dt
|t=0φ(ξ−1(0) + tei)
=
∑N
j=1 e
j
i (y)
∂φ
∂yj
|y,
where yj’s are coordinate functions for R
N . Therefore we have
∂
∂ui
|y =
∑N
j=1 e
j
i (y)
∂
∂yj
.
That is, ∂
∂ui
|y is nothing but the vector {e
j
i (y); j = 1, . . . , N} under the canonical
identification of RN with TyR
N . Hence ∀ y in a coordinate neighborhood,
< ∂
∂ui
|y,
∂
∂xk
|y >= 0. If
∂
∂xk
=
∑N
j=1
∂
∂yj
f jk , then by definition, e
j
i and f
j
k are
orthogonal to each other in RN . Hence in coordinate neighborhood, 〈 ∂
∂ui
, ∂
∂xk
〉 =
0. ✷
Lemma 5.2 dΦ preserves inner-product on A0.
Proof:
Observe that elements of A0 are of the form
∑k
i=1 φi ⊗ ψi, where φi(y) =
ξi(π(y)) and ψi(y) = ηi(U(y)).
If φ(y) ≡ ψ(π(y)), this implies that (πFφ)(x, u1, ...uN−n) = ψ(x). Therefore
(πFφ) is a function on M alone i.e. πFφ ≡ ψ as an element of C∞(M), so that
we have Φ(φ) = α(φ).
If φ(y) ≡ η(U(y)), this implies that Φ(φ)(y) = η(U(y))1Q. Therefore we have
Φ(φ) = η⊗1. Hence, if φ(y) ≡ ψ(π(y)), then Φ(φ) = α(ψ) and if φ(y) ≡ η(U(y)),
then Φ(φ) = η ⊗ 1Q.
Let f1, g1, f2, g2 ∈ A0, fi(y) ≡ ψi(π(y)) and gi(y) ≡ ηi(U(y)) for i = 1, 2.
Then
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〈〈dΦ(d(f1g1)), dΦ(d(f2g2))〉〉
= 〈〈(d⊗ 1)Φ(f1g1), (d⊗ 1)Φ(f2g2)〉〉
= 〈〈(d⊗ 1)α(ψ1)(η1 ⊗ 1), (d⊗ 1)α(ψ2)(η2 ⊗ 1)〉〉
= 〈〈(d⊗ 1)α(ψ1)(η1 ⊗ 1), (d⊗ 1)α(ψ2)(η2 ⊗ 1)〉〉
+〈〈α(ψ1)(dη1 ⊗ 1), α(ψ2)(dη2 ⊗ 1)〉〉
(which follows by Lemma 5.1)
= 〈〈(d⊗ 1)α(ψ1)(η1 ⊗ 1), (d⊗ 1)α(ψ2)(η2 ⊗ 1)〉〉
+α(ψ1)
∗(〈〈dη1, dη2〉〉 ⊗ 1)α(ψ2).
On the other hand,
Φ(〈〈d(f1g1), d(f2g2)〉〉)
= α(〈〈d(ψ1η1), d(ψ2η2)〉〉)
= α(〈〈dψ1η1 + ψ1dη1, dψ2η2 + ψ2dη2〉〉)
= α(〈〈dψ1η1, dψ2η2〉〉) + α(〈〈ψ1dη1, ψ2dη2〉〉)
= α(〈〈dψ1, dψ2〉〉)(η1η2 ⊗ 1) + α(ψ1)∗(〈〈dη1, dη2〉〉 ⊗ 1Q)α(ψ2),
(since α commutes with L and dα preserves the inner-product)
= 〈〈(d⊗ 1)α(ψ1)(η1 ⊗ 1), (d⊗ 1)α(ψ2)(η2 ⊗ 1)〉〉
+α(ψ1)
∗(〈〈dη1, dη2〉〉 ⊗ 1Q)α(ψ2).
Therefore we have
〈〈dΦ(dφ), dΦ(dψ)〉〉 = Φ〈〈dφ, dψ〉〉
for φ, ψ ∈ A0.
So, pick f, g ∈ A0. Then
〈〈dΦ(fdφ), dΦ(gdψ)〉〉 = 〈〈Φ(f)dΦ(dφ),Φ(g)dΦ(dψ)〉〉;
Φ(〈〈fdφ, gdψ〉〉)
= Φ(f)∗Φ(〈〈dφ, dψ〉〉)Φ(g)
= 〈〈Φ(f)dΦ(dφ),Φ(g)dΦ(dψ)〉〉.
Similar calculations hold for finite sums. Hence dΦ is inner-product preserving.
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Corollary 5.3 If the Haar state of Q is faithful, then Φ commutes with the
geometric Laplacian LRN on NǫM which is same as
∑N
i=1
∂2
∂y2
i
, where yi’s are
coordinate functions for RN .
Proof:
It is easy to see from Lemma 5.2 that Φ satisfies the conditions of Theorem
4.12 provided the Haar state of Q is faithful. The conclusion now follows from
Theorem 4.12. ✷
6 Main Results about rigidity of quantum isom-
etry groups
6.1 Non-existence of isometric action of genuine compact
quantum groups on stably parallelizable manifolds
Let {yi : i = 1, .., N} be the standard coordinates for RN .
Definition 6.1 A twice continuously differentiable, complex-valued function Ψ
defined on an open,non empty set Ω ⊂ RN is said to be harmonic on Ω if
LRNΨ ≡ 0,
where LRN ≡
∑N
i=1
∂2
∂y2
i
.
We note the following result whose proof is essentially the same as Theorem 3.3
of [11].
Lemma 6.2 Let C be a unital commutative C∗ algebra and X1, X2, ..., XN be
self adjoint elements of C such that {1, X1, . . . , XN , XiXj : 1 ≤ i ≤ j ≤
N} is a linearly independent set and C be the unital C∗ algebra generated by
{1, X1, X2, ..., XN}. Let Q be a compact quantum group acting faithfully on C
such that the action is affine i.e. maps the linear span of {1, X1, X2, ..., XN}
into its algebraic tensor product with Q. Then Q must be commutative as a C∗
algebra,i.e. Q ∼= C(G) for some compact group G.
Lemma 6.3 Let W be a manifold (possibly with boundary) embedded in some
RN and {yi}’s for i = 1(1)N , be coordinate functions for RN . If W has non
empty interior in RN , then {1, y1, . . . , yN , yiyj; 1 ≤ i, j ≤ N} are linearly inde-
pendent.
Proof:
If possible, assume that on W , we have c.1 +
∑
i ciyi +
∑
i≤j cijyiyj = 0 for
some c, ci, cij ’s.
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Pick an interior point y ∈W . Then at y, we can take partial derivatives in any
direction.
Applying ∂
∂yi
|y
∂
∂yj
|y to c.1 +
∑
i ciyi +
∑
cijyiyj = 0, we conclude that cij =
0 ∀ i ≤ j, and then applying ∂
∂yi
|y on c+
∑
i ciyi = 0, we get ci = 0.
So c = 0 too.
✷
Lemma 6.4 Let Φ be as in Corollary 5.3 of section 5. Then Φ is affine i.e.
Φ(yi) = 1⊗ qi +
N∑
j=1
yj ⊗ qij , for some qij , qi ∈ Q
for all i = 1(1)N .
Proof:
As Φ commutes with the geometric Laplacian LRN on NǫM , for ψ ∈ Q
∗,
LRNΦψ(yi) = Φψ(LRN yi) = 0 for all i = 1(1)N (here Φψ = (id⊗ ψ ◦ Φ).
Similarly, as LRN commutes with
∂
∂yj
, we have
LRN (id⊗ ψ)(
∂
∂yj
⊗ id)Φ(yi)
= (id⊗ ψ)(
∂
∂yj
⊗ id)Φ(LRN yi)
= 0.
Hence ((id⊗ ψ)( ∂
∂yj
⊗ id)Φ(yi))(y) is harmonic for all ψ ∈ Q∗ and y ∈ NǫM .
Let Dij(y) = ((
∂
∂yj
⊗ id)Φ(yi))(y). Note that E := Λ1(C∞(NǫM)) is a free
C∞(M) Hilbert module with an orthonormal basis {dy1, . . . , dyN}, and dΦ
is an equivariant unitary representation of Q on it. But D := ((Dij)) ∈
MN(C
∞(NǫM)⊗ˆQ) ∼= L(E⊗ˆQ) is nothing but the matrix for the map dΦ
with respect to the basis {dy1, . . . , dyN}. Hence D must be a unitary element
of MN (C
∞(NǫM)⊗ˆQ).
Now, let us pick y0 in the interior of NǫM (which is non empty). Then the
new Q valued matrix G(y) := ((Gij(y))) = ((Dij(y)))((Dij(y0)))−1 is unitary
(since ((Dij(y))) is so).
The unitariry of ((Gij(y))) for all y implies |ψ(Gij(y))| ≤ 1. Moreover, ψ(Gii(y0)) =
1. Thus, f(y) := ψ(Gii(y)) is a harmonic function on an open connected set
Int(NǫM) such that |f | attains the supremum at an interior point. Applying
Corollary 1.11 of [1] we conclude that ψ(Gii(y)) = ψ(Gii(y0)) = ψ(1) for all ψ,
hence Gii(y) = 1 for all i.
((Gij(y))) being unitary for all y, we must have Gij(·) = δij .1Q.
That is, ((Dij(y)))((Dij(y0)))
−1 = 1Mn(Q).
So ((Dij(y))) = ((Dij(y0))) for all y ∈ Nǫ(M). It is now easy to see that Φ is
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affine with qij = Dij(y0)✷
Now we are ready to state and prove the main result of this paper.
Theorem 6.5 Let M be a smooth, compact, oriented, connected Riemannian
manifold without boundary which is stably parallelizable. Let Q be a compact
quantum group acting faithfully and isometrically on M . Then Q must be com-
mutative, i.e. of the form C(G) for some compact group G.
Proof:
First apply Lemma 6.2, Lemma 6.3 and Lemma 6.4 to the action of the reduced
quantum group Qr (which has a faithful Haar state) to conclude that Qr is
commutative. But this implies the commutativity of Q0 and hence that of Q,
by the fact that Q0 is embedded as a dense subalgebra in both Qr and Q (in
their respective norms).✷
In fact, making use of the averaging trick of Subsection 4.3, we can restate the
above theorem as follows:
Theorem 6.6 Let Q be a CQG acting faithfully on C(M), where M is smooth,
compact, connected, oriented, stably parallelizable manifold and such that the
action is smooth and satisfies the condition (1) of Theorem 3.4 of Subsection
3.2. Then Q must be commutative as a C∗ algebra.
6.2 Quantum isometry group of Rieffel-deformation of sta-
bly parallelizable manifolds
We shall now consider deformation of classical manifolds and quantum group
actions on them. Let M be as in Theorem 6.5 above and assume also that the
group of Riemannian isometries G = ISO(M) has a toral subgroup T of rank
at least two. We can then consider the Rieffel-deformation C(M)θ using the left
action of T on M (see [25] for the definition and details of such deformation),
indexed by skew-symmetric n × n matrices θ, which is a continuous field of
possibly noncommutative C∗ algebras.
In a similar way, if a compact group K has an n-toral subgroup T , we
can consider the Rieffel-Wang deformation C(K)θ˜ (see [28], [26]) of C(K) by
the action of the 2n-dimensional torus T × T on K given by (z, w)g := zgw−1,
z, w ∈ T, g ∈ K, and where θ˜ =
(
0 θ
−θ 0
)
. This becomes a compact quantum
group with the same coalgebra structure as C(G).
We recall from [6] that there is a natural Laplacian on the deformed non-
commutative manifold C(M)θ and its quantum isometry group is isomorphic
with a suitable Rieffel-Wang deformation of QISO of the commutative manifold,
which is nothing but C(ISO(M)) by Theorem 6.5. This gives us the following:
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Theorem 6.7 With the above notations, the quantum isometry group of the
noncommutative manifold C∞(M)θ is isomorphic with the Rieffel-Wang defor-
mation C(G)θ˜, where G = ISO(M) and θ˜ = θ ⊕ (−θ).
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