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Abstract
Current out-of-distribution detection (ODD) approaches require cumbersome pro-
cedures that add undesired side effects to the solution. In this paper, we argue
that the low ODD performance of neural networks is mainly due to SoftMax loss
anisotropy. Consequently, we propose an isotropic loss (IsoMax) and a score
(Entropic Score) to significantly improve their ODD performance while keeping
the overall solution accurate, fast, scalable, turnkey, and native. Our experiments
indeed confirmed that neural networks ODD performance may be extremely im-
proved simply by replacing the SoftMax loss without relying on techniques such
as adversarial training or validation, special-purpose data augmentation, outlier
exposure, ensembles methods, generative approaches, model architectural changes,
metric learning, or additional classifiers or regressions. The results also showed
that our straightforward proposal is competitive against state-of-the-art approaches
besides avoiding their undesired requirements and weaknesses.
1 Introduction
Neural networks have been used as classifiers in a wide range of applications. Their design usually
considers that an instance from the train distribution is presented to the model at inference time. If
this holds, the neural network tends to present satisfactory performance. However, in real-world
applications, this assumption is not fulfilled. Neural networks are known to present overconfident
predictions even for objects they were not trained to recognize (Guo et al., 2017). In such situations,
it is better to have a system that acknowledges that it is unable to decide.
To mitigate these drawbacks, Hendrycks & Gimpel (2017) established baseline datasets and metrics
for the so-called out-of-distribution detection (ODD). This task consists in evaluating whether a
sample belongs to the in-distribution on which the network was trained. ODIN was proposed in
Liang et al. (2018) by combining SoftMax temperature calibration and input preprocessing. Despite
significantly outperforming the baseline, the input preprocessing introduced in ODIN considerably
increases the inference time by requiring a backpropagation operation and a second inference to
perform the final prediction on a single sample. Considering that backpropagation is typically
slower than inference, input-prepossessing makes the ODIN inferences at least three times slower
than regular neural networks ones. Additionally, input preprocessing also makes the inference
power-consumption at least three times higher, which is a severe limitation from a economical and
environmental perspective (Schwartz et al., 2019). Subsequent ODD proposals incorporated input
preprocessing and its associated drawbacks (Liang et al., 2018; Lee et al., 2018; Hsu et al., 2020;
DeVries & Taylor, 2018).
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Furthermore, to validate the hyperparameters, the original ODIN proposal required access to out-
of-distribution samples, which is unrealistic. Even if some “out-of-distribution” samples are indeed
available during design, using those examples to validate hyperparameters make the solution overfitted
to detect this particular type of out-distribution (Shafaei et al., 2019). In the field, the system will
probably operate under a different/novel/unknown out-distribution, and the ODD performance will
degrade significantly. Therefore, to validate hyperparameters using design time out-of-distribution
samples generates unrealistic ODD performance expectations.
The seminal Mahalanobis distance-based approach introduced by Lee et al. (2018), which we call the
Mahalanobis method, overcomes the necessity of access to out-of-distribution samples by validating
the required hyperparameters in adversarial examples, which produces more realistic performance
estimates. Hence, we only consider validation on adversarial samples for competing methods in this
work. Our approach does not require hyperparameters validation.
However, validation using adversarial examples has the disadvantage of adding a cumbersome
procedure to the process. Even worse is the fact that the generation of adversarial samples itself
requires the definition of hyperparameters such as the maximum adversarial perturbations. For typical
research datasets, we may know those, but for novel real-world data, it may be hard to find them. The
same drawbacks applies to methods based on adversarial training such as ACET (Hein et al., 2018).
Solutions based on adversarial samples validation or adversarial training may also present scalability
problems when used in applications dealing with real-world large size images.
Moreover, the Mahalanobis approach still requires input-preprocessing, which brings to this solution
the previously mentioned drawback associated with the mentioned technique. Feature ensembles
introduced in Mahalanobis also present limitations. Since it requires training/inference of ad-hoc
classification/regression models on features produced in many neural network layers, this approach
may not scale to applications using large size images as it should require using those shallow models
in spaces of thousands of dimensions.
Another major drawback present in recent ODD approaches is the so-called classification accuracy
drop (Techapanurak et al., 2019; Hsu et al., 2020). This is indeed a harmful undesired side effect
because perform classification is usually the primary aim of the system while ODD is an auxiliar task
(Carlini et al., 2019). Some proposals requires undesired model structural changes (Yu & Aizawa,
2019) or even ensemble methods (Vyas et al., 2018; Lakshminarayanan et al., 2017). Finally, there
are proposals based on uncertainty or confidence estimation/calibration (Kendall & Gal, 2017; Leibig
et al., 2017; Malinin & Gales, 2018; Kuleshov et al., 2018; Subramanya et al., 2017). Despite
additional complexity and processing power required, they usually present ODD performance worse
than ODIN (Shafaei et al., 2019).
Contributions. In this paper, we develop a novel ODD approach that avoids all previously mentioned
drawbacks, requirements and side effects. For this work, we follow the “SoftMax loss” expression
as defined in Liu et al. (2016). Our proposed loss is called Isotropic Maximization (IsoMax) loss.
IsoMax loss was designed to work as a drop-in replacement for SoftMax loss. Therefore, neither
model, data, nor training procedure modifications are required for the swap of SoftMax loss with the
IsoMax one. We also show that after training the neural network using IsoMax loss, high performance
ODD can be obtained by merely calculating the entropy of the network output probabilities, which
we define as the Entropic Score (ES).
Indeed, our combined approach (IsoMax loss for training and Entropic Score for ODD during
inference) is accurate (no classification accuracy drop), fast (no input preprocessing, no adversarial
training), and scalable (no feature ensemble, no adversarial training). Furthermore, it is also turnkey
(no post-processing for hyperparameter validation, no access to out-of-distribution or adversarial
samples is required), and native (no ad-hoc classification/regression models) while providing clear
state-of-the-art performance when compared with alternative methods under the same constraints.
Our solution presents power efficient inferences, as it does not require input preprocessing. Moreover,
the performance of our proposal is competitive with approaches that require to operate under more
favorable and less restrictive conditions.
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2 IsoMax Loss and Entropic Score
Isotropic Maximization Loss. Let x represent the input applied to a neural network and fθ(x)
represent the high-level feature vector produced by it. For this work, the underlying structure of the
neural network does not matter. Considering k be the correct class for a particular training example
x, we can write the SoftMax loss associated with this specific training sample as:
LS(yˆ(k)|x) = − log
 exp(w>k fθ(x)+bk)∑
j
exp(w>j fθ(x)+bj))
 (1)
In the above equation, wj and bj represent, respectively, the weights and biases associated with
the class j. From a geometric perspective, the term w>k fθ(x)+bk represents a hyperplane in the
high-level feature space. It divides the feature space into two subspaces that we call the positive and
negative subspaces. The more deep inside the positive subspace the features fθ(x) of an example
is located, the more the example likely belongs to the considered class. Therefore, to train neural
networks using SoftMax loss does not incentive the agglomeration of the representations of the
examples associated with a particular class into a limited region of the hyperspace. The immediate
consequence is the propensity of SoftMax loss trained neural networks to make high confident
predictions on examples that stay in regions very far away from the training examples, which explain
their low out-of-distribution detection performance (Hein et al., 2018).
Additionally, the main characteristic of the Mahalanobis distance used in Lee et al. (2018) is to be
locally isotropic around the produced prototypes. The fact that it achieved high ODD performance
indicates that deploying locally isotropic spaces around class prototypes indeed improves the ODD
performance. However, SoftMax loss trained neural networks are based on affine transformations on
the last layer, which are essentially internal products. Consequently, the last layer representations of
such networks tends to align in the direction of the weights vector, producing a preferential direction
in space and anisotropy. A possible way to avoid the mentioned anisotropy is to design a loss which
only depends on the distances of high-level representations to class prototypes. Such loss would
forbid the networks to learn preferred directions in the feature space, enforcing local isotropy during
the training in a natural way while avoiding the need for Mahalanobis distance-based metric learning
post-processing procedures and, more important, hyperparameters validation. In a first attempt
to tackle ODD problems using distance-based loss functions, we tried the loss used in Snell et al.
(2017) to perform Few-Shot Learning. To build a SoftMax loss drop-in replacement, we adapted
it to be trained end-to-end (simultaneously features and prototypes) using only stochastic gradient
descent (SGD) and backpropagation without offline procedures. Indeed, in Prototypes Networks,
the prototypes are offline calculated as the mean of examples instead of directly using SGD and
backpropagation (Snell et al. (2017), Algorithm 1).
However, the experiments showed low ODD performance probably because using squared Euclidean
distance in such a case is, after all, equivalent to a linear transformation (Snell et al., 2017; Mensink
et al., 2013). Admittedly, Snell et al. (2017) themselves make it clear that, in Prototypes Networks,
“all of the required non-linearity can be learned within the embedding function” rather than in the
last layer. Moreover, differently from non-squared Euclidean, the squared Euclidean does not obeys
Cauchy–Schwarz inequality. Indeed, Prototype Networks use Bregman divergences (Snell et al.,
2017; Banerjee et al., 2005) rather than true geometric metrics. IsoMax loss has to use a proper
metric for previous geometric considerations to make sense.
Therefore, we decided to use the non-squared Euclidean distance for constructing the IsoMax loss.
Consequently, IsoMax loss trained neural networks are capable of performing a true non-linear
transformation in the last layer, and the previously presented geometric considerations are consistent
since our distance indeed obeys the Cauchy–Schwarz inequality. Incorporating the prototypes to be
learned simultaneously with the features using a unified loss minimization procedure is easier using
non-squared Euclidean distance than squared ones, as numeric calculus problems are much likely to
occur when performing derivations with values of the order of O(e−d2) than O(e−d). Finally, our
experiments showed that defining a multiplicative factor α by the distance is extremely important to
achieving high ODD performance (Fig. 1). Summarizing, we can define the IsoMax loss as follows:
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Figure 1: Determination of the IsoMax loss global hyperparameter α. The CIFAR100 datased
used to define α is never reused as out-distribution for performance evaluation. ODD performance
increases for increased values of α also in unseen out-distributions (CIFAR10, TinyImageNet, LSUN).
Classification accuracy is essentially insensitive to the global hyperparameter α.
LI(yˆ(k)|x) = − log
 exp(−α
√
(fθ(x)−pkφ) · (fθ(x)−pkφ))∑
j
exp(−α
√
(fθ(x)−pjφ) · (fθ(x)−pjφ))
 (2)
In the previous equation, pjφ represents the learnable prototype associated with the class j and k is
the correct class. We defined α as a global hyperparameter. It was possible because the experiments
showed that once validated in a simple metric, model, in-distribution, and out-distribution; the
global value defined to α generalizes well to all other metrics, models, in-distributions, and out-
distributions (Fig. 1). No validations are performed for each new dataset. It is remarkably important
to emphasize the effect of α since the solution does not present high ODD performance if α is absent.
Experimentally, we observed that using Xavier Glorot & Bengio (2010) or Kaiming He et al. (2016a)
initialization for prototypes made ODD performance oscillates. Sometimes it improves, sometimes it
decreases. Hence, we decided always to initialize all prototypes to zero. Since prototypes are network
weights, the weight decay was applied to them. The inference probability is defined as bellow:
pI(y
(i)|x) =
exp(−
√
(fθ(x)−pkφ) · (fθ(x)−pkφ))∑
j
exp(−
√
(fθ(x)−pjφ) · (fθ(x)−pjφ))
(3)
Out-of-Distribution Metric: Entropic Score. Out-of-distribution detection approaches typically
define a score to be used during inference to evaluate whether an example should be considered
out-of-distribution. In generative classifiers approaches such as Mahalanobis, this score is usually the
minimum distance of the example representation to any class prototype. If the nearest prototype is
distant more than a threshold, the example is considered out-of-distribution. We followed an entirely
different approach. In a seminal work, Shannon (1948) demonstrated that the entropy presents the
optimum measure of the randomness of a source of symbols. More broadly, currently, we understand
entropy as a measure of the uncertainty we have about a random variable. Hence, if the probabilities
of the output of neural networks are supposed to make any sense, the most natural and theoretic sound
measure to evaluate how sure they are regarding classify a particular example is simply the value of
the entropy of their output probabilities. Hence, considering the uncertainty in classifying a specific
sample should be an optimum metric to evaluate whether a particular example is out-of-distribution if
these concepts are supposed to be fundamentally consistent, we define our score to perform ODD,
called Entropic Score (ES), simply as the negative entropy of the output probabilities:
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Table 1: Accurate, fast, scalable, turnkey, and native out-of-distribution detection approaches (nei-
ther classification accuracy drop, adversarial training, input preprocessing, temperature calibration,
feature ensemble, nor ad-hoc post-processing classification/regression). Since there are no hyperpa-
rameters to tune, no access to out-of-distribution or adversarial samples is required. SoftMax/MPS
means training with SoftMax loss and performing ODD using the Maximum Probability Score (MPS)
(Hendrycks & Gimpel, 2017). SoftMax/ES means training with SoftMax loss and performing ODD
using Entropic Score (ES). The best results are in bold. To the best of our knowledge, SoftMax/ES
presents state-or-the-art under these assumptions.
Model In-Data(training)
Out-Data
(unseen)
Out-of-Distribution Detection:
Accurate, Fast, Scalable, Turnkey, and Native
TNR@TPR95 (%) AUROC (%) DTACC (%)
SoftMax/MPS / SoftMax/ES / SoftMax/ES
DenseNet
CIFAR10
SVHN 32.2 / 33.2 / 77.0 86.6 / 86.9 / 96.6 79.9 / 79.9 / 91.6
TinyImageNet 55.8 / 59.8 / 88.0 93.5 / 94.2 / 97.8 87.6 / 87.8 / 93.2
LSUN 64.9 / 69.5 / 94.5 95.2 / 95.9 / 98.8 89.9 / 90.0 / 94.9
CIFAR100
SVHN 20.6 / 24.9 / 29.3 80.1 / 81.9 / 88.8 73.9 / 74.3 / 83.4
TinyImageNet 19.4 / 23.7 / 53.6 77.0 / 78.8 / 91.1 70.6 / 71.1 / 83.2
LSUN 18.8 / 24.4 / 61.5 75.9 / 77.9 / 93.1 69.5 / 70.2 / 86.1
SVHN
CIFAR10 81.5 / 83.7 / 90.7 96.5 / 96.9 / 97.8 91.9 / 92.1 / 93.5
TinyImageNet 88.2 / 90.0 / 95.3 97.7 / 98.1 / 98.7 93.5 / 93.7 / 95.3
LSUN 86.4 / 88.4 / 93.1 97.3 / 97.8 / 98.4 92.8 / 93.0 / 94.3
ResNet
CIFAR10
SVHN 43.1 / 44.5 / 56.8 91.7 / 92.0 / 93.8 86.5 / 86.5 / 87.3
TinyImageNet 46.3 / 48.0 / 74.8 89.8 / 90.0 / 95.2 84.0 / 84.1 / 88.7
LSUN 51.2 / 53.3 / 85.6 92.2 / 92.6 / 97.3 86.5 / 86.6 / 92.2
CIFAR100
SVHN 15.9 / 18.0 / 41.9 71.3 / 72.7 / 90.5 66.1 / 66.3 / 84.0
TinyImageNet 18.5 / 22.4 / 37.5 74.7 / 76.3 / 89.2 68.8 / 69.1 / 82.8
LSUN 18.4 / 22.4 / 36.9 74.7 / 76.5 / 90.1 69.1 / 69.4 / 84.3
SVHN
CIFAR10 67.3 / 67.7 / 88.1 89.8 / 89.7 / 97.4 87.0 / 86.9 / 92.7
TinyImageNet 66.9 / 67.3 / 86.7 89.0 / 89.0 / 97.1 86.7 / 86.6 / 92.2
LSUN 62.2 / 62.5 / 85.4 86.0 / 85.8 / 96.6 84.2 / 84.1 / 91.5
ES=−
N∑
i=1
p(y(i)|x) log p(y(i)|x) (4)
By using the negative entropy as a score to evaluate if a particular sample is out-of-distribution, we
consider the information provided by all available outputs rather than relying on a single network
output (for example, distance to only one prototype). Additionally, from a practical perspective, using
this a priori score avoids the need to train an ad-hoc additional regression model to detect out-of-
distributions samples, which is required, for example, in Mahalanobis. Even more important, since
no regression model needs to be trained, there is no need for unrealistic access to out-of-distribution
samples or generating adversarial examples. Since ES is a predefined no-trainable score, it is available
as soon as the neural network training finishes.
3 Experimental Results
The deterministic code1 to reproduce all the results is available2. Considering that outlier exposure
may be integrated and benefit both SoftMax and IsoMax losses, all experiments were performed
without relying on outlier data (Hendrycks et al., 2019; Papadopoulos et al., 2019). Similar arguments
hold for background samples based approaches (Dhamija et al., 2018). All datasets, models, training
procedures, and metrics followed the baseline established in Hendrycks & Gimpel (2017) and
1Many executions of the same experiment produce exactly the same results to all decimal places.
2https://github.com/dlmacedo/isotropic-maximization-loss-and-entropic-score
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Figure 2: Robustness study: (a) Classification accuracy of SoftMax and IsoMax losses are extremely
similar. (b) IsoMax loss consistently presents considerably higher ODD performance than SoftMax
one. The AUROC values are the average of all out-distributions. The Entropic Score was used.
subsequently used in major ODD papers (Liang et al., 2018; Lee et al., 2018; Hein et al., 2018). In
this paper, only ODD approaches that do not present classification accuracy drop were compared.
In our experiments, we trained from scratch 100 layers DenseNets (Huang et al., 2017) and 34 layers
ResNets (He et al., 2016b) on CIFAR10 (Krizhevsky, 2009), CIFAR100 (Krizhevsky, 2009) and
SVHN (Netzer & Wang, 2011) datasets using SoftMax and IsoMax losses using the same protocol
(learning rates, learning rate schedule, weight decay, etc.) presented in Lee et al. (2018). We used
resized images from the datasets TinyImageNet (Deng et al., 2009)3, and the Large-scale Scene
UNderstanding dataset (LSUN) (Yu et al., 2015)3 following the same protocol used in Lee et al.
(2018) to create out-distribution data.
To evaluate the ODD performance of the competing approaches, we added these out-of-distribution
images to the validation images presented in CIFAR10, CIFAR100, and SVHN datasets to form the
composed test set. The performance was evaluated using three detection metrics. First, we calculate
the True Negative Rate at 95% True Positive Rate (TNR@TPR95). Besides, we evaluated the Area
Under the Receiver Operating Characteristic Curve (AUROC) and the Detection Accuracy (DTACC),
which corresponds to the maximum classification probability over all possible thresholds δ:
1−min
δ
{
Pin (o (x) ≤ δ)P (x is from Pin) + Pout (o (x) > δ)P (x is from Pout)
}
,
where o(x) is a given ODD score. It is assumed that both positive and negative samples have equal
probability of being in the test set, i.e., P (x is from Pin) = P (x is from Pout). All the above
metrics follow the calculation detailed in Lee et al. (2018).
To define the global hyperparameter α, we trained DenseNets on SVHN using α equals to 1, 3, and 10.
We validated these possible values using the TNR@TPR95 metric and CIFAR100 as out-distribution
(Fig. 1). It is important to emphasize that CIFAR100 was never used as an out-distribution in the
subsequent experiments. The value of α=10 presented the best ODD performance. The mentioned
value generalizes well to unseen out-distributions as required for a global hyperparameter candidate.
3https://github.com/facebookresearch/odin
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Table 2: Unfair comparison of approaches with different requirements and side effects. ODIN
uses input preprocessing, temperature calibration, and adversarial validation. Mahalanobis uses
input preprocessing, feature ensemble, ad-hoc post-processing classification/regression models, and
adversarial validation. ACET uses adversarial training, which implicates in slower and higher
computational processing training. ODIN, Mahalanobis, and ACET present hyperparameters that
need to be validated for each dataset. SoftMax/ES neither uses those techniques nor presents
hyperparameters. Input preprocessing makes ODIN and Mahalanobis inference three times slower
and three times less energy efficient. Adversarial training and samples validation are cumbersome
procedures to be performed on novel datasets. The best results are in bold (2% tolerance).
Model In-Data(training)
Out-Data
(unseen)
ODIN/ACET/Mahalanobis present special requirements.
ODIN/Mahalanobis produce undesired side effects.
AUROC (%) DTACC (%)
ODIN / ACET / SoftMax/ES / Mahalanobis
DenseNet
CIFAR10
SVHN 92.8 / NA / 96.6 / 97.6 86.5 / NA / 91.6 / 92.6
TinyImageNet 97.2 / NA / 97.8 / 98.8 92.1 / NA / 93.2 / 95.0
LSUN 98.5 / NA / 98.8 / 99.2 94.3 / NA / 94.9 / 96.2
CIFAR100
SVHN 88.2 / NA / 88.8 / 91.8 80.7 / NA / 83.4 / 84.6
TinyImageNet 85.3 / NA / 91.1 / 97.0 77.2 / NA / 83.2 / 91.8
LSUN 85.7 / NA / 93.1 / 97.9 77.3 / NA / 86.1 / 93.8
SVHN
CIFAR10 91.9 / NA / 97.8 / 98.8 86.6 / NA / 93.5 / 96.3
TinyImageNet 94.8 / NA / 98.7 / 99.8 90.2 / NA / 95.3 / 98.9
LSUN 94.1 / NA / 98.4 / 99.9 89.1 / NA / 94.3 / 99.2
ResNet
CIFAR10
SVHN 86.5 / 98.1 / 93.8 / 95.5 77.8 / NA / 87.3 / 89.1
TinyImageNet 93.9 / 85.9 / 95.2 / 99.0 86.0 / NA / 88.7 / 95.4
LSUN 93.7 / 85.8 / 97.3 / 99.5 85.8 / NA / 92.2 / 97.2
CIFAR100
SVHN 72.0 / 91.2 / 90.5 / 84.4 67.7 / NA / 84.0 / 76.5
TinyImageNet 83.6 / 75.2 / 89.2 / 87.9 75.9 / NA / 82.8 / 84.6
LSUN 81.9 / 69.8 / 90.1 / 82.3 74.6 / NA / 84.3 / 79.7
SVHN
CIFAR10 92.1 / 97.3 / 97.4 / 97.6 89.4 / NA / 92.7 / 94.6
TinyImageNet 92.9 / 97.7 / 97.1 / 99.3 90.1 / NA / 92.2 / 98.8
LSUN 90.7 / 99.7 / 96.6 / 99.9 88.2 / NA / 91.5 / 99.5
Consequently, this value was used for all other experiments (combinations of models, in-distributions,
and out-distributions in Tables 1 and 2). Once confirmed α=10 as a valid global hyperparameter, the
experiments showed that IsoMax loss trained networks present classification accuracy performance
extremely similar to SoftMax ones to all other datasets and models (Supplementary Material A).
ODD Performance Comparison: Fair Scenario. In Table 1, SoftMax/MPS presents the worst
results. The Entropic Score produces a small positive effect when applied to SoftMax loss trained
networks. However, the combination of IsoMax loss with the same Entropic Score significantly
improves the ODD performance across all metrics for all pairs of in-distribution and out-distribution.
Classification and Out-of-Distribution Detection Performance: Robustness Analysis. Fig. 2
presents the classification and ODD performance of SoftMax and IsoMax losses in several datasets for
a range of training samples per class. Fig. 2a shows IsoMax loss presents no classification accuracy
drop compared to SoftMax one, while Fig. 2b demonstrates that the ODD performance of IsoMax
loss is significantly higher than SoftMax one regardless of the number of examples per class.
ODD Performance Comparison: Unfair Scenario. Table 2 shows an unfair comparison of ap-
proaches that present different requirements and side effects. Input prepossessing (and consequently
slower and higher power consumption inferences) and validation on adversarial samples are used
in both ODIN and Mahalanobis, while temperature calibration is required only in ODIN. Feature
ensemble and ad-hoc classification/regression models, which may implicate in limited scalability, are
mandatory in Mahalanobis. ACET requires adversarial training, which may restrict its use to small
scale images. ODIN, Mahalanobis, and ACET have hyperparameters tuned for each in-distribution.
The SoftMax/ES presents neither the mentioned drawbacks nor side effects.
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Figure 3: (a) SoftMax loss produces low entropy outputs for almost all in-distribution samples and
some out-distribution ones. (b) IsoMax loss produces high entropy outputs mostly for out-distribution.
A more clear separation between in and out-distribution is obtained.
Regardless of the previous considerations, the mentioned table shows that SoftMax/ES considerably
outperforms ODIN in all evaluated scenarios. Additionally, SoftMax/ES usually outperforms ACET
(sometimes by a large margin). Moreover, in more than half of the cases, even operating under much
more favorable conditions, Mahalanobis surpasses SoftMax/ES by less than 2%. More surprisingly,
in some scenarios, the latter even overcomes the former despite avoiding hyperparameter validation,
being native, scalable, straightforward to implement/use, and presenting at least there times faster
and power-efficient inference. SoftMax/ES loss performs particularly well in one of the CIFAR100
cases, which may suggest that the fact ES uses all outputs to decide works even better when many
classes are presented. We speculate that recent advances in data augmentation techniques may help
to improve SoftMax/ES ODD performance even further (Thulasidasan et al., 2019; Yun et al., 2019).
Additional Studies. Fig. 3 shows that the SoftMax loss trained networks are very overconfident,
and the entropy works as a high-quality score to distinguish in-distribution from out-distribution in
IsoMax ones. For maximum probability analyses, see Supplementary Material B. The Supplementary
Material C shows that the loss values and test accuracies behave similarly during training for SoftMax
and IsoMax losses. An expanded version of Table 1 is presented in Supplementary Material D.
4 Conclusion
In this paper, we proposed the IsoMax loss and the Entropic Score to show that neural networks ODD
performance can be significantly improved in an accurate, fast, scalable, unexposed, turnkey and native
way simply by replacing the SoftMax loss and using an predefined, meaningful, and information-
theoretic well-founded score without relying on ad-hoc techniques to avoid their associated drawbacks,
requirements and side effects. However, if the above-mentioned limitations are not a concern for
a particular application, those techniques may be combined with IsoMax loss to achieve even
higher ODD performance. Another promising approach could be the use of recent specialized data
augmentation techniques.
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Broader Impact
Out-of-distribution detection is a fundamental task in real-world applications. The ability to be able to
detect if an input to a neural network can not be reliably classified is essential to critical applications
in medicine, finance, agriculture, engineering, etc. The rapid adoption of neural networks based
applications makes the development of such capability a primary necessity from a practical point of
view. Different from current approaches, our solution is viable from an economical and environmental
point of view. Moreover, it also can be seamlessly incorporated into real-work applications by only
replacing the loss used to train the networks. The detection is a fast procedure that can be achieved
by a straightforward entropy calculation.
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Supplementary Material
A Classification Accuracy
Table 3: Performance metrics of neural networks trained using SoftMax and IsoMax losses for
a combination of in-distributions and models. IsoMax loss produces very similar train and test
classification accuracy while presenting much higher ODD performance (Table 1).
Train Accuracy (%) / Test Accuracy (%)
Model Data SoftMax Loss IsoMax Loss
SVHN 98.3 / 96.7 98.2 / 96.7
DenseNet CIFAR10 100.0 / 94.9 100.0 / 95.1
CIFAR100 99.9 / 75.7 99.8 / 76.2
SVHN 100.0 / 96.7 99.0 / 96.6
ResNet CIFAR10 100.0 / 95.4 100.0 / 95.4
CIFAR100 100.0 / 75.8 100.0 / 75.3
B Maximum Probability
Fig. 4 shows SoftMax loss trained networks exhibit extremely high maximum probabilities. Some-
times this happens even to out-of-distribution samples. For IsoMax loss trained networks, out-of-
distribution samples usually present lower maximum probabilities.
(a)
(b)
Figure 4: (a) SoftMax and (b) IsoMax losses maximum probabilities distribution histograms for
DenseNet trained on CIFAR10 for a set of unseen out-distributions. SoftMax loss provides extremely
high maximum probabilities even for out-of-distributions samples. On the other hand, IsoMax loss
produces low maximum probabilities on unseen out-of-distributions samples.
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C Training Metrics
Figure 5: Training classification accuracy for a range of models, datasets, and losses.
Figure 6: Training loss values for a range of models, datasets, and losses.
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D Expanded Fair Comparison
The Table 4 is an expanded version of the Table 1. Resized fooling images from Nguyen et al.
(2015)4 compose the fooling out-distribution. Gaussian noise images, in which each every pixel is
independently and identically sampled from a Gaussian distribution with mean 0.5 and unit variance
with values clipped into the range [0, 1] compose the Gaussian out-distribution. Finally, uniform
noise images, in which each every pixel is independently and identically sampled from a uniform
distribution on [0, 1], compose the uniform out-distribution.
Table 4: Accurate, fast, scalable, turnkey, and native out-of-distribution detection approaches (nei-
ther classification accuracy drop, adversarial training, input preprocessing, temperature calibration,
feature ensemble, nor ad-hoc post-processing classification/regression). Since there are no hyperpa-
rameters to tune, no access to out-of-distribution or adversarial samples is required. SoftMax/MPS
means training with SoftMax loss and performing ODD using the Maximum Probability Score (MPS)
(Hendrycks & Gimpel, 2017). SoftMax/ES means training with SoftMax loss and performing ODD
using Entropic Score (ES). The best results are in bold. To the best of our knowledge, SoftMax/ES
presents state-or-the-art under these assumptions.
Model In-Data(training)
Out-Data
(unseen)
Out-of-Distribution Detection:
Accurate, Fast, Scalable, Turnkey, and Native
TNR@TPR95 (%) AUROC (%) DTACC (%)
SoftMax/MPS / SoftMax/ES / SoftMax/ES
DenseNet
CIFAR10
SVHN 32.2 / 33.2 / 77.0 86.6 / 86.9 / 96.6 79.9 / 79.9 / 91.6
TinyImageNet 55.8 / 59.8 / 88.0 93.5 / 94.2 / 97.8 87.6 / 87.8 / 93.2
LSUN 64.9 / 69.5 / 94.5 95.2 / 95.9 / 98.8 89.9 / 90.0 / 94.9
Fooling 43.0 / 46.3 / 64.5 89.9 / 90.3 / 94.0 83.5 / 83.6 / 87.7
Gaussian 0.0 / 0.0 / 70.9 60.3 / 60.6 / 95.8 74.2 / 74.3 / 95.4
Uniform 0.0 / 0.0 / 57.5 68.4 / 68.5 / 95.2 77.4 / 77.5 / 94.7
CIFAR100
SVHN 20.6 / 24.9 / 29.3 80.1 / 81.9 / 88.8 73.9 / 74.3 / 83.4
TinyImageNet 19.4 / 23.7 / 53.6 77.0 / 78.8 / 91.1 70.6 / 71.1 / 83.2
LSUN 18.8 / 24.4 / 61.5 75.9 / 77.9 / 93.1 69.5 / 70.2 / 86.1
Fooling 19.9 / 21.8 / 29.9 75.9 / 77.0 / 82.5 70.1 / 70.4 / 75.3
Gaussian 0.0 / 0.0 / 0.0 45.7 / 45.4 / 79.1 61.5 / 61.4 / 87.2
Uniform 2.2 / 0.4 / 0.0 70.6 / 70.0 / 78.0 71.7 / 71.8 / 85.5
SVHN
CIFAR10 81.5 / 83.7 / 90.7 96.5 / 96.9 / 97.8 91.9 / 92.1 / 93.5
TinyImageNet 88.2 / 90.0 / 95.3 97.7 / 98.1 / 98.7 93.5 / 93.7 / 95.3
LSUN 86.4 / 88.4 / 93.1 97.3 / 97.8 / 98.4 92.8 / 93.0 / 94.3
Fooling 79.0 / 80.7 / 76.1 96.1 / 96.4 / 95.6 90.2 / 90.4 / 88.9
Gaussian 91.3 / 95.1 / 95.4 98.1 / 99.0 / 98.7 95.0 / 95.5 / 95.4
Uniform 85.5 / 90.4 / 95.1 97.5 / 98.4 / 98.5 93.7 / 94.2 / 95.4
ResNet
CIFAR10
SVHN 43.1 / 44.5 / 56.8 91.7 / 92.0 / 93.8 86.5 / 86.5 / 87.3
TinyImageNet 46.3 / 48.0 / 74.8 89.8 / 90.0 / 95.2 84.0 / 84.1 / 88.7
LSUN 51.2 / 53.3 / 85.6 92.2 / 92.6 / 97.3 86.5 / 86.6 / 92.2
Fooling 43.6 / 44.8 / 70.7 88.6 / 88.8 / 94.4 82.9 / 83.0 / 88.0
Gaussian 45.2 / 46.8 / 100.0 94.1 / 94.2 / 99.7 91.2 / 91.2 / 98.8
Uniform 59.7 / 61.9 / 99.9 95.3 / 95.5 / 99.3 92.0 / 92.1 / 98.3
CIFAR100
SVHN 15.9 / 18.0 / 41.9 71.3 / 72.7 / 90.5 66.1 / 66.3 / 84.0
TinyImageNet 18.5 / 22.4 / 37.5 74.7 / 76.3 / 89.2 68.8 / 69.1 / 82.8
LSUN 18.4 / 22.4 / 36.9 74.7 / 76.5 / 90.1 69.1 / 69.4 / 84.3
Fooling 19.6 / 20.6 / 42.2 78.3 / 79.4 / 87.9 71.9 / 72.2 / 80.5
Gaussian 0.0 / 0.0 / 100.0 53.9 / 55.1 / 99.6 70.0 / 70.4 / 99.3
Uniform 0.1 / 0.0 / 100.0 63.4 / 65.4 / 99.1 73.1 / 73.6 / 98.8
SVHN
CIFAR10 67.3 / 67.7 / 88.1 89.8 / 89.7 / 97.4 87.0 / 86.9 / 92.7
TinyImageNet 66.9 / 67.3 / 86.7 89.0 / 89.0 / 97.1 86.7 / 86.6 / 92.2
LSUN 62.2 / 62.5 / 85.4 86.0 / 85.8 / 96.6 84.2 / 84.1 / 91.5
Fooling 62.3 / 62.7 / 51.9 88.3 / 88.2 / 88.7 84.6 / 84.6 / 81.0
Gaussian 79.3 / 80.1 / 64.9 96.3 / 96.5 / 93.8 92.3 / 92.3 / 87.5
Uniform 84.3 / 85.1 / 61.3 97.0 / 97.1 / 93.3 93.4 / 93.5 / 87.0
4http://anhnguyen.me/project/fooling/
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