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We give a complete description of the Voronoi diagram of three
lines inR3. In particular, we show that the topology of the Voronoi
diagram is invariant for three lines in general position, that is, that
are pairwise skew and not all parallel to a common plane. The tri-
sector consists of four unbounded branches of either a non-singular
quartic or of a cubic and line that do not intersect in real space.
Each cell of dimension two consists of two connected components
on a hyperbolic paraboloid that are bounded, respectively, by three
and one of the branches of the trisector. The proof technique, which
relies heavily upon modern tools of computer algebra, is of interest
in its own right.
This characterization yields some fundamental properties of the
Voronoi diagram of three lines. In particular, we present linear
semi-algebraic tests for separating the two connected components
of each two-dimensional Voronoi cell and for separating the four
connected components of the trisector. This enables us to answer
queries of the form, given a point, determine in which connected
component of which cell it lies. We also show that the arcs of the
trisector are monotonic in some direction. These properties imply
that points on the trisector of three lines can be sorted along each
branch using only linear semi-algebraic tests.
Categories and Subject Descriptors
F.2.2 [Analysis of Algorithms and Problem Complexity]: Non-
numerical Algorithms and Problems—Geometrical problems and
computations; I.1.2 [Symbolic and Algebraic Manipulation]:
Algorithms—Algebraic algorithms; I.3.5 [Computer Graphics]:
Computational Geometry and Object Modeling —Curve, surface,
solid, and object representations
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Voronoi diagram, medial axis, quadric surface intersection.
1. INTRODUCTION
The Voronoi diagram of a set of disjoint objects is a decomposi-
tion of space into cells, one cell per object, such that the cell associ-
ated with an object consists of all points that are closer to that object
than to any other object. In this paper, we consider the Voronoi di-
agram of lines inR3 under the Euclidean metric.
Voronoi diagrams have been the subject of a tremendous amount
of research. For points, these diagrams and their complexities are
well understood and optimal algorithms as well as robust and effi-
cient implementations exist for computing them in any dimension
(see for instance [1, 2, 4, 5, 6, 7, 14, 25, 26, 35]). Nevertheless,
some important problems remain and are addressed in recent pa-
pers. The same is true for segments and polygons in two dimen-
sions [17].
For lines, segments, and polyhedra in three dimensions much less
is known. In particular, determining the combinatorial complexity
of the Voronoi diagram ofn lines or line segments inR3 is an out-
standing open problem. The best known lower bound isΩ(n2) and
the best upper bound isO(n3+ε) [36]. It is conjectured that the com-
plexity of such diagrams is near-quadratic. In the restricted case of
a set ofn lines with a fixed number,c, of possible orientations,
Koltun and Sharir have shown an upper bound ofO(n2+ε), for any
ε > 0 [19].
There are few algorithms for computing exactly the Voronoi dia-
gram of linear objects. Most of this work has been done in the con-
text of computing the medial axis of a polyhedron,i.e., the Voronoi
diagram of the faces of the polyhedron [9, 23]. Recently, some
progress has been made on the related problem of computing ar-
rangements of quadrics (each cell of the Voronoi diagram is a cell
of such an arrangement) [3, 18, 24, 32, 33]. Finally, there have been
many papers reporting algorithms for computing approximations of
the Voronoi diagram (see for instance [10, 13, 16, 37]).
In this paper, we address the fundamental problem of understand-












Figure 1: Voronoi diagram of 3 lines `1, `2, and `3 in general position: (a) Voronoi 2D-face of `1 and `2, i.e., set of points equidistant
to `1 and `2 and closer to them than to `3. (b) Orthogonal projection of a 2D-face on a plane P with coordinate system (X,Y); the
plane’s normal is parallel to the common perpendicular of `1 and `2 and the X and Y-axes are parallel to the two bisector lines (in
P ) of the projection of `1 and `2 on P . The 2D-face is bounded by four branches of a non-singular quartic.
effective implementation of Voronoi diagrams of three-dimensional
linear objects requires a complete and thorough treatment of the
base cases, that is the diagrams of three and four lines, points or
planes. We also strongly believe that this is required in order to
make progress on complexity issues, and in particular for proving
tight worst-case bounds. We provide here a full and complete char-
acterization of the geometry and topology of the elementary though
difficult case of the Voronoi diagram of three lines in general posi-
tion.
Main results. Our main result, which settles a conjecture of Koltun
and Sharir [19], is the following (see Figure 1).
THEOREM 1. The topology of the Voronoi diagram of three
pairwise skew lines that are not all parallel to a common plane
is invariant. The trisector consists of four infinite branches of ei-
ther a non-singular quartic1 or of a cubic and a line that do not
intersect inP3(R). Each cell of dimension two consists of two con-
nected components on a hyperbolic paraboloid that are bounded,
respectively, by three and one of the branches of the trisector.
The proof technique, which relies heavily upon modern tools
of computer algebra, is of interest in its own right. We also pro-
vide a geometric characterization of the configurations of three lines
(which are pairwise skew and not all parallel to a common plane)
whose trisector is not generic, that is consists of a cubic and a line.
The characterization of Theorem 1 yields some fundamental
properties of the Voronoi diagram of three lines which are likely to
be critical for the analysis of the complexity and the development
of efficient algorithms for computing Voronoi diagrams and medial
axes of lines or polyhedra. In particular, we obtain the following
results.
MONOTONICITY PROPERTY. Given three pairwise skew lines
that are not all parallel to a common plane, there is a direction in
which all four branches of the trisector are monotonic.
THEOREM 2. Let p be a point that lies in (i) a two-dimensional
cell or (ii) the one-dimensional cell of the Voronoi diagram of three
1By non-singular quartic, we mean an irreducible curve of degree
four with no singular point inP3(C).
pairwise skew lines that are not all parallel to a common plane.
There are linear semi-algebraic tests for
(i) deciding on which connected components of the two-
dimensional cell, point p lies, or
(ii) deciding on which branches of the trisector, point p lies, re-
spectively.
Furthermore, if the three lines are rational, these linear tests are
rational.2 Moreover, there is a linear semi-algebraic test for
(iii) ordering points on each branch of the trisector.
Notice that the tests (i) and (ii) enable us to answer queries of
the form, given a point, determine in which connected component
of which cell it lies. Notice also that tests (ii) and (iii) should be
useful for computing the Voronoi diagram ofn lines since it requires
to locate the points equidistant to four lines on a Voronoi arc of three
of these lines.
The rest of the paper is organized as follows. The next section
gives the proof of Theorem 1. In Section 3, we present some fun-
damental properties of the Voronoi diagram of three lines and algo-
rithms for separating the components of each cell of the diagram.
We also prove the Monotonicity Property and Theorem 2. Finally,
we give, in Section 4, a geometric characterization of the config-
urations of three lines in general position such that their trisector
contains a line.
2. PROOF OF THEOREM 1
We consider three lines ingeneral position, that is, that are pair-
wise skew and not all parallel to the same plane. The idea is to
prove that the topology of the trisector is invariant by continuous
deformation on the set of all triplets of three lines in general posi-
tion and that this set is connected. The result then follows from the
analysis of any example.
We show that the trisector is always homeomorphic to four lines
that do not pairwise intersect. To prove this, we show that the tri-
sector is always non-singular inP3(R) and has four simple real
2By rational linear test, we mean that the polynomials (whose signs
determine the connected components) are of degree one in the co-
















Figure 2: Three lines in general position.
points at infinity. To show that the trisector is always non-singular,
we study the type of the intersection of two bisectors, which are
hyperbolic paraboloids.
We use the classic result that the intersection of two quadrics is
a non-singular quartic (inP3(C)) unless the characteristic equation
of their pencil has (at least) a multiple root. In order to determine
when this equation has a multiple root, we determine when its dis-
criminant∆ is zero.
This discriminant has several factors, some of which are trivially
always positive. The remaining, so-called “gros facteur”, can be
shown, using Safey’s software [27], to be never negative. This im-
plies that it is zero only when all its partial derivatives are zero. We
thus consider the system that consists of thegros facteurand all its
partial derivatives, and compute its Gröbner basis. This gives three
equations of degree six. We consider separately two components of
solutions, one for which a (simple) polynomialF is zero, the other
for whichF 6= 0.
WhenF 6= 0, some manipulations and simplifications, which are
interesting in their own rights, yield another Gröbner basis, with the
same real roots, which consists of three equations of degree four.
We show that one of these equations has no real root which implies
that the system has no real root and thus that∆ = 0 has no real
root on the considered component. We can thus conclude that, in
this case, the trisector is always a non-singular quartic inP3(R).
WhenF = 0, we show, by substitutingF = 0 in ∆ and by using the
classification of the intersection of quadrics over the reals [12], that
the trisector is a cubic and a line that do not intersect inP3(R).
We can thus conclude that the trisector is always a non-singular
quartic or a cubic and a line that do not intersect in real space and
thus that the trisector is always non-singular inP3(R).
We then prove that the trisector always contains four simple real
points at infinity and thus that it is always homeomorphic to four
lines that do not pairwise intersect. It follows that the topology of
the Voronoi diagram is invariant by continuous deformation on any
connected set of triplets of lines in general position. Next we prove
that the set of triplets of lines in general position is connected which
implies that the topology of the Voronoi diagram is constant. We
finally determine the topology of (any) one arbitrary triplet of lines,
which yields the result.
In the rest of this section, we prove Theorem 1.
2.1 Preliminaries
Let `1, `2, and `3 be three lines in general position,i.e., that
are pairwise skew and not all parallel to a common plane. Refer
to Figure 2. Let(X,Y,Z) denote a Cartesian coordinate system.
Without loss of generality, we assume that`1 and`2 are both hor-
izontal, pass through(0,0,1) and(0,0,−1) respectively, and have
directions that are symmetric with respect to theXZ-plane. More
precisely, we assume that line`1 is defined by pointp1 = (0,0,1)
and vectorv1 = (1,a,0), and line`2 by point p2 = (0,0,−1) and
vectorv2 = (1,−a,0), a∈R. Moreover, since the three lines are not
all parallel to a common plane,`3 is not parallel to the planez= 0,
and so we can assume that line`3 is defined by pointp3 = (x,y,0)
and vectorv3 = (α,β,1), x,y,α,β ∈ R.
We denote byHi, j the bisector of lines̀i and` j and byVi j the
Voronoi cell of lines̀ i and` j , i.e., the set of points equidistant tòi
and` j and closer to them than tòk, k 6= i, j. We recall the following
well-known elementary facts. The Voronoi cells are connected and
star-shaped [21]. The bisector of two pairwise skew lines is a right
hyperbolic paraboloid, that is, has equation of the formZ = γX Y,
γ ∈ R, in some coordinate system (see for instance[19]); for com-
pleteness we present a proof of this fact.
LEMMA 3. The bisector of two pairwise skew lines is a right
hyperbolic paraboloid.





‖(p− p j )×v j‖2
‖v j‖2
. (1)
Without loss of generality, we prove the lemma for the two lines
`1 and`2. For these lines, the above equation simplifies into the





2.2 Algebraic structure of the trisector, Part I
The trisector of our three lines is the intersection of two right
hyperbolic paraboloids, sayH1,2 andH1,3. The intersection of two
arbitrary hyperbolic paraboloids may be singular; it may be a nodal
or cuspidal quartic, two secant conics, a cubic and a line that in-
tersect, a conic and two lines crossing on the conic, etc (see [12,
Table 4]). We show here that the trisector is always non-singular
by studying the characteristic polynomial of the pencil ofH1,2 and
H1,3.
Let Q1,2 andQ1,3 be matrix representations ofH1,2 and H1,3,
i.e. the Hessian of the quadratic form associated with the surface
(see, for instance, [11]). Thepencil of Q1,2 andQ1,3 is the set of
linear combinations of them, that is,P(λ) = {λQ1,2 + Q1,3, ∀λ ∈
R̄}. Thecharacteristic polynomialof the pencil is the determinant,
D(λ) = det(P(λ)), which is a degree four polynomial inλ. The
intersection of any two quadrics is a non-singular quartic, inP3(C),
if and only if the characteristic equation of the corresponding pencil
does not have any multiple roots (inC) [34] (see also [12]). A
non-singular quartic ofP3(C) is, in P3(R), either empty or a non-
singular quartic. Thus, since the trisector of our three lines cannot
be the empty set inR3, the trisector is a smooth quartic inP3(R) if
and only if the characteristic equation of the pencil does not have
any multiple roots (inC).
The characteristic polynomial of the pencil is fairly complicated
(roughly one page in the format of Eq. (3)). However, by a change
of variableλ → 2λ(1+ α2 + β2) and by dividing out the positive
factor(1+a2)2(1+ α2 + β2)3, the polynomial simplifies, without



























In the sequel, all polynomials are considered over the reals, that
is for λ,a,α,β,x,y in R, unless specified otherwise. We start by
studying the sign ofD(λ).
LEMMA 4. The characteristic polynomialD(λ) is never nega-
tive.
PROOF. We prove that the real semi-algebraic setS = {χ =
(λ,a,x,y,α,β) ∈ R6 | D(χ) < 0} is empty using a development
version of the RAGLIB Maple library [27] which is based on the
algorithm presented in [29]. The algorithm computes at least one
point per connected component of such a semi-algebraic set and we
observe that, in our case, this set is empty. Before presenting our
computation, we first describe the general idea of this algorithm.
Suppose first thatS 6= R6 and letC denote any connected com-
ponent ofS . We consider hereD as a function of all its variables
χ = (λ,a,x,y,α,β) ∈ R6. The algorithm first computes the set of
generalized critical values3 of D (see [29] for an algorithm comput-
ing them). The image byD of C is an interval whose endpoints4
are zero and either a negative generalized critical value or minus
infinity. For anyv in this interval, there is a pointχ0 ∈ C such
thatD(χ0) = v, and the connected component containingχ0 of the
hypersurfaceD(χ) = v is included in the connected componentC .
Hence, a point inC can be found by computing a point in each con-
nected component ofD(χ) = v. It follows that we can compute at
least a point in every connected component of the semi-algebraic
setS defined byD(χ) < 0 by computing at least one point in every
connected component of the real hypersurface defined byD(χ) = v
wherev is any value smaller than zero and larger than the largest
negative generalized critical value, if any. Finally, a randomly cho-
sen pointp in R6 also needs to be added, ifD(p) < 0, to ensure
that we find a point in every connected component ofS in the case
whereS = R6.
Now, computing at least one point in every connected component
of a hypersurface defined byD(χ) = v can be done by computing
the critical points of the distance function between the surface and
a point, say the origin, that is, by solving the systemD(χ) = v,
χ× grad(D)(χ) = 0. This conceptually simple approach, devel-
oped in [28], is, however, not computationally efficient. The effi-
cient algorithm presented in [29] computes instead critical points
of projections, combining efficiently the strategies given in [31]
and [30].
The result of the computation of at least one point in every con-
nected component ofS shows thatS is empty (see the full paper for
details) and thus thatD(χ) > 0 for all χ ∈ R6. It should be noted
that these computations are very fast: they take roughly 3 seconds
of elapsed time on a standard PC.
3Recall that the (real) critical values ofD are the values ofD at
its critical pointsχ, i.e., the pointsχ at which the gradient ofD
is zero. The asymptotic critical values are similarly defined as,
roughly speaking, the values taken byD at critical points at infinity,
that is, the valuesc∈ R such that the hyperplanez= c is tangent to
the surfacez= D(χ) at infinity (this definition however only holds
for two variables,i.e., χ ∈ R2). More formally, the asymptotic crit-
ical values were introduced by Kurdyka et al. [20] as the limits of
D(χk) where(χk)k∈N is a sequence of points that goes to infinity
while ‖χk‖ · ‖gradχkD(χk)‖ tends to zero. The generalized critical
values are the critical values and asymptotic critical values.The set
of generalized critical values contains all the extrema of function
D, even those that are reached at infinity.
4SinceS 6= R6, the boundary ofC is not empty and consists of
pointsχ such thatD(χ) = 0. The image of the connected setC by
the continuous functionD is an interval. Hence, zero is an endpoint
of the intervalD(C ). The other endpoint is either an extremum of
D (and thus a generalized critical value) or minus infinity.
Let ∆ be the discriminant of the characteristic polynomialD(λ)
(with respect toλ). Recall thatD(λ) admits a multiple root if and
only if its discriminant is zero.
COROLLARY 5. The discriminant∆ is never negative.
PROOF. By Lemma 4,D(λ) is either always positive or has a
multiple root. If a degree-four polynomial is always positive, then it
easily follows from the definition that its discriminant is positive [8,
§3 p. 119]. Furthermore, if a polynomial has a multiple root then
its discriminant is zero.
REMARK 6. The proof that∆ is never negative can also be
proved with theRAGLIB library, as in the proof of Lemma 4,
but the computation is then a lot more time consuming (roughly
10 hours instead of 3 seconds).
The discriminant∆ of the characteristic polynomial, computed
with Maple [22], is equal to
16a4 (ax−y−β+aα)2 (y+ax−aα−β)2 (4)
times a factor that we refer to as thegros facteurwhich is a rather
large polynomial of which we only show 2 out of 40 lines:
gros_facteur= 8a8α4y2 +7a4β2x4−4aβ3x+16a8β4x4 +32a4α2y2
· · ·+22a4y2β2x2 +y6a6 +α2y6a6−2βxαy5a6 +x6a6 +10βx3a7α2. (5)
LEMMA 7. The discriminant∆ is equal to zero if and only if the
gros facteurand all its partial derivatives are equal to zero.
PROOF. The polynomial (4) is not equal to zero under our gen-
eral position assumption. Indeed,a = 0 is equivalent to saying that
lines`1 and`2 are parallel and the two other factors of (4) are equal
to the square of det(pi − p3,vi ,v3), for i = 1,2, and thus are equal
to zero if and only if`i and `3 are coplanar, fori = 1,2. It fol-
lows that (4) is always strictly positive. Thus, the discriminant∆ is
equal to zero if and only if thegros facteuris zero. Furthermore, by
Corollary 5, thegros facteuris never negative, thus, if there exists
a point where thegros facteurvanishes, it is a local minimum of
thegros facteurand thus all its partial derivatives (with respect to
{a,x,y,α,β}) are zero.
Note that Lemma 7 says, in other words, that the zeros of∆ are
the singular points5 of thegros facteur.
We now state our main lemma which implies that the discrimi-
nant is zero only if a simple condition is satisfied.
MAIN LEMMA . The discriminant∆ is equal to zero only if y+
aα = 0 or ax+β = 0.
PROOF. By Lemma 7,∆ is zero if and only if thegros facteur
and all its partial derivatives are zero. We prove below that this










As the two terms(1+ α2 + β2) andΓ clearly do not have any real
solutions, this proves the lemma. (We discuss later how we found
these terms.)
Consider the system in the variables{a,x,y,α,β,u,v,w, t} that
consists of thegros facteur, its partial derivatives, and the four
5Recall that the singular points of a surface are the points where all
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Table 1: For the proof of the Main Lemma.
equations
1−u(y+aα) = 0, 1−v(ax+β) = 0,
1−w(1+α2 +β2) = 0, 1− t Γ = 0. (7)
The gros facteurand its partial derivatives have a common zero
(real or complex) such that(y+ aα)(ax+ β)(1+ α2 + β2)Γ 6= 0
if and only if this system has a solution. This follows immediately
from the fact that the equations (7) are linear inu,v,w, t.
The Gröbner basis of that system is reduced to the polynomial
1 (see Table 1) and thus the system has no solution (over the com-
plexes). This concludes the proof.
The real difficulty in the proof of the Main Lemma is, of course,
to find the equations (7) that rule out all the imaginary components
of the set of singular points of thegros facteur. Computing these
components is the actual key of the proof. We believe that the tech-
nique we used can be of some interest to the community as it is
rather generic and could be applied to other problems. We thus
describe in Section 2.3 how these components were computed be-
fore finishing the study of the algebraic structure of the trisector, in
Section 2.4.
2.3 About the proof of the Main Lemma
We show in this section how we computed, for the proof of the
Main Lemma, the equations of (7) which correspond to hypersur-
faces containing the zeros of the discriminant.
Basically, we proceed as follows. We start from the system of
equations of thegros facteurand all its partial derivatives and use
the following techniques to study its set of solutions, or more pre-
cisely to decompose it into components defined by prime ideals6.
This could theoretically be done by a general algorithm computing
such a decomposition, however, all existing implementations are
far from being capable of handling our particular problem or even
a simpler sub-problem (see Remark 8).
If the (reduced) Gröbner basis of some system contains a polyno-
mial which has a factor, sayF , the solutions of the system splits into
two components, one of which such thatF = 0, the other such that
F 6= 0. We study separately the two components. One is obtained
by adding the equationF to the system and the other is obtained
by adding the equation 1− t F and eliminating the variablet; in-
deed, there is a one-to-one correspondence between the solutions
of the initial system such thatF 6= 0 and the solutions of the system
augmented by 1− t F . Sometimes, frequently in our case, the com-
ponentF 6= 0 is empty, which corresponds to the situation where the
elimination oft results in the polynomial 1 (inducing the equation
1 = 0). Note that in some cases the system contains a polynomial
which is a square, sayF2, thus the component such thatF 6= 0 is
obviously empty and we can addF to the system without changing
its set of solutions (this however changes the ideal). This operation
6An idealI is prime ifPQ∈ I impliesP∈ I or Q∈ I .
of addingF to the system frequently adds embedded components to
the variety of solutions which explains why, later on in the process,
empty components are frequently encountered when splitting into
two components.
Our computations, presented in the full version of the paper, are
performed in Maple [22] using the Gröbner basis package FGb de-
veloped by J.-C. Faugère [15] .
We use two functions, fgb_gbasis(sys,0,vars1,vars2)and
fgb_gbasis_elim(sys,0,var1,var2)7, that compute Gröbner bases of
the systemsys; the first uses a degree reverse lexicographic order
(DRL) by blocks on the variables ofvars1andvars2(wherevars2
is always the empty set in our computation) and the second one
eliminates the variablevars1and uses a reverse lexicographic order
on the variables ofvars2. (The second parameter of the functions
refer to the characteristic of the field, here 0.)
We never output the Gröbner bases which are too large to be use-
ful, except in the case where the basis is reduced to 1 (when the
system has no solution). We instead only report the first operand
of each polynomial of the base; an operand? means that the poly-
nomial is the product of at least two factors; an operand ˆ means
that the polynomial is a power of some polynomial; an operand+
means that the polynomial is a sum of monomials.
Our computation goes as follows. We first simplify our system
by consideringa = 2 because otherwise the Gröbner basis com-
putations are too slow and use too much memory to be performed
successfully. We first see after computing,bs1, the Gröbner basis of
our system, thaty+2α appears as a factor of one polynomial. This
splits the solutions into those such thaty+ 2α = 0 and the others.
We will study separately (in Lemma 9) the former set of solutions
and we only consider here the solutions such thaty+2α 6= 0. This is
done by adding the polynomial 1−u(y+2α) to the system, where
u is a new variable; indeed there is a one-to-one correspondence
between the solutions of the initial system such thaty+2α 6= 0 and
the solutions of the resulting system.
The termy+ 2α corresponds fairly clearly to the polynomial
y+ aα with a = 2, and because of the symmetry of our problem
we also study separately the solutions such thatax+ β = 0. Since
we assumeda = 2, we only consider here the solutions such that
2x+β 6= 0, by adding to the system the polynomial 1−v(2,x+β).
Finally, we also add 1−w(1+ α2 + β2) to the system, without
changing its set of real of real roots; we do this because the term
1+ α2 + β2 appears in the leading coefficient ofD(λ) which sug-
gests that some component of solutions (without any real point)
might be included in 1+ α2 + β2. (It should be noted that adding
this polynomial to the system changes the resulting Gröbner ba-
sis, which shows that this addition indeed removes some imaginary
component from the system.) We compute the Gröbner basis,bs2,
of that system, eliminating the variablesu,v,w, which gives a sys-
tem of four polynomials of degree six.
We then compute the Gröbner basis ofbs2, eliminating the vari-
ablex. This gives a basisbs3 which is reduced to one polynomial
of the formP2. We thus addP to the systembs2 (we do not add it
to bs3 sincebs3 does not depend onx). The Gröbner basis,bs4, of
the new system contains several polynomials that are products of
factors. We see that if we add to the system the constraint that the
third factor of the first polynomial is not zero, the resulting system
has no solution. We thus add this factor to the system and com-
pute its Gröbner basisbs5. We operate similarly to getbs6. The
basisbs6 contains no product or power and we compute its Gröbner
basis,bs7, eliminatingy (eliminatingx gives no interesting basis).
7The functiongbasis(sys,DRL(var1,var2),elim)with or without the
optional last argumentelim can also be used alternatively of these
two functions
The last polynomial ofbs7 is a power and we proceed as before to
getbs8. We proceed similarly until we get to the basisbs12.
The basisbs12 consists of three polynomials of degree four
(which is a simplification overbs2 which consists of four polyno-
mials of degree six). We observe that the last polynomial ofbs12
is
Γ2 = (4yα−4βx−3)2 +3(2x+β)2 +12(y+2α)2 +75,
which is always positive over the reals.
We have thus proved that all the complex solutions, such that
a= 2, of the initial system (thegros facteurand all its partial deriva-
tives) satisfy(1+α2 +β2)(y+2α)(2x+β)Γ2 = 0.
Finally, to get the polynomialΓ of Formula (6), we performed
the same computation witha = 3 anda = 5 andguessedΓ as an
interpolation of the polynomialsΓ2, Γ3, andΓ5.
Note that all the computation for a fixeda takes roughly eight
minutes of elapsed time on a regular PC.
REMARK 8. All the computations from bs2 to bs12 amounts to
finding polynomials that have a power which is a combination of
the elements of bs2 (i.e. which are in the radical of the ideal gen-
erated by bs2). Thus these computations would be advantageously
replaced by a program computing the radical of an ideal8. Unfor-
tunately, all available such programs fail on the ideal generated by
bs2 either by exhausting the memory or by running unsuccessfully
during several days and ending on an error. It is therefore a chal-
lenge to improve these programs in order to do this computation
automatically.
2.4 Algebraic structure of the trisector, Part II
We proved in the Main Lemma that the discriminant∆ is equal to
zero only ify+aα = 0 orax+β = 0. We prove in this section that
if ∆ = 0, the trisector is a cubic and a line that do not intersect. We
then show that the trisector always contains four simple real points
at infinity and conclude that the trisector is always homeomorphic
to four lines that do not pairwise intersect.
LEMMA 9. The discriminant∆ is equal to zero if and only if
y = −aα and x = β(2a
2 +1)±2
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PROOF. By the Main Lemma,∆ = 0 impliesy+aα = 0 orax+
β = 0. Substitutingy by −aα in ∆ gives an expression of the form
f0 f 21 . Similarly, substitutingx by−β/a in ∆ gives an expression of
the formg0 g21 (recall thata 6= 0 since the lines are not coplanar, by
assumption). It follows that∆ = 0 if and only ify+aα = fi = 0
or ax+β = gi = 0, for i = 0 or 1. Thefi andgi are polynomials
of degree two inx and y, respectively. Solvingf1 = 0 in terms
of x directly yields that the systemy+ aα = f1 = 0 is equivalent
to (8). Similarly, solvingg1 = 0 in terms ofy yields (9). On the
other hand, we prove that the solutions ofy+aα = f0 = 0 and
ax+β = g0 = 0 are included in the set of solutions of (9) and (8),
respectively, which concludes the proof. Because of lack of space,
we omit here this proof.
LEMMA 10. If ∆ = 0, the trisector of̀ 1, `2, and`3 consists of
a cubic and a line that do not intersect in real space.
PROOF. By Lemma 9,∆ = 0 if and only if System (8) or (9) is
satisfied. By symmetry of the problem (we omit here the specifica-
tion of the symmetry) we only need to consider one of the compo-
nents of (8) and (9). Hence, it is sufficient to show that the system
8The radical of an idealI is the ideal{x | xn ∈ I for somen∈ N}.




(1+a2)(α2 +β2 +1) implies that
the trisector consists of a cubic and a line that do not intersect. We
assume in the following that this system is satisfied and that∆ = 0.
We refer to the full version of the paper for the computations.
We first show that the characteristic polynomial of the pencil
generated by the bisectors is always strictly positive. Recall that
the characteristic polynomial is never negative (see Lemma 4). It
is thus sufficient to prove that it is never zero, or equivalently, that
its product with its algebraic conjugate (obtained by changing the
sign of
√
(1+a2)(α2 +β2 +1)) is never zero. This product is a
polynomialT in a,α,β,λ. We compute, similarly as in the proof of
Lemma 4, at least one point per connected component of the real
semi-algebraic set{χ = (a,α,β,λ) ∈ R4 | T(χ)− 12 < 0}. The re-
sulting set of points is empty, henceT(χ) is always greater or equal
to 1/2. It thus follows that the characteristic polynomial is always
strictly positive.
Since the characteristic polynomialD(λ) is always strictly pos-
itive and its discriminant∆ is zero,D(λ) admits two (conjugate)
double imaginary roots. Letλ1 andλ2 denote these two roots. Re-
call thatD(λ) = detP(λ) with P(λ) = λQ1,2 + Q1,3 whereQi, j is
the matrix associated with the hyperbolic paraboloidHi, j . It fol-
lows from the classification of the intersection of quadrics [12, Ta-
ble 4] that either (i)P(λ1) andP(λ2) are of rank 3 and the trisector
H1,2 ∩H1,3 consists of a cubic and a line that do not intersect or
(ii) P(λ1) andP(λ2) are of rank 2 and the trisector consists of two
secant lines.
We now prove thatP(λ1) and P(λ2) are of rank 3. We com-
pute the Gröbner basis of all the 3×3 minors ofP(λ) and of the
polynomial 1− tΨ with
Ψ = (1+a2)(1+α2 +β2)(ax−y−β+aα)(y+ax−aα−β).
The basis is equal to 1, thus the 3× 3 minors ofP(λ) are not all
simultaneously equal to zero whenΨ 6= 0. Furthermore,Ψ 6= 0 for
any x,y,a,α,β in R such that the lines̀1, `2, and`3 are pairwise
skew (see (4) and the proof of Lemma 7). Thus the rank ofP(λ)
is at least 3. The rank ofP(λi), i = 1,2, is thus equal to 3 since
detP(λi) = 0. We can thus conclude that when∆ = 0 the trisector
consists of a cubic and a line that do not intersect in real space.
We now state a proposition that shows that the trisector admits
four asymptotes that are pairwise skew and gives a geometric char-
acterization of their directions.
PROPOSITION 11. The trisector of̀ 1, `2, and`3 intersects the
plane at infinity in four real simple points. Furthermore, the four
corresponding asymptotes are parallel to the four trisector lines of
three concurrent lines that are parallel tò1, `2, and `3, respec-
tively.
PROOF. The trisector is the intersection of two hyperbolic
paraboloids. Any hyperbolic paraboloid contains two lines at
infinity. Hence the intersection, at infinity, of any two distinct
hyperbolic paraboloids is the intersection of two pairs of lines.
The intersection of these two pairs of lines consists of exactly four
simple real points unless the point of intersection of the two lines
in one pair lies on one line of the other pair. Because of lack of
space, we omit here the proof that this cannot happen under our
assumptions and the characterization of the four asymptotes.
THEOREM 12. The trisector of three lines in general position
consists of four infinite smooth branches of a non-singular quartic
or of a cubic and a line that do not intersect in real space.
PROOF. As mentioned in the beginning of Section 2.2, the tri-








Figure 3: The parallelepiped formed by `1, `2, and `3 and the
associated frame (C,v1,v2,v3) of positive orientation.
inant ∆ is zero. Lemma 10 and Proposition 11 thus yield the re-
sult.
2.5 Topology of the Voronoi diagram
We now prove that the set of triplets of lines in general position
is connected and conclude the proof of Theorem 1.
LEMMA 13. There is a one-to-one correspondence between the
set of ordered triplets of lines (in general position) and the set of
affine frames of positive orientation.
PROOF. Consider three lines̀1, `2, and`3 in general position
and refer to Figure 3. For the three choices of pairs of lines`i , ` j ,
consider the plane containing̀i and parallel tò j , the plane con-
taining ` j and parallel tò i , and the region bounded by these two
parallel planes. The general position assumption implies that these
regions have non-empty interiors and that no three planes are par-
allel. The intersection of these three regions thus defines a paral-
lelepiped. By construction, each of the lines`1, `2, and`3 contains
an edge of that parallelepiped. These lines are pairwise skew thus
exactly two vertices of the parallelepiped are not on the lines. Each
of these two points induces an affine frame centered at the point
and with basis the three edges of the parallelepiped oriented from
the point to the lines̀1, `2, and`3, in this order. One of the point
(C on the figure) defines a frame of positive orientation, the other
defines a frame of negative orientation (C′ on the figure). This con-
struction exhibits a one-to-one correspondence between the set of
ordered triplets of lines (in general position) and the set of affine
frames of positive orientation, which concludes the proof.
COROLLARY 14. The set of triplets of lines in general position
is connected.
THEOREM 15. The topology of the Voronoi diagram of three
lines in general position is invariant.
PROOF. Consider three lines in general position and a bisector
of two of them. The bisector is a hyperbolic paraboloid which is
homeomorphic to a plane. The trisector lies on the bisector and it is
homeomorphic to four lines that do not pairwise intersect, by The-
orem 12. Hence the topology of the regions that lie on the bisector
and are bounded by the trisector is invariant by continuous defor-
mation on any connected set of triplets of lines (in general position).
The topology of these regions is thus invariant by continuous de-
formation on the set of all triplets of lines in general position (by
Corollary 14). It follows that the topology of the two-dimensional
cells of the Voronoi diagram is invariant by such a continuous de-
formation. The Voronoi diagram is defined by the embedding inR3






























Figure 4: Vertical ordering of the connected components of
the two-dimensional Voronoi diagram cells above each region
induced by the projection of the trisector and the silhouette
curves of the bisectors; the ordering over the small cell in the
middle is T13 < T13 < T23 < T23 (i.e., a vertical line over that cell
intersects twice T13 and twice T23 in that order).
PROOF OF THEOREM 1. Theorem 1 follows from Theo-
rems 12 and 15 and from the computation of an example of a two-
dimensional cell of the Voronoi diagram (for instance the one shown
in Figure 1). 
3. PROPERTIES OF THE VORONOI
DIAGRAM AND ALGORITHMS
We present here some fundamental properties of the Voronoi di-
agram and algorithms for separating the two components of each
two-dimensional Voronoi cell and the four components of the cell
of dimension one. Because of the lack of space, we omit all proofs
(see the full paper for proofs).
We start by presenting in Proposition 16 two properties, one on
the asymptotes of the trisector and one on the incidence relations
between cells, which directly yield an unambiguous labeling of the
components of the trisector. We then present two fundamental prop-
erties of the trisector. Finally, we present algorithms for separating
the two components of each two-dimensional Voronoi cell and the
four components of the cell of dimension one.
We consider any three lines̀1, `2, and`3 in general position
(pairwise skew and not all parallel to a common plane) and an as-
sociated Cartesian coordinate system(X,Y,Z) such that theZ-axis
is parallel to the common perpendicular of`1 and`2 and such that
the X andY-axes are parallel to the two bisector lines, in a plane
perpendicular to theZ-axis, of the projection of̀1 and`2 onto that
plane.9 Note that the orientations of the axes are not specified (ex-
cept for the fact that the frame has a positive orientation) and that
theX andY-axes can be exchanged.
Labeling of the four branches of the trisector. LetVi j denote the
two-dimensional Voronoi cell of lines̀i and` j and letUi j andTi j
9Note that this setting is slightly different than the one described in
Section 2.1 since, here, any triplet of three lines in general position
can be moved continuously into another while the associated frame
moves continuously; however, if the initial and final triplets of lines
are in the setting of Section 2.1, it is not necessarily possible to
ensure that, during the motion, all triplets of lines remain in this
setting.
denote the connected components ofVi j that are bounded by one
and three arcs of the trisector, respectively (see Figure 1).
PROPOSITION 16. Exactly one of the four branches of the tri-
sector of three lines in general position admits only one asymptote.
Let C0 denote this branch. Each cell Ui j is bounded by a branch
distinct from C0 and every such branch bounds a cell Ui j .
Let Ck, k= 1,2,3, denote the branches of the trisector that bound
the component Ui j , i, j 6= k. The labeling of the four branches of the
trisector by C0, . . . ,C4 is unambiguous.
Note that differentiating betweenC1 andC2 cannot be done, as
far as we know, by only looking at the cellV12 (see Figure 1) but
can be done by looking at the other cellsV13 andV23. More pre-
cisely, differentiating betweenC1 andC2 on Figure 1 can be done
by computing a vertical ordering of the componentsUi j andTi j ; the
branchCk is then characterized as the branch for whichUi j appears
only on one of its side (see Figure 4).
Properties of the trisector. We now present two important proper-
ties of trisector of the Voronoi diagram of three lines in general po-
sition. In particular, we prove the Monotonicity Property in Propo-
sition 18.
PROPOSITION 17. The orthogonal projection of the trisector of
`1, `2, and`3 onto the XY-plane has two asymptotes parallel to the
X-axis and two asymptotes parallel to the Y-axis.
PROOF. By proposition 11, the four asymptotes of the trisector
are parallel to the four trisector lines of three concurrent lines paral-
lel to `1, `2, and`3. The bisector to two lines through the origin and
parallel to`1 and`2 is the pair of planes of equationXY= 0. Hence
the asymptotes of the trisector are parallel to lines that lie in the pair
of planesXY = 0. The orthogonal projection of the asymptotes on
the XY-plane are thus parallel to theX- or Y-axis. It follows that
the number of asymptotes (in projection) that are parallel to theX-
axis (resp.Y-axis) is invariant by continuous deformation on any
connected set of triplets of lines in general position. The result fol-
lows from the fact that, on a particular example (see Figure 1), there
are two asymptotes parallel to theX-axis and two others parallel to
theY-axis and that the set of triplets of lines in general position is
connected (Corollary 14).
We assume in the following thatthe asymptote of C0 is parallel
to the YZ-plane(as in Figure 1) by exchanging, if necessary, the
role ofX andY.
PROPOSITION 18. Every branch of the trisector of̀1, `2, and
`3 is monotonic with respect to the Y-direction (or every branch is
monotonic with respect to the X-direction).
PROOF. Let P denote any plane parallel to theXZ-plane. The
arc C0 intersects planeP an odd number of times (counted with
multiplicity) since C0 has only one asymptote (Proposition 16)
which is parallel to theYZ-plane. Furthermore, by Proposition 17,
the trisector has two other asymptotes parallel to theXZ-plane.
Hence planeP intersects the trisector in two points at infinity and
C0 an odd number of times (in affine space). The trisector thus in-
tersectsP in at least three points in real projective space. There are
thus four intersection points (in real projective space) since there
are four intersection points in complex space (since the trisector is
of degree four) and if there was an imaginary point of intersection,
its conjugate would also be an intersection point (since the equa-
tions of the plane and quadrics have real coefficients) giving five
points of intersection.
Therefore the trisector intersects planeP in two points inR3,
one of which lies onC0. Since there are an odd number of intersec-
tion points onC0, planeP intersectsC0 exactly once and any other
branch exactly once.
Algorithms. We consider here any three lines in general position
(pairwise skew and not all parallel to a common plane). We present
an algorithm for determining a rational linear test for separating the
two connected components of each two-dimensional Voronoi cell.
As we will see, this algorithm leads directly to another rational
linear test for separating the four connected components of the cell
of dimension one.
We start by presenting an algorithm for determining a plane sep-
arating the two components of any two-dimensional Voronoi cell.
Refer to Figure 5(a). This plane may not be rational; indeed, as we
shall see in Proposition 20, it is possible that no rational separating
plane exists.
Linear test for separating the two connected components of a
two-dimensional Voronoi cell.
Input: three lines̀ 1, `2, and`3 in general position andi 6= j ∈
{1,2,3}.
Output: a half-spaceHi j that strictly containsUi j and whose
complement strictly containsTi j .
(i) Determine a Cartesian coordinate system(X,Y,Z) such that
theZ-axis is parallel to the common perpendicular of`i and
` j and such that theX andY-axes are parallel to the two
bisector lines, in a plane perpendicular to theZ-axis, of the
projection of`i and` j onto that plane.
(ii) In this frame, compute all the critical values of the trisector
with respect to theX-axis. If there is no critical value, ex-
change theX- andY-axes (and compute the critical values
with respect to the newX-axis).
(iii) Compute theX-values of the two trisector asymptotes that
are parallel to theYZ-plane. If the minimum of these val-
ues is smaller than the smaller critical value, then change the
orientation of theX-axis. Denote byX1 the smallest critical
value (with respect to theX-axis) of the trisector and byX2
the smallest of the other critical values and of the two asymp-
toteX-values.
(iv) Pick a value ˜x in (X1,X2). The half-space,Hi j , of equation
X < x̃ containsUi j and the half-spaceX > x̃ containsTi j .
The algorithm requires computing the critical values of the tri-
sector with respect to theX andY-directions. We proved (in Propo-
sition 18) that the trisector has no critical values in one of these
directions. We show below that the trisector admits at most four
critical values with respect to the other direction. We consider be-
low the coordinate system obtained after Step (ii) of the algorithm
above.
LEMMA 19. The trisector has three or four critical values with
respect to the X-direction. Moreover, the trisector has one critical
point on C3, one on C1∪C2, and either two on C0 or C0 is a line
perpendicular to the X-axis.
The following proposition shows that the separating plane com-
puted in the above algorithm may not be rational.
PROPOSITION 20. There exist three rational lines for which the
two connected components of any two-dimensional Voronoi cell
cannot be separated by a rational plane.
We now present an algorithm for determining a rational lin-
































Figure 5: Separating the two components of a two-dimensional Voronoi cell.
two-dimensional Voronoi cell of three rational lines. Refer to Fig-
ure 5(b).
Rational linear test for separating the two connected compo-
nents of a two-dimensional Voronoi cell.
Input: three rational lines̀1, `2, and`3 in general position in a
coordinate system(X̃,Ỹ, Z̃) andi 6= j ∈ {1,2,3}.
Output: two rational half-spacesH ′i j andH
′′





strictly containsUi j and its complement strictly containsTi j .
(i-iii) Idem as in the previous algorithm.
(iv) Compute the twoY-values of the two trisector asymptotes
that are parallel to theXZ-plane. LetY1 < Y2 denote these
two values.
(v) Determine a pointA with rational coordinates in the original
(X̃,Ỹ, Z̃)-frame such that itsX-, Y-, andZ-coordinates in the
(X,Y,Z) frame are in(X1,X2), in (Y1,Y2), and equal to 0,
respectively; letXA denote itsX-coordinate in the(X,Y,Z)
frame.
(vi) Determine two pointsB andC with rational coordinates in
the original(X̃,Ỹ, Z̃)-frame such that theirX-, Y-, and Z-
coordinates in the(X,Y,Z)-frame are, forB, in (X1,XA), in
(−∞,Y1), and equal to 0, respectively, and forC, in (X1,XA),
in (Y2,+∞), and equal to 0, respectively.
(vii) Let Pi j (resp.P′i j ) be the plane throughA andB (resp.C) that
is parallel to theZ-axis. LetH ′i j (resp.H
′′
i j ) be the open half-
space bounded planePi j (resp.P′i j ) that contains the point at
infinity in the−X-direction.
REMARK 21. Note that, if the three input lines are not ratio-
nal, the above algorithm remains valid except for the fact that the
output half-spaces are not necessarily rational anymore (since the
common perpendicular tòi and` j is not necessarily rational).
Separation of the four connected components of the trisector of
three lines.
Consider three lines̀1, `2, and`3 and the half-spaceH ′i j andH
′′
i j
obtained by the above algorithm. Proposition 16 (and Remark 21)
directly yields the following result.
PROPOSITION 22. For any point p on the trisector of̀1, `2,
and `3, if p belongs to both half-spaces H′i j and H
′′
i j for some i6=
j ∈ {1,2,3} then p lies on Ck (with k∈ {1,2,3} distinct from i and
j), otherwise p lies on C0. Furthermore, if the three input lines are
rational, this linear semi-algebraic test is rational.
We conclude this section by proving Theorem 2.
PROOF OFTHEOREM 2. First, the algorithms of this section and
Proposition 22 present some (rational) linear semi-algebraic tests
for separating the connected components of the Voronoi cells of
dimensions one and two. Second, we can compute, as described
in Steps (i-ii) of the above algorithms, a direction in which every
branch of the trisector is monotonic, which gives a linear test for
ordering points on each trisector.
4. CONFIGURATIONS OF THREE LINES
WHOSE TRISECTOR CONTAINS A
LINE
We present a geometric characterization of the position of three
lines in general position such that their trisector consists of a cubic
and a line. In what follows, the parallelepiped and frame associated
to the three lines are the one introduced in the proof of Lemma 13
(see Figure 3). We show that, if the trisector of three lines in gen-
eral position contains a line, then the centerO of the parallelepiped
associated to the lines lies on the trisector line. Furthermore, this
trisector line is the line throughO and parallel to the interior trisec-
tor of the associated frame. Conversely, we also show that if the
directions of the three input lines are not in some special configu-
ration, then the trisector contains a line if and only if it contains the
center of the associated parallelepiped. Because of lack of space,
we omit the precise meaning of interior trisector, the description
of the special configuration, and all proofs (see the full paper for
details).
5. CONCLUSION
We presented a complete description of the Voronoi diagram of
three lines in general position. We also presented some algorithms
for determining a rational test for answering queries of the form,
given a point, determine in which connected component of which
Voronoi cell it lies. We also showed that points on a branch of the
trisector of three lines can easily be ordered by comparing their co-
ordinates in a particular direction, which is however not necessarily
rational.
Future work includes the characterization of the topology of the
Voronoi diagram of three lines that are not in general position. We
believe that the proof techniques we presented here work similarly
for this problem. A challenging problem is to study Voronoi di-
agrams of up to six lines; this is of interest for the general case
of n lines because the arcs of such diagrams are defined by five
lines. Finally, the two major problems remain the determination
of the complexity of Voronoi diagrams ofn lines and the design
of efficient algorithms for computing Voronoi diagrams of lines,
segments, triangles, or polyhedra.
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