and t, G is a p × p dimensional size-transition matrix with column sums of unity, and r t 51 is a vector containing the number of recruits (at size) entering the population at time t.
52
The value in row j and column k of G is the probability of an individual within the 53 population transitioning from size interval I k to interval I j . Tag-recapture data are the 54 primary source of information enabling the estimation of these probabilities, but size-55 structured data measured over many years also contain some information about growth.
56
For this reason, Punt et al. (2013) note that it is advantageous to include the tag-recapture 57 data within an integrated model so that both sources of information can inform estimation 58 of growth. Within an integrated age-size-structured model, size-at-age data could also 59 be used. proportional to its mean, then a more natural alternative would be to specify lognormally 131 distributed size increments,
where τ i denotes the standard deviation of log(δ i ).
133
Observation model for measured growth
134
The measured size increment, ∆l i , is assumed to be normally distributed around the 135 actual size increment δ i with standard deviation σ obs . That is, the observation model for 136 the measured size increment is
Under (2) it follows that, conditional on the parameters of the size-increment curve (i.e., 138 unconditional on the latent δ i ), the likelihood contribution from the measured increment
140
The use of lognormal size increments (equation (3) 
158
The length after one year of growth is y = u + δ, and from the convolution formula for the sum of random variables (Hogg et al. 2012), the density function of y is
Letting F Y (y; θ) denote the distribution function of y, the probability that y lies in
The two-dimensional integral in (5) is generally not of standard form and several alter- The most common approximation to (5) is given by assuming that all animals with 166 initial size in interval I k have size equal to the midpoint of that interval,l k . Then y =l k +δ 167 and sincel k is a constant, the midpoint approximation is simply
Evaluation is immediate if the distribution function F ∆ is of standard form. For example, 
185
Better approximations to G jk
186
We assume that f U (u) can be reasonably well approximated by the uniform distribution 187 on I k . That is, f U (u) = 1/ω k , where ω k is the width of I k . Then (5) reduces to
An explicit expression for (6) is the same for all animals in I k , and is given by the variance of an animal with initial 191 sizel k . In the other cases that were considered it was necessary to use the approximation
Note that G Log-normal variability in actual size-increment
197
Here, the process model for the actual size increment of an individual with initial size l
,
where Φ LN and Φ N denote the lognormal and normal distribution functions, respectively.
203
Normal variability in actual size-increment
204
Here, the process model is
).
205
Then (Appendix 2), the transition probability
where φ N denotes the normal density function. 
with H defined in (8).
216
Comparison of estimators of G
217
Two comparison studies were conducted 2 with the first modelling µ i using the decreasing 218 logistic curve, and the second using the linear Fabens model. Both were implemented 219 over a range of values for the variability in the actual size increment, and size-class width.
220
Logistic growth increment
221
The expected annual increment was modeled using the decreasing logistic curve of equa- (Table 1) , and sensitivity to the magnitude of this variability was assessed by repeating 
241
The accuracy of the approximations to G was quantified as the average of the absolute 242 differences in transition probabilities. That is,
where G jk denotes the transition probability approximated using G 
245

Results
246
Under the parameters of the actual assessment the relative error of the midpoint approx- 
295
In the Paua 5A assessment, at the lower size-limit of 70 mm the expected annual 
309
The new uniform-midpoint approximation would still be superior, with about half the 310 error of the other two.
311
In the application to Paua 5A it was seen that use of the midpoint approximation case is subsequently obtained.
412
The density function of Y is the convolution of f U and f ∆ , and will be denoted by,
Making the substitution δ = y − u, and noting that δ > 0,
where Φ LN is the lognormal distribution function and [y − ω] + = max(0, y − ω). From (9), the distribution function of Y is given by
Using integration by parts,
where φ LN is the lognormal density function. The integral on the right hand side of (11) 417 D r a f t can be re-expressed after making the substitution
Noting that u = e ν+τ 2 +τ z and du/dz = τ e ν+τ 2 +τ z , application of the change of variables technique gives
The density function of Y is the convolution of f U and f ∆ , and will be denoted 429 f Y (y; µ, σ, ω) since it depends on the values of µ, σ and ω. This density function is
since Φ N (x, 0, σ 2 ) = 1 − Φ N (−x, 0, σ 2 ). With H defined in (13), it follows that 443
