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Résumé : Cette thèse se situe dans le cadre de l’analyse théorique et numérique de quelques
généralisations de l’équation de Cahn–Hilliard. On étudie l’existence, l’unicité et la régularité
de la solution de ces modèles ainsi que son comportement asymptotique en terme d’existence
d’un attracteur global de dimension fractale finie. La première partie de la thèse concerne des
modèles appliqués à la retouche d’images. D’abord, on étudie la dynamique de l’équation de
Bertozzi–Esedoglu–Gillette–Cahn–Hilliard avec des conditions de type Neumann sur le bord
et une nonlinéarité régulière de type polynomial et on propose un schéma numérique avec une
méthode de seuil efficace pour le problème de la retouche et très rapide en terme de temps de
convergence. Ensuite, on étudie ce modèle avec des conditions de type Neumann sur le bord
et une nonlinéarité singulière de type logarithmique et on donne des simulations numériques
avec seuil qui confirment que les résultats obtenus avec une nonlinéarité de type logarithmique
sont meilleurs que ceux obtenus avec une nonlinéarité de type polynomial. Finalement, on pro-
pose un modèle basé sur le système de Cahn–Hilliard pour la retouche d’images colorées. La
deuxième partie de la thèse est consacrée à des applications en biologie et en chimie. On étu-
die la convergence de la solution d’une généralisation de l’équation de Cahn–Hilliard avec un
terme de prolifération, associée à des conditions aux limites de type Neumann et une nonli-
néarité régulière. Dans ce cas, on démontre que soit la solution explose en temps fini soit elle
existe globalement en temps. Par ailleurs, on donne des simulations numériques qui confirment
les résultats théoriques obtenus. On termine par l’étude de l’équation de Cahn–Hilliard avec un
terme source et une nonlinéarité régulière. Dans cette étude, on considère le modèle à la fois
avec des conditions aux limites de type Neumann et de type Dirichlet.
Mots clés : Equation de Cahn–Hilliard, retouche d’images, croissance tumorale, problème bien
posé, explosion en temps fini, attracteur global, attracteur exponentiel, simulations.
Abstract : This thesis is situated in the context of the theoretical and numerical analysis
of some generalizations of the Cahn–Hilliard equation. We study the well-possedness of these
models, as well as the asymptotic behavior in terms of the existence of finite-dimenstional (in
the sense of the fractal dimension) attractors. The first part of this thesis is devoted to some
models which, in particular, have applications in image inpainting. We start by the study of
the dynamics of the Bertozzi–Esedoglu–Gillette–Cahn–Hilliard equation with Neumann boun-
dary conditions and a regular nonlinearity. We give numerical simulations with a fast numerical
scheme with threshold which is sufficient to obtain good inpainting results. Furthermore, we
study this model with Neumann boundary conditions and a logarithmic nonlinearity and we
also give numerical simulations which confirm that the results obtained with a logarithmic non-
linearity are better than the ones obtained with a polynomial nonlinearity. Finally, we propose
a model based on the Cahn–Hilliard system which has applications in color image inpainting.
The second part of this thesis is devoted to some models which, in particular, have applications
in biologie and chemistry. We study the convergence of the solution of a Cahn–Hilliard equa-
tion with a proliferation term and associated with Neumann boundary conditions and a regular
nonlinearity. In that case, we prove that the solutions blow up in finite time or exist globally
in time. Furthermore, we give numericial simulations which confirm the theoritical results. We
end with the study of the Cahn–Hilliard equation with a mass source and a regular nonlinearity.
In this study, we consider both Neumann and Dirichlet boundary conditions.
Keywords : Cahn–Hilliard equation, image inpainting, tumor growth, well-possedness, blow
up, global attractor, exponential attractor, simulations.
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Introduction générale
1

1. Sur l’équation de Cahn–Hilliard
1 Sur l’équation de Cahn–Hilliard
1.1 Origine
La décomposition spinodale est un phénomène qui décrit la séparation de deux alliages
métalliques. En effet, quand on chauffe un mélange de deux métaux (par exemple, Or et Nickel)
à une température très élevée et qu’on le refroidit à une température faible, une séparation de
l’alliage peut se produire. Cette séparation de l’alliage métallique est appelée décomposition
spinodale.
Par ailleurs, la décomposition spinodale est un processus par lequel un mélange de deux
constituants ou plus peut être séparé en régions distinctes avec des concentrations des matériaux
différentes. Ce processus diffère de la nucléation puisque la séparation de phase, qui est due à la
décomposition spinodale, se produit à travers tout le matériau, et non seulement au niveau des
sites de nucléation.
Figure 1 – Cet exemple montre la différence entre décomposition spinodale (à gauche) et nu-
cléation (à droite). Figure de [71].
John Cahn et John Hilliard ont proposé en 1958 dans [27] un modèle chimique de la sépa-
ration d’un alliage métallique donné par l’énergie suivante :
F (c) =
∫
Ω
(F(c) +
ε2
2
|∇c|2)dx, (1)
où c est la concentration du matériau, F(c) est la densité d’énergie libre du matériau, ε|∇c|2 est la
densité d’énergie libre additionnelle si le matériau est en gradient de composition (c’est-à-dire,
3
Introduction générale
dans une transition entre deux états stables CA et CB) et ε représente l’épaisseur de l’interface
diffuse. L’énergie (1) est appelée énergie de Ginzburg–Landau ou énergie de Cahn–Hilliard.
La variation formelle de l’énergie (1) par rapport à un champ c qui s’annule sur le bord ∂Ω
est donnée par
∂F (c) =
∫
Ω
[ f (c) − ε2∆c]dcdv, (2)
où f (c) = F′(c) et Ω ⊂ N , N ≤ 3, est le domaine occupé par le matériau. On obtient l’expres-
sion suivante :
∂F
∂c
= f (c) − ε2∆c, (3)
pour la dérivée variationnelle, sachant que l’équilibre est obtenu lorsque (3) disparaît (c’est-à-
dire, ∂F
∂c
= 0) ; l’hypothèse sur laquelle repose la dérivation standard est que la relaxation vers
l’équilibre est régie, à l’aide d’un paramètre α > 0, par la relation
α
∂c
∂t
= −∂F
∂c
. (4)
Ainsi, en combinant les équations (3) et (4), on obtient l’équation de Ginzburg–Landau ou
l’équation de Allen–Cahn :
α
∂c
∂t
− ε2∆c + f (c) = 0. (5)
Pour plus de détails, le lecteur peut consulter les références [3, 95].
D’autre part, on a la relation
h = −M∇
(∂F
∂c
)
= −M∇µ, (6)
où h est le flux de masse et M représente la mobilité (on suppose ici que M est une constante
strictement positive). En outre, µ = ∂F
∂c
est appelé potentiel chimique. Enfin, le bilan de masse
est donné par
∂c
∂t
= −∇.h. (7)
Par conséquent, la combinaison des équations (3), (6), et (7) permet d’aboutir à l’équation de
Cahn–Hilliard :
∂c
∂t
= M∆µ = M∆(−ε2∆c + f (c)). (8)
Pour plus de détails, voir [26, 85] et voir aussi [27, 41, 56, 92, 96, 99, 100, 117].
L’équation de Cahn–Hilliard s’acrère pertinentepour la modèlisation de nombreux phéno-
mènes pour lesquels la séparation de phase et des processus d’agrégation et de coalescence
peuvent être observés. On peut citer, par exemple, la dynamique de populations (voir [45]),
les films bactériens (voir [91]), la cicatrisation de plaies et la croissance tumorale (voir [42],
[88], [104] et [64]), les films minces (voir [123] et [138]), le traitement d’images et la retouche
d’images (voir [16], [17], [25], [29], [38], [39], [40] et [51]), les anneaux de Saturne (voir [139])
et même l’agrégation de moules (voir [98]).
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1.2 Conditions aux limites et conservation de la masse
L’équation de Cahn–Hilliard est en général associée à des conditions aux limites de type
Neumann homogène ou périodiques. Les conditions au bord de type Neumann homogène de
l’équation de Cahn–Hilliard sont données par
∂c
∂ν
= 0, sur Γ, (9)
∂µ
∂ν
= 0, sur Γ, (10)
où ν est la normale unitaire extérieure.
En supposant que Ω =
∏n
i=1]0, Li[, Li > 0, les conditions aux limites périodiques au bord
pour l’équation de Cahn–Hilliard s’écrivent sous la forme suivante :
φ|xi=0 = φ|xi=Li , i = 1, ..., n, (11)
pour c et les dérivées de c jusqu’à l’ordre 3.
La condition aux limites (9) est appelée condition aux limites variationelle et la condition aux
limites (10) est appelée condition aux limites de non-flux (d’après l’équation (6)). Enfin, (9)–
(10) s’écrivent de manière équivalente
∂c
∂ν
=
∂∆c
∂ν
= 0, sur Γ. (12)
L’intérêt d’utiliser les conditions aux limites (12) (ou (11)) réside non seulement dans la
décroissance de l’énergie F mais aussi dans la conservation totale de la masse, c’est-à-dire
d
dt
∫
Ω
cdx = 0, (13)
ce qui signifie que ∫
Ω
c(t)dx =
∫
Ω
c(0)dx = ξ ∀t ≥ 0, (14)
où ξ est une constante et c(0) représente la concentration initiale à t = 0.
Par ailleurs, l’équation de Cahn–Hilliard peut être associée dans certains cas à des conditions
aux limites de type Dirichlet,
c = cb, sur Γ, (15)
µ = µb, sur Γ, (16)
où cb et µb sont des constantes. Pour plus de détails, le lecteur peut consulter les références [8]
et [12].
Un autre type de conditions aux limites consiste en des conditions dynamiques au bord.
Dans ce cas, on considère l’énergie libre surfacique
FΓ(c) =
∫
Ω
(
G(c) +
ε2
Γ
2
|∇Γc|2
)
dx, (17)
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où εΓ > 0, ∇Γ est le gradient surfacique, et G(c) est le potentiel surfacique. On obtient alors
∂c
∂t
= ε2Γ∆Γc − g(c) −
∂c
∂ν
, sur Γ, (18)
où ∆Γ est l’opérateur de Laplace–Beltrami sur le bord Γ et g = G′. L’équation de Cahn–Hilliard
avec des conditions aux limites dynamiques est utilisée pour :
– L’influence des parois pour les systèmes confinés ;
– Les mélanges de polymères ;
– Des application technologiques.
Pour plus de détails, voir [41, 44, 69, 109, 110, 126, 127, 146].
1.3 Potentiel
Dans le traitement mathématique du problème, on utilise habituellement la variable c(x) =
cA(x) − cB(x) appelée paramètre d’ordre, de sorte que c : Ω → [−1, 1] (A et B sont les 2
constituants).
Tout d’abord, on rappelle que la fonction F (définie dans l’énergie (1)) est une fonction
positive qui admet deux puits correspondant aux phases du matériau. Un potentiel thermodyna-
mique F est la fonction logarithmique suivante :
F(s) = KBTc(1 − s2) + KBT
[
(1 − s) ln
(1 − s
2
)
+ (1 + s) ln
(1 + s
2
)]
, s ∈] − 1, 1[,
où KB est la constante de Boltzmann, T est la température absolue et Tc une température critique.
A partir de cette description, on remarque que Tc joue un rôle essentiel dans le processus :
– Si T ≥ Tc, le comportement est trivial puisque F présente un minimum global pour c = 0,
et donc la minimisation de (1) est obtenue avec une distribution homogène c(x) = 0, ∀x ∈
Ω.
– Si T < Tc, F a deux minimas (double-puits).
On peut facilement montrer que remplacer F par λF, λ > 0 constante, n’influence pas la
description du problème. Ainsi, l’équation (1) reste inchangée si F est exprimée comme suit :
F(s) =
θc
2
(1 − s2) + θ
2
[
(1 − s) ln
(1 − s
2
)
+ (1 + s) ln
(1 + s
2
)]
, s ∈] − 1, 1[, 0 < θ < θc,
(19)
c’est-à-dire
f (s) := F′(s) = −θcs +
θ
2
ln
1 + s
1 − s . (20)
En général, l’étude de l’équation de Cahn–Hilliard avec un potentiel F singulier (défini dans
(19)) est difficile. Par conséquent, ce potentiel est souvent approché par un potentiel régulier
(de type polynomial) qui permet d’éviter le fait que lim
|s|→1
F(s) = +∞,
F(s) =
2p∑
k=0
aks
k, a2p > 0, p ∈ N, p ≥ 2, (21)
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c’est-à-dire
f (s) =
2p−1∑
i=0
(i + 1)ai+1s
i, a2p > 0. (22)
Par exemple, le choix le plus fréquent est
F(s) =
1
4
(s2 − 1)2, (23)
les minimas −1 et 1 correspondant aux états purs, c’est-à-dire
f (s) = s3 − s. (24)
Figure 2 – Cet exemple montre la différence entre un potentiel logarithmique (en bleu) et le
potentiel polynomial F(s) = 14 (s
2 − 1)2(en rouge).
D’un point de vue physique, le choix de la fonction f pour l’équation de Cahn–Hilliard
proposée pour la séparation de phases consiste à avoir trois racines (réelles) a, b, et une valeur
intermédiaire c = a+b2 . Plus précisément, f doit vérifier
(i) f (s) = 0 si et seulement si s = a, b, c.
(ii) f ′(s) > 0, s < a∗ ou s > b∗,
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(iii) f ′(s) < 0, s ∈ (a∗, b∗),
où a < a∗ < c < b∗ < b. Ces trois intervalles intermédiaires sont :
– l’intervalle métastable 1 (a, a∗) ;
– l’intervalle spinodal (a∗, b∗) ;
– l’intervalle métastable 2 (b, b∗).
Finalement, plusieurs auteurs ont considéré l’équation de Cahn–Hilliard avec un potentiel à
double obstacle,
F(s) =

1
2
(1 − s2) si |s| ≤ 1,
+∞ si |s| > 1,
(25)
qui est équivalent à
F(s) = F0(s) + I[−1,1](s), (26)
où F0(s) = 12 (1 − s2) et I[−1,1] représente la fonction indicatrice convexe de [−1, 1] définie par
I[−1,1] =
{
0 si |s| ≤ 1,
+∞ si |s| > 1,
d’où
f (s) = F′0(s) + ω, ω ∈ ∂ϑ[−1,1](s), (27)
où ∂ϑ[−1,1](s) désigne le sous-différentiel de la partie non régulière de F et ϑ[−1,1](s) :=
∫
Ω
I[−1,1](s)ds.
Pour plus de détails, voir [120, 121] ; voir également [18, 19].
2 Problématique
On s’intéresse à des modèles en biologie, en chimie, et en retouche d’images qui peuvent
s’écrire sous la forme suivante :
∂u
∂t
+ ∆2u − ∆ f (u) + g(x, u) = 0. (28)
2.1 Le cas g(x, u) = 0 :
L’équation (28) est l’équation de Cahn–Hilliard introduite dans le premier paragraphe. Cette
équation a été beaucoup étudiée, en particulier, l’existence et l’unicité de la solution, l’existence
d’un attracteur global de dimension fractale finie, et la convergence vers un état d’équilibre.
Quelques travaux traitent le problème avec différents types de conditions aux limites et diffé-
rents types de nonlinéarités, telles que des conditions aux limites de type Neumann et un poten-
tiel régulier (voir [137] et [114]), des conditions aux limites de type périodique et un potentiel
régulier (voir [137]), des conditions aux limites de type Neumann et un potentiel logarithmique
(voir [41, 107]), des conditions aux limites de type dynamique et un potentiel logarithmique
(voir [41, 76, 109]) et une nonlinéarité de type logarithmique (convergence vers un état d’équi-
libre) (voir [1]).
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2.2 Le cas g(x, u) = εu (ε > 0) :
Cette équation est connue comme l’équation de Oono (voir [143]) et a été introduite pour
modéliser les interactions longues (non locales). En fait, elle a aussi été introduite pour simpli-
fier les simulations numériques (voir [122]).
Les interactions courtes tendent à homogénéiser le système, tandis que les longues inter-
disent la formation de grandes structures ; la compétition entre ces deux effets se traduit par
la formation d’un état micro-séparé (appelé aussi "super-cristal") avec un paramètre d’ordre
modulé spatialement, définissant des structures de taille uniforme.
Par ailleurs, cette équation est un cas particulier du modèle de Cahn–Hilliard non-local
(voir [70], [74], et [75]). En effet, le modèle de Cahn–Hilliard non-local est obtenu à partir de
l’énergie totale suivante :
E(u) =
∫
Ω
[1
2
|∇u|2 + F(u)
]
dx +
∫
Ω
∫
Ω
G(x, y)(u(x) − m)(u(y) − m)dxdy,
où m ∈  etG est la fonction de Green de l’opérateur "moins Laplacien" (−∆) avec la condition
de flux nul, c’est-à-dire,
−∆G(x, y) = δ(x − y), dans Ω.
En particulier, l’énergie totale du modèle de Oono (énergie de Cahn–Hilliard–Oono) est donnée
par l’énergie suivante :
E(u) =
∫
Ω
[1
2
|∇u|2 + F(u)
]
dx + 4πε
∫
Ω
u(y)u(x)
|y − x| dy, ε > 0.
Dans ce cas, si u(y) et u(x) sont de signes opposés, les interactions longues sont répulsives, et la
formation d’interfaces est favorisée (voir, par exemple, [143]).
Cette équation est associée aux conditions aux limites de type Neumann. L’existence, l’uni-
cité et la régularité de la solution de cette équation ainsi que l’existence d’un attracteur global
de dimension fractale finie, avec un potentiel régulier de type polynomial ont été étudiées dans
[103]. Récemment, les auteurs dans [49] ont démontré l’existence globale de la version non-
locale de cette équation. Finalement, les auteurs dans [102] ont montré l’existence, l’unicité
et les propriétés de séparation de cette équation non-locale avec un potentiel singulier de type
logarithmique.
2.3 Le cas g(x, u) = λ0χΩ\D(x)(u − h) (λ0 > 0) :
Cette équation a été proposée par Bertozzi, Esedoglu et Gillette dans [16, 17] pour la re-
touche d’images binaires (voir l’annexe A). La fonction h(x) représente l’image originale don-
née et D un domaine régulier dansΩ (D ⋐ Ω) qui représente le domaine à retoucher. L’équation
a été proposée dans [16] avec les conditions aux limites de type Neumann. Les auteurs dans
[16] ont étudié l’existence, l’unicité et la régularité de la solution de cette équation. De plus, ils
ont démontré que pour λ0 et t très grand (λ0 → ∞), les vecteurs isophotes (∇⊥) de u et h sont
très proches (et de même direction) sur le bord du domaine à retoucher ∂D (ce dernier résultat
est démontré sous les hypothèses h ∈ C2(Ω) et ∂Ω ∈ C2,α), c’est à dire, pour λ0 → ∞, la solution
de l’équation stationnaire de (28) converge vers la solution de l’équation suivante :
∆
(
ε∆u − 1
ε
f (u)
)
= 0, dans D,
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u = h, sur ∂D,
∇u = ∇h, sur ∂D.
En outre, l’étude de l’équation stationnaire de (28) a été faite dans [25]. Les auteurs dans [16]
et [17] ont introduit un schéma numérique pour ce modèle basé sur la décomposition convexe
de l’énergie (voir [60], [61]). Ce schéma s’effectue en deux étapes par rapport à l’épaisseur de
l’interface diffuse ε. Tout d’abord, les arêtes se connectent avec une large valeur de ε et ensuite,
en remplaçant ε par une valeur très petite, on obtient le résultat final de la retouche. L’analyse
numérique de ce schéma a été fait dans [131]. En particulier, le schéma est inconditionnellement
stable pour tout pas de temps (sous des conditions sur les constantes ajoutées à l’énergie afin
de garder l’énergie comme somme de deux parties telles qu’une partie est convexe et l’autre est
concave) et on a la convergence de l’énergie pour ce schéma. Finalement, l’existence globale
de ce modèle avec des conditions aux limites de type Dirichlet et un potentiel logarithmique est
démontré dans [105].
2.4 Le cas g(x, u) = αu(u − 1) (α > 0) :
Cette équation a été proposée dans [88] pour des applications en biologie ; plus précisément,
le modèle décrit la cicatrisation de plaies ou la croissance tumorale. Dans ce cas α est la vitesse
de prolifération et g est appelé terme de prolifération.
Les auteurs dans [42] ont étudié la convergence de la solution de cette équation quand t tend
vers l’infini. En outre, ils ont démontré que soit la solution explose en temps fini, soit elle existe
globalement en temps.
2.5 Le cas g(x, u) = g(u) :
Cette équation est appliquée en particulier en biologie. Dans le cas où g est régulier de classe
C1 dans un domaine régulier Ω, ce problème avec des conditions aux limites de type Dirichlet a
été étudié dans [104], notamment, l’existence, l’unicité et la régularité de la solution ainsi que le
comportement asymptotique en termes d’existence de l’attracteur global de dimension fractale
finie.
3 Contributions
Les résultats principaux présentés dans cette thèse sont basés sur les articles [38], [39], [40],
[63] et [64]. Dans les articles [38], [39] et [40], on étudie des modèles appliqués à la retouche
d’images tandis que dans les articles [63] et [64], on étudie des modèles appliqués à la biologie
et à la chimie.
3.1 Première partie : la retouche d’images
1. Tout d’abord, on considère le modèle défini sur un domaine borné Ω ⊂ RN , N ≤ 3,
suivant :
∂u
∂t
+ ε∆2u − 1
ε
∆ f (u) + λ0χΩ\D(x)(u − h) = 0, (29)
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où D ⋐ Ω représente le domaine à retoucher, ε, λ0 > 0 sont des constantes et h(x) est
l’image endommagée. Le terme λ0χΩ\D(x)(u−h) est appelé terme de fidélité qui est ajouté
au modèle afin de garantir que la solution calculée u reste très proche de l’image originale
h hors du domaine à retoucher (dans Ω\D). On rappelle que le modèle (29) est proposé
par Bertozzi, Esedoglu et Gillette dans [16] et [17].
On associe l’équation (29) à des conditions aux limites de type Neumann de la forme
∂u
∂ν
=
∂∆u
∂ν
= 0, sur Γ.
La nonlinéarité f est la fonction cubique
f (s) = s3 − s,
mais, les résultats obtenus restent valables pour toute nonlinéarité polynomiale de dégré
impair
f (s) =
2p+1∑
i=1
ais
i, a2p+1 > 0, p ≥ 1.
On suppose que h ∈ L2(Ω).
La difficulté principale dans ce travail est qu’il n’y a pas la conservation de la masse, (c’est
à dire de la moyenne spatiale du paramètre d’ordre), comme c’est le cas dans l’équation
originale de Cahn–Hilliard. Afin de remédier à cela, on démontre que la moyenne spatiale
de u est dissipative.
On complète les résultats de [16] en montrant que la solution de l’équation (29) est en fait
maintenant globale en temps (c’est à dire, on a l’existence de la solution à t = +∞) pour
tout λ0 < +∞. On note que pour λ0 = +∞, on a u = h dans Ω\D et l’équation (29) sur
D sera identique à l’équation de Cahn–Hilliard avec des conditions aux limites de type
Dirichlet (voir [16]).
De plus, on démontre l’existence d’un attracteur global de dimension finie, c’est à dire,
l’existence d’ensembles invariants et compacts qui caractérisent la dynamique globale
du problème. Plus précisément, ces ensembles fournissent des informations sur toutes
les dynamiques possibles du problème et sont supposées avoir une géométrie complexe ;
en particulier, ils contiennent tous les états stationnaires et les orbites hétéroclines. Par
ailleurs, la dimension finie signifie, en gros, que même si l’espace de phase initial est
de dimension infinie, la dynamique réduite peut être caractérisée par un nombre fini de
paramètres.
Finalement, on donne des simulations numériques qui montrent que, dans certaines situa-
tions, un schéma à un pas avec seuil par rapport à l’épaisseur de l’interface diffuse ε nous
permet de connecter des régions à travers de relativement grands domaines à retoucher.
L’idée consiste à choisir une valeur intermédiaire de ε qui est suffisante pour obtenir de
bons résultats après le seuillage. Ces simulations sont programmées avec le logiciel Free-
Fem++ [67, 84]. Elles confirment celles déjà effectuées dans [16] et [17] sur l’efficacité
du modèle.
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2. Ensuite, on considère la même équation
∂u
∂t
+ ε∆2u − 1
ε
∆ f (u) + λ0χΩ\D(x)(u − h) = 0, ε > 0, λ0 > 0, (30)
mais avec une nonlinéarité logarithmique. On note que l’équation originale de Cahn–
Hilliard a été proposée avec des termes non linéaire logarithmiques dérivant d’un modèle
de champ moyen ; les potentiels non linéaires réguliers sont des approximations de ces
termes non linéaires logarithmiques.
On suppose que h ∈ L2(Ω) et ∫
Ω\D
hdx = 0.
De plus, on suppose que
f (s) = −λ1s +
λ2
2
ln
1 + s
1 − s , s ∈ (−1, 1).
L’équation de Bertozzi–Esedoglu–Gillette–Cahn–Hilliard (30), avec une nonlinéarité lo-
garithmique et des conditions aux limites de type Neumann, semble être bien plus com-
pliquée, du point de vue mathématique, que l’équation de Cahn–Hilliard classique. Nous
avons seulement pu démontrer l’existence locale (en temps) de solutions pour une condi-
tion initiale u0 dans H1(Ω).
Notons que la difficulté pour montrer l’existence globale du problème est dans le passage
à la limite du terme non linéaire fN(uN) pour un problème approché. En effet, du fait de
la non conservation de la masse, on a besoin d’une estimation sur ∥ fN(uN) − ⟨ fN(uN)⟩∥
et d’une estimation sur |⟨ fN(uN)⟩| (pour obtenir une estimation sur ∥ fN(uN)∥), tandis que
dans ce travail, malheureusement, on ne sait pas démontrer l’estimation sur |⟨ fN(uN)⟩|
pour tous temps.
En fait, en ce qui concerne les temps des calculs, on obtient de meilleurs résultats en
utilisant le terme non linéaire logarithmique plutôt que polynomial. On donne aussi des
simulations numériques qui confirment que l’algorithme à un pas avec seuil proposé dans
le premier chapitre est efficace. On donne également un exemple pour lequel l’algorithme
à un pas donne des résultats qualitativement meilleurs, quand on considère une nonlinéa-
rité logarithmique.
3. Sachant que les articles [16, 17, 20, 38, 39] traitent seulement de la retouche d’images
binaires (c’est à dire, noir et blanc ; voir cependant [25] pour la retouche d’images en
niveaux de gris), il est naturel et important de traiter aussi la retouche d’images en couleur.
L’idée est d’étendre l’approche de [16] à des systèmes de Cahn–Hilliard à n composants,
chaque phase correspondant à une couleur donnée. Les systèmes de Cahn–Hilliard ont
été proposés et étudiés dans, par exemple, [46], [57], [62], [72] et [97]. L’idée principale
dans ce travail est de proposer un modèle pour la retouche en couleur, basé sur le terme
de fidélité proposé dans [16].
Finalement, on considère le modèle suivant :
∂ci
∂t
= ∆µi + λ0χΩ\D(x)(hi − ci), i = 1, ..., n, (31)
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µi =
∂F(c)
∂ci
− ε2∆ci −
1
n
n∑
i=1
∂F
∂ci
, i = 1, ..., n, (32)
où D ⋐ Ω est le domaine à retoucher, h = (h1, ..., hn) ∈ (L2(Ω)n, n est le nombre de
couleurs dans l’image h et F(s) = 1
n
c2(1 − c)2.
Le problème (31)–(32) est associé à des conditions aux limites de type Neumann
∂ci
∂ν
=
∂∆ci
∂ν
= 0, sur Γ, i = 1, ..., n.
On suppose qu’une solution c = (c1, ..., cn) de (31)–(32) doit satisfaire
n∑
i=1
ci = 1 en tous
points x de Ω. Par ailleurs, on suppose que h = (h1, ..., hn) satisfait cette contrainte, c’est-
à-dire,
n∑
i=1
hi = 1.
On définit alors l’hyperplan suivant :
S := {c ∈ n tel que
n∑
i=1
ci = 1}
et son espace tangent
TS := {ϕ = (ϕi) ∈ n tel que
n∑
i=1
ϕi = 0}.
Le terme − 1
n
n∑
i=1
∂F
∂ci
est le multiplicateur de Lagrange qui est ajouté au problème afin de
garantir la contrainte c ∈ S .
En ce qui concerne le traitement mathématique du problème, on rencontre deux difficul-
tés essentielles. La première déjà rencontrée dans le modèle binaire dans [38], est que,
du fait de la présence du terme de fidélité, on n’a plus la conservation de la masse. Cette
difficulté est surmontée en montrant la dissipativité du paramètre d’ordre c = (c1, ..., cn) ;
en particulier, une étape clé est d’obtenir une telle estimation sur la moyenne spatiale du
paramètre d’ordre. On note que cette estimation est une estimation cruciale, déjà pour
obtenir l’existence de la solution. La seconde est que le paramètre d’ordre doit être dans
S . Par conséquent, on doit faire attention aux choix des espaces fonctionnels et à la for-
mulation faible du problème.
En particulier, on démontre que, pour toute condition initiale c0 ∈ (L2(Ω))n ∩ S , il existe
une solution unique du problème (31)–(32) telle que c ∈ L∞([0,T ], (L2(Ω))n ∩ S ) ∩
L2([0,T ], (H2(Ω)) ∩ S )n ∩ L4([0,T ], (L4(Ω))n ∩ S ) (on utilise dans la démonstration de
l’existence de solutions un schéma de Galerkin). Ensuite, on démontre l’existence d’un
attracteur global qui est compact dans (L2(Ω))n ∩ S et borné dans (H2(Ω))n ∩ S . Finale-
ment, on démontre l’existence d’un attracteur exponentiel, si bien que l’attracteur global
est maintenant de dimension fractale finie.
Par ailleurs, on démontre la consistance algébrique du modèle avec le modèle à deux
phases. Bien sûr, le modèle devrait être aussi consistant avec le modèle à k phases, k < n,
mais on n’a pas pu démontrer cette propriété générale ici.
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Finalement, on présente des simulations numériques confirmant que l’algorithme à un
pas avec seuil est efficace, également dans le contexte de la retouche en couleur. Ici,
la méthode de seuil consiste à remplacer maxi=1,...,n ci par 1 et c j , maxi=1,...,n ci par 0
pour tout j et à chaque point (x, y) ∈ Ω ; cela signifie qu’on remplace la phase (couleur)
dominante par 1 à chaque point de Ω et les autres phases (couleurs) par 0 pour obtenir le
résultat final.
3.2 Deuxième partie : applications à la biologie et à la chimie
1. Tout d’abord, on considère le modèle suivant :
∂u
∂t
+ ∆2u − ∆ f (u) + g(u) = 0, (33)
où g est le terme de prolifération.
– Dans un premier temps, on prend
g(s) = αs2 + βs + γ, α > 0, β, γ ∈ .
En particulier, pour Ω bidimensionnel, β = −α, γ = 0 et pout α > 0, on obtient le
modèle proposé dans [88] qui modélise par exemple, l’agrégation de cellules tumorales
malignes du cerveau (voir [42]) ; dans ce cas, α représente la vitesse de prolifération.
Ensuite, pour α = 1 et β = −γ = P, le modèle proposé dans [141] modélise en deux
dimensions, par exemple, des phénomènes liés à des interactions liquide-gaz ; dans ce
cas, P est une constante qui représente la pression réduite de la phase gaz.
De plus, on prend
f (s) = s3 − s, ∀s ∈ .
Cependant, les résultats théoriques obtenus restent vrais pour tout f de la forme
f (s) =
2p+1∑
i=1
ais
i, a2p+1 > 0, p ≥ 1.
Soit Θ = β2 − 4αγ le discriminant de g.
On associe le problème (33) à des conditions aux limites de type Neumann
∂u
∂ν
=
∂∆u
∂ν
= 0 sur Γ.
On note que les conditions aux limites de type Neumann sont cruciales ici ; on a l’exis-
tence globale en temps des solutions du même problème avec les conditions Dirichlet
aux limites (voir, par exemple, [104] et voir aussi l’annexe C).
On démontre que la moyenne spatiale du paramètre d’ordre peut exploser en temps fini
en général. Par ailleurs, quand la moyenne spatiale du paramètre d’ordre est bornée, la
solution existe globalement en temps et elle est dissipative.
Ensuite, on démontre entre autres, que, pour Θ > 0, si u est une solution telle que
u(t) ∈ [−β−
√
Θ
2α ,
−β+
√
Θ
2α ] ou u(t) ∈ [−β+
√
Θ
2α , a], ∀t ≥ 0, où a > −β+
√
Θ
2α est arbitraire, alors la
solution converge vers −β+
√
Θ
2α quand t tend vers l’infini.
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D’autre part, on démontre que, si Θ > 0, et ⟨u(T )⟩ < −β−
√
Θ
2α , pour un certain T ≥ 0 (et,
en particulier, si ⟨u0⟩ < −β−
√
Θ
2α , où u0 = u(0) est la condition initiale à t = 0), alors la
solution du problème (33) explose en temps fini. Par ailleurs, le temps d’existence T+
satisfait
T+ ≤ T + 1
2αz1
ln
(z(T ) − z1
z(T ) + z1
)
,
où z1 =
√
Θ
2α et z(T ) = ⟨u(T )⟩ + β2α .
On obtient également un résultat similaire dans le cas Θ = 0.
Finalement, on donne des simulations numériques qui confirment ces résultats. Elles
montrent en particulier que même si la condition initiale est dans l’intervalle physique
pertinent [−β−
√
Θ
2α ,
−β+
√
Θ
2α ], on peut trouver des solutions qui explosent en temps fini. Ces
simulations sont effectuées avec FreeFem++.
– Dans un second temps, on prend
g(s) = αs − βsq(s − 1)q, q > 1, α, β ∈ , ∀s ∈ .
En particulier, pour q = 2, le modèle décrit la croissance tumorale incontrôlée de cel-
lules anormales, ce qui se traduit souvent par un cancer (voir [5]) ; dans ce cas, α et
β sont deux constantes qui représentent le coefficient de mort et de la croissance, res-
pectivement. On note que les paramètres α et β peuvent aussi dépendre de la variable
spatiale et du temps.
De plus, on prend
f (s) =
2p+1∑
i=1
ais
i, a2p+1 > 0, p ≥ 1.
On associe toujours le problème (33) à des conditions aux limites de type Neumann
∂u
∂ν
=
∂∆u
∂ν
= 0 sur Γ.
On démontre que, si p = 2q−1 alors la solution ayant une moyenne nulle est dissipative
dans L2(Ω). De plus, si ⟨u⟩ est dissipative alors la solution est dissipative dans L2(Ω).
Par ailleurs, si α = 0, q pair et u(t) ∈ [0, 1], ∀t ≥ 0 alors, pour β > 0, la solution u tend
vers 1 quand t tend vers l’infini et, pour β < 0, la solution u tend vers 0 quand t tend
vers l’infini.
Ensuite, si α = 0, q impair et u(t) ∈ [0, 1], ∀t ≥ 0 alors, pour β > 0, la solution u tend
vers 0 quand t tend vers l’infini et, pour β < 0, la solution u tend vers 1 quand t tend
vers l’infini.
On suppose maintenant que q = 2 et α = 2β. Si β > 0 et u(t) > 2, ∀t ≥ 0, alors la
solution u explose en temps fini. En outre, le temps d’existence T+ satisfait
T+ ≤ T + 1
2β
ln
( y(T )
y(T ) − 2
)
,
où y(T ) = ⟨u(T )⟩.
15
Introduction générale
De même, on suppose maintenant que q = 2 et α = 2β. Si β < 0 et u(t) < 0, ∀t ≥ 0,
alors la solution u explose en temps fini. En outre, le temps d’existence T+ satisfait
T+ ≤ T + 1
2β
ln
( y(T )
y(T ) − 2
)
.
Puis, on démontre que, pour q = 2 et α = 2β, si β > 0 et u(t) ≤ 2, ∀t ≥ 0, ou bien β < 0
et u(t) ≥ 0, ∀t ≥ 0, alors la solution u tend vers 0 quand t tend vers l’infini.
Finalement, on donne des simulations numériques qui confirment ces résultats.
2. Ensuite, on considère le modèle suivant :
∂u
∂t
+ ∆2u − ∆ f (u) + g(x, u) = 0, (34)
où g est un terme de source. L’équation (34) peut être utilisée comme un modèle pour la
croissance cancéreuse et d’autres entités biologiques.
Typiquement, g peut être une fonction linéaire, g(x, s) = αs, α > 0 ; dans ce cas (34) est
l’équation de Cahn–Hilliard–Oono (pour plus de détails, voir le paragraphe précédent).
Une seconde possibilité est la fonction quadratique g(x, s) = αs(s − 1), α > 0 ; ici (34) a
des applications en biologie et plus précisément, elle modélise la cicatrisation de plaies et
la croissance tumorale (pour plus de détails, voir le paragraphe précédent). Une troisième
possibilité, avec des applications en biologie et plus précisément à la croissance tumorale
[5], est la fonction g(x, s) = α2 (s + 1) − β(1 − s)2(1 + s)2 + s(x, t), où α et β sont les coeffi-
cient de mort et de croissance, respectivement. Une quatrième possibilité est la fonction
g(x, u) = χΩ\D(x)u (où D ⋐ Ω). Dans ce cas, l’équation (34) est appliquée à la retouche
d’images.
– Dans un premier temps, on associe l’équation (34) avec des conditions aux limites de
type Dirichlet
u = ∆u = 0 sur Γ.
On démontre que, si la condition initiale u0 ∈ H2(Ω)∩H10(Ω), alors il existe une solution
unique u telle que u ∈ H2(Ω) ∩ H10(Ω). Par ailleurs, on démontre que la solution est
dissipative dans H2(Ω).
Ensuite, on démontre l’existence d’un attracteur exponentiel pour la topologie de H−1.
Par conséquent, on a l’existence d’un attracteur global de dimension finie. En outre, on
démontre l’existence d’un autre attracteur exponentiel plus régulier pour la topologie
de H2.
– Dans un second temps, on associe l’équation (34) avec des conditions aux limites de
type Neumann
∂u
∂ν
=
∂∆u
∂ν
= 0 sur Γ.
On note que, dans le cas où g est un polynôme de degré pair, le problème avec les condi-
tions aux limites de type Neumann peut ne pas avoir l’existence globale de solutions
(voir [42, 64]).
On prend g de la forme
g(s) =
2q−1∑
j=0
b js
j, b2q−1 > 0, q ≥ 1.
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Par ailleurs, la nonlinéarité est donnée par
f (s) =
2p−1∑
i=0
cis
i, c2p−1 > 0.
On démontre que, si la condition initiale u0 ∈ H2(Ω), alors il existe une solution unique
u telle que u(t) ∈ H2(Ω), ∀t ≥ 0. Par ailleurs, on démontre que la solution est dissipa-
tive dans H2(Ω).
Ensuite, on démontre l’existence d’un attracteur exponentiel pour la topologie de H−1.
Par conséquent, on a l’existence d’un attracteur global de dimension finie.
On note aussi que les résultats obtenus dans ce cas demeurent dans le cas où le terme
de source g est donné par
g(x, s) = h(x)L(u), h ∈ L∞(Ω), L(s) =
2q−1∑
j=0
b js
j,
sachant que p = 2q − 1 et
⟨g(x, u)⟩⟨u⟩ ≥ ξ⟨u2q−1⟩⟨u⟩ + c⟨u⟩, ξ > 0.
Finalement, on donne des simulations numériques qui confirment la dissipativité de la
solution du modèle associé à des conditions aux limites de type Dirichlet et avec un terme
source de degré pair. Cependant, avec le même terme source la solution du modèle associé
à des conditions aux limites de type Neumann explose en temps fini.
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1.1 Introduction
The Cahn–Hilliard equation,
∂u
∂t
+ ∆2u − ∆ f (u) = 0, (1.1)
is very important in materials science. This equation is a simple model for phase separation
processes of a binary alloy at a fixed temperature. We refer the reader to [26, 27] for more
details. The function f :  →  is of “bistable type” with three simple zeros and is the
derivative of a double-well potential F whose wells correspond to the phases of the material. A
typical model nonlinearity is given by
F(s) =
1
4
(s2 − 1)2,
i.e.
f (s) = s3 − s.
The function u(x, t) represents the concentration of one of the metallic components of the alloy.
It is interesting to note that the Cahn–Hilliard equation is also relevant in other phenomena
than phase separation. We can mention, for instance, population dynamics [45], bacterial films
[91], biology [108, 88, 104], thin films [123, 138], image processing [29], shape recovery in
computer vision [51], and even the rings of Saturn [139].
We are interested in this article in the following generalization of the Cahn–Hilliard equation
introduced in [16] in view of applications in image inpainting :
∂u
∂t
+ ε∆2u − 1
ε
∆ f (u) + λ01Ω\D(x)(u − h) = 0, ε, λ0 > 0, (1.2)
where h(x) is a given binary image, D ⊂⊂ Ω is the inpainting domain, and the last term on
the left-hand side is added to keep the solution constructed close to the given image h(x) in the
complement of the inpainting domain (Ω\D), where there is image information available. The
idea here is to solve the equation up to equilibrium to have an inpainted version u(x) of h(x).
Image inpainting involves filling in parts of an image or video using information from the
surrounding area. Its applications include restoration of old paintings by museum artists [58],
removing scratches from old photographs [24], altering scenes in photographs [89], and resto-
ration of motion pictures [93].
Well-posedness results for (1.2) have been obtained in [16] (see also [25] for the study of
the stationary problem).
Equation (1.1) is usually endowed with Neumann boundary conditions,
∂u
∂ν
=
∂∆u
∂ν
= 0 on ∂Ω.
In particular, this yields the conservation of mass, i.e. of the spatial average of the order para-
meter u,
⟨u(t)⟩ = ⟨u(0)⟩, ∀t ≥ 0,
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where
⟨.⟩ = 1|Ω|
∫
Ω
.dx.
Then assuming that |⟨u(0)⟩| is bounded, we can prove the existence of finite-dimensional
global attractors (see, e.g., [114] and [137]) , i.e., the existence of compact invariant sets which
characterize the global dynamics of the problem. More precisely, these sets provide information
on all the possible dynamics of the system and are expected to have a rich geometric struc-
ture ; they contain in particular all steady states and heteroclinic orbits. Furthermore, the finite-
dimensionality means, roughly speaking, that, even though the initial phase space is infinite-
dimensional, the reduced dynamics can be characterized by a finite number of parameters. We
refer the readers to, e.g., [52], [108] and [137] for discussions on this subject.
On the contrary, equation (1.2), which is also endowed with Neumann boundary conditions,
does not satisfy this conservation property. We prove instead that ⟨u⟩ is dissipative, which then
allows us to prove the existence of finite-dimensional attractors. As mentioned above, these sets
give information on the global dynamics of the system. To have more precise information on the
asymptotic behavior of the problem, it would be important to prove the convergence of single
trajectories to steady states, but this seems to be a particularly difficult problem here.
We also give numerical simulations which show that, in some situations, a dynamic one
step scheme with a threshold involving the diffuse interface thickness ε (we note that, in [16]
and [17], the authors first consider a large value of ε and then a smaller one in order to obtain
their numerical simulations) allows us to connect regions across large inpainting domains. More
precisely, the idea is to look for an intermediate value of ε which is sufficient to obtain good
results (the final inpainting result is obtained by considering a threshold ; see Section 1.7). This
one step algorithm is not always applicable (see Remark 1.7.1 below). In that case, we also need
the two steps algorithm involving the interface thickness ε in order to connect the edges. We
finally note that, while the simulations in [16] and [17] are programmed in MATLAB, we use
FreeFem++. These simulations confirm the ones performed in [16] and [17] on the efficiency
of the model.
1.2 Setting of the problem
Let Ω be an open bounded domain of n, n = 1, 2, or 3, with a smooth boundary Γ, and D
be an open bounded subset of Ω with a smooth boundary ∂D such that D ⊂⊂ Ω. The unknown
function is a scalar u = u(x, t), x ∈ Ω, t ∈ , and the equation reads (for simplicity, we set ε
equal to 1)
∂u
∂t
+ ∆2u − ∆ f (u) + λ01Ω\D(x)(u − h) = 0, (1.3)
where f is the cubic function
f (s) = s3 − s (1.4)
and h ∈ L2(Ω).
We denote by F the antiderivative of f vanishing at s = 0,
F(s) =
1
4
s4 − 1
2
s2. (1.5)
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The equation is associated with the Neumann boundary conditions
∂u
∂ν
=
∂∆u
∂ν
= 0 on Γ. (1.6)
We finally supplement the equation with the initial condition
u(x, 0) = u0(x), x ∈ Ω. (1.7)
We denote by ∥.∥ the L2−norm (with associated scalar product ((., .))) and set
V =
{
ϕ ∈ H2(Ω), ∂ϕ
∂ν
= 0 on Γ
}
. (1.8)
The space V in (1.8) makes sense by the trace theorem. Furthermore, V is a closed subspace of
H2(Ω) and is equipped with the norm induced by H2(Ω) denoted by ∥.∥2.
We denote by ⟨ϕ⟩ the average over Ω of a function ϕ in L1(Ω),
⟨ϕ⟩ = 1|Ω|
∫
Ω
ϕ(x)dx, (1.9)
and we write ϕ¯ = ϕ − ⟨ϕ⟩.
We set L˙2(Ω) = {ϕ ∈ L2(Ω), ⟨ϕ⟩ = 0}.
For ϕ given in L˙2(Ω), we denote by Ψ = N(ϕ) the solution to the poisson equation
−∆Ψ = ϕ
associated with the Neumann boundary condition
∂Ψ
∂ν
= 0 on Γ.
It is easily seen that {((N(ϕ), ϕ))}1/2 is a continuous norm on L˙2(Ω) ; we denote it by ∥ϕ∥−1.
Similarly, ((ϕ1, ϕ2))−1 = ((N(ϕ1), ϕ2)) = ((ϕ1,N(ϕ2))) is a (pre-Hilbertian) continuous scalar
product on L˙2(Ω).
We note that
v → (∥v − ⟨v⟩∥2−1 + ⟨v⟩2)
1
2 ,
v → (∥v − ⟨v⟩∥2 + ⟨v⟩2) 12 ,
v → (∥∇v∥2 + ⟨v⟩2) 12
and
v → (∥∆v∥2 + ⟨v⟩2) 12 ,
are norms in H−1(Ω), L2(Ω), H1(Ω) and H2(Ω), respectively, which are equivalent to the usual
ones.
We finally set H˙−1(Ω) = {ϕ ∈ H−1(Ω), ⟨ϕ, 1⟩H−1(Ω),H1(Ω) = 0}.
Throughout this article, the same letter c (and, sometimes, c′ and c′′) denotes constants
which may vary from line to line, or even in a same line. Similarly, the same letter Q denotes
monotone increasing functions which may vary from line to line, or even in a same line.
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1.3 A priori estimates
The weak formulation of the problem is obtained by multiplying (1.3) by a test function
v ∈ V , integrating over Ω, and using the Green formula and the boundary conditions. We find
d
dt
((u, v)) + ((∆u,∆v)) + (( f ′(u)∇u,∇v)) + λ0((1Ω\D(x)(u − h), v))
= 0, ∀v ∈ V.
(1.10)
Now, we replace v by 1 in (1.10) to have
d
dt
∫
Ω
u(x, t)dx = −λ0
∫
Ω
1Ω\D(x)(u(x, t) − h(x))dx, (1.11)
hence
d
dt
⟨u⟩ = − λ0|Ω|
∫
Ω
1Ω\D(x)(u(x, t) − h(x))dx. (1.12)
Owing to (1.12), we can rewrite (1.3) in the form
∂u¯
∂t
+ ∆2u − ∆ f (u) + λ01Ω\D(x)(u − h) −
λ0
|Ω|
∫
Ω
1Ω\D(x)(u − h)dx = 0. (1.13)
Recalling that u = u¯ + ⟨u⟩, we have
∂u¯
∂t
+ ∆2u¯ − ∆ f (u¯ + ⟨u⟩) + λ01Ω\D(x)(u − h) −
λ0
|Ω|
∫
Ω
1Ω\D(x)(u − h)dx = 0, (1.14)
which is equivalent to
∂
∂t
N(u¯) − ∆u¯ + f (u¯ + ⟨u⟩)−⟨ f (u¯ + ⟨u⟩)⟩ + N
(
λ01Ω\D(x)(u − h)
− λ0|Ω|
∫
Ω
1Ω\D(x)(u − h)dx
)
= 0.
(1.15)
We take the scalar product of this equation by u¯ in L2(Ω) and obtain
1
2
d
dt
∥u¯∥2−1 − ((∆u¯, u¯)) + (( f (u¯ + ⟨u⟩) − f (⟨u⟩), u¯))
+ ((λ01Ω\D(x)(u − h) −
λ0
|Ω|
∫
Ω
1Ω\D(x)(u − h)dx,N(u¯))) = 0.
(1.16)
We have
(( f (u¯ + ⟨u⟩)− f (⟨u⟩), u¯))
=
∫
Ω
(u¯4 + 3u¯3⟨u⟩ + 3u¯2⟨u⟩2)dx − ∥u¯∥2
≥
∫
Ω
(u¯4 + 3u¯2⟨u⟩2)dx − 3
∫
Ω
|u¯|3|⟨u⟩|dx − ∥u¯∥2
≥ c0
∫
Ω
(u¯4 + u¯2⟨u⟩2)dx − ∥u¯∥2, c0 > 0,
(1.17)
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owing to Young’s inequality (e.g., 3ab ≤ 78a2 + 187 b2, a, b ≥ 0 ; here, a = u¯2 and b = |u¯⟨u⟩|), and
|((λ01Ω\D(x)(u(x, t) − h(x)),N(u¯)))| ≤ c∥u − h∥∥u¯∥
≤ c(∥u¯∥2 + |⟨u⟩|∥u¯∥) + c′∥h∥2
≤ c0
4
∫
Ω
(u¯4 + u¯2⟨u⟩2)dx + c(∥h∥2 + 1).
(1.18)
It follows from (1.16), (1.17) and (1.18) that
1
2
d
dt
∥u¯∥2−1 + ∥∇u¯∥2 + c0
∫
Ω
(u¯4 + u¯2⟨u⟩2)dx ≤c0
4
∫
Ω
(u¯4 + u¯2⟨u⟩2)dx
+ ∥u¯∥2 + c(∥h∥2 + 1),
hence
d
dt
∥u¯∥2−1 + ∥∇u¯∥2 + c0
∫
Ω
(u¯4 + u¯2⟨u⟩2)dx ≤ c. (1.19)
It thus follows from (1.19) that
1
2
d
dt
∥u¯∥2−1 + c∥u¯∥2−1 ≤ c′, c > 0. (1.20)
By Gronwall’s lemma, we find
∥u¯(t)∥2−1 ≤ e−ct∥u¯0∥2−1 + c′, c > 0, t ≥ 0. (1.21)
Let B be a bounded subset of H˙−1(Ω) and t0 be such that u¯0 ∈ B and t ≥ t0 implies u¯(t) ∈ B0,
where B0 = {ϕ ∈ H˙−1(Ω), ∥ϕ∥2−1 ≤ 2c′}, c′ being the constant in (1.21). We then deduce from
(1.19) that, for t ≥ t0,∫ t+r
t
∥∇u¯∥2ds ≤ c(r),
∫ t+r
t
ds
∫
Ω
(u¯4 + u¯2⟨u⟩2)dx ≤ c(r), (1.22)
for r > 0 fixed.
We then multiply (1.14) by u¯ and find, noting that
f ′ ≥ −c1, c1 > 0, (1.23)
the inequality
1
2
d
dt
∥u¯∥2 + ∥∆u¯∥2 + ((λ01Ω\D(x)(u − h) −
λ0
|Ω|
∫
Ω
1Ω\D(x)(u − h)dx, u¯))
≤ c1∥∇u¯∥2.
(1.24)
We have
|((λ01Ω\D(x)(u(x, t) − h(x))−
λ0
|Ω|
∫
Ω
1Ω\D(x)(u(x, t) − h(x))dx, u¯))|
= λ0|((1Ω\D(u − h), u¯))|
≤ c∥u − h∥∥u¯∥
≤ c(∥u¯∥2 + |⟨u⟩|∥u¯∥) + c′∥h∥2
≤ c
( ∫
Ω
(u¯4 + u¯2⟨u⟩2)dx + ∥h∥2 + 1
)
.
(1.25)
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Therefore, we obtain
d
dt
∥u¯∥2 + ∥∆u¯∥2 ≤ c∥∇u∥2 + c′
( ∫
Ω
(u¯4 + u¯2⟨u⟩2)dx + ∥h∥2 + 1
)
. (1.26)
We finally deduce from (1.22), (1.26) and the uniform Gronwall’s lemma that
∥u¯(t)∥2 ≤ c, t ≥ t0 + r, (1.27)
where the constant c is independent of u¯0 and t, hence, employing (1.27) and integrating (1.19)
and (1.26) between 0 and t0 + r,
∥u¯(t)∥2 ≤ Q(∥u¯0∥), t ≥ 0, (1.28)
for some monotone increasing function Q.
Now, setting u = ⟨u⟩ + u¯ in (1.11), we have
d
dt
⟨u⟩ + λ0|Ω|
∫
Ω\D
(⟨u⟩ + u¯ − h)dx = 0.
Therefore,
d
dt
⟨u⟩ + c⟨u⟩ = − λ0|Ω|
∫
Ω\D
(u¯ − h)dx,
where c = λ0 |Ω\D||Ω| , hence
d
dt
(ect⟨u⟩) = − λ0|Ω|e
ct
∫
Ω\D
(u¯ − h)dx
and
⟨u⟩ = e−ct⟨u0⟩ −
λ0
|Ω|e
−ct
∫ t
0
ecs
∫
Ω\D
(u¯ − h)dxds.
Thus,
|⟨u⟩| ≤ e−ct|⟨u0⟩| + c′e−ct
∫ t
0
ecs(∥u¯∥ + ∥h∥)ds, ∀t ≥ 0,
where c′ = λ0
|Ω| 12
. Here,
c′e−ct
∫ t
0
ecs∥h∥ds ≤ c′e−ct∥h∥ect
≤ c′∥h∥
≤ c′′.
Furthermore, for t ≥ t0 + r,
c′e−ct
∫ t
0
ecs∥u¯∥ds = c′e−ct
∫ t0+r
0
ecs∥u¯∥ds + c′e−ct
∫ t
t0+r
ecs∥u¯∥ds
≤ Q(∥u¯0∥)e−ctec(t0+r) + c′e−ct
∫ t
t0+r
ecs∥u¯∥ds
≤ Q(∥u¯0∥)e−ct + c′e−ct
∫ t
t0+r
ecs∥u¯∥ds
≤ Q(∥u¯0∥)e−ct + c′′e−ct(ect − ec(t0+r))
≤ Q(∥u¯0∥)e−ct + c′′,
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where we have used (1.28) (resp., (1.27)) to estimate the first (resp., the second) integral in the
right-hand side of the first equality. Finally, we obtain
|⟨u⟩| ≤ (Q(∥u¯0∥) + |⟨u0⟩|)e−ct + c′′, ∀t ≥ 0, (1.29)
where c and c′′ are two constants which are nonnegative and independent of t and u0.
1.4 Further a priori estimates
We multiply (1.3) by ∆2u and have
1
2
d
dt
∥∆u∥2 + ∥∆2u∥2 − ((∆ f (u),∆2u)) + ((λ01Ω\D(x)(u − h),∆2u)) = 0. (1.30)
Noting that
|((λ01Ω\D(x)(u − h),∆2u))| ≤ c∥u − h∥∥∆2u∥
≤ c′∥u − h∥2 + 1
4
∥∆2u∥2
≤ c′∥u∥2 + c′∥h∥2 + 1
4
∥∆2u∥2,
(1.31)
we find
1
2
d
dt
∥∆u∥2 + ∥∆2u∥2 ≤ ((∆ f (u),∆2u)) + c′∥u∥2 + c′∥h∥2 + 1
4
∥∆2u∥2, (1.32)
where
((∆ f (u),∆2u)) ≤ ∥∆ f (u)∥∥∆2u∥
≤ c∥∆ f (u)∥2 + 1
8
∥∆2u∥2.
(1.33)
We further have (see, e.g., [137])
∥∆ f (u)∥2 ≤ 1
8
∥∆2u∥2 + c′′,
hence, owing to (1.32) and (1.33),
d
dt
∥∆u∥2 + ∥∆2u∥2 ≤ c∥u∥2 + c′ ∀t ≥ 0. (1.34)
Noting that
d
dt
|⟨u⟩|2 ≤ 2|⟨u⟩|
∣∣∣∣∣ ddt ⟨u⟩
∣∣∣∣∣
≤ c|⟨u⟩|
∣∣∣∣∣
∫
Ω\D
(u − h)dx
∣∣∣∣∣
≤ c′(|⟨u⟩|2 + ∥u∥2 + 1),
owing to (1.12), we find
d
dt
(∥∆u∥2 + |⟨u⟩|2) + ∥∆2u∥2 ≤ c(∥u∥2 + |⟨u⟩|2) + c′ ∀t ≥ 0, (1.35)
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and, owing to (1.27) and (1.29), ∃t′0 such that, ∀t ≥ t′0, we have
|⟨u(t)⟩| ≤ c and ∥u¯(t)∥2 ≤ c, (1.36)
where the constant c is independent of u0 and t, hence
d
dt
(∥∆u∥2 + |⟨u⟩|2) + ∥∆2u∥2 ≤ c ∀t ≥ t′0. (1.37)
We note that, integrating (1.26) over (t, t + r), for 0 < r < 1 fixed and owing to (1.22), we
have, for t ≥ t′0, ∫ t+r
t
∥∆u∥2ds ≤ c(r).
Finally, using the uniform Gronwall’s lemma in (1.37), we deduce that
∥u(t)∥2
H2(Ω) ≤ c ∀t ≥ t′0 + r, (1.38)
where c is independent of u0 and t, for 0 < r < 1 fixed.
Multiplying (1.14) by ∂u¯
∂t
, we have, for t ≥ t′0 + 1,
∥∥∥∥∥∂u¯∂t
∥∥∥∥∥
2
+
1
2
d
dt
∥∆u∥2 ≤
∣∣∣∣∣
((
∆ f (u),
∂u¯
∂t
))∣∣∣∣∣ +
∣∣∣∣∣λ0
((
1Ω\D(x)(u − h),
∂u¯
∂t
))∣∣∣∣∣. (1.39)
Here, ∣∣∣∣∣λ0
((
1Ω\D(x)(u − h),
∂u¯
∂t
))∣∣∣∣∣ =
∣∣∣∣∣λ0
((
1Ω\D(x)(u − h),
∂u¯
∂t
))∣∣∣∣∣
≤ c∥u − h∥
∥∥∥∥∥∂u¯∂t
∥∥∥∥∥
≤ c(∥u∥2 + ∥h∥2) + 1
4
∥∥∥∥∥∂u¯∂t
∥∥∥∥∥
2
.
Furthermore, ∣∣∣∣∣
((
∆ f (u),
∂u¯
∂t
))∣∣∣∣∣ ≤ ∥∆ f (u)∥
∥∥∥∥∥∂u¯∂t
∥∥∥∥∥
≤ c∥∆ f (u)∥2 + 1
4
∥∥∥∥∥∂u¯∂t
∥∥∥∥∥
2
,
and, owing to (1.38), we note that (see, e.g., [132])
∥∆ f (u)∥2 ≤ c∥u∥2
H2(Ω).
Thus, owing to (1.38), (1.39) and by the above estimate, we have
d
dt
∥u∥2
H2(Ω) +
∥∥∥∥∥∂u¯∂t
∥∥∥∥∥
2
≤ c∥u∥2
H2(Ω) + c
′, ∀t ≥ t′0 + 1, (1.40)
and deduce that ∫ t+r
t
∥∥∥∥∥∂u¯∂t
∥∥∥∥∥
2
dτ ≤ c, ∀t ≥ t′0 + 1. (1.41)
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Differentiating (1.14) with respect to time, we rewrite the resulting equation as, setting θ =
∂u¯
∂t
,
∂θ
∂t
+ ∆2θ − ∆
(
f ′(u)
∂u
∂t
)
+ λ01Ω\D(x)
∂u
∂t
= 0. (1.42)
We multiply (1.42) by θ and have, for t ≥ t′0 + 1,
1
2
d
dt
∥θ∥2 + ∥∆θ∥2 ≤
∣∣∣∣∣
((
f ′(u)
∂u
∂t
,∆θ
))∣∣∣∣∣ +
∣∣∣∣∣λ0
((
1Ω\D(x)
∂u
∂t
, θ
))∣∣∣∣∣. (1.43)
Here, ∣∣∣∣∣λ0
((
1Ω\D(x)
∂u
∂t
, θ
))∣∣∣∣∣ =
∣∣∣∣∣λ0
((
1Ω\D(x)
∂u
∂t
, θ
))∣∣∣∣∣
≤ c
∥∥∥∥∥∂u∂t
∥∥∥∥∥∥θ∥
≤ c(∥θ∥ +
∣∣∣∣⟨∂u
∂t
⟩
∣∣∣∣)∥θ∥
≤ c(∥θ∥2 +
∣∣∣∣⟨∂u
∂t
⟩
∣∣∣∣2).
Furthermore, owing to (1.38) and the continuous embedding H2(Ω) ⊂ C(Ω¯),
∣∣∣∣∣
((
f ′(u)
∂u
∂t
,∆θ
))∣∣∣∣∣ ≤
∥∥∥∥ f ′(u)∂u
∂t
∥∥∥∥∥∆θ∥
≤ c
∥∥∥∥∂u
∂t
∥∥∥∥∥∆θ∥
≤ c(∥θ∥2 +
∣∣∣∣⟨∂u
∂t
⟩
∣∣∣∣2) + 14∥∆θ∥2,
which yields
d
dt
∥θ∥2 + ∥∆θ∥2 ≤ c(∥θ∥2 + |⟨∂u
∂t
⟩|2), ∀t ≥ t′0 + 1. (1.44)
Noting that, using (1.12) and owing to (1.38),
∣∣∣∣∣⟨∂u∂t ⟩
∣∣∣∣∣
2
=
∣∣∣∣∣ ddt ⟨u⟩
∣∣∣∣∣
2
≤ c∥u − h∥2
≤ c(∥u∥2 + ∥h∥2)
≤ c,
(1.45)
we have, owing to (1.44),
d
dt
∥θ∥2 + ∥∆θ∥2 ≤ c∥θ∥2 + c′. (1.46)
Thus, by (1.41), (1.46), and the uniform Gronwall’s lemma,
∥∥∥∥∥∂u¯∂t
∥∥∥∥∥
2
≤ c, ∀t ≥ t′0 + 1 + r, 0 < r < 1. (1.47)
32
1.4. Further a priori estimates
We now rewrite (1.3) in the form
∆2u = hu,
∂u
∂ν
=
∂∆u
∂ν
= 0 on Γ, (1.48)
where
hu = −
∂u
∂t
+ ∆ f (u) − λ01Ω\D(x)(u − h) (1.49)
satisfies, for t ≥ t′0 + 2,
∥hu∥ ≤ c. (1.50)
It then follows from (1.50) that
∥u∥2
H4(Ω) ≤ c, ∀t ≥ t′0 + 2. (1.51)
We note that, integrating (1.46) over (t, t + r), for 0 < r < 1 fixed, we have, for t ≥ t′0 + 2,∫ t+r
t
∥∆θ∥2ds ≤ c(r). (1.52)
Differentiating (1.3) with respect to time, we rewrite the resulting equation as, setting Ψ =
∂u
∂t
,
∂Ψ
∂t
+ ∆2Ψ − ∆( f ′(u)Ψ) + λ01Ω\D(x)Ψ = 0. (1.53)
We multiply (1.53) by ∆Ψ and have, for t ≥ t′0 + 2,
1
2
d
dt
∥∇Ψ∥2 + ∥∇∆Ψ∥2 ≤
∣∣∣∣∣((∆( f ′(u)Ψ),∆Ψ))
∣∣∣∣∣
+
∣∣∣∣∣λ0((1Ω\D(x)Ψ,∆Ψ))
∣∣∣∣∣.
(1.54)
Here, ∣∣∣∣∣λ0((1Ω\D(x)Ψ,∆Ψ))
∣∣∣∣∣ ≤ c∥Ψ∥∥∆Ψ∥
≤ c∥Ψ∥2 + 1
2
∥∆Ψ∥2.
Furthermore, ∣∣∣∣∣((∆( f ′(u)Ψ),∆Ψ))
∣∣∣∣∣ =
∣∣∣∣∣((∇( f ′(u)Ψ),∇∆Ψ))
∣∣∣∣∣
≤ ∥∇( f ′(u)Ψ)∥∥∇∆Ψ∥
≤ c∥∇( f ′(u)Ψ)∥2 + 1
2
∥∇∆Ψ∥2,
and, owing to (1.51),
∥∇( f ′(u)Ψ)∥2 = ∥ f ′′(u)Ψ∇u + f ′(u)∇Ψ∥2
≤ c∥Ψ∥2 + c′∥∇Ψ∥2,
which yields
d
dt
∥∇Ψ∥2 + ∥∇∆Ψ∥2 ≤ c(∥Ψ∥2 + ∥∇Ψ∥2) + ∥∆Ψ∥2 + c′′. (1.55)
Thus, by (1.45), (1.52), (1.55) and the uniform Gronwall’s lemma,∥∥∥∥∇∂u
∂t
∥∥∥∥2 ≤ c, ∀t ≥ t′0 + 2 + r, 0 < r < 1. (1.56)
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1.5 Existence of the global attractor
We first have the
Proposition 1.5.1. For every u0 ∈ L2(Ω) and every T > 0, the initial-boundary value problem
(1.10) has a unique solution u which belongs to C([0,T ], L2(Ω))∩ L2(0,T,V)∩ L4(0, T, L4(Ω)).
Proof. See [16], [137], and [114]. 
Proposition 1.5.2. We have the continuous (with respect to the H−1-norm) semigroup S (t) de-
fined as
S (t) : L2(Ω) → L2(Ω), u0 → u(t), t ≥ 0.
Proof. Let u1 and u2 be two solutions to (1.3)–(1.6) with initial data u0,1 and u0,2, respectively.
We set u = u1 − u2 and u0 = u0,1 − u0,2 and have
∂u
∂t
+ ∆2u − ∆( f (u1) − f (u2)) + λ01Ω\D(x)u = 0, (1.57)
∂u
∂ν
=
∂∆u
∂ν
= 0 on Γ, (1.58)
u|t=0 = u0. (1.59)
Integrating (1.57) over Ω, we have
d
dt
⟨u⟩ = −λ0
∫
Ω\D
udx,
which yields
∂u¯
∂t
+ ∆2u − ∆( f (u1) − f (u2)) + λ01Ω\D(x)u = 0. (1.60)
Thus,
∂
∂t
N(u¯) − ∆u + f (u1) − f (u2) − ⟨ f (u1) − f (u2)⟩
+ λ0N(1Ω\D(x)u) = 0.
(1.61)
We multiply (1.61) by u¯ and have
1
2
d
dt
∥u¯∥2−1 + ∥∇u∥2 + (( f (u1) − f (u2), u)) − (( f (u1) − f (u2), ⟨u⟩))
+ λ0((N(1Ω\D(x)u), u¯)) = 0.
Here,
|λ0((N(1Ω\D(x)u), u¯))| = λ0|(1Ω\D(x)u,N(u¯)))|
≤ c∥u∥∥u¯∥
≤ c(∥u¯∥2 + |⟨u⟩|∥u¯∥)
≤ c∥u¯∥2 + c′|⟨u⟩|2.
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Furthermore,
(( f (u1) − f (u2), u)) ≥ −c1∥u∥2
and
|(( f (u1) − f (u2), ⟨u⟩))| = |⟨u⟩
∫
Ω
u
∫ 1
0
f ′(u1 + s(u2 − u1))dsdx|
≤ c|⟨u⟩|
∫
Ω
(|u1|2 + |u2|2 + 1)|u|dx
≤ c|⟨u⟩|(∥u1∥2L4(Ω) + ∥u2∥2L4(Ω) + 1)∥u∥
≤ c(∥u1∥2L4(Ω) + ∥u2∥2L4(Ω) + 1)(|⟨u⟩|2 + ∥u¯∥2),
which yields
d
dt
∥u¯∥2−1 + ∥∇u∥2 ≤ c(∥u1∥4L4(Ω) + ∥u2∥4L4(Ω) + 1)(∥u¯∥2−1 + |⟨u⟩|2), (1.62)
owing to the interpolation inequality ∥u¯∥2 ≤ c∥u¯∥−1∥∇u∥. Noting then that
d
dt
|⟨u⟩|2 ≤ 2|⟨u⟩|
∣∣∣∣∣ ddt ⟨u⟩
∣∣∣∣∣
≤ c|⟨u⟩||
∫
Ω\D
udx|
≤ c|⟨u⟩|∥u∥
≤ c(|⟨u⟩|2 + ∥u¯∥2),
(1.63)
it follows that
d
dt
(∥u¯∥2−1 + |⟨u⟩|2) +
1
2
∥∇u∥2 ≤ c(∥u1∥4L4(Ω) + ∥u2∥4L4(Ω)
+1)(∥u¯∥2−1 + |⟨u⟩|2).
(1.64)
We deduce from (1.64), Proposition 3.5.1, and Gronwall’s lemma that
∥u1(t) − u2(t)∥H−1(Ω) ≤ Q(T, ∥u0,1∥, ∥u0,2∥)∥u0,1 − u0,2∥H−1(Ω)
0 ≤ t ≤ T. (1.65)

It follows from (1.51) that S (t) possesses a bounded absorbing set B′0 which is compact in
L2(Ω) and bounded in H4(Ω). We thus deduce from standard results (see, e.g., [108, 137]) the
following theorem.
Theorem 1. The semigroup S (t) possesses the connected global attractor A such that A is
compact in L2(Ω) and bounded in H4(Ω).
Remark 1.5.3. It is easy to see that we can assume, without loss of generality, that B′0 is
positively invariant by S (t), i.e. S (t)B′0 ⊂ B′0, ∀t ≥ 0.
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1.6 Existence of exponential attractors
Let u1 and u2 be two solutions of (1.3)–(1.6) with initial data u0,1 and u0,2, respectively. We
again set u = u1 − u2 and u0 = u0,1 − u0,2 and have
∂u
∂t
+ ∆2u − ∆( f (u1) − f (u2)) + λ01Ω\D(x)u = 0, (1.66)
∂u
∂ν
=
∂∆u
∂ν
= 0 on Γ, (1.67)
u|t=0 = u0. (1.68)
Furthermore, it is sufficient here to take initial data belonging to the bounded absorbing set B′0
defined in the previous section.
We rewrite (1.66) as
∂
∂t
N(u¯) − ∆u + f (u1)− f (u2) − ⟨ f (u1) − f (u2)⟩
+ λ0N(1Ω\D(x)u) = 0.
(1.69)
Multiplying (1.69) by t ∂u¯
∂t
, we have
t
∥∥∥∥∥∂u¯∂t
∥∥∥∥∥
2
−1
+
t
2
d
dt
∥∇u∥2 + t
((
f (u1) − f (u2),
∂u¯
∂t
))
+ λ0t
((
N(1Ω\D(x)u),
∂u¯
∂t
))
= 0.
(1.70)
Here, ∣∣∣∣∣λ0
((
(N(1Ω\D(x)u),
∂u¯
∂t
))∣∣∣∣∣ =
∣∣∣∣∣λ0
((
1Ω\D(x)u,N(
∂u¯
∂t
)
))∣∣∣∣∣
≤ c∥u∥
∥∥∥∥∥∂u¯∂t
∥∥∥∥∥−1,
where the constant c depends only on B′0. Furthermore,∣∣∣∣∣
((
f (u1)− f (u2),
∂u¯
∂t
))∣∣∣∣∣ ≤ c∥∇( f (u1) − f (u2))∥
∥∥∥∥∥∂u¯∂t
∥∥∥∥∥−1
≤c
∥∥∥∥∇(
∫ 1
0
f ′(u1 + s(u2 − u1))dsu
)∥∥∥∥
∥∥∥∥∥∂u¯∂t
∥∥∥∥∥−1
≤c
∥∥∥∥
∫ 1
0
f ′(u1 + s(u2 − u1))ds∇u
∥∥∥∥
∥∥∥∥∥∂u¯∂t
∥∥∥∥∥−1
+ c
∥∥∥∥u
∫ 1
0
f ′′(u1 + s(u2 − u1))(∇u1 + s(∇u2 − ∇u1))ds
∥∥∥∥
∥∥∥∥∥∂u¯∂t
∥∥∥∥∥−1
≤c(∥∇u∥ + ∥u∇u1∥ + ∥u∇u2∥)
∥∥∥∥∥∂u¯∂t
∥∥∥∥∥−1
≤c∥u∥H1(Ω)
∥∥∥∥∥∂u¯∂t
∥∥∥∥∥−1,
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where the constant c depends only on B′0, which yields
t
d
dt
∥∇u∥2 + ct
∥∥∥∥∥∂u¯∂t
∥∥∥∥∥
2
−1
≤ c′t∥u∥2
H1(Ω), (1.71)
and, owing to (1.63), we find
d
dt
(t∥∇u∥2 + t|⟨u(t)⟩|2) + ct
∥∥∥∥∥∂u¯∂t
∥∥∥∥∥
2
−1
≤ c′t(∥u∥2
H1(Ω)
+|⟨u(t)⟩|2) + c′′(∥∇u∥2 + |⟨u(t)⟩|2),
hence
d
dt
(t∥u∥2
H1(Ω)) + ct
∥∥∥∥∥∂u¯∂t
∥∥∥∥∥
2
−1
≤ c′t∥u∥2
H1(Ω)
+ c′′∥u∥2
H1(Ω).
(1.72)
We note that, integrating (1.64) over (0, t), we have
∫ t
0
∥∇u∥2ds ≤ ceαt∥u0,1 − u0,2∥2H−1(Ω), (1.73)
where the constant α depends only on B′0, hence
∫ t
0
∥u∥2
H1(Ω)ds ≤ ceαt∥u0,1 − u0,2∥2H−1(Ω). (1.74)
By (1.72), (1.74), and Gronwall’s lemma, we obtain
∥u1 − u2∥2H1(Ω) ≤
c
t
eαt∥u0,1 − u0,2∥2H−1(Ω) ∀t > 0. (1.75)
Now multiplying (1.69) by ∂u¯
∂t
, we obtain, proceeding as above,
d
dt
(∥∇u∥2 + |⟨u⟩|2) +
∥∥∥∥∥∂u¯∂t
∥∥∥∥∥
2
−1
≤ c(∥∇u∥2 + |⟨u⟩|2), (1.76)
where the constant c depends only on B′0. Therefore, integrating (1.76) over (1, t) and owing to
(1.75) (for t = 1), we have
∫ t
1
∥∥∥∥∥∂u¯∂t
∥∥∥∥∥
2
H−1(Ω)
dτ ≤ ceαt∥u0,1 − u0,2∥2H−1(Ω), (1.77)
where the constant c depends only on B′0.
We note that, integrating (1.66) over (0, t), we easily obtain
∫ t
0
⟨∂u
∂t
⟩2dτ ≤ ceαt∥u0,1 − u0,2∥2H−1(Ω), (1.78)
where the constant c depends only on B′0.
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Differentiating (1.69) with respect to time, we find
∂
∂t
N(θ) − ∆θ + l(t)∂u
∂t
+ l′(t)u − ⟨ ∂
∂t
l(t)u⟩
+ λ0N
(
1Ω\D(x)
∂u
∂t
)
= 0,
(1.79)
where l(t) =
∫ 1
0
f ′(u1 + s(u2 − u1))ds and θ = ∂u¯∂t .
We multiply (1.79) by (t − 1)θ and have
t − 1
2
d
dt
∥θ∥2−1 + (t − 1)∥∇θ∥2 + (t − 1)((l(t)
∂u
∂t
, θ)) + (t − 1)((l′(t)u, θ))
+λ0(t − 1)((N
(
1Ω\D(x)
∂u
∂t
)
, θ)) = 0.
(1.80)
Here, ∣∣∣∣∣λ0((N
(
1Ω\D(x)
∂u
∂t
)
, θ))
∣∣∣∣∣∣ =
∣∣∣∣∣λ0((1Ω\D(x)∂u∂t ,N(θ)))
∣∣∣∣∣∣
≤ c
∥∥∥∥∂u
∂t
∥∥∥∥∥θ∥−1
≤ c
(
∥θ∥2 +
∣∣∣∣⟨∂u
∂t
⟩
∣∣∣∣2) + c′∥θ∥2−1
≤ c
(
∥θ∥2−1 +
∣∣∣∣⟨∂u
∂t
⟩
∣∣∣∣2) + c′∥∇θ∥2,
owing to the above estimates and a proper interpolation inequality. Furthermore, owing to
(1.51), ∥∥∥∥∥((l(t)∂u∂t , θ))
∥∥∥∥∥ ≤ c
∥∥∥∥∥∇
(
l(t)
∂u
∂t
)∥∥∥∥∥ ∥θ∥−1
≤ c(∥l∥L∞(Ω) + ∥∇l∥L4(Ω))
∥∥∥∥∂u
∂t
∥∥∥∥
H1(Ω)
∥θ∥−1
≤ c
(
∥∇θ∥ +
∣∣∣∣⟨∂u
∂t
⟩
∣∣∣∣)∥θ∥−1
and, owing to (1.47) and (1.56),
∥l′(t)u∥ = ∥
∫ 1
0
f ′′(u1 − s(u2 − u1))(
∂u1
∂t
+ s(
∂u2
∂t
− ∂u1
∂t
))dsu∥
≤ c(∥∂u1
∂t
∥L4(Ω) + ∥
∂u2
∂t
∥L4(Ω))∥u∥L4(Ω)
≤ c(∥∂u1
∂t
∥H1(Ω) + ∥
∂u2
∂t
∥H1(Ω))∥u∥H1(Ω)
≤ c∥u∥H1(Ω),
which yields
d
dt
((t − 1)(∥θ∥2−1 +
∣∣∣∣⟨∂u
∂t
⟩
∣∣∣∣2)) + (t − 1)∥θ∥2H1(Ω) ≤ c(t − 1)(∥θ∥2−1+∣∣∣∣⟨∂u
∂t
⟩
∣∣∣∣2) + ∥θ∥2−1 +
∣∣∣∣⟨∂u
∂t
⟩
∣∣∣∣2 + c′(t − 1)∥u∥2H1(Ω).
(1.81)
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We thus deduce from (1.74), (1.75), (1.77), (1.78), and Gronwall’s lemma that
∥θ(t)∥2
H−1(Ω) ≤
c
t − 1e
αt∥u0∥2H−1(Ω), ∀t > 1. (1.82)
We finally rewrite (1.69) in the form
−∆u = h˜u,
∂u
∂ν
= 0 on Γ, (1.83)
where
h˜u = −N
(∂u¯
∂t
)
− ( f (u1) − f (u2)) + ⟨ f (u1) − f (u2)⟩
− λ0N
(
1Ω\D(x)u
) (1.84)
satisfies
∥h˜u∥ ≤ c
(∥∥∥∥∂u¯
∂t
∥∥∥∥−1 + ∥u∥H1(Ω)
)
, (1.85)
where the constant c depends only on B′0. It then follows from (1.75), (1.82), (1.85), and stan-
dard elliptic regularity results that
∥u1(t) − u2(t)∥H2(Ω) ≤
c√
t − 1
ec
′t∥u0,1 − u0,2∥H−1(Ω), c, c′ ≥ 0, t > 1, (1.86)
where the constant c depends only on B′0.
Next, we derive a Hölder (both with respect to space and time) estimate.
Actually, owing to (1.65), it suffices to prove the Hölder continuity with respect to time. We
have
∥u(t1) − u(t2)∥H−1(Ω) =
∥∥∥∥∥
∫ t2
t1
∂u
∂t
dτ
∥∥∥∥∥
H−1(Ω)
≤
∣∣∣∣∣
∫ t2
t1
∥∥∥∥∥∂u∂t
∥∥∥∥∥
H−1(Ω)
dτ
∣∣∣∣∣
≤ |t1 − t2|
1
2
∣∣∣∣∣
∫ t2
t1
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
H−1(Ω)
dτ
∣∣∣∣∣
1
2
,
(1.87)
where u is solution of (1.3)–(1.6)–(1.7).
We note that, owing to (1.40),
∣∣∣∣∣
∫ t2
t1
∥∥∥∥∥∂u¯∂t
∥∥∥∥∥
2
H−1(Ω)
dτ
∣∣∣∣∣ ≤ c, (1.88)
where the constant c depends only on B′0 and T such that t1, t2 ∈ [0,T ], so that
∥u(t1) − u(t2)∥H−1(Ω) ≤ c|t1 − t2|
1
2 , (1.89)
where the constant c depends only on B′0 and T such that t1, t2 ∈ [0,T ].
We finally deduce from (1.65), (1.86), and (1.89) the following result (see, e.g., [53, 52]).
Theorem 2. The semigroup S (t) possesses an exponential attractorM ⊂ B′0, i.e.
(i) M is compact in H−1(Ω) ;
(ii) M is positively invariant, S (t)M ⊂M, ∀t ≥ 0 ;
(iii) M has finite fractal dimension in H−1(Ω) ;
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(iv) M attracts exponentially fast the bounded subsets of L2(Ω),
∀B ⊂ L2(Ω) bounded, distH−1(Ω)(S (t)B,M) ≤ Q(∥B∥L2(Ω))e−ct,
c > 0, t ≥ 0,
where the constant c is independent of B and distH−1(Ω) denotes the Hausdorff semidistance
between sets defined by
distH−1(Ω)(A, B) = sup
a∈A
inf
b∈B
∥a − b∥H−1(Ω).
Remark 1.6.1. Setting M˜ = S (1)M, we can prove that M˜ is an exponential attractor for S (t),
but now in the topology of L2(Ω) (see, e.g., [54]).
Since M (or M˜) is a compact attracting set, we deduce from Theorem 2 the following
corollary.
Corollary 1. The semigroup S (t) possesses the finite-dimensional global attractorA ⊂ B′0.
Remark 1.6.2. We can more generally consider a nonlinear term f of the form
f (s) =
2p+1∑
k=0
aks
k, a2p+1 > 0
(see [42]).
Remark 1.6.3. We studied the (global) dynamics of the system when λ0 is constant and ε = 1.
More generally, all constants here and in the previous sections depend on λ0 and ε and grow
as these quantities go to +∞ and 0, respectively. In particular, the dependence on λ0 is an
important issue in view of inpainting applications (see [16]) and a natural question is whether
one can have an upper bound on the dimension of the global attractor which is independent of
this quantity (here, as already mentioned, the upper bound that we obtain explodes as λ0 goes
to +∞). A natural (but involved, see, e.g., [137]) problem would be to find a lower bound on
this dimension (possibly, in terms of λ0). This will be investigated elsewhere.
1.7 Numerical simulations
As far as the numerical simulations are concerned, we rewrite the problem in the form
∂u
∂t
+ ∆µ + λ01Ω\D(x)(u − h) = 0 in Ω, (1.90)
µ = ε∆u − 1
ε
f (u) in Ω, (1.91)
∂u
∂ν
=
∂µ
∂ν
= 0 on Γ, (1.92)
u|t=0 = u0, (1.93)
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which has the advantage of splitting the fourth-order (in space) equation into a system of two
second-order ones (see [55] and [43]). Consequently, we use a P1-finite element for the space
discretization, together with a semi-implicit Euler time disretization (i.e. implicit for the linear
terms and explicit for the nonlinear ones). The numerical simulations are performed with the
software Freefem++ [67].
In the numerical results presented below, Ω is a (0, 0.5) × (0, 0.5)-square. The triangulation
is obtained by dividing Ω into 120 × 120 rectangles and by dividing every rectangle along the
same diagonal.
1.7.1 Inpainting of a triangle
(a)
(b) (c)
Figure 1.1 – (a) Inpainting region in gray, random initial datum between 0 and 1 in inpainting
region, ε = 0.03, f (s) = s3 − s. (b) Solution at t = 1. (c) Replacing the values larger than 12 by
1 and those smaller than 12 by 0.
The gray region in Figure 1.1(a) denotes the inpainting region. We run the modified Cahn-
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Hilliard equation with f (s) = s3 − s, ε = 0.03 and, at t = 1, we come close to a steady state,
shown in Figure 1.1(b). We finally replace all the values larger than 12 by 1 and all those smaller
than 12 by 0 to obtain the final inpainting result in Figure 1.1(c). The parameters are ∆t = 0.05,
λ0 = 900000.
1.7.2 Inpainting of four 3/4 circles
In Figure 1.2(a), the gray region denotes the region to be inpainted. The modified Cahn-
Hilliard equation is run close to a steady state with ε = 0.05 and f (s) = s3 − s, resulting in
Figure 1.2(b) at t = 1.25. We replace all the values larger than 12 by 1 and all those smaller than
1
2 by 0 to obtain the final inpainting result in Figure 1.2(c).
Furthermore, we run again the modified Cahn–Hilliard equation with the same initial datum
as in Figure 1.2(a) and the same ε = 0.05, but we now take f (s) = 4s3−6s2+2s. We are close to
a steady state at t = 1.25, as shown in Figure 1.2(d). As above, we replace all the values larger
than 12 by 1 and all those smaller than
1
2 by 0 to obtain the final inpainting in Figure 1.2(e). We
finally deduce that, in the inpainting of a circle, the result obtained is better when considering
the function f (s) = 4s3 − 6s2 + 2s than f (s) = s3 − s. In this test, ∆t = 0.05, λ0 = 900000.
Remark 1.7.1. As mentioned in the introduction, the one step algorithm is not always relevant.
To illustrate this, we take in Figure 3.3 an example of a broken bar for which we obtain good
results with the one step algorithm with ε = 0.05. Here, λ0 = 100000 and ∆t = 0.05. Then,
we enlarge the inpainting region and see that, for the same parameters, the one step algorithm
fails.
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(a)
(b) (c)
(d) (e)
Figure 1.2 – (a) Inpainting region in gray, random initial datum between 0 and 1 in inpainting
region, ε = 0.05, f (s) = s3 − s. (b) Solution at t = 1.25. (c) Replacing the values larger than
1
2 by 1 and those smaller than
1
2 by 0. (d) Solution at t = 1.25 when f (s) = 4s
3 − 6s2 + 2s. (e)
Replacing the values larger than 12 by 1 and those smaller than
1
2 by 0.
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(a) (b)
(c) (d)
Figure 1.3 – (a) Inpainting region in gray, random initial datum between 0 and 1 in inpainting
region. (b) Solution (close to a steady state) at t = 2 with ∆t = 0.05 and ε = 0.05. Here,
f (s) = 4s3 − 6s2 + 2s. (c) Larger inpainting region in gray, random initial datum between 0
and 1 in inpainting region. (d) Solution (close to a steady state) at t = 10.2 with ∆t = 0.05 and
ε = 0.05. Here, f (s) = 4s3 − 6s2 + 2s.
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Sur l’équation de Bertozzi–Esedoglu–Gillette–Cahn–
Hilliard avec un terme non linéaire logarithmique
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2.1 Introduction
The Cahn-Hilliard equation plays an important role in materials science and describes phase
separation processes. This can be observed, e.g., when a binary alloy is cooled down sufficiently.
One then observes a partial nucleation (i.e., the apparition of nucleides in the material) or a total
nucleation, the so-called spinodal decomposition : the material quickly becomes inhomoge-
neous, forming a fine-grained structure in which each of the two components appears more or
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less alternatively. In a second stage, which is called coarsening and occurs at a slower time
scale, these microstructures coarsen. Such phenomena play an essential role in the mechanical
properties of the material, e.g., strength. We refer the reader to, e.g., [26], [27], [41], [56], [92],
[96], [99], [100], [116] and [117] for more details.
It is also interesting to note that the Cahn-Hilliard equation, or some of its variants, is re-
levant in other contexts, in which phase separation and coarsening/clustering processes can be
observed or come into play. We can mention, for instance, population dynamics (see [45]), bac-
terial films (see [91]), wound healing and tumor growth (see [42], [88] and [104]), thin films
(see [123] and [138]), image processing and inpainting (see [16], [17], [25], [29], [38] and [51])
and even the rings of Saturn (see [139]) and the clustering of mussels (see [98]).
In particular, in [16] and [17], the authors proposed the following variant of the Cahn-
Hilliard equation :
∂u
∂t
+ ϵ∆2u − 1
ϵ
∆ f (u) + λ0χΩ\D(u − h) = 0, ϵ > 0, λ0 > 0, (2.1)
in view of applications to binary image inpainting. Here, h = h(x) is a given (damaged) image
and D ⊂ Ω is the inpainting region (Ω is the total region). Furthermore, the term λ0χΩ\D(u − h),
called fidelity term, is added in order to keep the solution u close to the image h outside the
damaged region (χ denotes the indicator function). Finally, the nonlinear term f is regular and
cubic, typically, f (s) = 4s3 − 6s2 + 2s. The idea in this model is to solve (2.1) up to steady state
in order to obtain an inpainted version u(x) of h(x).
This equation was studied, endowed with Neumann boundary conditions, in [16], [25] and
[38]. In particular, one has well-posedness and regularity results, as well as the existence of
finite-dimensional attractors. Furthermore, numerical simulations were given. In particular, the
simulations in [38] show that, in some situations, a dynamic one step scheme with threshold
involving the diffuse interface thickness ϵ (we note that, in [16] and [17], the authors first consi-
dered a large value of ϵ and then a smaller one in order to obtain their numerical simulations)
allows to connect regions across large inpainting domains.
Our aim in this paper is to consider (2.1) now with logarithmic nonlinear terms f (note
indeed that the original Cahn-Hilliard equation was actually proposed with thermodynamically
relevant logarithmic nonlinear terms which follow from a mean-field model ; regular (and, in
particular, cubic) nonlinear terms are approximations of such logarithmic nonlinear terms).
The Bertozzi–Esedoglu–Gillette–Cahn–Hilliard equation, with logarithmic nonlinearities
and Neumann boundary conditions, appears to be much more complicated, from a mathemati-
cal point of view, than the Cahn-Hilliard equation. Consequently, we are only able to prove the
local (in time) existence of solutions.
We also give some numerical simulations which confirm that the one step algorithm with
threshold proposed in [38] is efficient. Actually, in that case, we can obtain better results, when
using logarithmic nonlinear terms, than those obtained with polynomial nonlinear terms, as far
as the convergence time is concerned. Furthermore, we give an example for which the one step
algorithm gives much better results when considering a logarithmic nonlinearity.
Notation : We denote by ((·, ·)) the usual L2-scalar product, with associated norm ∥ · ∥. We
further set ∥ · ∥−1 = ∥(−∆)− 12 · ∥, where (−∆)−1 denotes the inverse minus Laplace operator
associated with Neumann boundary conditions and acting on functions with null spatial average.
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More generally, ∥ · ∥X denotes the norm on the Banach space X.
Throughout the paper, the same letters c and c′ denote (generally positive) constants which
may vary from line to line.
2.2 Setting of the problem
We consider the following initial and boundary value problem in a bounded and regular
domain Ω ⊂ n, n = 1, 2 or 3, with boundary Γ :
∂u
∂t
+ ∆2u − ∆ f (u) + χΩ\D(x)(u − h) = 0, (2.2)
∂u
∂ν
=
∂∆u
∂ν
= 0 on Γ, (2.3)
u|t=0 = u0, (2.4)
where D ⋐ Ω (for simplicity, we have set all constants in (2.1) equal to one).
We assume that h ∈ L2(Ω) and
∫
Ω\D
h dx = 0. (2.5)
Remark 2.2.1. We need (2.5) in view of the mathematical analysis of the problem. However,
this condition is not necessary for the numerical simulations below.
Furthermore, as far as the nonlinear term f is concerned, we assume that
f = F′, where F(s) =
λ1
2
(1 − s2) + λ2
2
((1 − s) ln 1 − s
2
+ (1 + s) ln
1 + s
2
), (2.6)
0 < λ2 < λ1, s ∈ (−1, 1),
hence f (s) = −λ1s +
λ2
2
ln
1 + s
1 − s , s ∈ (−1, 1).
Moreover, there holds
f ′ ≥ −λ1. (2.7)
Writing F(s) = λ12 (1− s2)+ F1(s) and f1 = F′1, we introduce, following [68] and for N ∈ ,
the approximated function F1,N ∈ C4() defined by
F
(4)
1,N(s) =

F
(4)
1 (1 − 1N ), s ≥ 1 − 1N ,
F
(4)
1 (s), |s| ≤ 1 − 1N ,
F
(4)
1 (−1 + 1N ), s ≤ −1 + 1N ,
(2.8)
F
(k)
1,N(0) = F
(k)
1 (0), k = 0, 1, 2, 3, (2.9)
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so that
F1,N(s) =

∑4
k=0
1
k!F
(k)
1 (1 − 1N )(s − 1 + 1N )k, s ≥ 1 − 1N ,
F1(s), |s| ≤ 1 − 1N ,∑4
k=0
1
k!F
(k)
1 (−1 + 1N )(s + 1 − 1N )k, s ≤ −1 + 1N .
(2.10)
Setting FN(s) =
λ1
2 (1 − s2) + F1,N(s), f1,N = F′1,N and fN = F′N , there holds
f ′1,N ≥ 0, f ′N ≥ −λ1, (2.11)
FN ≥ −c1, c1 ≥ 0, (2.12)
and (see [68] and [109])
fN(s)s ≥ c2(FN(s) + | fN(s)|) − c3, c2 > 0, c3 ≥ 0, s ∈ , (2.13)
where the constants ci, i = 1, 2 and 3, are independent of N, for N large enough. We further
have the
Proposition 2.2.2. There holds, for N large enough,
( fN(s + a) − fN(a))s ≥ c4(s4 + a2s2) − c5, c4 > 0, c5 ≥ 0, s, a ∈ , (2.14)
where the constants c4 and c5 are independent of N.
Proof. Note that it suffices to prove (2.14) for f1,N . Furthermore, all constants below are inde-
pendent of N.
Case 1 : s + a ≥ 1 − 1
N
, a ≥ 1 − 1
N
.
We have, in that case and for N large enough,
( f1,N(s + a) − f1,N(a))s = s
3∑
k=0
1
k!
f
(k)
1 (1 −
1
N
)((s + a − 1 + 1
N
)k − (a − 1 + 1
N
)k)
≥ 1
6
((s + a − 1 + 1
N
)3 − (a − 1 + 1
N
)3)s.
Here and below, we use the facts that f
(k)
1 (1− 1N ) ≥ 0, k = 0, ..., 3, and limN→+∞ f ′′′1 (1− 1N ) = +∞.
It then follows from [38] that
( f1,N(s + a) − f1,N(a))s ≥ c(s4 + s2(a − 1 +
1
N
)2) − c′
≥ c(s4 + a2s2) − c′, c > 0,
noting that |1 − 1
N
| ≤ 1.
Case 2 : s + a ≥ 1 − 1
N
, |a| ≤ 1 − 1
N
.
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Note that, in that case, s ≥ 1 − 1
N
− a ≥ 0. Furthermore,
( f1,N(s + a) − f1,N(a))s = (
3∑
k=0
1
k!
f
(k)
1 (1 −
1
N
)(s + a − 1 + 1
N
)k − f1(a))s.
Noting that f1(1 − 1N ) ≥ f1(a) and that |a| ≤ 1, we obtain, for N large enough,
( f1,N(s + a) − f1,N(a))s ≥
1
6
(s + a − 1 + 1
N
)3s
≥ 1
6
(s − 2)3s ≥ cs4 − c′
≥ c(s4 + a2s2) − c′, c > 0.
Case 3 : s + a ≥ 1 − 1
N
, a ≤ −1 + 1
N
.
Noting that f1(−s) = − f1(s), we have
( f1,N(s + a) − f1,N(a))s = (2 f1(1 −
1
N
) + f ′1(1 −
1
N
)(s − 2 + 2
N
)
+
1
2
f ′′1 (1−
1
N
)((s+ a− 1+ 1
N
)2 + (a+ 1− 1
N
)2)+
1
6
f ′′′1 (1−
1
N
)(s+ a− 1+ 1
N
)3 − (a+ 1− 1
N
)3)s.
Therefore, noting that s ≥ 1 − 1
N
− a ≥ 2 − 2
N
and a ≤ 0, we find, owing again to [38] and for N
large enough,
( f1,N(s + a) − f1,N(a))s ≥
1
6
((s + a − 1 + 1
N
)3 − (a + 1 − 1
N
)3)s
≥ 1
12
((s + a)3 − a3)s − cs
≥ c(s4 + a2s2) − c′, c > 0.
Case 4 : |s + a| ≤ 1 − 1
N
, |a| ≤ 1 − 1
N
.
In that case, we have, noting that f ′1 ≥ 0,
( f1,N(s + a) − f1,N(a))s ≥ 0 ≥ K(s4 + a2s2) − cK , ∀K > 0,
since |a| ≤ 1 and |s| ≤ 2.
Case 5 : |s + a| ≤ 1 − 1
N
, a ≥ 1 − 1
N
.
Note that, in that case, s ≤ 1 − 1
N
− a ≤ 0 and, as s → −∞, a ∼ −s. Furthermore, for N
large enough,
( f1,N(s + a) − f1,N(a))s = ( f1(s + a) − f1(1 −
1
N
) − f ′1(1 −
1
N
)(a − 1 + 1
N
)
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−1
2
f ′′1 (1 −
1
N
)(a − 1 + 1
N
)2 − 1
6
f ′′′1 (1 −
1
N
)(a − 1 + 1
N
)3)s
≥ −1
6
(a − 1 + 1
N
)3s ≥ − 1
12
a3s + cs.
Therefore, since, as s → −∞,
− 1
12
a3s + cs ∼ 1
12
s4 ∼ 1
24
(s4 + a2s2),
we deduce that, for s ≤ −s0 and a ≥ s0 (with |s + a| ≤ 1 − 1N ), s0 > 0 independent of N,
( f1,N(s + a) − f1,N(a))s ≥
1
48
(s4 + a2s2)
and the result follows.
The remaining cases can be treated in a similar way.

2.3 A priori estimates
In this section, all constants are independent of N.
We consider, for N ∈ , the approximated problem
∂uN
∂t
+ ∆2uN − ∆ fN(uN) + χΩ\D(x)(uN − h) = 0, (2.15)
∂uN
∂ν
=
∂∆uN
∂ν
= 0 on Γ, (2.16)
uN |t=0 = u0. (2.17)
First, integrating (2.15) over Ω, we have, owing to (2.5),
d⟨uN⟩
dt
+
1
Vol(Ω)
∫
Ω\D
uN dx = 0, (2.18)
where ⟨·⟩ = 1Vol(Ω)
∫
Ω
· dx. Setting uN = ⟨uN⟩ + vN (so that ⟨vN⟩ = 0), we can rewrite (2.18) as
d⟨uN⟩
dt
+ c0⟨uN⟩ = −
1
Vol(Ω)
∫
Ω\D
vN dx, (2.19)
where c0 =
Vol(Ω\D)
Vol(Ω) and v
N is solution to
∂vN
∂t
+ ∆2vN − ∆( fN(uN) − ⟨ fN(uN)⟩) + χΩ\D(x)(uN − h) − ⟨χΩ\D(x)(uN − h)⟩ = 0, (2.20)
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∂vN
∂ν
=
∂∆vN
∂ν
= 0 on Γ, (2.21)
vN |t=0 = v0 = u0 − ⟨u0⟩. (2.22)
We rewrite (2.20)-(2.21) in the equivalent form
(−∆)−1∂v
N
∂t
− ∆vN + fN(uN) − ⟨ fN(uN)⟩ (2.23)
+(−∆)−1(χΩ\D(x)(uN − h) − ⟨χΩ\D(x)(uN − h)⟩) = 0,
∂vN
∂ν
= 0 on Γ. (2.24)
We multiply (2.23) by vN to obtain
1
2
d
dt
∥vN∥2−1 + ∥∇vN∥2 (2.25)
+(( fN(u
N) − ⟨ fN(uN)⟩, vN)) + ((χΩ\D(x)(uN − h), (−∆)−1vN)) = 0.
Noting that
(( fN(u
N) − ⟨ fN(uN)⟩, vN)) = (( fN(uN) − fN(⟨uN⟩), vN)),
it follows from (2.14) that
(( fN(u
N) − ⟨ fN(uN)⟩, vN)) ≥ c4(∥vN∥4L4(Ω) + ⟨uN⟩2∥vN∥2) − c. (2.26)
Furthermore,
|((χΩ\D(x)(uN − h), (−∆)−1vN))| ≤ c(∥vN∥2 + |⟨uN⟩|∥vN∥ + ∥h∥2) (2.27)
≤ c4
2
(∥vN∥4
L4(Ω) + ⟨uN⟩2∥vN∥2) + c(∥h∥2 + 1).
We thus deduce from (2.25)-(2.27) that
d
dt
∥vN∥2−1 + ∥∇vN∥2 + c4(∥vN∥4L4(Ω) + ⟨uN⟩2∥vN∥2) ≤ c(∥h∥2 + 1). (2.28)
Next, it follows from (2.19) that
d⟨uN⟩2
dt
+ c0⟨uN⟩2 ≤ c∥vN∥2,
hence
d⟨uN⟩2
dt
+ c0⟨uN⟩2 ≤
c4
2
(∥vN∥4
L4(Ω) + ⟨uN⟩2∥vN∥2) + c. (2.29)
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Summing (2.28) and (2.29), we find a differential inequality of the form
dE1,N
dt
+ c(∥uN∥2
H1(Ω) + ∥vN∥4L4(Ω) + ⟨uN⟩2∥vN∥2) ≤ c(∥h∥2 + 1), c > 0, (2.30)
where
E1,N = ⟨uN⟩2 + ∥vN∥2−1
satisfies
E1,N ≥ c∥uN∥2H−1(Ω), c > 0, (2.31)
where H−1(Ω) is the topological dual of H1(Ω). Here, we have used the fact that v 7→ (⟨v⟩2 +
∥v−⟨v⟩∥2−1)
1
2 (resp., v 7→ (⟨v⟩2+∥∇v∥2) 12 ) is a norm on H−1(Ω) (resp., H1(Ω)) which is equivalent
to the usual one (being understood that, for v ∈ H−1(Ω), then ⟨v⟩ = 1Vol(Ω)⟨v, 1⟩H−1(Ω),H1(Ω)).
We then multiply (2.15) by uN and have, owing to (2.11),
d
dt
∥uN∥2 + ∥∆uN∥2 ≤ 2λ1∥∇uN∥2 + c(∥uN∥2 + ∥h∥2). (2.32)
Summing (2.30) and (2.32) multiplied by δ1, where δ1 > 0 is chosen small enough, we
obtain a differential inequality of the form
dE2,N
dt
+ c(∥uN∥2
H2(Ω) + ∥vN∥4L4(Ω) + ⟨uN⟩2∥vN∥2) ≤ c(∥h∥2 + 1), c > 0, (2.33)
where
E2,N = δ1∥uN∥2 + E1,N
satisfies
E2,N ≥ c∥uN∥2, c > 0. (2.34)
We now rewrite (2.15)-(2.16) in the equivalent form
∂uN
∂t
+ χΩ\D(x)(uN − h) = ∆µN , (2.35)
µN = −∆uN + fN(uN), (2.36)
∂uN
∂ν
=
∂µN
∂ν
= 0 on Γ, (2.37)
where, by analogy with the original Cahn-Hilliard equation, µN is called chemical potential.
We multiply (2.35) by µN and (2.36) by ∂u
N
∂t
to find
1
2
d
dt
(∥∇uN∥2 + 2
∫
Ω
FN(u
N) dx) + ∥∇µN∥2 = −((uN − h, χΩ\D(x)µN)). (2.38)
Furthermore, multiplying (2.36) by χΩ\D(x)uN , we have
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((uN , χΩ\D(x)µ
N)) = −((∆uN , χΩ\D(x)uN)) +
∫
Ω\D
fN(u
N)uN dx. (2.39)
Finally, it follows from (2.5) that
((h, χΩ\D(x)µ
N)) = ((χΩ\D(x)h, µ
N − ⟨µN⟩)),
hence
|((h, χΩ\D(x)µN))| ≤ c∥h∥∥∇µN∥. (2.40)
We deduce from (2.13) and (2.38)-(2.40) that
d
dt
(∥∇uN∥2 + 2
∫
Ω
FN(u
N) dx) (2.41)
+c(∥∇µN∥2 +
∫
Ω\D
| fN(uN)| dx +
∫
Ω\D
FN(u
N) dx) ≤ c′(∥uN∥2
H2(Ω) + ∥h∥2), c > 0.
Summing (2.33) and (2.41) multiplied by δ2, where δ2 > 0 is chosen small enough, we
obtain a differential inequality of the form
dE3,N
dt
+ c(∥uN∥2
H2(Ω) + ∥vN∥4L4(Ω) + ⟨uN⟩2∥vN∥2 (2.42)
+
∫
Ω\D
| fN(uN)| dx +
∫
Ω\D
FN(u
N) dx + ∥∇µN∥2) ≤ c(∥h∥2 + 1), c > 0,
where
E3,N = δ2(∥∇uN∥2 + 2
∫
Ω
FN(u
N) dx) + E2,N
satisfies
E3,N ≥ c∥uN∥2H1(Ω) − c′, c > 0. (2.43)
Rewriting (2.35)-(2.36) in the equivalent form
(−∆)−1∂v
N
∂t
+ (−∆)−1(χΩ\D(x)(uN − h) − ⟨χΩ\D(x)(uN − h)⟩) = −(µN − ⟨µN⟩), (2.44)
µN − ⟨µN⟩ = −∆vN + fN(uN) − ⟨ fN(uN)⟩, (2.45)
we deduce from (2.44) that
∥∂v
N
∂t
∥−1 ≤ c(∥uN∥ + ∥∇µN∥ + ∥h∥),
hence, owing to (2.19),
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∥∂u
N
∂t
∥H−1(Ω) ≤ c(∥uN∥ + ∥∇µN∥ + ∥h∥). (2.46)
Furthermore, (2.45) yields
∥ fN(uN) − ⟨ fN(uN)⟩∥ ≤ c(∥uN∥H2(Ω) + ∥∇µN∥). (2.47)
It thus follows from (2.42) and (2.46)-(2.47) that
dE3,N
dt
+ c(∥uN∥2
H2(Ω) + ∥vN∥4L4(Ω) + ⟨uN⟩2∥vN∥2 (2.48)
+∥∂u
N
∂t
∥2
H−1(Ω) + ∥ fN(uN) − ⟨ fN(uN)⟩∥2
+
∫
Ω\D
| fN(uN)| dx +
∫
Ω\D
FN(u
N) dx + ∥∇µN∥2) ≤ c(∥h∥2 + 1), c > 0.
We can note that (2.48) is not sufficient to pass to the limit in the nonlinear term fN(uN) (say,
in a variational formulation). To do so, we also need an estimate on |⟨ fN(uN)⟩| (in order to have
an estimate on ∥ fN(uN)∥). This could be done if we were able to prove that |⟨uN(t)⟩| ≤ 1 − δ,
t ≥ 0, δ ∈ (0, 1) (see [107] ; see also below). Unfortunately, we are not able to prove such a
result and, therefore, we will only be able to obtain a local (in time) result.
We now assume that |⟨u0⟩| < 1. Then, there exists δ ∈ (0, 1) such that |⟨u0⟩| ≤ 1 − 2δ.
Therefore, since the function t 7→ ⟨uN(t)⟩ is continuous, there exists T0 = T0(δ,N) such that, if
t ∈ [0,T0], then |⟨uN(t)⟩| ≤ 1 − δ.
Actually, we can note that it follows from (2.19) that
⟨uN(t)⟩ = e−c0t⟨u0⟩ − e−c0t
∫ t
0
ec0s ds
∫
Ω\D
vN dx,
so that
|⟨uN(t)⟩| ≤ |⟨u0⟩| + ce−c0t
∫ t
0
ec0s∥uN∥ ds (2.49)
≤ 1 − 2δ + c(1 − e−c0t),
where we emphasize that c = c(u0) is independent of N (note indeed that it follows from (2.33)-
(2.34) and Gronwall’s lemma that ∥uN∥ is bounded uniformly with respect to time and N). We
can thus find T0 = T0(δ, u0) independent of N such that, if t ∈ [0,T0], then |⟨uN(t)⟩| ≤ 1 − δ.
Then, noting that we have a similar result for f (see [107]), it is not difficult to prove that,
for N large enough,
fN(s + m)s ≥ cm| fN(s + m)| − c′m, cm > 0, c′m ≥ 0, s ∈ , m ∈ (−1, 1), (2.50)
where the constants cm and c′m depend continuously on m (see also [109]).
Remark 2.3.1. When |m| > 1, then we cannot expect to have such a result. Indeed, if, e.g.,
m = 3, then, as s → −2−, f (s + 3)s tends to −∞, while | f (s + 3)| tends to +∞.
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Having (2.50), we obtain, proceeding as in [107], Proposition A.2,
|⟨ fN(v)⟩| ≤ cδ∥v − ⟨v⟩∥∥ fN(v) − ⟨ fN(v)⟩∥ + c′δ, (2.51)
cδ > 0, c
′
δ ≥ 0, v ∈ L2(Ω), |⟨v⟩| ≤ 1 − δ, δ ∈ (0, 1),
for N ≥ N0 = N0(δ).
It then follows from (2.51) (taking v = uN) that
|⟨ fN(uN)⟩| ≤ cδ∥vN∥∥ fN(uN) − ⟨ fN(uN)⟩∥ + c′δ, t ∈ [0,T0],
hence
∫ T0
0
|⟨ fN(uN)⟩|2 ds ≤ cδ∥vN∥2L∞(0,T0;L2(Ω))∥ fN(u
N) − ⟨ fN(uN)⟩∥2L2((0,T0)×Ω) + c
′
δ. (2.52)
Therefore, noting that v 7→ (|⟨v⟩|2 + ∥v − ⟨v⟩∥2) 12 is a norm on L2(Ω) which is equivalent to the
usual L2-norm, (2.47) and (2.52) yield that
∥ fN(uN)∥L2((0,T0)×Ω) (2.53)
≤ cδ(∥uN∥L∞(0,T0;L2(Ω)) + 1)(∥uN∥L2(0,T0;H2(Ω)) + ∥∇µN∥L2((0,T0)×Ω)n) + c′δ.
Noting finally that ⟨µN⟩ = ⟨ fN(uN)⟩, we deduce that
∥µN∥L2(0,T0;H1(Ω)) (2.54)
≤ cδ(∥uN∥L∞(0,T0;L2(Ω)) + 1)(∥uN∥L2(0,T0;H2(Ω)) + ∥∇µN∥L2((0,T0)×Ω)n) + c′δ.
2.4 A local existence result
We have the
Theorem 3. We assume that u0 ∈ H1(Ω), |⟨u0⟩| < 1 and −1 < u0(x) < 1 a.e. x ∈ Ω. Then, there
exists T0 = T0(u0) and a solution to (2.2)-(2.4) on [0,T0] such that u ∈ C([0,T0];H−1(Ω)) ∩
L∞(0,T0;H1(Ω)) ∩ L2(0,T0;H2(Ω)) and ∂u∂t ∈ L2(0,T0;H−1(Ω)). Furthermore, −1 < u(t, x) < 1
a.e. (t, x) ∈ (0, T0) ×Ω.
Proof. We consider the solution uN to the approximated problem (2.15)-(2.17) (the proof of
existence, uniqueness and regularity of such a solution can be adapted from the results in [38],
owing to (2.14)). Then, it follows from the a priori estimates derived in the previous section
that, up to a subsequence, this solution converges to a limit function u such that
uN → u in L∞(0,T0;H1(Ω)) weak− ⋆ and in L2(0, T0;H2(Ω)) weak,
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uN → u a.e. (t, x) ∈ (0,T0) ×Ω,
∂uN
∂t
→ ∂u
∂t
in L2(0,T0;H
−1(Ω)) weak.
The only difficulty here is to pass to the limit in the nonlinear term fN(uN).
First, it follows from (2.53) that fN(uN) is bounded, independently of N, in L1((0,T0) × Ω).
Then, it follows from the explicit expression of fN that
meas(EN,M) ≤ cφ(
1
N
), N ≤ M,
where
EN,M = {(t, x) ∈ (0,T0) ×Ω, |uM(t, x)| > 1 −
1
N
}
and
φ(s) =
1
| f (1 − s)| ,
the constant c being independent of N and M. Note indeed that there holds
∫ T0
0
∫
Ω
| fM(uM)| dx dt ≥
∫
EN,M
| fM(uM)| dx dt ≥ c′meas(EN,M)| f (1 −
1
N
)|, (2.55)
where the constant c′ is independent of N and M (recall that f (−s) = − f (s)). We can pass
to the limit M → +∞ (employing Fatou’s lemma, see (2.55)) and then N → +∞ (noting that
lims→0 φ(s) = 0) to find
meas{(t, x) ∈ (0,T0) ×Ω, |u(t, x)| ≥ 1} = 0,
so that
−1 < u(t, x) < 1 a.e. (t, x) ∈ (0,T0) ×Ω.
Next, it follows from the above almost everywhere convergence of uN to u (and also from the
explicit expression of fN) that
fN(u
N) → f (u) a.e. (t, x) ∈ (0,T0) ×Ω. (2.56)
Finally, since, owing to (2.53), fN(uN) is bounded, independently of N, in L2((0,T0) ×Ω), it
follows from (2.56) that fN(uN) → f (u) in L2((0,T0) × Ω) weak, which finishes the proof of the
passage to the limit.

58
2.5. Numerical simulations
Remark 2.4.1. We assume that |u0(x)| ≤ 1 − δ a.e., δ ∈ (0, 1). Then, recalling that fN(s) = f (s)
when |s| ≤ 1 − 1
N
, we can also obtain a local (in time) existence result. However, the local
existence given by Theorem 3 is more general.
Remark 2.4.2. a) When the positive constant c (which depends on Ω, D, h and, for the more
general equation (2.1), on ϵ and λ0) in (2.49) is small (namely, c ≤ δ), then one actually has a
global (in time) existence result. Note however that, in concrete applications, λ0 is large, while
ϵ can be small, so that this condition should be too restrictive.
b) When D = ∅, in which case one obtains the so-called Oono equation (for h = 0 ; see [103],
[122] and [143]), one has a global well-posedness result (see [?]). One also has a global well-
posedness result, for the Bertozzi–Esedoglu–Gillette–Cahn–Hilliard equation, when conside-
ring Dirichlet boundary conditions (see [105]).
2.5 Numerical simulations
As far as the numerical simulations are concerned, we rewrite the problem in the form
∂u
∂t
+ ∆µ + λ0χΩ\D(x)(u − h) = 0, (2.57)
µ = ϵ∆u − 1
ϵ
f (u), (2.58)
∂u
∂ν
=
∂µ
∂ν
= 0 on Γ, (2.59)
u|t=0 = u0, (2.60)
which has the advantage of splitting the fourth-order (in space) equation into a system of two
second-order ones (see [55], [80] and [86]). Consequently, we use a P1-finite element for the
space discretization, together with a semi-implicit Euler time discretization (i.e., implicit for the
linear terms and explicit for the nonlinear ones). The numerical simulations are performed with
the software Freefem++ (see [67]).
In the numerical results presented below, Ω is a (0, 0.5) × (0, 0.5)-square. The triangulation
is obtained by dividing Ω into 200 × 200 rectangles and by dividing each rectangle along the
same diagonal.
In order to obtain the final inpainting results, we use a dynamic one step algorithm with
threshold involving the diffuse interface thickness ϵ (see [38]).
2.5.1 Inpainting of a triangle
The gray region in Figure 2.1(a) corresponds to the inpainting region. We run the modified
Cahn-Hilliard equation with f (s) = −2 ln (3)s + ln
(
1+s
1−s
)
(note that f vanishes at −0.5 and 0.5),
ϵ = 0.03, λ0 = 900000 and ∆t = 0.05. Furthermore, we take the initial datum u0 in [0, 0.5]
(random in the inpainting region), so that |⟨u0⟩| < 1. We observe that the solution remains in
(−1, 1) when considering an intermediate value of the diffuse interface thickness ϵ. We are close
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to a steady state at t = 0.45, as shown in Figure 2.1(b), and we replace all values larger than 14
by 12 and all those smaller than
1
4 by 0 to obtain the final inpainting in Figure 2.1(c).
Then, we run again the modified Cahn-Hilliard equation with the same ϵ = 0.03, ∆t = 0.05
and λ0 = 900000, but we now take f (s) = 4s3−6s2+2s and the initial datum in [0, 1] instead of
[0, 0.5] in order to have comparable inpainting results (note that the solution does not remain in
the relevant interval [0, 1]). We are close to a steady state at t = 1.2, as shown in Figure 2.1(d),
and we replace all values larger than 12 by 1 and all those smaller than
1
2 by 0 to obtain the final
inpainting in Figure 2.1(e).
2.5.2 Inpainting of a bar
Here and in the other simulations below, the initial datum is taken as above.
In Figure 2.2(a), the gray region corresponds to the inpainting region. We run the modified
Cahn-Hilliard equation with f (s) = −2 ln (3)s + ln
(
1+s
1−s
)
, ϵ = 0.05, ∆t = 0.05 and λ0 = 900000.
We are close to a steady state at t = 0.4, as shown in Figure 2.2(b), and we replace all values
larger than 14 by
1
2 and all those smaller than
1
4 by 0 to obtain the final inpainting in Figure 2.2(c).
Furthermore, we run again the modified Cahn-Hilliard equation with the same ϵ = 0.05 and
∆t = 0.05, but we now take f (s) = 4s3 − 6s2 + 2s and λ0 = 500000 (note that, contrary to the
next example below, a smaller value of λ0 allows to have comparable inpainting results). We are
close to a steady state at t = 0.75, as shown in Figure 2.2(d), and we replace all values larger
than 12 by 1 and all those smaller than
1
2 by 0 to obtain the final inpainting in Figure 2.2(e).
2.5.3 Inpainting of a four circles
The gray region in Figure 2.3(a) corresponds to the inpainting region. We run the modified
Cahn-Hilliard equation with f (s) = −2 ln (3)s + ln
(
1+s
1−s
)
, ϵ = 0.05, ∆t = 0.05 and λ0 = 300000.
We are close to a steady state at t = 0.4, as shown in Figure 2.3(b), and we replace all values
larger than 14 by
1
2 and all those smaller than
1
4 by 0 to obtain the final inpainting in Figure 2.3(c).
Furthermore, we run again the modified Cahn-Hilliard equation with the same ϵ = 0.05 and
∆t = 0.05, but we now take f (s) = 4s3 − 6s2 + 2s and λ0 = 900000. We are close to a steady
state at t = 1.2, as shown in Figure 2.3(d), and we replace all values larger than 12 by 1 and all
those smaller than 12 by 0 to obtain the final inpainting in Figure 2.3(e).
Remark 2.5.1. We noticed in [38] that the one step algorithm does not always work when
the inpainting region is too large. We take here the same counterexample as in [38] of the
broken bar illustrated in Figure 2.4(a). We run the modified Cahn-Hilliard equation with f (s) =
−2 ln (3)s + ln
(
1+s
1−s
)
, ∆t = 0.05, λ0 = 300000 and ϵ = 0.05. We are close to a steady state at
t = 0.4 and we replace all values larger than 14 by
1
2 and all those smaller than
1
4 by 0 to obtain
the final inpainting in Figure 2.4(b). Furthermore, we run again the modified Cahn-Hilliard
equation with f (s) = 4s3 − 6s2 + 2s, ∆t = 0.05, λ0 = 300000 and ϵ = 0.05. We are close to a
steady state at t = 5.6 and we replace all values larger than 12 by 1 and all those smaller than
1
2
by 0 to obtain the final inpainting in Figure 2.4(c). We thus observe that the one step algorithm
gives better results for this example when taking a logarithmic nonlinear term. Actually, for
a smaller value of λ0 (namely, λ0 = 100000), we observed in [38] that the algorithm fails
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for the polynomial nonlinear term ; however, we again obtain good inpainting results for the
logarithmic one.
Conclusion :We considered in this paper the Bertozzi–Esedoglu–Cahn–Hilliard equation with
a logarithmic nonlinear term. Compared to the same equation with a polynomial nonlinear term,
the mathematical analysis of the problem is much more involved and we could only prove a local
well-posedness result. However, as far as the numerical simulations are concerned, we observed
that, for the one-step algorithm with threshold proposed in [38], we can obtain better results. In
particular, a logarithmic nonlinear term allows one to treat cases when the one-step algorithm
fails for a polynomial nonlinear term.
Acknowledgments : The authors wish to thank the referees for their careful reading of the
paper and useful comments.
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(a)
(b) (c)
(d) (e)
Figure 2.1 – (a) Inpainting region in gray, ϵ = 0.03. (b) Solution at t = 0.45, f (s) = −2 ln (3)s+
ln
(
1+s
1−s
)
. (c) Replacing the values larger than 14 by
1
2 and those smaller than
1
4 by 0. (d) Solution
at t = 1.2, f (s) = 4s3 − 6s2 + 2s. (e) Replacing the values larger than 12 by 1 and those smaller
than 12 by 0.
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(a)
(b) (c)
(d) (e)
Figure 2.2 – (a) Inpainting region in gray, ϵ = 0.05. (b) Solution at t = 0.4, f (s) = −2 ln (3)s +
ln
(
1+s
1−s
)
. (c)Replacing the values larger than 14 by
1
2 and those smaller than
1
4 by 0. (d) Solution
at t = 0.75, f (s) = 4s3 − 6s2 + 2s. (e) Replacing the values larger than 12 by 1 and those smaller
than 12 by 0.
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(a)
(b) (c)
(d) (e)
Figure 2.3 – (a) Inpainting region in gray, ϵ = 0.05. (b) Solution at t = 0.4, f (s) = −2 ln (3)s +
ln
(
1+s
1−s
)
. (c) Replacing the values larger than 14 by
1
2 and those smaller than
1
4 by 0. (d) Solution
at t = 0.65, f (s) = 4s3 − 6s2 + 2s. (e) Replacing the values larger than 12 by 1 and those smaller
than 12 by 0.
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(a) (b)
(c)
Figure 2.4 – (a) Larger inpainting region in gray, ϵ = 0.05. (b) Final inpainting result (solution
close to a steady state at t = 0.4 with ∆t = 0.05). Here, f (s) = −2 ln (3)s + ln
(
1+s
1−s
)
. (c) Final
inpainting result (solution close to a steady state at t = 5.6 with ∆t = 0.05). Here, f (s) =
4s3 − 6s2 + 2s.
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Chapitre 3
A Cahn–Hilliard system with a fidelity
term for color image inpainting
Un système de Cahn–Hilliard avec un terme de
fidélité pour la retouche en couleur
Ce chapitre est constitué de l’article A Cahn–Hilliard system with a fidelity term for
color image inpainting, J. Math. Imag. Vision, 2015. Cet article est écrit en collaboration avec
Laurence Cherfils et Alain Miranville.
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Abstract : In this paper, we propose a model for multi-color image inpainting composed
of n colors. In particular, as in the binary model, i.e., the Bertozzi–Esedoglu–Gillette–Cahn–
Hilliard equation [16], we add a fidelity term to the corresponding Cahn–Hilliard system. We
are interested in the study of the asymptotic behavior, in terms of finite-dimensional attractors,
of the dynamical system associated with the problem. The main difficulty here is that we no
longer have the conservation of mass, i.e., of the spatial average of the order parameter c, as
in the Cahn–Hilliard system. Instead, we prove that the spatial average of c is dissipative. We
finally give numerical simulations which confirm and extend previous ones on the efficiency of
the binary model.
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3.1 Introduction
Image inpainting involves filling in part of an image or video from the surrounding area. It
is essentially some kind of interpolation. Its applications include restoration of old paintings by
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museum artists [58], removing scratches from old photographs [24], altering scenes in photo-
graphs [89], and restoration of motion pictures [93].
The authors in [15] introduced image inpainting for digital image processing. Their model
is based on nonlinear PDE’s. A large number of PDE’s and variational approaches have been
considered in view of such applications, such as the total variation model [34, 32, 33, 51, 129,
130, 133], the Euler elastica model [31, 37, 101], the active contour model based on the Mum-
ford and Shah segmentation [140], the inpainting scheme based on the Mumford-Shah-Euler
image model [59], inpainting with the Navier-Stokes equations [14], or wavelet-based inpain-
ting [37, 50].
The authors of [16] introduced the following Cahn–Hilliard model for binary image inpain-
ting :
∂c
∂t
= −∆(ε∆c − 1
ε
f (c)) + λ(x)(h − c), (3.1)
where
λ(x) =
{
0 if x ∈D,
λ0 if x ∈Ω\D,
h(x) is a given binary image, and D ⋐ Ω is the inpainting domain. Here, c satisfies the Neumann
boundary conditions
∂c
∂ν
=
∂∆c
∂ν
= 0, on ∂Ω,
and F is the antiderivative of f such that
F(s) = s2(s − 1)2.
Equation (3.1) is identical to the standard Cahn–Hilliard equation [11, 119], except for the
second term on the right-hand side. This term is added to keep the solution constructed close to
the given image h(x) in the complement of the inpainting domain, where image information is
available.
Well-posedness results for (3.1) have been obtained in [16] (see also [25] for the study of
the stationary problem).
Furthermore, the asymptotic behavior, in terms of finite-dimensional attractors, of (3.1) has
been studied in [38]. More precisely, such sets provide information on all the possible dynamics
of the system and are expected to have a rich geometric structure ; they contain in particular
all steady states and heteroclinic orbits. Moreover, the finite-dimensionality means, roughly
speaking, that, even though the initial phase space is infinite-dimensional, the reduced dynamics
can be characterized by a finite number of parameters. We refer the reader to, e.g., [54, 108, 137]
for discussions on this subject.
Finally, the existence of local (in time) solutions to (3.1) with logarithmic nonlinear terms
has been studied in [39] (note indeed that the original Cahn–Hilliard equation was actually
proposed with thermodynamically relevant logarithmic nonlinear terms which follow from a
mean-field model ; regular (and, in particular, cubic) nonlinear terms are approximations of such
logarithmic nonlinear terms). In that case, we can obtain better results than those obtained with
polynomial nonlinear terms in [38], as far as the convergence time is concerned, in particular.
We also note that double obstacle nonlinear terms give better results than those obtained with
polynomial nonlinear terms, see [20].
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While the articles mentioned above only deal with binary images (i.e., black and white ; see
however [25] for grayvalue images), it is natural and important to also address color images. In
particular, one idea in this direction is to extend the approach of [16] to multi-component Cahn–
Hilliard systems, each phase corresponding to a given color. Multi-component Cahn–Hilliard
systems have been proposed and studied in, e.g., [46, 57, 62, 72, 97]. Our main aim in this
article is to propose such a model for color image inpainting, based on a fidelity term as in [16].
As far as the mathematical treatment of the problem is concerned, we have to face two
essential difficulties. The first one, which we already encountered in the binary model in [38], is
that, due to the presence of the fidelity term, we no longer have the conservation of mass, i.e., of
the spatial average of the order parameter, contrary to the original Cahn–Hilliard system. This is
overcome by deriving a global (in time) and dissipative (i.e., independent of time and bounded
sets of initial data, at least for large times) estimate on the order parameter ; in particular, a key
step is to obtain such an estimate on the spatial average of the order parameter. We can note
that this estimate is a crucial one, already in order to prove the existence of a solution. The
second difficulty is that the order parameter has to satisfy some constraint, namely, the sum of
the phases must be equal to one. As a consequence, we have to be careful in the choice of the
functional spaces and in the (weak) formulation of the problem.
This article is organized as follows. In Section 3.2, we present the model constructed from
the multi-phase Cahn–Hilliard system by adding a fidelity term. Furthermore, we give the as-
sumptions on the nonlinear term. Then, in Section 3.3, we derive a priori estimates which allow
us to prove, in Section 3.4, the existence and uniqueness of solutions, as well as the existence
of the global attractor. In Section 3.5, we construct finite-dimensional attractors and, in Sec-
tion 3.6, we prove that the model is algebraically consistent with the diphasic one. Finally, in
Section 3.7, we give some numerical simulations which confirm that the one step algorithm
with threshold proposed in [38] (see also [39]) is efficient, also in the context of multi-color
inpainting.
Remark 3.1.1. After this work was completed, we discovered the recent preprint [21] in which
a similar model is considered for grayvalue inpainting. Note however that, there, the mathema-
tical analysis of the problem is not addressed.
3.2 Proposed model and setting of the problem
Let c = (c1, c2, ...., cn) be the phase variable and Ω be a bounded domain of RN (N = 2, 3)
with a regular boundary Γ. We assume that
n∑
i=1
ci = 1 and 0 ≤ ci ≤ 1, i = 1, ..., n. We define the
hyperplane
S := {c ∈ Rn such that
n∑
i=1
ci = 1}. (3.2)
We postulate that the free energy can be written as follows :
F =
∫
Ω
[
F(c) +
ε2
2
n∑
i=1
|∇ci|2
]
dx, (3.3)
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where F(c) = 1
n
n∑
i=1
c2i (1 − ci)2. The time evolution of c is governed by the gradient of the energy
with respect to the H−1−inner product under the additional constraint (3.2). This constraint
has to hold everywhere and at every time. In order to ensure this constraint, we use a variable
Lagrangian multiplier β(c) [72]. The time dependence of ci is given by the following system of
Cahn–Hilliard equations describing each phase :
∂ci
∂t
= ∆µi, i = 1, ..., n, (3.4)
µi =
∂F(c)
∂ci
− ε2∆ci + β(c), i = 1, ..., n. (3.5)
To compute β(c), we write the equation satisfied by C = c1 + c2 + ... + cn and we want C = 1 to
be solution to this equation,
∂C
∂t
= ∆
( n∑
i=1
∂F
∂ci
− ε2∆C + nβ(c)
)
. (3.6)
Therefore, β(c) = − 1
n
n∑
i=1
∂F
∂ci
and we obtain
∂ci
∂t
= ∆µi, i = 1, ..., n, (3.7)
µi =
∂F(c)
∂ci
− ε2∆ci −
1
n
n∑
i=1
∂F
∂ci
, i = 1, ..., n. (3.8)
Finally, we need to add the fidelity term λ(x)(hi − ci) to each equation to keep the solution
constructed close to the given image hi(x) as in the Bertozzi–Esedoglu–Gillette–Cahn–Hilliard
model for binary image inpainting ; more precisely, hi(x) is a part of the original image corres-
ponding to the color representing the phase ci. We thus have the following model :
∂ci
∂t
= ∆µi + λ(x)(hi − ci), i = 1, ..., n, (3.9)
µi =
∂F(c)
∂ci
− ε2∆ci −
1
n
n∑
i=1
∂F
∂ci
, i = 1, ..., n, (3.10)
where
λ(x) =
{
0 if x ∈D,
λ0 if x ∈Ω\D,
D ⋐ Ω is the inpainting domain, and h = (h1, ..., hn) ∈ (L2(Ω))n.
Equations (3.9)–(3.10) are endowed with the Neumann boundary conditions
∂ci
∂ν
=
∂µi
∂ν
= 0, on ∂Ω, i = 1, ..., n. (3.11)
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We note that the additional fidelity term in (3.9) can be derived from a gradient flow under
the L2−inner product for the energy
λ0
2
n∑
i=1
∫
Ω\D
(ci − hi)2dx. (3.12)
Our proposed model (3.9)–(3.10) can thus be thought of as the superposition of a gradient
descent with respect to the H−1−inner product for (3.3) and a gradient descent with respect to
the L2−inner product for (3.12). However, it is not the gradient descent, neither in the H−1− nor
the L2−inner product, for the sum of the energies (3.3) and (3.12).
We again assume that
n∑
i=1
ci = 1, so that the additional fidelity term in (3.9) must also satisfy
the constraint (3.2) everywhere and at every time,
n∑
i=1
hi = 1,
hence
λ(x)
n∑
i=1
(ci − hi) = 0, ∀t ≥ 0.
We rewrite (3.9)–(3.11) in the form
∂c
∂t
= ∆µ + λ0χΩ\D(x)(h − c), (3.13)
µ = f (c) − ε2∆c, (3.14)
∂c
∂ν
=
∂µ
∂ν
= 0, (3.15)
where c = (ci)i, µ = (µi)i, h = (hi)i, and f (c) = ( fi(c))i,
fi(c) =
2
n
[ci(1 − ci)2 − c2i (1 − ci)] −
1
n
n∑
i=1
∂F
∂ci
,
i = 1, ..., n.
We define the tangent space of S (defined in (3.2)) as
TS := {ϕ = (ϕi)i ∈ Rn such that
n∑
i=1
ϕi = 0}. (3.16)
Then, we introduce the projection
P : n →TS
ϕ 7→Pϕ = ϕ − 1
n
(ϕ.e)e,
where e = (1, ..., 1). Notice that, if ϕ ∈ S ∩ (L2(Ω))n, then
Pϕ¯ = ϕ¯.
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We denote by ⟨ϕ⟩ the spatial average of a function ϕ in (L1(Ω))n,
⟨ϕ⟩ := 1
Vol(Ω)
∫
Ω
ϕ(x)dx
and set
c¯ := c − ⟨c⟩,
c¯ being the mean-free part of c.
We further introduce the following spaces :
L = (H−1(Ω))n ∩ S , H = (L2(Ω))n ∩ S ,
V = (H1(Ω))n ∩ S , W =
{
v ∈ (H2(Ω))n ∩ S , ∂v
∂ν
= 0 on Γ
}
,
H˙−1(Ω) = {ϕ ∈ (H−1(Ω))n ∩ TS , ⟨ϕ, e⟩(H−1(Ω))n,(H1(Ω))n = 0},
H˙ = {ϕ ∈ (L2(Ω))n ∩ TS , ⟨ϕ⟩ = 0},
V˙ = {ϕ ∈ (H1(Ω))n ∩ TS , ⟨ϕ⟩ = 0},
and
W˙ = {ϕ ∈ (H2(Ω))n ∩ TS , ⟨ϕ⟩ = 0}.
We finally introduce the bilinear form
a(u, v) = ((∇u,∇v))
which is continuous on V . Here and below, we denote by ∥.∥ the usual L2−norm (with associa-
ted scalar product ((., .))) ; in general, ∥.∥X denotes the norm on the Banach space X. We can
associate with a the linear operator A in V˙ with domain D(A) = W˙. For u ∈ D(A), Au is defined
by
((Au, v)) = a(u, v), ∀v ∈ V˙ ,
which amounts to saying that Au = −∆u. It is easy to show that A is an isomorphism from V˙
onto V˙ ′ (the dual of V˙) and from D(A) onto H˙. Furthermore, in light of the compact injection of
(H1(Ω))n in (L2(Ω))n (and also of V˙ in H˙), it follows that A−1 is self-adjoint and compact. There
thus exists an orthonormal basis of H˙ associated with the eigenvalues λ j, j ≥ 1, of A,

λ1 = inf
v∈V˙\{0}
∥v∥2V
∥v∥2 ,
AN j = λ jN j, N j ∈ D(A), j ≥ 1,
0 < λ1 ≤ λ2...,
The family {N j} j may be assumed to be normalized in the norm of H˙, i.e.,
((Ni,N j)) = δi j,
where
δi j =
{
1 if i = j,
0 otherwise.
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We now rewrite problem (3.13)-(3.14) in the form
∂c
∂t
+ APµ + λ0χΩ\D(x)(c − h) = 0, (3.17)
Pµ = P f (c) + ε2Ac¯. (3.18)
For simplicity, we set ε = 1 and have
∂c
∂t
+ APµ + λ0χΩ\D(x)(c − h) = 0, (3.19)
Pµ = P f (c) + Ac¯. (3.20)
Integrating (3.19) over Ω, we obtain
d⟨c⟩
dt
= −λ0⟨χΩ\D(x)(c − h)⟩ (3.21)
We can thus rewrite (3.19)-(3.20) in the form
∂c¯
∂t
+ APµ + λ0χΩ\D(x)(c − h) = 0, (3.22)
Pµ = P f (c) + Ac¯. (3.23)
Finally, we can reformulate the problem as follows :
∂A−1c¯
∂t
+ Pµ + λ0A
−1(χΩ\D(x)(c − h)) = 0, (3.24)
Pµ = P f (c) + Ac¯. (3.25)
As far as the function f is concerned, we assume that f ∈ C2(n), f ′ has at most a quadratic
growth, f ′′ has at most a linear growth, and
(( f ′(c)v, v)) ≥ −ξ0∥v∥2, ξ0 ≥ 0, ∀c ∈ n, ∀v ∈ TS , (3.26)
(( f (c), c¯)) ≥ α
∫
Ω
(c¯2. c¯2 + ⟨c⟩2. c¯2)dx − ξ∥c¯∥2, α > 0, ξ ≥ 0, ∀c ∈ S , (3.27)
where φ2 = (φ2i )i, φ = (φi)i ∈ Rn, and f ′(c) = (∇ fi(c))i denotes the Jacobian matrix of f ,
i = 1, ..., n.
Remark 3.2.1. In particular, assumptions (3.26) and (3.27) are satisfied by our proposed model
(3.9)–(3.10). Indeed, we recall that
fi(c) =
2
n
[ci(1 − ci)2 − c2i (1 − ci)] −
1
n
n∑
j=1
∂F
∂c j
,
i = 1, ..., n. We thus have
∂ fi
∂ci
(c) =
2
n
[6c2i − 6ci + 1] −
2
n2
[6c2i − 6ci + 1], i = 1, ..., n,
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and
∂ fi
∂c j
(c) = − 2
n2
[6c2j − 6c j + 1], i, j = 1, ..., n, j , i.
Therefore, the i-th component of f ′(c)v reads
( f ′(c)v)i =
2
n
[6c2i − 6ci + 1]vi −
2
n2
n∑
j=1
(
[6c2j − 6c j + 1]v j
)
, i = 1, ..., n,
hence
(( f ′(c)v, v)) =
2
n
∫
Ω
n∑
i=1
(
[6c2i − 6ci + 1]v2i
)
dx
− 2
n2
∫
Ω
n∑
j=1
(
[6c2j − 6c j + 1]v j
) n∑
i=1
vidx
=
2
n
∫
Ω
n∑
i=1
(
[6c2i − 6ci + 1]v2i
)
dx,
since v ∈ TS . It thus follows that
(( f ′(c)v, v)) ≥ −
n∑
i=1
ξi∥vi∥2,
where ξi > 0, i = 1, ..., n. On the other hand, writing c = c¯ + ⟨c⟩, we have
(( f (c), c¯)) = (( f (c), c¯))
=
∫
Ω
n∑
i=1
fi(c)c¯idx
=
2
n
∫
Ω
n∑
i=1
[2c3i − 3c2i + ci]c¯idx −
1
n
∫
Ω
n∑
j=1
∂F
∂c j
n∑
i=1
c¯idx
=
2
n
n∑
i=1
∫
Ω
(2c3i − 3c2i + ci)c¯idx
=
2
n
n∑
i=1
∫
Ω
(2c¯3i + 6c¯
2
i ⟨ci⟩ + 6c¯i⟨ci⟩2 − 3c¯2i − 6c¯i⟨ci⟩ + c¯i)c¯idx
≥2
n
n∑
i=1
[ ∫
Ω
(2c¯4i + 6c¯
2
i ⟨ci⟩2 + c¯2i )dx − 6
∫
Ω
|c¯i|3|⟨ci⟩|dx
− 3
∫
Ω
|c¯i|3dx − 6
∫
Ω
c¯2i |⟨ci⟩|dx
]
,
for all c ∈ S , since c¯ ∈ TS . We then deduce from Young’s inequality (e.g., 6ab ≤ 74a2 + 367 b2 ;
see [42] for more details) that
(( f (c), c¯)) ≥ α
∫
Ω
n∑
i=1
[c¯4i + ⟨ci⟩2c¯2i ]dx − ξ
n∑
i=1
∥c¯i∥2, α > 0, ξ ≥ 0.
76
3.3. A priori estimates
We note that, for v = (vi)i ∈ S ,
v → (∥v − ⟨v⟩∥2−1 + ⟨v⟩2)
1
2 ,
v → (∥v − ⟨v⟩∥2 + ⟨v⟩2) 12 ,
v → (∥A 12 v¯∥2 + ⟨v⟩2) 12 ,
and
v → (∥Av¯∥2 + ⟨v⟩2) 12
are norms in L, H, V , andW, respectively, which are equivalent to the usual ones. Here, ∥ · ∥−1 =
∥A− 12 · ∥.
Throughout this article, the same letter ξ (and, sometimes, ζ and η) denotes constants which
may vary from line to line, or even in a same line. Similarly, the same letter Q denotes monotone
increasing functions which may vary from line to line, or even in a same line.
3.3 A priori estimates
We first multiply (3.24) by c¯ and have
1
2
d
dt
∥c¯∥2−1 = −((Pµ, c¯)) − λ0((A−1χΩ\D(x)(c − h), c¯))
= −∥A 12 c¯∥2 − (( f (c), c¯)) − λ0((χΩ\D(x)(c − h), A−1c¯))
≤ −∥A 12 c¯∥2 − α
∫
Ω
(c¯2. c¯2 + ⟨c⟩2. c¯2)dx + λ0(∥c∥ + ∥h∥)∥c¯∥
≤ −∥A 12 c¯∥2 − α
∫
Ω
(c¯2. c¯2 + ⟨c⟩2. c¯2)dx + ζ(∥c¯∥2 + ⟨c⟩2) + η(∥h∥2 + 1)
≤ −∥A 12 c¯∥2 − α
∫
Ω
(c¯2. c¯2 + ⟨c⟩2. c¯2)dx + α
2
∫
Ω
(c¯2. c¯2 + ⟨c⟩2. c¯2)dx + η(∥h∥2 + 1)
≤ −∥A 12 c¯∥2 − α
2
∫
Ω
(c¯2. c¯2 + ⟨c⟩2. c¯2)dx + η(∥h∥2 + 1),
owing to (3.25) and (3.27), hence
d
dt
∥c¯∥2−1 + ∥A
1
2 c¯∥2 + α
∫
Ω
(c¯2. c¯2 + ⟨c⟩2. c¯2)dx ≤ ξ, (3.28)
which yields
d
dt
∥c¯∥2−1 + ξ∥c¯∥2−1 ≤ ζ, ξ > 0. (3.29)
It thus follows from (3.29) and Gronwall’s lemma that
∥c¯∥2−1 ≤ e−ξt∥c¯0∥2−1 + ζ, ξ > 0, t ≥ 0. (3.30)
Let B be a bounded subset of H˙−1(Ω) and t0 be such that c¯0 ∈ B and t ≥ t0 implies c¯(t) ∈ B0,
where B0 = {ϕ ∈ H˙−1(Ω), ∥ϕ∥2−1 ≤ 2ζ}, ζ being the constant in (3.30). We then deduce from
(3.28) that, for t ≥ t0,∫ t+r
t
∥A 12 c¯∥2ds ≤ ξ(r),
∫ t+r
t
ds
∫
Ω
(c¯2. c¯2 + ⟨c⟩2. c¯2)dx ≤ ξ(r), (3.31)
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for r > 0 fixed.
We then multiply (3.24) by Ac¯ and find
1
2
d
dt
∥c¯∥2 = −((Pµ, Ac¯)) − λ0((χΩ\D(x)(c − h), c¯))
= −∥Ac¯∥2 − (( f (c), Ac¯)) − λ0((χΩ\D(x)(c − h), c¯))
≤ −∥Ac¯∥2 − (( f ′(c)A 12 c¯, A 12 c¯)) + λ0(∥c∥ + ∥h∥)∥c¯∥
≤ −∥Ac¯∥2 + ξ0∥A
1
2 c¯∥2 + ζ
∫
Ω
(
∫
Ω
c¯2. c¯2 + ⟨c⟩2. c¯2)dx + η∥h∥2
≤ −∥Ac¯∥2 + ξ0∥A
1
2 c¯∥2 + ζ
( ∫
Ω
(c¯2. c¯2 + ⟨c⟩2. c¯2)dx + ∥h∥2 + 1
)
,
owing to (3.25) and (3.26), hence
d
dt
∥c¯∥2 + ∥Ac¯∥2 ≤ ξ0∥A
1
2 c¯∥ + ζ
( ∫
Ω
(c¯2. c¯2 + ⟨c⟩2. c¯2)dx + ∥h∥2 + 1
)
. (3.32)
It thus follows from (3.31), (3.32), and the uniform Gronwall’s lemma that
∥c¯∥2 ≤ ξ, t ≥ t0 + r, (3.33)
where the constant ξ is independent of c¯0 and t, hence, employing (3.33) and integrating (3.28)
and (3.32) between 0 and t0 + r,
∥c¯(t)∥2 ≤ Q(∥c¯0∥), t ≥ 0. (3.34)
Now, writing c = ⟨c⟩ + c¯ in (3.21), we find
d
dt
⟨c⟩ + λ0
Vol(Ω)
∫
Ω\D
(⟨c⟩ + c¯ − h)dx = 0.
Therefore,
d
dt
⟨c⟩ + ξ⟨c⟩ = − λ0
Vol(Ω)
∫
Ω\D
(c¯ − h)dx,
where ξ = λ0Vol(Ω\D)Vol(Ω) , hence
d
dt
(eξt⟨c⟩) = − λ0
Vol(Ω)
eξt
∫
Ω\D
(c¯ − h)dx
and
⟨c⟩ = e−ξt⟨c0⟩ −
λ0
Vol(Ω)
e−ξt
∫ t
0
eξs
∫
Ω\D
(c¯ − h)dxds.
Thus,
|⟨c⟩| ≤ e−ξt|⟨c0⟩| + ζe−ξt
∫ t
0
eξs(∥c¯∥ + ∥h∥)ds, ∀t ≥ 0,
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where ζ = λ0
(Vol(Ω)) 12
. Here,
ζe−ξt
∫ t
0
eξs∥h∥ds ≤ ζe−ξt∥h∥eξt
≤ ζ∥h∥
≤ η.
Furthermore, for t ≥ t0 + r,
ζe−ξt
∫ t
0
eξs∥c¯∥ds = ζe−ξt
∫ t0+r
0
eξs∥c¯∥ds + ζe−ξt
∫ t
t0+r
eξs∥c¯∥ds
≤ Q(∥c¯0∥)e−ξteξ(t0+r) + ζe−ξt
∫ t
t0+r
eξs∥c¯∥ds
≤ Q(∥c¯0∥)e−ξt + ζe−ξt
∫ t
t0+r
eξs∥c¯∥ds
≤ Q(∥c¯0∥)e−ξt + ηe−ξt(eξt − eξ(t0+r))
≤ Q(∥c¯0∥)e−ξt + ζ,
where we have used (3.33) (resp., (3.34)) to estimate the first (resp., the second) integral in the
right-hand side of the first equality. Finally, we obtain
|⟨c⟩| ≤ (Q(∥c¯0∥) + |⟨c0⟩|)e−ξt + ζ, ∀t ≥ 0, (3.35)
where ξ and ζ are two constants which are nonnegative and independent of t and c0.
We finally multiply (3.19) by A2c¯ to obtain, noting that
((APµ, A2c¯)) = ((Pµ, A3c¯)) = ((µ, A3c¯)),
the differential equalities
1
2
d
dt
∥Ac¯∥2 = −((µ, A3c¯)) − λ0((χΩ\D(x)(c − h), A2c¯))
= −∥A2c¯∥2 − ((A f (c), A2c¯)) − λ0((χΩ\D(x)(c − h), A2c¯)).
(3.36)
Using the fact that
∆ f (c) = f ′(c)∆c + f ′′(c)|∇c|2,
we have (see, e.g., [137])
|((A f (c), A2c¯))| = |((−∆ f (c), A2c¯))|
≤ ξ∥∆ f (c)∥2 + 1
4
∥A2c¯∥2
≤ 1
2
∥A2c¯∥2 + ξ.
(3.37)
Furthermore,
λ0|((χΩ\D(x)(c − h), A2c¯))| ≤ ξ∥c − h∥∥A2c¯∥
≤ ξ(∥c¯∥2 + ⟨c⟩2) + 1
2
∥A2c¯∥2 + ζ∥h∥2.
(3.38)
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We finally deduce from (3.36), (3.37), and (3.38) that
d
dt
∥Ac¯∥2 ≤ ξ(∥c¯∥2 + ⟨c⟩2) + ζ. (3.39)
Note that, integrating (3.32) over (t, t + r), we have, for t ≥ t0 + r,∫ t+r
t
∥Ac¯∥2dx ≤ ξ(r), (3.40)
owing to (3.33). Furthermore, owing to (3.21), we have
d
dt
⟨c⟩2 = 2⟨c⟩ d
dt
⟨c⟩
≤ 2λ0|⟨c⟩|
∣∣∣∣
∫
Ω\D
(c − h)dx
∣∣∣∣
≤ ξ(∥c¯∥2 + (⟨c⟩)2) + ζ(∥h∥2 + 1)
(3.41)
and, owing to (3.33) and (3.35), ∃t1 such that, ∀t ≥ t1,
|⟨c⟩| ≤ ξ and ∥c¯∥2 ≤ ξ. (3.42)
We finally deduce from (3.33), (3.35), (3.39), (3.40), (3.41), (3.42), and the uniform Gronwall’s
lemma that
∥c∥W ≤ ξ, t ≥ t1 + r, (3.43)
where r > 0 is fixed.
3.4 Well-posedness and existence of the global attractor
We have the
Theorem 3.4.1. We assume that c0 ∈ H. Then, (3.19)–(3.20) possesses a unique solution c such
that
c ∈ L∞([0,T ],H) ∩ L2([0,T ],W) ∩ L4([0,T ], (L4(Ω))n ∩ S ), ∀T > 0.
Proof. We first denote by Em the space
Em = span{N1,N2, ...,Nm}
and by Pm the orthogonal projection from V˙ onto Em,
Pmh =
m∑
j=1
((h,N j))N j.
The variational formulation of the problem reads : Find cm : [0,T ] → ⟨cm⟩ + Em, cm(t) =
⟨cm(t)⟩ + cm(t) = ⟨cm(t)⟩ +
m∑
j=1
cm j(t)N j, such that
d
dt
((
A−1
m∑
i=1
c¯m(t)Ni,N j
))
−
(( m∑
i=1
c¯mi(t)A
1
2Ni, A
1
2N j
))
+ ((P f (⟨cm⟩ + cm),N j))
+ λ0((A
−1(χΩ\D(x)(⟨cm⟩ + cm − h)),N j)) = 0, j = 1, ...,m,
(3.44)
80
3.4. Well-posedness and existence of the global attractor
d
dt
⟨cm⟩ + ξ⟨cm⟩ = −
λ0
Vol(Ω)
∫
Ω\D
(c¯m − h)dx, (3.45)
c¯m(0) = Pmc0, (3.46)
⟨cm(0)⟩ = ⟨c0⟩. (3.47)
We can rewrite (3.44) and (3.46) as
∂A−1c¯m
∂t
+ P f (⟨cm⟩ + cm) + Ac¯m + λ0A−1(χΩ\D(x)(⟨cm⟩ + cm − h))
= 0, in E′m,
(3.48)
c¯m(0) = Pmc0, (3.49)
and we finally rewrite equation (3.44) as follows :
M−1
dY
dt
+ MY + H(Y) = 0,
where M = ((ANi,N j))i, j=1,...,m, Y =

cm1
.
.
.
cmm

, and
H(Y) =

((P f (⟨cm⟩ + cm) + λ0A−1(χΩ\D(P(⟨cm⟩ + cm − h))),N1))
.
.
.
((P f (⟨cm⟩ + cm) + λ0A−1(χΩ\D(P(⟨cm⟩ + cm − h))),Nm))

,
noting that ⟨cm⟩ can be expressed as a function of cm by solving (3.45). The matrix M is in-
vertible and positive definite and H(Y) depends continuously on Y. Applying Cauchy’s theorem,
we find that there exists a time tm ∈ (0,T ) and a solution Y to
dY
dt
+ M2Y + MH(Y) = 0
on the time interval [0, tm[. Having cm, we then deduce ⟨cm⟩ (from (3.45)).
It follows from the a priori estimates derived in the previous section for the solution cm(t)
(c(t) being replaced by cm(t)) that any local solution to (3.19)–(3.20) is actually a global solu-
tion defined on the whole interval [0,T ]. It then follows from the a priori estimates that, up to a
subsequence which we do not relabel,
cm ⇀ c weakly in L
2(0,T,W), (3.50)
∂cm
∂t
⇀
∂c
∂t
weakly in L
4
3 (0,T,W−2,
4
3 (Ω)), (3.51)
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as m → ∞. It follows from (3.50), (3.51), and the Aubin-Lions compactness theorem that
cm → c strongly in L
4
3 (0, T, (L
4
3 (Ω))n ∩ S ) (3.52)
and cm(t, x) → c(x, t) a.e. (t, x) ∈ [0,T ] ×Ω. Moreover, since f is a continuous,
f (cm(t, x)) → f (c(t, x)) a.e.
and, since f (cm) is bounded in L
4
3 (ΩT ), ΩT = (0,T ) ×Ω,
f (cm) ⇀ f (c) weakly in L
4
3 (ΩT ) ∩ TS ,
owing to the weak dominated convergence theorem. Finally, we deduce that A−1 ∂c¯m
∂t
⇀ A−1 ∂c¯
∂t
weakly in L
4
3 (ΩT ). Thus, passing to the limit in (3.48), we obtain
∂A−1c¯
∂t
+ P f (c) + Ac¯ + λ0A
−1(χΩ\D(x)(Pc − Ph)) = 0, in L
4
3 (ΩT ) ∩ TS . (3.53)
Finally, we easily pass to the limit in (3.45), at least in a weak sense, i.e., solving explicitly this
ODE.
Let now c1 and c2 be two solutions to (3.19)–(3.20) with initial data c0,1 and c0,2, respectively.
We set c = c1 − c2, c0 = c0,1 − c0,2, and µ = µ1 − µ2 and have
∂c
∂t
+ APµ + λ0χΩ\D(x)c = 0, (3.54)
Pµ = P( f (c1) − f (c2)) + Ac¯, (3.55)
c|t=0 = c0 = c0,1 − c0,2. (3.56)
Integrating (3.54) over Ω, we obtain
d
dt
⟨c⟩ = − λ0
Vol(Ω)
∫
Ω\D
cdx. (3.57)
We can thus rewrite the problem as
∂c¯
∂t
+ APµ + λ0χΩ\D(x)c = 0, (3.58)
Pµ = P( f (c1) − f (c2)) + Ac¯, (3.59)
or else
∂A−1c¯
∂t
+ Pµ + λ0A
−1χΩ\D(x)c = 0, (3.60)
Pµ = P( f (c1) − f (c2)) + Ac¯. (3.61)
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We multiply (3.60) by c¯ and find
1
2
d
dt
∥c¯∥2−1 = −((µ, c¯)) − λ0((A−1χΩ\D(x)c, c¯))
= − (( f (c1) − f (c2), c)) + (( f (c1) − f (c2), ⟨c⟩))
− ∥A 12 c¯∥2 − λ0((χΩ\D(x)c, A−1c¯))
≤ξ0∥c∥2 + (( f (c1) − f (c2), ⟨c⟩)) − ∥A
1
2 c¯∥2 − λ0((χΩ\D(x)c, A−1c¯))
≤ξ0∥c∥2 +
∣∣∣∣(( f (c1) − f (c2), ⟨c⟩))
∣∣∣∣ − ∥A 12 c¯∥2 + ξ∥c∥∥c¯∥−1
≤ξ(∥c¯∥2 + ⟨c⟩2) + ζ∥c¯∥2−1 − ∥A
1
2 c¯∥2 +
∣∣∣∣(( f (c1) − f (c2), ⟨c⟩))
∣∣∣∣,
owing to (3.26) and (3.61). We note that, owing also to (3.26),
∣∣∣∣(( f (c1) − f (c2, ⟨c⟩))
∣∣∣∣ =
∣∣∣∣⟨c⟩
∫
Ω
c
∫ 1
0
f ′(c1 + s(c2 − c1))dsdx
∣∣∣∣
≤ ξ|⟨c⟩|
∫
Ω
(|c1|2 + |c2|2 + 1)|c|dx
≤ ξ|⟨c⟩|(∥c1∥2(L4(Ω))n + ∥c2∥2(L4(Ω))n + 1)∥c∥
≤ ξ(∥c1∥2(L4(Ω))n∩S + ∥c2∥2(L4(Ω))n∩S + 1)(|⟨c⟩|2 + ∥c¯∥2),
hence
1
2
d
dt
∥c¯∥2−1 + ∥A
1
2 c¯∥2 ≤ ξ(∥c1∥2(L4(Ω))n∩S + ∥c2∥2(L4(Ω))n∩S
+1)(|⟨c⟩|2 + ∥c¯∥2) + ζ∥c¯∥2−1.
(3.62)
Noting then that
1
2
d
dt
|⟨c⟩|2 ≤ |⟨c⟩|
∣∣∣∣∣ ddt ⟨c⟩
∣∣∣∣∣
≤ ξ|⟨c⟩||
∫
Ω\D
cdx|
≤ ξ|⟨c⟩|∥c∥
≤ ξ(⟨c⟩2 + ∥c¯∥2)
(3.63)
and recalling the interpolation inequality
∥c¯∥2 ≤ ξ∥c¯∥−1∥A
1
2 c¯∥,
it follows that
d
dt
(∥c¯∥2−1 + |⟨c⟩|2) + ∥A
1
2 c¯∥2 ≤ ξ(∥c1∥4(L4(Ω))n∩S + ∥c2∥4(L4(Ω))n∩S
+ 1)(|⟨c⟩|2 + ∥c¯∥2−1).
(3.64)
We thus deduce from (3.64) and Gronwall’s lemma that
∥c1(t) − c2(t)∥L ≤ Q(T, ∥c0,1∥, ∥c0,2∥)∥c0,1 − c0,2∥L, 0 ≤ t ≤ T, (3.65)
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hence the uniqueness, as well as the continuous dependence with respect to the initial data in
the L–norm. 
It follows from Theorem 3.4.1 that we have the continuous (with respect to the L–norm)
semigroup
S (t) : H → H, c0 7→ c(t), t ≥ 0
(i.e., S (0) = I, S (t + s) = S (t) ◦ S (s), t, s ≥ 0).
It then follows from (3.43) that S (t) possesses a bounded absorbing set B1 which is com-
pact in H and bounded in W. We thus deduce from standard results (see, e.g., [108, 137]) the
following theorem.
Theorem 3.4.2. The semigroup S (t) possesses the connected global attractorA such thatA is
compact in H and bounded in W.
3.5 Existence of exponential attractors
Let c1 and c2 be two solutions to (3.19)–(3.20) with initial data c0,1 and c0,2, respectively.
We set c = c1 − c2, c0 = c0,1 − c0,2, and µ = µ1 − µ2 and have
∂c
∂t
+ APµ + λ0χΩ\D(x)c = 0, (3.66)
Pµ = P( f (c1) − f (c2)) + Ac¯, (3.67)
c|t=0 = c0. (3.68)
Furthermore, it is sufficient here to take initial data belonging to the bounded absorbing set B1
defined in the previous section.
We multiply (3.66) by tc to find, owing to (3.26) and (3.67),
1
2
d
dt
(t∥c∥2) + λ0t∥χΩ\D(x)c∥2 =
1
2
∥c∥2 − t∥Ac¯∥2 − t((A 12 ( f (c1) − f (c2)), A
1
2 c¯))
≤ 1
2
∥c∥2 + ξ0t∥A
1
2 c¯∥2,
which yields
d
dt
(t∥c∥2) ≤ ∥c∥2 + ξt∥A 12 c¯∥2. (3.69)
Integrating (3.69) between 0 and t, we obtain
∥c∥2 ≤ ξ1 + t
t
∫ t
0
∥c∥2Vds, t > 0. (3.70)
Noting that (3.64) is equivalent to
d
dt
(∥c¯∥2−1 + |⟨c⟩|2) + ∥c∥2V ≤ ξ(∥c1∥4(L4(Ω))n∩S + ∥c2∥4(L4(Ω))n∩S + 1)(|⟨c⟩|2 + ∥c¯∥2−1), (3.71)
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it follows from (3.28), (3.65), and (3.71) that
∫ t
0
∥c∥2Vds ≤ ξeζt∥c∥2L. (3.72)
We then deduce from (3.69) and (3.72) that
t∥c∥2H ≤ ξeζt∥c∥2L, t > 0. (3.73)
Next, we derive a Hölder (both with respect to space and time) estimate. Actually, owing to
(3.65), it suffices to prove the Hölder continuity with respect to time. We have
∥c(t1) − c(t2)∥L =
∥∥∥∥∥
∫ t2
t1
∂c
∂t
dτ
∥∥∥∥∥
L
≤
∣∣∣∣∣
∫ t2
t1
∥∥∥∥∥∂c∂t
∥∥∥∥∥
L
dτ
∣∣∣∣∣
≤ |t1 − t2|
1
2
∣∣∣∣∣
∫ t2
t1
∥∥∥∥∥∂c∂t
∥∥∥∥∥
2
L
dτ
∣∣∣∣∣
1
2
.
(3.74)
Multiplying (3.24) by ∂c¯
∂t
, we find
∥∥∥∥∥∂c¯∂t
∥∥∥∥∥
2
−1
= −
((
f (c),
∂c¯
∂t
))
− 1
2
d
dt
∥A 12 c¯∥2 + λ0
((
χΩ\D(x)(h − c), A−1
∂c¯
∂t
))
≤ ∥A 12 f (c)∥
∥∥∥∥∥∂c¯∂t
∥∥∥∥∥−1 −
1
2
d
dt
∥A 12 c¯∥2 + λ0∥c − h∥
∥∥∥∥∥∂c¯∂t
∥∥∥∥∥−1,
owing to (3.25), hence
d
dt
∥A 12 c¯∥2 +
∥∥∥∥∥∂c¯∂t
∥∥∥∥∥
2
−1
≤ ξ∥c∥2V + ζ, (3.75)
owing to (3.26) and the continuous embedding H2(Ω) ⊂ C(Ω). Noting that
⟨∂c
∂t
⟩2 ≤ ξ∥c∥2 + ζ, (3.76)
owing to (3.21), we then deduce from (3.43), (3.75), and (3.76) that
∫ t2
t1
∥∥∥∥∥∂c∂t
∥∥∥∥∥
2
L
dτ ≤ ξ, (3.77)
where the constant ξ depends on B1 and T such that t1, t2 ∈ [0,T ], so that
∥c(t1) − c(t2)∥L ≤ ξ|t1 − t2|
1
2 , (3.78)
where the constant ξ depends on B1 and T such that t1, t2 ∈ [0,T ].
We finally deduce from (3.65), (3.73), and (3.78) the following result (see, e.g., [52, 53]).
Theorem 3.5.1. The semigroup S (t) possesses an exponential attractorM ⊂ B1, i.e.,
(i) M is compact in L ;
(ii) M is positively invariant, S (t)M ⊂M, ∀t ≥ 0 ;
(iii) M has finite fractal dimension in L ;
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(iv) M attracts exponentially fast the bounded subsets of H,
∀B ⊂ H bounded, distL(S (t)B,M) ≤ Q(∥B∥H)e−ξt,
ξ > 0, t ≥ 0,
where the constant ξ is independent of B and distL denotes the Hausdorff semidistance between
sets defined by
distL(A, B) = sup
a∈A
inf
b∈B
∥a − b∥L.
Remark 3.5.2. Setting M˜ = S (1)M, we can prove that M˜ is an exponential attractor for S (t),
but now in the topology of H (see, e.g., [54]).
Since M (or M˜) is a compact attracting set, we deduce from Theorem 3.5.1 the following
corollary.
Corollary 1. The semigroup S (t) possesses the finite-dimensional global attractorA ⊂ B1.
Remark 3.5.3. A more generally a nonlinear term F given in the following form :
F(v) =
n∑
i=1
2p+2∑
k=0
akv
k
i , a2p+2 > 0, v = (vi)i ∈ S .
We can replace assumption (3.27) by
(( f (c), c¯)) ≥ α
∫
Ω
n∑
i=1
p∑
k=0
c¯
2p+2−2k
i
⟨c⟩2kdx, α > 0, c = (ci)i ∈ S .
Indeed, since F(c) =
n∑
i=1
2p+2∑
k=0
akc
k
i
, a2p+2 > 0, we have
∂F(c)
∂ci
=
2p+1∑
k=0
(k + 1)ak+1c
k
i , i = 1, ..., n,
hence
∂2F(c)
∂c2
i
≥ −ξi, ξi ≥ 0,
i = 1, ..., n, and, owing to Remark 3.2.1,
(( f ′(c)v, v)) =
∫
Ω
n∑
i=1
∂2F(c)
∂c2
i
v2i dx
≥ −
n∑
i=1
ξi∥vi∥2, ξi ≥ 0,
for all v ∈ TS . Furthermore, it follows from Remark 2.11 in [42] that
((
∂F(c)
∂ci
, c¯i)) ≥ α
∫
Ω
p∑
k=0
c¯
2p+2−2k
i
⟨c⟩2kdx, α > 0, c ∈ S ,
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i = 1, ..., n, and, owing to Remark 3.2.1,
(( f (c), c¯)) =
∫
Ω
n∑
i=1
∂F(c)
∂ci
c¯idx
≥ α
∫
Ω
n∑
i=1
p∑
k=0
c¯
2p+2−2k
i
⟨c⟩2kdx, α > 0,
for all c ∈ S . In that case, we can also obtain the global existence of the problem, as well as the
existence of finite-dimensional attractors, of the dynamical system associated with the problem
(at least H2 − L2−attractors) but we lose the uniqueness of the problem.
Remark 3.5.4. We studied the (global) dynamics of the system when λ0 is constant and ε = 1.
More generally, all constants here and in the previous sections depend on λ0 and ε and grow
as these quantities go to +∞ and 0, respectively. In particular, the dependence on λ0 is an
important issue in view of inpainting applications (see [16]) and a natural question is whether
one can have an upper bound on the dimension of the global attractor which is independent of
this quantity (here, the upper bound that we obtain explodes as λ0 goes to +∞). A natural (but
involved, see, e.g., [137]) problem would be to find a lower bound on this dimension (possibly,
in terms of λ0). This will be investigated elsewhere.
3.6 Algebraic consistency with the two-phase model
In order to ensure the "physical" constraints of our proposed model, the model must (at least,
see below) satisfy two properties :
(i) When phases (i1, i2, i3, ..., in−2) ∈ {1, ..., n} are not present, the n-phase free energy is
equal to the one of the two-phase model.
(ii) When phases (i1, i2, i3, ..., in−2) ∈ {1, ..., n} are not present at the initial time (i.e., ci j(0) =
0 and hi j = 0, j = 1,...,n − 2), these phases do not appear artificially during the evolution
of the system.
In that case, we say that the model is algebraically consistent with the two-phase model (see
[22]). Of course, the model should also be consistent with the k-phase model, k < n, but we
have not been able to prove this more general property here.
Theorem 3.6.1. Model (3.9)–(3.10) is algebraically consistent with the diphasic system.
Proof. We first recall that the total free energy of (3.9)–(3.10) (n-phase model) can be written
as follows :
Fn((ci)i) =
∫
Ω
[1
n
n∑
i=1
(c2i (1 − ci)2) +
ε2
2
n∑
i=1
|∇ci|2
]
dx +
λ0
2
n∑
i=1
∫
Ω\D
(ci − hi)2dx. (3.79)
We assume that ci = c, c j = 1 − c, and ck = hk = 0, for i and j fixed in {1, 2, ..., n} and
k = 1, ..., n, k , i, j. We set hi = h (i.e., h j = 1−h) and c˜ = (0, ..., 0, c, 0, .., 0, 1− c, 0, .., 0) ∈ n.
Then, the total free energy can be rewritten as
Fn(c˜) =
∫
Ω
[2
n
(c2(1 − c)2) + ε2|∇c|2
]
dx + λ0
∫
Ω\D
(c − h)2dx (3.80)
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which is equal, up to a multiplicative constant, which, therefore, does not change anything in
the description of the problem, to the total free energy of the two-phase model (3.1),
F (c˜) =
∫
Ω
[1
n
(c2(1 − c)2) + ε
2
2
|∇c|2
]
dx +
λ0
2
∫
Ω\D
(c − h)2dx, (3.81)
so that the model satisfies (i).
Furthermore, (ii) says that our particular c˜ has to be solution to (3.9)–(3.10), which is
equivalent to
∂F
∂ck
− 1
n
n∑
l=1
∂F
∂cl
|ck=0,c j=1−ci = 0. (3.82)
Moreover, we have
∂F
∂ck
− 1
n
n∑
l=1
∂F
∂cl
|ck=0,ci=c,c j=1−ci
= − 2
n2
[
c(1 − c)2 − c2(1 − c) + (1 − c)c2 − (1 − c)2c
]
= 0,
(3.83)
which yields that the model satisfies (3.82) and then (ii). 
3.7 Numerical simulations
As far as the numerical simulations are concerned, we rewrite the problem in the form
∂ci
∂t
+ ∆µi + λ0χΩ\D(x)(ci − hi) = 0, i = 1, ..., n, (3.84)
µi = ϵ
2∆ci − fi(c), i = 1, ..., n, (3.85)
∂ci
∂ν
=
∂µi
∂ν
= 0 on Γ, i = 1, ..., n, (3.86)
c|t=0 = c0, (3.87)
where fi(c) = 2n [ci(1 − ci)2 − c2i (1 − ci)] − 1n
n∑
i=1
∂F(c)
∂ci
, i = 1, ..., n. Problem (3.84)–(3.87) has the
advantage of splitting the fourth-order (in space) equation into a system of two second-order
ones (see [55, 80, 86]). Consequently, we use a P1-finite element for the space discretization,
together with a semi-implicit Euler time discretization (i.e., implicit for the linear terms and
explicit for the nonlinear ones). The numerical simulations are performed with the software
Freefem++ (see [67]).
In the numerical results presented below, Ω is a (0, 0.5) × (0, 0.5)-square. The triangulation
is obtained by dividing Ω into 100 × 100 rectangles and by dividing each rectangle along the
same diagonal.
In order to obtain the final inpainting results, we use a dynamic one step algorithm with
threshold involving the diffuse interface thickness ε which allows us to connect regions across
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large inpainting domains (see [38]). Here, the thresholding consists in replacing maxi=1,...,n ci by
1 and c j , maxi=1,...,n ci by 0 for all j and at every point (x, y) ∈ Ω (more generally, at every
point (x, y, z) ∈ Ω) ; this means that we replace the dominant phase (color) by 1 at every point
of Ω and the other phases (colors) by 0 to obtain the final inpainting result.
3.7.1 Three colors inpainting
(a) (b)
Figure 3.1 – (a) Inpainting region in green, random initial datum between 0 and 1 in inpainting
region, ε = 0.03. (b) Solution at t = 0.006 ; replacing the dominant color by 1 and the other
colors by 0.
The green region in Figure 3.1(a) corresponds to the inpainting region. We run the modified
Cahn–Hilliard system (n = 3) with ε = 0.03, ∆t = 0.001, and λ0 = 500000. We are close to a
steady state at t = 0.006 and we replace the dominant color by 1 and the other colors by 0 to
obtain the final inpainting in Figure 3.1(b).
3.7.2 Nine colors inpainting
In Figure 3.2(a), the light blue region corresponds to the inpainting region. We run the
modified Cahn–Hilliard system (n = 9) with ε = 0.03, ∆t = 0.05, and λ0 = 900000. We are
close to a steady state at t = 0.2 and we replace the dominant color by 1 and the other colors by
0 to obtain the final inpainting in Figure 3.2(b).
3.7.3 Text inpainting
The light green region (horizontal bars) in Figure 3.3(a) corresponds to the inpainting region.
We run the modified Cahn–Hilliard system (n = 10) with ε = 0.008, λ0 = 3000000, and
∆t = 0.01. We are close to a steady state at t = 0.04 and we replace the dominant color by 1 and
the other colors by 0 to obtain the final inpainting in Figure 3.3(b).
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(a) (b)
Figure 3.2 – (a) Inpainting region in light blue, random initial datum between 0 and 1 in inpain-
ting region, ε = 0.03. (b) Solution at t = 0.2 ; replacing the dominant color by 1 and the other
colors by 0.
(a) (b)
Figure 3.3 – (a) Inpainting region in green (horizontal bars), random initial datum between 0
and 1 in inpainting region, ε = 0.008. (b) Solution at t = 0.04 ; replacing the dominant color by
1 and the other colors by 0.
3.7.4 Consistency with the two-phase model example
In Figure 3.4, we take the same example of nine colors inpainting as in Figure 3.2, but, now,
we take hi = ci(0) = 0, i = 1, ..., 7. We run again the modified Cahn–Hilliard system (n = 9)
with the same parameters as in Figure 3.2. We are close to a steady state at t = 0.2 and we
replace the dominant color by 1 and the other colors by 0 to obtain the final inpainting in Figure
3.4(b). Note that |ci(t)| < 10−5, ∀t ≥ 0, i = 1, ..., 7.
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(a) (b)
Figure 3.4 – (a) Inpainting region in light blue, random initial datum between 0 and 1 in inpain-
ting region, ε = 0.03. (b) Solution at t = 0.2 ; replacing the dominant color by 1 and the other
colors by 0.
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Deuxième partie
Généralisations de l’équation de
Cahn–Hilliard en biologie et en chimie
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Chapitre 4
A Cahn–Hilliard equation with a
proliferation term for biological and
chemical applications
Une équation de Cahn–Hilliard avec un terme de
prolifération pour des applications en biologie et en
chimie
Ce chapitre est constitué de l’article A Cahn–Hilliard equation with a proliferation term
for biological and chemical applications, Asymptotic Analysis 94 (2015), 71–104.
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Abstract : In this paper, we are interested in the study of the solution to a generalization
of the Cahn–Hilliard equation endowed with Neumann boundary conditions. This model has,
in particular, applications in biology and in chemistry. We show that the solutions blow up in
finite time or exist globally in time. We further prove that the relevant, from a biological and a
chemical point of view, solutions converge to a constant as time goes to infinity. We finally give
some numerical simulations which confirm the theoretical results.
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4.1 Introduction
The Cahn–Hilliard equation is very important in materials science. It describes important
qualitative features of two phase systems, related with phase separation processes. In materials
science, this pattern formation is referred to as the microstructures of the material and these
microstructures are highly influential in determining many of the properties of the material,
such as strength, hardness, and conductivity. The Cahn–Hilliard model is rather broad ranged
in its evolutionary scope ; it can serve as a good model for many systems during early times, it
can give a reasonable qualitative description for these systems during intermediate times, and it
can serve as a good model for even more systems at late times. Often, the late time evolution is
so slow that the pattern formation becomes effectively frozen into the system over time scales
of interest and, hence, it is the long time behavior of the system which is seen in practice. We
refer the reader to, e.g., [26], [27], [41], [56], and [116] for more details.
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The Cahn–Hilliard equation also appears in the modeling of many other phenomena. These
include population dynamics [45], bacterial films [91], thin films [123, 138], image processing
[29, 51], and even the rings of Saturn [139].
In [42], the authors studied the following model proposed in [88] :
∂u
∂t
+ ∆2u − ∆ f (u) + g(u) = 0, (4.1)
where
g(s) = s(s − 1) (4.2)
and
f (s) = (s − 1
2
)3 − (s − 1
2
). (4.3)
Equation (1) models, e.g., the clustering of malignant brain tumor cells in two space dimensions,
see [88].
Furthermore, the authors in [141] proposed the following related equation :
∂u
∂t
+ M∆(2κ∆u − f (u)) + u2 − P(1 − u) = 0 (4.4)
to model the formation of adsorbate islands on a proposed surface (in the modeling of a two
dimensional liquid-gas). Here, u is the distance from the critical coverage u∗ = u − 12 , M is the
surface mobility which is supposed to be constant, u2 − P(1 − u) is the nonlinear reaction rate,
P =
κad s
κdes
p is the reduced pressure of the gas phase, p being the pressure of the gas above the
absorbed layer, and s is the stinking coefficient. Furthermore, κad and κdes are constants which
represent the adsorption rate and the desorption one, respectively. Finally, F is the free energy
of the corresponding homogeneous system,
f (s) = F′(s) = a0(
T
Tc
− 1)(s − 1
2
) +
4
3
T
Tc
(s − 1
2
)3, (4.5)
where a0 = 4κBTc and κ = κBTcξ20, ξ0 is a phenomenological length related to the range of the
interactions, and T and Tc are the absolute temperature and a critical one, respectively.
Actually, in what follows, we will, for simplicity, set all physical constants equals to 1
and we will solve the problem in space dimension N ≤ 3, i.e., we consider in section 2 the
generalized Cahn–Hilliard equation
∂u
∂t
+ ∆2u − ∆ f (u) + g(u) = 0, (4.6)
where
g(s) = αs2 + βs + γ, α > 0, β, γ ∈ . (4.7)
We note that, in two space dimensions, if α = 1 and γ = −β (β ∈ ), the equation models, e.g.,
the literal attractive interactions between adsorbed molecules which may induce a transition in
the chemisorbed overlayer, see [141]. Furthermore, if γ = 0 and β = −α (α > 0), the equation
models, e.g., the clustering of malignant brain tumor cells, see [88]. Finally, if α = γ = 0
and β > 0, the equation (named Cahn–Hilliard–Oono) accounts for long-ranged (nonlocal)
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interactions in the phase separation process (see [122, 143] ; see also [103] for the study of the
limit dynamics as β goes to zero, [39] for the study of the local existence with a logarithmic
nonlinear term and [49] for the study of the global existence of the nonlocal equation with a
transport term).
We further take, for simplicity,
f (s) = s3 − s (4.8)
and we set
Θ = β2 − 4αγ, (4.9)
Θ being the discriminant of g (g is defined here as in (4.7)).
A third related model, proposed in [5], reads
∂u
∂t
+ ∆2u − ∆ f (u) + g(x, u) = 0, (4.10)
where
g(x, s) =
α
2
(s + 1) − β(1 − s)2(1 + s)2 + σ(x, t), (4.11)
α and β being constants which represent the growth coefficient and the death one, respecti-
vely. Here, the term σ(x, t) is used as an artificial growth term which allows us to manufac-
ture a desired PDE solution, but it could also serve to model biologically relevant phenomena.
Equation (4.10) has applications in biology and, more specifically, in tumor growth and wound
healing. The uncontrolled tumor growth of abnormal cells often results in cancer. The morpho-
logical evolution of a growing solid tumor is the result of many factors, including cell-cell and
cell-matrix adhesion, mechanical stress, cell motility, and the degree of heterogeneity of cell
proliferation.
In that follows, we will, for simplicity, set σ ≡ 0 and we will solve the problem in space
dimension N ≤ 3, i.e., we consider in section 3 the generalized Cahn–Hilliard equation
∂u
∂t
+ ∆2u − ∆ f (u) + g(u) = 0, (4.12)
where
g(s) = αs − βsq(s − 1)q, q ≥ 2. (4.13)
We further take
f (s) =
2p+1∑
i=0
ais
i, a2p+1 > 0, p ≥ 1 (4.14)
(in particular, we will sometimes need compatibility conditions on p and q).
Problems (4.6) and (4.10), endowed with Dirichlet boundary conditions (and with more ge-
neral nonlinear terms f and g), are considered in [104] ; see also [63]. There, the well-posedness
and the existence of the finite-dimensional global attractor are established. Furthermore, equa-
tion (4.6), when the nonlinear term g has odd degree and endowed with Neumann boundary
conditions (and with more general nonlinear terms f ), is considered in [63]. In that case, we
also have the well-posedness and the existence of the finite-dimensional global attractor.
In this paper, equations (4.6) and (4.10) are endowed with Neumann boundary conditions,
∂u
∂ν
=
∂∆u
∂ν
= 0 on Γ,
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where Γ is the boundary of the domainΩ occupied by the system (we assume that it is a bounded
and regular domain of N) and ν is the unit outer normal vector.
We set
v = u − ⟨u⟩, (4.15)
where
⟨.⟩ = 1
Vol(Ω)
∫
Ω
.dx. (4.16)
Then, assuming that g is defined as in (4.7), with α = −β = 1 and γ = 0, the authors of
[42] proved that v is bounded and ⟨u⟩ can blow up in finite time. Furthermore, when ⟨u⟩ is
bounded, the solution exists globally in time and is dissipative. They finally proved that, if
u(t) ∈ [0, 1], ∀t ≥ 0, then u tends to 1 as time goes to infinity.
We note that Neumann boundary conditions are crucial here and we have global in time
existence for the same problem with Dirichlet boundary conditions (see, e.g., [104]).
In section 4.2, we take g as in (4.7) with α > 0 and β, γ ∈ . We prove that ⟨u⟩ can blow up
in finite time in general. Furthermore, when ⟨u⟩ is bounded, the solution exists globally in time
and is dissipative. We then prove that, ifΘ > 0 and u is a solution such that u(t) ∈ [−β−
√
Θ
2α ,
−β+
√
Θ
2α ]
or u(t) ∈ [−β+
√
Θ
2α , a], ∀t ≥ 0, where a > −β+
√
Θ
2α is arbitrary, then u tends to
−β+
√
Θ
2α as time goes
to infinity. Finally, if Θ = 0 and u is a solution such that u(t) ∈ [−β2α , a], ∀t ≥ 0, where a > −β2α ,
then u tends to −β2α as time goes to infinity.
In section 4.3, we take g as in (4.13). We prove that, if α = 2β, β > 0 (resp., β < 0) and
q = 2 and u is a solution such that u(t) ∈ [0, 2], then u tends to 0 (resp., to 2) as time goes to
infinity. Finally, we can again prove that ⟨u⟩ can blow up in finite time in general. Note that, if
β > 0 (resp., β < 0), the blow up solution tends to +∞ (resp., to −∞).
We finally give some numerical simulations which confirm these results. They also show
that, for g defined as in (4.7), even when the initial datum belongs to the relevant interval
[−β−
√
Θ
2α ,
−β+
√
Θ
2α ], we can have blow up in finite time.
Throughout the paper, the same letter c (and, sometimes, c′) denotes constants which may
vary from line to line.
4.2 A chemisorbed overlayer and tumor growth model
We consider the following initial and boundary value problem :
∂u
∂t
+ ∆2u − ∆ f (u) + g(u) = 0, (4.17)
∂u
∂ν
=
∂∆u
∂ν
= 0 on Γ, (4.18)
u|t=0 = u0, (4.19)
where f and g are defined in (4.7) and (4.8), respectively.
Integrating (4.17) over Ω, we have
d
dt
∫
Ω
udx +
∫
Ω
g(u)dx = 0, (4.20)
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hence
d
dt
⟨u⟩ + ⟨g(u)⟩ = 0. (4.21)
We rewrite (4.21) in the form
d⟨u⟩
dt
+ g(⟨u⟩) = g(⟨u⟩) − ⟨g(u)⟩.
Noting that
g(⟨u⟩) − ⟨g(u)⟩ = −α⟨v2⟩,
where v = u − ⟨u⟩, we obtain
d⟨u⟩
dt
+ g(⟨u⟩) = −α⟨v2⟩. (4.22)
We first have the
Proposition 4.2.1. For every u0 ∈ L2(Ω), there exists T0 = T0(∥u0∥) > 0 and a unique solution
u to (4.17)-(4.19) such that u ∈ C([0,T0); L2(Ω)) ∩ L2(0,T ;H2(Ω)), ∀T < T0.
Proof. See [114] and [137]. 
Remark 4.2.2. In the case when g has two distinct zeros, i.e., Θ > 0 ( Θ is defined in (4.9)),
we give below an example which proves that, even if we start in the physically relevant interval,
namely
[
−β−
√
Θ
2α ,
−β+
√
Θ
2α
]
, the solution can leave this interval. We consider the following equation :
∂u
∂t
+
∂4u
∂x4
− ∂
2
∂x2
(
(u − 1
2
)3 − (u − 1
2
)
)
+ αu2 + βu + γ = 0. (4.23)
We assume that Θ > 0, take u0(x) =
−β+
√
Θ
2α −
(
x − 12
)4
in a neighborhood of 12 , and extend
u0 by a smooth function defined in Ω = (0, 1), with values in
[
−β−
√
Θ
2α ,
−β+
√
Θ
2α
]
. We note that
u′0(
1
2 ) = u
′′
0 (
1
2 ) = 0 and u
(4)
0 (
1
2 ) = −24. Furthermore,
∂2
∂x2
(
(u0 −
1
2
)3 − (u0 −
1
2
)
)∣∣∣∣∣
x= 12
= 0. (4.24)
We thus have
∂u
∂t
(1
2
, 0
)
= 24 > 0. (4.25)
Noting finally that
u
(1
2
, t
)
= u
(1
2
, 0
)
+ t
∂u
∂t
(1
2
, 0
)
+ o(t)
=
−β +
√
Θ
2α
+ 24t + o(t)
>
−β +
√
Θ
2α
,
(4.26)
101
Chapitre 4. A Cahn–Hilliard equation with a proliferation term for biological and chemical applications
for t > 0 small, we see that u cannot stay in
[
−β−
√
Θ
2α ,
−β+
√
Θ
2α
]
. Similarly, if we take u0(x) =
−β−
√
Θ
2α +
(
x − 12
)4
in a neighborhood of 12 and extend it as above, we have
∂u
∂t
(1
2
, 0
)
= −24 < 0, (4.27)
hence
u
(1
2
, t
)
=
−β −
√
Θ
2α
− 24t + o(t)
<
−β −
√
Θ
2α
,
(4.28)
for t > 0 small, and we see that u cannot stay in
[
−β−
√
Θ
2α ,
−β+
√
Θ
2α
]
.
Lemma 4.2.3. Let u be a solution to (4.17)–(4.19). Then, ⟨u⟩ is bounded from above.
Proof. If β < 0, we note that
−2βs ≤ αs2 + β
2
α
.
It thus follows from (4.22) that
d⟨u⟩
dt
− β⟨u⟩ ≤ β
2
α
− γ, (4.29)
which yields, owing to Gronwall’s lemma,
⟨u(t)⟩ ≤
(
⟨u0⟩ −
γ
β
)
eβt − β
α
+
γ
β
, t ≥ 0, (4.30)
and ⟨u⟩ is bounded from above.
If β = 0, we further note that
2s ≤ αs2 + 1
α
. (4.31)
It thus follows from (4.22) that
d
dt
⟨u⟩ + 2⟨u⟩ ≤ 1
α
− γ, (4.32)
which yields, owing to Gronwall’s lemma,
⟨u(t)⟩ ≤
(
⟨u0⟩ +
γ
2
− 1
2α
)
e−2t +
1
2α
− γ
2
, t ≥ 0, (4.33)
and ⟨u⟩ is bounded from above.
Finally, if β > 0, we have, owing to (4.21),
d⟨u⟩
dt
+ β⟨u⟩ + γ ≤ 0 (4.34)
and, also by Gronwall’s lemma, we obtain
⟨u(t)⟩ ≤
(
⟨u0⟩ +
γ
β
)
e−βt − γ
β
, t ≥ 0, (4.35)
and ⟨u⟩ is bounded from above. 
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Lemma 4.2.4. Let u be a solution to (4.17)–(4.19). Then, if β < 0 and ⟨u(T )⟩ < −γ
β
, for some
T > 0 (and, in particular, if ⟨u0⟩ < −γβ ), there exists t0 ≥ T such that
⟨u(t)⟩ < 0, ∀t ≥ t0,
and, if the solution exists globally in time,
lim
t→+∞
⟨u(t)⟩ = −∞.
Proof. It follows from (4.21) that
d⟨u⟩
dt
+ β⟨u⟩ + γ ≤ 0, (4.36)
which yields, owing to Gronwall’s lemma,
⟨u(t)⟩ ≤ e−β(t−T )
(
⟨u(T )⟩ + γ
β
)
− γ
β
. (4.37)
Therefore, if
⟨u(T )⟩ < −γ
β
, (4.38)
then ∃t0 ≥ T such that
⟨u(t)⟩ < 0, ∀t ≥ t0 (4.39)
and, moreover, if the solution exits globally in time,
lim
t→+∞
⟨u(t)⟩ = −∞. (4.40)

Lemma 4.2.5. Let u be a solution to (4.17)–(4.19). We have
– If Θ < 0, then, for all u0, there exists t0 ≥ 0 such that
⟨u(t)⟩ < 0, ∀t ≥ t0,
and, if the solution exists globally in time,
lim
t→+∞
⟨u(t)⟩ = −∞.
– If Θ = 0 and ⟨u0⟩ < 0, then
⟨u(t)⟩ < 0, ∀t ≥ 0.
Proof. It follows from (4.21) that
d⟨u⟩
dt
+ α⟨
(
u +
β
2α
)2⟩ − Θ
4α
= 0. (4.41)
Setting w = u +
β
2α , we rewrite (4.41) in the form
d⟨w⟩
dt
+ α⟨w2⟩ − Θ
4α
= 0. (4.42)
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It follows from (4.42) that
d⟨w⟩
dt
≤ Θ
4α
,
hence
⟨w(t)⟩ ≤ ⟨w0⟩ +
Θ
4α
t, (4.43)
which yields
⟨u(t)⟩ ≤ ⟨u0⟩ +
Θ
4α
t. (4.44)
If Θ < 0, then, ∀u0, ∃t0 such that
⟨u(t)⟩ < 0, ∀t ≥ t0, (4.45)
and, if the solution exists globally in time,
lim
t→+∞
⟨u(t)⟩ = −∞. (4.46)
Now, assuming that Θ = 0, we have, owing to (4.44),
⟨u(t)⟩ ≤ ⟨u0⟩, ∀t ≥ 0. (4.47)
Therefore, if
⟨u0⟩ < 0, (4.48)
then
⟨u(t)⟩ < 0, ∀t ≥ 0. (4.49)

Proposition 4.2.6. Let u be a solution to (4.17)–(4.19). Then, there exists a monotone increasing
function Q such that
∥u(t) − ⟨u(t)⟩∥2 ≤ Q(∥u0 − ⟨u0⟩∥), ∀t ≥ 0.
Proof. Setting v = u − ⟨u⟩, we rewrite problem (4.17)–(4.19) in the form
∂v
∂t
+ ∆2v − ∆ f (v + ⟨u⟩) + g(v + ⟨u⟩) − ⟨g(v + ⟨u⟩) >= 0, (4.50)
∂v
∂ν
=
∂∆v
∂ν
= 0 on Γ, (4.51)
v|t=0 = v0 = u0 − ⟨u0⟩. (4.52)
We multiply (4.50) by (−∆)−1v and have
1
2
d
dt
∥v∥2−1 + ∥∇v∥2 + (( f (v + ⟨u⟩) − f (⟨u⟩), v))
+ ((g(v + ⟨u⟩) − g(⟨u⟩), (−∆)−1v)) = 0.
(4.53)
104
4.2. A chemisorbed overlayer and tumor growth model
Here,
(( f (v + ⟨u⟩)− f (⟨u⟩), v)) =
∫
Ω
(v4 + 3v3⟨u⟩ + 3v2⟨u⟩2)dx − ∥v∥2
≥
∫
Ω
(v4 + 3v2⟨u⟩2)dx − 3
∫
Ω
|v3⟨u⟩|dx − ∥v∥2
≥ 1
8
∫
Ω
(v4 + v2⟨u⟩2)dx − ∥v∥2,
owing to Young’s inequality (e.g., 3ab ≤ 78a2 + 187 b2, a, b ≥ 0). Furthermore,
|((g(v + ⟨u⟩) − g(⟨u⟩), (−∆)−1v))| = |((αv2 + 2αv⟨u⟩ + βv, (−∆)−1v))|
≤ 1
16
∫
Ω
(v4 + v2⟨u⟩2)dx + c∥v∥2,
which yields
d
dt
∥v∥2−1 + ∥∇v∥2 +
1
8
∫
Ω
(v4 + v2⟨u⟩2)dx ≤ c∥v∥2. (4.54)
Therefore,
d
dt
∥v∥2−1 + ∥∇v∥2 +
1
16
∫
Ω
(v4 + v2⟨u⟩2)dx ≤ c, (4.55)
hence
d
dt
∥v∥2−1 + c∥v∥2−1 ≤ c′, c > 0. (4.56)
It thus follows from Gronwall’s lemma that
∥v∥2−1 ≤ e−ct∥v0∥2−1 + c′, c > 0, t ≥ 0. (4.57)
We set H˙−1(Ω) = {ϕ ∈ H−1(Ω), ⟨ϕ, 1⟩H−1(Ω),H1(Ω) = 0}.
Let B be a bounded subset of H˙−1(Ω) and t0 be such that v0 ∈ B and t ≥ t0 implies v(t) ∈ B0,
where B0 = {ϕ ∈ H˙−1(Ω), ∥ϕ∥2−1 ≤ 2c′}, c′ being the constant in (4.57). We then deduce from
(4.55) that, for t ≥ t0,
∫ t+r
t
∥∇v∥2ds ≤ c(r),
∫ t+r
t
ds
∫
Ω
(v4 + v2⟨u⟩2)dx ≤ c(r), r > 0 fixed.
Finally, multiplying (4.50) by v, it is easy to obtain, noting that
|((g(v + ⟨u⟩) − g(⟨u⟩), v))| = |((αv2 + 2αv⟨u⟩ + βv, v))|
≤ c
∫
Ω
(α2|v|4 + α2v2|⟨u⟩|2)dx + c′(|β| + 1)∥v∥2
≤ c
( ∫
Ω
(v4 + v2⟨u⟩2)dx + ∥v∥2
)
,
the inequality
d
dt
∥v∥2 + ∥∆v∥2 ≤ c
( ∫
Ω
(v4 + v2⟨u⟩2)dx + ∥∇v∥2 + 1
)
. (4.58)
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It thus follows from (4.58) and the uniform Gronwall’s lemma that
∥v(t)∥2 ≤ c, t ≥ t0 + r, (4.59)
where r is fixed and the constant c is independent of v0 and t, hence, owing to (4.59) and
integrating (4.55) and (4.58) between 0 and t0 + r,
∥v(t)∥2 ≤ Q(∥v0∥), t ≥ 0, (4.60)
where the function Q is monotone increasing. 
Theorem 4.2.7. If Θ > 0 and ⟨u(T )⟩ < −β+
√
Θ
2α , for some T ≥ 0 (and, in particular, if ⟨u0⟩ <
−β+
√
Θ
2α ), then the solution to (4.17)–(4.19) blows up in finite time. Furthermore, the blow up
time T+satisfies
T+ ≤ T + 1
2αz1
ln
(z(T ) − z1
z(T ) + z1
)
,
where z1 =
√
Θ
2α and z(T ) = ⟨u(T )⟩ + β2α .
Proof. We can rewrite (4.22) in the form
d
dt
⟨u⟩ + α⟨u⟩2 + β⟨u⟩ + γ = −α⟨v2⟩, (4.61)
hence the ODE
y′ + αy2 + βy + γ = −α⟨v2⟩, (4.62)
where y = ⟨u⟩. Thus,
y′ + α(y +
β
2α
)2 +
4αγ − β2
4α
= −α⟨v2⟩. (4.63)
We finally set z = y +
β
2α and have
z′ + αz2 − Θ
4α
= −α⟨v2⟩. (4.64)
Since Θ > 0, we can rewrite (4.64) in the form
z′ + αz2 − Θ
4α
= c(t), (4.65)
where c(t) = −α⟨v2⟩ is nonpositive and uniformly bounded. Noting that the solution to the
Riccati ODE z′ + αz2 − Θ4α = 0 reads
z(t) = z1 +
1
z(T )+z1
2z1(z(T )−z1)e
2αz1(t−T ) − 12z1
, t ≥ T,
where z1 =
√
Θ
2α , we conclude in view of the comparison principle. Indeed, we note that it follows
from (4.60) that ∥v∥ is bounded and φ 7−→ ∥φ−⟨φ⟩∥+ ⟨φ⟩ is a norm in L2(Ω) which is equivalent
to the usual one. 
As a consequence of Theorem 4.2.7, (4.30), (4.33), and (4.35), we have the
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Corollary 2. We assume that Θ > 0. Let u be a solution to (4.17)–(4.19). Then, either u blows
up in finite time or u exists globally in time and, ∀t ≥ 0,
−β +
√
Θ
2α
≤ ⟨u(t)⟩ ≤

∣∣∣∣⟨u0⟩ − γ
β
∣∣∣∣ − β
α
+
γ
β
if β < 0,
∣∣∣∣⟨u0⟩ + γ
β
∣∣∣∣ − γ
β
if β > 0,
∣∣∣∣⟨u0⟩ + γ2 −
1
2α
∣∣∣∣ − γ2 +
1
2α
if β = 0.
Theorem 4.2.8. If Θ ≤ 0 and ⟨u(T )⟩ < − β2α , for some T ≥ 0 (and, in particular, if ⟨u0⟩ < − β2α),
then the solution to (4.17)–(4.19) blows up in finite time. Furthermore, the blow up time T+
satisfies
T+ ≤ T − 1
αz(T )
.
Proof. Since Θ ≤ 0, we can rewrite (4.64) in the form
z′ + αz2 = c(t), (4.66)
where c(t) = −α⟨v2⟩ + Θ4α is nonpositive and uniformly bounded. Noting that the solution to the
Riccati ODE z′ + αz2 = 0 reads
z(t) =
1
α(t − T ) + 1
z(T )
, t ≥ T,
we conclude, owing to the comparison principle. 
As a consequence of Theorem 4.2.8, (4.30), (4.33), and (4.35), we have the
Corollary 3. We assume that Θ = 0. Let u be a solution to (4.17)–(4.19). Then, either u blows
up in finite time or u exists globally in time and, ∀t ≥ 0,
− β
2α
≤ ⟨u(t)⟩ ≤

∣∣∣∣⟨u0⟩ − γ
β
∣∣∣∣ − β
α
+
γ
β
if β < 0,
∣∣∣∣⟨u0⟩ + γ
β
∣∣∣∣ − γ
β
if β > 0,
∣∣∣∣⟨u0⟩ + γ2 −
1
2α
∣∣∣∣ − γ2 +
1
2α
if β = 0.
Note that, as a consequence of Lemma 4.2.4 and Lemma 4.2.5, we also have the
Corollary 4. We assume that β < 0. Let u be a solution to (4.17)–(4.19). If ⟨u0⟩ < −γβ , then u
blows up in finite time.
Corollary 5. We assume that Θ < 0. Let u be a solution to (4.17)–(4.19). Then, for all u0, u
blows up in finite time.
We finally deduce from (4.30), (4.33), (4.35), (4.59), Corollary 2, and Corollary 3 the
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Corollary 6. Let u be a global in time solution to (4.17)–(4.19). Then, u is dissipative in L2(Ω).
Remark 4.2.9. It is not difficult to also prove the dissipativity in H1(Ω) and H2(Ω) (see also
[104], [114], and [137]).
Remark 4.2.10. We assume that Θ > 0. We saw in Remark 4.2.2 that u can become smaller
than
−β−
√
Θ
2α even if u0 ∈
[−β−√Θ
2α ,
−β+
√
Θ
2α
]
. Similarly, we can prove that ⟨u⟩ can become smaller
than
−β−
√
Θ
2α (and blow up) even if ⟨u0⟩ ∈
[−β−√Θ
2α ,
−β+
√
Θ
2α
]
. Indeed, assume that
⟨u0⟩ =
−β −
√
Θ
2α
and u0 ,
−β −
√
Θ
2α
.
Then, it follows from (4.22) that, at t = 0,
d
dt
⟨u⟩ < 0,
meaning that ⟨u⟩ is smaller than −β−
√
Θ
2α , for t > 0, and blows up in finite time. Of course, an in-
teresting question is whether ⟨u⟩ can become smaller than −β−
√
Θ
2α even if ⟨u0⟩ ∈
]−β−√Θ
2α ,
−β+
√
Θ
2α
]
.
As a partial answer in this direction (see also the numerical simulations below), let us consider
the Riccati ODE
z′ + αz2 − Θ
4α
= c0. (4.67)
Then, when − Θ4α < c0 < 0, the solution to this equation reads
z(t) = c1 +
1
z0+c1
2c1(z0−c1)e
2αc1t − 12c1
, c21 =
c0
α
+
Θ
4α2
.
Therefore, when −
√
Θ
2α ≤ z0 < −c1 (i.e., −β−
√
Θ
2α ≤ y0 < −c1 − β2α), the solution blows up in finite
time and becomes smaller than
−β−
√
Θ
2α . Furthermore, when c0 = − Θ4α , the solution to (4.67) reads
z(t) =
1
αt + 1
z0
and the same holds, for −
√
Θ
2α ≤ z0 < 0 (i.e., −β−
√
Θ
2α ≤ y0 < − β2α). Finally, when c0 < − Θ4α , then
z′ ≤ c0 +
Θ
4α
(< 0),
which yields that
z(t) ≤ z0 +
(
c0 +
Θ
4α
)
t, t ≥ 0.
Therefore,
y(t) ≤ y0 +
(
c0 +
Θ
4α
)
t, t ≥ 0,
and the solution becomes smaller than
−β−
√
Θ
2α , for every initial datum y0 in
[−β−√Θ
2α ,
−β+
√
Θ
2α
]
.
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Theorem 4.2.11. LetΘ > 0, and let u be a solution to (4.17)–(4.19) such that u(t) ∈
[−β−√Θ
2α ,
−β+
√
Θ
2α
]
, ∀t ≥
0. Then, u tends to −β+
√
Θ
2α in H
1(Ω) as t → +∞.
Proof. We first note that, if u0 ≡ −β−
√
Θ
2α , then u ≡ −β−
√
Θ
2α . We thus assume that u0 .
−β−
√
Θ
2α .
Setting again y = ⟨u⟩, we have
y′ = −⟨g(u)⟩. (4.68)
Then, since u(t) ∈
[−β−√Θ
2α ,
−β+
√
Θ
2α
]
, ∀t ≥ 0, we note that
g(u) ≤ 0, ∀t ≥ 0,
hence
⟨g(u)⟩ ≤ 0, ∀t ≥ 0,
and we can deduce from (1.4) that y is monotone increasing. Since it is bounded from above (by
−β+
√
Θ
2α ), it follows that y tends to some limit y¯ as t → +∞.
Let now tn, n ∈ N, be such that y′(tn) tends to 0 as n → +∞ (indeed, note that y(t+1)−y(t) =
y′(τ), for some τ ∈ (t, t+ 1)). Then, ⟨u(tn)⟩, ∥u(tn)∥, and ∥u(tn)∥H1(Ω) (see Remark 4.2.9), and also
g(u(tn)), ⟨g(u(tn))⟩, and ∥g(u(tn))∥L1(Ω), are bounded, independently of n, so that, at least for a
subsequence which we do not relabel,
u(tn) → u¯ a.e. and in L2(Ω), y(tn) → ⟨u¯⟩,
as n → +∞. Thus, passing to the limit n → +∞ in (4.68), we have
⟨g(u¯)⟩ = 0
and
∥g(u¯)∥L1(Ω) = 0,
hence
g(u¯) = 0,
which yields that u¯ is constant and u¯ ≡ −β+
√
Θ
2α (indeed, ⟨u⟩ is monotone increasing and cannot
tend to
−β−
√
Θ
2α ). Finally, we see that y tends to
−β+
√
Θ
2α as t → +∞.
Now, noting that the trajectory is asymptotically compact in H1(Ω) (see again Remark
4.2.9), the ω-limit set of u0 is nonempty and compact in H
1(Ω). Then, if u¯ belongs to this set,
necessarily, ⟨u¯⟩ = −β+
√
Θ
2α , whence u¯ ≡ −β+
√
Θ
2α . 
We also have the
Theorem 4.2.12. LetΘ ≥ 0, and let u be a solution to (4.17)–(4.19) such that u(t) ∈
[−β+√Θ
2α , a
]
, ∀t ≥
0, where a > −β+
√
Θ
2α is arbitrary. Then, u tends to
−β+
√
Θ
2α in H
1(Ω) as t → +∞.
Remark 4.2.13. The proof of Theorem 4.2.12 is similar to the one of Theorem 4.2.11, but, now,
y = ⟨u⟩ is monotone decreasing.
109
Chapitre 4. A Cahn–Hilliard equation with a proliferation term for biological and chemical applications
Remark 4.2.14. The results in Theorem 4.2.11 and Theorem 4.2.12 also hold in the H2–norm
(see Remark 4.2.9).
Remark 4.2.15. We can more generally consider a nonlinear term f of the form
f (s) =
2p+1∑
k=0
aks
k, a2p+1 > 0
(see [42]).
4.3 A general tumor growth model
We consider in this section the following initial and boundary value problem :
∂u
∂t
+ ∆2u − ∆ f (u) + g(u) = 0, (4.69)
∂u
∂ν
=
∂∆u
∂ν
= 0 on Γ, (4.70)
u|t=0 = u0, (4.71)
where the nonlinear term f is defined as
f (s) =
2p+1∑
i=0
ais
i, a2p+1 > 0, p ≥ 1, (4.72)
and the proliferation term is defined as
g(s) = αs − βsq(s − 1)q, q > 1, (4.73)
where α, β ∈ .
Remark 4.3.1. Note that, here, we assume that the parameters α and β are constant but, in
general biological applications, they can depend on the spatial variable and on time.
We set
L(s) = sq(s − 1)q, q > 1. (4.74)
We note that it is easy to prove that there exist c0 and c1 ≥ 0 such that
f ′(s) ≥ −c0 (4.75)
and
1
2
s2q − c1 ≤ L(s) ≤
3
2
s2q + c1. (4.76)
Integrating (4.69) over Ω, we have
d
dt
⟨u⟩ + ⟨g(u)⟩ = 0, (4.77)
hence
d
dt
⟨u⟩ + α⟨u⟩ − β⟨L(u)⟩ = 0. (4.78)
We first have the
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Proposition 4.3.2. For every u0 ∈ L2(Ω), there exists T0 = T0(∥u0∥) > 0 and a unique solution
u to (4.69)–(4.71) such that u ∈ C([0,T0); L2(Ω)) ∩ L2(0,T ;H2(Ω)), ∀T < T0.
Proof. See [114] and [137]. 
Lemma 4.3.3. We assume that α > 0. Let u be a solution to (4.69)–(4.71). We have
– If β ≥ 0, then ⟨u⟩ is bounded from below.
– If β ≤ 0, then ⟨u⟩ is bounded from above.
Proof. First, owing to (4.78), we have
d⟨u⟩
dt
+ α⟨u⟩ = β⟨L(u)⟩. (4.79)
We assume that β ≥ 0. Then, owing to (4.76) and (4.79),
d⟨u⟩
dt
+ α⟨u⟩ ≥ β
2
⟨u2q⟩ − βc1 ≥ −βc1, (4.80)
hence
d
dt
(eαt⟨u⟩) ≥ −βc1eαt. (4.81)
It thus follows from (4.81) that
⟨u(t)⟩ ≥
(
⟨u0⟩ +
βc1
α
)
e−αt − βc1
α
, ∀t ≥ 0, (4.82)
i.e., ⟨u⟩ is bounded from below.
Now, assuming that β ≤ 0, we have, owing to (4.76) and (4.79),
d⟨u⟩
dt
+ α⟨u⟩ ≤ β
2
⟨u2q⟩ − βc1 ≤ −βc1, (4.83)
hence
d
dt
(eαt⟨u⟩) ≤ −βc1eαt. (4.84)
It thus follows from (4.84) that
⟨u(t)⟩ ≤
(
⟨u0⟩ +
βc1
α
)
e−αt − βc1
α
, ∀t ≥ 0, (4.85)
i.e., ⟨u⟩ is bounded from above. 
Lemma 4.3.4. We assume that α < 0. Let u be a solution to (4.69)–(4.71). We have
– If β ≥ 0 and ⟨u(T )⟩ > −βc1
α
(and, in particular, if ⟨u0⟩ > −βc1α ), then there exists t0 ≥ T
such that
⟨u(t)⟩ > 0, ∀t ≥ t0,
and, if the solution exists globally in time,
lim
t→+∞
⟨u(t)⟩ = +∞.
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– If β ≤ 0 and ⟨u(T )⟩ < −βc1
α
(and, in particular, if ⟨u0⟩ < −βc1α ), then there exists t0 ≥ T
such that
⟨u(t)⟩ < 0, ∀t ≥ t0,
and, if the solution exists globally in time,
lim
t→+∞
⟨u(t)⟩ = −∞.
Proof. We assume that β ≥ 0. It thus follows from (4.76) and (4.78) that
d⟨u⟩
dt
+ α⟨u⟩ ≥ −βc1, (4.86)
which yields, owing to Gronwall’s lemma,
⟨u(t)⟩ ≥
(
⟨u0⟩ +
βc1
α
)
e−αt − βc1
α
. (4.87)
Therefore, if
⟨u0⟩ > −
βc1
α
, (4.88)
then there exists t0 ≥ 0 such that
⟨u(t)⟩ > 0, ∀t ≥ t0, (4.89)
and, moreover, if the solution exists globally in time,
lim
t→+∞
⟨u(t)⟩ = +∞. (4.90)
Now, assuming that β ≤ 0, it also follows from (4.76) and (4.78) that
d⟨u⟩
dt
+ α⟨u⟩ ≤ −βc1, (4.91)
which yields, owing to Gronwall’s lemma,
⟨u(t)⟩ ≤
(
⟨u0⟩ +
βc1
α
)
e−αt − βc1
α
. (4.92)
Therefore, if
⟨u0⟩ < −
βc1
α
, (4.93)
then there exists t0 ≥ 0 such that
⟨u(t)⟩ < 0, ∀t ≥ t0, (4.94)
and, moreover, if the solution exists globally in time,
lim
t→+∞
⟨u(t)⟩ = −∞. (4.95)

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Lemma 4.3.5. We assume that α = 0 and q is even. Let u be a solution to (4.69)–(4.71). We
have
– If β ≥ 0, then ⟨u⟩ is bounded from below.
– If β ≤ 0, then ⟨u⟩ is bounded from above.
Proof. We assume that β ≥ 0. We have, owing to (4.79),
d⟨u⟩
dt
≥ 0, (4.96)
since q is even, hence
⟨u(t)⟩ ≥ ⟨u0⟩, ∀t ≥ 0, (4.97)
i.e., ⟨u⟩ is bounded from below.
Now, assuming that β ≤ 0, we have, owing to (4.79),
d⟨u⟩
dt
≤ 0, (4.98)
since q is even, hence,
⟨u⟩ ≤ ⟨u0⟩, ∀t ≥ 0, (4.99)
i.e., ⟨u⟩ is bounded from above.

Proposition 4.3.6. We assume that p = 2q− 1. Let u be a solution to (4.69)–(4.71). Then, there
exists a monotone increasing function Q such that
∥u(t) − ⟨u(t)⟩∥2 ≤ Q(∥u0 − ⟨u0⟩∥), ∀t ≥ 0.
Proof. Setting again v = u − ⟨u⟩, we rewrite problem (4.69)–(4.71) in the form
∂v
∂t
+ ∆2v − ∆ f (v + ⟨u⟩) + g(v + ⟨u⟩) − ⟨g(v + ⟨u⟩)⟩ = 0, (4.100)
∂v
∂ν
=
∂∆v
∂ν
= 0 on Γ, (4.101)
v|t=0 = v0 = u0 − ⟨u0⟩. (4.102)
We multiply (4.100) by (−∆)−1v and have
1
2
d
dt
∥v∥2−1 + ∥∇v∥2 + (( f (v + ⟨u⟩) − f (⟨u⟩), v)) + α∥v∥2−1
− β((L(v + ⟨u⟩) − ⟨L(v + ⟨u⟩)⟩, (−∆)−1v)) = 0.
(4.103)
Here,
(( f (v + ⟨u⟩) − f (⟨u⟩), v)) ≥ ξ
∫
Ω
p∑
k=0
v2p+2−2k⟨u⟩2kdx,
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where ξ > 0 (see [42]). Furthermore,
∣∣∣∣β((L(v + ⟨u⟩) − ⟨L(v + ⟨u⟩)⟩, (−∆)−1v))
∣∣∣∣
≤ c∥L(v + ⟨u⟩) − L(⟨u⟩)∥∥v∥,
which yields
d
dt
∥v∥2−1 + 2∥∇v∥2 + ξ
∫
Ω
p∑
k=0
v2p+2−2k⟨u⟩2kdx
≤ |α|∥v∥2−1 + c(ε)∥ v∥2 + ε∥L(v + ⟨u⟩) − L(⟨u⟩)∥2.
(4.104)
Actually, it suffices to treat the case L(s) = s2q (see Remark 4.3.8) and we have
∥L(v + ⟨u⟩) − L(⟨u⟩∥2 ≤
∫
Ω
(
(v + ⟨u⟩)2q − ⟨u⟩2q
)2
dx
≤
∫
Ω
( 2q−1∑
k=0
Ck2qv
2q−k⟨u⟩kdx
)2
dx
≤ c
∫
Ω
2q−1∑
k=0
v4q−2k⟨u⟩2kdx + c′
≤ c
∫
Ω
p∑
k=0
v2p+2−2k⟨u⟩2kdx + c′,
since 4q = 2p + 2. Therefore,
d
dt
∥v∥2−1 + ∥∇v∥2 + ξ
∫
Ω
p∑
k=0
v2p+2−2k⟨u⟩2kdx
≤ c,
(4.105)
hence
d
dt
∥v∥2−1 + c∥v∥2−1 ≤ c′, c > 0. (4.106)
It thus follows from Gronwall’s lemma that
∥v(t)∥2−1 ≤ e−ct∥v0∥2−1 + c′, c > 0, t ≥ 0. (4.107)
Let B be a bounded subset of H˙−1(Ω) and t0 be such that v0 ∈ B and t ≥ t0 implies v(t) ∈ B0,
where B0 = {ϕ ∈ H˙−1(Ω), ∥ϕ∥2−1 ≤ 2c′}, c′ being the constant in (4.107). We then deduce from
(4.105) that, for t ≥ t0,
∫ t+r
t
∥∇v∥2ds ≤ c(r),
∫ t+r
t
ds
∫
Ω
p∑
k=0
v2p+2−2k⟨u⟩2kdx ≤ c(r),
where r > 0 is fixed.
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Now, multiplying (4.100) by v, it is easy to obtain, noting that
|((L(v + ⟨u⟩) − L(⟨u⟩), v))| ≤ c∥L(v + ⟨u⟩)∥∥v∥
≤ c
( ∫
Ω
p∑
k=0
v2p+2−2k⟨u⟩2kdx + ∥v∥2
)
,
the inequality
d
dt
∥v∥2 + ∥∆v∥2 ≤ c
( ∫
Ω
p∑
k=0
v2p+2−2k⟨u⟩2kdx + ∥v∥2
H1(Ω) + 1
)
. (4.108)
It thus follows from (4.108) and Gronwall’s lemma that
∥v(t)∥2 ≤ c, t ≥ t0 + r, (4.109)
where 0 < r < 1 is fixed and the constant c is independent of v0 and t, hence, owing to (4.109)
and integrating (4.105) and (4.108) between 0 and t0 + r (r is fixed in (0, 1)),
∥v(t)∥2 ≤ Q(∥v0∥), t ≥ 0, (4.110)
where the function Q is monotone increasing.

Corollary 7. Let u be a global in time solution to (4.69)–(4.71). Then, v = u− ⟨u⟩ is dissipative
in L2(Ω).
Remark 4.3.7. It is not difficult to also prove the dissipativity of v in H1(Ω) and H2(Ω) (see
also [104], [114], and [137]).
Remark 4.3.8. We treated in Proposition 4.3.6 the term ∥L(v + ⟨u⟩) − L(⟨u⟩)∥ in the particular
case L(s) = s2q, but, in general, we are interested in the case when L(s) = sq(s − 1)q. We have,
more generally,
L(v + ⟨u⟩)−L(⟨u⟩) =
(
(v + ⟨u⟩)2 − (v + ⟨u⟩)
)q − (⟨u⟩2 − ⟨u⟩)q
=
q∑
k=0
C
q
k
(−1)k(v + ⟨u⟩)2q−2k(v + ⟨u⟩)k −
q∑
k=0
C
q
k
(−1)k⟨u⟩2q−2k⟨u⟩k
=
q∑
k=0
C
q
k
(−1)k
(
(v + ⟨u⟩)2q−k − ⟨u⟩2q−k
)
=
q∑
k=0
C
q
k
(−1)k
2q−k−1∑
j=0
C
2q−k
j
v2q−k− j⟨u⟩ j,
hence
|L(v + ⟨u⟩) − L(⟨u⟩)| ≤ c
q∑
k=0
2q−k−1∑
j=0
|v|2q−k− j|⟨u⟩| j
≤ c
2q−1∑
i=q−1
i∑
j=0
|v|i+1− j|⟨u⟩| j,
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which yields
∥L(v + ⟨u⟩) − L(⟨u⟩)∥2 ≤ c
∫
Ω
2q−1∑
i=q−1
i∑
j=0
|v|2i+2−2 j|⟨u⟩|2 j
≤ c
∫
Ω
2q−1∑
l=0
|v|4q−2l|⟨u⟩|2l + c′.
We also have the
Theorem 4.3.9. Let u be a solution to (4.69)–(4.70) (note that the same holds for the solution
to (4.17)–(4.18)). Then, v = u − ⟨u⟩ tends to 0 in H1(Ω) as t → +∞.
Proof. We note that ⟨v⟩ = 0, ∀t ≥ 0. It thus follows from Proposition 4.3.6 that ∥v(t)∥ and
∥v(t)∥H1(Ω) (see Remark 4.3.7) are bounded, so that, at least for a subsequence which we do not
relabel,
v(tn) → v¯ in L2(Ω) n ∈ N,
hence
v(tn) → v¯ a.e. in Ω.
Since ⟨v⟩ = 0, we have
⟨v¯⟩ = 0,
whence
v¯ ≡ 0.
Finally, as a consequence of Remark 4.2.9 and Remark 4.3.7, v tends to 0 in H1(Ω) as t → +∞.

Theorem 4.3.10. We assume that α = 0 and q is even. Let u be a nonvanishing solution to
(4.69)–(4.71) such that u(t) ∈ [0, 1], ∀t ≥ 0. Then,
– If β > 0, u tends to 1 in H1(Ω) as t → +∞.
– If β < 0, u tends to 0 in H1(Ω) as t → +∞.
Proof. We first note that, if u0 ≡ 0, then u ≡ 0. We thus assume that u0 . 0.
Setting again y = ⟨u⟩, we have
y′ + ⟨g(u)⟩ = 0, (4.111)
hence
y′ = β⟨L(u)⟩. (4.112)
We note that
L(u) ≥ 0, ∀t ≥ 0,
hence
⟨L(u)⟩ ≥ 0, ∀t ≥ 0,
and, if β > 0, we can deduce from (4.112) that y is monotone increasing. Since it is bounded
from above (by 1), it follows that y tends to some limit u¯ as t → +∞.
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Let now tn, n ∈ N, be such that y′(tn) tends to 0 as n → +∞ (indeed, note that y(t+1)−y(t) =
y′(τ), for some τ ∈ (t, t+ 1)). Then, ⟨u(tn)⟩, ∥u(tn)∥, and ∥u(tn)∥H1(Ω) (see Remark 4.3.7), and also
L(u(tn)), ⟨L(u(tn))⟩, and ∥L(u(tn))∥L1(Ω), are bounded, independently of n, so that, at least for a
subsequence which we do not relabel,
u(tn) → u¯ a.e. and in L2(Ω), y(tn) → ⟨u¯⟩,
as n → +∞. Thus, passing to the limit n → +∞ in (4.112), we have
⟨L(u¯)⟩ = 0
and
∥L(u¯)∥L1(Ω) = 0,
hence
L(u¯) = 0,
which yields that u¯ is constant and that u¯ ≡ 1 (indeed, ⟨u⟩ is monotone increasing and cannot
tend to 0). Finally, we see that y tends to 1 as t → +∞.
Now, noting that the trajectory is asymptotically compact in H1(Ω) (see again Remark
4.3.7), the ω-limit set of u0 is nonempty and compact in H
1(Ω). Then, since u¯ belongs to this
set, necessarily, ⟨u¯⟩ = 1, whence u¯ ≡ 1.
Similarly, if β < 0, we can deduce from (4.112) that y is monotone decreasing. Since it is
bounded from below (by 0), we can prove that u tends to 0. 
Theorem 4.3.11. We assume that α = 0 and q is odd. Let u be a nonvanishing solution to
(4.69)–(4.71) such that u(t) ∈ [0, 1], ∀t ≥ 0. Then,
– If β > 0, u tends to 0 in H1(Ω) as t → +∞.
– If β < 0, u tends to 1 in H1(Ω) as t → +∞.
Proof. Since u(t) ∈ [0, 1], ∀t ≥ 0, we note that
L(u) ≤ 0, ∀t ≥ 0,
hence
⟨L(u)⟩ ≤ 0, ∀t ≥ 0,
and we deduce that (proceeding as the proof of the previous theorem), if β > 0, u tends to 0 in
H1(Ω) as t → +∞ and, if β < 0, u tends to 1 in H1(Ω) as t → +∞. 
The particular case g(s) = 2βs − βs2(s − 1)2.
Theorem 4.3.12. Let β > 0, and let u be a solution to (4.69)–(4.71) such that u(t) > 2, ∀t ≥ 0.
Then, u blows up in finite time. Furthermore, the blow up time T+satisfies
T+ ≤ T + 1
2β
ln
( y(T )
y(T ) − 2
)
,
where y(T ) = ⟨u(T )⟩.
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Proof. We first note that
g(u) = −βu(u − 2)(u2 + 1),
hence, we can rewrite (4.22) in the form
d
dt
⟨u⟩ = β⟨u(u − 2)(u2 + 1)⟩. (4.113)
We set
ϑ(s) = s2 + 1
and note that
ϑ(s) ≥ 1, ∀s ∈ .
Therefore,
d
dt
⟨u⟩ ≥ β⟨u(u − 2)⟩, (4.114)
since, by assumption, u(u − 2) > 0. It thus follows that
d
dt
⟨u⟩ − β⟨u⟩2 + 2β⟨u⟩ ≥ β⟨v2⟩, (4.115)
hence the ODE
y′ − βy2 + 2βy ≥ β⟨v2⟩, (4.116)
where y = ⟨u⟩. Thus,
y′ − βy2 + 2βy ≥ c(t), (4.117)
where c(t) = β⟨v2⟩ is nonnegative and uniformly bounded. Noting that the solution to the Riccati
ODE y′ − βy2 + 2βy = 0 reads
y(t) =
2y(T )
e2β(t−T )(2 − y(T )) + y(T ) , t ≥ T,
we conclude, owing to the comparison principle. 
Theorem 4.3.13. Let β < 0, and let u be a solution to (4.69)–(4.71) such that u(t) < 0, ∀t ≥ 0.
Then, u blows up in finite time. Furthermore, the blow up time T+satisfies
T+ ≤ T + 1
2β
ln
( y(T )
y(T ) − 2
)
,
where y(T ) = ⟨u(T )⟩.
Remark 4.3.14. The proof of Theorem 4.3.13 is similar to the one of Theorem 4.3.12, but, now,
the solution tends to −∞.
We also have the
Theorem 4.3.15. Let β > 0, and let u be a solution to (4.69)–(4.71) such that u(t) ≤ 2, ∀t ≥ 0.
Then, u tends to 0 in H1(Ω) as t → +∞.
Theorem 4.3.16. Let β < 0, and let u be a solution to (4.69)–(4.71) such that u(t) ≥ 0, ∀t ≥ 0.
Then, u tends to 0 in H1(Ω) as t → +∞.
Remark 4.3.17. The proof of Theorem 4.3.15 and Theorem 4.3.16 is similar to the one of
Theorem 4.3.10 ; see also Theorem 4.2.11.
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4.4 Numerical results
As far as the numerical simulations are concerned, we rewrite the problem in the form
∂u
∂t
+ ∆µ + g(u) = 0 in Ω, (4.118)
µ = ∆u − f (u) in Ω, (4.119)
∂u
∂ν
=
∂µ
∂ν
= 0 on Γ, (4.120)
u|t=0 = u0, (4.121)
which has the advantage of splitting the fourth-order (in space) equation into a system of two
second-order ones (see [43] and [56]). Consequently, we use a P1-finite element for the space
discretization, together with an implicit Euler time disretization. The numerical simulations are
performed with the software Freefem++ [67].
In the numerical results presented below, Ω is a (0, 5)× (0, 1)-rectangle. The triangulation is
obtained by dividing Ω into 200 × 40 rectangles and by dividing each rectangle along the same
diagonal. The time step is taken as δt = 0.01. We further take f (s) = (s − 12 )3 − (s − 12 ).
The left pictures below represent the evolution of umin = min
x∈Ω
u(x) (green curve), umax =
max
x∈Ω
u(x) (blue curve), and ⟨u⟩ with respect to time (black curve), u being the numerical solution
to (4.118), while the right pictures represent the evolution of ∥u − ⟨u⟩∥ with respect to t, for
different choices of the initial datum u0.
4.4.1 The case when g(s) = αs2 + βs + γ.
First case : Θ > 0.
We show in Figure 4.1 that, for g(s) = 12 s
2 − s − 12 with zeros 1 −
√
2 and 1 +
√
2 and
u0 = 1 − sin2(x + y), leading to u0 ∈ [1 −
√
2, 1 +
√
2] and ⟨u0⟩ = 0.422, the solution stays
between [1 −
√
2, 1 +
√
2] for all t ≥ 0 and converges to u¯ = 1 +
√
2.
In Figure 4.2, we take g(s) = s2 + s with zeros −1 and 0. The solution remains greater than
0 and converges to 0. Here, u0 = 1 − sin2(x − y), leading to u0 ≥ 0 and ⟨u0⟩ = 0.552.
Figure 4.3 corresponds to the function g(s) = 34 s
2 + 5s + 3 with zeros −6 and − 23 and to the
initial datum u0 = −5(x6+1)(y3+1) − 6, leading to ⟨u0⟩ = −6.892 < −6. The solution blows up in finite
time and ∥u− < u > ∥ approaches 0, in agreement with the theoretical results.
In Figure 4.4, we take u0 = 15(x6+1)(y5+ 12 )
+ 12 ∈ [ 12 , 1], leading to ⟨u0⟩ = 0.569, and g(s) =
s2 − 32 s + 12 with two zeros 12 and 1. In that case, the solution blows up in finite time, while
∥u− < u > ∥ approaches 0.
Second case : Θ = 0.
In Figure 4.5, the solution blows up in finite time. Here, we take g(s) = 12 s
2 − s + 12 with a
double zero 1 and u0 =
16(sin(x−y)+1)
x6+5 , hence ⟨u0⟩ = 1.043 > 1.
Finally, we take g(s) = 12 s
2 + s + 12 with a double zero −1. Here, u0 = −4 cos(x−y)x6+1 and ⟨u0⟩ =
−0.740. We emphasize that, at t = 1.04, u > −1 and the solution does not blow up and converges
to −1 as shown in Figure 4.6.
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(a) (b)
Figure 4.1 – u0 ∈ [1 −
√
2, 1 +
√
2] and ⟨u0⟩ = 0.422 ; the solution tends to 1 +
√
2.
(a) (b)
Figure 4.2 – u0 ≥ 0 and ⟨u0⟩ = 0.552 ; the solution tends to 0.
Third case : Θ < 0.
Figure 4.7 corresponds to the case 4αγ − β2 > 0 ; more precisely, g(s) = 12 s2 − s + 1. The
solution blows up in finite time, in agreement with the theoretical results. Here, u0 =
8 cos(x−y)
x6+1 ,
leading to ⟨u0⟩ = 1.481.
4.4.2 The case when g(s) = 2βs − βs2(s − 1)2.
First case : β > 0.
In Figure 4.8, we take g(s) = 0.03s − 0.015s2(s − 1)2. Here, u0 = 2 + 12(x6+0.1) > 2 and
⟨u0⟩ = 2.476. The solution blows up in finite time and ∥u − ⟨u⟩∥ tends to 0, in agreement with
the theoretical results.
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(a) (b)
Figure 4.3 – ⟨u0⟩ = −0.250 < 1 −
√
2
2 ; the solution blows up, while ∥u − ⟨u⟩∥ tends to 0.
(a) (b)
Figure 4.4 – ⟨u0⟩ = 0.569 ; the solution blows up, while ∥u − ⟨u⟩∥ tends to 0.
Figure 4.9 corresponds to the function g(s) = 2s − s2(s − 1)2 and to the initial datum
u0 = − 0.1 cos(x−y)x6+1 + 2 ∈ [0, 2], leading to ⟨u0⟩ = 1.981. The solution remains between [0, 2]
and converges to u¯ = 0, which confirms the theoretical results.
In Figure 4.10, we take g(s) = 0.6s − 0.3s2(s − 1)2 and the solution remains smaller than 0
and converges to u¯ = 0, which comfirms the theoretical results. Here, u0 = −1 − cos2(x + y),
leading to u0 < 0 and ⟨u0⟩ = −1.422 < 0.
Second case : β < 0.
In Figure 4.11, we take u0 = − 4 cos(x−y)(x6+1) , leading to ⟨u0⟩ = −0.740, and g(s) = −0.04s +
0.02s2(s − 1)2. In that case, the solution blows up in finite time, while ∥u− < u > ∥ approaches
0.
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(a) (b)
Figure 4.5 – ⟨u0⟩ = 1.043 > 1 ; the solution blows up, while ∥u − ⟨u⟩∥ tends to 0.
(a) (b)
Figure 4.6 – ⟨u0⟩ = −0.740 ; the solution tends to −1.
Remark 4.4.1. We come back to the proliferation term considered in subsection 4.4.1. We as-
sume that Θ > 0. We saw in Remark 4.2.10 that ⟨u⟩ can become smaller than −β−
√
Θ
2α , for t > 0,
and blow up in finite time (note that the partial answer given in Remark 4.2.10 is independent
of the choice of potential f ). An interesting question is whether the solutions u can blow up in
finite time even if the initial datum u0 ∈
[−β−√Θ
2α ,
−β+
√
Θ
2α
]
and the potential f has zeros in this
interval, e.g.,
f (s) =
(
s − −β −
√
Θ
2α
)(
s +
β
2α
)(
s − −β +
√
Θ
2α
)
.
We give a partial answer via numerical simulations which seem to indicate that there is no blow
up. We saw in Figure 4.4 that the solution u blows up in finite time, even if u0 is chosen between
the zeros of g. We take g(s) = s2 − 32 s + 12 , with zeros 12 and 1, and f (s) = (s − 12 )3 − (s − 12 ) with
three zeros − 12 , 12 , and 32 . Furthermore, u0 = 15(x6+1)(y5+ 12 ) +
1
2 ∈ [ 12 , 1], leading to ⟨u0⟩ = 0.569. We
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(a) (b)
Figure 4.7 – ⟨u0⟩ = 1.481 ; the solution blows up, while ∥u − ⟨u⟩∥ tends to 0.
(a) (b)
Figure 4.8 – u0 > 2 ; the solution blows up, while ∥u − ⟨u⟩∥ tends to 0.
run again the modified Cahn-Hilliard equation (4.118)–(4.121) with the same initial datum as
in Figure 4.4 and the same function g, but we now take f (s) = (s− 12 )(s− 34 )(s− 1). The solution
u remains in [ 12 , 1] (no blow up) and converges to 1 as shown in Figure 4.12.
Remark 4.4.2. We come back to the proliferation term considered (4.11). We give real tumor
growth results as in [5]. We rewrite the problem in the form
∂u
∂t
+ ∆µ +
1
ε
g(u) = 0 in Ω, (4.122)
µ = ε∆u − 1
ε
f (u) in Ω, (4.123)
∂u
∂ν
=
∂µ
∂ν
= 0 on Γ, (4.124)
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(a) (b)
Figure 4.9 – u0 ∈ [0, 2] ; the solution tends to 0.
(a) (b)
Figure 4.10 – u0 < 0 ; the solution tends to 0.
u|t=0 = u0, (4.125)
where Ω is a circle of radius 1.2 centered at (0.5,−0.5) and the triangulation is obtained by
dividing Ω into 15676 triangles. The time step is taken as δt = 10−5 and the diffuse interface
thickness ε = 0.0125. We take f (s) = s3 − s. Here,
u0 = − tanh
( 1√
2ε
√
2(x − 0.5)2 + 1
4
(y + 0.5)2 − 0.1
)
∈ [−1, 1],
leading to ⟨u0⟩ = −0.225. Furthermore, g(s) = 46(u+ 1)− 280(u− 1)2(u+ 1)2 and the variation
of the solution u is shown in Figure 4.13. We note that, without mesh adaptation strategy, it
seems too heavy in calculation time to reach a steady state in this example.
Acknowledgments : I would like to thank L. Cherfils and A. Miranville, my supervisors, for
many stimulating discussions and useful comments on the subject of the paper.
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(a) (b)
Figure 4.11 – ⟨u0⟩ = −0.740 ; the solution blows up, while ∥u − ⟨u⟩∥ tends to 0.
(a) (b)
Figure 4.12 – ⟨u0⟩ = 0.569 ; the solution tends to 1.
125
Chapitre 4. A Cahn–Hilliard equation with a proliferation term for biological and chemical applications
(a) (b)
(c) (d)
Figure 4.13 – (a) Initial datum at t = 0. (b) Solution after 2300 iterations. (c) Solution after
3500 iterations. (d) Solution after 4500 iterations.
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Chapitre 5
Asymptotic behavior of a generalized
Cahn–Hilliard equation with a mass
source
Comportement asymptotique d’une généralisation
de Cahn–Hilliard avec un terme source
Ce chapitre est constitué de l’articleAsymptotic behavior of a generalized Cahn–Hilliard
equation with a mass source, Applicable Analysis, à paraître.
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posedness and the study of the asymptotic behavior of the solutions (and, more precisely, the
existence of finite-dimensional attractors). We first consider the usual Dirichlet boundary condi-
tions and then Neumann boundary conditions. The latter require additional assymptions on the
mass source term to obtain the dissipativity. Indeed, otherwise, the order parameter u can blow
up in finite time. We also give numerical simulations which confirm the theoretical results.
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5.1 Introduction
The Cahn–Hilliard equation,
∂u
∂t
+ ∆2u − ∆ f (u) = 0, (5.1)
plays an essential role in materials science as it describes the phase separation of binary systems
in physics and chemistry (see [27] and [119]).
When a binary solution is cooled down sufficiently, phase separation may occur and then
proceed in two ways : either by nucleation in which case nuclei of the second phase appear
randomly and grow, or the whole solution appears to nucleate at once and then periodic or
semiperiodic structures appear in the so-called spinodal decomposition. The pattern formation
resulting from phase separation has been observed in alloys, glasses, and polymer solutions.
Here f is the derivative of a double-well potential F whose wells correspond to the phases
of the material. A thermodynamically relevant potential F is the following logarithmic function
which follows from a mean-field model :
F(s) =
θc
2
(1 − s2) + θ
2
[
(1 − s) ln
(1 − s
2
)
+ (1 + s) ln
(1 + s
2
)]
s ∈] − 1, 1[, 0 < θ < θc,
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i.e.
f (s) = −θcs +
θ
2
ln
1 + s
1 − s ,
although such a function is very often approximated by regular ones,
F(s) =
2p∑
k=0
aks
k, a2p > 0, p ∈ N, p ≥ 2,
i.e.
f (s) =
2p−1∑
i=0
(i + 1)ai+1s
i, a2p > 0.
It is interesting to note that the Cahn–Hilliard equation is also relevant in other phenomena
such as population dynamics [45], bacterial films [91], thin films [123, 138], image processing
[29, 51] and even the rings of Saturn [139].
Equation (1) is usually endowed with Neumann boundary conditions,
∂u
∂ν
=
∂∆u
∂ν
= 0 on ∂Ω.
In particular, this yields the conservation of mass, i.e. of the spatial average of the order parame-
ter u. Then, we can prove the existence of finite-dimensional global attractors (see, e.g., [119],
[113], [47], [114], and [143]).
We are interested in this article in the following generalization of the Cahn–Hilliard equa-
tion :
∂u
∂t
+ ∆2u − ∆ f (u) + g(x, u) = 0, (5.2)
where g is the mass source term. This equation (5.2) can be as used as a model for the growth
of cancerous tumors and other biological entities.
Here, g can be a linear function, g(x, s) = αs, α > 0, in which case (5.2) is known as
the Cahn–Hilliard–Oono equation and accounts for long-ranged (nonlocal) interactions in the
phase separation process (see [122, 143] ; see also [103] for the study of the limit dynamics
as α goes to zero). A second possibility is the quadratic function g(x, s) = αs(s − 1), α > 0 ;
in that case, has applications in biology [42, 104] and, more precisely, models wound healing
and tumor growth [88]. A third possibility, with applications in biology and more specifically
in tumor growth [5], is the function g(x, s) = α2 (s + 1) − β(1 − s)2(1 + s)2 + s(x, t), where α
and β are the death and growth coefficients, respectively. A fourth possibility is the function
g(x, u) = 1Ω\D(x)u (where D ⊂⊂ Ω). In that case (5.2) has application in image inpainting (see
[16, 17, 25, 38] ; see also [20, 39], where singular nonlinear terms are considered).
Our aim in this article is to discuss the Cahn-Hilliard equation with mass source. First, we
consider the equation endowed with Neumann boundary conditions and study the asymptotic
behavior of the problem. In that case, we take g(x, s) =
2q−1∑
j=0
b js
j, b2q−1 > 0. The odd degree
of g allows to obtain the dissipativity of the order parameter u. In the case when g has even
degree, e.g., g(s) = αs(s − 1), α > 0, the solution can blow up in finite time (see, e.g., [42]).
Furthermore, we consider the equation endowed with Dirichlet boundary conditions. Here, the
assumptions on the mass source g are more general and we do not have blow up in finite time.
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We denote by ∥.∥ the usual L2−norm (with associated scalar product ((., .))) and set ∥.∥−1 =
∥(−∆)− 12 .∥, where (−∆)−1 denotes in section 5.2 the inverse minus Laplace operator associated
with Neumann boundary conditions and acting on functions with null spatial average and in
section 5.3 the one associated with Dirichlet boundary conditions. More generally, ∥.∥X denotes
the norm in the Banach space X.
Throughout this paper, the same letter c (and, sometimes, c′ and c′′) denotes constants which
may vary from line to line, or even in a same line. Similarly, the same letter Q denotes monotone
increasing (with respect to each argument) functions which may vary from line to line, or even
in a same line.
5.2 Neumann boundary conditions
In this part, we consider the following initial and boundary value problem :
∂u
∂t
+ ∆2u − ∆ f (u) + g(u) = 0, (5.3)
∂u
∂ν
=
∂∆u
∂ν
= 0 on Γ, (5.4)
u|t=0 = u0, (5.5)
in a bounded and regular domain Ω ⊂ n, n = 1, 2, or 3, with boundary Γ.
As mentioned in the introduction, we may not have global existence for problem (5.3)–(5.5)
with a function g having an even degree (see, e.g., [88, 42]). Consequently, we define g in this
section as follows :
g : → , s → g(s) =
2q−1∑
j=0
b js
j, b2q−1 > 0, q ≥ 1.
As far as the nonlinear terms f is considered, we assume that f is defined as follows :
f (s) =
2p−1∑
i=0
cis
i, c2p−1 > 0.
Since b2q−1 and c2p−1 are strictly positive constants, it is easy to conclude that there exist
constants ξ1, ξ2, ξ3, and ξ4 such that
c2p−1
2p − 2 s
2p−2 − ξ1 ≤ f ′(s) ≤
3c2p−1
2p − 2 s
2p−2 + ξ1, ∀s ∈ , (5.6)
b2q−1
2
s2q − ξ2 ≤ g(s)s ≤
3b2q−1
2
s2q + ξ2, ∀s ∈ , (5.7)
|g(s)| ≤ 2qεb2q−1s2q + ξ3(ε), ∀s ∈ , ∀ε > 0, (5.8)
g′(s) ≤ 3b2p−1
2q
s2q−2 + ξ4, ∀s ∈ . (5.9)
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We introduce the following spaces :
H = L2(Ω), V = H1(Ω),
and
W =
{
v ∈ H2(Ω), ∂v
∂ν
= 0 on Γ
}
.
We denote by ⟨ϕ⟩ the spatial average of a function ϕ in L1(Ω),
⟨ϕ⟩ = 1
Vol(Ω)
∫
Ω
ϕ(x)dx.
We also introduce the following spaces :
H˙−1(Ω) = {ϕ ∈ H−1(Ω), ⟨ϕ, 1⟩H−1(Ω),H1(Ω) = 0},
H˙ = {ϕ ∈ H, ⟨ϕ⟩ = 0},
V˙ = {ϕ ∈ V, ⟨ϕ⟩ = 0},
and
W˙ = {ϕ ∈ W, ⟨ϕ⟩ = 0}.
Let
A = −∆ : D(A) ⊂ H˙ → H˙
with D(A) = W˙. The operator A is a strictly positive self-adjoint linear operator with compact
inverse A−1.
Integrating (5.3) over Ω, we obtain
d⟨u⟩
dt
+ ⟨g(u)⟩ = 0. (5.10)
We set
v = u − ⟨u⟩.
We can rewrite (5.3) in the form
∂v
∂t
+ A2u + A f (u) + g(u) − ⟨g(u)⟩ = 0. (5.11)
Finally, we can reformulate the problem as follows :
A−1
∂v
∂t
+ Av + f (v + ⟨u⟩) − ⟨ f (u)⟩ + A−1(g(u) − ⟨g(u)⟩) = 0, (5.12)
∂v
∂ν
= 0 on Γ, (5.13)
v|t=0 = v0. (5.14)
We note that (
∥A− 12 (φ − ⟨φ⟩)∥2 + ⟨φ⟩2
) 1
2
,
132
5.2. Neumann boundary conditions
(
∥φ − ⟨φ⟩∥2 + ⟨φ⟩2
) 1
2
,
(
∥A 12φ∥2 + ⟨φ⟩2
) 1
2
,
and (
∥Aφ∥2 + ⟨φ⟩2
) 1
2
,
are norms in H−1(Ω), L2(Ω), H1(Ω), and H2(Ω), respectively, which are equivalent to the usual
ones.
5.2.1 A priori estimates
We multiply (5.10) by ⟨u⟩ to have
1
2
d
dt
⟨u⟩2 + ⟨g(u)⟩⟨u⟩ = 0, (5.15)
hence
1
2
d
dt
⟨u⟩2 ≤ |⟨g(u)⟩||⟨u⟩|.
It thus follows from (5.8) and Hölder’s inequality that
1
2
d
dt
⟨u⟩2 ≤ c∥u∥(ε∥u∥2q
L2q(Ω)
+ c(ε)), (5.16)
which yields
d
dt
⟨u⟩2 ≤ ε∥u∥4q
L2q(Ω)
+ c. (5.17)
We multiply (5.3) by u and have
1
2
d
dt
∥u∥2 + ∥Au∥2 + (( f ′(u)A 12u, A 12u)) + ((g(u), u)) = 0. (5.18)
Using the facts that
(( f ′(u)A
1
2u, A
1
2u)) ≥ −ξ1∥A
1
2u∥2
and
((g(u), u)) ≥ b2q−1
2
∥u∥2q
L2q(Ω)
− ξ2Vol(Ω),
we find
1
2
d
dt
∥u∥2 + ∥Au∥2 + ⟨u⟩2 + b2q−1
2
∥u∥2q
L2q(Ω)
≤ c(∥A 12u∥2 + ⟨u⟩2) + ξ2Vol(Ω). (5.19)
It thus follows from (5.19) and the interpolation inequality ∥u∥2
H1(Ω)
≤ c∥u∥∥u∥H2(Ω) that
d
dt
∥u∥2 + ∥u∥2
H2(Ω) +
b2q−1
2
∥u∥2q
L2q(Ω)
≤ c, ∀q > 1. (5.20)
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Noting that, for q = 1, we can proceed as in [38] to obtain
d
dt
(∥v∥2−1 + δ∥v∥2) + c
(
∥Au∥2 +
∫
Ω
(v4 + v2⟨u⟩2)dx
)
≤ c′, ∀t ≥ 0, q = 1, (5.21)
where δ > 0 is small enough, and
|⟨u⟩| ≤ Q(∥v∥ + |⟨u0⟩|)e−ct + c′, c > 0, ∀t ≥ 0, q = 1, (5.22)
we finally deduce from (5.20), (5.21), (5.22) and Gronwall’s lemma that
∥u(t)∥2 ≤ Q(∥u0∥)e−ct + c′, c > 0, ∀t ≥ 0, ∀q ≥ 1. (5.23)
We multiply (5.3) by A2u and have
1
2
d
dt
∥Au∥2 + ∥A2u∥2 + ((A f (u), A2u)) + ((g(u), A2u)) = 0. (5.24)
We note that, since H2(Ω) is continuously embedded in C(Ω),
|((g(u), A2u))| ≤ ∥g(u)∥∥A2u∥
≤ c∥g(u)∥2 + 1
4
∥A2u∥2
≤ Q(∥u∥H2(Ω)) +
1
4
∥A2u∥2
and, owing to the continuous embedding H1(Ω) in L4(Ω), we have
((A f (u), A2u)) ≤ c∥A f (u)∥2 + 1
4
∥A2u∥2
≤ ∥ f ′′(u)|A 12u|2 + f ′(u)Au∥2 + 1
4
∥A2u∥2
≤ ∥ f ′′(u)∥2L∞(Ω)∥A
1
2u∥4
L4(Ω) + ∥ f ′(u)∥2L∞(Ω)∥Au∥2 +
1
4
∥A2u∥2
≤ ∥ f ′′(u)∥2L∞(Ω)∥u∥4H2(Ω) + ∥ f ′(u)∥2L∞(Ω)∥Au∥2 +
1
4
∥A2u∥2
≤ Q(∥u∥H2(Ω)) +
1
4
∥A2u∥2.
Thus, we infer
d
dt
∥Au∥2 + ∥A2u∥2 ≤ Q(∥u∥H2(Ω)), (5.25)
so that
d
dt
∥Au∥2 ≤ Q(∥u∥2
H2(Ω)). (5.26)
Summing (5.26) and (5.17), we find
d
dt
∥u∥2
H2(Ω) ≤ Q(∥u∥2H2(Ω)). (5.27)
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In particular, setting
y = ∥u∥2
H2(Ω), (5.28)
we deduce from (5.27) an inequation of the form
y′ ≤ Q(y). (5.29)
Let z be the solution to the ordinary differential equation
z′ = Q(z), z(0) = y(0). (5.30)
It follows from the comparison principle that there exists T0 = T0(∥u0∥H2(Ω)) belonging to, say,
(0, 12 ) such that
y(t) ≤ z(t), ∀t ∈ [0,T0], (5.31)
hence
∥u(t)∥H2(Ω) ≤ Q(∥u0∥H2(Ω)), t ≤ T0. (5.32)
Now, multiplying (5.12) by A∂v
∂t
, we have, for t ≤ T0,
1
2
d
dt
∥Av∥2 +
∥∥∥∥∥∂v∂t
∥∥∥∥∥
2
+
((
A f (u),
∂v
∂t
))
+
((
g(u),
∂v
∂t
))
= 0. (5.33)
Here,
∣∣∣∣∣
((
g(u),
∂v
∂t
))∣∣∣∣∣ ≤ ∥g(u)∥
∥∥∥∥∥∂v∂t
∥∥∥∥∥
≤ c∥g(u)∥2 + 1
4
∥∥∥∥∥∂v∂t
∥∥∥∥∥
2
≤ (thanks to (5.32) and the continuous embedding H2(Ω) ⊂ C(Ω))
≤ 1
4
∥∥∥∥∥∂v∂t
∥∥∥∥∥
2
+ Q(∥u0∥H2(Ω)).
Similarly, ∣∣∣∣∣
((
A f (u),
∂v
∂t
))∣∣∣∣∣ ≤ ∥A( f (u))∥
∥∥∥∥∥∂v∂t
∥∥∥∥∥
≤ 1
4
∥∥∥∥∥∂v∂t
∥∥∥∥∥
2
+ Q(∥u0∥H2(Ω))
and, owing to the estimates obtained above, (5.33) yields
d
dt
∥Av∥2 +
∥∥∥∥∥∂v∂t
∥∥∥∥∥
2
≤ Q(∥u0∥H2(Ω)), ∀t ≤ T0. (5.34)
Therefore, integrating (5.34) over (0,T0) and owing to (5.32), we obtain
∫ T0
0
∥∥∥∥∥∂v∂t
∥∥∥∥∥
2
dx ≤ Q(∥u0∥H2(Ω)) (5.35)
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and, also owing to (5.32), we further have
∣∣∣∣∣
⟨∂u
∂t
⟩∣∣∣∣∣ ≤ |⟨g(u)⟩|
≤ Q(∥u0∥H2(Ω)).
(5.36)
Differentiating (5.3) with respect to time, we rewrite the resulting equation as
∂ϑ
∂t
+ A2ϑ + A( f ′(u)ϑ) + g′(u)ϑ = 0, (5.37)
where ϑ = ∂u
∂t
.
We multiply (5.37) by tϑ and have, for t ≤ T0,
1
2
d
dt
(t∥ϑ∥2) + t∥Aϑ∥2 + t((A( f ′(u)ϑ), ϑ)) + t((g′(u)ϑ, ϑ)) = 1
2
∥ϑ∥2. (5.38)
Observe now that ∣∣∣∣∣((g′(u)ϑ, ϑ))
∣∣∣∣∣ ≤ ∥g′(u)∥∥ϑ∥∥ϑ∥L∞(Ω)
≤ Q(∥u0∥H2)∥ϑ∥∥ϑ∥H2
and ∣∣∣∣∣((A( f ′(u)ϑ), ϑ))
∣∣∣∣∣
≤ ∥A( f ′(u)ϑ)∥∥ϑ∥
≤ ∥ f ′′(u)Auϑ + f ′′′(u)|A 12u|2ϑ + 2 f ′′(u)A 12uA 12ϑ + f ′(u)Aϑ∥∥ϑ∥
≤ Q(∥u0∥H2)∥ϑ∥∥ϑ∥H2 .
Therefore, we obtain
d
dt
(t∥ϑ∥2) + t∥ϑ∥2
H2
≤ tQ(∥u0∥H2)∥ ϑ∥2 + ∥ϑ∥2. (5.39)
It thus follows from (5.32), (5.35), (5.36), (5.39), and Gronwall’s lemma that
∥ϑ∥2 ≤ 1
t
Q(∥u0∥H2), 0 < t ≤ T0. (5.40)
Note that, integrating (5.20) over (0, t), we have
∫ t
0
∥u∥2
H2(Ω) ≤ c∥u0∥2 + c′t + c′′. (5.41)
We then multiply (5.37) by ϑ and proceed as above to obtain
d
dt
(∥ϑ∥2) + ∥Aϑ∥2 ≤ Q(∥u∥H2)∥ϑ∥2. (5.42)
By exploiting (5.40) and (5.41), on account of (5.42), and using Gronwall’s lemma we infer
∥ϑ∥2 ≤ ectQ(∥u0∥H2), c > 0, t ≥ T0. (5.43)
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We then rewrite, for t ≥ T0 fixed, (5.3) in the form
A2u + A f (u) + g(u) = −ϑ, ∂u
∂ν
= 0 on Γ. (5.44)
We multiply (5.44) by u and have
∥Au∥2 + (( f ′(u)A 12u, A 12u)) + ((g(u), u)) ≤ ∥ϑ∥∥u∥. (5.45)
Then, owing to (5.6), (5.7), and (5.43), we obtain
∥Au∥2 + b2q−1
2
∥u∥2q
L2q(Ω)
≤ ectQ(∥u0∥H2(Ω)) + ∥u∥2 + ξ1∥A
1
2u∥2, (5.46)
which yields, owing to the interpolation inequality ∥A 12u∥2 ≤ c∥u∥∥u∥H2(Ω),
(∥Au∥2 + ⟨u⟩2) + b2q−1
2
∥u∥2q
L2q(Ω)
≤ ectQ(∥u0∥H2(Ω)) + c∥u∥2 + ε∥u∥2H2(Ω), ∀ε > 0. (5.47)
This yields
(1 − ε)∥u∥2
H2(Ω) + c∥u∥
2q
L2q(Ω)
≤ ec′tQ(∥u0∥H2(Ω)), c, c′ > 0, ∀ε > 0. (5.48)
Consequently, we find
∥u∥2
H2(Ω) ≤ ectQ(∥u0∥H2(Ω)) c > 0, t ≥ T0. (5.49)
Finally, we deduce from (5.32) and (5.49) that
∥u∥2
H2(Ω) ≤ ec
′tQ(∥u0∥H2) + c′′, c > 0, t ≥ 0. (5.50)
We now deduce from (5.20), (5.21), and (5.22) that
∫ 1
0
∥u∥2
H2(Ω) ≤ c∥u0∥2 + c′, (5.51)
so that there exists some T ∈ (0, 1) such that
∥u(T )∥2
H2(Ω) ≤ c∥u0∥2 + c′. (5.52)
Actually, repeating the above estimates, starting from t = T instead of t = 0, we have the
smoothing property
∥u(1)∥2
H2(Ω) ≤ c∥u0∥2 + c′, c ≥ 0. (5.53)
We note that, owing to (5.20), (5.21), and (5.22) ,
∫ t+1
t
∥u(t)∥2
H2(Ω)ds ≤ e−ctQ(∥u0∥2) + c′, c > 0, t ≥ 0, (5.54)
hence, for every t ≥ 1, there exists a time t1 ∈ [t − 1, t] such that
∥u(t1)∥2H2(Ω) ≤ e−ctQ(∥u0∥2) + c′, (5.55)
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which yields, for t2 ∈ [0, 1] such that t = t1 + t2 and owing to (5.50) and (5.55),
∥u(t)∥2
H2(Ω) = ∥u(t1 + t2)∥2H2(Ω) ≤ ect2Q(∥u(t1)∥H2(Ω)) + c′
≤ ce−c′t2Q(∥u(t1)∥H2(Ω)) + c′′
≤ ce−c′t2Q(e−c′′tQ′(∥u0∥2) + c′′′) + c′′′′
≤ e−ctQ(∥u0∥2H2(Ω)) + c′.
Finally, we deduce that
∥u(t)∥H2(Ω) ≤ e−ctQ(∥u0∥H2(Ω)) + c′, c > 0, t ≥ 0. (5.56)
On account of (5.42) and (5.56), and using Gronwall’s lemma, we have
∥∥∥∥∂u
∂t
∥∥∥∥2 ≤ ectQ(∥u0∥H2(Ω)) + c′, c > 0, t ≥ T0. (5.57)
We now rewrite (5.3) in the form
A2u = ςu,
∂u
∂ν
= 0 on Γ, (5.58)
where
ςu = −
∂u
∂t
+ A f (u) − g(u) (5.59)
satisfies, for t ≥ T0,
∥ςu∥ ≤ ectQ(∥u0∥H2), c > 0. (5.60)
We multiply (5.58) by A2u and have
∥A2u∥2 ≤ ∥ςu∥∥A2u∥. (5.61)
It then follows from (5.17), (5.60), and (5.61) that
∥u∥H4(Ω) ≤ ectQ(∥u0∥H2), t ≥ T0. (5.62)
We multiply (5.37) by Aϑ and have, for t ≥ T0,
1
2
d
dt
∥A 12ϑ∥2 + ∥A 32ϑ∥2 ≤
∣∣∣∣∣((A( f ′(u)ϑ), Aϑ))
∣∣∣∣∣
+
∣∣∣∣∣((g′(u)ϑ, Aϑ))
∣∣∣∣∣.
(5.63)
Here, ∣∣∣∣∣((g′(u)ϑ, Aϑ))
∣∣∣∣∣ ≤ Q(∥u0∥H2)∥ϑ∥∥Aϑ∥.
Furthermore, ∣∣∣∣∣((A( f ′(u)ϑ), Aϑ))
∣∣∣∣∣ =
∣∣∣∣∣((A 12 ( f ′(u)ϑ), A 32ϑ))
∣∣∣∣∣
≤ ∥A 12 ( f ′(u)ϑ)∥∥A 32ϑ∥
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and, owing to (5.62),
∥A 12 ( f ′(u)ϑ)∥ = ∥ f ′′(u)ϑA 12u + f ′(u)A 12ϑ∥
≤ Q(∥u0∥H2)(∥ϑ∥ + ∥A
1
2ϑ∥),
which yields
d
dt
∥A 12ϑ∥2 + ∥A 32ϑ∥2 ≤ Q(∥u0∥H2)(∥ϑ∥2 + ∥A
1
2ϑ∥2 + ∥Aϑ∥2). (5.64)
We note that, integrating (5.57)over (t − 1, t), we have, for t ≥ T0,
∫ t
t−1
∥Aϑ∥2ds ≤ Q(∥u0∥H2). (5.65)
It thus follows from (5.65), (5.64), and the uniform Gronwall’s lemma that
∥∥∥∥A 12 ∂u
∂t
∥∥∥∥2 ≤ Q(∥u0∥H2), ∀t ≥ T0 + 1. (5.66)
5.2.2 The dissipative semigroup
We have the
Theorem 4. We assume that u0 ∈ H2(Ω). Then, (5.3)–(5.5) possesses a unique solution u such
that u(t) ∈ H2(Ω), ∀t ≥ 0.
Proof. The proof of existence is based on (5.56) and, e.g., a standard Galerkin scheme. Let
now u1 and u2 be two solutions to (5.3)–(5.5) with initial data u0,1 and u0,2, respectively. We set
u = u1 − u2 and u0 = u0,1 − u0,2 and have
∂u
∂t
+ A2u + A( f (u1) − f (u2)) + g(u1) − g(u2) = 0, (5.67)
∂u
∂ν
=
∂∆u
∂ν
= 0 on Γ, (5.68)
u|t=0 = u0. (5.69)
Integrating (5.67) over Ω, we obtain
d⟨u⟩
dt
+ ⟨g(u1) − g(u2)⟩ = 0, (5.70)
hence
∂v
∂t
+ A2v + A( f (u1) − f (u2)) + g(u1) − g(u2) − ⟨g(u1) − g(u2)⟩ = 0, (5.71)
which yields
A−1
∂v
∂t
+ Av + f (u1) − f (u2) − ⟨ f (u1) − f (u2)⟩
+ A−1(g(u1) − g(u2) − ⟨g(u1) − g(u2)⟩) = 0.
(5.72)
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We multiply (5.72) by v and have
1
2
d
dt
∥A− 12 v∥2 + ∥A 12 v∥2 + (( f (u1) − f (u2), u)) − (( f (u1) − f (u2), ⟨u⟩))
+ ((A−1(g(u1) − g(u2) − ⟨g(u1) − g(u2)⟩), v)) = 0.
(5.73)
We note that∣∣∣∣((A−1(g(u1) − g(u2) − ⟨g(u1) − g(u2)⟩), v))
∣∣∣∣
=
∣∣∣∣((g(u1) − g(u2) − ⟨g(u1) − g(u2)⟩, A−1v))
∣∣∣∣
=
∣∣∣∣((g(u1) − g(u2), A−1v))
∣∣∣∣
≤
∫
Ω
|A−1v||u|
∫ 1
0
|g′(su1 + (1 − s)u2)|dsdx
≤ (thanks to (5.9) and the continuous embedding H2(Ω) ⊂ C(Ω))
≤ Q(∥u0,1∥H2(Ω), ∥u0,2∥H2(Ω))∥A−1v∥L∞(Ω)∥u∥
≤ Q(∥u0,1∥H2(Ω), ∥u0,2∥H2(Ω))(∥v∥2 + ⟨u⟩2).
Furthermore, owing to (5.6),
(( f (u1) − f (u2), u)) ≥ −ξ1∥u∥2 ≥ −ξ1(∥v∥2 + ⟨u⟩2)
and ∣∣∣∣(( f (u1) − f (u2), ⟨u⟩))
∣∣∣∣
≤ |⟨u⟩|
∣∣∣∣
∫
Ω
u
∫ 1
0
f ′(su1 + (1 − s)u2)dsdx
∣∣∣∣
≤ (thanks to (5.6) and the continuous embedding H2(Ω) ⊂ C(Ω))
≤ Q(∥u0,1∥H2(Ω), ∥u0,2∥H2(Ω))(∥v∥2 + ⟨u⟩2),
which yields
1
2
d
dt
∥A− 12 v∥2 + ∥A 12 v∥2 ≤ Q(∥u0,1∥H2(Ω), ∥u0,2∥H2(Ω))(∥v∥2 + ⟨u⟩2). (5.74)
Now multiplying (5.70) by ⟨u⟩, we have
1
2
d
dt
⟨u⟩2 ≤ |⟨g(u1) − g(u2)⟩||⟨u⟩|
≤ |⟨u⟩|
∫
Ω
|u|
∫ 1
0
|g′(su1 + (1 − s)u2|dsdx
≤ (thanks to (5.9) and the continuous embedding H2(Ω) ⊂ L∞(Ω))
≤ Q(∥u0,1∥H2(Ω), ∥u0,2∥H2(Ω))∥u∥|⟨u⟩|
≤ Q(∥u0,1∥H2(Ω), ∥u0,2∥H2(Ω))(∥v∥2 + ⟨u⟩2).
(5.75)
Summing (5.75) and (5.74) and employing the interpolation inequality
∥v∥2 ≤ ∥A− 12 v∥∥A 12 v∥,
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we obtain
d
dt
∥u∥2
H−1(Ω) + ∥A
1
2 v∥2 ≤ Q(∥u0,1∥H2(Ω), ∥u0,2∥H2(Ω))∥u∥2H−1(Ω). (5.76)
We finally deduce from (5.76) and Gronwall’s lemma that
∥u1(t) − u2(t)∥H−1(Ω) ≤ ectQ(∥u0,1∥H2(Ω), ∥u0,2∥H2(Ω))∥u0,1 − u0,2∥H−1(Ω),
c > 0, t ≥ 0, (5.77)
hence the uniqueness, as well as the continuous dependence with respect to the initial data in
the H−1–norm. 
It follows Theorem 2.1 that we have the continuous (with respect to the H−1–norm) semi-
group
S (t) : H2(Ω) → H2(Ω), u0 7→ u(t), t ≥ 0
(i.e., S (0) = I, S (t + s) = S (t) ◦ S (s), t, s ≥ 0). We then deduce from (5.56) the
Theorem 5. The semigroup S (t) is dissipative in H2(Ω), i.e., there exists a bounded set B1 ⊂
H2(Ω) (called absorbing set) such that, for every bounded set B ⊂ H2(Ω), there exists t0 =
t0(B) ≥ 0 such that t ≥ t0 implies S (t)B ⊂ B1.
Remark 5.2.1. It is easy to see that we can assume, without loss of generality, that B1 is
positively invariant by S (t), i.e., S (t)B1 ⊂ B1, ∀t ≥ 0.
5.2.3 Existence of exponential attractors
Let u1 and u2 be two solutions to (5.3)–(5.5) with initial data u0,1 and u0,2, respectively. We
again set u = u1 − u2 and u0 = u0,1 − u0,2 and have
∂u
∂t
+ ∆2u − ∆( f (u1) − f (u2)) + g(u1) − g(u2) = 0, (5.78)
∂u
∂ν
=
∂∆u
∂ν
= 0 on Γ, (5.79)
u|t=0 = u0. (5.80)
Furthermore, it is sufficient here to take initial data belonging to the bounded absorbing set B1
defined in the previous section.
We rewrite (5.78) as
∂
∂t
A−1v − ∆u + f (u1) − f (u2) − ⟨ f (u1) − f (u2)⟩
+ A−1
(
g(u1) − g(u2) − ⟨g(u1) − g(u2)⟩
)
= 0.
(5.81)
Multiplying (5.81) by t ∂v
∂t
, we have
1
2
d
dt
(t∥A 12u∥2) + t
∥∥∥∥∥A− 12 ∂v∂t
∥∥∥∥∥
2
+ t
((
f (u1) − f (u2),
∂v
∂t
))
+ t
((
A−1
(
g(u1) − g(u2) − ⟨g(u1) − g(u2)⟩
)
,
∂v
∂t
))
=
1
2
∥A 12u∥2.
(5.82)
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Here, ∣∣∣∣∣
((
A−1
(
g(u1) − g(u2) − ⟨g(u1) − g(u2)⟩
)
,
∂v
∂t
)∣∣∣∣∣
=
∣∣∣∣∣
((
g(u1) − g(u2), A−1
∂v
∂t
)∣∣∣∣∣
≤
∫
Ω
|u|
∣∣∣∣A−1∂v
∂t
∣∣∣∣
∫ 1
0
|g′(u1 + s(u2 − u1))|dsdx
≤ c
∫
Ω
(1 + |u1|2q−2 + |u2|2q−2)|u|
∣∣∣∣A−1∂v
∂t
∣∣∣∣dx
≤ (thanks to (5.56) and to the continuous embedding H2(Ω) ⊂ C(Ω))
≤ c∥u ∥
∥∥∥∥∥A− 12 ∂v∂t
∥∥∥∥∥,
where the constant c only depends on B1. Furthermore,∣∣∣∣∣
((
f (u1)− f (u2),
∂v
∂t
))∣∣∣∣∣ ≤ c∥A 12 ( f (u1) − f (u2))∥
∥∥∥∥∥A− 12 ∂v∂t
∥∥∥∥∥
≤c
∥∥∥∥A 12 (
∫ 1
0
f ′(u1 + s(u2 − u1))dsu
)∥∥∥∥
∥∥∥∥∥A− 12 ∂v∂t
∥∥∥∥∥
≤c
∥∥∥∥
∫ 1
0
f ′(u1 + s(u2 − u1))dsA
1
2u
∥∥∥∥
∥∥∥∥∥A− 12 ∂v∂t
∥∥∥∥∥
+ c
∥∥∥∥u
∫ 1
0
f ′′(u1 + s(u2 − u1))(A
1
2u1 + s(A
1
2u2 − A
1
2u1))ds
∥∥∥∥
∥∥∥∥∥A− 12 ∂v∂t
∥∥∥∥∥
≤c(∥A 12u∥ + ∥uA 12u1∥ + ∥uA
1
2u2∥)
∥∥∥∥∥A− 12 ∂v∂t
∥∥∥∥∥
≤c(∥A 12u∥ + ∥u∥L4(Ω)∥A
1
2u1∥L4(Ω) + ∥u∥L4(Ω)∥A
1
2u2∥L4(Ω))
∥∥∥∥∥A− 12 ∂v∂t
∥∥∥∥∥
≤c(∥A 12u∥ + c∥u∥L4(Ω)(∥u1∥H2(Ω) + ∥u2∥H2(Ω))
∥∥∥∥∥A− 12 ∂v∂t
∥∥∥∥∥
≤(thanks to (5.56) and to the continuous embedding H2(Ω) ⊂ C(Ω))
≤c(∥A 12u∥ + ∥u∥L4(Ω))
∥∥∥∥∥∂v∂t
∥∥∥∥∥−1
≤(thanks to the continuous embedding H1(Ω) ⊂ L4(Ω))
≤c∥u∥H1(Ω)
∥∥∥∥∥∂v∂t
∥∥∥∥∥−1,
where the constant c only depends on B1, which yields
t
d
dt
∥A 12u∥2 + ct
∥∥∥∥∥A− 12 ∂v∂t
∥∥∥∥∥
2
≤ c′t∥u∥2
H1(Ω) +
1
2
∥A 12u∥2. (5.83)
By the estimates obtained above (in particular, (5.70)) we infer
d
dt
(t∥A 12u∥2 + t⟨u(t)⟩2) + ct
∥∥∥∥∥A− 12 ∂v∂t
∥∥∥∥∥
2
≤ c′t(∥u∥2
H1(Ω)
+⟨u(t)⟩2) + c′′(∥A 12u∥2 + ⟨u(t)⟩2)
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and
d
dt
(t(∥A 12u∥2 + ⟨u(t)⟩2)) + ct
∥∥∥∥∥A− 12 ∂v∂t
∥∥∥∥∥
2
≤ c′t(∥A 12u∥2 + ⟨u(t)⟩2)
+ c′′(∥A 12u∥2 + ⟨u(t)⟩2).
(5.84)
We note that, integrating (5.76) over (0, t) and owing to (5.77), we have
∫ t
0
∥A 12u∥2ds ≤ cec′t∥u0,1 − u0,2∥2H−1(Ω), (5.85)
where c and c′ only depend on B1, hence∫ t
0
∥u∥2
H1(Ω)ds ≤ cec
′t∥u0,1 − u0,2∥2H−1(Ω). (5.86)
We then deduce from (5.84), (5.86), and Gronwall’s lemma that
∥u1 − u2∥2H1(Ω) ≤
c
t
ec
′t∥u0,1 − u0,2∥2H−1(Ω) ∀t > 0. (5.87)
Now multiplying (5.81) by ∂v
∂t
, we obtain, proceeding as above,
d
dt
(∥A 12u∥2 + ⟨u⟩2) +
∥∥∥∥∥A− 12 ∂v∂t
∥∥∥∥∥
2
≤ c(∥A 12u∥2 + ⟨u⟩2), (5.88)
where the constant c only depends on B1. Therefore, integrating (5.88) over (1, t) and owing to
(5.86) and (5.87) (for t = 1), we have
∫ t
1
∥∥∥∥∥∂v∂t
∥∥∥∥∥
2
H−1(Ω)
dτ ≤ cec′t∥u0,1 − u0,2∥2H−1(Ω), (5.89)
where c and c′ only depend on B1.
We note that, integrating (5.78) over (0, t), we easily obtain
∫ t
0
⟨∂u
∂t
⟩2dτ ≤ cec′t∥u0,1 − u0,2∥2H−1(Ω), (5.90)
where the constant c only depends on B1.
Differentiating (5.81) with respect to time, we find
∂
∂t
A−1θ + Aθ + ζ(t)
∂u
∂t
+ ζ′(t)u − ⟨ ∂
∂t
ζ(t)u⟩
+A−1
(
(η(t)
∂u
∂t
+ η′(t)u) − ⟨ ∂
∂t
η(t)u⟩
)
= 0,
(5.91)
where ζ(t) =
∫ 1
0
f ′(u1 + s(u2 − u1))ds, η(t) =
∫ 1
0
g′(u1 + s(u2 − u1))ds, and θ = ∂v∂t .
We multiply (5.91) by (t − 1)θ and have
1
2
d
dt
((t − 1)∥A− 12 θ∥2) + (t − 1)∥A 12 θ∥2 + (t − 1)((ζ(t)∂u
∂t
, θ)) + (t − 1)((ζ′(t)u, θ))
+ (t − 1)((A−1
(
(η(t)
∂u
∂t
+ η′(t)u) − ⟨ ∂
∂t
η(t)u⟩
)
, θ)) =
1
2
∥A− 12 θ∥2.
(5.92)
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Here,
∣∣∣∣∣((A−1
(
(η(t)
∂u
∂t
+ η′(t)u) − ⟨ ∂
∂t
η(t)u⟩
)
, θ))
∣∣∣∣∣∣
=
∣∣∣∣∣(((η(t)∂u∂t + η′(t)u), A−1θ))
∣∣∣∣∣∣
≤
(
∥η∥L∞(Ω)
∥∥∥∥∂u
∂t
∥∥∥∥ + ∥η′∥L4(Ω)∥u∥L4(Ω))∥θ∥−1
≤ (thanks to (5.62), (5.66), (5.87) and the continuous embedding H2(Ω) ⊂ C(Ω))
≤ c
(
∥θ∥2 + ⟨∂u
∂t
⟩2 + ∥u∥2
H1(Ω)
)
+ c′∥θ∥2−1
≤ c
(
∥θ∥2−1 + ⟨
∂u
∂t
⟩2 + ∥u∥2
H1(Ω)
)
+
1
4
∥∇θ∥2,
owing to the above estimates and a proper interpolation inequality. Furthermore, owing to
(5.59), ∣∣∣∣∣((ζ(t)∂u∂t , θ))
∣∣∣∣∣ ≤ c
∥∥∥∥∥A 12
(
ζ(t)
∂u
∂t
)∥∥∥∥∥ ∥θ∥−1
≤ c(∥ζ∥L∞(Ω) + ∥A
1
2 ζ∥L4(Ω))
∥∥∥∥∂u
∂t
∥∥∥∥
H1(Ω)
∥θ∥−1
≤ c
(
∥A 12 θ∥2 + ⟨∂u
∂t
⟩2
) 1
2 ∥θ∥−1
and, owing to (5.43) and (5.66),
∥ζ′(t)u∥ = ∥
∫ 1
0
f ′′(u1 + s(u2 − u1))(
∂u1
∂t
+ s(
∂u2
∂t
− ∂u1
∂t
))dsu∥
≤ c(∥∂u1
∂t
∥L4(Ω) + ∥
∂u2
∂t
∥L4(Ω))∥u∥L4(Ω)
≤ c(∥∂u1
∂t
∥H1(Ω) + ∥
∂u2
∂t
∥H1(Ω))∥u∥H1(Ω)
≤ c∥u∥H1(Ω),
which yields
d
dt
((t − 1)(∥θ∥2−1 + ⟨
∂u
∂t
⟩2)) + (t − 1)∥θ∥2
H1(Ω) ≤ c(t − 1)(∥θ∥2−1+
⟨∂u
∂t
⟩2) + ∥θ∥2−1 + ⟨
∂u
∂t
⟩2 + c′(t − 1)∥u∥2
H1(Ω).
(5.93)
We thus deduce from (5.86), (5.87), (5.89), (5.90), and Gronwall’s lemma that
∥θ(t)∥2
H−1(Ω) ≤
c
t − 1e
c′t∥u0∥2H−1(Ω), ∀t > 1. (5.94)
We finally rewrite (5.81) in the form
−∆u = ϱu,
∂u
∂ν
= 0 on Γ, (5.95)
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where
ϱu = −A−1
(∂v
∂t
)
− ( f (u1) − f (u2)) + ⟨ f (u1) − f (u2)⟩
− A−1
(
g(u1) − g(u2) − ⟨g(u1) − g(u2)⟩
) (5.96)
satisfies
∥ϱu∥ ≤c
(∥∥∥∥∂v
∂t
∥∥∥∥−1 + ∥ f (u1) − f (u2)∥ + |⟨ f (u1) − f (u2)⟩|
+ ∥g(u1) − g(u2)∥ + |⟨g(u1) − g(u2)⟩|
)
≤c
(∥∥∥∥∂v
∂t
∥∥∥∥−1 + ∥u
∫ 1
0
f ′(su1 + (1 − s)u2)ds∥ + |⟨u
∫ 1
0
f ′(su1 + (1 − s)u2)ds⟩|
+ ∥u
∫ 1
0
g′(su1 + (1 − s)u2)ds∥ + |⟨u
∫ 1
0
g′(su1 + (1 − s)u2)ds⟩|
)
≤c
(∥∥∥∥∂v
∂t
∥∥∥∥−1 + ∥u∥
)
≤c
(∥∥∥∥∂v
∂t
∥∥∥∥−1 + ∥u∥H1(Ω)
)
,
(5.97)
where the constant c only depends on B1. It then follows from (5.87), (5.94), (5.97), and stan-
dard elliptic regularity results that
∥u1(t) − u2(t)∥H2(Ω) ≤
c√
t − 1
ec
′t∥u0,1 − u0,2∥H−1(Ω), c, c′ ≥ 0, t > 1, (5.98)
where the constant c only depends on B1.
Next, we derive a Hölder (both with respect to space and time) estimate. Actually, owing to
(5.77), it suffices to prove the Hölder continuity with respect to time. We have
∥u(t1) − u(t2)∥H−1(Ω) =
∥∥∥∥∥
∫ t2
t1
∂u
∂t
dτ
∥∥∥∥∥
H−1(Ω)
≤
∣∣∣∣∣
∫ t2
t1
∥∥∥∥∥∂u∂t
∥∥∥∥∥
H−1(Ω)
dτ
∣∣∣∣∣
≤ |t1 − t2|
1
2
∣∣∣∣∣
∫ t2
t1
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
H−1(Ω)
dτ
∣∣∣∣∣
1
2
,
(5.99)
where u is solution to (5.3)–(5.5).
By using (5.34) and (5.57), it easy to show that
∣∣∣∣∣
∫ t2
t1
∥∥∥∥∥∂v∂t
∥∥∥∥∥
2
H−1(Ω)
dτ
∣∣∣∣∣ ≤ c, (5.100)
where the constant c only depends on B1 and T such that t1, t2 ∈ [0,T ], so that
∥u(t1) − u(t2)∥H−1(Ω) ≤ c|t1 − t2|
1
2 , (5.101)
where the constant c only depends on B1 and T such that t1, t2 ∈ [0,T ].
We finally deduce from (5.77), (5.98), and (5.101) the following result (see, e.g., [52, 53]).
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Theorem 6. The semigroup S (t) possesses an exponential attractorM ⊂ B1, i.e.
(i) M is compact in H−1(Ω) ;
(ii) M is positively invariant, S (t)M ⊂M, ∀t ≥ 0 ;
(iii) M has finite fractal dimension in H−1(Ω) ;
(iv) M attracts exponentially fast the bounded subsets of H2(Ω),
∀B ⊂ H2(Ω) bounded, distH−1(Ω)(S (t)B,M) ≤ Q(∥B∥H2(Ω))e−ct,
c > 0, t ≥ 0,
where the constant c is independent of B and distH−1(Ω) denotes the Hausdorff semidistance
between sets defined by
distH−1(Ω)(A, B) = sup
a∈A
inf
b∈B
∥a − b∥H−1(Ω).
Remark 5.2.2. Setting M˜ = S (1)M, we can prove that M˜ is an exponential attractor for S (t),
but now in the topology of H2(Ω) (see, e.g., [54]).
Since M (or M˜) is a compact attracting set, we deduce from Theorem 6 the following
corollary.
Corollary 2. The semigroup S (t) possesses the finite-dimensional global attractorA ⊂ B1.
Remark 5.2.3. We recall that f (s) =
2p−1∑
i=0
cis
i, c2p−1 > 0. We studied in this section the case
when the mass source is defined by g(s) =
2q−1∑
j=0
b js
j, b2q−1 > 0, q ≥ 1. Note that we can
obtain the same results in the case when the mass source is defined by g(x, s) = h(x)L(s), where
h ∈ L∞(Ω) and L(s) =
2q−1∑
j=0
b js
j, b2q−1 > 0, q > 1, such that p = 2q − 1 and
⟨g(x, u)⟩⟨u⟩ ≥ ξ8⟨u2q−1⟩⟨u⟩ + c⟨u⟩, ξ8 > 0. (5.102)
We note that (see [42], Remark 2.11)
(( f (v + ⟨u⟩) − ⟨ f (u)⟩, v)) ≥ α
∫
Ω
p−1∑
k=0
v2p−2k⟨u⟩2kdx, α > 0. (5.103)
Actually, we need a new estimate on the spatial average. Indeed, we multiply (5.10) by ⟨u⟩ and
have
d
dt
⟨u⟩2 + ⟨g(x, u)⟩⟨u⟩ = 0,
so that from (5.102) we immediatly get
1
2
d
dt
⟨u⟩2 + ξ8⟨u2q−1⟩⟨u⟩ ≤ c⟨u⟩.
Besides we have that
⟨u2q−1⟩⟨u⟩ = ⟨(v + ⟨u⟩)2q−1⟩⟨u⟩
=
2q−1∑
k=0
Ck2q−1⟨vk⟩⟨u⟩2q−k
≥ ε⟨u⟩2q − c∥v∥2q
L2q(Ω)
,
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where c > 0. By using Young’s lemma we infer
d
dt
⟨u⟩2 + ⟨u⟩2q ≤ c∥v∥2q
L2q(Ω)
+ ⟨u⟩2 + c′, c > 0, (5.104)
owing to Young’s inequality.
In order to estimate the mass source term we observe that
L(v + ⟨u⟩) − L(⟨u⟩) =
2q−1∑
j=0
b j((v + ⟨u⟩) j − ⟨u⟩ j)
=
2q−1∑
j=1
b j
j−1∑
k=1
Ckjv
j−k⟨u⟩k
=
2q−2∑
s=0
bs+1
s∑
k=0
Cks+1v
s+1−k⟨u⟩k
and
|L(v + ⟨u⟩) − L(⟨u⟩)| ≤ c
2q−2∑
k=0
|v|2q−1−k⟨u⟩k,
so that
∥g(x, v + ⟨u⟩) − g(x, ⟨u⟩)∥2 ≤ ∥h∥2L∞(Ω)∥L(v + ⟨u⟩) − L(⟨u⟩)∥2
≤ c∥h∥2L∞(Ω)
∫
Ω
2q−2∑
k=0
|v|4q−2−2k⟨u⟩2kdx
≤ c∥h∥2L∞(Ω)
∫
Ω
p−1∑
k=0
|v|2p−2k⟨u⟩2kdx,
(5.105)
since p = 2q − 1. Moreover, we have
((g(x, v + ⟨u⟩) − g(x, ⟨u⟩), A−1v)) ≤ ε∥g(x, v + ⟨u⟩) − g(x, ⟨u⟩)∥2 + c∥v∥2−1.
Therefore, owing to (5.102), (5.103), and (5.105), it is easy to obtain the same results as above
in the case when g(x, s) = h(x)L(s), where h ∈ L∞(Ω) and L(s) =
2q−1∑
j=0
b js
j, b2q−1 > 0, q ≥ 1.
5.3 Dirichlet boundary conditions
We consider the following initial and boundary value problem :
∂u
∂t
+ ∆2u − ∆ f (u) + g(x, u) = 0, (5.106)
u = ∆u = 0 on Γ, (5.107)
u|t=0 = u0, (5.108)
in a bounded and regular domain Ω ⊂ n, n = 1, 2, or 3, with boundary Γ.
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We make the following assumptions :
f ∈ C2(), f (0) = 0, g ∈ L2(Ω), (5.109)
f ′(s) ≥ −c0, c0 ≥ 0, s ∈ , (5.110)
f (s)s ≥ c1F(s) − c2, F(s) ≥ −c3, c1 > 0, c2, c3 ≥ 0, s ∈ , (5.111)
where F(s) =
∫ s
0
f (τ)dτ,
g is of class C1 with respect to u, (5.112)
∥u∥
∫
Ω
|g(x, u)|dx ≤ ε
∫
Ω
F(u)dx + cε, ∀u ∈ L2(Ω)
such that
∫
Ω
F(u)dx < +∞, ε > 0,
(5.113)
g(x, u)u ≤ cF(u) + c′, ∀x ∈ Ω, ∀u ∈ L2(Ω)
such that
∫
Ω
F(u)dx < +∞, ε > 0, c ≥ 0. (5.114)
Remark 5.3.1. In particular, these assumptions are satisfied by polynomials of degree 2p + 1
and 2p, respectively, p ≥ 1, of the form f (s) =
2p+1∑
i=1
ais
i, a2p+1 > 0 and g(s) =
2p∑
i=0
bis
i (e.g., when
f has degree three and g has degree two).
We multiply (5.106) by (−∆)−1u and have, integrating over Ω and by parts,
1
2
d
dt
∥u∥2−1 + ∥∇u∥2 + (( f (u), u)) + (((−∆)−1g(x, u), u)) = 0. (5.115)
We note that, since H2(Ω) is continuously embedded in L∞(Ω),
|(((−∆)−1g(x, u), u))| = |((g(x, u), (−∆)−1u))|
≤
∫
Ω
|g(x, u)||(−∆)−1u|dx
≤ ∥(−∆)−1u∥L∞(Ω)
∫
Ω
|g(x, u)|dx
≤ ∥u∥
∫
Ω
|g(x, u)|dx
≤ (thanks to (5.113))
≤ ε
∫
Ω
F(u)dx + cε,
then, owing to (5.111), we have
d
dt
∥u∥2−1 + c
(
∥u∥2
H1(Ω) +
∫
Ω
F(u)dx
)
≤ c
2
∫
Ω
F(u)dx + c′, c > 0, (5.116)
which gives
d
dt
∥u∥2−1 + c
(
∥u∥2
H1(Ω) +
∫
Ω
F(u)dx
)
≤ c′, c > 0. (5.117)
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We then multiply (5.106) by u and find
1
2
d
dt
∥u∥2 + ∥∆u∥2 + (( f ′(u)∇u,∇u)) + ((g(x, u), u)) = 0. (5.118)
We deduce from (5.110) and (5.114) that
d
dt
∥u∥2 + c∥u∥2
H2(Ω) ≤ c′∥∇u∥2 + c′′
∫
Ω
F(u)dx + c′′, c > 0. (5.119)
Summing finally (5.117) and δ1 times (5.119), where δ1 > 0 is small enough, we obtain
d
dt
(
∥u∥2−1 + δ1∥u∥2
)
+ c
(
∥u∥2
H2(Ω) +
∫
Ω
F(u)dx
)
≤ c′, c > 0. (5.120)
As a consequence to (5.120) and proceeding as in [104], we have the
Theorem 7. We assume that u0 ∈ H2(Ω)∩H10(Ω). Let u be a solution to (5.106)–(5.108). Then,
there exists a constant c > 0 such that
∥u(t)∥H2(Ω) ≤ e−ctQ(∥u0∥H2(Ω)) + c′, t ≥ 0.
Furthermore, let u1 and u2 be two solutions to (5.106)–(5.108) with initial data u0,1 and u0,2,
respectively. Then,
∥ u1(t) − u2(t) ∥2−1 ≤ ectQ(∥u0,1∥H2(Ω), ∥u0,1∥H2(Ω))∥u0,1 − u0,2∥2−1, c > 0, t ≥ 0.
Finally, (5.106)–(5.108) possesses a unique solution u such that u ∈ H2(Ω) ∩ H10(Ω), ∀t ≥ 0.
We set Φ = H2(Ω) ∩ H10(Ω). It follows from Theorem 7 that we have the continuous (with
respect to the H−1–norm) semigroup
S (t) : Φ→ Φ, u0 7→ u(t), t ≥ 0
(i.e., S (0) = I, S (t + s) = S (t) ◦ S (s), t, s ≥ 0) and the semigroup S (t) is dissipative in Φ, i.e.,
there exists a bounded absorbing set B0 ⊂ Φ.
We can assume, without loss of generality, that B0 is positively invariant by S (t), i.e.,
S (t)B0 ⊂ B0, ∀t ≥ 0.
Theorem 8. The semigroup S (t) possesses an exponential attractorM ⊂ B0, i.e.
(i) M is compact in H−1(Ω) ;
(ii) M is positively invariant, S (t)M ⊂M, ∀t ≥ 0 ;
(iii) M has finite fractal dimension in H−1(Ω) ;
(iv) M attracts exponentially fast the bounded subsets of Φ,
∀B ⊂ Φ bounded, distH−1(Ω)(S (t)B,M) ≤ Q(∥B∥H2(Ω))e−ct,
c > 0, t ≥ 0,
where the constant c is independent of B.
Proof. See [104] ; see also the previous section. 
149
Chapitre 5. Asymptotic behavior of a generalized Cahn–Hilliard equation with a mass source
Remark 5.3.2. Setting M˜ = S (1)M, we can prove that M˜ is an exponential attractor for S (t),
but now in the topology of Φ (see, e.g., [104]).
Corollary 3. The semigroup S (t) possesses the finite-dimensional global attractorA ⊂ B0.
Remark 5.3.3. Note that the system is dissipative even if the degree of g is greater than the one
of f . More precisely, in the case when we replace assumptions (5.113) and (5.114) by
g(x, u)u ≥ cF(u) + c′, ∀x ∈ Ω, ∀u ∈ L2(Ω), (5.121)
the system is also dissipative and we can obtain the same results as above.
Indeed, multiplying (5.106) by u, we find
1
2
d
dt
∥u∥2 + ∥∆u∥2 + (( f ′(u)∇u,∇u)) + ((g(x, u), u)) = 0 (5.122)
and we deduce from (5.110) and (5.121) that
d
dt
∥u∥2 + c∥u∥2
H2(Ω) + c
′
∫
Ω
F(u)dx ≤ c′′∥∇u∥2 + c′′′, c, c′ > 0. (5.123)
It thus follows from the interpolation inequality ∥∇u∥2 ≤ c∥u∥∥u∥H2(Ω) and Gronwall’s lemma
that
∥u∥2 ≤ e−ctQ(∥u0∥) + c′, c > 0, (5.124)
hence the dissipativity of the solution. We then use (5.123) and also proceed as in [104] to
obtain the same results as above.
5.4 Numerical simulations
As far as the numerical simulations are concerned, we rewrite the problem in the form
∂u
∂t
+ ∆µ + g(x, u) = 0 in Ω, (5.125)
µ = ∆u − f (u) in Ω, (5.126)
u|t=0 = u0, (5.127)
which has the advantage of splitting the fourth-order (in space) equation into a system of
two second-order ones (see [55] and [43]). Consequently, we use a P1-finite element for the
space discretization, together with an implicit Euler time discretization with Neumann boun-
dary conditions and with a semi-implicit Euler time discretization with Dirichlet ones. The
numerical simulations are performed with the software Freefem++ [84].
In the numerical results presented below, Ω is a (0, 5) × (0, 1)-ellipse. The triangulation is
obtained by dividing Ω into 1272 equal triangles.
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(a) (b)
(c)
Figure 5.1 – (a) Initial datum at t = 0 with a nontrivial growth term g(x, u) = u3(u − 1)3. (b)
Solution at t = 0.02. At t = 0.05, we see in (c) that the solution vanishes, leading to contour
lines losing interest. (c) Variations of the order parameter u and the spatial average ⟨u⟩.
5.4.1 Dirichlet case
In the first Figure, we take u0 = 15(x6+1)(y5+ 12 )
∈ [0, 1] and g(u) = u3(u − 1)3 with two minimas
0 and 1. In that case, the solution is bounded for all times. The dark red color in Figure 5.1(a)
and Figure 5.1(b) correspond to umax in Figure 5.1(c) and the light orange one in Figure 5.1(a)
and Figure 5.1(b) correspond to umin in Figure 5.1(c). In this example, f (s) = 4s3 − 12s2 + 2s
and ∆t = 0.0001.
5.4.2 Neumann case
In the second test, we take the same initial datum u0 = 15(x6+1)(y5+ 12 )
∈ [0, 1], g(u) = u3(u− 1)3
with two minimas 0 and 1, f (s) = 4s3 − 12s2 + 2s, and ∆t = 0.0001, but, now, the problem
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(a) (b)
(c) (d)
Figure 5.2 – (a) Initial datum at t = 0 with a nontrivial growth term g(x, u) = u3(u − 1)3. (b)
Solution at t = 2 (20000 iterations). (c) Solution at t = 4.3843 (43843 iterations). (d) Variations
of the order parameter u and the spatial average ⟨u⟩.
is endowed with Neumann boundary conditions. The dark red color in Figure 5.2(a), Figure
5.2(b), and Figure 5.2(c)correspond to umax in Figure 5.2(d) and the light orange one in Figure
5.2(a), Figure 5.2(b), and Figure 5.2(c) correspond to umin in Figure 5.2(d).
Remark 5.4.1. We gave an example when the solution blows up in finite time with Neumann
boundary conditions when the growth term has degree six even if the initial datum u0 lies bet-
ween the two minimas of g (in [0, 1]). We can also find examples of solutions which blow up
when the growth term has degree four, see, e.g., [5] and when the growth term has degree two,
see, e.g., [42, 64].
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Conclusion générale et perspectives
L’objectif de cette thèse a été d’étudier des généralisations de l’équation de Cahn–Hilliard
en chimie, biologie et retouche d’images. En particulier, on s’est intéressé à l’étude de l’exis-
tence, l’unicité et la régularité, le comportement asymptotique et la convergence vers un état
d’équilibre des solutions, ainsi que l’existence d’un attracteur global de dimension finie. On a
aussi donné des simulations numériques confirmant les résultats théoriques obtenus.
Les principaux résultats obtenus dans ce mémoire sont :
– Le comportement asymptotique de l’équation de Bertozzi–Esedoglu–Gillette–Cahn–Hilliard,
en termes d’un attracteur global de dimension fractale finie.
– Un schéma numérique rapide pour l’équation de Bertozzi–Esedoglu–Gillette–Cahn–Hilliard,
appliqué à la retouche d’image ; ce schéma à un pas avec seuil permet de connecter des
régions à travers de grands domaines à retoucher.
– L’existence locale de la solution de l’équation Bertozzi–Esedoglu–Gillette–Cahn–Hilliard
avec une nonlinéarité singulière de type logarithmique ; on a en outre donné des simula-
tions numériques qui confirment les avantages de ce modèle avec une nonlinéarité de type
logarithmique dans la retouche d’images binaires.
– On a proposé un modèle à n−composants basé sur le modèle de Bertozzi–Esedoglu–
Gillette–Cahn–Hilliard pour la retouche d’images colorées.
– L’existence, l’unicité, et la régularité ainsi que le comportement asymptotique de la so-
lution de ce modèle, en termes d’existence d’un attracteur global de dimension fractale
finie.
– La convergence de la solution vers l’état d’équilibre d’une généralisation du modèle pro-
posé dans [141]. En outre, on a démontré que si la moyenne spatiale est bornée alors la
solution existe globalement en temps. Finalement, on a démontré que la solution peut
exploser en temps fini.
– La convergence de la solution vers l’état d’équilibre d’un cas particulier du modèle pro-
posé dans [5]. En outre, on a démontré que si la moyenne spatiale est bornée alors la
solution existe globalement en temps. Finalement, on a démontré que la solution peut
exploser en temps fini.
– L’existence, l’unicité, et la régularité ainsi que le comportement asymptotique de la solu-
tion d’une généralisation de l’équation de Cahn–Hilliard avec un terme source. Dans ce
cas, on considère le modèle à la fois avec des conditions aux limites de type Neumann et
de type Dirichlet.
À court terme, nous nous donnons comme perspectives de proposer un modèle basé sur
le modèle de Bertozzi–Esedoglu–Gillette–Cahn–Hilliard appliqué à la retouche d’images en
niveaux de gris. On note que l’application du modèle de Bertozzi–Esedoglu–Gillette–Cahn–
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Hilliard à la retouche d’images en niveaux de gris diffuse les informations de ces images.
Dans ce cadre, les auteurs dans [25] ont proposé un modèle basé sur le modèle de Bertozzi–
Esedoglu–Gillette–Cahn–Hilliard. Cependant, les applications du modèle proposé dans [25]
sont restreintes (dans le sens où la taille du domaine à retoucher est petite) et le modèle n’a pas
pu être appliqué à la retouche d’images binaires avec de grands domaines à retoucher. Notre
objectif est de proposer un modèle qui conserve les résultats de la retouche d’images binaires
qu’on a obtenu et qui s’applique également à la retouche d’images en niveaux de gris. Par
ailleurs, le problème de la retouche en 3D est très intéressant dans les applications, en parti-
culier dans les images médicales. Dans ce cas, plusieurs simulations on été effectuées par des
modèles de la retouche (voir aussi l’annexe D), mais la question importante ici est sur les condi-
tions nécessaires sur le bord du domaine à retoucher pour obtenir des meilleurs résultats en
3D. En d’autres termes, est-ce que ce sont les conditions aux limites de la retouche proposées
dans [15] (l’intensité de l’image et la continuité des lignes isophotes sur le bord du domaine à
retoucher) sont également suffisantes en 3D ? De plus, on se propose de nous tester le modèle
de Cahn–Hilliard non local dans le problème de retouche. Dans ce cas, la difficulté réside dans
les simulations numériques (due à la présence du terme du fidélité) et également dans l’analyse
numérique du schéma proposé. D’autre part, on souhaite trouver une bonne stratégie d’adap-
tation de maillage dans les exemples de la croissance tumorale comme dans [5]. On note que
les simulations numériques de la solution qui décrit la croissance tumorale avec le terme de
prolifération proposé dans [64] nécessite un maillage très fin ainsi qu’un temps de convergence
très long.
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Annexe A
Modèles pour la retouche d’images
A.1 Définition et origine de la retouche d’images
La retouche d’images est un processus de remplissage des parties manquantes d’une image
endommagée à l’aide d’informations glanées dans les régions voisines. Cette tâche est très
importante dans le traitement d’images.
Soit h une fonction qui représente une image donnée dans un domaine Ω. Le problème
consiste à reconstituer l’image originale u dans le domaine endommagé D ⋐ Ω qui est appelé
domaine à retoucher ou trou ou bien écart. Ceci veut dire que u est connue dans le domaine
Ω\D et on doit chercher la solution u dans D à partir des informations de u(0) (u à l’instant
t = 0) se trouvant hors du domaine D (comme dans la Figure A.1). La direction des vecteurs
isophotes est indiquée dans la Figure A.1.
Dans les modèles de type équations aux dérivées partielles, on s’intéresse plutôt à l’ajout
d’un terme, appelé terme de fidélité, au modèle proposé. Ce terme ajouté doit être intégré au
sens L2 sur Ω\D pour garder la solution u très proche de l’image originale h dans Ω\D (hors du
domaine à retoucher D).
Il est intéressant de noter que la retouche est pertinente dans plusieurs domaines tels que la
suppression des rayures dans de vielles photographies et des films [15, 32, 94], la restauration
numérique de peintures anciennes (présentant des défauts) [6], l’effacement de textes, comme
la suppression des dates, de sous-titres, ou de la publicité d’une photographie [9, 13, 15, 32,
35, 50], des effets tels qu’objets disparus [15, 35], la désocclusion (la récupération des parties
cachées des objets dans une image digitale par une interpolation à partir des régions voisines
de la zone bouchée) [101], un zoom spatial ou temporel et de super-résolution [9, 32, 140],
le masquage d’erreurs [145], la perte de codage perceptive de l’image [32], la suppression de
l’effet éblouissant laser [30], et la retouche des sinogrammes en imagerie à rayons X [83].
L’origine de la retouche a été bien décrite dans plusieurs livres ; on cite, par exemple, [144].
A partir des années 1980, quelques méthodes générales pour les retouches ont été largement
utilisées. Ces méthodes de retouches stochastiques utilisent les statistiques générales sur des
parties de l’image existante afin de trouver les probabilités de ce qui devrait exister dans les
régions à retoucher manquantes. Les exemples de ces méthodes sont le recuit simulé ("simula-
ted annealing") et les réseaux neuronaux dans des schémas de retouche ("neural net inpainting
schemes"). D’autres méthodes sont axées sur la détection d’arêtes et le filtrage d’échelles d’es-
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Figure A.1 – Problème de la retouche. Figure par [16].
pace. L’exemple principal de ces dernieres méthodes dans les années antérieures à 2000 est la
diffusion anisotrope.
En 1984, Geman et Geman dans [73] ont utilisé le recuit simulé pour effectuer la retouche.
L’algorithme du recuit simulé fournit un moyen pour chercher une valeur minimale assez bonne
d’une fonction de coût. Trouver un minimum global précis peut être extrêmement difficile. Une
introduction bien détaillée du recuit simulé peut être trouvée dans Kirkpatrick, Gellatt, et Vecchi
[90]. Geman et Geman ont utilisé une fonction de coût statistique qui, lorsqu’elle est utilisée
en conjonction avec un recuit simulé, maximise l’état le plus probable de l’image sous une
distribution de Gibbs.
En 1992, Perona et Malik [125] ont introduit l’idée de la diffusion anisotrope pour la re-
touche. Ils ont montré que cette méthode peut être considérée comme une descente de gradient
sur une énergie, et qu’elle peut être appliquée à la segmentation d’images multi-échelles. Le
point important est le fait qu’ils ont trouvé une façon d’accroitre les échanges intra-zones de
régularité, de préférence à interrégions régulières [125]. Les arêtes tranchantes sont laissées en
grande partie intactes par leur algorithme. Voir aussi [128, 148].
A.2 Travail pionnier en retouche images
Tout d’abord, la terminologie de la retouche digitale est apparue dans [15]. L’idée de base
de ce travail est de propager des informations (l’intensité de l’image) dans la direction des
isophotes (les lignes de niveau : ensembles de points de l’image ayant des valeurs de gris
constantes) à l’entrée du domaine à retoucher.
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Dans [15], les auteurs ont proposé un algorithme conçu pour projeter le gradient de la régu-
larité de l’intensité de l’image dans la direction des isophotes. Le schéma résultant s’écrit sous
la forme suivante :
∂I
∂t
= −∇⊥I.∇∆I, dans D (A.1)
I = I0, sur ∂D (A.2)
où I représente l’intensité de l’image, I0 = I(0), et ∇⊥ est le gradient perpendiculaire (ou ortho-
gonal) ( ∇⊥ := (−∂y, ∂x) dans 2). Ensuite, pour assurer une évolution correcte du champ de
direction, un processus de diffusion est ajouté à la retouche d’images. Les auteurs appliquent
quelques itérations de diffusion d’image dans quasiment toutes les étapes. Cette diffusion cor-
respond aux courbes des lignes périodiques pour leur éviter de se couper. Ils utilisent la diffusion
anisotrope (voir [125]) afin d’atteindre cet objectif sans perdre le tranchant de la reconstruction.
Le modèle final s’écrit alors
∂I
∂t
= ∇⊥I.∇∆I + ν∇.(g(|∇I|)∇I), (A.3)
où ν est un terme du viscosité.
L’objectif est de faire évoluer (A.3) vers une solution stationnaire stable, satisfaisant une
certaine condition dans la région retouchée. Cette condition stipule que les lignes isophotes,
dans le sens de ∇⊥I, doivent être parallèles aux courbes de niveau de la régularité de l’intensité
de l’image ∆I, qui devient, pour ν = 0
∇⊥I.∇∆I = 0. (A.4)
On note que les auteurs de [15] présentent leur méthode basée sur le déplacement de l’in-
tensité de l’image le long des lignes isophotes. L’équation (A.1) est l’équation de transport qui
connecte l’intensité de l’image I le long des courbes de niveau de la régularité, ∆I. L’équa-
tion (A.1) peut être vue comme équivalente à DI/Dt = 0 où D/Dt est la dérivée matérielle
(∂/∂t + v.∇) pour le champ de vitesse (v = ∇⊥∆I). En particulier, I est connectée par le champ
de vitesse v qui est dans la direction des courbes de niveau de régularité, ∆I.
En général, les conditions de l’obtention de bons résultats de retouche sont :
– La structure de la zone qui entoure le domaine à retoucher est continue dans la zone
à retoucher (les courbes de niveau sont dessinées dans le prolongement de celles qui
arrivent à la frontière du domaine retouché) ;
– La retouche se fait par la connexion des courbes de niveaux de l’intensité d’image constante
en niveaux de gris (isophotes) dans tout le domaine à retoucher.
La Figure A.2 montre une image vandalisée et sa restauration. Elle représente un exemple
où le texte doit être supprimé de l’image. C’est un exemple parmi des exemples typiques où les
algorithmes de synthèse de texture ne peuvent pas être utilisés puisque le nombre de régions
différentes est très grand. Cependant, le résultat présenté dans la Figure A.2 montre l’efficacité
du modèle de Bertalmio et al. [15] dans le problème de la retouche.
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(a) (b)
Figure A.2 – (a) Image originale. (b) Résultat final de la retouche d’image obtenu par le modèle
de Bertelmio et al.. Figure tirée de [15].
A.3 Quelques modèles appliqués à la retouche d’images
A.3.1 Applications de l’équation de Navier–Stokes à la retouche d’images
Les fluides newtoniens incompressibles sont régis par les équations de Navier–Stokes, qui
couplent le champ de vecteur vitesse u⃗ à une pression scalaire p :
ut + u.∇u = −∇p + ν∇u,
∇.v = 0. (A.5)
Dans l’espace à deux dimensions, la divergence du champ de vitesse libre u possède une fonc-
tion de fluide Ψ satisfaisant ∇⊥Ψ = u. En outre, la vorticité, w = ∇× u, satisfait une équation de
diffusion–advection très simple qui peut être calculée en prenant le rotationnel de la première
équation dans (A.5) et en utilisant certains faits de base sur la géométrie en deux dimensions
d’espace :
wt + u.∇w = ν∆w. (A.6)
Dans ce cas, on note que la vorticité est une quantité scalaire qui est liée à la fonction d’écou-
lement à travers l’opérateur de Laplace, ∆Ψ = w. En absence de viscosité (ν = 0), on obtient
les équations d’Euler pour l’écoulement non visqueux. Les deux problèmes visqueux et non
visqueux, avec des conditions aux limites appropriées, sont globalement bien posés dans deux
dimensions d’espace. Des solutions existent pour n’importe quelle condition initiale régulière
et dépendant continûment de l’instant initial (t0).
En termes de la fonction d’écoulement, l’équation (A.6) implique que les écoulements non
visqueux à l’état stationnaire doivent satisfaire
∇⊥Ψ.∇∆Ψ = 0, (A.7)
ce qui signifie que le Laplacien de la fonction d’écoulement, et donc la vorticité, doit avoir des
courbes de niveau identiques à la fonction d’écoulement. L’analogie avec la retouche d’images
dans le modèle de Bertalmio et al. dans [15] est maintenant claire : la fonction de flux pour les
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fluides non visqueux en deux dimensions d’espace satisfait l’équation à l’état stationnaire (A.7)
qui est la même que celle donnée par l’intensité de l’image (A.4).
Afin de résoudre le problème de retouche proposé dans [15], on doit chercher la fonction
d’écoulement pour l’état stationnaire des équations des fluides non visqueux, qui est un pro-
blème possédant une histoire riche et bien développée, voir par exemple, [134], [135] et [136].
Soit D un domaine régulier dans 2 où D représente le domaine à retoucher à partir des
données voisines. On suppose que l’intensité de l’image I0 est une fonction régulière (avec
possibilité de gradients forts) à l’extérieur de D et on connait simultanément I0 et ∆I0 sur le
bord ∂D. En effet, les paramètres du fluide sont équivalents aux paramètres de la retouche.
Equation de Navier-Stokes Equation de retouche d’images
Fonction d’écoulement Ψ Intensité de l’image I
Vitesse du fluide v = ∇⊥Ψ Direction des isophotes ∇⊥I
Vorticité w = ∆Ψ Régularité w = ∆I
Viscosité du fluide ν Diffusion anistrope ν
D’après [15], lorsqu’on utilise une équation aux dérivées partielles pour faire la retouche,
une question importante est les conditions aux limites du domaine à retoucher. En effet, les
conditions aux bords dans la retouche sont la continuité de l’intensité de l’image I sur le bord
du domaine à retoucher et la direction des courbes des niveaux (isophotes) ∇⊥ sur le bord du
domaine à retoucher. Ainsi pour le problème de fluide, on a besoin d’une généralisation sans
glissement des conditions aux limites qui nécessite une nouvelle formulation de l’équation de
Navier–Stokes avec un terme de diffusion anistrope. Le modèle complet proposé dans [9] est
∂w/∂t + u.∇w = ν∇.
(
g(|∇w|)∇w
)
, (A.8)
où la fonction g représente la diffusion anisotrope de la régularité w. L’intensité de l’image I
qui définit le champ de vitesse u = ∇⊥I dans (A.8) est récupérée en résolvant simultanément le
problème de Poisson
∆I = w,
I|∂D = I0.
(A.9)
Pour les problèmes de fluides à viscosité faible ν, la dynamique précédente peut prendre
un certain temps pour converger vers l’état d’équilibre ; dans ce cas la méthode devient moins
pratique. A la place de cette méthode, on utilise des méthodes pseudo-stables qui consistent à
remplacer l’équation de Poisson (A.9) par une équation de relaxation dynamique
It − α[∆I + w] = 0, α > 0,
I|∂D = I0. (A.10)
où le paramètre α détermine un taux de relaxation. Dans cette situation, la diffusion peut entraî-
ner une confusion des interfaces tranchantes (les gradients de I) dans la région à retoucher. Par
conséquent, il est souvent préférable d’inclure la diffusion anisotrope dans la solution I. Ceci
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peut être ajouté directement au problème dynamique (A.10) ou comme une étape supplémen-
taire en conjonction avec l’équation de Poisson (A.9).
La Figure A.3 montre une image vandalisé et sa restauration. Elle représente un exemple où
des parties obscurcissantes existent dans l’image.
(a) (b)
Figure A.3 – (a) Image originale. (b) Résultat final de la retouche d’image obtenu par le modèle
de Navier–Stokes. Figure tirée de [9].
A.3.2 Retouche d’images par la variation totale de la diffusion anisotrope :
diffusion axée sur la courbure
Modèle de Chan et Shen
Les auteurs dans [32] ont utilisé une généralisation d’un modèle bien connu dans le débruitage
pour l’appliquer à la retouche d’images. Ils ont supposé que u0|E est contaminée par un bruit
blanc homogène (modélisé par une distribution gaussienne). Le modèle variationnel de la re-
touche consiste à trouver une fonction u sur le domaine à retoucher prolongé E ∪ D de telle
sorte qu’elle minimise une fonctionnelle de régularité appropriée,
R[u] :=
∫
E∪D
r(|∇u|)dxdy, (A.11)
sous la contrainte de débruitage sur E,
1
Aire(E)
∫
E
|u − u0|dx = σ2. (A.12)
Dans ce cas,
(i) r est une fonction appropriée réelle qui est positive ou nulle pour les entrées non néga-
tives,
(ii) σ est la déviation standard du bruit blanc.
On note que, si D est un ensemble vide, la formulation variationnelle ci-dessus s’apparente
à des modèles classiques de débruitage tels que le modèle dans H1 si r(s) = s2, et la variation
totale de Rudin, Osher et Fatemi [129] si r(s) = s.
De plus, suivant un pas d’une arête, ∇u est une mesure de Dirac δ(x) de dimension 1. Ainsi,
pour être capable de restaurer un pas d’une arête cassée, il faut exiger que∫
E∪D
r(δ1)dxdy,
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soit fini. Cela implique que si
r(s) = sα + (termes d’ordre inférieur),
pour la même puissance α lorsque s → +∞, alors α ≤ 1. Le meilleur choix de α pour garantir
la convexité est α = 1 (dans ce cas, on a la variation totale de restauration de Rudin, Osher, et
Fatemi dans [129]).
Enfin, le modèle de retouche proposé dans [32] consiste à minimiser l’énergie suivante :
Jλ[u] =
∫
E∪D
|∇u|dxdy + λ
2
∫
E
|u − u0|dxdy, (A.13)
où λ joue le rôle d’un multiplicateur de Lagrange pour la contrainte du problème variationnel
(A.12), d’où l’équation d’Euler-Lagrange
−∇.
( ∇u
|∇u|
)
+ λχΩ\D(x)(u − u0) = 0, dans E ∪ D, (A.14)
u = u0, sur ∂E. (A.15)
Ce modèle peut se propager sur les arêtes aigues dans le domaine endommagé. Cependant,
cette technique ne peut pas connecter les contours à travers de très grandes distances puisque
le terme de régularisation dans ce modèle exige une pénalisation sur la longueur des arêtes. Un
autre inconvénient de cette méthode est qu’elle ne garde pas toujours la direction des isophotes
continues sur la frontière du domaine à retoucher.
La figure A.4 illustre le lien étroit entre la variation totale de restauration et le problème des
surfaces minimales.
Figure A.4 – Retouche d’images avec le modèle de Chan et Shen. Figure tirée de [32]
.
Modèle de Chan, Kang, et Shen
Les auteurs dans [31] ont introduit un nouveau modèle variationnel appliqué à la retouche
d’images qui a abordé les insuffisances des modèles basés sur la variation totale. Ce modèle
est inspiré du travail de Nitzberg, Mumford, et Shiota [115] et comprend un nouveau terme de
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régularisation qui pénalise non seulement la longueur des contours dans une image, mais aussi
l’intégrale du carré de la courbure le long des contours des arêtes. L’énergie est donnée par
J[u] =
∫
D
ϕ(κ)|∇u|dx, κ = ∇.
[ ∇u
|∇u|
]
, (A.16)
et l’équation d’Euler-Lagrange résultante est
∂u
∂t
= ∇.
(
ϕ(κ)
∇u
|∇u| −
t⃗
|∇u|
∂(ϕ′(κ)∇u)
∂t⃗
)
, (A.17)
où ∂
∂t⃗
est la dérivée directionnelle dans la direction du vecteur tangent (isophote) t⃗ = ∇
⊥u
|∇u| . Ceci
permet de connecter les isophotes sur de grandes distances et leurs directions sont conservées
continues sur la frontière de la région à retoucher. L’idée principale de ce modèle est de com-
biner la diffusion axée sur la courbure du modèle de Chan et Shen dans [32] avec les modèles
élastiques d’Euler ("Euler’s elastica") Dans ce cadre, voir aussi le travail de Chan et Shen dans
[36].
La Figure A.5 est obtenue en utilisant les modèles élastiques d’Euler avec la diffusion axée
sur la courbure (modèle (A.17)).
Figure A.5 – Retouche d’image avec le modèle de Chan, Kang, et Shen. Figure tirée de [31].
Modèle de Masnou et Morel
Le modèle de Masnou et Morel proposé dans [101] présente un modèle fonctionnel basé sur
la même idée que le modèle précédent de Chan, Kang, et Shen dans [31]. Cela signifie qu’au
lieu d’un modèle de courbes élastiques pour les lignes de niveau de l’image (A.11), ils ont
réécrit l’énergie de courbes élastiques en termes d’une fonction de l’image u. Ensuite, le terme
régularisé est donné par
R[u] :=
∫
E∪D
(
a + b(∇.( ∇u|∇u|))
2
)
|∇u|dxdy, (A.18)
où a et b sont deux constantes positives qui représentent des poids.
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Dans la Figure A.6, la figure du dessus représente l’image originale. En outre, la figure
en dessous, à gauche, représente les désocclusions effectuées en résolvant (∇.( ∇u|∇u| ))2 = 0. Les
parties singulières de l’image ne peuvent pas être retouché mais les parties régulières de l’image
sont bien récupérées. La figure en dessous, à droite, représente les désocclusions effectuées en
résolvant le modèle proposé par Masnou et Morel dans [101]. Dans ce cas, les parties singulières
de l’image sont bien récupérées.
Figure A.6 – Retouche d’image avec le modèle de Masnou et Morel. Figure tirée de [101]
.
A.3.3 Modèles en retouche basés sur l’énergie de Mumford–Shah
Dans ce paragraphe, on s’intéresse aux modèles proposés par Esedoglu et Shen dans [59].
Ces modèles sont basés sur le modèle de segmentation qui a été proposé par Mumford et Shah
en 1989 dans [111]. On rappelle que l’énergie de Mumford–Shah proposée pour le problème de
segmentation d’images est donnée par
E(u,K) :=
∫
Ω\K
|∇u|2dx + α Longueur(K) + λ
∫
Ω
(h − u)2dx, u(x) ∈ L2(Ω), (A.19)
où K ⊂ Ω est une union de courbes sur le bord et doit être Lipschitzienne.
Le premier modèle proposé dans [59] basé sur l’énergie de Mumford-Shah est un pro-
blème variationnel qui approxime une image donnée par une image régulière par morceaux
de complexité minimale. Soit Ω ⊂ 2 un domaine borné avec une frontière Lipshitzienne et
h(x) : Ω → [0, 1] une image en niveaux de gris telle que h est une fonction mesurable bornée.
Le problème de la retouche s’écrit :
inf
u(x) ∈ L2(Ω)
K ⊂ Ω
{
MS (u,K) :=
∫
Ω\K
|∇u|2dx + α Longueur(K) + λ
∫
Ω\D
(h − u)2dx
}
. (A.20)
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Ici, l’ensemble K inconnu est supposé être une union de courbes et approche les arêtes de
l’image donnée h(x). La fonction u(x), qui est aussi une inconnue du problème, est nécessaire-
ment régulière loin de l’ensemble des arêtes K par le terme de régularisation (|∇u|2) qui apparaît
dans cette énergie. D ⋐ Ω est la région à retoucher. La dernière intégrale dans (A.20) représente
le terme de fidélité et la contrainte de la fonction régulière par morceaux u(x) de rester fermée
au sens L2 pour l’image donnée h(x). La seule différence entre (A.20) et (A.19) est que le terme
de fidélité est intégré sur Ω\D au lieu d’être intégré sur tout le domaine Ω.
L’énergie (A.20) est très difficile à minimiser car une partie de la minimisation doit être ef-
fectuée sur des ensembles de courbes dans le plan. Ambrosio et Tortorelli ont introduit une éner-
gie elliptique qui approche la fonctionnelle de Mumford-Shah dans le sens de la Γ−convergence
(voir les détails dans [4]), dont le traitement numérique est par conséquent beaucoup plus facile.
Dans [4], l’approximation de Γ−convergence de l’ensemble des arêtes K est donnée par une
fonction "signature" zε :
zε : Ω→ [0, 1],
qui possède des valeurs proches de 1 presque partout sauf sur une partie (avec une largeur O(ε))
de K, où elle est proche de 0. Ainsi jusqu’à un facteur multiplicatif de normalisation d’ordre
O(1),
1
ε
|1 − zε|p, p ≥ 1,
est une approximation de la mesure de Dirac de K − δK(x) :∫
Ω
δK(x) f (x)dx =
∫
k
f (x(s))ds,
où s est l’abscisse curviligne. Par conséquent,
Longueur(K) =
∫
K
δK(x)dx = c
∫
Ω
|1 − zε|p
ε
dx,
où c est une constante. En fait, dans l’approximation de Ambrosio–Tortorelli, p = 2 et z = zε,
et on peut minimiser (A.19) par
Eε[z\u] =
∫
Ω
z2|∇u|2dx + α
∫
Ω
(ε|∇u|2 + (1 − z)
2
4ε
)dx + λ
∫
Ω
(h − u)2dx
(z2 doit être z2 + o(z)). Par rapport au modèle de débruitage de l’image (A.19), elle est basée sur
deux approximations (couplées) (à une constante multiplicative près d’ordre un)
∫
Ω\K
|∇u|2dx ≃
∫
Ω
z2|∇u|2dx
et
Longueur(K) ≃
∫
Ω
(ε|∇z|2 + (1 − z)
2
4ε
)dx.
L’inconvénient de l’approximation est que les arêtes de l’image sont représentées par des in-
terfaces diffuses, par opposition à celles tranchantes. Comme mentionné ci-dessus, la largeur
de bande de transition de l’arête z est d’ordre ε. En outre, l’épaisseur de l’interface diffuse ε
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doit être choisie très petite en théorie et la taille de la grille numérique impose une borne infé-
rieure. Par conséquent, numériquement ε conduit à des transitions assez diffuses et augmente
l’incertitude des emplacements de bord.
En résumé, l’énergie (A.20) pour la retouche est approximée dans le sens de la Γ−convergence
par
MS ε(u, z) =
∫
Ω
(
z2|∇u|2 + α
(
ε|∇z|2 + (1 − z)
2
4ε
))
dx + λ
∫
Ω\D
(h − u)2dx. (A.21)
La conséquence est que tout point d’accumulation de minimiseurs de (A.21) doit minimiser
(A.20). Ces approximations sont souvent appelées approximations d’interfaces diffuses parce
que, pour une valeur fixe de ε, le minimiseur approche le problème d’interface nette dans lequel
il y a une interface d’épaisseur d’ordre ε. Les schémas numériques basés sur l’approximation
de Γ−convergence (A.21) sont beaucoup plus simple et convergent rapidement (voir [59])
La Figure A.7 montre une application de la technique d’effacement automatique de texte par
le modèle de retouche basé sur l’approximation (A.21). On note aussi que les exemples avec le
modèle (A.21) dans [59] ont été comparés avec le modèle de Masnou et Morel dans [101].
Figure A.7 – Retouche d’image avec le modèle généralisé de Mumford-Shah. Figure tirée de
[59].
Le deuxième modèle proposé dans [59] est une autre modification de l’énergie deMumford–
Shah obtenue en utilisant la courbe élastique d’Euler
e(K) =
∫
Ω
(α + βκ2)ds = α Longueur(K) + β
∫
K
κ2ds.
Ici, κ désigne la courbure, ds est l’élément de longueur, et α et β sont deux poids positifs (voir
aussi les travaux basés sur la courbe élastique d’Euler proposés par Masnou et Morel et Chan,
Kang, et Shen détaillés ci-dessus). L’énergie de débruitage de l’image (énergie de Mumford–
Shah) (A.19) devient
E[u,K] =
∫
Ω\K
|∇u|2dx + e(K) + λ
∫
Ω
(h − u)2dx
=
∫
Ω\K
|∇u|2dx +
∫
K
(α + βκ2)ds + λ
∫
Ω
(h − u)2dx
et celle de la retouche (A.20) devient
MSE(u,K) =
∫
Ω\K
|∇u|2dx +
∫
K
(α + βκ2)dx + λ
∫
Ω\D
(u − h)2dx. (A.22)
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L’énergie (A.22) est également difficile à minimiser, comme l’énergie (A.20). En effet, d’après
la conjecture de De Giorgi dans [78] et ensuite le travail de Dolcetta, Vita, et March dans [51] on
approche le modèle (A.22) par l’approximation de l’interface diffuse par une énergie elliptique
sur la "signature" z :
Eε[z] = α
∫
Ω
(ε|∇z|2) + 1
ε
F(z))dx +
β
ε
∫
Ω
(2ε∆z − 1
ε
F′(z))2dx + λ
∫
Ω\D
(u − h)2dx, (A.23)
où
F(z) = z2(z − 1)2.
Puis, le modèle d’interface diffuse de (A.22) est décrit par une énergie elliptique sur les signa-
tures u et z :
MSEε(u, z) =
∫
Ω
(
z2|∇u|2+α
[
ε|∇z|2 + 1
ε
W(z)
]
+
β
ε
[
2ε∆z − 1
ε
W ′(z)
]2)
dx
+ λ
∫
Ω\D
(u − f )2dx.
(A.24)
Les équations de descente de gradient pour (A.24) par rapport au produit scalaire L2 sont
ut = ∇.(z2∇u) + λ( f − u), (A.25)
et
zt =
(
α +
β
2ε2
W ′′(z) − 4β∆
)(
2ε∆z − 1
4ε
W ′(z)
)
− |∇u|2z. (A.26)
A.3.4 Modèles en retouche basés sur l’énergie de Ginzburg–Landau
Tout d’abord, on note que l’application de l’énergie de Ginzburg–Landau dans le problème
de la retouche résulte du modèle proposé dans [59] (voir le paragraphe précédent). En particu-
lier, on prend α = 12 , β = 0 et λ = 0 dans (A.23) pour obtenir
Eε[z] =
∫
Ω
(
ε
2
|∇z|2) + 1
2ε
F(z))dx, (A.27)
qui est exactement l’énergie de Ginzburg–Landau (introduite dans l’introduction).
Modèle de retouche par l’équation complexe de Ginzburg–Landau
Une approche différente du problème de retouche d’images en niveaux de gris a été proposé
par Grossauer et Scherzer en 2003 dans [81]. Ils ont proposé de traiter l’image donnée comme
complexe, où la partie réelle est la valeur du point de l’image en niveaux de gris, tandis que la
partie imaginaire est la contrainte de placement de la frontière dans un cercle de rayon 1 dans
le plan complexe.
L’énergie complexe de Ginzburg–Landau est
F(u,∇u) = 1
2
∫
Ω
(
| − i∇u|2 + α|u|2 + β
2
|u|4
)
dx, (A.28)
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où α et β sont des constantes (α < 0, β > 0). Ensuite, l’équation de descente de Ginzburg–
Landau est
∂u
∂t
= ∆u +
1
ε2
(
1 − |u|2)u. (A.29)
La solution de l’équation (A.29) est de la forme u(x, t) = u1(x, t) + iu2(x, t), où la valeur initiale
de u2(x, t) est donnée par
u2(x, 0) =
√
1 − u1(x, 0)2. (A.30)
Cela conduit à un système d’équations couplées pour u1(x, t) et u2(x, t). Les auteurs dans
[81] ont résolu ce système dans le domaine à retoucher D par un schéma numérique explicite
en supposant des conditions au bord de type Dirichlet u(x, t)|∂D = u(x, 0)|∂D.
Dans la Figure A.8, les conditions aux limites sont discontinues et il faut prolonger les lignes
de niveau d’une manière appropriée dans le domaine à retoucher. Ils sont basés sur l’extrapo-
lation des caractéristiques géométriques de l’image, en particulier le bord, c’est-à-dire que l’on
crée des régions à l’intérieur du domaine de retouche.
(a)
(b) (c)
Figure A.8 – (a) Image originale. (b) Retrait d’une partie de l’image. (c) Résultat final de la
retouche obtenue par le modèle de Ginzburg–Landau. Figure tirée de [82].
En utilisant la même méthodologie, récemment Belhachmi et al. dans [13] ont proposé une
stratégie pour adapter le maillage lors de la résolution de l’équation complexe de Ginzburg–
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Landau dans le problème de retouche d’images en niveaux de gris. Soit h1 une image donnée
où h1 : Ω → [−1, 1]. On généralise la fonction h1 par une fonction h : Ω →  telle que
h(x) = h1(x) + ih2(x), ∀x ∈ Ω, avec h2 :=
√
1 − h21. En outre, pour les images en niveaux de
gris, les auteurs ont proposé de minimiser l’énergie de type Ginzburg–Landau sous la forme
suivante :
E(u) =
∫
Ω
[α(x)|∇u|2
2
+
1
ε2
F(u)
]
dx +
λ0
2
∫
Ω\D
(u − h)2dx, (A.31)
où F(u) = 14 (1− |u2|)2. Ainsi le problème évolutif basé sur l’énergie (A.31) s’écrit sous la forme
suivante :
∂uα
∂t
− ∇.[α(x)∇uα] +
1
ε2
f (uα) + λ0χΩ\D(x)(uα − h) = 0, dans Ω, (A.32)
α(x)(uα .⃗n) = 0, sur ∂Ω, (A.33)
uα|t=0 = h = h1 + ih2, (A.34)
où n⃗ est le vecteur normal unitaire et f (uα) = F′(uα) = (|u2α| − 1)uα.
Enfin, pour vérifier l’efficacité de ce modèle dans le problème de retouche, les auteurs dans
[13] ont utilisé un schéma numérique en utilisant les éléments finis P1 pour la discrétisation en
espace et une discrétisation d’Euler semi-implicite en temps (voir, par exemple, la Figure A.9).
Figure A.9 – Retouche d’image avec le modèle de Belhachmi et al.. Figure tirée de [13].
Modèle de retouche par l’équation de Cahn–Hilliard
Bertozzi, Esedoglu, et Gillette ont introduit dans [16, 17] une généralisation de l’équation de
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Cahn–Hilliard pour résoudre le problème de la retouche d’images binaires. Ce modèle a de
nombreuses propriétés avantageuses vérifiées par le modèle de Esedoglu et Shen dans [59],
mais pour lesquelles il y a des techniques de calcul disponibles très rapides. En particulier, ils
ont montré que, dans le cas des images binaires, une légère modification de l’équation de Cahn–
Hilliard, permet d’obtenir de très bons résultats de retouche, meilleurs que ceux obtenus dans
[59] et également beaucoup plus rapides.
L’équation de Cahn–Hilliard possède certaines caractéristiques qui la rendent intéressante
à des fins de retouche. Le fait d’imposer des conditions aux limites à la fois pour la solution
u(x) et sa dérivée ∇u est l’un des grands avantages des modèles d’ordre 4. En effet, il permet
d’obtenir une information d’image générée par le modèle dans la région à retoucher D pour
correspondre aux données d’image originale définies sur Ω\D non seulement en intensité u,
mais aussi dans des directions isophotes ∇⊥u. Cela signifie que le modèle permet de construire
les arêtes dans le domaine à retoucher sans introduire de condition supplémentaire à la frontière
∂D. Un modèle de retouche du quatrième ordre basé sur l’équation de Cahn–Hilliard résoud le
problème de continuité des isophotes et permet la retouche d’images dans de grands domaines
à retoucher.
L’équation de Bertozzi–Esedoglu–Gillette–Cahn–Hilliard s’écrit
∂u
∂t
+ ε∆2u − 1
ε
∆ f (u) + λ0χΩ\D(x)(u − h) = 0, dans Ω, (A.35)
où f (s) = F′(s) avec F(s) = s2(1−s)2. L’équation (A.35) est associée aux conditions aux limites
de type Neumann
∂u
∂ν
=
∂∆u
∂ν
= 0, sur ∂Ω. (A.36)
Les simulations dans [16, 17] sont données par un schéma numérique basé sur la décompo-
sition convexe de l’énergie. Ce schéma en deux étapes sur l’épaisseur de l’interface diffuse ε ;
plus précisément, le bord du domaine à retoucher se connecte avec une grande épaisseur ε et on
obtient le résultat final de retouche avec une valeur de l’épaisseur ε très petite.
La figure A.10 montre l’efficacité du modèle de Bertozzi, Esedoglu, et Gillette basé sur
l’équation de Cahn–Hillard pour la retouche d’images binaires. On remarque que les bords du
domaine à retoucher (en gris dans la figure à gauche) restent continues dans le résultat final de
la retouche.
Plusieurs résultats numériques sont effectués sur ce modèle, voir par exemple [87, 20]. Les
résultats dans [87] sont toujours effectués avec un potentiel F régulier de type polynomial,
tandis que les auteurs de [20] considèrent un potentiel F non régulier à double obstacle. Dans
ce cas, les résultats obtenus sont meilleurs que ceux considérés avec le potentiel régulier de type
polynomial.
Enfin, Burger, He, et Schönlieb dans [25] ont proposé une généralisation de l’application
de l’équation de Cahn–Hilliard avec une variation totale dans H−1. Cette variation totale est
obtenue en utilisant le résultat de Γ−convergence de l’énergie de Cahn–Hilliard. On note que
l’énergie de Cahn–Hilliard converge dans le sens de la Γ−convergence pour ε tendant vers 0
vers
E(u) =

C0
∫
Ω
|Du| si u = 1Σ, pour tout Σ ∈ BV(Ω)
+∞ ailleurs,
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FigureA.10 – Retouche d’image binaire avec l’équation de Bertozzi–Esedoglu–Gillette–Cahn–
Hilliard. Figure tirée de [16].
où 1Σ représente la fonction caractéristique de Σ. La variation totale H−1 de la retouche est
∂u
∂t
− ∆p + λ0χΩ\D(x)(u − h) = 0, p ∈ ∂E(u),
où h représente toujours l’image originale (h ∈ L2(Ω)).
On note qu’un élément p ∈ ∂E(u) avec |u(x)| ≤ 1 pour tout x ∈ Ω satisfait les trois équations
suivantes :
p = −∇.
( ∇u
|∇u|
)
p.p. sur supp({|u| < 1}),
p = −∇.
( ∇u
|∇u|
)
+ p˜, p˜ ≤ 0 p.p. sur supp({|u| = −1}),
p = −∇.
( ∇u
|∇u|
)
+ p˜, p˜ ≥ 0 p.p. sur supp({|u| = 1}),
où p˜ ∈ ∂1{|u|≤1}(u).
Les simulations dans [25] sont données par un schéma numérique basé sur la décomposition
convexe de l’énergie. Dans ce schéma, les auteurs utilisent la régularisation par la racine carrée,
c’est-à-dire
|∇u| ≈
√
|∇u|2 + δ2
et le résultat final de retouche est obtenu pour δ assez petit.
La figure A.11 montre l’efficacité du modèle de variation totale H−1 basé sur l’énergie de
Cahn–Hillard pour la retouche d’images digitales (images en niveaux de gris).
Modèle de retouche par l’équation de Ginzburg–Landau ondelette
On définit le Laplacien ondelette ∆w pour une base d’ondelettes orthonormale {Ψ j,k} et pour
toute fonction v ∈ L2(Ω) par
∆wv := −
∞∑
j=1
22 j((v,Ψ j,k))Ψ j,k.
La fonctionnelle d’énergie pondérée qui minimise l’équation
∂u
∂t
= ∆wu
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Figure A.11 – Retouche d’image avec la vartiation totale H−1. Figure tirée de [25].
est donnée par
Ew(u) :=
1
2
∞∑
j=1
|22 j((u,Ψ j,k))|2.
Les auteurs dans [50] ont alors proposé l’énergie de type Ginzburg–Landau suivante pour ré-
soudre le problème de la retouche :
E(u) = ε
2
Ew(u) +
1
4ε
F(u) +
λ0
2
∫
Ω\D
(u − h)2dx.
L’équation de descente de gradient correspondant est
∂u
∂t
− ε∆wu −
1
ε
f (u) + λ0χΩ\D(x)(u − h) = 0,
où f = F′ et h l’image originale dans L2(Ω).
Pour généraliser la solution de ce modèle afin de l’appliquer à la retouche d’images en
niveaux de gris, on utilise l’approximation suivante :
u(x) ≈
K−1∑
i=0
ui(x)2
−i,
où ui désigne la i-ème composante dans la représentation binaire du signal et ui(x) ∈ {0, 1}
pour tout x. Le problème se réduit à K problèmes dyadiques de retouche, où chaque terme de
fidélité est obtenu comme étant une composante respective de la partie connue de l’image (voir
la Figure A.12 ).
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Figure A.12 – Retouche d’image avec le Laplacien ondelette. Figure tirée de [50].
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Annexe B
The Cahn–Hilliard equation as a gradient
flow
B.1 Some definitions and properties of the dual of H1 with
Neumann boundary conditions
We start by introducing negative norms and the spaces H−m(Ω) following [149], Appendix,
Distributions and Sobolev spaces, page 1055. Let m ∈ N, D(Ω) = C∞0 (Ω) and D′(Ω) be the
space of distributions with the usual topology (cf. e.g. [147], Section 1.4). Then for U ∈ D′(Ω)
we define the negative norm (∥ . ∥m=∥ . ∥Hm(Ω))
∥U∥−m := sup
φ∈D(Ω)
∥U(φ)∥
∥φ∥m
Definition B.1.1. The space H−m(Ω) is defined as follow
H−m(Ω) := {U ∈ D′(Ω) : ∥U∥−m < ∞}
Theorem B.1.2.
H−m = [Hm0 ]
′ = L(Hm0 ,R)
Proof. Let U ∈ [Hm0 ]′ be given, i.e., U be a continuous linear functional on Hm0 (Ω) with norm
∥U∥L(Hm0 ,R) = supφ∈Hm0 (Ω)
∥U(φ)∥
∥U∥m . SinceD(Ω) ⊂ Hm0 (Ω), we have
∥U(φ)∥ ≤ ∥U∥−m∥φ∥m for all φ ∈ D(Ω).
SinceD(Ω) is dense in Hm0 (Ω), by the Hahn-Banach Theorem, U can be uniquely extended to a
linear continuous functional U˜ on Hm0 (Ω) with the same norm, i.e.,
∥U˜∥L(Hm0 (Ω),R) = ∥U∥−m

Concerning the elements of H−m(Ω) we have the following representation theorem :
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Theorem B.1.3. Let uα ∈ L2(Ω), for all α, |α| ≤ m, be given. We set
U(φ) :=
∑
|α|≤m
(uα,Dαφ)0, φ ∈ D(Ω). (B.1)
Then U ∈ H−m(Ω), and conversely, each U ∈ H−m(Ω) can be represented in the form (B.1)
Proof. The first assertion is obvious because ∥U(φ)∥ ≤
(∑
|α|≤m ∥uα∥20
) 1
2 ∥φ∥m. To obtain the form
(B.1) for U ∈ H−m(Ω) we apply Theorem B.1.2 and the Riesz Representation Theorem. 
By the last theorem we may now view H−m(Ω) as the cross product between X|α|≤m and
L2(Ω), where
X|α|≤m = {Dαφ, ∀|α| ≤ m, ∀ϕ ∈ D(Ω)}.
In this sense, we have
. . . ⊂ H2(Ω) ⊂ H1(Ω) ⊂ L2(Ω) ⊂ H−1(Ω) ⊂ . . .
This motivates the notation “H−m”. In particular, we can give the
Definition B.1.4. The space H˙−1(Ω) is defined as follows :
H˙−1(Ω) :=
{
v ∈ H−1(Ω)/
∫
Ω
vdx = 0
}
⊂ H−1(Ω).
We observe that v ∈ H˙−1(Ω) if and only if the Neumann boundary value problem

−∆Φ = v in Ω
∂Φ
∂ν
= 0 on ∂Ω
(B.2)
has a unique solution Φ = Φv(x) in H1(Ω) and satisfying
∫
Ω
Φ(x)dx = 0. Following this equa-
tion, for any v ∈ H˙−1(Ω) there is a unique Φv with the above proprieties.
Lemma B.1.5. The space H˙−1(Ω) endowed with
(v1, v2)H˙−1(Ω) :=
(
∇Φv1 ,∇Φv2
)
0
is a Hilbert space. Furthermore, ∥v∥−1 and ∥v∥H˙−1(Ω) = ∥∇Φv∥0 are equivalent norms on H˙−1(Ω).
Proof. By the representation given in Theorem B.1.2 any v ∈ L2(Ω) defines a distribution
Tv ∈ H−1(Ω) ⊂ D′(Ω)
Tv(φ) :=
∫
Ω
vφdx, φ ∈ D(Ω),
and by definition
∥v∥−1 = ∥Tv∥−1 = sup
φ∈D(Ω)
(v, φ)0
∥φ∥1
.
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NowD(Ω) ⊂ H10(Ω) and on H10(Ω) it is known that ∥φ∥1 and ∥∇φ∥0 are equivalent norms. Hence
∥Tv∥−1 is equivalent to
∥Tv∥H˙−1(Ω) : = sup
φ∈D(Ω)
(v, φ)0
∥∇φ∥0
= sup
φ∈D(Ω)
(−∆Φv, φ)0
∥∆ϕ∥0
= sup
φ∈D(Ω)
(∇Φv, φ)0
(∇φ,∇φ)
1
2
0
= ∥∇Φv∥0,
and the Lemma is proved. 
B.2 Gradient Flow in H˙−1(Ω)
We first define the mathematical concept of gradient flows as defined in [106, 118].
Definition B.2.1 (Gradient flow). Let V a Banach space, H a Hilbert space and S (t), t ≥ 0, on
V a semiflow. We say that the semiflow S is a gradient flow on H if there exist E : V →  and
h : V → H such that, for every T > 0 and φ0 ∈ V, we have
E(S (.)φ0) ∈ H1(0,T ),
∂S (.)φ0
∂t
, h(S (.)φ0) ∈ L2(0,T,H), (B.3)
d
dt
E(S (.)φ0) =
⟨
h(S (.)φ0),
∂S (.)φ0
∂t
⟩
H
inL2(0,T ), (B.4)
∂S (.)φ0
∂t
= −h(S (.)φ0) inL2(0,T,H), (B.5)
where h(S (.)φ0) is called the gradient of E at S (t)φ0 in H and is denoted by gradHE(S (t)φ0).
We then have the evolution law
∂S (t)φ0
∂t
= −gradHE(S (t)φ0) inL2(0,T,H). (B.6)
This equation says that S (t)φ0 evolves in the direction opposite to the gradient of E. This is a
way, for the system, to dissipate its energy. Indeed, by (B.4), (B.5),
d
dt
E(S (t)φ0) = −∥gradHE(S (t)φ0)∥2H ≤ 0. (B.7)
Moreover, this dissipation is optimal for gradient flows in the sense that, for a given velocity, the
decay rate of the energy is maximal for smooth gradient flows. More precisely, let u : [0,T ] → V
be a smooth trajectory starting from φ0. Let us assume that
d
dt
E(u(t))|t=0 =
⟨
gradHE(u(0)),
∂u
∂t
(0)
⟩
H
and ∥∂u
∂t
(0)∥H = ∥∂S (.)φ0∂t (0)∥H. Then, in view of (B.6), (B.7),
d
dt
E(u(t))|t=0 ≥ −∥gradHE(S (t)φ0)∥H∥
∂u
∂t
(0)∥H =
d
dt
E(S (t)φ0)|t=0.
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We now intend to define a gradient flow for the energy
E(u) = Eε(u) =
∫
Ω
(ε2
2
|∇u|2 +W(u)
)
dx.
This is mainly along the lines of Fife [65]. In order to find the evolution in Mv¯ = ⟨u⟩ + M0
(
M
is a Hilbert space, M0 ⊂ M, ⟨u⟩ = 1|Ω|
∫
Ω
u(t, x)dx and M0 = {u ∈ M/
∫
Ω
udx = 0}
)
, we need to
define ∇E(u) ∈ {w ∈ L2(Ω)/
∫
Ω
w = 0} such that
d
dt
E(u + t.v)|t=0 = (∇E(u), v)H for all v ∈ M0,
where we intend to use the scalar product in H = H˙−1(Ω). We choose T = M0 and hence
S = clH(T ) = H˙−1(Ω). Since v ∈ M0 ⊂ {w ∈ L2(Ω)/
∫
Ω
w = 0}, we can choose a unique Φ = Φv.
Then
d
dt
E(u + t.v)|t=0 =
d
dt
E(u − t∆Φv)|t=0
=
∫
Ω
[−ε2∆u −W ′(u)](−∆Φv)dx.
An integration by parts yields
d
dt
E(u + t.v)|t=0 =
∫
Ω
∇(−[ε2∆u −W ′(u)])(∇Φv)dx,
where the boundary term vanishes in view of the Neumann boundary conditions for Φv. We
need
∂
∂ν
(ε2∆u +W ′(u)) = 0 on ∂Ω,
such that Φv˜ = −(ε2∆u + W ′(u) + c) (for a suitable c) is the unique solution for the Neumann
Problem for v˜ := −∆Φv˜ = ∆(ε2∆u +W ′(u)). Hence
∂
∂t
E(u + t.v)|t=0 = (∇Φv˜,∇Φv)0 = (v˜, v)H˙−1(Ω) for all v ∈ M0.
Using
∂
∂t
E(u(t))|t=0 = (w0,
∂u
∂t
(0))Rn ,
we thus choose
∇H˙−1(Ω)E(u) := ∆(ε2∆u +W ′(u)).
The corresponding evolution equation for t ≥ 0 is exactly the Cahn-Hilliard equation

ut = −∆(ε2∆u +W ′(u)), in Ω,
0 =
∂u
∂ν
=
∂
∂ν
(ε2∆u +W ′(u)), on ∂Ω
(B.8)
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Corollary 8. The solutions u = u(t, x) of (B.8) are mass preserving, i.e.,
⟨u⟩ :=
∫
Ω
u(t, x)dx ∈ R
is a constant in time. Furthermore, E = Eε is a Lyapunov functional for these solutions
d
dt
E(u(t)) = −
∥∥∥∥∥ ddtu(t)
∥∥∥∥∥
2
H˙−1(Ω)
≤ 0.
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Annexe C
Full proofs of Theorems 7 and 8 in
Chapter 5
We recall that the initial and boundary value problem is written as
∂u
∂t
+ ∆2u − ∆ f (u) + g(x, u) = 0, (C.1)
u = ∆u = 0 on Γ, (C.2)
u|t=0 = u0, (C.3)
in a bounded and regular domain Ω ⊂ n, n = 1, 2, or 3, with boundary Γ.
We make the following assumptions :
f ∈ C2(), f (0) = 0, g ∈ L2(Ω), (C.4)
f ′(s) ≥ −c0, c0 ≥ 0, s ∈ , (C.5)
f (s)s ≥ c1F(s) − c2, F(s) ≥ −c3, c1 > 0, c2, c3 ≥ 0, s ∈ , (C.6)
where F(s) =
∫ s
0
f (τ)dτ,
g is of class C1 with respect to u, (C.7)
∥u∥
∫
Ω
|g(x, u)|dx ≤ ε
∫
Ω
F(u)dx + cε, ∀u ∈ L2(Ω)
such that
∫
Ω
F(u)dx < +∞, ε > 0,
(C.8)
g(x, u)u ≤ cF(u) + c′, ∀x ∈ Ω, ∀u ∈ L2(Ω)
such that
∫
Ω
F(u)dx < +∞, ε > 0, c ≥ 0. (C.9)
Remark C.0.2. In particular, these assumptions are satisfied by polynomials of degree 2p + 1
and 2p, respectively, p ≥ 1, of the form f (s) =
2p+1∑
i=1
ais
i, a2p+1 > 0 and g(s) =
2p∑
i=0
bis
i (e.g., when
f has degree three and g has degree two).
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We denote by ∥.∥ the usual L2−norm (with associated scalar product ((., .))) and set ∥.∥−1 =
∥(−∆)− 12 .∥, where −∆ denotes the minus Laplace operator with Dirichlet boundary conditions.
More generally, ∥.∥X denotes the norm in the Banach space X.
Throughout this paper, the same letter c (and, sometimes, c′ and c′′) denotes constants which
may vary from line to line, or even in a same line. Similarly, the same letter Q denotes monotone
increasing (with respect to each argument) functions which may vary from line to line, or even
in a same line.
C.1 A priori estimates
In what follows, the Poincaré, Hölder and Young inequalities are extensively used, without
further referring to them. We rewrite (C.1) in the equivalent form
(−∆)−1∂u
∂t
− ∆u + f (u) + (−∆)−1g(x, u) = 0. (C.10)
We multiply (C.10) by u and have, integrating over Ω and by parts,
1
2
d
dt
∥u∥2−1 + ∥∇u∥2 + (( f (u), u)) + (((−∆)−1g(x, u), u)) = 0. (C.11)
Using the fact that
|(((−∆)−1g(x, u), u))| = |((g(x, u), (−∆)−1u))|
≤
∫
Ω
|g(x, u)||(−∆)−1u|dx
≤ ∥(−∆)−1u∥L∞(Ω)
∫
Ω
|g(x, u)|dx
≤ ∥u∥
∫
Ω
|g(x, u)|dx
≤ (thanks to (C.8))
≤ ε
∫
Ω
F(u)dx + cε,
owing to the continuous embedding H2(Ω) ⊂ L∞(Ω), we find, owing to (C.6),
d
dt
∥u∥2−1 + c
(
∥u∥2
H1(Ω) +
∫
Ω
F(u)dx
)
≤ c
2
∫
Ω
F(u)dx + c′, c > 0, (C.12)
hence
d
dt
∥u∥2−1 + c
(
∥u∥2
H1(Ω) +
∫
Ω
F(u)dx
)
≤ c′, c > 0. (C.13)
We then multiply (C.10) by ∆u and find
1
2
d
dt
∥u∥2 + ∥∆u∥2 + (( f ′(u)∇u,∇u)) + ((g(x, u), u)) = 0. (C.14)
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We deduce from (C.5) and (C.9) that
d
dt
∥u∥2 + c∥u∥2
H2(Ω) ≤ c′∥∇u∥2 + c′′
∫
Ω
F(u)dx + c′′, c > 0. (C.15)
Summing finally (C.13) and δ1 times (C.15), where δ1 > 0 is small enough, we obtain
d
dt
(
∥u∥2−1 + δ1∥u∥2
)
+ c
(
∥u∥2
H2(Ω) +
∫
Ω
F(u)dx
)
≤ c′, c > 0. (C.16)
We now multiply (C.1) by ∆2u and have
1
2
d
dt
∥∆u∥2 + ∥∆2u∥2 − ((∆ f (u),∆2u)) + ((g(x, u),∆2u)) = 0. (C.17)
Here, ∣∣∣∣∣((g(x, u),∆2u))
∣∣∣∣∣ ≤ ∥g(., u)∥∥∆2u∥
≤ c∥g(., u)∥2 + 1
4
∥∆2u∥2.
Furthermore, ∣∣∣∣((∆ f (u),∆2u))
∣∣∣∣ ≤ c∥ f (u)∥2H2(Ω) + 14∥∆2u∥2,
which yields
d
dt
∥∆u∥2 + ∥∆2u∥2 ≤ c
(
∥ f (u)∥2
H2(Ω) + ∥g(., u)∥2 + 1
)
. (C.18)
We note that, owing to (C.7) and H2(Ω) ⊂ C(Ω) with continuous injection,
∥ f (u)∥2
H2(Ω) + ∥g(., u)∥2 + 1 ≤ Q(∥u∥H2(Ω)), (C.19)
hence
d
dt
∥∆u∥2 ≤ Q(∥∆u∥2). (C.20)
In particular, setting
y = ∥∆u∥2, (C.21)
we deduce from (C.20) an inequation of the form
y′ ≤ Q(y). (C.22)
Let z be the solution to the ordinary differential equation
z′ = Q(z), z(0) = y(0). (C.23)
It follows from the comparison principle that there exists T0 = T0(∥u0∥H2(Ω)) belonging to, say,
(0, 12 ) such that
y(t) ≤ z(t), ∀t ∈ [0,T0], (C.24)
hence
∥u(t)∥H2(Ω) ≤ Q(∥u0∥H2(Ω)), t ≤ T0. (C.25)
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We now multiply (C.1) by (−∆)−1 ∂u
∂t
and have
1
2
d
dt
∥∇u∥2 +
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
−1
+
((
f (u),
∂u
∂t
))
+
((
g(x, u), (−∆)−1∂u
∂t
))
= 0, (C.26)
which yields, owing to (C.25) and (C.7),
d
dt
∥∇u∥2 +
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
−1
≤ c(∥ f (u)∥2
H1(Ω) + ∥g(., u)∥2)
≤ Q(∥u0∥H2(Ω)), t ≤ T0.
(C.27)
It thus follows from (C.27) that
∫ T0
0
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
−1
dt ≤ Q(∥u0∥H2(Ω)). (C.28)
We then differentiate (C.1) with respect to time and rewrite the resulting equation as
(−∆)−1∂θ
∂t
− ∆θ + f ′(u)θ + (−∆)−1
(
g′x(u)θ
)
= 0, (C.29)
where θ = ∂u
∂t
.
We multiply (C.29) by tθ and have, for t ≤ T0,
t
2
d
dt
∥θ∥2−1 + t∥∇θ∥2 ≤ t|(( f ′(u)θ, θ))| + t|(((−∆)−1(g′x(u)θ), θ))|.
Here,
|(((−∆)−1(g′x(u)θ), θ))| ≤ |((g′x(u)θ, (−∆)−1θ))|
≤
∫
Ω
|g′x(u)||θ||(−∆)−1θ|dx
≤ ∥g′x(u)∥∥θ∥∥(−∆)−1θ∥L∞(Ω)
≤ (thanks (C.7) and the continuous embeddingH2(Ω) ⊂ C(Ω))
≤ Q(∥u0∥H2(Ω))∥θ∥2.
Furthermore,
(( f ′(u)θ, θ)) ≥ −c0∥θ∥2,
owing to (C.5), which yields
1
2
d
dt
(t∥θ∥2−1) + t∥∇θ∥2 ≤ Q(∥u0∥H2(Ω))(t∥θ∥2) +
1
2
∥θ∥2−1. (C.30)
Noting that
∥θ∥2 ≤ c∥θ∥−1∥∇θ∥,
we find
d
dt
(t∥θ∥2−1) ≤ Q(∥u0∥H2(Ω))(t∥θ∥2−1) + ∥θ∥2−1, (C.31)
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hence, owing to (C.28) and Gronwall’s lemma, we have
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
−1
≤ 1
t
Q(∥u0∥H2(Ω)), 0 < t ≤ T0. (C.32)
We now multiply (C.29) by θ and obtain, owing to (C.5),
1
2
d
dt
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
−1
+
∥∥∥∥∥∇∂u∂t (t)
∥∥∥∥∥
2
≤ c0
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
+
∣∣∣∣∣
((
(−∆)−1
(
g′x(u)
∂u
∂t
)
,
∂u
∂t
))∣∣∣∣∣. (C.33)
We note that, since H2(Ω) ⊂ L∞(Ω) with continuous injection,
∣∣∣∣∣
((
(−∆)−1
(
g′x(u)
∂u
∂t
)
,
∂u
∂t
))∣∣∣∣∣ =
∣∣∣∣∣
(((
g′x(u)
∂u
∂t
)
, (−∆)−1∂u
∂t
))∣∣∣∣∣
≤
∫
Ω
|g′x(u)|
∣∣∣∣∣∂u∂t
∣∣∣∣∣
∣∣∣∣∣(−∆)−1∂u∂t
∣∣∣∣∣dx
≤ ∥g′x(u)∥
∥∥∥∥∥∂u∂t
∥∥∥∥∥
∥∥∥∥∥(−∆)−1∂u∂t
∥∥∥∥∥
L∞(Ω)
≤ c∥g′x(u)∥
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
and we thus deduce from (C.7), (C.33) and a proper interpolation inequality (see above) that
d
dt
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
−1
+
∥∥∥∥∥∇∂u∂t
∥∥∥∥∥
2
≤ Q(∥u∥H2(Ω))
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
−1
. (C.34)
Noting that it follows from (C.16) that
∫ t
0
∥u∥H2(Ω)ds ≤ c∥u0∥2 + c′t + c′′, (C.35)
(C.34), (C.35) and Gronwall’s lemma yield
∥∥∥∥∥∂u∂t (t)
∥∥∥∥∥
2
−1
≤ ectQ(∥u0∥H2(Ω))
∥∥∥∥∥∂u∂t (T0)
∥∥∥∥∥
2
−1
, t ≥ T0,
and it finally follows from (C.32) that
∥∥∥∥∥∂u∂t (t)
∥∥∥∥∥
2
−1
≤ ectQ(∥u0∥H2(Ω)), c ≥ 0, t ≥ T0. (C.36)
We then rewrite, for t ≥ T0 fixed, (C.10) in the form
−∆u + f (u) + (−∆)−1g(x, u) = hu, u = 0 on Γ, (C.37)
where
hu = −(−∆)−1
∂u
∂t
(C.38)
satisfies, owing (C.36),
∥hu∥ ≤ ectQ(∥u0∥H2(Ω)), t ≥ T0. (C.39)
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We multiply (C.37) by u and have
∥∇u∥2 + (( f (u), u)) ≤ ∥hu∥∥u∥ + ∥u∥
∫
Ω
|g(., u)|dx,
which yields, owing to (C.6), (C.8), (C.16) and (C.39),
∥∇u∥2 + c
∫
Ω
F(u)dx ≤ ec′tQ(∥u0∥H2(Ω)) + c′′, c > 0. (C.40)
Then multiplying (C.37) by −∆u, we obtain
∥∆u∥2 + (( f ′(u)∇u,∇u)) ≤ ∥hu∥∥∆u∥ + |((g(x, u), u))|
and it follows from (C.5) and (C.9) that
∥∆u∥2 ≤ ∥hu∥2 + c∥∇u∥2 + c′
∫
Ω
F(u)dx + c′′. (C.41)
Summing finally (C.40) and δ2 times (C.41), where δ2 > 0 is small enough, we find
∥u(t)∥H2(Ω) ≤ ectQ(∥u0∥H2(Ω)) + c′, c ≥ 0, t ≥ T0. (C.42)
Finally, we deduce from (C.25) and (C.42) that
∥u(t)∥H2(Ω) ≤ ectQ(∥u0∥H2(Ω)) + c′, c ≥ 0, t ≥ 0. (C.43)
We now deduce from (C.16) that∫ 1
0
∥u(t)∥2
H2(Ω)dt ≤ c∥u0∥2 + c′, (C.44)
so that there exists a T ∈ (0, 1) such that
∥u(T )∥2
H2(Ω) ≤ c∥u0∥2 + c′. (C.45)
Actually, repeating the above estimates, starting from t = T instead of t = 0, we have the
smoothing proprety
∥u(1)∥2
H2(Ω) ≤ c∥u0∥2 + c′, c ≥ 0. (C.46)
We note that, integrating (C.16) over (t, t + 1),∫ t+1
t
∥u(t)∥2
H2(Ω)ds ≤ e−ctQ(∥u0∥2) + c′, c > 0, t ≥ 0, (C.47)
hence, for every t ≥ 1, there exists a time t1 ∈ [t − 1, t] such that
∥u(t1)∥2H2(Ω) ≤ e−ctQ(∥u0∥2) + c′, (C.48)
which yields, for t2 ∈ [0, 1] such that t = t1 + t2 and owing to (C.43) and (C.46),
∥u(t)∥2
H2(Ω) = ∥u(t1 + t2)∥2H2(Ω) ≤ ect2Q(∥u(t1)∥H2(Ω)) + c′
≤ ce−c′t2Q(∥u(t1)∥H2(Ω)) + c′′
≤ cQ(e−c′t∥u0∥2) + c′′) + c′′
≤ e−ctQ(∥u0∥2H2(Ω)) + c′.
Finally, we deduce that
∥u(t)∥H2(Ω) ≤ e−ctQ(∥u0∥H2(Ω)) + c′, c > 0, t ≥ 0, (C.49)
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C.2 The dissipative semigroup
We have the
Theorem C.2.1. We assume that u0 ∈ H2(Ω) ∩ H10(Ω). Then, (C.1)–(C.3) possesses a unique
solution u such that u ∈ H2(Ω) ∩ H10(Ω), ∀t ≥ 0.
Démonstration. The proof of existence is based on (C.49) and, e.g., a standard Galerkin scheme.
Let now u1 and u2 be two solutions to (C.1)–(C.2) with initial data u0,1 and u0,2, respectively.
We set u = u1 − u2 and u0 = u0,1 − u0,2. We have
∂u
∂t
+ ∆2u − ∆( f (u1) − f (u2)) + g(x, u1) − g(x, u2) = 0, (C.50)
u = ∆u = 0 on Γ, (C.51)
u|t=0 = u0. (C.52)
We multiply (C.50) by (−∆)−1u and have
1
2
d
dt
∥u∥2−1 + ∥∇u∥2 ≤ |(( f (u1) − f (u2), u))|
+ |((g(., u1) − g(., u2), (−∆)−1u))|.
(C.53)
Here,
|((g(x, u1) − g(x, u2), (−∆)−1u))|
≤
∫
Ω
|g(x, u1) − g(x, u2)||(−∆)−1u|
≤
∫
Ω
|u||(−∆)−1u|dx
∫ 1
0
|g′x(u1 + s(u2 − u1)|ds
≤ ∥u∥∥(−∆)−1u∥L∞(Ω)
( ∫ 1
0
∥g′x(u1 + s(u2 − u1)∥ds
)
≤ (thanks to (C.7) and the continuous embedding H2(Ω) ⊂ C(Ω))
≤ Q(∥u0,1∥H2(Ω), ∥u0,2∥H2(Ω))∥u∥2
≤ Q(∥u0,1∥H2(Ω), ∥u0,2∥H2(Ω))∥u∥−1∥∇u∥,
owing to interpolation inequality ∥u∥2 ≤ ∥u∥−1∥∇u∥. Furthermore,
|(( f (u1) − f (u2), u))| ≤ ∥∇( f (u1) − f (u2))∥∥u∥−1
and owing to (C.49),
∥∇( f (u1)− f (u2))∥ ≤
∥∥∥∥∥∇
( ∫ 1
0
f ′(su2 + (1 − s)u1)dsu
)∥∥∥∥∥
≤
∥∥∥∥∥
∫ 1
0
f ′(su2 + (1 − s)u1)ds∇u
∥∥∥∥∥
+
∥∥∥∥∥u
∫ 1
0
f ′′(su2 + (1 − s)u1)(s∇u2 + (1 − s)∇u1)ds
∥∥∥∥∥
≤Q(∥u0,1∥H2(Ω), ∥u0,2∥H2(Ω))(∥∇u∥ + ∥|u||∇u1|∥ + ∥|u||∇u2|∥)
≤Q(∥u0,1∥H2(Ω), ∥u0,2∥H2(Ω))∥∇u∥,
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which yields
d
dt
∥u∥2−1 + ∥∇u∥2 ≤ Q(∥u0,1∥H2(Ω), ∥u0,2∥H2(Ω))∥u∥2−1. (C.54)
We deduce from (C.54) and Gronwall’s lemma that
∥u1(t) − u2(t)∥2−1 ≤ ectQ(∥u0,1∥H2(Ω), ∥u0,2∥H2(Ω))
∥u0,1 − u0,2∥2−1, c ≥ 0, t ≥ 0,
(C.55)
hence the uniqueness, as well as the continuous depending with respect to the initial data in the
H−1-topology. 
We set Φ = H2(Ω) ∩ H10(Ω). It follows Theorem C.2.1 that we have the continuous (with
respect to the H−1-norm) semigroup
S (t) : Φ→ Φ, u0 7→ u(t), t ≥ 0
(i.e., S (0) = I, S (t + s) = S (t) ◦ S (s), t, s ≥ 0). We then deduce from (C.49) the
Theorem C.2.2. The semigroup S (t) is dissipative in Φ, i.e., there exists a bounded set B0 ⊂ Φ
(called absorbing set) such that, for every bounded set B ⊂ Φ, there exists t0 = t0(B) ≥ 0 such
that t ≥ t0 implies S (t)B ⊂ B0.
Remark C.2.3. It is easy to see that we can assume, without loss of generality, that B0 is
positively invariant by S (t), i.e., S (t)B0 ⊂ B0, ∀t ≥ 0.
C.3 Existence of exponential attractors
We first derive a smoothing property on the difference of two solutions which is one of the
key tools to construct exponential attractors (see [53] ; see also [54, 107, 108] for generaliza-
tions).
Let u1 and u2 be two solutions to (C.1)–(C.2) with initial data u0,1 and u0,2, respectively. We
note that it sufficient here to take the initial data in the bounded absorbing set B0 constructed in
the previous section. We again set u = u1 − u2 and u0 = u0,1 − u0,2 and have
∂u
∂t
+ ∆2u − ∆( f (u1) − f (u2)) + g(x, u1) − g(x, u2) = 0, (C.56)
u = ∆u = 0 on Γ, (C.57)
u|t=0 = u0. (C.58)
We first deduce from (C.54) that
∫ t
0
∥∇u∥2dτ ≤ cec′t∥u0∥2−1, c, c′ ≥ 0, t ≥ 0, (C.59)
where the constants only depend on B0.
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Multiplying (C.56) by t(−∆)−1 ∂u
∂t
, we have
1
2
d
dt
(t∥∇u∥2) + t
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
−1
≤ −1
2
∥∇u∥2 + t
∣∣∣∣∣
((
f (u1) − f (u2),
∂u
∂t
))∣∣∣∣∣
+ t
∣∣∣∣∣
((
g(x, u1) − g(x, u2), (−∆)−1
∂u
∂t
))∣∣∣∣∣,
(C.60)
hence,
d
dt
(t∥∇u∥2) + t
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
−1
≤ ct∥∇u∥2 + ∥∇u∥2, (C.61)
where the constant c depends only on B0. We thus deduce from (C.59), (C.61) and Gronwall’s
lemma that
∥∇u∥2 ≤ c1
t
ec
′t∥u0∥2−1, c′ ≥ 0, t > 0, (C.62)
where the constants depend only on B0. In particular, we have
∥∇u∥2 ≤ cec′t∥u0∥2−1, c, c′ ≥ 0, t ≥ 1, (C.63)
where the constants depend only on B0. Furthermore, it also follows from (C.61) that
∫ t
1
∥∥∥∥∂u
∂t
∥∥∥∥2−1 ≤ cec
′t∥u0∥2−1, c, c′ ≥ 0, t ≥ 1, (C.64)
where the constants depend only on B0.
We now differentiate (C.56) with respect to time and have
(−∆)−1 ∂
∂t
∂u
∂t
− ∆∂u
∂t
+ f ′(u1)
∂u
∂t
+ ( f ′(u1) − f ′(u2))
∂u2
∂t
+ (−∆)−1
(
g′x(u1)
∂u
∂t
)
+ (−∆)−1
(
(g′x(u1) − g′x(u2))
∂u2
∂t
)
= 0.
(C.65)
We multiply (C.65) by (t − 1)∂u
∂t
and obtain, owing to (C.5),
1
2
d
dt
(
(t − 1)
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
−1
)
+ (t − 1)
∥∥∥∥∥∇∂u∂t
∥∥∥∥∥
2
≤ +1
2
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
−1
+ c(t − 1)
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
+ (t − 1)∣∣∣∣∣
((
( f ′(u1) − f ′(u2))
∂u2
∂t
,
∂u
∂t
))∣∣∣∣∣ + (t − 1)
∣∣∣∣∣
((
(−∆)−1
(
g′x(u1)
∂u
∂t
)
,
∂u
∂t
))∣∣∣∣∣
+
∣∣∣∣∣(t − 1)
((
(−∆)−1
(
(g′x(u1) − g′x(u2))
∂u2
∂t
)
,
∂u
∂t
))∣∣∣∣∣.
Here, ∣∣∣∣∣
((
( f ′(u1) − f ′(u2))
∂u2
∂t
,
∂u
∂t
))∣∣∣∣∣ ≤
∫
Ω
| f ′(u1) − f ′(u2)|
∣∣∣∣∂u
∂t
∣∣∣∣
∣∣∣∣∂u2
∂t
∣∣∣∣dx
≤ c
∫
Ω
|u|
∣∣∣∣∂u
∂t
∣∣∣∣
∣∣∣∣∂u2
∂t
∣∣∣∣dx
≤ c∥∇u∥
∥∥∥∥∇∂u
∂t
∥∥∥∥
∥∥∥∥∂u2
∂t
∥∥∥∥.
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Furthermore, ∣∣∣∣∣
((
(−∆)−1
(
g′x(u1)
∂u
∂t
)
,
∂u
∂t
))∣∣∣∣∣ =
∣∣∣∣∣
((
g′x(u1)
∂u
∂t
, (−∆)−1∂u
∂t
))∣∣∣∣∣
≤
∫
Ω
|g′x(u1)|
∣∣∣∣∂u
∂t
∣∣∣∣
∣∣∣∣(−∆)−1∂u
∂t
∣∣∣∣dx
≤ ∥g′x(u1)∥
∥∥∥∥∂u
∂t
∥∥∥∥
∥∥∥∥(−∆)−1∂u
∂t
∥∥∥∥
L∞(Ω)
≤ c
∥∥∥∥∂u
∂t
∥∥∥∥2
≤ c
∥∥∥∥∇∂u
∂t
∥∥∥∥
∥∥∥∥∂u
∂t
∥∥∥∥−1,
owing to the continuous embedding H2(Ω) ⊂ C(Ω) and∣∣∣∣∣
((
(−∆)−1
(
(g′x(u1) − g′x(u2))
∂u2
∂t
)
,
∂u
∂t
))∣∣∣∣∣
=
((
(g′x(u1) − g′x(u2))
∂u2
∂t
, (−∆)−1∂u
∂t
))∣∣∣∣∣
≤
∫
Ω
|g′x(u1) − g′x(u2)|
∣∣∣∣∂u2
∂t
∣∣∣∣
∣∣∣∣(−∆)−1∂u
∂t
∣∣∣∣dx
≤c∥g′x(u1) − g′x(u2)∥
∥∥∥∥∂u2
∂t
∥∥∥∥
∥∥∥∥∂u
∂t
∥∥∥∥
≤c
∥∥∥∥∥
∫ 1
0
g′′x (u1 + s(u2 − u1))dsu
∥∥∥∥∥
∥∥∥∥∂u2
∂t
∥∥∥∥
∥∥∥∥∂u
∂t
∥∥∥∥
≤c∥u∥
∥∥∥∥∂u2
∂t
∥∥∥∥
∥∥∥∥∂u
∂t
∥∥∥∥,
where the constant c depends only on B0, which yields
d
dt
(
(t − 1)
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
−1
)
+ (t − 1)
∥∥∥∥∥∇∂u∂t
∥∥∥∥∥
2
≤ c(t − 1)
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
−1
+c(t − 1)∥∇u∥2
∥∥∥∥∂u2
∂t
∥∥∥∥2 +
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
−1
,
(C.66)
We thus deduce from (C.34), (C.35), (C.36) (for u = u2 ; note that T0 ≤ 1), (C.63), (C.64) and
Gronwall’s lemma that ∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
−1
≤ cec′t∥u0∥2−1, c, c′ ≥ 0, t ≥ 2, (C.67)
where the constants only depend on B0.
We rewrite (C.56) in the form
−∆u = h˜u(t), u = 0 on Γ, (C.68)
for t ≥ 0 fixed, where
h˜u(t) = −(−∆)−1
∂u
∂t
− ( f (u1) − f (u2)) − (−∆)−1(g(x, u1) − g(x, u2)) (C.69)
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satisfies, owing to (C.63) and (C.67),
∥h˜u(t)∥ ≤ cec′t∥u0∥−1, t ≥ 2, (C.70)
where the constants only depend on B0. Multiplying (C.68) by −∆u, we have
∥∆u∥ ≤ ∥h˜u(t)∥,
hence,
∥u1(t) − u2(t)∥H2(Ω) ≤ cec
′t∥u0,1 − u0,2∥−1, t ≥ 2, (C.71)
where the constants only depends on B0.
Next, we derive a Hölder (both with respect to space and time) estimate. Actually, owing to
(C.55), it suffices to prove the Hölder continuity with respect to time. We have
∥u(t1) − u(t2)∥−1 =
∥∥∥∥∥
∫ t2
t1
∂u
∂t
dτ
∥∥∥∥∥−1
≤
∣∣∣∣∣
∫ t2
t1
∥∥∥∥∥∂u∂t
∥∥∥∥∥−1dτ
∣∣∣∣∣
≤ |t1 − t2|
1
2
∣∣∣∣∣
∫ t2
t1
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
−1
dτ
∣∣∣∣∣
1
2
.
(C.72)
Then, multiplying (C.1) by (−∆)−1 ∂u
∂t
, we obtain, proceeding as above,
d
dt
∥∇u∥2 +
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
−1
≤ c∥∇u∥2, (C.73)
where the constants c depends only on B0. Therefore, owing to (C.13),∣∣∣∣∣
∫ t2
t1
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
−1
dτ
∣∣∣∣∣ ≤ c, (C.74)
where the constants c depends only on B0 and T ≥ 0 such that t1, t2 ∈ [0, T ], so that
∥u(t1) − u(t2)∥−1 ≤ c|t1 − t2|
1
2 , (C.75)
where the constants c depends only on B0 and T ≥ 0 such that t1, t2 ∈ [0, T ].
We finally deduce from (C.55), (C.71) and (C.75) the following result (see [52, 53])
Theorem C.3.1. The semigroup S (t) possesses an exponential attractorM ⊂ B0, i.e.
(i) M is compact in H−1(Ω) ;
(ii) M is positively invariant, S (t)M ⊂M, ∀t ≥ 0 ;
(iii) M has finite fractal dimension in H−1(Ω) ;
(iv) M attracts exponentially fast the bounded subsets of Φ,
∀B ⊂ Φ bounded, distH−1(Ω)(S (t)B,M) ≤ Q(∥B∥H2(Ω))e−ct,
c > 0, t ≥ 0,
where the constant c is independent of B and distH1(Ω) denotes the Hausdorff semidistance bet-
ween sets defined by
distH−1(Ω)(A, B) = sup
a∈A
inf
b∈B
∥a − b∥H−1(Ω).
Since M (or M˜) is a compact attracting set, we deduce from Theorem C.3.1 and standard
results (see, e.g., [7, 108, 137] the following corollary.
Corollary 9. The semigroup S (t) possesses the finite-dimensional global attractorA ⊂ B0.
191
Annexe C. Full proofs of Theorems 7 and 8 in Chapter 5
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Multiplying (C.1) by ∂u
∂t
, we have
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
+
1
2
d
dt
∥∆u∥2 ≤
∣∣∣∣∣
((
∆ f (u),
∂u
∂t
))∣∣∣∣∣ +
∣∣∣∣∣
((
g(x, u),
∂u
∂t
))∣∣∣∣∣. (C.76)
Here, ∣∣∣∣∣
((
g(x, u),
∂u
∂t
))∣∣∣∣∣ ≤ ∥gx(u)∥
∥∥∥∥∥∂u∂t
∥∥∥∥∥
≤ c∥gx(u)∥2 +
1
4
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
.
Furthermore, ∣∣∣∣∣
((
∆ f (u),
∂u
∂t
))∣∣∣∣∣ ≤ ∥∆ f (u)∥
∥∥∥∥∥∂u∂t
∥∥∥∥∥
≤ c∥ f (u)∥2
H2(Ω) +
1
4
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
,
which yields, owing to (C.7) and (C.49),
d
dt
∥∆u∥2 +
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
≤ e−ctQ(∥u0∥H2(Ω)) + c′, ∀t ≥ 0,
and deduce that
∫ t+r
t
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
dτ ≤ e−ctQ(∥u0∥H2(Ω)) + c′, t ≥ 0, r > 0. (C.77)
Differentiating (C.1) with respect to time, we rewrite the resulting equation as, setting θ =
∂u
∂t
,
∂θ
∂t
+ ∆2θ − ∆
(
f ′(u)θ
)
+ g′x(u)θ = 0. (C.78)
We multiply (C.78) by θ and have
1
2
d
dt
∥θ∥2 + ∥∆θ∥2 ≤
∣∣∣(( f ′(u)θ,∆θ))∣∣∣ + ∣∣∣((g′x(u)θ, θ))∣∣∣. (C.79)
Here, ∣∣∣((g′x(u)θ, θ))∣∣∣ ≤
∫
Ω
|g′x(u)||θ|2dx
≤ ∥g′x(u)∥∥θ∥∥θ∥L∞(Ω)
≤ (thanks to the continuous embedding H2(Ω) ⊂ L∞(Ω))
≤ c∥g′x(u)∥2∥θ∥2 +
1
4
∥∆θ∥2
≤ (thanks to (C.7))
≤ Q(∥u∥H2(Ω))∥θ∥2 +
1
4
∥∆θ∥2.
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Furthermore,
∣∣∣∣∣
((
f ′(u)θ,∆θ
))∣∣∣∣∣ ≤
∥∥∥∥ f ′(u)θ
∥∥∥∥∥∆θ∥
≤ (thanks to (C.49) and the continuous embedding
H2(Ω) ⊂ C(Ω¯))
≤ Q(∥u∥H2(Ω))∥θ∥2 +
1
4
∥∆θ∥2
which yields
d
dt
∥θ∥2 + ∥∆θ∥2 ≤ Q(∥u∥H2(Ω))∥θ∥2, ∀t ≥ 0. (C.80)
Thus, by (C.35), (C.49), (C.77), (C.80), and uniform Gronwall’s lemma,
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
≤ c, ∀t ≥ r, (C.81)
where 0 < r < 1.
We now rewrite (C.1) in the form
∆2u = hˆu, u = ∆u = 0 on Γ, (C.82)
where
hˆu = −
∂u
∂t
+ ∆ f (u) − g(x, u) (C.83)
satisfies, for t ≥ t0 + 1,
∥hˆu∥ ≤ c. (C.84)
We multiply (C.82) by ∆2u and have,
∥∆2u∥2 = ((hˆu,∆2u))
It then follows from (C.84) that
∥u∥2
H4(Ω) ≤ c, ∀t ≥ 1, (C.85)
where u be a solution to (C.1)-(C.3).
We multiply (C.50) by ∂u
∂t
(here u = u1 − u2, u1 and u2 be two solutions to (C.56)-(C.58))
and have
1
2
d
dt
∥∆u∥2 +
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
≤
∣∣∣∣∣
((
∆( f (u1) − f (u2)),
∂u
∂t
))∣∣∣∣∣ +
∣∣∣∣∣
((
g(x, u1) − g(x, u2),
∂u
∂t
))∣∣∣∣∣. (C.86)
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Here, ∣∣∣∣∣
((
g(x, u1) − g(x, u2),
∂u
∂t
))∣∣∣∣∣
≤ ∥g(x, u1) − g(x, u2)∥
∥∥∥∥∥∂u∂t
∥∥∥∥∥
≤
∥∥∥∥∥
∫ 1
0
∂g
∂u
(x, su2 + (1 − s)u1)uds
∥∥∥∥∥
∥∥∥∥∥∂u∂t
∥∥∥∥∥
≤ (thanks to the continuous embedding H2(Ω) ⊂ L∞(Ω))
≤ ∥∆u∥
∥∥∥∥∥∂u∂t
∥∥∥∥∥
( ∫ 1
0
∥g′x(su2 + (1 − s)u1)∥ds
)
≤ (thanks to (C.7))
≤ Q(∥u0,1∥H2(Ω), ∥u0,2∥H2(Ω))∥∆u∥
∥∥∥∥∥∂u∂t
∥∥∥∥∥.
Furthermore, ∣∣∣∣∣
((
∆( f (u1) − f (u2)),
∂u
∂t
))∣∣∣∣∣ ≤ ∥∆( f (u1) − f (u2))∥
∥∥∥∥∥∂u∂t
∥∥∥∥∥
and owing to (C.49),
∥∆( f (u1)− f (u2))∥ ≤
∥∥∥∥∥∆
( ∫ 1
0
f ′(su2 + (1 − s)u1)dsu
)∥∥∥∥∥
≤
∥∥∥∥∥
∫ 1
0
f ′(su2 + (1 − s)u1)ds∆u
∥∥∥∥∥
+ 2
∥∥∥∥∥∇u
∫ 1
0
f ′′(su2 + (1 − s)u1)(s∇u2 + (1 − s)∇u1)ds
∥∥∥∥∥
+
∥∥∥∥∥u
∫ 1
0
f ′′′(su2 + (1 − s)u1)(s∇u2 + (1 − s)∇u1)2ds
∥∥∥∥∥
+
∥∥∥∥∥u
∫ 1
0
f ′′(su2 + (1 − s)u1)(s∆u2 + (1 − s)∆u1)ds
∥∥∥∥∥
≤Q(∥u0,1∥H2(Ω), ∥u0,2∥H2(Ω))(∥∆u∥ + ∥|∇u||∇u1|∥ + ∥|∇u||∇u2|∥
+ ∥|u||∇u1|2∥ + ∥|u||∇u2|2∥ + ∥|u||∆u1|∥ + ∥|u||∆u2|∥)
≤Q(∥u0,1∥H2(Ω), ∥u0,2∥H2(Ω))∥∆u∥,
which yields
d
dt
∥∆u∥2 +
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
≤ Q(∥u0,1∥H2(Ω), ∥u0,2∥H2(Ω))∥∆u∥2. (C.87)
We deduce from (C.87) and Gronwall’s lemma that
∥u1(t) − u2(t)∥2H2(Ω) ≤ ectQ(∥u0,1∥H2(Ω), ∥u0,2∥H2(Ω))
∥u0,1 − u0,2∥2H2(Ω), c ≥ 0, t ≥ 0.
(C.88)
We then deduce from (C.85) the
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Theorem C.4.1. The semigroup S (t) possesses a bounded set B1 ⊂ H4(Ω) (called absorbing
set) such that, for every bounded set B ⊂ Φ, there exists t1 = t1(B) ≥ 0 such that t ≥ t1 implies
S (t)B ⊂ B1.
Remark C.4.2. It is easy to see that we can assume, without loss of generality, that B1 is
positively invariant by S (t), i.e., S (t)B1 ⊂ B1, ∀t ≥ 0.
It sufficient here and below to take the initial data in the bounded absorbing set B1 (which
is positively invariant by S (t)).
We now differentiate (C.56) with respect to time and have
∂
∂t
∂u
∂t
+ ∆2
∂u
∂t
− ∆
(
f ′(u1)
∂u
∂t
)
− ∆
(
( f ′(u1) − f ′(u2))
∂u2
∂t
)
+ g′x(u1)
∂u
∂t
+ (g′x(u1) − g′x(u2))
∂u2
∂t
= 0.
(C.89)
We multiply (C.89) by (t − 1)∂u
∂t
and obtain, owing to (C.5),
1
2
d
dt
(
(t − 1)
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2)
+ (t − 1)
∥∥∥∥∥∆∂u∂t
∥∥∥∥∥
2
≤ (t − 1)
∣∣∣∣∣
((
∆( f ′(u1)
∂u
∂t
),
∂u
∂t
))∣∣∣∣∣
+ (t − 1)
∣∣∣∣∣
((
∆
(
( f ′(u1) − f ′(u2))
∂u2
∂t
)
,
∂u
∂t
))∣∣∣∣∣ + (t − 1)
∣∣∣∣∣
((
g′x(u1)
∂u
∂t
,
∂u
∂t
))∣∣∣∣∣
+ (t − 1)
∣∣∣∣∣
((
(g′x(u1) − g′x(u2))
∂u2
∂t
,
∂u
∂t
))∣∣∣∣∣ + 12
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
.
Here, ∣∣∣∣∣
((
∆(( f ′(u1) − f ′(u2))
∂u2
∂t
),
∂u
∂t
))∣∣∣∣∣ =
∣∣∣∣∣
((
( f ′(u1) − f ′(u2))
∂u2
∂t
,∆
∂u
∂t
))∣∣∣∣∣
≤
∫
Ω
| f ′(u1) − f ′(u2)|
∣∣∣∣∆∂u
∂t
∣∣∣∣
∣∣∣∣∂u2
∂t
∣∣∣∣dx
≤ c
∫
Ω
|u|
∣∣∣∣∆∂u
∂t
∣∣∣∣
∣∣∣∣∂u2
∂t
∣∣∣∣dx
≤ c∥∆u∥
∥∥∥∥∆∂u
∂t
∥∥∥∥
∥∥∥∥∂u2
∂t
∥∥∥∥.
Furthermore, ∣∣∣∣∣
((
g′x(u1)
∂u
∂t
,
∂u
∂t
))∣∣∣∣∣ ≤
∫
Ω
|g′x(u1)|
∣∣∣∣∂u
∂t
∣∣∣∣
∣∣∣∣∂u
∂t
∣∣∣∣dx
≤ ∥g′x(u1)∥
∥∥∥∥∂u
∂t
∥∥∥∥
∥∥∥∥∂u
∂t
∥∥∥∥
L∞(Ω)
≤ c
∥∥∥∥∂u
∂t
∥∥∥∥
∥∥∥∥∆∂u
∂t
∥∥∥∥,
owing to the continuous embedding H2(Ω) ⊂ L∞(Ω) and∣∣∣∣∣
((
(g′x(u1) − g′x(u2))
∂u2
∂t
,
∂u
∂t
))∣∣∣∣∣ ≤
∫
Ω
|g′x(u1) − g′x(u2)|
∣∣∣∣∂u2
∂t
∣∣∣∣
∣∣∣∣∂u
∂t
∣∣∣∣dx
≤ c
∥∥∥∥∥
∫ 1
0
g′′x (u1 + s(u2 − u1))dsu
∥∥∥∥∥
∥∥∥∥∂u2
∂t
∥∥∥∥
∥∥∥∥∆∂u
∂t
∥∥∥∥
≤ c∥u∥
∥∥∥∥∂u2
∂t
∥∥∥∥
∥∥∥∥∆∂u
∂t
∥∥∥∥,
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where the constant c depends only in B1, which yields
d
dt
(
(t − 1)
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2)
+ (t − 1)
∥∥∥∥∥∆∂u∂t
∥∥∥∥∥
2
≤ c(t − 1)
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
+c(t − 1)∥∆u∥2
∥∥∥∥∂u2
∂t
∥∥∥∥2 +
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
,
(C.90)
where the constant c depends only in B1.
We note that, integrating (C.87) over (0, t), we obtain owing to (C.88) that
∫ t
0
∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
dτ ≤ cec′t∥u0∥2H2(Ω), (C.91)
where the constant c depends only in B1. We thus deduce from (C.77), (C.90), (C.91) and
Gronwall’s lemma that ∥∥∥∥∥∂u∂t
∥∥∥∥∥
2
≤ cec′t∥u0∥2H2(Ω), t ≥ 2, (C.92)
where the constants only depend on B1.
We rewrite (C.56) in the form
∆2u = hˇu(t), u = 0 on Γ, (C.93)
for t ≥ 2 fixed, where
hˇu(t) = −
∂u
∂t
+ ∆( f (u1) − f (u2)) − (g(x, u1) − g(x, u2)) (C.94)
satisfies, owing to (C.88) and (C.92),
∥hˇu(t)∥ ≤ cec′t∥u0∥H2(Ω), t ≥ 2, (C.95)
where the constants only depend on B1. Multiplying (C.93) by ∆2u, we have
∥∆2u∥ ≤ ∥hˇu(t)∥, t ≥ 2,
hence,
∥u(t)∥H4(Ω) ≤ cec
′t∥u0∥H2(Ω), t ≥ 2, (C.96)
where the constants only depends on B1.
Next, we derive a Hölder (both with respect to space and time) estimate. Actually, owing to
(C.88), it suffices to prove the Hölder continuity with respect to time. We have
∥u(t1) − u(t2)∥H2(Ω) ≤ c∥∆(u(t1) − u(t2))∥
≤ c
∥∥∥∥∥
∫ t2
t1
∆
∂u
∂t
dτ
∥∥∥∥∥
≤ c|t1 − t2|
1
2
∣∣∣∣∣
∫ t2
t1
∥∥∥∥∥∆∂u∂t
∥∥∥∥∥
2
dτ
∣∣∣∣∣
1
2
.
(C.97)
196
C.4. More regular exponential attractors
Multiplying (C.1) by ∆2 ∂u
∂t
, we obtain, proceeding as above,
d
dt
∥∆2u∥2 +
∥∥∥∥∥∆∂u∂t
∥∥∥∥∥
2
≤ c∥∆2u∥2,
where the constant c depends only on B1. Therfore, owing to (C.85),
∣∣∣∣∣
∫ t2
t1
∥∥∥∥∥∆∂u∂t
∥∥∥∥∥
2
dτ
∣∣∣∣∣ ≤ c, (C.98)
where the constant c depends only on B1 and T such that t1, t2 ∈ [0, T ], so that
∥u(t1) − u(t2)∥H2(Ω) ≤ c|t1 − t2|
1
2 , (C.99)
where the constant c depends only on B1 and T such that t1, t2 ∈ [0, T ]. We finally deduce
from (C.88), (C.96) and (C.99) the following result (see [52, 53])
Theorem C.4.3. The semigroup S (t) possesses an exponential attractor M˘ ⊂ B1, i.e.
(i) M˘ is compact in H2(Ω) ;
(ii) M˘ is positively invariant, S (t)M˘ ⊂ M˘, ∀t ≥ 0 ;
(iii) M˘ has finite fractal dimension in H2(Ω) ;
(iv) M˘ attracts exponentially fast the bounded subsets of Φ,
∀B ⊂ Φ bounded, distH2(Ω)(S (t)B,M) ≤ Q(∥B∥Φ)e−ct,
c > 0, t ≥ 0,
where the constant c is independent of B.
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198
Annexe D
Numerical Algorithms and results in
image inpainting
D.1 Operator splitting scheme with threshold
We rewrite the problem in the form
∂u
∂t
− ∆µ + λ0χΩ\D(x)(u − h) = 0 in Ω, (D.1)
µ = −ε∆u + 1
ε
f (u) in Ω, (D.2)
∂u
∂ν
=
∂µ
∂ν
= 0 on Γ, (D.3)
u|t=0 = u0 in Ω, (D.4)
which has the advantage of splitting the fourth-order (in space) equation into a system of two
second-order ones (see [55], [80], [86], and [43]).
Therefore, the variational formulation associated with this problem reads
((
∂u
∂t
, ϕ)) = −((∇µ,∇ϕ)) + ((λ(x)(h − u), ϕ)), (D.5)
((µ, ψ)) =
1
ε
(( f (u), ψ)) + ε((∇u,∇ψ)), (D.6)
for all ϕ, ψ ∈ H1(Ω).
As far as the space discretization is concerned, we consider a quasiuniform family of decom-
positions {Ωh} of Ω into d-simplices, so that {Ωh} is also a triangulation of Ω. The triangulation
Ωh of Ω induces a triangulation Γh of Γ into d − 1-simplices in a natural way. For a given
triangulation Ωh = ∪T∈ΩhT , we define Vh as the usual P1 conforming finite element space,
Vh = {vh = (vhi )i ∈ C0(Ω), vh|T is affine, ∀T ∈ Ωh}.
The discrete version of this problem reads : Find (uh, µh) : [0,T ] → Vh × Vh such that
((
∂uh
∂t
, ϕ)) = −((∇µh,∇ϕ)) + λ0((χΩ\D(x)(h − uh), ϕ)), (D.7)
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((µh, ψ)) =
1
ε
( f (uh), ψ)) + ε((∇uh,∇ψ)), (D.8)
for all ϕ, ψ ∈ Vh.
As far as the time discretization of the problem is concerned, we consider here the semi-
implict Euler scheme applied to the space semidiscrete scheme. The time step δt > 0 is fixed.
The scheme (Scheme 1) reads : Let u0h ∈ Vh ; for n = 1, 2, ..., find (unh, µnh) ∈ Vh × Vh such that
1
δ
((un+1h , ϕ)) + ((∇µn+1h ,∇ϕ)) + λ0((χΩ\D(x)un+1h , ϕ))
=
1
δ
((unh, ϕ)) + λ0((χΩ\D(x)h, ϕ)),
(D.9)
((µn+1h , ψ)) − ε((∇un+1h ,∇ψ)) =
1
ε
(( f (unh), ψ)), (D.10)
for all ϕ, ψ ∈ Vh.
We proposed a numerical algorithm based on this scheme in [38, 39] to obtain a good in-
painting results which has a dynamic of one step with threshold method involving the diffuse
interface thickness ε. Here, the idea is to look for an intermediate value of ε which is sufficient
to obtain good results. This one step algorithm is not always applicable (see Chapter 1 and
Chapter 2). The thresholding consists in replacing u(t) ≥ 12 by 1 and u(t) < 12 by 0 at every point
(x, y) ∈ Ω (more generally, at every point (x, y, z) ∈ Ω).
In [40] (Chapter 3), we also use a scheme based on operator splitting with threshold method
for color image inpainting. In this case, the thresholding consists in replacing maxi=1,...,n ci by 1
and c j , maxi=1,...,n ci by 0 for all j and at every point (x, y) ∈ Ω (more generally, at every point
(x, y, z) ∈ Ω) ; this means that we replace the dominant phase (color) by 1 at every point of Ω
and the other phases (colors) by 0 to obtain the final inpainting result. The scheme (Scheme 2)
is given as
1
δ
((cm+1ih , ϕi)) + ((∇µm+1ih ,∇ϕi)) + λ0((χΩ\D(x)cm+1ih , ϕi))
=
1
δ
((cmih, ϕi)) + λ0((χΩ\D(x)hi, ϕi)),
(D.11)
((µm+1ih , ψ)) − ε2((∇um+1ih ,∇ψi)) = (( fi(cnh), ψi)), (D.12)
i = 1, ..., n, for all (ϕi)i, (ψi)i ∈ (Vh)n ∩ S , n being the number of color in original image, and
fi(c) = 2n [ci(1 − ci)2 − c2i (1 − ci)] − 1n
n∑
i=1
∂F(c)
∂ci
, i = 1, ..., n. Here, F(c) = 1
n
n∑
i=1
c2i (1 − ci)2 and
S = {φ = (φi)i ∈ n such that
∑n
i=1 φi = 1}.
D.2 Convexity splitting scheme
The author in [60, 61] proposed the convexity splitting scheme for gradient flow-derived
equations which allows an unconditionally gradient stable time-discretization scheme. Then, it
means that the scheme is stable for any arbitrarily large time steps, see [60, 61] and see also
[142]. Here, the idea consists in dividing the energy functionals into two parts, a convex plus
a concave one. Then, the convex part is treated implicitly while the concave part is treated
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explicitly. In particular, this scheme has been used as a specific fast solver of the Bertozzi-
Esedoglu–Gillette–Cahn–Hilliard equation ; see, e.g., [16, 17, 77, 25, 20].
The Bertozzi-Esedoglu–Gillette–Cahn–Hilliard equation is not a gradient flow. However,
the Bertozzi-Esedoglu–Gillette–Cahn–Hilliard equation is the sum of a gradient descent with
respect to the H−1−inner product for the original Cahn–Hilliard energy and a gradient descent
with respect to the L2−inner product for the additional fidelity energy. We recall that the original
Cahn–Hilliard energy is given by
E(u) =
∫
Ω
(ε
2
|∇u|2 + 1
ε
F(u)
)
dx
and the additional fidelity energy
F (u) = λ0
2
∫
Ω\D
(u − h)2dx.
In this way, we split E(u) = E1(u) − E2(u) and F (u) = F1(u) − F2(u), where
E1(u) =
∫
Ω
(ε
2
|∇u|2 + c1
2
|u|2
)
dx,
E2(u) =
∫
Ω
(
− 1
ε
F(u) +
c1
2
|u|2
)
dx,
F1(u) =
∫
Ω
c2
2
|u|2dx,
and
F2(u) =
∫
Ω
(
− λ
2
(u − h)2 + c2
2
|u|2
)
dx,
such that c1 et c2 are nonnegative constants and need to be chosen large enough such that the
energies E1(u), E2(u), F1(u), and F2(u) are convex.
As far as the backward Euler discretization for the time of this problem is concerned. The
time step δt > 0 is fixed. The resulting time-stepping scheme is :
un+1
h
− un
h
δt
= −∇H−1(E1(un+1h ) − E2(unh)) − ∇L2(F1(un+1h ) − F2(unh)),
where ∇H−1 and ∇L2 represent the gradient descent with to the H−1− and the L2−inner product,
respectively. This translates to a numerical scheme of the form
un+1
h
− un
h
δt
+ ε∆2un+1h − c1∆un+1h + c2un+1h =
1
ε
∆ f (unh) + λ0(χΩ\D(x)(h − unh)) − c1∆unh + c2unh.
Therefore, using the operator splitting (see [55], [80], [86], and [43]), we obtain the final resul-
ting scheme (Scheme 3) in the form
1
δt
((un+1h , ϕ)) + ((∇µn+1h ,∇ϕ)) + c1((∇un+1h ,∇ϕ)) + c2((un+1h , ϕ))
=
1
δt
((unh, ϕ)) + λ0((χΩ\D(x)(h(x) − unh), ϕ))
+ c1((∇unh,∇ϕ)) + c2((unh, ϕ)), ∀ϕ ∈ Vh,
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((µn+1h , ψ)) − ε((∇un+1h ,∇ψ)) =
1
ε
(( f (unh), ψ)), ∀ψ ∈ Vh.
Note that, Scheme 3 is unconditionally stable provided c1 > 1ε and c2 > λ0 (see [131]).
Under this convexity splitting, the authors of [16, 17] proposed a numerical algorithm to
obtain a good inpainting results which has dynamic of two-step involving the diffuse interface
thickness ε. It seems that the edges in the image will be connected with a large value of the
diffuse interface thickness ε and together switch the interface diffuse thickness ε by a small
value (which depends on the mesh discretization) to obtain the final inpainting result.
D.3 Comparison between Scheme 1 and Scheme 3
In all this manuscript, the numerical simulations are performed with the software Free-
Fem++ (see [67, 84]). Here, in this section, for the numerical results presented below, Ω is a
(0, 0.5) × (0, 0.5)-square. The triangulation is obtained by dividing Ω into 120 × 120 rectangles
and by dividing each rectangle along the same diagonal.
In Figure D.1 and Figure D.2, we compare the inpainting results obtained with Scheme 1
and Scheme 3. The gray region in Figure D.1(a) corresponds to the inpainting region. We run
the modified Cahn–Hilliard equation (Scheme 1) with f (s) = 4s3 − 6s2 + 2s and ε = 0.03
(intermediate value). We are close to a steady state at t = 1, as shown in Figure D.1(b), and
we replace all values larger than 12 by 1 and all those smaller than
1
2 by 0 to obtain the final
inpainting in Figure D.1(c). Here, λ = 900000 and ∆t = 0.05
Then, we run again the modified Cahn–Hilliard equation (Scheme 3) with the same f (s) =
4s3 − 6s2 + 2s and the same initial datum, but we now take ε = 0.1 (larger value). We are close
to a first steady state at t = 1765, as shown in Figure D.1(d). We then take Figure D.1(d) as
initial datum and run again the modified Cahn–Hilliard equation (Scheme 3) but, we now take
ε = 4×10−5 (small value). We are close to a second steady state at t = 4515, as shown in Figure
D.1(e). In this test, λ = 5 × 106, ∆t = 1, c1 = 3ε and c2 = 3λ0.
The gray region in Figure D.2(a) corresponds to the inpainting region. We run the modified
Cahn–Hilliard equation (Scheme 1) with f (s) = 4s3 − 6s2 + 2s and ε = 0.05 (intermediate
value). We are close to a steady state at t = 1.25, as shown in Figure D.2(b), and we replace
all values larger than 12 by 1 and all those smaller than
1
2 by 0 to obtain the final inpainting in
Figure D.2(c). Here, λ = 900000 and ∆t = 0.05
Furthermore, we run again the modified Cahn–Hilliard equation (Scheme 3) with the same
f (s) = 4s3 − 6s2 + 2s and the same initial datum, but we now take ε = 0.1 (larger value). We
are close to a steady state at t = 15852, as shown in Figure D.2(d). Then, We run again the
modified Cahn–Hilliard equation (Scheme 3) with the initial datum obtained in Figure D.2(d)
and ε = 4 × 10−5. We obtained the final inpainting result in Figure D.2(e) at t = 33804. The
parameters in this example are λ = 500000, ∆t = 1, c1 = 3ε and c2 = 3λ0. Note that, the results
with Scheme 3 were not satisfying when use the interface thickness larger than the mesh size,
but surprisingly, we obtained better results with a smaller interface thickness. We further note
that, the constants c1 and c2 added to the functionals energy give the unconditionally stability
of Scheme 3 but they increase the convergence time of the scheme as shown in Figure D.1 and
Figure D.2.
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(a)
(b) (c)
(d) (e)
Figure D.1 – (a) Inpainting region in gray. Scheme 1 : (b) Solution at t = 1, ε = 0.03. (c)
Replacing the values larger than 12 by 1 and those smaller than
1
2 by 0. Scheme 3 : (d) Solution
at t = 1765, ε = 0.1. (e) Solution at t = 4515, ε = 4 × 10−5.
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(a)
(b) (c)
(d) (e)
Figure D.2 – (a) Inpainting region in gray. Scheme 1 : (b) Solution at t = 1.25, ε = 0.05. (c)
Replacing the values larger than 12 by 1 and those smaller than
1
2 by 0. Scheme 3 : (d) Solution
at t = 15852, ε = 0.1. (e) Solution at t = 33804, ε = 4 × 10−5.
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– Scheme 1 : Advantages :
1. Fast numerical results (By the inpainting results shown in Figure D.1 and Figure
D.2, we might think that the results obtained with Scheme 1 are very fast than the
ones obtained with Scheme 3) ;
2. Algorithm with one step involving ε.
Inconveniences :
1. No stability result for this scheme ;
2. This algorithm is not always applicable (intermediate ε).
– Scheme 3 : Advantages :
1. The time-stepping scheme is unconditionally stable provided that c1 > 1ε and c2 >
λ0 ;
2. It can connect edges ever when the inpainting area is large.
Inconveniences :
1. Slow numerical results ;
2. algorithm with two steps involving ε.
D.4 Comparison between regular nonlinearities and singular
nonlinearities
Here, we use scheme 1 to compare inpainting results obtained by polynomial nonlinear
term and logarithmic nonlinear one. Furthermore, the numerical results presented below, Ω is a
(0, 0.5)× (0, 0.5)−square. The triangulation is obtained by dividing Ω into 200× 200 rectangles
and by dividing each rectangle along the same diagonal. In order to have comparable inpain-
ting results, we take the initial datum between 0 and 0.5 with logarithmic nonlinear term and
between 0 and 1 with polynomial nonlinear one to obtain better inpainting results, as far as the
convergence time is concerned (it is also possible to obtain the inpainting results to take the ini-
tial datum in (−1, 1) with logarithmic nonlinear term and in (0, 0.5) with polynomial nonlinear
one but, the results obtained here are less good than obtained above, as far as the convergence
time is concerned). Furthermore, the parameter λ0 may be change from test to another one in
the same example to give the better inpainting results in each case.
Inpainting of a double Strings
The gray region in Figure D.3(a) corresponds to the inpainting region. We run again the
modified Cahn–Hilliard equation with the same initial datum, ϵ = 0.05, ∆t = 0.05 and λ0 =
4 × 106, but we now take f (s) = −2 ln (3)s + ln
(
1+s
1−s
)
(note that f vanishes at −0.5 and 0.5).
We observe that the solution remains in (−1, 1) when considering an intermediate value of the
diffuse interface thickness ϵ. We are close to a steady state at t = 0.3, as shown in Figure D.3(b),
and we replace all values larger than 14 by
1
2 and all those smaller than
1
4 by 0 to obtain the final
inpainting in Figure D.3(c).
Then, we run again the modified Cahn–Hilliard equation with the same ϵ = 0.05, ∆t = 0.05
and λ0 = 4 × 106, but we now take f (s) = 4s3 − 6s2 + 2s and the initial datum in [0, 1] instead
205
Annexe D. Numerical Algorithms and results in image inpainting
(a)
(b) (c)
(d) (e)
Figure D.3 – (a) Inpainting region in gray, random initial datum between 0 and 0.5 in inpainting
region, ε = 0.05. (b) Solution at t = 0.3, f (s) = −2 ln (3)s + ln
(
1+s
1−s
)
. (c) Replacing the values
larger than 14 by
1
2 and those smaller than
1
4 by 0. (d) Solution at t = 1, f (s) = 4s
3 − 6s2 + 2s. (e)
Replacing the values larger than 12 by 1 and those smaller than
1
2 by 0.
of [0, 0.5] in order to have comparable inpainting results (note that the solution does not remain
in the relevant interval [0, 1]). We are close to a steady state at t = 1, as shown in Figure D.3(d),
and we replace all values larger than 12 by 1 and all those smaller than
1
2 by 0 to obtain the final
inpainting in Figure D.3(e).
Inpainting of a cross
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(a)
(b) (c)
(d) (e)
Figure D.4 – (a) Inpainting region in gray, random initial datum between 0 and 0.5 in inpainting
region, ε = 0.05. (b) Solution at t = 0.35, f (s) = −2 ln (3)s + ln
(
1+s
1−s
)
. (c) Replacing the values
larger than 14 by
1
2 and those smaller than
1
4 by 0. (d) Solution at t = 1.2, f (s) = 4s
3 − 6s2 + 2s.
(e) Replacing the values larger than 12 by 1 and those smaller than
1
2 by 0.
The gray region in Figure D.4(a) corresponds to the inpainting region. We run again the
modified Cahn–Hilliard equation with the same initial datum, ϵ = 0.05, ∆t = 0.05 and λ0 =
4 × 106, but we now take f (s) = −2 ln (3)s + ln
(
1+s
1−s
)
(note that f vanishes at −0.5 and 0.5).
We observe that the solution remains in (−1, 1) when considering an intermediate value of the
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diffuse interface thickness ϵ. We are close to a steady state at t = 0.35, as shown in Figure
D.4(b), and we replace all values larger than 14 by
1
2 and all those smaller than
1
4 by 0 to obtain
the final inpainting in Figure D.4(c).
Furthermore, we run again the modified Cahn–Hilliard equation with the same ϵ = 0.05,
∆t = 0.05 and λ0 = 4× 106, but we now take f (s) = 4s3 − 6s2 + 2s and the initial datum in [0, 1]
instead of [0, 0.5] in order to have comparable inpainting results (note that the solution does
not remain in the relevant interval [0, 1]). We are close to a steady state at t = 1.2, as shown in
Figure D.4(d), and we replace all values larger than 12 by 1 and all those smaller than
1
2 by 0 to
obtain the final inpainting in Figure D.4(e).
Inpainting of a circle
The gray region in Figure D.5(a) corresponds to the inpainting region. We run again the
modified Cahn–Hilliard equation with the same initial datum, ϵ = 0.04, ∆t = 0.05 and λ0 =
900000, but we now take f (s) = −2 ln (3)s + ln
(
1+s
1−s
)
(note that f vanishes at −0.5 and 0.5).
We observe that the solution remains in (−1, 1) when considering an intermediate value of the
diffuse interface thickness ϵ. We are close to a steady state at t = 0.25, as shown in Figure
D.5(b), and we replace all values larger than 14 by
1
2 and all those smaller than
1
4 by 0 to obtain
the final inpainting in Figure D.5(c).
Then, we run again the modified Cahn–Hilliard equation with the same ϵ = 0.04, ∆t = 0.05
and λ0 = 900000, but we now take f (s) = 4s3 − 6s2 + 2s and the initial datum in [0, 1] instead
of [0, 0.5] in order to have comparable inpainting results (note that the solution does not remain
in the relevant interval [0, 1]). We are close to a steady state at t = 0.25, as shown in Figure
D.5(d), and we replace all values larger than 12 by 1 and all those smaller than
1
2 by 0 to obtain
the final inpainting in Figure D.5(e)
D.5 Dynamics of solutions with different values of λ0
We show in Figure D.6 a numerical example represents the effect of different values of
λ0 on the dynamics of the solution. In Figure D.6(a), the gray region denotes the region to
be inpainted. We run the modified Cahn–Hilliard equation with f (s) = 4s3 − 6s2 + 2s with
λ0 = 100000, ∆t = 0.05, and ε = 0.05, we are close to the steady state at t = 1.95, as shown
in Figure D.6(b). Then, we run again the modified Cahn–Hilliard equation with the same initial
data, f (s) = 4s3 − 6s2 + 2s, ∆t = 0.05, and ε = 0.05, but we now take λ0 = 500000 (resp.
λ0 = 5 × 106) and we are close to the steady state in Figure D.6(c) (resp. Figure D.6(d)) at
t = 1.45 (resp. at t = 1.15). Finally, We run the modified Cahn–Hilliard equation with the
same parameters taken above, but we now take λ0 = 5 × 107 and we are close to the steady
state in Figure D.6(e) at t = 1.15. We note that, the choice of λ0 is crucial and problematic in
numerical simulations which is contrary to the theoretical results. Recalling that, in theoretical
results (see [16]), the inpainting results are obtained when λ0 goes to ∞. On the contrary, in
numerical simulations (see Figure D.6), the inpainting results does not necessarily improve
when we increase the value of λ0.
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(a)
(b) (c)
(d) (e)
Figure D.5 – (a) Inpainting region in gray, random initial datum between 0 and 0.5 in inpainting
region, ε = 0.04. (b) Solution at t = 0.25, f (s) = −2 ln (3)s + ln
(
1+s
1−s
)
. (c) Replacing the values
larger than 14 by
1
2 and those smaller than
1
4 by 0. (d) Solution at t = 0.25, f (s) = 4s
3 − 6s2 + 2s.
(e) Replacing the values larger than 12 by 1 and those smaller than
1
2 by 0.
D.6 Inpainting in 3D with scheme 1
We perform inpainting 3D on a damaged image contained in sphere as shown in Figure
D.7(a). In Figure D.7(b), the black region denotes the region to be inpainted. We run the three
dimensional Bertozzi–Esedoglu–Gillette–Cahn–Hilliard equation with f (s) = 4s3 − 6s2 + 2s
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with λ0 = 106, ∆t = 0.05, and ε = 1.8, we are close to the steady state at t = 0.2, as shown in
Figure D.7(c).
D.7 Comparison between binary inpainting results with Scheme
1 and Scheme 2 (n = 2)
We saw in Chapter 3 that the Scheme 2 is efficient in the context of multi-color inpainting.
Furthermore, the proposed model is consistent with the diphasic one. Then, an interesting way
to see what happened in the binary inpainting results with the system n = 2. Is our proposed
model for n = 2 also efficient in the context of binary inpainting as the Bertozzi–Esedoglu–
Gillette–Cahn–Hilliard equation ? A positive answer of this question was obtained based on the
construction of the model in Chapter 3. Furthermore, a numerical answer in this way can be
shown in Figure D.8. In Figure D.8(b), the gray region denotes the region to be inpainted. We
run the Cahn–Hilliard system (n = 2) with f (s) = 4s3 − 6s2 + 2s with λ0 = 500000, ∆t = 0.05,
and ε = 0.03, we are close to the steady state at t = 0.2, and we replace all values larger than 12
by 1 and all those smaller than 12 by 0 to obtain the final inpainting in Figure D.8(b). Then, we
run again the Bertozzi–Esedoglu–Gillette–Cahn–Hilliard equation with the same initial data,
f (s) = 4s3 − 6s2 + 2s, ∆t = 0.05, ε = 0.03, and λ0 = 500000 but with Scheme 1 and we are
close to the steady state at t = 3.2, and we replace all values larger than 12 by 1 and all those
smaller than 12 by 0 to obtain the final inpainting in Figure D.8(c). We remark that the inpainting
results obtained in Figure D.8(b) are better than the inpainting ones obtained in Figure D.8(c), as
far as the singular points inΩ\D. The fact of obtaining better inpainting results in Figure D.8(b)
due to the diffuse interface thickness in Scheme 2 is ε2. Moreover, we can also obtain the same
inpainting result with Scheme 1, if we decrease the value of the diffuse interface thickness ε in
this case.
D.8 Binary inpainting image applications with Scheme 2 (n =
2)
In Figures D.9 and D.10, we use Scheme 2 (n = 2). Figure D.9(a) and Figure D.9(b) corres-
pond to vandalized image and masked image, respectively. We run the modified Cahn–Hilliard
system (n = 2) with ε = 0.03. Then, when we are close to a steady state at t = 0.15, we replace
the dominant color by 1 and the other colors by 0 to obtain the final inpainting in Figure D.9(c).
Here, λ0 = 108 and ∆t = 0.05.
Furthermore, in Figure D.10, we give an example of remove text in image. Figure D.10(a)
and Figure D.10(b) correspond to original image and masked image, respectively. We run the
modified Cahn–Hilliard system (n = 2) with ε = 0.03. Then, when we are close to a steady
state at t = 0.15, we replace the dominant color by 1 and the other colors by 0 to obtain the final
inpainting in Figure D.10(c). In this case, λ0 = 107 and ∆t = 0.05.
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D.9 Numerical results with mesh adaptation for color image
inpainting
Here, we use scheme 2 for the Bertozzi–Esedoglu–Gillette–Cahn–Hilliard system to give
more numerical results than those given in Chapter 3. Furthermore, the numerical results pre-
sented below, Ω is a (0, 0.5) × (0, 0.5)−square.
Figure D.11(a) corresponds to the mesh adaptation. The light blue region in Figure D.11(b)
corresponds to the inpainting region. We run the modified Cahn–Hilliard system (n = 3) with
ε = 0.05, ∆t = 0.05, and λ0 = 5 × 106. We are close to a steady state at t = 0.15 and we
replace the dominant color by 1 and the other colors by 0 to obtain the final inpainting in Figure
D.11(c).
Figure D.12(a) corresponds to the mesh adaptation. The light blue region in Figure D.12(b)
corresponds to the inpainting region. We run the modified Cahn–Hilliard system (n = 9) with
ε = 0.005, ∆t = 0.05, and λ0 = 106. We are close to a steady state at t = 0.65 and we replace the
dominant color by 1 and the other colors by 0 to obtain the final inpainting in Figure D.12(c).
D.10 Consistency with three and four phase-model examples
The goal of this section is to give more consistency examples more than the consistency
results with the two-phase model ; more precisely, the consistency of the model with the k-
phase model, k < n, but we do not have a theoretical results in this context.Furthermore, the
numerical results presented below,Ω is a (0, 0.5)×(0, 0.5)−square. The triangulation is obtained
by dividingΩ into 100×100 rectangles and by dividing each rectangle along the same diagonal.
We first take the same example in Figure D.9 without mesh adaptation. Furthermore, we
take c1 = h1 = c4 = h4 = 0. The light green region in Figure D.13(a) corresponds to the
inpainting region. We run the modified Cahn–Hilliard system (n = 5) with ε = 0.05, ∆t = 0.05,
and λ0 = 5 × 106. We are close to a steady state at t = 0.65 and we replace the dominant
color by 1 and the other colors by 0 to obtain the final inpainting in Figure D.13(b). Note that
|ci| < 10−2,∀t ≥ 0, i = 1, 4.
As a next step, we take the same example in Figure D.10 without mesh adaptation. Fur-
thermore, we take ci = hi = 0,∀i ∈ 1, 2, 3, 5, 6, 7. The light green region in Figure D.14(a)
corresponds to the inpainting region. We run the modified Cahn–Hilliard system (n = 9) with
ε = 0.03, ∆t = 0.05, and λ0 = 9 × 106. We are close to a steady state at t = 0.65 and we
replace the dominant color by 1 and the other colors by 0 to obtain the final inpainting in Figure
D.14(b). Note that |ci| < 10−2,∀t ≥ 0, i = 1, 2, 3, 5, 6, 7.
Finally, in order to give a four-phase model consistence, we also take the same example in
Figure D.10 without mesh adaptation. Furthermore, we take ci = hi = 0,∀i ∈ 1, 2, 5, 6, 7. The
light green region in Figure D.15(a) corresponds to the inpainting region. We run the modified
Cahn–Hilliard system (n = 9) with ε = 0.03, ∆t = 0.05, and λ0 = 9 × 106. We are close to a
steady state at t = 0.65 and we replace the dominant color by 1 and the other colors by 0 to
obtain the final inpainting in Figure D.15(b). Note that |ci| < 10−2,∀t ≥ 0, i = 1, 2, 5, 6, 7.
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(a)
(b) (c)
(d) (e)
Figure D.6 – (a) Inpainting region in gray, random initial datum between 0 and 1 in inpainting
region. Here, ε = 0.05 and ∆t = 0.05. (b) Solution at t = 1.95, λ0 = 100000. (c) Solution
at t = 1.45, λ0 = 500000. (d) Solution at t = 1.15, λ0 = 5 × 106. (e) Solution at t = 1.15,
λ0 = 5 × 107.
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(a)
(b) (c)
Figure D.7 – Modified Cahn–Hilliard equation for 3D inpainting
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(a)
(b) (c)
Figure D.8 – (a) Inpainting region in gray, random initial datum between 0 and 1 in inpainting
region. Here, ε = 0.03 and ∆t = 0.05. (b) Solution at t = 0.2 with Scheme 2 (n = 2). (c) Solution
at t = 3.2 with Scheme 1.
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(a)
(b) (c)
Figure D.9 – (a) vandalized image. (b) masked image. (c) Inpainting results.
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(a)
(b) (c)
Figure D.10 – (a) Damaged image. (b) masked image. (c) Inpainting results.
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(a)
(b) (c)
Figure D.11 – (a) Mesh adaptation. (b) Inpainting region in light blue, random initial datum
between 0 and 1 in inpainting region, ε = 0.05. (b) Solution at t = 0.15 ; replacing the dominant
color by 1 and the other colors by 0.
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(a)
(b) (c)
Figure D.12 – (a) Mesh adaptation. (b) Inpainting region in light blue, random initial datum
between 0 and 1 in inpainting region, ε = 0.05. (b) Solution at t = 0.15 ; replacing the dominant
color by 1 and the other colors by 0.
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(a) (b)
Figure D.13 – (a) Inpainting region in light green, random initial datum between 0 and 1 in
inpainting region, ε = 0.05. (b) Solution at t = 0.15 ; replacing the dominant color by 1 and the
other colors by 0.
(a) (b)
Figure D.14 – (a) Inpainting region in light green, random initial datum between 0 and 1 in
inpainting region, ε = 0.05. (b) Solution at t = 0.2 ; replacing the dominant color by 1 and the
other colors by 0.
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(a) (b)
Figure D.15 – (a) Inpainting region in light green, random initial datum between 0 and 1 in
inpainting region, ε = 0.05. (b) Solution at t = 0.2 ; replacing the dominant color by 1 and the
other colors by 0.
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