We study intertwining relations for n × n matrix non-Hermitian, in general, one-dimensional Hamiltonians by n×n matrix linear differential operators with nondegenerate coefficients at d/dx in the highest degree. Some methods of constructing of n×n matrix intertwining operator of the first order of general form are proposed and their interrelation is examined. As example we construct 2×2 matrix Hamiltonian of general form intertwined by operator of the first order with the Hamiltonian with zero matrix potential. It is shown that one can add for the final 2×2 matrix Hamiltonian with respect to the initial matrix Hamiltonian with the help of intertwining operator of the first order either up to two bound states for different energy values or up to two bound states described by vector-eigenfunctions for the same energy value or up to two bound states described by vector-eigenfunction and associated vector-function for the same energy value.
Introduction
There are two main areas of applying of matrix models with supersymmetry in Quantum Mechanics: multichannel scattering and spectral design in description of motion of spin particles in external fields. The simplest cases of such models are considered, for example, in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] and their systematic studying is contained in [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] (see also the recent reviews [31, 32] and references therein). The authors of [16] investigate intertwining of matrix Hermitian Hamiltonians by n × n first-order and 2 × 2 second-order matrix differential operators and the corresponding supersymmetric algebras. The main result of [17] is the formulae that provide us with the opportunity to construct for a given n × n matrix nonHermitian, in general, Hamiltonian a new n × n matrix Hamiltonian and an n × n matrix linear differential operator of arbitrary order with the identity matrix coefficient at d/dx in the highest degree that intertwines these Hamiltonians. coefficient of an intertwining operator at d/dx in the highest degree is considered in [20] . The author of [21] builds n × n matrix differential intertwining operators of the second order for Hermitian matrix Hamiltonians with all real-valued elements in their potentials in terms of two n × n matrix-valued solutions Ψ 1 (x) and Ψ 2 (x) of the equation (1) for the matrices Λ 1 and Λ 2 respectively in its right-hand side of the form
where I n is the identity matrix of the n-th order. As well the corresponding polynomial supersymmetry algebra of the second order is constructed and different applications of the obtained results are examined in [21] . The author of [22] proposes to study a supersymmetry generated by two n × n matrix non-Hermitian, in general, Hamiltonians H + and H − and two n × n matrix differential operators Q The paper [23] in addition to the formulae for constructing of arbitrary matrix intertwining operator and the corresponding new matrix Hamiltonian (see above) contains the results on existence for arbitrary n × n matrix intertwining operator of the order N with arbitrary nondegenerate matrix coefficient at (d/dx) N an n×n matrix differential operator of different, in general, order N ′ that intertwines the same Hamiltonians in the opposite direction and on the corresponding polynomial supersymmetry algebra. Earlier the case of two scalar differential operators of different, in general, orders that intertwine two scalar differential operators of partial form in the opposite directions was considered in [34] . As well there are in [23] the criteria of minimizability [35, 36] and of reducibility [37] [38] [39] [40] [41] [42] of a matrix intertwining operator.
Some supersymmetric matrix models with shape invariance are investigated in [24] [25] [26] [27] [28] . Most of the mentioned above papers on the matrix case is devoted in fact to the case of one spatial variable. The cases of two and three spacial variables are considered in [1, 4, 5, 25, 29, 30] .
The purpose of this paper is (i) to derive some methods for constructing of arbitrary n × n matrix first-order intertwining operator with arbitrary constant nondegenerate matrix coefficient at d/dx and the corresponding new matrix Hamiltonian in the case where both intertwined Hamiltonians are, in general, non-Hermitian, (ii) to investigate interrelations of these methods and (iii) to demonstrate the capabilities of these methods for spectral design of matrix Hamiltonians. The present paper is organized as follows. Section 2 contains basic definitions and notation. Section 3 is devoted to derivation of some methods for constructing of any n × n matrix first-order intertwining operator with arbitrary constant nondegenerate matrix coefficient at d/dx and of the corresponding new matrix Hamiltonian. Namely, we present the method of matrix superpotential and one more method in Subsection 3.1, the method of transformation vector-functions in Subsection 3.2 and the method of transformation matrix in Subsection 3.3. As well we examine in Section 3 the interrelations of these methods. Section 4 includes brief description of generalization of the method of transformation vector-functions to the case of matrix intertwining operator of arbitrary order. In Section 5 we present three examples that demonstrate capabilities of the methods of Section 3 for spectral design of matrix Hamiltonians. It is shown that one can add for the final 2 × 2 matrix Hamiltonian with respect to initial 2 × 2 matrix Hamiltonian with the help of 2 × 2 first-order matrix intertwining operator either up to two bound states for different energy values (Subsection 5.1) or up to two bound states described by vector-eigenfunctions for the same energy value (Subsection 5.2) or up to two bound states described by vector-eigenfunction and associated vector-function for the same energy value (Subsection 5.3). In Conclusions we itemize some problems which can be considered in future papers.
Basic definitions and notation

Intertwining relation
Let's consider two defined on the entire axis matrix Hamiltonians of Schrödinger form
where I n is the identity matrix of the n-th order, n ∈ N, and V + (x) and V − (x) are square n × n matrices, all elements of which are sufficiently smooth and, in general, complexvalued functions. These Hamiltonians are supposed to be intertwined by a matrix linear differential operator Q − N , so that
where X − j (x), j = 0, . . . , N are as well square n × n matrices, all elements of which are sufficiently smooth and, in general, complex-valued functions. The operator Q − N in this case is called intertwining operator.
It follows from (2) (see [23] ) that X − N = Const and
We shall suppose below that det X − N = 0. In this case one can find from (3) the matrix potential V − (x) in terms of V + (x) and
Structure of intertwining operator kernel and transformation vector-functions
In view of (2) the kernel of the intertwining operator Q − N is an invariant subspace for the Hamiltonian H + :
Therefore, for any basis Φ
Let us note that the Wronskian of all elements of any basis in ker Q − N does not vanish on the entire axis.
One can construct from the elements of the basis Φ
of the equation (1) and the matrix Λ from (1) is interrelated with the matrix T + by the evident equality
In the what follows, the matrix T of an intertwining operator is defined as a matrix which is constructed for the operator in the same way as the matrix T + is constructed for Q − N . In this case, we do not specify the basis in the kernel of the intertwining operator in which the matrix T is chosen if we concern only spectral characteristics of the matrix, or, what is the same, spectral characteristics of the restriction of the corresponding Hamiltonian to the kernel of the considered intertwining operator (cf. with (5)).
A basis in the kernel of an intertwining operator in which the matrix T of this operator has a normal (Jordan) form is called a canonical basis. Elements of a canonical basis are called transformation vector-functions.
If a Jordan form of the matrix T of an intertwining operator contains block(s) of order higher than one, then there are in the corresponding canonical basis not only formal vector-eigenfunction(s) of the corresponding Hamiltonian but also its formal associated vector-function(s) which are defined as follows (see [43] ).
A vector-function Φ m,i (x) is called a formal associated vector-function of i-th order of an n × n matrix Hamiltonian H = −I n ∂ 2 + V (x) for a spectral value λ m if
where the term "formal" emphasizes that the vector-function Φ m,i (x) is not necessarily normalizable (not necessarily belongs to L 2 (R, C n )). In particular, a formal associated vector-function of zero order Φ m,0 (x) is a formal vector-eigenfunction of H. A finite or infinite set of vector-functions Φ m,i (x), i = 0, 1, 2, . . . is called a chain of formal associated vector-functions of an n × n matrix Hamiltonian H = −I n ∂ 2 + V (x) for a spectral value λ m if
It is evident that Φ m,i (x) in this case is a formal associated vector-function of i-th order of the Hamiltonian H for the spectral value λ m , i = 0, 1, 2, . . . .
. . of formal associated vector-functions of the Hamiltonian H + for a spectral value λ m in view of the equalities
that take place due to (2) , is mapped by Q 
3 Methods of constructing of a first-order matrix intertwining operator
Method of matrix superpotential and one more method
Let us consider the case where two n × n matrix Hamiltonians H + and H − are intertwined by a first-order n × n matrix differential operator
In view of Section 2.1 the matrix coefficient X − 1 is a constant nondegenerate matrix. Thus, we can rewrite the equality (7) with the help of multiplying it from the left by (X
It follows from the latter equality that two n × n matrix Hamiltonians
are intertwined by the first-order n × n matrix differential operator
Now we shall look for general solution of the intertwining relation (8) . This solution can be found (see below) in the form of parametrization of the potentials V + (x) and V − (x) and of the superpotentialX − 0 (x) by n 2 arbitrary scalar functions which are, in general, complex-valued. After receiving of this solution general solution of intertwining relation (7) can be restored with the help of the following evident relations:
with arbitrary nondegenerate n × n matrix X − 1 .
Intertwining relation (8) is equivalent to two equations,
It follows from the first of these equations that V + (x) andṼ − (x) can be represented in the form
with some unknown n × n matrix-valued function V 0 (x). This function by virtue of the second equation in (10) satisfies the equation
The latter equation after the change
where U 0 (x) is new unknown n × n matrix-valued function. General solution of the equation (13) can be constructed in some ways. One of these ways is the following. One can consider all n 2 elements of the matrix superpotentialX − 0 (x) as arbitrary complex-valued, in general, parametrizing functions. Then the equation (13) is a system of n 2 linear first-order ordinary differential equations with respect to elements of the matrix U 0 (x). General solution of this system is parametrized by n 2 arbitrary functions (elements ofX − 0 (x)) and n 2 arbitrary complex, in general, constants. Another way to find general solution of the system (13) is to take all n 2 elements of the matrix U 0 (x) as arbitrary complex-valued, in general, parametrizing functions. Then the equation (13) is a system of n 2 linear algebraic equations (SLAE) with respect to elements of the matrix superpotentialX − 0 (x). This SLAE is degenerate, in general, and conditions of its compatibility lead to restrictions on elements of the matrix U 0 (x) and, consequently, to a decrease in the number of independent functions among the elements of the matrix U 0 (x). Nevertheless, the total number of independent parametrizing functions is again equal to n 2 due to the appearance of free variables and to the evident fact that the number of compatibility conditions is equal to the number of appearing free variables. Thereby, general solution of SLAE (13) is parametrized by n 2 arbitrary functions (independent elements of U 0 (x) and free variables). The latter of two described above ways of parametrization of general solution of (13) is more suitable than the former since the latter way in contrast to the former leads to explicit parametrizing formulae. Two more ways to construct general solution of (13) will be presented in the following two subsections.
Thus, general solution of intertwining relation (8) is given in view of (11) and (12) by the formulae
where U 0 (x) andX − 0 (x) are found in one of the described ways. Hence, general solution of intertwining relation (7) is given by (9) together with (14) .
It is evident that in view of (14) the Hamiltonians H + andH − can be represented in the form
Moreover, the intertwining relation (8) for these Hamiltonians is provided by the condition
which is equivalent to the equation (13) . Intertwining of the Hamiltonians H + andH − by the operatorQ
is equivalent (in the case if this intertwining takes place) to the condition
The latter condition is equivalent, in turn, in view of (16) to the equality
i.e. to independence of all elements of the matrix U 0 (x) from x. By virtue of (9) and (15) general solution of intertwining relation (7) can be represented in the form
Intertwining (7) for the constructed Hamiltonians H + and H − is valid due to the relation
which follows from (16) , (20) and (21) . It is easy to see that intertwining
which is equivalent, in turn, by (20) and (22) to (18) and, consequently, to (19) . The latter is obviously equivalent to independence of U 0 (x) and U (x) from x.
Method of transformation vector-functions
Let us consider H + as known initial n × n matrix Hamiltonian and Φ − l (x), l = 1, . . . , n be a set of formal associated vector-functions of H + such that
. . .
where λ l is the spectral value of H + corresponding to Φ − l (x), l = 1, . . . , n, and
We shall suppose that the Wronskian of these vector-functions
does not vanish on the entire axis. In this case we can consider all n 2 elements of the matrix potential V + (x) of the Hamiltonian H + as functions that implicitly parametrize vector-functions Φ − l (x), l = 1, . . . , n and, consequently, the n × n matrix superpotential X − 0 (x) from the intertwining operator Q
and the n × n matrix potential V − (x) of the final Hamiltonian H − which will be constructed below in terms of Φ
It is possible as well to suppose that the Hamiltonian H + is not known initially and that the vector-functions (24) are arbitrary vector-functions with complex-valued, in general, components such that the Wronskian (26) does not vanish on the entire axis. In this case one can choose arbitrarily constants λ l ∈ C and σ l ∈ {0, 1}, l = 1, . . . , n, so that the conditions (25) are valid, and thereafter to find the only n × n matrix potential
of the Hamiltonian H + such that the relations (23) hold with the help of solving of the following SLAEs:
which are equivalent to (23) . Any of these SLAEs possesses by the only solution due to the fact that W (x) does not vanish on the entire axis and, thus, elements of V + (x) can be found with the help of Cramer formulae:
(27) In this case one can consider all n 2 components of Φ − l (x), l = 1, . . . , n as parametrizing functions. Then elements of V + (x) are parametrized by these components explicitly with the help of (27) and explicit parametrizations of X − 0 (x) and V − (x) in terms of considered components will be presented below. Thus, the parametrization in terms of components of Φ − l (x), l = 1, . . . , n is more suitable than the parametrization in terms of elements of V + (x) since the former is explicit and the latter is implicit.
Let us now construct an auxiliary operatorQ There is the only n × n matrix linear differential operatorQ
kernel of which contains all vector-functions (24) . This operator can be found with the help of the following evident explicit formula,
where during calculation of the determinant in each of its terms the corresponding of the operators P 1 , . . . , P n , I n ∂ must be placed on the last position. It is not hard to see in view of (28) that l-th column of the matrixX
Using the operatorQ (21) and (22) withQ
, represent the Hamiltonian H + in the form
(cf. with (14) and (20)) and build new Hamiltonian of Schrödinger form
(cf. with (4) and (20)). We shall check now that the Hamiltonians H + and H − are intertwined by Q − 1 in accordance with (7) . This intertwining in view of (30) and (31) is equivalent to the condition
The left-hand part of (32) by virtue of (21), (30) and (31) is an n×n matrix-valued function and the following chain is valid due to the construction of Q − 1 and to (23) and (30),
Thus, in view of the fact that the Wronskian W (x) of vector-functions Φ l (x), l = 1, . . . , n does not vanish on the entire axis we have that the condition (32) takes place and, consequently, the operator Q (21) and (22)). All objects of this subsection coincide with the denoted in the same way objects of the previous subsection if to choose vector-functions Φ − l (x), l = 1, . . . , n in this subsection as elements of a canonical basis in the kernel of the intertwining operator Q − 1 from the previous subsection. This statement is valid in view of the fact that matrix linear first-order differential operator with fixed nondegenerate matrix coefficient at ∂ is specified uniquely by a basis in its kernel. Thus, any solution of intertwining (7) with nondegenerate matrix coefficient X − 1 can be constructed as well by the method proposed in this subsection and general solution of the equation (13) can be presented in the form of explicit parametriza-
. . , n and constants λ l and σ l , l = 1, . . . , n with the help of the formulae (27) , (29) and (30).
Method of transformation vector-functions vs method of transformation matrix
Using the transformation vector-functions Φ − l (x), l = 1, . . . , n of Subsection 3.2, one can construct the matrix
This matrix, the Hamiltonian H + and the matrix T 
which is equivalent to equalities (23) . With the help of the matrix Φ − (x) one can represent [17] the intertwining operatorQ
where (35) holds due to the following chain
Thus, there is another formula for finding of the matrixX − 0 (x):
The equalities (35) and (36) for the corresponding partial cases were found earlier in [2, 18, 19] . One can represent the Hamiltonians H + andH − with the help of the matrix Φ − (x) in the form
where (38) and (39) take place due to the equalities (15), (34) and
and to the facts that the Wronskian W (x) ≡ det Φ − (x) does not vanish on the entire axis and the right-hand part of (38) is a matrix Hamiltonian of Schrödinger form. The formulae (38) and (39) were received earlier for the corresponding partial cases in [18, 19] . It follows from (15) and (38) that
Hence, the spectrum of the matrix U 0 (x) does not depend on x. Moreover, since the vector-functions Φ . . , n are formal vector-eigenfunctions of H + for the same spectral value λ 0 = λ 1 = . . . = λ n , the matrix U 0 (x) takes obviously the form
Thus, in view of the results of Subsection 3.2 any solution of the intertwining (7) with nondegenerate matrix X − 1 can be constructed as well in terms of a matrix of the form (33) and general solution of the equation (13) can be presented in the form of explicit parametrization of U 0 (x) andX
. . , n and constants λ l and σ l , l = 1, . . . , n with the help of the formulae (37) and (40) .
constructing of higher-order matrix intertwining operators is rather restricted since [23] for any n 2 and N 2 there are n × n matrix intertwining operators of the N -th order that cannot be represented in the form of products of matrix intertwining operators of the lower orders. We present below the method that generalizes method of Subsection 3.2 and allows to construct any n × n matrix intertwining operator of arbitrary order N with arbitrary constant nondegenerate matrix coefficient at ∂ N and the corresponding final matrix Hamiltonian in terms of transformation vector-functions.
Let us consider H + as known initial n × n matrix Hamiltonian and Φ − l (x), l = 1, . . . , nN , N ∈ N be a set of formal associated vector-functions of H + such that the formulae (23) and (24) take place for any l = 1, . . . , nN , Φ − nN +1 (x) ≡ 0, the condition (25) is valid for any l = 1, . . . , nN − 1 and the Wronskian of these vector-functions
does not vanish on the entire axis. There is the only n×n matrix linear differential operator of the N -th order Q − N with arbitrary nondegenerate constant n × n matrix coefficient X − N at ∂ N , kernel of which contains all vector-functions Φ − l (x), l = 1, . . . , nN , and, moreover, one can find this operator with help of the following evident formula,
where P 1 , . . . , P n are the same projection operators as in (28) and during calculation of the determinant (41) in each of its terms the corresponding of the operators P 1 , . . . , P n , P 1 ∂, . . . , P n ∂, P 1 ∂ N −1 , . . . , P n ∂ N −1 , I n ∂ N must be placed on the last position. It follows from (41) that l-th column of the matrix coefficient (2) ) is equal to
The operator Q − N intertwines [23] the initial Hamiltonian H + with some new n × n matrix Hamiltonian of Schrödinger form H − ≡ −I n ∂ 2 + V − (x) according to (2) and the potential V − (x) of H − can be found with the help of (4) and (42) with j = N − 1.
It should be emphasized that the condition that the Wronskian W (x) is nonvanishing on the entire axis guarantees in view of (4), (41) and (42) (41) and of the representation of V − (x) with the help of (4) and (42) with j = N −1 when all vector-functions Φ − l (x), l = 1, . . . , nN are formal vector-eigenfunctions of the Hamiltonian H + and X − N = I n was found in [18] . The fact that any n×n matrix intertwining operator of arbitrary order N with arbitrary nondegenerate constant matrix coefficient at ∂ N can be obtained by the method presented in this section is a corollary of the facts that (i) for any operator of this type there is a canonical basis in its kernel, the Wronskian of which does not vanish on the entire axis and (ii) an n × n matrix linear differential operator of the order N with a given nondegenerate constant matrix coefficient at ∂ N is uniquely determined by a basis in its kernel.
5 Examples: case n = 2, N = 1
In this section we present some examples of constructing of 2 × 2 matrix linear differential intertwining operators of the first order Q − 1 and the corresponding to them new 2 × 2 matrix Hamiltonians H − of Schrödinger form with the help of the methods of Section 3.
As well, we demonstrate by dint of these examples the capabilities of the methods for spectral design of matrix Hamiltonians. As initial 2 × 2 matrix Hamiltonian H + we shall use the Hamiltonian of Schrödinger form with zero 2 × 2 matrix potential V + (x),
Since a vector-eigenfunctions for the continuous spectrum of the new Hamiltonians H − can be straightforwardly calculated in trivial way,
so we shall seek only normalizable vector-eigenfunctions and associated vector-functions of these Hamiltonians. It is not hard to see that for the Hamiltonian (43) there is the following complete set of linearly independent formal eigen-and associated of the first order vector-functions for the spectral value λ = −k 2 = 0:
These vector-functions will be used below for constructing of the intertwining operators and new Hamiltonians. We accept the following notation in this section: λ 1 and λ 2 are eigenvalues of the matrix T of the intertwining operator Q − 1 and g − 1 is the geometric multiplicity of the eigenvalue λ 1 . As well, we suppose that the matrix coefficient X (44),
where C 1 , . . . , C 8 are arbitrary complex, in general, constants and we assume without the loss of generality that C 1 = 1. The remaining constants C 2 , . . . , C 8 are chosen so that the Wronskian W (x) of the vector-functions Φ
does not vanish on the real axis. The operators Q − 1 and Q + 1 , the matrix U 0 (x) and the new Hamiltonians H − take the following form,
so that
For the spectral values λ 1 and λ 2 of the Hamiltonian H − one can easily construct formal vector-eigenfunctions
only six of which are linearly independent in view of the fact that the vector-functions Φ 
It follows from the results of [23] that in the considered subcase λ 1 = λ 2 there is linear differential operator of the 3-rd order Q providing an opportunity to construct Q + 3 explicitly with the help of (41) . A linearly independent of (51) formal vector-eigenfunctions Ψ + 9 (x) and Ψ + 10 (x) of the Hamiltonian H − for the spectral values λ 1 and λ 2 respectively can be found in the form
since (51) and (53) leads to the following results:
then for each of the eigenvalues λ 1 and λ 2 there is the only (up to a constant factor) normalizable vector-eigenfunction of the Hamiltonian H − :
(2) if
then for the eigenvalue λ 1 there is the only (up to a constant factor) normalizable vectoreigenfunction Ψ − 11 (x) of the Hamiltonian H − and for the spectral value λ 2 there is no a normalizable vector-eigenfunction of H − ;
then for the eigenvalue λ 2 there is the only (up to a constant factor) normalizable vectoreigenfunction Ψ − 12 (x) of the Hamiltonian H − and for the spectral value λ 1 there is no a normalizable vector-eigenfunction of H − ;
then there is no a normalizable vector-eigenfunction of the Hamiltonian H − for the spectral values λ 1 and λ 2 .
Let us now present some partial situations where the received formulae become significantly more simple.
(1) For
does not have real zeroes, the operators Q + 1 and Q − 1 , the matrix U 0 (x) and the new Hamiltonian H − take the form,
, and there are only two linearly independent vector-eigenfunctions for H − ,
is nonvanishing on the real axis,
and for the Hamiltonian H − there are only two linearly independent normalizable vectoreigenfunctions,
or the only (up to a constant factor) normalizable vector-eigenfunction Ψ
or there is no a normalizable vector-eigenfunction for 
does not vanish on the real axis as well, we have
and for the new Hamiltonian H − there is the only (up to a constant factor) normalizable vector-eigenfunction Ψ + 12 (x).
(4) If
is without real zeroes again,
and for the Hamiltonian H − there is no a normalizable vector-eigenfunction.
In general, the formulae (45)- (49) and (54) can be simplified with the help of similarity transformation for ∆ 1 = 0 ⇔ C 4 = C 2 C 3 as follows,
and for ∆ 1 = 0 ⇔ C 4 = C 2 C 3 as follows,
5.2 Subcase λ 1 = λ 2 , g − 1 = 2: adding up to two bound states described by vector-eigenfunctions with the same energy value
In this subcase the formulae (45) - (54) are still valid with k 1 = k 2 and we additionally to the condition C 1 = 1 assume without the loss of generality that C 5 = 0, since the latter condition can be achieved in any case by the change of a canonical basis in the kernel of Q
. Thus, the formulae (45) - (54) take in the considered subcase the following more simple form:
C 5 e kx + C 6 e −kx C 7 e kx + C 8 e −kx , C 1 = 1, C 5 = 0,
where the constants C 2 , C 3 , C 4 , C 6 , C 7 and C 8 are chosen so that the Wronskian (56) does not have real zeroes. Moreover, the relations (50) in accordance with the results of Section 3 can be supplemented by the additional intertwining relation with the operator Q + 1 as follows,
There are two only linearly independent vector-functions in the set Ψ 
then for the eigenvalue λ there are only two linearly independent normalizable vectoreigenfunctions of the Hamiltonian H − :
then for the eigenvalue λ there is the only (up to a constant factor) normalizable vectoreigenfunction Ψ + 11 (x) of the Hamiltonian H − ;
then for the eigenvalue λ there is the only (up to a constant factor) normalizable vectoreigenfunction Ψ + 12 (x) of the Hamiltonian H − ;
then for the spectral value λ there is no a normalizable vector-eigenfunction of the Hamiltonian H − .
It follows from (57) in view of (4) that the potential of the new Hamiltonian H − can be reduced with the help of a similarity transformation produced by a constant nondegenerate 2 × 2 matrix either to a diagonal form or to a upper triangular form with equal diagonal elements. Let us consider these situations more detailedly.
If the determinant of the matrix from the last term of (57) is nonzero,
then the formulae (55) -(59) and (62) for C 6 = 0 can be simplified as follows,
and for C 6 = 0 as follows,
W (x) = e kx + C 2 e −kx C 7 e kx + C 8 e −kx = W (x),
whereW (x) is the Wronskian ofΦ
2 (x) and the root (67) has arbitrary value such that C 8 + C 2 C 7 − C 3 C 6 − ∆ = 0 (this condition can be satisfied due to (65) For
the formulae (55) - (59) and (62) convert into the following, 
where * denotes complex conjugation, the roots
, −C 4 and √ α have arbitrary values satisfying the following conditions,
the roots √ C 2 C 8 − C 4 C 6 and √ C 3 C 8 − C 4 C 7 as well as C 8 (see (70)) can be expressed through the constants C 2 , C 3 , C 4 , C 6 and C 7 ,
andW (x) is the Wronskian ofΦ
. The possibility to define the roots
so that the relations (70) hold is provided by the first of the conditions (69).
At last, if
and it is possible to use the vector-functions 
where C 1 , . . . , C 8 are arbitrary complex, in general, constants and we assume without the loss of generality that C 1 = 1 and C 5 = 0 (the latter condition can be achieved in any case by the change of a canonical basis in the kernel of Q 
does not vanish on the real axis. The operators Q − 1 and Q + 1 , the matrix U 0 (x) and the new Hamiltonian H − take the following form,
kC 7 e 2kx − k∆ 28 e −2kx + 1 2k 
For the spectral value λ of the Hamiltonian H − one can easily construct formal vectoreigenfunctions and formal associated vector-functions of the first order
since 
and if ∆ 1 = 0 ⇔ C 4 = C 2 C 3 then the formulae (72) - (76) and (81) , det C = −α, α ∈ C, α = 0,
whereW (x) is the Wronskian ofΦ 
Conclusions
In conclusion we itemize some problems which could be solved in future papers.
(1) To work out methods of spectral design for matrix Hamiltonians with the help of matrix intertwining operators of arbitrary order and, in particular, to find a criterion for transformation vector-functions that provides a desired changes for the spectrum of the corresponding final matrix Hamiltonian with respect to the spectrum of an initial matrix Hamiltonian. It is possible to try for this purpose to generalize Index Theorem and Lemma 4 of [36, 45] to the matrix case.
(2) To investigate (in)dependence of matrix differential intertwining operators in the way analogous to one of [35] and, in particular, to define the notions of dependence and independence for these operators, to find a criterion of dependence for them and to solve the questions on maximal number of independent matrix differential intertwining operators and on a basis of such operators.
(3) By analogy with [35, 46] to investigate in the matrix case properties of a minimal matrix differential hidden symmetry operator.
(4) To investigate (ir)reducibility of matrix differential intertwining operators and, in particular, to classify irreducible and absolutely irreducible [23] matrix differential intertwining operators in the way analogous to one of [37] [38] [39] [40] [41] [42] [47] [48] [49] [50] [51] [52] [53] [54] .
