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COLLEGE STUDENTS AND DRUG USE: A FURTHER
ANALYSIS OF PEER CLUSTER THEORY
Christopher D. Rose

May 9, 1997

Directed by John R. Faine, Stephen B. Groce, Matthew V. Pruitt
Department of Sociology

Western Kentucky University

The purpose of this study was to test the premise of peer cluster theory which suggests
that individual drug use is primarily the result of psychosocial characteristics that influence one's
peer associations which, in turn, directly influences individual drug use. Using the results of a
1996 drug and alcohol survey of 1312 Western Kentucky University college students, path analysis
was used to measure the influence of seven of Beauvais and Oetting's (1986) psychosocial
characteristics (sex, religious importance, parental attitudes about the use of alcohol, family use
of alcohol and/or drugs, success in school, age of first use, and peer associations) on the
percentage of the respondent's college friends who use alcohol and/or marijuana. All of these
variables were then regressed on the respondent's drug use. The results did show some support
for peer cluster theory. The direct effect of the student's association with drug-using peers on
individual alcohol and marijuana use was shown to have the strongest direct influence on this
outcome variable. However, a few limitations of this theoretical perspective were identified. The
causal model for alcohol use showed that the indirect influence of three of these psychosocial
characteristics (parental attitudes on alcohol use, success in school, and age of first use) was
weaker than their direct influence on individual alcohol use.

viii

CHAPTER I
INTRODUCTION
College student drug use has established itself as a problem that continues to persist
and grow on college campuses. Gallant, Myers, and Patterson (1988) reported that in a
southern university the prevalence of cocaine use increased dramatically between 1972 and
1986. In 1972 only one percent of the college student population reported using cocaine at
least once, whereas in 1986 cocaine use jumped up an alarming 400 percent, resulting in 40
percent of the students reporting that they had used cocaine at least once. A 1600 percent
increase was also reported in the number of students who had used cocaine ten or more times.
This increase resulted in 16.7 percent of the student population falling into this category of
cocaine user.
This problem is not limited to cocaine use alone. In fact, current research shows that
alcohol and marijuana are among the most prevalently used drugs on college campuses today
(Colbry and Duistman 1995). At a southeastern university 90 percent of the students under
the legal drinking age were defined as alcohol users (Barnes, Glover, Holbert, and Lotterhos
1988). At another university, Haberman (1994) reported that 40 percent of the student body
indicated previous or current use of marijuana. Similarly, Globetti, Globetti, and Lo (1994)
surveyed 741 college students at a southern university and discovered that 30 percent of the
respondents reported that they had used marijuana in the previous year. Still another problem
1

2
is that this high usage level has been shown to be consistent across most college campuses
(Elandt and Saltz 1986).
Because past research has consistently shown that alcohol and marijuana are the drugs
of choice for most college students, this thesis will be focused specifically on why college
students use these two drugs. Why do college students engage in a type of activity that has
the potential to bring social, physical, psychological, and legal problems to the forefront of
their lives?

To answer this question, a look into sociology's beginnings seems to be an

adequate place to start.
Emile Durkheim ([1893] 1960) argued that a social group developed a system of
beliefs, values, and sentiments that were common to the average member of that group. This
system of beliefs, values, and sentiments, he argued, created bonds between the members of
the group that fostered solidarity. Durkheim suggested that solidarity increased because each
individual within the social group participated in some form of behavior or exhibited some
belief or value that other members of the group regarded as acceptable.
Around the end of the first quarter of the 20th century, Donald Cressey and Edwin
Sutherland ([1924] 1978) began to expand on the ideas that Durkheim had put forth earlier.
Cressey and Sutherland agreed with Durkheim that the developing system of beliefs, values,
and sentiments within a social group helped to maintain solidarity and to guide a group
member's behavior. However, Sutherland added his own twist to these theoretical ideas. He
suggested that it is this "power of the group" that can be used to help explain deviant and
criminal behavior.

In the case of college student drug use, Sutherland might have

hypothesized that several conditions had to be present in a person's social environment to
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allow his or her entrance into a particular drug using group. If these conditions were present,
the individual would become integrated within the group and influenced by the norms,
attitudes, and behaviors of this particular drug using group.
Recently, Beauvais and Oetting (1986) have built upon these earlier theoretical ideas
and established their own explanation of drug use. These theorists suggest that social and
psychological conditions within an individual's environment will make an individual either
vulnerable to drug use or partially resistant to drug use. Beauvais and Oetting point out that
they have consistently found that the variable with the strongest positive relationship with
individual drug use is peer influence. They also point out that the variable with the strongest
negative relationship with individual drug use is peer sanctions against drug use. From their
findings they formulated Peer Cluster Theory which suggests that social and psychological
characteristics will directly influence an individual's decision to associate with drug users, but
will only indirectly influence individual drug use.

These theorists postulate that the

relationship between these social and psychological characteristics and individual drug use is
the result of their direct impact on an individual's decision to associate with drug users.
Because these social and psychological characteristics motivate an individual to associate with
drug users, peer influence acts as an intervening variable in the influence of these social and
psychological characteristics on individual drug use.
The objective of this thesis is to test this premise. To achieve this objective, causal
models are established to measure the unique influence of some psychosocial characteristics
on an individual's decision to associate with peers who use alcohol and/or marijuana. Also,
these causal models are used to measure the unique influence of an individual's association
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with these drug users on his or her level of drug use. Peer cluster theory proposes that each
variable that is antecedent to an individual's association with drug users should only influence
individual drug use indirectly. In addition, the theory proposes that an individual's association
with drug users should have not only the strongest direct influence over individual drug use
but also the only direct influence.

CHAPTER II
THEORETICAL PERSPECTIVE
AND
LITERATURE REVIEW
In this thesis a social learning model is used to examine the varying degrees of drug
use in a sample of college students. According to Akers (1977), social learning theory
suggests that human behavior is shaped by the social environment where it transpires and the
verbal and nonverbal interactions that support or deter behavior. The theory of differential
association and peer cluster theory are reviewed and used as the basis of this social learning
model, because these theories place a strong emphasis on the power of the social group
(Beauvais and Oetting 1986; Cressey and Sutherland [1924] 1978). Furthermore, this thesis
suggests that demographic, social, and psychological conditions are merely underlying
circumstances that do not directly influence individual drug use. Rather, these motivate a
particular individual to associate with a group of peers that accepts and engages in drug use,
and it is one's association with this particular group of peers that directly influences individual
drug use behavior.
According to Josephson and Carroll (1974, p. xxiv), theoretical attempts to explain
individual drug use have often followed "various paths" including psychopharmacology
(studying the physical effects of drugs on mental states) and several sociological approaches.

5
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One path to establishing an etiology of individual drug use has been to examine current social
problems that may either directly or indirectly relate to the problem of drug abuse. The
conservative viewpoint has been that the erosion of traditional values and the reduction of
family, school, and church influence have interacted to predispose youth to drug abuse
(Josephson and Carroll 1974).
Another path to an etiology of individual drug use has been to suggest that the
population explosion associated with the baby boom eventually led to an explosion of
adolescents. It has been suggested that increasing numbers of adolescents living in college
and university settings provided fertile ground for the development of a drug counter culture
(Josephson and Carroll 1974). As a result, when an individual enters into a college or
university setting he or she is exposed to this drug counter culture and the norms and values
associated with it.
Still another sociological path to an etiology of drug use is to suggest that it is the
opportunity existing in the social environment that leads an individual into drug use. An
individual may associate with a group of individuals who do not use drugs and, therefore, do
not provide the opportunity for drug use. This individual is, therefore, inoculated from using
drugs due to the lack of opportunity. On the other hand, another individual may associate
with a group of individuals who do use drugs and, therefore, do provide the opportunity for
drug use. As a result, this particular individual has more opportunities to use drugs.
But, theoretically, how does one become involved with a drug-using peer group and
why does one associate with such a group?

7

Differential Association Theory
Cressey and Sutherland ([1924] 1978) have developed several conditions that,
according to their theoretical work, increase the likelihood that an individual will begin to
frequently associate with a specific group of peers. In some instances these conditions would
increase the likelihood that an individual will begin to associate with a group of peers who use
drugs, and in other instances these conditions will increase the likelihood that an individual
will begin to associate with a group of peers who do not use drugs.
The path that one individual will take greatly depends on the underlying premise of
differential association which states that all human behavior, be it deviant, criminal, law
abiding, honorable, pure, or virtuous, is rooted in the socialization process. An individual
simply learns these behaviors from the previously created social world of his or her family,
imminent peers, and the culture of which he or she becomes an integrated part.

The

honorable or dishonorable behaviors that have existed within this objective world are simply
taught to a new member through the process of social interaction and communication.
But, specifically, in the case of drug use, how does one become a drug user? To
answer this question Sutherland and Cressey might have suggested that certain factors within
a particular individual's socialization process may have directed this particular individual
down the road to drug use. This potential drug user may have learned from his or her closest
group, the family, that the use of drugs is, at times, acceptable. I do not suggest that this
particular individual would have to be the child of alcoholics or chronic drug abusers,
although this could certainly influence the child's future drug behavior. Instead, the argument
suggests that this first push might simply come from the child noticing that Mom and Dad
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tend to occasionally use and/or approve of the use of alcohol and other drugs.
Sutherland and Cressey also indicated that other institutions, such as religion, might
also influence one's decision pertaining to social deviance. Primarily, it would be expected
that religion may dissuade one's decision to use drugs, but its influence to use drugs cannot
be overlooked as well. The Rastafarian religion of Jamaica is one example of a religion that
promotes the use of marijuana. This aspect of the socialization process of the young
Rastifarians certainly shows how one would be taught to use drugs, but in the cases of a
young member of the Roman Catholic Church or a Southern Baptist Church, it is assumed
that he or she would be socialized to not use drugs. But what of those individuals that were
not impacted by the restriction of the Roman Catholic Church or other religious sects,
because their parents did not feel that religion was important to them or for their children?
It seems possible that these children would not have received as many stipulations against the
use of drugs than a child who has come from a family who feels that religion is extremely
important.
Other social characteristics, such as an individual's success in high school and college,
also need to be considered. Sutherland and Cressey suggest that if an individual is fully
integrated into school life and into a group of successful school peers, drug use will not be
the predominant choice for leisure time activities, and as a result the individual will not be
influenced by others to participate in these behaviors. But, for those other individuals who
may not be quite as successful in school, and might be likely to associate with another type
of peer group that doesn't associate with school activities, he or she may not be influenced
by a set of norms that constrains the use of drugs.
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I suggest that if factors, such as religion, family, and primary groups, influence one
another, they are likely to influence the age at which the individual first used drugs and,
certainly, influence the type of peer group with which an individual associates. If these
factors truly do motivate an individual to associate with a group of individuals who engage
in the use of drugs, why do these factors not directly influence the individual to independently
participate in drug use?
From the learning perspective of differential association theory it can be argued that
these social conditions only indirectly affect individual drug use behavior, because the
potential drug user needs current drug users to teach him or her how to get the drug, the
techniques necessary to use the drug, and how to identify, intensify, and enjoy the effects of
the drug. A related piece of theoretical and empirical research on drug use provides some
support for this hypothesis when the author suggests that when a person arrives at the willful
point to try marijuana, he or she realizes that marijuana users use marijuana to create a feeling
of Utopia, but he or she cannot clearly define what this means (Becker 1953). The potential
user does not know in any concrete way what it means to "get high." In a manner of
speaking, this potential user needs a coach.
This coach not only teaches the potential user what it means to "get high" but also he
or she teaches the new user the physical manner to do the act. An example would be the
learning process involved in marijuana use when the new user is taught not only how to
recognize the physical effects of the drug, but the correct and proper procedure to use the
drug and the amount necessary to take effect as well. Becker (1953) suggests that within this
teaching process, the coach not only teaches the new user how to recognize the physical
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effects and the physical manner to do the act but also teaches the new user how to find
pleasure in the practice of drug use. The coach also helps define for the new user the current
attitudes, motives, and rationalizations for and about this illicit behavior. In other words, the
coach indicates to the new user why this form of behavior is acceptable and appropriate.
In order for the new user to continually believe that these behaviors are appropriate,
Sutherland and Cressey suggest that the behavior that the individual is participating in must
continually be presented as the normal and acceptable form of behavior. Simply put, the
"principle of differential association" suggests that the presentations of drug related behavior
must outnumber the presentations of anti-drug behaviors (Cressey and Sutherland
[1924] 1978, p. 81). Consequently, an individual will adopt behaviors that are persistently
presented, despite whether a cultural norm deems them as deviant or not. From his or her
associations with other users, his or her belief that this behavior is appropriate can continually
be confirmed.
Not only does the new user's association with the drug-using group require
confirmation but differential association theory also suggests that the new user's association
requires a high level of "frequency" and a long period of "duration." From this point,
Sutherland and Cressey suggest that those groups having the longest duration and most
frequent associations with a particular individual have a stronger and greater potential
influence over this individual's behavior. Furthermore, Sutherland and Cressey consider the
age when the "frequency" and "duration" of associations occur. They suggest that those
associations occurring with a high rate of frequency, longer periods of duration, and earlier
in life have stronger influence than those associations with similar patterns of frequency and
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durations that occur later in one's life. In connection with this condition of differential
association, Sutherland and Cressey suggest that the "intensity" or the prestige and the
emotional consequences associated with either a deviant or nondeviant act also factor into this
formula (Cressey and Sutherland [1924] 1978, p. 81).
To reiterate, differential association theory suggests that college student drug use is
the result of a learning process involving social interaction and communication. Contrary to
Sutherland, however, I suggest that some of these aspects of social interaction and
communication occur so early in one's life that it should not be suggested that these factors
directly associate with individual drug use. I do suggest, however, that these factors do
directly associate with an intervening variable, one's peer associations, which in turn directly
affects individual drug use. As one's duration of association with drug-using peers increases,
the likelihood that this individual will use drugs increases as well. Peer cluster theory
proposes this theoretical suggestion. It is now that I turn to a discussion of the underlying
theoretical premises of peer cluster theory: the theoretical foundation of this thesis.

Peer Cluster Theory
Peer cluster theory suggests that the array of personality traits and social
characteristics existing in an individual's environment ". . . set the stage for drug use, making
a young person susceptible to drug involvement or inoculating a youth against drugs"
(Beauvais and Oetting 1986, p. 19). Beauvais and Oetting developed the underlying premise
of peer cluster theory out of the past literature concerned with explaining drug use from the
perspectives of psychosocial and life style theories. According to Beauvais and Oetting,
Jessor and lessor's (1977) problem-prone behavior theory is one of the major psychosocial
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theories that has influenced their own theoretical work. Much like Beauvais and Oetting
theorize, Jessor and Jessor suggest that social and psychological characteristics and behavior
can be arranged in a way that makes an individual more likely to participate in drug use and
other forms of deviant behavior.
Walters (1980), an advocate of life style theories, has also influenced Beauvais and
Oetting's peer cluster theory. In his earlier work, he suggests that drug use is related to
alternate behaviors and activities that help to differentiate one drug-using group from another
on the basis of the types of drugs that are used, the frequency and amount that the group uses,
and the location of drug use. Life style theories have also been helpful to the development
of peer cluster theory because they have helped Beauvais and Oetting to clearly define the
concept of peer clusters. In the case of a drug-using peer cluster, Beauvais and Oetting
would define this cluster as a small group of peers that utilize certain drugs for leisure-time
activities at specific times and places and share the same attitudes and beliefs pertaining to this
specific type of drug use. Also, these drugs perform an important part in designating the
conditions and patterns of the group and sustaining the solidarity of the group (Beauvais and
Oetting 1986). The life style argument has also been beneficial to the development of peer
cluster theory because it suggests that there are drug-using groups among youths with
distinctive and perceivable traits that influence the behavior of individual members. However,
what differentiates peer cluster theory from other life style theories is the inclusion of
psychosocial traits (Beauvais and Oetting 1986).
With the aid of this earlier theoretical work of Jessor and Jessor and Walters, Beauvais
and Oetting have developed five general domains of psychosocial traits that may motivate an
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individual to associate with a group of peers that accept and engage in drug use. The first of
these five general domains of psychosocial characteristics is social structure. According to
Beauvais and Oetting, the underlying factors associated with social structure include age, sex,
ethnic group, religion, socioeconomic status, and family structure. The importance of these
factors on individual drug use can be found in their indirect effects on individual drug use.
For example, a male may be more likely to become involved with a group of peers that use
drugs than a female, or a particular ethnic group may be more likely to associate with drugusing peer groups than a member of another ethnic group.
The second of these general domains is socialization. According to Beauvais and
Oetting, this general domain includes underlying factors that link an adolescent to the
principal components of his or her social environment such as religious identification, family
relationships, family sanctions against drugs, success in school, liking for school, and peer
pressure. The importance of socialization can also be found in its indirect influence on
individual drug use. If an individual comes from a family that has a strong identification with
religion, the children within this family may be more likely to seek out peer groups that do not
accept and engage in drug use. Or, if an individual comes from a family that does not have
a strong identification with religion, the children within this family may be more likely to seek
out peer groups that do accept and engage in drug use.
The major difference between these first two general domains lies in the postulated
causal flow among the variables associated with each domain. The variables associated with
social structure are likely to impact the variables associated with socialization links but the
relationship among these variables is recursive. For instance, being a member of a particular

14
ethnic group can have the potential to influence your school success, but one's school success
cannot influence one's ethnicity.
The third general domain of psychosocial characteristics relating to peer cluster theory
is psychological characteristics. According to Beauvais and Oetting, these characteristics
include such intrinsic traits as self-confidence, feelings of social recognition, timidness, social
seclusion, depression, tension, and anger. Although Beauvais and Oetting suggest that these
psychological characteristics are not strong predictors of drug use, they do indicate that they
correlate with drug use and as a result, should be considered. Also, peer cluster theory
suggests that these variables differ from socialization links because the variables associated
with psychological characteristics are intrinsic to the individual. Primarily, the variables
associated with socialization links are extrinsic to the individual and, therefore, have the
potential to impact these psychological and intrinsic characteristics. However, unlike the
relationship between the domains of socialization links and social structure, the relationship
among the variables associated with these domains of socialization links and psychological
characteristics is nonrecursive.

It is possible to have reciprocal causations among the

variables associated with these two domains.
The fourth domain is attitudes, beliefs, and rationales. The underlying factors that
Beauvais and Oetting place here include acceptance of deviance, the importance of being a
"good person," expectancy for the future, and belief in the dangers of drug. The authors
suggest that if an individual accepts and tolerates deviant acts such as drug use, does not
believe that drugs are dangerous, and does not feel any importance in being labeled as a good
person in a nondrug-using group, then that individual is unlikely to believe that the use of
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drugs is a deviant or unacceptable act. As a result of these beliefs and feelings, the individual
is more likely to seek out a peer group that participates in and accepts drug use. On the other
hand, if the person does believe that drugs are dangerous, does feel that it is important to be
labeled as a good person in a nondrug-using group, then this individual is likely to believe that
drug use is a deviant and unacceptable act. As a result of these beliefs and feelings, this
individual is more likely to seek out a peer group that does not participate in and accept drug
use.
Although the variables associated with this domain are similar to those associated with
psychological characteristics, the variables associated with these domains do differ on the
basis of how a person explains why he or she uses drugs. When a person is asked, 'Why do
you use drugs?' rarely will he or she respond, 'Because I have low self-esteem and I feel
socially isolated.' Rather, the individual is more likely to respond with an arsenal of attitudes,
beliefs, and rationales that justify his or her behavior. He or she is more likely to indicate a
disbelief in the dangers of drugs, or to rely on learned rationalizations of behavior.
These underlying rationalization factors that Beauvais and Oetting place under the
general domain of rationales are those factors that provide reasons for participating in drug
use. These rationalization factors include such things as enjoying the effects of the drug, use
in social situations that call for such behavior, rebellion against parents, and other similar
factors that rationalize one's behavior. The importance of these rationalization factors can
also be seen in their indirect effects on individual drug use as well. For example, if an
individual feels that he or she can rebel against their parents with the use of drugs, the
individual will seek out and associate with a group of drug users.

16
The fifth general domain of these psychosocial characteristics includes behaviors. The
underlying factors placed under this domain include such behaviors as drug use, other deviant
behaviors, and peer associations and peer use.

The importance of these psychosocial

characteristics is in their direct effect on individual drug use. According to Beauvais and
Oetting, the most important predictor of individual drug use is peer use. All of the factors in
the previous four domains merely motivate an individual to place himself or herself in a
situation where drug use is the norm. Once the individual is placed in a social context where
one's peers accept and engage in drug use, the individual is likely to participate in the same
type of behavior. Once the individual is placed in this situation not only are the drugs
available, but the appropriate attitudes, beliefs, related behaviors, and rationalizations are
readily accessible as well.
In this thesis, I focus on eight of the psychosocial variables associated with peer
cluster theory. Within the first domain of social structure, I focus on sex and age of first use.
In the second domain of socialization links, attention is focused on the underlying factors of
religious identification, success in school, peer use, and family history pertaining to drug
use. For the third domain of attitudes, beliefs, and rationales, attention is centered around the
parents' attitudes concerning the use of alcohol. Finally, within the fifth domain of behaviors
I am focusing on an individual's recent drug history as the dependent variable.

Age of'First Use
The early onset of substance abuse has been cited in the past literature as a predictor
variable for recent and current drug use. Typically, the literature has shown a negative
relationship between the age of first use and recent use. A longitudinal study by Dobkin,
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Masse, Tremblay, and Vitaro (1995) found that early adolescent drug users were more prone
to future problems involving drug use and other maladjustments in later adolescence.
Similarly, youth who were not involved in early adolescent drug use were less likely to
become involved in drug-related problems later in life.
Thefindingsof another study also indicate that the age of first use plays a significant
role in predicting later use (Globetti and Lo 1993). Using data that were collected by
administering a survey to 160 black college students at a southern university, the researchers
determined that individuals who first used alcohol at an early age were more likely to have
higher levels of alcohol use and alcohol-related problems during college. However, it was
also discovered that if an individual used alcohol at an early age while in the presence of or
with the permission of one's parents, the importance of the age of first use diminished.
Globetti and Lo's findings suggest that in order for early drug use to dramatically influence
later drug use, it may be necessary that the early drug use be hidden from one's parents (and
presumably the result of peer or sibling influence).
Barnes, Dintcheff, and Welte (1992) also provide support for a hypothesis that
suggests that age of first use is a significant predictor variable for higher levels of alcohol use
and alcohol-related problems later in life. Drawing from data that were collected in 1986
from a sample of 6,364 individuals in New York (a portion of which were college students)
by telephone interviews, it was discovered that beginning to drink at an early age was a strong
predictor of high levels of alcohol use later in life. Further support for the importance of age
of first use has been reported by Globetti, Hawthorn-Hoeppner, Morasco, and Stem's
(1989) and Barry, Fleming, and MacDonald (1991).
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Sex
A large amount of research has also been done on the relationship between gender and
drug use. Predominantly, the past research has shown that females report lower levels of
drug-related problems than males. For example, Barnes et al. (1992) report that among all
of the age groups in their sample, males had higher rates of alcohol misuse and abuse. It has
also been shown that gender acts as a strong predictor of alcohol abuse in a number of other
studies (Barry et al. 1991; Elandt and Saltz 1986; Globetti et al. 1989; Hawkins, Loren, and
Spigner 1993; Luza 1990; Martin and Robbins 1993).

Religious Identification
Earlier research has identified the importance of religion and religious affiliation as
predictors of drug use. Brownfield and Sorenson (1991) note that among their selected
sample of adolescents, those who indicated an affiliation with either the Catholic, Jewish, or
Protestant religions were less likely to use drugs than those who did not indicate a religious
affiliation. After statistical analysis, it was determined that religious association significantly
correlated with adolescent drug use. A study of 160 black college students at a southern
university also indicated that family religious affiliation played a key role in restraining alcohol
use among college students (Globetti and Lo 1993).
Although these studies show that religious affiliation seems to reduce the levels of
alcohol and drug abuse, a study by Perkins (1987) indicated that the type of religion must be
considered as well. By administering a questionnaire to 860 college students between the
ages of 18 and 20, and using official school data, it was discovered that the students
associated with Gentile (non-Jewish faith) religious traditions were more likely to develop
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drug-related problems than those students who came from a Jewish religious tradition.
However, the results of this study also indicated that those students who were not affiliated
with any type of religion were also at a greater risk of developing alcohol-related problems.

Success in School
Success in secondary school has also been shown to be a predictor of drug use. One
study reported that those students with a higher level of success in secondary school were less
likely to be involved with drugs. Specifically, it was discovered that grade point average had
a significant and inverse relationship to post high school substance abuse (Bachman, Johnston,
O'malley, and Schulenber 1994).
The same type of relationship appears to exist between drug and alcohol use and
success in college.

A study by Grenier (1993) on a sample of 1,147 Louisiana State

University students also showed the same type of inverse relationship between academic
performance and drug abuse. Earlier research conducted in the mid 70's to the mid 80's also
showed the same type of relationship, that heavy drinking hampers academic performance
(Elandt and Saltz 1986).

Peer Influence
Earlier research also suggests that individual drug use is highly related to peer use.
The results of a 14-year study focusing on substance abuse on one college campus indicate
that the majority of the subjects tried drugs due to peer influence (Gallant, Myers, and
Patterson 1988). Another study that provides further support for this hypothesis is Barnes,
Welte, and Dintcheff's (1992) study of the relationship between college residency and drug
use. These researchers found that the living arrangement of a student provides a contribution
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to individual student drug use and that when a student chooses to live in a college dormitory,
the student increases the probability that he or she will misuse alcohol.
Earlier research conducted by Globetti, Haworth-Hoeppner, Morasco, and Stem
(1989) also established a relationship between student living arrangements and student drug
use. Instead of focusing on college dormitory residents, however, these researchers focused
on male students who lived in a college fraternity house. They discovered that within the
college population under investigation serious alcohol misuse was primarily a white male
phenomenon, particularly among those males who belonged to a college fraternity.
However, the results of these two studies were not free from the influence of spurious
effects — that is, an extraneous variable could account for the observed relationships. Still,
even if these were only spurious findings caused by an unidentified extraneous variable, it
seems extremely likely that these variables could indirectly relate to the experiences an
individual has when he or she attends a college or university. For example, a spurious
relationship could exist between living in a college dormitory or college fraternity house and
the misuse of alcohol, which would lead an investigator to conclude that living in a either of
these places may lead a student into alcohol abuse. The true independent variable, however,
could be that the student has established an association with a social group that frequently
used alcohol for recreational purposes. As a result, the student tried alcohol or drugs at the
suggestion of a friend or peer. It could certainly be suggested that the freedom from home
and the large supply of close living neighbors that a dormitory provides allows students to
associate with new peer groups.

So, although the original relationship between living in a

college dormitory and misusing alcohol may not have been direct, it still may have had an
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indirect affect on alcohol abuse because it helped set the stage for an individual's association
with specific peer groups.
Beyond being influenced by the norms of the new peer groups that college campuses
readily provide, the individual is introduced to factual knowledge within the group concerning
the norms of the peer group. If the individual develops contacts with new peer groups that
approve of drug use he or she is privy to more factual knowledge about drug use. This
suggestion is supported by Ruiz and Stock's (1977) data, which shows a significant difference
in the knowledge of and the attitudes about drug use between those adolescents who use
drugs and those adolescents who do not use drugs. The analysis of the data revealed that
those adolescents who used drugs had more accurate knowledge about drugs and drug use
than those adolescents who did not participate in drug use. They also found that individual
attitudes concerning drugs and drug use seemed to depend on the collective conscience of the
peer group in question. If the group collectively approved of drug use, an individual with
frequent associations with this group was likely to have a similar attitude concerning drug use.
Another study supports the relationship between individual marijuana use and
marijuana use among one's peers. Using a sample of 741 white and African-American college
students at a university in the deep south, Globetti, Globetti, and Lo (1994) discovered that
most of the marijuana users in the sample reported that they used marijuana only when they
were with their friends. There are a number of other studies that also confirm the relationship
between peer use and individual use (Beauvais and Oetting 1987; Elandt and Saltz 1986; Hays
and Revetto 1990; Khavari 1993).
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Family Influence
Another predictor of drug use identified in the past research is family drug use. A
study by Bahr, Hawks, and Wang (1993) suggests that if some members of a family used
drugs, the other members of the family were more likely to use drugs. After statistical
analysis, family drug use was shown to have a moderate and positive relationship to individual
drug use. In addition to this study, Luza's (1990) results drawn from a sample of 150 college
students showed a positive correlation between student use and parental use. The findings
of Perkins (1987) and Elandt and Saltz (1986) also indicated that a child is at greater risk for
developing alcohol-related problems if he or she is the child of an alcohol abuser.

Attitudes
Although Beauvais and Oetting primarily place the attitudes of the drug user under
this fourth general domain of psychosocial characteristics, I have chosen to place parental
attitudes of drug use under the "attitudes" domain. My reasoning for this decision stems from
the past literature that shows a relationship between parental attitudes on drug use and
adolescent drug use (Lazar et al. 1986; McDermott 1984). It is my suggestion that the drug
user's attitudes about drug use are partially the result of the attitudes of his or her parents.
For instance, if one's parents participate in the use of alcohol and/or marijuana, it is
likely that these parents will have their own attitudes, beliefs, and rationales for their own
personal drug use. In addition to having the potential of passing on this drug-related behavior
to their children they also have the potential to pass on their attitudes, beliefs, and rationales
that justify drug use. In the present study, I argue that if one's parents approve of the use of
alcohol and/or marijuana the children of said parents will be more likely to approve of the use
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of alcohol and/or marijuana and, therefore, more likely to use alcohol and/or marijuana.

Primary Group Attitudes
Lazar et al. (1986) collaborated in an investigation designed to examine primary group
influence on adolescent drug use. The members of the primary group were parents, older
siblings, and peers. The researchers discovered an inverse relationship between adolescent
drug use and the negative attitudes about drug use held by parents and older siblings.
Additionally, McDermott (1984) found a similar relationship between adolescent drug
use and parental attitudes about drug use. By doing a Chi-square analysis on data collected
from a sample of 106 drug-using subjects and 96 nondrug-using adolescents, McDermott
discovered that if parental attitudes about drug use were "permissive" the children of these
parents were more likely to use drugs. Alternately, McDermott discovered that if parental
attitudes about drug use were "nonpermissive" the children of these parents were less likely
to use drugs.
However, in the study published by Lazar et al. (1986) the relationship between peer
attitudes about drug use and adolescent drug use was stronger than the relationship
discovered between family attitudes against drug use and adolescent drug use.

This

relationship, which according to Kandel (1980) has been consistently reported in previous
research, suggests that although family influence initially plays a strong role, its power can
diminish over time.
Further support for this suggestion was provided by another study that examined
family influence on adolescent drug use. Using a social learning perspective, another set of
researchers hypothesized that peer drug use was positively correlated with adolescent drug
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use and that family bonds were negatively correlated with adolescent drug use. While the
analysis supported this hypothesis, the results also showed that while peer drug use was
strongly correlated with adolescent drug use, the negative correlation between family bonds
and drug use was only moderately strong (Bahr, Hawks, and Wang 1993).
This reduction in family influence may be because the adolescent becomes exposed
to other social groups with differing norms of behavior that may be contrary to family norms.
Due to these alternative attitudes and social norms, the social norms of the family group must
compete with the social norms of the peer group. To borrow an explanation from the
perspective of differential association theory, the group that the individual associates with
more frequently and with a higher level of priority, duration, and intensity wins the
competition. This type of competition is obviously an uphill battle for the family group when
a younger member moves away to a college and is geographically restricted from the
consistent influence from the family.

Behaviors
The major underlying factor that falls under this general domain is individual drug use
which, according to the perspective of peer cluster theory, is primarily the result of
psychosocial characteristics that motivate an individual to associate with a drug-using peer
cluster which, in turn, directly influences individual drug use. An initial attempt to establish
empirical support for this perspective was conducted by Beauvais and Oetting in 1987. In
their study, they focused on the general domain of socialization and established a causal
model to explain drug use by using only the psychosocial characteristics associated with
socialization.

The psychosocial characteristics that were under empirical investigation
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included family strength, family sanctions against drug use, religious identification, school
adjustment, and peer influence.
Their first step in establishing this model was to classify family strength (family
solidarity and whether or not the youth felt that the family cared) as the only exogenous
variable in the model, and measure the direct effect of family strength on the endogenous
variables of family sanctions against drug use (family's sanctions against alcohol, marijuana,
inhalants, and other drugs), religious identification (how religious the individual was and how
much he or she participated in religious activities), and school adjustment (liking for school
and success in school). The direct effect of family strength was shown to have the strongest
impact on family sanctions against the use of drugs (P = .35). The direct effects of family
strength on religious identification (P = .16) and school adjustment (P = .15) were shown to
be moderately weak.
The second step was to identify any statistically significant direct effects between the
endogenous variables of family sanctions, religious identification, and school adjustment. Of
these three, only one direct path was discovered. Religious identification was found to
directly influence (p = .31) school adjustment.
The next step was to measure the direct effect of family strength and each of the three
endogenous variables (family sanctions, religious identification, and school adjustment) on
peer drug associations (percentage of peers using drugs and peer pressure to use or not to use
drugs). In this step Beauvais and Oetting were testing the hypothesis that the antecedent
variables motivated an individual to associate with a specific type of peer cluster. Their
findings did support their hypothesis. Family sanctions were found to directly influence peer
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drug associations (p = -.29); religious identification was found to also directly influence peer
drug associations (P = -.29); and school adjustment directly influenced peer drug associations
(P = -.33). Family strength, the only exogenous variable in the model, was discovered to only
influence peer drug associations through its indirect effect on the endogenous variables. Their
final step was to measure the influence of all of these variables on individual drug use (levels
of alcohol and other drug use) and to test the perspective of peer cluster theory that suggests
that all of these variables influence the outcome variable indirectly.
Support for this hypothesis was also obtained. Peer drug associations was discovered
to have the strongest influence on drug use (P = .74), and school adjustment was the only
variable antecedent to peer drug associations that was found to directly relate to individual
drug use. However, Beauvais and Oetting note that this direct relationship of school
adjustment on individual drug use only accounted for a small amount of the variation in this
outcome variable (P = -. 11).
Since they did not include all of the underlying psychosocial factors associated with
peer cluster theory, the results of this study could not completely confirm the theory.
However, according to Beauvais and Oetting, the results of the path analysis supported two
critical speculations associated with peer cluster theory. First, they found support for their
prediction that these socialization characteristics were significant predictors of individual drug
use.
Second, they also found support for the argument that family strength, family
sanctions, religious identification, and school adjustment indirectly affect individual drug use,
since their proximal location to individual drug use is greater than the proximity of peer drug
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use to individual drug use. As mentioned earlier, the results of their analysis did not
completely support the perspective of peer cluster theory because school adjustment did
produce a weak effect on individual drug use. However, Beauvais and Oetting concluded that
this unexpected finding did not significantly hamper the perspective of peer cluster theory
because of its weak explanatory power.
Hays and Revetto (1990) reanalyzed Beauvais and Oetting's model and provided
further support for peer cluster theory. A few minor differences between Hays and Revetto's
analysis and Beauvais and Oetting's analysis were found. First, in their reanalysis of Beauvais
and Oetting's model they were able to discover a significant direct effect of an endogenous
variable on the outcome variable that was not significant in Beauvais and Oetting's model.
Hays and Revetto reported that family sanctions did, indeed, directly influence individual drug
use. However, this new finding did not greatly alter the perspective of peer cluster theory,
because the amount of variation that was explained in individual drug use by the direct effect
of family sanctions was minimal.
Secondly, the direct effect of peer associations on individual drug use (P = .67) was
slightly weaker in Hays and Revetto's analysis, explaining a smaller amount of the variation
in the outcome variable. A third difference was the strength of the direct effect of school
adjustment on individual drug use (p = -.09). It was found to be slightly weaker, but the
difference was so slight that it is likely to be inconsequential. The strengths of the direct
effects of the other variables within the model were identical to those that were calculated by
Beauvais and Oetting. As a result of their reanalysis, Hays and Revetto suggest that Beauvais
and Oetting were correct in suggesting that psychosocial characteristics play a key role in
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influencing individual drug use through their influence on peer associations.
The present study builds upon Beauvais and Oetting's previous causal model of drug
use by considering a number of the other psychosocial characteristics and subjecting these
other characteristics to empirical testing in order to further explore peer cluster theory. The
following chapter examines the manner in which this task was performed.

CHAPTER III
METHODOLOGY
In the previous sections of this thesis I have suggested that a social group can greatly
influence one's decision to participate or not to participate in drug use. Also, it has been
argued that the conditions of Sutherland and Cressey's theory of differential association help
set the stage for an individual's association with what Beauvais and Oetting define as peer
clusters. According to this recently established peer cluster theory, these peer clusters directly
influence individual drug use.

Peer cluster theory also suggests that psychosocial

characteristics, such as those associated with differential association theory, are directly
related to one's association with a peer cluster but only indirectly related to individual drug
use. This thesis uses two models to empirically test this theoretical model.

Sampling and Data Collection
A sample of Western Kentucky University's undergraduate student population was
established by randomly selecting 70 classes from the total number of undergraduate classes
offered during the fall semester of 1996. The professor of each selected class was contacted
by a graduate student and his or her approval and a scheduling date was requested. Of the
70 classes that were selected, a scheduling date for the administration of the survey was set
for 63 of the classes. Of the seven missed classes two were no longer meeting as a class and
five could not be reached in time to schedule a testing time during the two weeks allowed for
29
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data collection.
A team of graduate students administered the surveys to each selected class at the
scheduled time of the class meeting, requesting the participation of only those students who
had not previously completed a survey. Respondents were guaranteed anonymity and asked
to voluntarily fill out the Core Alcohol and Drug Survey and the additional questions
supplemented to the survey (to view these questions see Appendix A). Response rates were
excellent with no students refusing to participate.
Based on class enrollment, 1838 students were originally selected to participate, but
only 1312 of these students actually completed the survey (a completion rate of 71 percent).
Five-hundred and twenty-six subjects did not fill out the survey because of absences from
class or tardiness to class on the day of data collection. Because of the possibility that some
of these students may have missed as a consequence of alcohol or drug abuse, it is possible
that the sample underestimates the true levels of drug use on campus. However, it should be
recognized that such an underestimation does not necessarily alter the bivariate or partial
correlations between variables. To the extent that this is true, an underestimation does not
pose a problem for the multivariate analysis.

Comparison of Sample and Population
A comparative analysis of known demographic variables was made to see if the sample
was representative of the population. The percentages of freshmen, sophomores, juniors,
seniors, graduate students, and others associated with the sample population were compared
to the known distributions in the student body. The percentages of females and males within
the sample were compared to the percentages in the university population. In addition,
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comparisons of the percentages of the different races found within the sample were compared
to the university population (Western Kentucky University Fact Book 1996, p. 8). Table 1
shows the distribution of these demographic characteristics.

Table 1.

Comparison of Sample and Population.

Variable

Sample Statistic

University Parameter

Student Classification
Freshmen

31.0%

29.1%

Sophomore

22.0%

17.1%

Juniors

21.7%

15.3%

Seniors

22.2%

21.9%

Graduate

2.4%

14.0%

Other

.7%

2.6%

Total

100.0%

100.0%

n = 1311

N = 14,721

Male

40.7%

40.1%

Female

59.3%

59.9%

Total

100.0%

100.0%

n = 1245

N = 14,721

White

89.2%

91.7%

Black

7.4%

6.2%

Other

3.4%

2.1%

Total

100.0%

100.0%

n = 1292

N = 14,721

Sex

Ethnic Origin

32
As seen in Table 1, the sample closely approximated the overall university
distributions on the variable "classification" though a much smaller percentage of graduate
students was included. However, this difference was to be expected since the sample was
drawn by randomly selecting undergraduate classes from all of the undergraduate classes
offered at Western Kentucky University during the fall semester of 1996. Obviously, this
process greatly reduced the probability of having a comparable percentage of graduate
students since only 400G graduate classes could have been included. As for the other
characteristics, the sample tended to closely approximate the population. Sex and ethnic
origin in the sample were shown to be similar to the distributions in the population. These
comparisons suggest that the sample is representative of the undergraduate student
population.

Operational Definitions
The first exogenous variable, sex, was operationally defined simply as the respondent's
gender: male or female. Because path analysis requires that all variables in the model are
measured on either an interval or ratio scale of measurement, a dichotomous variable was
created to represent gender. If a respondent reported that he was male, the response was
coded as a zero. If a respondent reported that she was a female, her response was coded as
a one.
The second exogenous variable, importance of religion to the family, was defined
with the use of an attitude question. Each respondent was asked, on a scale of zero to nine,
to rate how important religion was to his or her family. A rating of zero suggested that
religion was not important to their family, and a rating of nine suggested that religion was
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very important to their family.
The third exogenous variable, parental attitudes about alcohol use, was also defined
with the use of an attitude question. Each respondent was asked, on a scale of zero to nine,
to rate his or her parents' attitudes concerning the use of alcohol. A rating of zero suggested
that the respondent's parents were strongly opposed to the use of alcohol, and a rating of nine
suggested that the respondent's parents strongly favored the use of alcohol.
The fourth exogenous variable, the number of family members with drug related
problems, was operationalized as the total number of members within the respondent's family
that had drug related problems. This variable had a potential range from zero to ten. The
fifth exogenous variable, approximate cumulative grade average, was defined as the
approximate cumulative grade average that the respondent reported. The variable included
both (+) and (-) letter grades and ranged from a low of F (value of 1) to A+ (value of 13).
The sixth exogenous variable varied from model to model. In the causal model for
alcohol use age of first use of alcohol was measured. If the respondent reported that he or
she had never used alcohol a code of zero was assigned. A ten was coded for those
respondents who reported using alcohol before the age of ten. If the respondent reported that
he or she had first used alcohol between the ages of ten and 11, the midpoint of this range
(10.5) was coded. If the respondent reported that he or she had first used alcohol between
the ages of 12 and 13 a code of 12.5 was made. If the respondent reported that he or she had
first used alcohol between the ages of 14 and 15 a code of 14.5 was applied. A respondent
reporting that he or she had first used alcohol between the ages of 16 and 17 received a code
of 16.5. A code of 19 was applied to those respondents reporting that they had first used
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alcohol between the ages of 18 and 20. If the respondent reported that he or she had first
used alcohol between the ages of 21 and 25 a code of 23 was applied. Finally, if the
respondent reported that he or she had first used alcohol at the age of 26 or above a code of
26 was applied. The sixth exogenous variable in the causal model for marijuana use, age of
first use of marijuana, was measured by using the same coding procedure described above.
The first endogenous variable to enter the causal model for alcohol use was peer
alcohol use. In the first model this endogenous variable was measured according to the
percentage of the respondent's college friends who use alcohol at least weekly. To measure
this variable, each respondent was asked to report the percentage of his or her college friends
that use alcohol at least weekly. The possible responses ranged from zero percent to 90
percent or more. The coding for the responses to each of these questions was as follows: a
code of zero indicated zero percent; a code of one indicated ten percent; a code of two
indicated 20 percent; a code of three indicated 30 percent; a code of four indicated 40
percent; a code of five indicated 50 percent; a code of six indicated 60 percent; a code of
seven indicated 70 percent; a code of eight indicated 80 percent; a code of nine indicated 90
percent or more.
In the second model the endogenous variable, peer marijuana use, was defined by
asking the respondents to report the percentage of his or her college friends that use
marijuana at least weekly. The possible responses and codings for this variable were the same
as described above.
The outcome variable for each model also varied. In the first model the dependent
variable, subject alcohol use, was defined as the respondent's reported level of alcohol use
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within the last year. An index was created to rate alcohol use for each respondent.

If a

respondent reported that he or she had never used alcohol, a score of zero was recorded for
that respondent's level of alcohol use. If a respondent indicated that he or she had used
alcohol once in the last year, a score of one was recorded for that respondent's level of
alcohol use. For those respondents who indicated that they used alcohol six times within the
last year, a score of six was recorded for the level of alcohol use. If he or she used alcohol
once a month within the last year, the respondent received a score of 12. If a respondent
reported that he or she used alcohol twice a month within the last year, a score of 24 was
assigned. For those respondents who reported that they had used alcohol either once a week,
three times a week, five times a week, or every day within the last year, a score of 52 was
assigned.
In the second model the outcome variable, subject marijuana use, was defined as the
respondent's reported level of marijuana use within the last year. The same scaling weights
were used.

Hypotheses
The following hypotheses relate to the relationships between the exogenous and
endogenous variables and the outcome variable.
Hj:

Males will report a higher percentage of college friends who are
regular alcohol/marijuana users than females.

H2:

Males will report a higher incidence level of alcohol/marijuana use
than females.

H3:

AS the importance of religion to the family increases, the percentage
of the subject's college friends who use alcohol/marijuana will
decrease.
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H4:

AS the importance of religion to the family increases, the subjects will
report a lower incidence level of alcohol/marijuana use.

H5:

AS parental attudes about alcohol use become more favorable, the
percentage of the subject's college friends who use alcohol/marijuana
will increase.

H6:

AS parental attitudes about alcohol use become more favorable, the
subjects will report a higher incidence level of alcohol/marijuana use.

H7:

As the number of family members with drug problems increases, the
percentage of the subject's college friends who use alcohol/marijuana
will increase.

H8:

AS the number of family members with drug problems increases, the
subjects will report a higher incidence level of alcohol/marijuana use.

H9:

AS approximate cumulative grade average increases, the percentage
of the subject's college friends who use alcohol/marijuana will
decrease.

H10:

As approximate cumulative grade average increases, the subjects will
report a lower incidence level of alcohol/marijuana use.

Hn:

As the age that the respondent first used alcohol/marijuana
decreases, the percentage of the subject's college friends who use
alcohol/marijuana will increase.

H12:

As the age that the respondent first used alcohol/marijuana
decreases, the subjects will report a higher incidence level of
alcohol/marijuana use.

H13:

As the percentage of the subject's college friends who use
alcohol/marijuana weekly increases, the subject's incidence level of
alcohol/marijuana use will increase.

Analytic Procedure: Path Analysis
The causal models proposed in this research are analyzed with path analysis, a
statistical procedure that uses multiple linear regression methods of assessment. Also, path
analysis is used because it has the ability to test the causal relations among the variables
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specified in the two causal models and because it provides the ability to calculate the indirect,
direct, and total effects of each variable within the model. Specifically, path analysis allows
me to determine whether an individual who has been predisposed to drug use, either by
demographic variables or psychosocial characteristics, is more likely to associate with
individuals who participate in drug use. In turn, the path analysis will be able to determine
the unique influence of drug use among an individual's peers on individual drug use, and also
whether or not the psychosocial characteristics directly relate to individual drug use. The
path analyses and the bivariate analyses are statistically tested at the .05 level of alpha, and
a univariate analysis for each variable within the model is also reported.

Assumptions of Path Analysis
In order to use path analysis effectively, the data under investigation must meet several
assumptions (Land 1969). The first of these eleven assumptions is that the variables under
investigation must be continuous. If a datum falls on the nominal scale of measurement, it
must classifiable as a dichotomy (for instance coding males as zero and females as one) and
interpreted as the presence of an attribute (such as "maleness"). If a datum falls on the
ordinal scale of measurement it can still be used, but the investigator must either create
dummy variables or make the ordinal variable more interval-like. For example, if a researcher
is measuring the age that the respondent first used alcohol with the categories never used,
under the age of 10, between the ages of 11 and 20, or 21 or older, a more interval appearing
scale would be approximated by recoding the variable. Those respondents who would report
that they had never used alcohol would receive a score of zero. The respondents reporting
that they had used alcohol before the age of ten would receive a score of 10, those reporting
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that they had first used alcohol between the ages of 11 and 20 would receive a score of 15.5,
and those respondents reporting use after the age of 21 would receive a score of 21.
A second assumption of path analysis is that the variables within the model are linearly
related, which suggests that the variation in the value of the dependent variable is proportional
to the variation in the value of the independent variable (Bohrnstedt and Knoke 1994, p. 193).
The procedure of path analysis is not designed to identify curvilinear or parabolic
relationships.
Path analysis also assumes that the variables within the model are additive. This
additive assumption between the variables suggests that each time a new variable is added into
a path model the amount of explained variation in the dependent variable increases. For
instance, the amount of variation explained in (Yj) by (X/) should be less than the amount
explained in (Yj) by the influence of (X,) and (X2).
The assumption of a large sample size is the fourth assumption associated with path
analysis. For path analysis to work effectively, there should be a minimum of 15 cases for
each variable within the path model. This assumption does not present a problem for the
present study because of the large sample population (n = 1312). The fifth assumption,
however, that the variance in the sample population should be characterized by
homoscedasticity not only presents a problem for this research project but also for the
majority of all sociological studies using path analysis.
Rarely within sociological analysis is the variance within a population characterized
by unchanging conditional variances or homoscedasticity. Rather, the variance within a
population is usually characterized with changing conditional variances or heteroscedasticity.
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For example, consider the relationship between education and income. Typically, a linear
relationship would be expected. It would be expected that as education increases, income
tends to increase as well. However, the conditional variance does not remain the same
throughout the entire population. For instance, an individual that only has an eighth grade
education would be expected to make substantially less than an individual with a Bachelor of
Arts degree. However, the range or amount of variability in income also may be quite
different at different levels of education, and this condition represents heteroscedasticity.
The sixth assumption of path analysis is that the variables within the model should
have low multicolinearity. Path analysis assumes that variables within the model are not
highly correlated with each other. Path analysis also assumes that the variables within the
sample are normally distributed. This assumption presents a problem for sociological analysis
because rarely are the sample distributions under investigation normally distributed.
However, the selected sample is large enough to minimize this problem (n = 1312).
Path analysis also assumes that the causal flow in the model is recursive meaning that
all of the causal influences from the independent to the dependent variables flow in only one
direction. Within path analysis, feedback loops or reciprocal causations are not present. That
is, path analysis assumes that (X) affects (Y), but (Y) does not affect (X).
The ninth assumption of path analysis is that the causal priorities and the temporal
order within the model are undebatable. The undebatable causal priority is tied into the
necessity of a recursive model. Path analysis assumes that an endogenous variable cannot
cause a change in an exogenous variable and, therefore, the organization in which the model
is proposed should be undebatable.

The undebatable temporal order suggests that the
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exogenous variables must occur within a time-ordered sequence before the endogenous
variables.
The tenth assumption of path analysis is that the error terms or residual effects
between the variables within the model are uncorrelated, and the final assumption of path
analysis is that a high level of measurement reliability is required.

Causal Models One and Two
Two separate operational definitions of the incidence levels of drug use are regressed
on seven independent variables. This process results in two separate models, one pertaining
to alcohol use and the other to the use of marijuana. Each of the two models also differ in
the operational definition of the sixth exogenous variable and the first endogenous variable.
In the first model, age offirst use of alcohol is the sixth exogenous variable. The first
endogenous variable in this model, peer alcohol use,

includes the percentage of the

respondent's college friends who use alcohol, and the outcome variable, subject alcohol use,
is measured by the incidence level of alcohol use by each respondent.
In the second model, age of first use of marijuana is the sixth exogenous variable.
The first endogenous variable in this model, peer marijuana use, includes the percentage of
the respondent's college friends who use marijuana, and the outcome variable, subject
marijuana use, is measured by the level of marijuana use reported by each respondent.

Variables Shared by Each of the Two Path Models
Five of the same exogenous variables are included in each of the two models. Each
of these variables is examined to identify if it significantly relates to peer use and subject
alcohol or marijuana use. The first endogenous variable is sex, the second is importance of
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religion to the family, the third is parental attitudes about alcohol use, the fourth is number
of family members with alcohol or drug related problems, and the fifth is approximate
cumulative grade average. For a graphic depiction of the two causal models see Figure 1 and
Figure 2.

Figure 1.

A Causal Model for Alcohol Use.

X, = Sex
X2 = Importance of Religion to the Family
X3 = Parental Attitudes about Alcohol Use
X4 = # of Family Members with Alcohol
or Drug Related Problem
X5 = Approximate Cumulative Grade
Average
Xg = Age of First use of Alcohol
Yl = Peer Alcohol Use
Y2 = Subject Alcohol Use
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Figure 2.

A Causal Model for Marijuana Use.

^ = Sex
X2 = Importance of Religion to the Family
X3 = Parental Attitudes about Alcohol Use
X+ = # of Family Members with Alcohol or
Drug Related Problem
X5 = Approximate Cumulative Grade
Average
Xs = Age of First use of Marijuana
Yt = Peer Marijuana Use
Y2 = Subject Marijuana Use

CHAPTER IV
DATA ANALYSIS
In Chapter II it was suggested that several social characteristics were likely to
influence an individual's decision to associate with drug users and that this association would
influence individual drug use. Two causal models were created to test this premise of peer
cluster theory. In this chapter, the univariate distributions of each variable contained within
the two causal models are examined before investigating the statistical significance of the path
models.

Univariate Analysis
The univariate analysis of the first exogenous variable, sex, was previously shown in
Chapter III (see Table 1) with 59.3 percent of the sample composed of females.
Table 2 illustrates the univariate analysis of the second exogenous variable,
importance of religion to the family. As previously mentioned, this variable was measured
on a scale ranging from zero to nine. A score of zero suggested that religion was not
important to the respondent's family, and a score of nine suggested that religion was very
important to the respondent's family.
The frequency distribution for this variable shows that only 3.7 percent of the
respondents reported that religion was not important to their family. Only 20.8 percent of the
students rated the importance of religion in the lowest five categories (scores of 0 to 4),
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suggesting the overall importance of religion. Similarly, 36.2 percent of the students rated
religion as 'very important' (the highest category) and nearly half (45%) of the students
choose the highest three categories (scores of 7 to 9).

Table 2.

Frequency Distribution for Importance of Religion to the
Respondent's Family.

Self-Rating

Percent

Cumulative Percent

Not Important (A Score of Zero)

3.7%

3.7%

(A Score of One)

1.8%

5.5%

(A Score of Two)

3.4%

8.9%

(A Score of Three)

5.2%

14.1%

(A Score of Four)

6.7%

20.8%

(A Score of Five)

8.6%

29.4%

(A Score of Six)

10.0%

39.4%

(A Score of Seven)

14.7%

54.1%

(A Score of Eight)

9.6%

63.7%

Very Important (A Score of Nine)

36.2%

99.9%

Total

99.9%
n = 1307

To measure the third exogenous variable, parental attitudes about alcohol use, the
same rating procedure was used. A value of zero indicated that the respondent's parents
were strongly opposed to alcohol use, and a value of nine indicated that the respondent's
parents strongly favored alcohol use.
According to Table 3, more than half of the answers fell in the low end of the scale
(zero to three) suggesting that the majority of the sample felt that their parents were strongly

45
or moderately opposed to the use of alcohol. Similarly, it is notable that a little over onequarter of the respondents (25.8%) suggested that their parents were strongly opposed to the
use of alcohol (a score of zero).

Table 3.

Frequency Distribution of Parental Attitudes Concerning
Alcohol Use.

Self-Rating

Percent

Cumulative Percent

Strongly Opposed (A Score of Zero)

25.8%

25.8%

(A Score of One)

8.1%

33.9%

(A Score of Two)

10.3%

44.2%

(A Score of Three)

11.1%

55.3%

(A Score of Four)

14.3%

69.6%

(A Score of Five)

16.2%

85.8%

(A Score of Six)

5.6%

91.4%

(A Score of Seven)

4.5%

95.9%

(A Score of Eight)

1.7%

97.6%

Strongly Favorable (A Score of Nine)

2.3%

99.9%

Total

99.9%
n =1305

The frequency distribution of the fourth variable, the number of family members with
drug problems, is shown in Table 4. The frequency distribution indicates a type of curve that
is referred to as a J-curve, because the pattern of this distribution, when graphed, looks like
a reversed "J." This type of curve occurs when the majority of the distribution falls at the low
end of the distribution, and the proportion of the sample population falling in the categories
to the right of the low end of the distribution quickly diminishes.
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In the case of this variable, the majority of the sample population (46.5%) reported
that they had no family members with alcohol or other drug problems. The next highest
percentage of the sample population (31.8%) reported that they had only one family member
with an alcohol or other drug-related problem and less than five percent of the respondents
report three or more family members with a drug problem.

Table 4.

Frequency Distribution of Number of Family Members with
Alcohol or other Drug Problems.

Number of Family Members

Percent

Cumulative Percent

Zero

46.5%

46.5%

One

31.8%

78.3%

Two

12.7%

91.0%

Three

5.3%

96.3%

Four

2.4%

98.7%

Five

.9%

99.6%

Six

.2%

99.8%

Seven

.2%

100.0%

Eight

0%

100.0%

Nine

.1%

100.1%

Ten

.1%

100.2%

Total

100.2%
n = 1312

The frequency distribution of the fifth exogenous variable, approximate cumulative
grade average, is shown in Table 5. The highest percentage of students (20.3%) reported
that their approximate cumulative grade average was a (B). As one might expect, there is a

low percentage of students reporting a high cumulative grade average (A+ to A-), a low
percentage of students reporting a low cumulative grade average (C- to F), and a large
percentage of students reporting a cumulative grade average between (B+) and (C). This
frequency distribution shows a normal distribution with a median and mode that are equal (5.0
or B) and a mean that is close in value to the median and mode (5.3 or between B and B-).

Table 5.

Frequency Distribution of Approximate Cumulative Grade
Average.

Grade (Code)

Percent

Cumulative Percent

A+

(13)

2.8%

2.8%

A

(12)

8.9%

11.7%

A-

(11)

9.6%

21.3%

B+

(10)

12.8%

34.1%

B

(9)

20.3%

54.4%

B-

(8)

14.1%

68.5%

C+

(7)

15.3%

83.8%

(6)

11.3%

95.1%

(5)

3.7%

98.8%

D+

(4)

.6%

99.4%

D

(3)

.4%

99.8%

D-

(2)

.2%

100.0%

F

(1)

0%

100.0%.

c
c-

Total

100.0%
n = 1259
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The frequency distribution of the sixth exogenous variable in the first model, age of
first use of alcohol, is illustrated in Table 6. The distribution shows that more than half of the
students (51.5%) first used alcohol before the age of 16. An interesting and notable fact is
that only a small fraction of the sample (2.0%) indicated that they first used alcohol after they
reached the legal drinking age of 21 years. Only 13.7 percent of the sample indicated that
they had never used alcohol, 3.5 percent of the respondents stated that they had first used
alcohol before the age of ten, 2.1 percent indicated that they first used alcohol between the
ages of ten and 11, and 9.1 percent indicated that they had first used alcohol between the ages
of 12 and 13.

Table 6.
Age

Frequency Distribution of Age of First Use of Alcohol.
Percent

Cumulative Percent

Never

13.7%

13.7%

Under 10

3.5%

17.2%

10 to 11

2.1%

19.3%

12 to 13

9.1%

28.4%

14 to 15

23.1%

51.5%

16 to 17

29.0%

80.5%

18 to 20

17.5%

98.0%

21 to 25

1.8%

99.8%

26 or older

.2%

100.0%

Total

100.0%
n = 1312
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The frequency distribution for age offirst use of marijuana is illustrated in Table 7.
This frequency distribution shows that over half of the sample (52.9%) indicated that they had
never used marijuana. The majority of the sample reporting previous marijuana use indicated
that they had first used marijuana between the ages of 14 years and 20 years (41%). Only a
small fraction (2.8%) indicated that they had used marijuana before the age of 14 years, and
also, only a small fraction (3.5%) indicated that they had first used marijuana after the age of
20 years.

Table 7.

Frequency Distribution of Age of First Use of Marijuana.
Percent

Age

Cumulative Percent

Never Used

52.9%

52.9%

Under 10

.3%

53.2%

10 to 11

.4%

53.6%

12 to 13

2.1%

55.7%

14 to 15

8.8%

64.5%

16 to 17

16.2%

80.7%

18 to 20

16.0%

96.7%

21 to 25

3.3%

100%

26 and over

.2%

100.2%

Total

100.2%
n = 1309

The frequency distribution of the first endogenous variable in the first model, peer
alcohol use, is shown in Table 8. The modal response to the question, 'What percent of your
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college friends use alcohol at least weekly?' was 90 percent or more (17.1%). The frequency
distribution also shows that well over half of the sample (60.2%) reported that 50 percent or
more of their college friends use alcohol at least weekly, suggesting that the majority of the
sample population had a high percentage of college friends who use alcohol regularly.
Another fact worth noting is that only ten percent of the sample reported that none of their
college friends used alcohol at least weekly. Table 8 also shows that 11 percent reported that
ten percent of their college friends used alcohol at least weekly, and a smaller percentage
(5.8%) reported that 20 percent of their college friends used alcohol at least weekly.

Table 8.

Frequency Distribution of Peer Alcohol Use.

Percent of Respondent's College
Friends Who Use Alcohol Weekly

Percent

Cumulative Percent

0.0%

10.0%

10.0%

10%

11.0%

21.0%

20%

5.8%

26.8%

30%

6.7%

33.5%

40%

6.2%

39.7%

50%

11.9%

51.6%

60%

8.3%

59.9%

70%

11.6%

71.5%

80%

11.3%

82.8%

90% or more

17.1%

99.9%

Total

99.9%
n = 1290

The frequency distribution of the first endogenous variable in the second model, peer
marijuana use, is shown in Table 9. The frequency distribution shows that the modal
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response to the question, 'What percent of your college friends use marijuana at least
weekly?' was none (39.4%). However, 21.8 percent of the respondents reported that ten
percent of their college friends use marijuana at least weekly. From this point, however, the
percentages begin to taper down with only 8.3 percent of the respondents reporting that 20
percent of their college friends use marijuana weekly, and 23 percent reporting that more than
30 percent of their college friends use marijuana weekly.

Table 9.

Frequency Distribution of Peer Marijuana Use.

Percent of Respondent's College
Friends Who Use Marijuana Weekly

Percent

Cumulative Percent

0.0%

39.4%

39.4%

10%

21.8%

61.2%

20%

8.3%

69.5%

30%

7.6%

77.1%

40%

5.0%

82.1%

50%

5.4%

87.5%

60%

3.0%

90.5%

70%

3.1%

93.6%

80%

1.9%

95.5%

90% or more

4.6%

100.1%

Total

100.1%
n = 1296

The frequency distribution of the outcome variable in the first model, subject alcohol
use, is shown in Table 10. To more closely approximate an interval scale and, therefore, meet
one of the assumptions of multiple regression and path analysis, each respondent was given
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a weighted score for his or her level of alcohol use within the last year.
Well over half of the respondents (59.1%) reported that they had used alcohol at least
once a month within the last year, thereby suggesting that the majority of the sample could
be considered alcohol users. Of this majority, well over half (37.7%) reported that they had
used alcohol at least once a week within the last year. A much smaller percentage (20.4%)
was reported for those respondents indicating that they had not used alcohol within the last
year. Only about one-fifth of the sample did not use alcohol last year.

Table 10.

Frequency Distribution of Subject Alcohol Use.

Level of Use (Score)

Percent

Cumulative Percent

Never (0)

20.4%

20.4%

Once a year (1)

9.7%

30.1%

Six times a year (6)

10.7%

40.8%

Once a month (12)

7.8%

48.6%

Twice a month (24)

13.6%

62.2%

One/three/five times a week or (52)
Every day

37.7%

99.9%

Total

99.9%
n = 1302

The frequency distribution of the outcome variable in the second model, subject
marijuana use, is shown in Table 11. This variable was measured in the same manner as
subject alcohol use, with weighted scores, so that an interval scale could be more closely
approximated. The majority of the sample (67.4%) reported that they had not used marijuana
within the last year. This suggests that most of the respondents could not be considered
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marijuana users.

However, Table 11 also shows that 32.6 percent of the respondents

reported that they had used marijuana at least once within the last year, and of these
respondents 10.0 percent reported that they had used marijuana at least once a week within
the last year. Thus, alcohol use was more highly prevalent than marijuana use.

Table 11.

Frequency Distribution of Subject Marijuana Use.

Level of Use (Score)

Percent

Cumulative Percent

Never (0)

67.4%

67.4%

Once a year (1)

9.3%

76.7%

Six times a year (6)

6.6%

83.3%

Once a month (12)

3.2%

86.5%

Twice a month (24)

3.5%

90.0%

One/three/five times a week or (52)
Every day

10.0%

100.0%

Total

100.0%
n = 1302

Bivariate Analysis
The Alcohol Model
Table 12 shows the bivariate relationships among the six exogenous variables in the
causal model for alcohol use and the two endogenous variables (a total of 28 correlations).
Fifteen of the correlations represent the relationships among the six exogenous variables. The
remaining 13 correlations relate each of the six exogenous variables to the two endogenous
variables ~ peer alcohol use and subject alcohol use.
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Table 12.

Correlation Matrix of Endogenous and Exogenous Variables
in Model One: A Causal Model for Alcohol Use.

Variables
Sex

(2)

(3)

.07*

-.04

(2) Importance
of Religion

-36**

(3) Parental Attitudes
(on alcohol)
(4) # of Family
Members
with Drug Prob,

(4)

(5)

(6)

(7)

(8)

.07**

.18**

.02

-.21**

-.17*

.07**

-.10**

-.24**

-.25 * *

.09**

.20**

.30**

.36**

.08**

.02

-.05
.12**

-.02

-.01

(5) Approximate
G.P.A.

-.18**

.19**

(6) Age of First
Use (Alcohol)

•20**

.31**

(7) Peer Alcohol Use

-61"

(8) Subject Alcohol
Use

*p < .05

**p<.01

Of the 15 correlations among the six exogenous variables (variables 1 through 6), all
but four were statistically significant. No relationship was found between sex and parental
attitudes about alcohol use, between sex and age of first use of alcohol, between importance
of religion to the family and number of family members with drug problems, and between
number offamily members with drug problems and age of first use of alcohol. With two
exceptions, the significant relationships among the exogenous variables were weak (r < .20).
The relationship between parental attitudes about alcohol use and age of first use of alcohol
was moderately weak (r 36 = .20) but in the unexpected direction. Logically, I would expect
permissive parental attitudes about alcohol to encourage earlier use, but the correlation shown
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in Table 12 shows the opposite direction. The only bivariate correlation that was moderate
in strength was the relationship between importance of religion to the family and parental
attitudes about alcohol use (r23 = -.36).
Table 12 also shows the 13 correlations between the exogenous variables (1 through
6) and the endogenous variables (7 and 8). The number of family members with drug
problems failed to correlate with either peer alcohol use or subject alcohol use. The
remaining five exogenous variables all correlated significantly with peer alcohol use and
subject alcohol use, with correlations coefficients ranging from a low of -. 17 to .61. Of the
11 significant correlations, two were in the opposite direction expected. Age of first use of
alcohol was expected to correlate negatively with both peer alcohol use and subject alcohol
use, but the opposite relationship is shown in Table 12. As expected, the strongest bivariate
relationship was between peer alcohol use and subject alcohol use (r78 = .61).
These bivariate relationships also show preliminary and qualified support for most of
the 13 research hypotheses (see Chapter III, "Hypotheses").

The significant bivariate

correlations between sex, importance of religion to the family, parental attitudes about
alcohol use, and approximate cumulative grade average with peer alcohol use and subject
alcohol use support hypotheses one through six and hypotheses nine and ten. Similarly, the
strong relationship betweenpeer alcohol use and subject alcohol use supports hypothesis 13.
No support is shown for hypotheses seven and eight (pertaining to number of family members
with alcohol or drug problems). The relationships for hypotheses 11 and 12, involving age
at first use, are in the wrong direction to support the hypotheses.
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The Marijuana Model
Table 13 shows the bivariate relationships between the six exogenous variables in the
model and the two endogenous variables (a total of 28 correlations).

Fifteen of the

correlations represent the relationships between the six exogenous variables. The remaining
13 correlations relate each of the six exogenous variables to the two endogenous variables —
peer marijuana use and subject marijuana use.

Table 13.

Correlation Matrix of Endogenous and Exogenous Variables
in Model Two: A Causal Model for Marijuana Use.

Variables

(1) Sex

(2)

(3)

-07*

-.04

(2)Importance
of Religion

-.36**

(3) Parental Attitudes
(on alcohol)

(4)

(5)

.07**
-05*

.13**

(6)

(7)

(8)

.17**

-.06*

-.17**

-.15**

.07**

-.23**

-.24**

-.24**

.09**

.25**

.24**

.21**

(4)JofFanuly
Members
with Drug Prob.
(5) Approximate
G.P.A.

-.20**

(6) Age of First Use of
Marijuana
(7) Peer Marijuana
Use
(8) Subject Marijuana
Use

* p < .05

Q2

**p<.01

.22**
38**

Q2

.20**

.40
^
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Of the 15 correlations among the six exogenous variables (variables 1 through 6), all
but two were statistically significant. No relationship was found between sex and parental
attitudes about alcohol use or between number of family members with drug problems and
age of first use of marijuana. With four exceptions, the significant relationships among the
exogenous variables are weak (r < .20). The relationship between parental attitudes on
alcohol and age of first use of marijuana is moderately weak (r36 = .25) but not in the
expected direction. Logically, I would expect that permissive parental attitudes about alcohol
to encourage earlier use of marijuana, but the correlation shown in Table 13 is the opposite
direction. An unexpected relationship was also found between age offirst use of marijuana
and importance of religion (r26 = -.23). Although the relationship was moderately weak, the
sign of the relationship is opposite of what was expected. I would expect that religious
importance would prevent early marijuana use. The relationship between approximate
cumulative grade average and age offirst use of marijuana was moderately weak (r56 = -.20)
but in the unanticipated direction. I would expect that early marijuana use would hurt
approximate cumulative grade average. The only bivariate correlation that is moderate in
strength is the relationship between the importance of religion and parental attitudes about
alcohol (r23 = -.36).
Table 13 also shows the 13 correlations between the exogenous variables (1 through
6) and the endogenous variables (7 and 8). The number of family members with alcohol or
drug-related problems failed to correlate with either peer marijuana use or subject marijuana
use. The remaining five exogenous variables all correlated significantly with peer marijuana
use and subject marijuana use, with correlation coefficients ranging from a low of .15 to .68.
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Of the 11 significant correlations, two are in the unexpected direction. The age that the
respondents first used marijuana was expected to correlate negatively with both peer
marijuana use and subject marijuana use, but the opposite relationship is shown in Table 13.
As expected, the strongest bivariate relationship is between peer marijuana use and subject
marijuana use (r78 = .68).
These bivariate relationships also show preliminary and qualified support for most of
the 13 research hypotheses (see Chapter III, "Hypotheses").

The significant bivariate

correlations between sex, importance of religion to the family, parental attitudes about
alcohol, and approximate cumulative grade average with peer marijuana use and subject
marijuana use support hypotheses one through six and hypotheses nine and ten. Similarly,
the strong relationship between peer marijuana use and subject marijuana use supports
hypothesis 13. No support was shown for hypotheses seven and eight (pertaining to number
of family members with alcohol or drug-related problems). The relationships for hypotheses
11 and 12, involving the age that the respondents first used marijuana, were in the wrong
direction to support the hypotheses.

Path Analysis
Because the bivariate analysis showed that the majority of the exogenous variables in
each of the two models were significantly correlated with the first endogenous variable (peer
use) and the dependent variables (subject alcohol or marijuana use), their beta coefficients
were expected to be statistically significant. However, the bivariate analysis also showed that
in each model the correlation between the number of family members with drug problems and
peer use was not significant. In addition, the bivariate analysis for each model showed that
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the correlation between the number of family members with drug problems and subject
alcohol or marijuana use was not significant.

The Alcohol Model
Table 14 shows the results of the first multiple regression analysis for the causal model
for alcohol use. In this analysis the first endogenous variable, peer alcohol use, was regressed
on six exogenous variables.

Table 14.

Multiple Regression Analysis of the Causal Model for Peer
Alcohol Use.

Variables in
Model

1 - R 2 R2

Regression
Sum of
Squares

.82

1960.57

.18

d.f.

F-Statistic

1158

42.29**

Beta

* *

Sex

-1.12*"

Importance of
Religion to the Family

-.16**

.13 * *

Parental Attitudes
About the use of Alcohol

.26**

.21 * *

Number of Family
Members with Drug
Related Problems

-.07

.03

Approximate Cumulative
Grade Average
Age that the
Respondent First
used Alcohol
*p < .05

**p < .01

-.18

-.16**

.07 * *

.13 * *
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As expected, the standardized beta coefficient for number of family members with
drug relatedproblems (P = -.03) did not significantly relate to peer alcohol use. However,
the remaining standardized beta coefficients were significant at the .01 level of significance.
The standardized beta coefficients for parental attitudes about alcohol use (P = .21) and sex
(p = -.18) were discovered to have the strongest influence on peer alcohol use.

The

standardized beta coefficients for importance of religion to the family (P = -.13),
approximate cumulative grade average (P = -. 11), and age offirst use of alcohol (P = . 13)
were also found to significantly add to the model. The amount of variation in peer alcohol
use that was left unexplained was equal to 82 percent, resulting in a moderately weak
coefficient of determination (R2 = . 18).
The standardized and unstandardized regression equations constructed from this first
multiple regression analysis can be used to predict the percentage of alcohol use among a
particular student's college friends. For example, the unstandardized regression equation can
be used in the following manner. If a particular student reported that he was male, religion
was very important to his family, his parents were strongly opposed to the use of alcohol, no
members of his family had drug related problems, he had an approximate cumulative grade
average equal to an (A+), and he was 21 years of age when he first used alcohol, the
following steps would be used to make a prediction about the percentage of his friends who
use alcohol at least weekly.
First, he would receive a score of zero for sex because that is how this variable was
coded. Then, he would receive a score of nine for importance of religion to family, a score
of zero for parental attitudes about alcohol use, a score of zero for number of family
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members with drug problems, a score of 13 for approximate cumulative grade average, and
a score of 23 for age offirst use of alcohol. The unstandardized prediction equation for this
particular student would be as follows: (6.41) + (-1.12) (0) + (-.16) (9) + (.26) (0) + (-.07)
(0) + (-.16) (13) + (.07) (23) = 4.50. This equation indicates that for this particular student,
a little over 40 percent of his college friends would use alcohol at least weekly.
Table 15 shows the results of the second multiple regression analysis for the causal
model for alcohol use. In this analysis the outcome variable, subject alcohol use, was
regressed on the endogenous variable and the six exogenous variables.
The standardized beta coefficient for the number of family members with drug related
problems (P = -.02) did not significantly relate to subject alcohol use. However, the
remaining standardized beta coefficients were significant at the .05 level of significance. The
standardized beta coefficient for peer alcohol use (P = .49) had, by far, the strongest influence
on subject alcohol use.
The standardized beta coefficients for parental attitudes about alcohol (P = . 15) and
age of first use of alcohol (P = .18) were shown to have a moderately weak influence on
subject alcohol use. The standardized beta coefficients for sex (P = -.05), importance of
religion to the family (P = -.05), and approximate cumulative grade average (P = -.06) were
also shown to influence subject alcohol use. The amount of variation in subject alcohol use
left unexplained was equal to 56 percent, resulting in a moderately strong coefficient of
determination (R2 = .44).
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Table 15.

Multiple Regression Analysis of the Causal Model for Subject
Alcohol Use.

Variables in
Model

1 - R2

J6

R2

~44

Regression
Sum of
Squares
259,387.53

Sex

d.f.

F-Statistic

fl57

130.04**

b

Beta

-2.22*

-.05*

-.47*

-.05*

Importance of Religion
to the Family
Parental Attitudes
About the use of Alcohol

1.41**

.15**

Number of Family
Members with Drug
Related Problems

-.32

-.02

Approximate Cumulative
Grade Average

-.60**

-.06**

Age that the
Respondent First
used Alcohol

. 65 * *

.18**

Peer Alcohol Use

3.61**

*p <.05

.49**

**p <.01

Figure 3 shows the model with those variables that were significant at the .05 level.
Notice that all of the exogenous variables, except age of first use of alcohol, have a stronger
direct effect on peer alcohol use than their direct effect on subject alcohol use. Table 16
shows the direct, indirect, and total effects of each variable in the first model that were
significantly related to subject alcohol use.
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Figure 3.

A Causal Model for Alcohol Use.

Xx = Sex
X2 = Importance of
Religion to the Family
X3 = Parental Attitudes
about Alcohol Use
X4
=Approximate
Cumulative
Grade
Average
X5 = Age of First use of
Alcohol
Yl = Peer Alcohol Use
Y2 = Subject Alcohol Use

p < .05
The indirect effect of sex (P = .09) on subject alcohol use was discovered to be
slightly stronger than its direct effect (P = -.05). This outcome suggests that a slightly higher
proportion of its influence on subject alcohol use flows through its influence on peer alcohol
use. The overall total effect of sex (-.14) on subject alcohol use was discovered to be
moderately weak. The indirect effect of importance of religion to the family (P = -.05) on
subject alcohol use was also discovered to be slightly stronger than its direct effect (P = -.06).
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The overall total effect of importance of religion to the family (-. 11) was also discovered to
be moderately weak.

Table 16.

Direct, Indirect, and Total Effects of Exogenous and
Endogenous Variables on Subject Alcohol Use.

Variables

Direct Effect

Indirect Effect

Total Effect

Sex

-.05

-.09

-.14

Importance of Religion
to Family

-.05

-.06

-.11

.15

.10

.25

-.06

-.05

-.11

Age of First Use of Alcohol

.18

.06

.24

Peer Alcohol Use

.49

Parental Attitudes
about Alcohol Use
Approximate Cumulative
Grade Average

.49

p < .05
The direct effect of parental attitudes about alcohol use (p = . 15) on the outcome
variable was discovered to be stronger than its indirect effect (P = . 10). This finding suggests
that a higher proportion of its influence on subject alcohol use comes from its direct effect
rather than its indirect effect through peer alcohol use, a finding that is inconsistent with peer
cluster theory, yet, consistent with differential association theory. The total effect of parental
attitudes about alcohol use (.25) on the outcome variable was found to be moderate.
The direct effect of approximate cumulative grade average (P = -.06) on subject
alcohol use was found to be about the same as its indirect effect (P = -.05). The total effect
of approximate cumulative grade average (. 11) on subject alcohol use was moderately weak.
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The direct effect of age of first use of alcohol (P = 1 8 ) was found to be stronger than its
indirect effect (P = .06) on subject alcohol use, suggesting that the majority of its influence
flows from its direct effect rather than its indirect effect through peer alcohol use. The total
effect of the age of first use of alcohol (.24) on the outcome variable was found to be
moderate. The direct effect ofpeer alcohol use (P = .49) on subject alcohol use was found
to have the strongest influence on subject alcohol use, a finding that is consistent with the
perspective of peer cluster theory.

The Marijuana Model
Table 17 shows the results of the first multiple regression analysis for the causal model
for marijuana use. In this analysis the first endogenous variable, peer marijuana use, was
regressed on six exogenous variables.
The standardized beta coefficient for the number of family members with drug related
problems (P = .01) did not significantly relate to peer marijuana use. However, the
remaining standardized beta coefficients were significant at the .01 level. The standardized
beta coefficient for age offirst use of marijuana (p = .29) was discovered to have a moderate
influence on peer marijuana use. The remaining exogenous variables: gender (P = -. 12),
importance of religion to the family (p = -.12), parental attitudes about alcohol (p = . 11),
and approximate cumulative grade average (P = -.13) were discovered to have a moderately
weak influence on peer marijuana use. The amount of variation in peer marijuana use left
unexplained was equal to 79 percent, resulting in a moderately weak coefficient of
determination (R2 = .21).
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Table 17.

Multiple Regression Analysis of the Causal Model for Peer
Marijuana Use.

Variables in
Model

1 - R2

.79

R2

.21

Regression
Sum of
Squares

d.f.

F-Statistic

1662.234

1161

52.05**

b

Beta

Sex

-.61**

- . 1 2* *

Importance of
Religion to the Family

-.12**

-.12*"

Parental Attitudes
about the use
of Alcohol
Number of Family
Members with Drug
Related Problems
Approximate Cumulative
Grade Average
Age that the
Respondent First
used Marijuana
*p < .05

.11

* *

.11 *

*

.01

.01

-.16**

-.13 * *

.09 * *

.29*"

**p <.01

Table 18 shows the results of the second multiple regression analysis for the causal
model for marijuana use. In this analysis the outcome variable, subject marijuana use, was
regressed on the endogenous variable and the six exogenous variables.
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Table 18.

Multiple Regression Analysis of the Causal Model for Subject
Marijuana Use.

Variables in
Model

1 - R2

.51

R2

Regression
Sum of
Squares

d.f.

F-Statistic

.49

140,904.90

1160

159.12*^

Sex

Beta

-.94

Importance of
Religion to Family

.37**

Parental Attitudes
about Alcohol

.03

Number of Family
Members with Drug
Related Problems
Approximate Cumulative
Grade Average
Age that the
Respondent First
used Alcohol
Peer Marijuana Use
*p <.05

-.03

-.06*^

.00

.02

.00

-.17

-.02

.28 * *

.16**

3.59 * *

.59 * *

**p <.01

The standardized beta coefficient for number of family members with drug related
problems ((3 = .00) did not significantly relate to subject marijuana use. The standardized
beta coefficients for sex (P = -.03), parents attitudes about alcohol use (p = .00), and
approximate cumidative grade average (P = -.02) also failed the significance tests at the .05
level of significance. The standardized beta coefficients for importance of religion to the
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family (P = -.06), age of first use of marijuana (P = . 16), and peer marijuana use (P = .59),
however, were discovered to significantly relate to subject marijuana use. The amount of
variation in subject marijuana use left unexplained was equal to 51 percent, resulting in a
moderate coefficient of determination (R2 = .49).
Figure 4 shows the model with those variables that were significant (p < .05). Notice
that all of the exogenous variables have a stronger direct effect on peer marijuana use than
their direct effect on subject marijuana use, a finding that supports the perspective of peer
cluster theory.
Table 19 shows the direct, indirect, and total effects of each variable in the second
model that were significantly related to subject marijuana use. The indirect effect of sex on
subject marijuana use (p = -.07) was found to be its only effect, indicating that the influence
of sex on subject marijuana use only comes through its influence on peer marijuana use. The
overall total effect of sex (-.07) was significant, but weak.
The direct effect of the importance of religion to the family (P = - .06) was slightly
weaker than its indirect effect (p = -.07) on subject marijuana use. The suggestion is that a
slightly higher proportion of its influence comes from its influence on peer marijuana use,
rather than its direct effect. The total effect of importance of religion to the family (-.13) was
moderately weak.
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Figure 4.

A Causal Model for Marijuana Use.

Xj = Sex
ffi.

X2 = Importance
Religion to
the Family

of

X3 = Parental Attitudes
about Alcohol Use
X4
=
Approximate
Cumulative
Grade
Average
X5 = Age of First Use of
Marijuana
Y t = Peer Marijuana Use
Y2 = Subject Marijuana
Use

p < .05

-.12
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Table 19.

Direct, Indirect, and Total Effects of the Exogenous and
Endogenous Variables on Subject Marijuana Use.

Variables

Direct Effect

Indirect Effect

Total Effect

-.07

-.07

-.07

-.13

Parental Attitudes
Concerning Alcohol Use

.06

.06

Approximate Cumulative
Grade Average

-.08

-.08

.17

.33

Sex
Importance of Religion
to Family

-.06

Age First Used Marijuana

.16

Peer Drug Associations
(marijuana)

.59

.59

p < .05
The multiple regression analysis also shows that parental attitudes about alcohol use
(p = .06) and approximate cumulative grade mirage (P = -.08) were only influencing subject
marijuana use indirectly, through their direct effect on peer marijuana use. The result is a
total effect for each of these variables that is equal to their indirect effects.
The indirect effect of the age of first use of marijuana (P = . 17) was discovered to
be slightly stronger than its direct effect (P = . 16) on the outcome variable. The result is that
a slightly higher proportion of its influence flows through its direct effect on peer marijuana
use. The total effect of age offirst use of marijuana (.33) was discovered to be moderate.
The direct effect ofpeer marijuana use (P = .59) was discovered to have the strongest effect
on subject marijuana use, a finding that supports the perspective of peer cluster theory.

CHAPTER V
DISCUSSION AND CONCLUSIONS
College student drug use has become a heightened problem that continues to flourish
on college campuses. Not only do statistics show that drug use continues to thrive on some
campuses, but it has begun to grow in its density and magnitude (Gallant, Myers, and
Patterson 1988). The basic objective of this thesis has been to test the perspective of one
theory that attempts to explain why many college students participate in alcohol and drugrelated behaviors.
In this present study, the premise of Beauvais and Oetting's peer cluster theory was
subjected to empirical investigation. This theoretical perspective suggests that when an
individual is predisposed to a certain set of psychosocial characteristics, the individual
develops a resistance to drug use. This resistance to drug use can result from the influence
of demographics, family, religion, success in school and other aspects of the socialization
process. But, Beauvais and Oetting argue, this resistance to drug use only influences the
individual's drug-related behaviors because these resistance factors influence the type of
social group with whom an individual associates. It is one's association with the members
of these nondrug using groups that is the primary influence on individual drug use. On the
other hand, the influence of other psychosocial characteristics can cause a particular individual
to be vulnerable to drug use because these characteristics motivate an individual to associate
71
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with a social group that currently engages in and accepts drug use.
After data analysis, some empirical support was found for this theoretical premise,
though the evidence also indicates a few limitations of this perspective. In this chapter these
limitations are discussed, the results of each causal model are interpreted, and hypotheses are
restated when necessary.

The Causal Model for Alcohol Use
The analysis of the first model did provide some results that supported the theoretical
premise of peer cluster theory, but there were noticeable limitations to the theory concerning
the explanation of individual alcohol use. All but one of the exogenous variables were shown
to indirectly influence the subject's alcohol use. But, they were also shown to have a direct
impact on the subject's alcohol use, afindingthat is contrary to the perspective of peer cluster
theory. Even more contradictory, the age that the respondent first used alcohol was shown
to have a stronger direct influence on individual alcohol use than on peer associations, a
finding that is inconsistent with the perspective of peer cluster theory (Beauvais and Oetting
1986).

Sex
The model clearly shows that gender influences peer associations, with males
associating with a higher percentage of frequent alcohol users than females, a finding that
supports the perspective of peer cluster theory and earlier research (Barnes et al. 1992; Barry
et al. 1991; Beauvais and Oetting 1986). Although a direct effect of gender on the subject's
alcohol use was found, its indirect effect on the subject's alcohol use was stronger. However,
this difference is only minimal (P = -.05 versus p = -.09). While these differences were not

73
as large as anticipated, they still support the theory's prediction.
The minimal difference may result from the fact that the majority of the sample can
be classified as adolescents. Among the sample 83.1 percent of the respondents reported an
age that fell between 17 and 23 years. Past research has shown that the difference in alcohol
and drug use between males and females is less pronounced among adolescents (Martin and
Robbins 1993). At these younger ages females and males are likely to feel an equivalent
amount of pressure to participate in alcohol and drug-related behaviors.

Importance of Religion to the Family
Religion was found to influence peer associations. The results indicated that those
respondents coming from religious families associated with a smaller number of frequent
alcohol users than those respondents coming from a family where religion is of less
importance. Although religious importance was shown to indirectly influence the subject's
alcohol use, its direct effect on this dependent variable was shown to be almost as substantial
(P = -.06 versus P = -.05), a finding that is inconsistent with peer cluster theory. According
to peer cluster theory, the impact of this variable on the individual alcohol use should come
primarily from its influence on peer associations, a hypothesis that was not supported with the
analysis of this causal model.
This finding suggests that the consumption of alcohol by drinkers may be just as much
a result of an absence of religious norms in specific social settings as the influence of an
alcohol-using peer cluster. Rather than only seeking out a peer cluster that uses an excessive
amount of alcohol, the drinker may be just as concerned with locating a setting where the
restrictive norms of religion are not present. In this sense, he or she is seeking out a social
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setting that permits the excessive use of alcohol rather than seeking out a peer cluster that
uses an excessive amount of alcohol. These settings could certainly be found in local bars and
taverns where patrons preaching the traditions, beliefs, and values of specific religions are not
likely to be found.

Parental Attitudes Concerning the Use of Alcohol
Another inconsistency with the perspective of peer cluster theory concerned parental
attitudes about the use of alcohol. Although the direct effect of this variable on peer
associations was stronger than its direct effect on the subject's alcohol use, the indirect effect
of parental attitudes (p = .10) was weaker than its direct effect (P = .15) on the subject's
alcohol use. Peer cluster theory would suggest just the opposite of this finding.
With the result of this present study, and past studies, it appears that Beauvais and
Oetting are not placing enough emphasis on the direct influence of parental attitudes and
values on individual alcohol use. The studies by Lazar et al. (1986) and McDermott (1984)
show that parental attitudes and family use can have a notable influence over an individual's
alcohol-related behavior and, therefore, some of the variation in individual alcohol use should
be explained by its unique influence. From the findings of this present study, I suggest that
not only do these attitudes influence the type of peers with which one associates but that they
directly influence individual alcohol use as well.

Number of Family Members with Drug Related Problems
An unexpected finding was reported for the influence of the number of family
members with drug-related problems on peer associations and on the respondent's level of
alcohol use within the last year. The number of family members with drug-related problems
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had no significant effect on peer associations or on the subject's alcohol use. This unexpected
finding suggested that this particular variable did not act as a secondary social characteristic
which motivated the college student to associate with a cluster of peers that engage in and
accept drug use, nor did it motivate the individual college student to associate with a cluster
of peers who did not engage in and accept drug use. This finding was inconsistent with peer
cluster theory, and with a large amount of prior research as well (Bahr et al. 1993; Beauvais
and Oetting 1987; Elandt and Saltz 1986; Luza 1990; Perkins 1987).
Due to this unexpected finding, a closer look at the measuring of this variable seemed
warranted. As indicated in Chapter III, this variable was measured by counting the number
of family members who had a drug-related problem. Members of both the nuclear, extended,
and step family were included. The variable was operationalized in such a way that it included
members of the respondent's family with whom the respondents may have had no association.
For instance, a particular respondent may have reported that he or she had two members of
their family with drug-related problems, but these family members may have been an aunt and
grandfather that he or she never knew. As a result, this inclusion may have suppressed the
true influence of the nuclear family members with drug-related problems.1

Approximate Cumulative Grade Average
Success in school was also shown to influence peer associations. It was found that
those respondents reporting a low grade point average associated with a higher number of
frequent alcohol users than those respondents reporting a high grade average, a finding that

because these suppressors were expected to be causing measurement error, new hypotheses were
tested. These hypotheses and the results of the reanalysis that tests these hypotheses is presented in
Appendix B.
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is consistent with the perspective of peer cluster theory and previous research (Bachman et
al. 1994; Beauvais and Oettingl987; Elandt and Saltz 1986; Grenier 1993). However, it was
also discovered that success in school produced a direct impact on drug use and, in fact, this
direct impact was stronger than its indirect impact -- a finding that is inconsistent with peer
cluster theory.
In Beauvais and Oetting's (1987) model a similar finding is also reported. Within their
model the indirect effect of school adjustment (success in school and liking for school) has
»

a direct influence on individual drug use (p = -.11). However, within this earlier model the
indirect effect of school adjustment ((3 = -.24) on drug use is stronger than its direct effect
on this outcome variable. The previous finding may suggest that a broader definition of
school adjustment, a definition that includes a precise measurement of "liking for school,"
may result in findings that are more congruent with the premise of peer cluster theory. The
addition of a precise measurement of "liking for school" should be considered if a future
model is to be established.

Age of First Use of Alcohol
The age that the respondents first used alcohol was found to be positively associated
with peer associations and positively associated with the respondent's levels of alcohol use
within the last year. This unexpected finding is inconsistent with some prior research that has
shown a negative relationship (Barnes et al. 1992; Dobkin et al. 1995; Globetti et al. 1989;
Globetti and Lo 1993).
Because this relationship was unexpected, a closer look at the data was warranted.
It was found that a violation of one of the assumptions of path analysis was the true cause of
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this unexpected relationship. Path analysis assumes that each variable within the model is
linearly related, because path analysis procedures cannot identify a curvilinear relationship
(see Chapter EI, Assumptions of Path Analysis). Figure 5 and Table 20 show exactly this
type of parabolic relationship between age of first use of alcohol and the subject's alcohol use
within the last year.
Because path analysis cannot identify this curvilinear relationship, the estimate of the
regression line of subject alcohol use on age offirst use of alcohol became distorted and the
multiple regression procedure calculated a positive relationship. Those individuals who
indicated that they had never used alcohol received a score of zero for age of first use of
alcohol and a score of zero for subject alcohol use causing the multiple regression procedure
to estimate a positive relationship. In actuality, the relationship between these variables is
shown to be predominately negative.

Table 21 shows that this same violation of this

assumption of path analysis produced the same confounding result in the estimation of the
regression line ofpeer alcohol use on age offirst use of alcohol. These statistical artifacts
also account for the unexpected bivariate correlations presented in Chapter IV. Because
these results were due to these confounds, the hypotheses associated with the relationship
between these variables are not restated.
Another piece of empirical evidence associated with this variable is incosistent with
the perspective of peer cluster theory. The direct effect of age of first use on peer use is
weaker than its direct effect on the respondent's level of alcohol use within the past year. In
addition, the indirect effect of age of first use on subject alcohol use was discovered to be
substantially lower than its direct effect (P =.06 versus P =.18), a finding that is inconsistent
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with the perspective of peer cluster theory.

Figure 5.

Means Plot Showing a Curvilinear Relationship between
Age of First Use of Alcohol and Alcohol Use within the Last
Year.

Average Score oil
Alcohol Use
40
35
30
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15
10
5

0
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Under 10 10 - 11

12 - 1 3

14 - 1 5 16 - 1 7

Age of First Use of Alcohol

18 - 2 0

21-25

26 or older
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Table 20.

Average Score on Alcohol Use Associated with Each Age
Group of First Use.

Age of First Use of Alcohol

Average Score on Alcohol Use

NumberofCases(1302)

Never used

.18

180

Under 10

31.31

45

10 to 11

38.22

27

12 to 13

36.99

117

14 to 15

31.88

302

16 to 17

26.26

377

18 to 20

23.21

228

21 to 25

15.04

23

26 or older

2.00

3

A rational explanation for this finding may be related to life experiences. Based on
the findings presented in this study and on findings presented in earlier studies (Barnes,
Dintcheff, and Welte 1992; Dobkin et al. 1995; Globetti and Lo 1993), I suggest that a direct
relationship between these variables exists because experience with alcohol use, much like
other life experiences, is often acquired in association with age. As a person grows older, he
or she is more likely to acquire more experience with the use of alcohol than a younger
individual (Beauvais and Oetting 1987). If an individual begins to use alcohol at an earlier
age than another, the early user is going to gain more experience with alcohol use than
someone who begins to use alcohol at an older age. The findings presented in this study
suggest that earlier first use of alcohol helps to provide more experience with alcohol use and
results in a moderate direct influence on individual alcohol use. However, this is not to say
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that this variable has no indirect influence in this scenario because the path analysis clearly
shows that it does. But, these empirical findings suggest that the strength of the direct
relationship between this exogenous variable and the outcome variable should be considered
in future models.

Table 21.

Average Percentage of College Friends who are Alcohol Users
Associated with Each Age Group of First Use.

Age of First Use of Alcohol

Average Percentage of Alcohol Users

Number of Cases

(1209)
Never used

2.63 (25% to 30%)

177

Under 10

5.73 (55% to 60%)

44

10 to 11

6.52 (65% to 70%)

27

12 to 13

6.65 (65% to 70%)

117

14 to 15

5.97 (55% to 60%)

299

16 to 17

5.12 (50% to 55%)

373

18 to 20

4.59 (45% to 50%)

228

21 to 25

3.31 (30% to 35%)

22

26 or older

.33 (0% to 1%)

3

Reanalvsis
Because the distribution of age of first use violated one of the assumptions of path
analysis, the causal model for alcohol use was reanalyzed. The same procedure described in
Chapter III was used to reanalyze the model but age of first use was dropped from the
analysis. Figure 6 shows the model with those variables that were significant at the .05 level
of alpha. The new model shows that sex only influences the outcome variable indirectly and
that the strength of the direct effect of sex (P = - . 17) on peer alcohol use dropped slightly.
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The remaining variables all show a slight increase in the strengths of their direct effects on
both peer alcohol use and subject alcohol use, but none of these changes are substantially
different. The amount of variation in subject alcohol use that was explained is equal to 41
percent, resulting in a coefficient of determination that is slightly weaker in this reanalysis (R2
= .41).
Table 22 shows the direct, indirect, and total effects of each variable in the reanalysis
that were significantly related to subject alcohol use. Apart from sex only influencing subject
alcohol use indirectly, the differences in Table 22 in comparison with Table 16 (see Chapter
IV) are minimal. The only difference appears in slightly stronger direct, indirect, and total
effects for each variable. The slightly higher values of these beta coefficients are most likely
due to the fact that age of first use was not entered into the multiple regression equation and,
therefore, the effects of this variable on the other independent variables and the dependent
variable could not be controlled for in the reanalysis.

Peer Alcohol Use
The causal model for alcohol use shows that peer alcohol use was by far the strongest
predictor of a respondent's alcohol use, a finding supportive of the perspective of peer cluster
theory. In fact, peer use accounts for more than half of the explained variation in individual
alcohol use. Although this finding supports the perspective of peer cluster theory, it also
points to a weakness in the model. This finding suggests that the number of secondary social
characteristics that motivate an individual to associate with a particular social group were only
weakly identified.
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Figure 6.

A Causal Model for Alcohol Use (Excluding Age of First Use).

Y2 = Subject Alcohol Use
p < .05
However, this weakness in the model should be expected, because all of the
psychosocial characteristics that Beauvais and Oetting define as motivators were not included
in the model. Only five of the 37 psychosocial characteristics that Beauvais and Oetting
(1986) define as motivators were included.

One could postulate that if these other

psychosocial characteristics could be included in another similar model, a larger amount of
the variation in peer associations could be explained.
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Table 22.

Direct, Indirect, and Total Effects of Exogenous and
Endogenous Variables on Subject Alcohol Use (Excluding Age
of First Use).

Variables

Sex

Direct Effect

Indirect Effect

Total Effect

-—

-.09

-.09

-.06

-.07

-.13

.18

.12

.30

-.07

-.06

-.13

Importance of Religion
to Family
Parental Attitudes
about Alcohol Use
Approximate Cumulative
Grade Average
Peer Alcohol Use
p < .05

.52

.52

Summary of Alcohol Model
Of all the variables within this causal model for alcohol use, the strongest predictors
of individual alcohol use were peer alcohol use (P =.49), parental attitudes concerning the use
of alcohol (total effect =.25), and the age at which the respondents first used alcohol (total
effect =.24). In addition, each exogenous variable was found to not only indirectly affect
individual alcohol use but to directly affect it as well. These findings present a problem for
the perspective of peer cluster theory, because the direct effects of most of the variables in
the model produced the largest amount of influence on the outcome variable. These results
indicate that, in the case of many of these exogenous variables, the majority of influence on
individual alcohol use was not the result of influence on peer alcohol use which is,
undoubtably, inconsistent with the perspective of peer cluster theory.
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In Beauvais and Oetting's (1987) model a much more supportive model of peer
cluster theory was produced, but the operational definition of the outcome variable in this
earlier model must be considered. In Beauvais and Oetting's model, the outcome variable
was defined as one's involvement with the use of alcohol and 10 other drugs. Within this
present study, the outcome variable was defined solely on the individual's alcohol use within
the last year. The difference in the support provided by Beauvais and Oetting's model and
the causal model of alcohol use presented in this study may suggest that peer cluster theory's
ability to explain individual drug use may be limited when drug use is defined to include only
alcohol use. For peer cluster theory to effectively predict drug use, it may be necessary when
defining drug use to include in conjunction with alcohol use those drugs that are defined as
illegal substances or socially unacceptable forms of drug-related behavior.
At this point one might argue that the perspective of peer cluster theory has not been
supported with this present study, but this assumption would be premature. The following
comparison between the causal model for alcohol use and the causal model for marijuana use
will indicate why this assumption is premature. The second model, a causal model for
marijuana use, shows that when predicting the use of an illegal drug the premise of peer
cluster theory is more effective.

The Causal Model for Marijuana Use
In the cases of all the exogenous variables, with the exception of the number of family
members with drug related problems (which failed to be significant), direct effects on peer
associations were stronger than their direct effects on the subject's marijuana use. In
addition, all of the indirect effects of these exogenous variables on individual marijuana use
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were stronger than their direct effects, supporting the proposed causal flow within the model.

Gender
Gender was found to influence marijuana use only through its effect on peer
associations, a finding that supports the perspective of peer cluster theory. This result
suggests that males associated with a higher percentage of frequent marijuana users and, as
a result, participated in marijuana use more frequently than females.

Importance of Religion to the Family
A lower rating of religious importance was shown to intensify drug use directly and
indirectly through peer marijuana use. Students who came from families that did not consider
religion important had a higher number of friends that were frequent marijuana users. As a
result of the influence of this exogenous variable on peer marijuana use, these students were
more likely to have higher levels of marijuana use. This finding supports the perspective of
peer cluster theory and prior research (Beauvais and Oetting 1987; Brownfield and Sorenson
1991). However, it should be noted that the difference in the strength of this variable's direct
effect (P = -.06) and indirect effect (p = -.07) was minimal. According to peer cluster theory,
a much larger difference should be expected, but these results do not support this prediction.
The explanation for this minimal difference is suggested to be the same as the
explanation presented previously for this variable's relationship with alcohol use. It is
suggested that the use of marijuana may be just as much a result of an absence of religious
norms in specific social settings as the influence of a marijuana-using peer cluster. Rather
than only seeking out a peer cluster that uses marijuana, the smoker may be just as concerned
with locating a setting where the restrictive norms of religion are not present.
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Parental Attitudes about Alcohol
No direct association between parental attitudes about alcohol use and recent
marijuana use was found. However, the causal model for marijuana use does shows that
parental attitudes on alcohol use indirectly influences marijuana use due to its influence on
peer associations. This result suggests that as parental attitudes on alcohol become more
favorable, the children of said parents associated with a higher number of frequent marijuana
users and, as a result, were more likely to use marijuana.

Number of Family Members with Drug Related Problems
The number of family members with drug-related problems did not correlate
significantly with either peer marijuana use or the subject's marijuana use within the last year.
It is assumed that this unexpected finding is due to the same suppressor factors that were
thought to influence this variable's influence on alcohol use.2

Approximate Cumulative Grade Average
Success in school was also shown to affect individual marijuana use through its
influence on peer associations but not directly on the subject's use of marijuana. This finding
supports the perspective of peer cluster theory; more specifically, students who do poorly in
school tend to associate with a higher number of frequent marijuana users and, as a result,
increase their personal use of marijuana.
However, an argument could certainly be made that this causal flow may be in the
opposite direction. It could be suggested that students do worse in school as a result of

2

New hypotheses associated with this variable's influence on peer marijuana use were, therefore, stated. These
hypotheses and the reanalysis that tests these hypotheses is presented in Appendix C.
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association with a larger number of frequent marijuana users and participation in marijuana
use (Hays and Revetto 1990). Of course, this argument is possible and it represents a
frequent problem that social scientists must face: the correct causal ordering of variables.
The alternate argument presented in this thesis, and also presented by Beauvais and Oetting
(1987), is still a plausible argument. A person who does poorly in school and cannot establish
a feeling of self-validation from his or her school work may attempt to seek out another form
of self-validation which could lead to drug use.

Age of First Use of Marijuana
The same unexpected, but statistically significant, finding reported in the causal model
for alcohol use was also found in this model. However, Figure 7 and Table 23 indicate a
parabolic relationship between these two variables, which as previously mentioned is a
violation of one of the assumptions of path analysis.

The same confounds that were

associated with the bivariate and path analyses of the causal model for alcohol use were also
the cause of the unexpected relationship found in the causal model for marijuana use.
Table 24 shows that the same violation of this assumption of path analysis produced
the same confounding result in the estimation of the regression line ofpeer marijuana use on
age of first use of marijuana.

Because these results were due to these confounds, the

hypotheses associated with the relationship between these variables are not restated.
The indirect effect of the age at which the respondent first used marijuana on subject
marijuana use was stronger than its direct effect. However, this difference was not as large
as expected. In addition, the direct effect of the age of first use of marijuana did account for
a notable amount of the variation in recent marijuana use (P = .16). And, of course, this
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notable amount of explained variation, according to peer cluster theory, should not exist.

Figure 7.

Means Plot Showing a Curvilinear Relationship between Age
of First Use of Marijuana and Marijuana Use within the Last
Year.
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26 or older

89

Table 23.

Average Score on Marijuana Use Associated with Each Age
Group of First Use.

Age of First Use of Marijuana Average Score on Marijuana Use

NumberofCases(1300)

Never used

.00

687

Under 10

39.00

4

10 to 11

25.8

5

12 to 13

20.44

27

14 to 15

21.90

115

16 to 17

16.42

209

18 to 20

9.3

208

21 to 25

6.47

43

26 or older

.50

2

Table 24.

Average Percentage of College Friends who are Marijuana
Users Associated with Each Age Group of First Use.

Age of First Use of
Marijuana

Average % of Marijuana Users

Number ofCases(1293)

Never used

1.02 (10%)

685

Under 10

5.00 (50%)

4

10 to 11

7.4 (70% to 75%)

5

12 to 13

3.96 (40%)

27

14 to 15

3.66 (35% to 40%)

114

16 to 17

3.61 (35% to 40%)

207

18 to 20

2.43 (20% to 25%)

207

21 to 25

2.53 (25%)

43

26 or older

.00 (0%)

1
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The explanation presented for the similar finding found in association with the causal
model for alcohol use is also presented here. I suggest that a direct relationship between
these variables exists because experience with marijuana use is acquired in association with
age. As a person grows older, he or she is more likely to acquire more experience with the
use of marijuana than a younger individual (Beauvais and Oetting 1987). If an individual
begins to use marijuana at an earlier age than another, the early user is going to gain more
experience with marijuana use than someone who begins to use marijuana at an older age.
The findings presented in this study suggest that earlier first use of marijuana helps to provide
more experience with marijuana use and results in a moderate direct influence on individual
marijuana use. However, this is not to say that this variable has no indirect influence in this
scenario because the path analysis clearly shows that has a more substantial indirect influence.
But, these empirical findings suggest that the strength of the direct relationship between this
exogenous variable and the outcome variable is notable and it should be considered in future
models.

Reanalvsis
Because the distribution of age of first use violated one of the assumptions of path
analysis, the causal model for marijuana use was reanalyzed. The same procedure described
in Chapter III was used to reanalyze the model but age of first use was dropped from the
reanalysis. Figure 8 shows the model with those variables that were significant at the .05 level
of alpha. The reanalysis provided a similar model showing the same pattern of causal flow,
but the strengths of most of the beta coefficients were shown to be slightly stronger. The
strength of the direct effect of sex (P = -. 12) on peer marijuana use remained the same. The
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amount of variation in subject marijuana use that was explained is equal to 48 percent,
resulting in a coefficient of determination that is slightly weaker in this reanalysis (R2 = .48).

Figure 8.

A Causal Model for Marijuana Use (Excluding Age of First
Use).

X, = Sex
X2 = Importance of
Religion to the
Family
X3
=
Parental
Attitudes
about
Alcohol Use
X4 = Approximate
Cumulative Grade
Average
Y1
=
Peer
Marijuana Use
Y2
=
Subject
Marijuana Use
p < .05
Table 25 shows the direct, indirect, and total effects of each variable in the reanalysis
that were significantly related to subject marijuana use. The differences in Table 25 in
comparison with Table 19 (see Chapter IV) are minimal. The only difference appears in
slightly stronger direct, indirect, and total effects for each variable. The slightly higher values
of these beta coefficients are most likely due to the fact that age of first use was not entered
into the multiple regression equation and, therefore, the effects of this variable on the other
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independent variables and the dependent variable could not be controlled for in the reanalysis.

Table 25.

Direct, Indirect, and Total Effects of the Exogenous and
Endogenous Variables on Subject Marijuana Use (Excluding
Age of First Use).

Variables

Direct Effect

Gender

Indirect Effect

Total Effect

-.08

-.08

-.10

.18

Parental Attitudes
Concerning Alcohol Use

.10

.10

Approximate Cumulative
Grade Average

-.12

-.12

Importance of Religion
to Family

Peer Marijuana Use

-.08

.64

.64

p < .05

Peer Marij uana Use
Like the causal model for alcohol use, the causal model for marijuana use showed that
peer use was by far the strongest predictor of a respondent's level of marijuana use, a finding
consistent with the perspective of peer cluster theory and prior research (Beauvais and
Oetting 1987; Kandel 1980; Lazar et al. 1986). A larger amount of the variation in peer use
was left unexplained, however, suggesting that a number of secondary social characteristics
motivating an individual to associate with a particular social group were not identified. As
previously mentioned, this weakness should be expected because the majority of Beauvais and
Oetting's psychosocial characteristics were left out of this model.
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Summary of Marijuana Model
Of all the variables within this causal model for marijuana use, the strongest predictors
of individual drug use were peer use (|3 = .59), the age at which the respondents first used
marijuana (total effect = .33), and importance of religion (total effect = -. 13). In addition, this
model was shown to more clearly support the perspective of peer cluster theory because the
majority of the exogenous variables only influenced the subject's marijuana use through their
influence on peer marijuana use. Only the importance of religion and age of first use were
found to directly influence the subject's marijuana use. As a result of these findings, it is
suspected that peer cluster theory offers a more viable explanation for drug use rather than
alcohol use.
Based on the differences between these two models, it can be reasoned that the
premise of peer cluster theory may be better suited to explain the use of illicit drugs such as
marijuana, cocaine, heroin, d-Lysergic acid diethylamide (LSD), and other drugs that society
classifies as excessively deviant. It is likely that if these drug behaviors were regressed on
these same psychosocial characteristics, the exogenous variables would only influence these
drug behaviors through peer use.
The limitation in peer cluster theory's ability to explain individual alcohol use, as
opposed to its more adequate ability to explain illicit drug use, lies in the many different ways
that an individual can be exposed to alcohol use and related behaviors. Not all members of
American society see the use of alcohol as a deviant act and, therefore, those who use alcohol
in moderation are not necessarily seen as deviants.

As a result, a child can often be

introduced to the use of alcohol by one's parents who participate in a behavior that is defined
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as socially acceptable. Apart from this introduction, the use of alcohol can also be initially
introduced to the individual by the media and advertisement agencies hoping to sell their
client's product to the next generation. These advertisements and parental use can often hit
the child with the thrills and glories of alcohol use. A possible result may be that an
adolescent is not as dependent on peers to introduce and teach the use of a drug to which they
have already been introduced and provided with a large variety of diverse teachers.
Marijuana and other illicit forms of drugs (cocaine, heroin, d-Lysergic acid
diethylamide, etc.), however, are the drugs that the majority of American society does deem
as unacceptable. Because these drugs are deemed as unacceptable, an adolescent is not
bombarded with advertisements of and about the use of marijuana use. In fact, these
adolescents are bombarded with just the opposite.

The media tends to portray these

substances as the evils of society, governmental programs declare war on these substances,
and punishments and labels are placed on those who participate in such deviant behaviors.
These deviant labels and, sometimes, exaggerations about these substances may force an
individual to rely more heavily on his or her peers to introduce the aspects of these deviant
drugs and teach them the appropriate behaviors and norms that are associated with its use.

Implications of this Study
Because these two models did not include all of the psychosocial characteristics
associated with peer cluster theory, it is impossible to completely test the levels of peer cluster
theory. However, the results of this study do reconfirm two predictions associated with peer
cluster theory that Beauvais and Oetting (1987) define as important. First, socialization
characteristics do, indeed, influence individual drug use. Specifically, it was shown that the
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socialization aspects of religion, family influence, success in school, and peer use influence
individual drug use. Second, peer cluster theory suggests that peer influence is by far the
most influential predictor of individual drug use. The support shown for this hypothesis
strengthens support for peer cluster theory and stresses the necessity to always include peer
influence in explanations of drug use.
The results of this study also indicate that when considering the influence of the family
as a predictor of individual drug use, the type of family member must be considered. As
indicated earlier, the behavior of extended family members was not shown to significantly
influence individual drug use, and that the immediacy of family members may need to be
considered when defining this variable.
The psychosocial characteristics that Beauvais and Oetting defined as social structural
variables are also predictive of individual drug use. Specifically, the variables gender and age
were shown to significantly relate to individual drug use, and as a result they should also be
included in future research attempts to predict and explain drug use. However, the findings
indicated that the age of first use acts primarily as a direct influence on individual alcohol use
rather than an indirect influence.
It was also shown that the psychosocial characteristic of attitudes acts as a predictor
of individual drug use.

Specifically, this study did determine that parental attitudes

concerning the use of alcohol did influence peer associations and individual drug use. As a
result of this finding, this psychosocial characteristic should be considered in future models
attempting to explain drug use. Finally, one limitation of peer cluster theory is proposed. Due
to the results of this study, it was suggested that peer cluster theory may be better suited to
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explain the use of socially unacceptable drugs rather than the use of socially acceptable drugs
like alcohol.

Summation
What advice can be drawn from this present study for those parents who wish to make
their children resistant to drug use before they leave for college? Is it still possible, even with
the findings of this study and the multitude of evidence suggesting that peers have the most
dramatic impact on an individual's behavior, that there is a way to combat this dramatic effect
and win the battle? The answer to the question is a theoretical and empirical yes. According
to peer cluster theory, the way to win this battle is to focus on the psychosocial characteristics
that occur early in an individual's life. Initially, the parent must attempt to stimulate and
support the significance of academic achievement and life-goals from which these adolescents
can achieve self-validation. The parental support and push for academic achievement may
stimulate the child to avoid lower-level classes with lower-level academic expectations and
a higher percentage of drug-users. Also, the support may help keep these children out of
after-school detention programs where they are more likely to be introduced to a cluster of
drug-using peers.
Second, the parents must be aware that there own attitudes and behaviors concerning
the use of alcohol and other drugs can certainly influence their children's attitudes and druguse patterns. Parents must way the cost and rewards of their own drug use behavior. They
must understand and be aware that their own alcohol and drug-related behaviors can influence
the child's behavior, and it could certainly be one of the initial sparks that ignites a child's
pursuit of drug use (Bahr, Hawks, and Wang 1993; Elandt and Saltz 1986; Luza 1990;
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Perkins 1987).
Third, the influence of religion can certainly help to dissuade a child's behavior as it
pertains to drug use. By introducing the child into an institution where the use of drugs is
predominately looked down upon, a resistance to drug use could begin to develop. In
addition, the introduction of church and religious activities may introduce the child to clusters
of peers that do not participate in drug use and, as past and present research shows, this peer
influence may be the most important aspect of all.
Although this advice may help to dissuade a child's drug related behaviors, it certainly
comes with no guarantee. When an adolescent leaves home and attends college, he or she can
be geographically separated from these earlier attitudes and influences of the family and
religion that may have helped build a resistance to drug use. In addition to this geographic
restriction, the adolescent is placed into an environment where typically a large percentage
of the student population uses alcohol and marijuana (Barnes et al. 1988; Haberman 1994;
Gallant, Myers, and Patterson 1988). Undoubtably, a university setting is an environment ripe
with a high percentage of peer clusters that can introduce the norms, behaviors, and uses of
drugs to an individual, and introduce this individual to other peer clusters where the members
participate in other forms of illicit drug use and other deviant behaviors.

APPENDIX A
Variable
Gender

Answer
Male
Female

On a scale of
zero to nine, how
important is
religion to your
family?

Not important
Very important

0
9

On a scale of
zero to nine, what
are your parent's attitudes
concerning the use
of alcohol?

Strongly opposed
Strongly favorable

0
9

Have any of your
family had alcohol or
other drug problems?
(this variable was created
by adding the number
of family members
together)

Mother
Father
Stepmother
Stepfather
Brother/sisters
Mother's parents
Father's parents
Aunts/uncles
Spouse
Children
None

Coded Value
0
1
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Variable

Answer

Coded Value

What is your
approximate
cumulative grade
average?

A+
A
AB+
B
BC+
C
CD+
D
DF

13
12
11
10
9
8
7
6
5
4
3
2
1

At what age did
you first use alcohol?

Never
Under 10
10-11
12-13
14-15
16-17
18-20
21-25
26+

0
10
10.5
12.5
14.5
16.5
19
23
26

At what age did
you first use marijuana?

Never
Under 10
10-11
12-13
14-15
16-17
18-20
21-25

0
10
10.5
12.5
14.5
16.5
19
23

26+

26
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Variable

Answer

Coded Value

What percent of your
college friends use
alcohol at least weekly?

None
10%
20%
30%
40%
50%
60%
70%
80%
90% or more

0
1
2
3
4
5
6
7
8
9

What percent of your
college friends use
marijuana at least weekly?

None
10%
20%
30%
40%
50%
60%
70%
80%
90% or more

0
1
2
3
4
5
6
7
8
9

Within the last year
how often have used
alcohol?

Never used
Once
Six times
Once a month
Twice a month
Once a week to everyday

0
1
6
12
24
52

Within the last year
how often have used
marijuana?

Never used
Once
Six times
Once a month
Twice a month
Once a week to everyday

0
1
6
12
24
52

APPENDIX

A

A Reanalysis of the Causal Model for Alcohol Use
To reanalyze the influence of number offamily members with drug problems on peer
alcohol use and on subject alcohol use, a new family variable was created by counting only
those members of the nuclear family that had alcohol or drug related problems. Members of
the family included in the count were the respondent's mother, father, brother/sisters, spouse,
and children. Those members of the extended family, which included the stepmother,
stepfather, mother's parents, father's parents, and aunt/uncles, were not included, although
they were in the index previously used.
In addition to this recode, only those members of the sample that reported that they
had one or more nuclear family members with alcohol or drug related problems were included
in the reanalysis. This greatly reduced the size of the sample (n = 349), but allowed for an
examination of the influence of this new variable on both peer alcohol use and subject alcohol
use. Table B1 shows the frequency distribution of this new family variable.
The hypotheses that were tested are stated as follows:
H4:

The greater the number of nuclear family members with drug-related problems, the
higher the percentage of the respondent's college friends who use alcohol at least
weekly.

H5:

The greater the number of nuclear family members with drug-related problems, the
greater the respondent's alcohol use within the last year.
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The results of the path analysis did show that number of nuclear family members with
drug problems did significantly influence peer alcohol use (P = -.15). In addition, the
reanalysis also indicated that number of nuclear family members with drug problems did not
directly influence the respondent's level of alcohol use within the last year.

Table Bl.

Frequency Distribution of Number of Nuclear Family
Members with Drug Problems.

Number of Family Members

Percentage

Cumulative Percentage

One

75.1%

75.1%

Two

18.6%

93.7%

6.3%

100.0%

Three to Five
Total

100%
n = 349

To interpret the directional sign of the beta weight, which indicates an inverse
relationship, the reader must remember that within this new analysis only those members of
the sample that had a nuclear family member with an alcohol or drug related problem were
included. As a result, the negative relationship indicates that those members of the sample
with one nuclear family member with an alcohol or drug related problem were most likely to
report a higher percentage level of weekly alcohol use among their college friends.
This negative relationship may be due to one of two factors. First, the negative
relationship may be due to a positively skewed distribution, which indicates that the scores
with the highest frequencies were concentrated among the low scores. A total of 262
members of the sample, more than three quarters of the sample, reported that they had only
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one nuclear family member with an alcohol or drug related problem.
Or second, the negative relationship may indicate a curvilinear relationship between
number of nuclear family members with alcohol or drug related problems and peer
associations. The suggestion of a curvilinear relationship indicates that as the number of
nuclear family members with alcohol or drug related problem exceeds more than one nuclear
family member, it acts as a deterrent to a respondent's association with drug and alcohol
users.
One notable finding from this second analysis is that the strength of the direct effect
of number of nuclear family members with an alcohol or drug related problem was in some
cases equal to or greater than the strength of the direct effects of the other exogenous
variables on peer alcohol use (contrary to the analysis reported in Chapter IV). Another
notablefindingwas that the influence of this new family variable supports the perspective of
peer cluster theory. That is, the only effect it had on the respondent's level of alcohol use
within the last year was through its influence on peer associations. These results also suggest
that future research designs need to consider the immediacy of the family when measuring the
impact of family drug and alcohol problems on an individual's drug related behaviors.

APPENDIX

A

A Reanalysis of the Causal Model for Marijuana Use
A reanalysis of the second model was also performed. As described in Appendix B,
number of family members with drug problems was recoded to only include nuclear family
members, and only those members of the sample reporting that they had one or more nuclear
family members with alcohol or drug related problems were included in the reanalysis (to see
the frequency distribution of this variable see Table B1). The hypotheses that were tested are
stated as follows:
H4:
H5:

The greater the number of nuclear family members with drug-related problems, the
higher the percentage of marijuana users among the subject's college friends.
The greater the number of nuclear family members with drug-related problems, the
higher the level of the subject's marijuana use.
The results of this reanalysis of the causal model for marijuana use showed no

significant effect of number of nuclear family members with drug problems on peer
marijuana use or on subject marijuana use.
A reason for this result may deal with the fact that in American society marijuana use
is regarded as socially unacceptable. Due to the deviant aspect that the majority of society
places on the use of marijuana, a user may go to extreme lengths to hide his or her habit from
the rest of the family. If the other members of the family do not realize that a member of the
family either uses marijuana or has a problem with marijuana use, they certainly cannot be
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influenced by the marijuana user's behavior.
Alcohol, on the other hand, is not stigmatized as a socially unacceptable drug and,
therefore, the alcohol user does not feel as pressured to hide his or her behavior. As a result,
it becomes more apparent to the other members of the family that this particular family
member either uses alcohol or has an alcohol related problem. Because this alcohol-related
behavior can be recognized, it has the potential to influence the behavior of the other
members of the family.
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