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Abstract
This paper describes a new approach for solving geometric constraint problems and 
problems in geometry theorem proving. We developed a rewrite-rule mechanism 
operating on geometric predicates. Termination and completeness of the problem 
solving algorithm can be obtained through well foundedness and confluence of the set 
of rewrite rules. To guarantee these properties we adapted the Knuth-Bendix 
completion algorithm to the specific requirements of the geometric problem. A 
symbolic, geometric solution has the advantage over the usual algebraic approach that it 
speaks the language of geometry. Therefore, it has the potential to be used in many 
practical applications in interactive Computer Aided Design.
1. Introduction
The theory of Euclidean Geometry is the foundation of almost all Computer- 
Geometry applications. Also it is one of the first mathematical theories that has been 
axiomatized systematically by D. Hilbert, in the beginning of this century [HIL 71]. 
Already, there have been some very early approaches for proving geometric theorems 
with Computer-Algebra methods [COL 75]. The development of new, more efficient 
algebraic methods (see, for instance, [BUL 82]), led to a renaissance of automated 
geometry theorem proving (see [WUW 86], [KAM 88]). In this paper a new approach 
is presented. We use term rewriting and logic programming and directly apply 
geometric axioms for deducing constructive proofs of elementary geometry theorems, 
as well as for solving geometric constraint problems. We describe the basic 
conceptions of the algorithm and its application for interactive modelling of geometric 
objects.
2. Symbolic geometric constraint solving.
Computer Aided Design- (CAD) systems are used for interactively constructing 
geometric objects. We assume that these objects should fulfill certain given 
specifications and that the interactive user can chose from a great number of 
construction tools offered by the system. Let us further assume that the specification 
can be expressed by geometric constraints, such as, for instance, distances, angles, 
etc. Therefore, the problem and its solution are of purely geometric nature. If we 
express the properties of each construction operation in an axiomatic way, the problem 
of finding the sequence of construction operations for a specified object may be seen as 
the problem of finding a proof of the constructibility of the object with the given tools. 
Therefore, a construction problem is a special case of a geometric theorem proving 
problem.
Most known approaches to this or similar problems first translate from a geometric 
language to an algebraic formulation, by introducing coordinates. A solution can be 
found with numerical or algebraic methods. With the approach presented here the 
geometric constraints (which are geometric relations between points) are represented by 
predicates. The geometric construction operations are represented by functional 
expressions. We can express geometric axioms by equations on first order formulas, 
which allows us to use a rewrite-rule mechanism, and by implications, which may be 
inferred by a backtracking mechanism, such as implemented in the logic-programming 
language Prolog. We can prove uniform termination of the inference mechanism using 
the rewrite-rules, and with a special formulation of the Knuth-Bendix critical pair 
criterion we may prove completeness (or unique termination).
The algorithm may be applied for supporting the interactive definition of geometric 
objects by geometric constraints: 1) It may derive a sequence of construction operations 
automatically from the constraints. 2) It may be used for detecting contradictions 
between the constraints or redundancies, and for explicidy showing internal degrees of 
freedom of not yet sufficiently specified objects. Thus, it gives the interactive user a 
hint, where to add further constraints for uniquely specifying the object. 3) Geometric 
relations that are implied by the specification by constraints may be inferred. Thus, a 
certain class of theorems of elementary geometry may be proved automatically by the 
algorithm.
Since the approach does not require a translation to algebraic expressions over
coordinates it is easy to explain the intermediate or final results in a geometric 
language. Therefore, the approach is better suited for an integration with an interactive 
CAD system than algebraic approaches.
In order to describe the symbolic approach to geometric constraint solving we first 
need to define a language in which the problems may be specified formally. Then, we 
express the constraint solving mechanism in this language.
2.1 Expressing constraints by predicates.
Constraints are relations between points which may be expressed by predicates on 
these points. The predicates may be stored in the database of a Prolog interpreter as so 





v(Pl, P2, [Alpha, D]).
a(Pl, P2, P3, Beta).
tr(Pl, P2, P3, [Alpha, Beta]).
The semantics of the predicates is defined as follows:
To express that the position of a point P is known we use the predicate p(P, Pos). 
This means that the position of P is defined by the value of Pos to which a symbolic 
expression may be assigned. The expressions must be ground terms, i.e. no variables 
may occur in them. Possible expressions are, e.g. a pair of coordinates [10, 0.5], or a 
geometric function, such as intersection(line(p(P2), 90), circle(p(P3), 20)), meaning 
that the point is located at the intersection of a line through another point P2 with a 
slope of 90 degrees toward the x-axis, and a circle with center point P3 and a radius of 
20.
The predicate d(Pl, P2 Dist), expresses that we know the distance between two
points. For the value of Dist we may again write a constant number, a parameter, or a 
function such as length(vector(P3, P4)), i.e. the distance of two points with already 
specified position.
s(P2, PI, Alpha) constrains the slope of the line connecting PI and P2 by the angle 
Alpha to the x-axis (measured counterclockwise).
Fig. 1 shows how an angle Beta is associated with three points by the predicate 
a(Pl, P2, P3, Beta).
pi
The angle Beta is measured counterclockwise from the line (P2, P3) toward the line 
(P2, PI). An angle going in the other direction would be written with negative sign: 
a(Pl, P2, P3, Beta) <=> a(P3, P2, PI, -Beta). If we know the value of two angles of a 
triangle we express this by the predicate tr(Pl, P2, P3, [Alpha, Beta]). The predicate tr 
stands for triangle, and implies that the value of the third angle is known implicitly: 
Gamma = 180 ° - (Alpha + Beta). Note that only angles, but not distances between 
points are defined by 'tr'.
Congruence relations. In addition to the above predicates which assign ground 
terms to angles distances, positions, etc., the following equations are used for 
expressing congruence relations:
d ( P I ,  P2)  = d ( P 3 ,  P 4 ) .
The distance of points PI and P2 is congruent to the distance between
points P3 and P4.
a ( P l , P 2 , P 3 )  = a ( P 4 , P 5 , P 6 )  .
The two angles are congruent.
s ( PI ,  P 2 ) = s  (P3,  P4)  .
The line(Pl,P2) is parallel to line(P3,P4).
v ( P l ,  P 2 ) = v  (P3,  P 4 ) .
The \ector(P 1,P2) is equal to vector(P3 ,P4).
t r ( P l , P 2 , P 3 )  = t r  ( P 4 , P 5 , P 6 )  .
The two triangles are similar.
t r  ( P 1 , P 2 , P 3 )  = s t r  ( P 4 , P 5 , P 6 )  . 
The two triangles are similar up to symmetry.
p ( P l )  = p ( P 2 )  .
Two points are identical
What can be expressed by the predicates?
The constraints discussed here are restricted to relations between points. Each pair 
of points implicitly defines a line which may be specified by constraining these two 
points. To specify the properties of a circle we would have to constrain some char­
acteristic points (e.g. center point, and a point on the periphery).
With s(P l,P2) -  s(P2, P3) we may express that three points are collinear, and that 
P2 is between PI and P3 which is equivalent to Tarski's predicate b(Pl, P2, P3) [TAR 
51].
Two triangles that are joined by two common points build a quadrilateral. By 
expressing the similarity of joined triangles we may describe the similarity of 
polygons, or the similarity of mirrored polygons (predicate str).
2.2 Rules for compass and ruler construction
To derive the position of points that are not explicitly specified by a corresponding 
predicate we may apply rules known from constructing with compass and ruler. An 
example: given the positions of two points PI and P2, the distance between PI and a 
third point P3 and the distance between P2 and P3, we may construct P3 by inter­
secting two circles. We first write the precondition of the rule by a conjunction of 
predicates:
p(Pl, [Posl]) a  p(P2, [Pos2]) a  d(Pl, P3, R l) a  d(P2, P3, R2)
The position of the third point P3 is found by intersecting two circles with centers 
PI and P2. This is expressed symbolically by:
p(P3, intersection(circle(p(Pl), R l), circle(p(P2), R2))).
We formalize this construction rule by introducing the following notation for 
rewrite-rules: Conjunctions of predicates are expressed as lists of predicates '[ ]', and 
the symbol indicates the direction in which the rewrite-rule is applied. The above 
rule is represented by the following rewrite-rule:
[p(Pl, [Posl]), p(P2, [Pos2]), d(Pl, P3, R l), d(P2, P3, R2)]
-> [p(Pl, [Posl]), p(P2, [Pos2]),
p(P3, intersection(circle(p(Pl), Rl), circle(p(P2), R2)))].
We find similar rules for intersecting circles and lines, or two lines.
[p(Pl, [Posl]), p(P2, [Pos2]), d(Pl, P3, R), s(P2, P3, SI)]
-> [p(Pl, [Posl]), p(P2, [Pos2]),
p(P3, intersection(circle(p(Pl), R), line(p(P2), SI)))].
[p(Pl, [Posl]), p(P2, [Pos2]), s(Pl, P3, Sll), s(P2, P3, S12)] 
-> [p(Pl, [Posl]), p(P2, [Pos2]),
p(P3, intersection(line(p(Pl), S ll), line(p(P2), S12)))].
7All rules are of the form "(p -> 'F'. The precondition (p and the postcondition *F are 
in Skolem form. I.e., they are conjunctions of literals (predicates on points) with 
Skolem functions for the point positions, distances, etc. These functions express the 
geometric operations.
How are the rewrite-rules applied? All constraints defined by the user’s 
specification are expressed by predicates which are stored as 'facts' , in the Prolog 
database. An inference mechanism tries to apply all the rules. A rule can only be 
applied if the precondition holds. If the corresponding predicates of the precondition 
can be matched with facts in the database, the rule fires, and a transaction on the 
constraint database is performed. Those facts on the left side of the rule, not occurring 
on the right side are replaced in the database by the ones only occurring on the right 
side of the rule. Inserting and retracting facts in the database is realized with the 
commands retract and assert, which are built-in predicates in Prolog. A transaction 
must be carried out as an atomic operation, i.e. either it is carried out completely, or not 
at all, and thus preserves consistency of the database. The algorithm terminates when 
no rule applies.
The inference mechanism, together with rules like the one described above de­
termine an algorithm for automatically constructing a geometric object from a geometric 
specification. The result can be regarded as a proof for the correctness of the 
specification by constraints. Every step of the proof corresponds to a geometric 
operation. If we write down the sequence of operations during the proof, we get an 
imperative definition of the specified object. The specification of a geometric object is 
complete and consistent, when for each point Pi, there exists exactly one predicate 
p(Pi, POSi).
The following 2-D example shows the effect of the construction algorithm. The 
initial content of the database is (see fig. 2):
p(Pl, [100, 100]). 
p(P2, [200, 100]). 
d(Pl, P3, 75). 
d(P2, P3, 80). 
d(P3, P4), 60).
8s(P2, P4, 90).
fig. 2 Four constrained points.
After running the construction algorithm, the database contains:
p(P l, [100,100]). 
p(P2, [200,100]).
p(P3, intersection(circle(p(Pl), 75), circle(p(P2), 80))). 
p(P4, intersection(circle(p(P3), 60), line(p(P2), -90))).
The result of the algorithm is a symbolic prescription for constructing the points 
with compass and ruler. The new facts are asserted in a sequence determined by the 
algorithm. The expressions specifying point positions therefore may refer to points 
defined earlier in the construction process (in our example, the symbolic expression for 
the position of point P4 refers to points P2 and P3). A solution would have been found 
even if we expressed the distances and angles by parameters, instead of numbers. In 
our example the construction parameters are already instantiated by numeric values. 
Therefore, the geometric expressions may also be evaluated numerically. For 
displaying the result on a graphical screen we have to provide some procedures for 
computing the geometric operations on coordinates. In our software system the
numerical evaluation is carried out by procedures written in the procedural 
programming language Modula-2. These procedures are compiled and linked to the 
Prolog interpreter as so called 'built-in' predicates. The technique of linking the two 
languages is discussed in [BRU 85]. When evaluating the symbolic expressions the 
Prolog program goes sequentially through the facts and finds numeric values for the 
symbolic expressions by means of the built-in predicates. The computed shape may 
then be displayed on a graphical screen by some built-in graphic predicates.
Geometric operations do not necessarily have only one unique solution. E.g. 
intersecting two circles may result in zero, one, or two points. We therefore speak of a 
non-deterministic operation. Fig. 3 shows the various intersections of circles and lines 
that correspond to the symbolic solution above.
carrying out the geometric constructions
In backtracking, the built-in predicates return all possible values for each oper­
ation. The backtracking mechanism of Prolog is used for an exhaustive search of all 
alternatives. Fig. 4 shows the four possible shapes of a quadrilateral consisting of 
points PI to P4.
c) p i P2 d)
fig. 4 The numerical evaluation of the symbolic result (4 possible solutions).
2.3 Expressing axioms of Euclidean geometry as rewrite-rules
A geometric constraint solver should not only be capable of applying construction 
operations; it should reason about congruence relations as well. We realized this by 
incorporating axioms of Euclidean geometry in form of geometric rewrite-rules into the 
algorithm. An example:
For every pair of triangles, if two sides and the angle between them are congruent, 
then also all other angles are congruent (fig. 5):
fig. 5 Congruent triangles
d(Pl,P2) = d(P4,P5) a  d (PI, P3) = d(P4,P6) 
a  a (P3,PI,P2) = a(P6,P4,P5)
=> a (PI, P2, P3) = a(P4,P5,P6)
We wish to express this axiom as a rewrite-rule which enables us to employ the 
same inference mechanism as for the construction rules. When carrying out the 
inference the predicates on the left side of the rule are replaced by those on the right 
side; therefore it is important that no information is lost by applying the rewrite-rule. 
First we express the above axiom as an equation on clauses.
[d(Pl,P2) = d(P4J>5), d(Pl J>3) = d(P4J>6), a(P3,Pl,P2) = a(P6,P4J>5)] =
[a(Pl,P2J>3) = a(P4J>5J>6), a(P3,Pl,P2) = a(P6J>4J>5), d(Pl,P2) = d(P4,P5)]
By imposing a direction of application the equation may be expressed as a rewrite- 
rule with the desired property.
[d(Pl,P2) = d(P4J>5), d(Pl J>3) = d(P4,P6), a(P3,Pl,P2) = a(P6,P4J>5)]
->
[a(Pl,P2,P3) = a(P4,P5)P6), a(P3,Pl,P2) = a(P6,P4)P5)> d(Pl,P2) = d(P4,P5)]
3. Theoretical properties of the constraint solver (completeness 
and termination).
A theoretic framework has been developed for proving the algorithmic 
completeness and termination of the mechanism that applies the rewrite-rules. We
adapted the 'critical-pair algorithm' by Knuth and Bendix [KNB 70] for the structure 
of the geometric problem. The algorithm introduces new rewrite-rules as lemmas of the 
theory. Using this method, we can prove that the set of rules is complete, and that the 
inference mechanism applying these rules always terminates. Thus, we can show that 
the algorithm is a decision algorithm for theorems provable by the axioms, and that it 
solves the constraint problems solvable by the construction rules [BRU 87].
In this chapter we discuss some properties of the rewrite-rules introduced in the 
previous chapter. Important question are: first, whether the algorithm applying the 
rules stops in any case (the uniform termination property of the algorithm), and 
second, whether the sequence in which the rules are applied matters for the result (the 
unique termination property). We give a short introduction to theory of term rewriting 
methods and the Knuth-Bendix critical pair algorithm. We have implemented a Knuth- 
Bendix algorithm in PROLOG accepting the rewrite rules of the previous chapter. The 
algorithm uses unification modulo associativity, commutativity, and a set of equations. 
The Knuth-Bendix algorithm is applied as a meta algorithm for finding new rules, and 
to make the set of rules algorithmically complete.
3.1 Termination properties of the algorithm
Uniform termination. The idea behind the geometric rewrite-rules was to replace 
some facts in the database by "simpler" ones. To prove that the inference mechanism 
applying the rules to a given database terminates, we have to find orderings such that 
the right hand side of a rule is always smaller than the left hand side, and furthermore 
to prove that the orderings have lower bounds so that no infinite decreasing sequence is 
possible.
Definition 3.1: (well-foundedness) Given a set of terms T, a partial ordering ' )■' on 
T  is well-founded (or Noetherian) if there is no infinite descending chain of terms t] 
\ t2 \ ...
Definition 3.2: (order-function f )  For our geometric predicates and for the set of 
conjunctions C we introduce a function t : C -> N  which is defined as follows:
for literals: 
m P l ,  P2, J )  = 6 
T(a(Pl, P2, P3, _)) = 5 
T(s(Pl, P2, J )  = 4 
t(tr(Pl, P2, P3, J )  = 3 
t(v(Pl, P2, _)) = 2 
Kp (P1 ,J )  = 1 
Ttfalse) = 0
T(d(Pl, P2) = d(P3, P4)) = 6 
r(a(Pl, P2, P3) = a(P4, P5, P6)) = 5 
t(s(P1, P2) = s(P3, P4)) = 4 
t(tr(Pl, P2, P3) = tr(P4, P5, P6)) = 3 
T(tr(Pl, P2, P3) = str(P4, P5, P6)) = 3 
T(v(Pl, P2) = v(P3, P4)) = 2 
tfP(P 1) -  P(P2)) -  1
For conjunctions X, Y: t(X a  Y) = t(X) + t(Y), for the empty conjunction: t() = 0
Lemma 3.1: If for all rules I -> r: t(l) > T(r) then Ton C is well founded.
Proof of lemma 3.1: For each conjunction X  to which a rewrite-rule can be applied 
Thas some finite value x(X) = n e  N. Each rule applied to X  reduces t(X) at least 
by one (by assumption), 0 is a lower bound for t, therefore X  is reduced in at most 
n steps to an irreducible conjunction X0. ♦
Unique termination. With the following example we want to show what happens 
when different rules may be applied to the same facts in a database (see fig. 3.1). For 
the points PI to P6 some relations for distance-congruence, angle-congruence, and 
parallelism are expressed by the facts in the database. When examining the rewrite- 
rules described in chapter 3 we can see that rules rj, and r2  can both be applied to the 
initial database. Depending on which of the two rules is applied the database will be in 
a different state (fig. 3.2, or fig. 3.3). Proceeding from there we may continue 
applying rules. On the left side, after applying rule dj twice, we end with a database 
state as shown in fig. 3.4. On the right side we may apply rule r2  twice and then dj,
and end with the database shown in fig. 3.6.
1 4
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fig. 3.1
d (PI, P2) = d(P4, P5) , s(P2, P3) = s (P5, P6) , 
d(P2, P3) = d(P5, P6), a (PI, P2, P3) = a(P4, P5, P6)
/  \
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fig. 3.3
d(P2, P3) = d(P5, P6) , s (P2, P3) = s (P5, P6),
d(Pl, P2) = d(P4, P5) , a (PI, P2, P3) = a (P4, P5, P6) ,
s(Pl, P2) = s(P4, P5) , a (P2, P3, PI) = a (P2, P3, PI) ,




d(P2, P3) = d(P5, P6) .




/ SP '*'P»r -> ♦
V* V4-1-  -  -
fig. 3.5
v (P2, P3) = v(P5, P6) , 





d (P 5 , P6) ,
s(P5, P6),
s(P4, P5),
s (P4, P6) .
d i
'.P2 '.P5
v(P2, P3) = v (P5, P6),
s(PI, P2) = s (P4, P5),
s (PI, P3) = s (P4, P6) .
fig. 3.6
In both cases we can’t find rules that apply. The facts in the databases are what we 
call irreducible. Since both states do have the same offspring and the inference 
mechanism maintains the consistency of the database the two final states are equivalent 
but obviously not identical. The sensitivity to the sequence of application is an 
undesired property of our rules. The actual situation may be cured by adding a new 
rewrite-rule that either rewrites the facts in fig. 3.4 to those of fig. 3.6 or the other way 
round. With the order function x defined above we may find out which way round. 
The total value for the facts of the database in fig. 3.4 is T = 4, and the value of the 
facts in fig. 3.6 is T = 10, to maintain well-foundedness the new reduction rule must 
be:
[v(P2, P3) = v(P5, P6) , s(Pl, P2) = s (P4, P5) , s (PI, P3) = s (P4, P6) ]
-> [v(P2, P3) = v(P5, P6), v(Pl, P2) = v(P4, P5)]
In order to find out whether we need more rules it seems that we need to inspect an 
infinite number of such examples. We may also ask ourselves: "Does there exist a 
finite set of reduction rules that suffice for obtaining the desired property, namely to 
bring any database to normal form, independently of the order in which the rules are 
applied, or do we have to add more and more rules?"
The answers to these question can be given by a theory applied for solving word 
problems in algebra, described by Knuth and Bendix in 1965 [KNB 70]. This theory 
is discussed formally in the next section.
3.2 Using the Knuth-Bendix completion algorithm to obtain a 
canonical set of rewrite rules.
In this section the theoretical foundation of a proof of the unique termination- (or 
Church-Rosser-) property of an algorithm that is based on reduction rules is 
developed. An algorithm invented by Knuth and Bendix for completing a set of 
reduction rules that does not have the Church-Rosser property is described. We first 
need to give some definitions.
Definition 3.3: (term, set o f term T, sub-terms, occurrence, Oc, replacement,
t[U 5 ] )
1) A variable is a term: xj, X2 , ... e T
2) A constant is a term: ci, C2 , ... e T
3) If ti, t2 , ...,tm e T and f im is a function symbol for an m-ary function or 
operator then f im(tj, t2 , ...,xm) e T.
We say that the term t = t(tj, t2 , ts(t^j, ts^)) consist of terms t, tj, t2 , t^, t^ j ,  tst2
(the sub-terms of t). The structure of t may be represented as a tree (fig. 3.7)
With ts j  = t@ (3,l) we express that ts j  occurs at the place (3,1) in t. We call (3,1) 
the occurrence of ts j  in t. The occurrence of t itself in t is (0). With Oc(t) we denote 
the set of the occurrences of all sub-terms in t. For the above example Oc(t) = {(0), 
(1), (2), (3), (3,1), (3,2)}. For terms s, t and an occurrence u e Oc(t), w = t[u<- s] 
is the term derived from t by replacing the sub-term occurring at u in t by s.
fig. 3.7 The tree structure of a term
Definition 3.4: (substitution, instance, unifier, most general common instance, 
mgu)
A substitution a  is a finite set of replacements of variables X( by terms t i : a  = 
{xi/ti, X2 U2 , ..., XkltkJ. Applying a substitution crto a term t which is expressed 
by a t means to replace simultaneously all occurrences of xi in t by ti for all 
replacements xt/ti e c. The term s = Otis called an instance of t. A  term t is called 
more general than a term s if s is an instance of t, i.e. if 3 a: at = s but t is not an 
instance of s. Two terms t] and t2  can be unified if there is a substitution cr which 
applied to the two terms makes them identical (oti = <Jt2 ). The term w = oti = ot2  is 
called a common instance of ti and t2  and <7 is called their unifier. A  unifier does not 
necessarily exist for any two terms, and in general there is more than only one 
possible common instance for two terms. If the common instance w is more general 
than all other common instances of tj and t2 , w is called the most general common 
instance, and the corresponding substitution o  is called the most general unifier 
(mgu) of ti and t2 . It can be shown that an mgu is unique up to renaming of 
variables. An early description of an algorithm for finding the mgu of two terms 
may be found in [ROB 65]. More efficient unification algorithms have been
developed since then which are integrated in the interpreters of the programming 
language PROLOG.
Definition 3.5: (Equational theory, '=£^. An equational theory is a theory 
represented by a set of equations E  on terms: E = {t{ = ti"}. An important question 
that may be asked in such a theory is: Given two terms s and r; are s and t congruent 
modulo the set of equations E l  We say that s =e t if we find a finite chain of 
equations ti}‘ = ti}", ti2' = ti2"...... " where tik' -  tik" are instances of
equations of E: with either ( t^  = ti") = (Oit{ = Oit{') or ( t^  = ti") = (<%•" -  &${)>
s = tij”, t = tin', and t i ” = tik j ' for k = 1 to n-1. The congruence relation '= e ' is 
defined as the reflexive-symmetric-transitive closure of the equations in E. The 
question whether such a chain of equations exists for two terms and a given set of 
equations E  is called a word problem and is undecidable in general.
Definition 3.6: (reduction rules, order function x, ). For the equations a = b e E 
one can often define in a natural way a "reduction operation" o r "reduction rule" 
a^>b. With R we denote the set of all reduction rules derived from E  by orientating 
the equations, such that the left side of the rule is always bigger than the right side, 
with respect to an order function t  (see for example the previous section). To 
explain how a reduction a b e R is applied to a term s we give the following 
definition.
Definition 3.7: (reduction, completeness, uniform termination, unique 
termination).
s ->r t (s reduces to t by R) if and only if there is a rule a -^ b  e  R, a substitution <7 
and an occurrence u e Oc(s) such that s@u -  csa, and t = s[« <- s(bj\.
’->r' is called complete if it has the following two properties:
• The iteration of reduction process always terminates after a finite number of 
steps at an irreducible object (uniform termination property).
• Different reduction processes starting from the same object always terminate at 
the same irreducible object (unique termination property).
In order to prove these properties for a given set of reduction rules R we need to 
introduce the following definitions.
Definition 3.8: (—>r * , x-l^y , Noetherian, irreducible term). .
1) x  —»r* y  means that there is a finite sequence of reduction rules a -» r b e R 
that can be applied consecutively to the term x  which is then reduced to y  by 
means of these rules.
2) By jcI r J ' we mean that x  and y  have a common successor, i.e. 3 z:  x  -» r *  x
r V  y.
3) '->r' is called Noetherian if there is no infinite chain of the form xj -»r X2  -»r 
X3  —»r -.
4) x  is called an irreducible term, if there is no rule in R that further reduces x.
From now on we assume that '-»r' is Noetherian. Then the following lemmas (3.2 
- 3.4) hold:
Lemma 3.2: S r  is a canonical simplifier for '=e  if and only if ’-» r ' has the 
Church-Rosser property, i.e. V x j e  T: x  = £y =$ ^ I rJ . In other words: If we 
can prove that S r  is a canonical simplifier, then congruence modulo E becomes 
decidable. For any two terms x =e  y  holds, if and only if S-r(x) -  S&(y). (the 
function S r ( x )  is defined algorithmically by the inference mechanism applying the 
rules of R on x  until an irreducible term is obtained).
Lemma 3.3: Reduction of the Church-Rosser property to confluence.
1—>r' has the Church-Rosser property if and only if '-»r' is confluent (i.e. V x , y , z  
e  T, x  *<- z  -» * y  => x | r J .
Lemma 3.4: Reduction of confluence to local confluence (Newman 1942).
' - > r ' is confluent if and only if is locally confluent, i.e. V jc ,y ,z &  T, x  < -  z ->
y => xlzy.
Proof of lemmas 3.2 - 3.4: The proofs of the lemmas with an almost identical 
notation can be found in [BUC 82]. Therefore they are given without proof here.
The criterion of local confluence seems intuitively simpler than proving canonicality 
through the original definition but is still not effective since an infinite number of terms 
x, y, z need be considered in general. With the following theorem 3.5 by Knuth and 
Bendix we obtain a criterion for proving the Church Rosser property of a set of rules 
by a finite number of tests.
Definition 3.9: (critical pair). The terms p  and q form a critical pair <p,q> in R if 
there are rules // -> rj and I2  -> 2^ in R, and an occurrence u in Oc(11) such that li@u 
is not a variable, lj@ u and I2  are unifiable, p = Gi(li) [u <- 02(^2/!, and q -  Ojrj 
where Cj and 05 are substitutions such that Gj(lj@ u) = O2 I2  is a most general 
common instance of lj@ u and I2  with the property that no variable of Oi(li@ u) 
occurs in I2 .
Theorem 3.5: Reduction of local confluence to confluence o f critical pairs (Knuth - 
Bendix, 1967). '->r' is locally confluent if and only if for all critical pairs p, q of R: 
P i  R4-
Proof of theorem 3.5: Again the proof of the theorem can be found in [BUC 82].
It should be clear from the definition that for a finite set of rules only a finite number 
of critical pairs can exist, and therefore the Church Rosser property may be proved in 
finite time. The so called "critical pair algorithm" tests for all pairs of rules in R if there 
is a superposition of the left side of one rule and a sub-term of the left side of another 
rule. When we know that '—>r is not confluent we need some method for transforming 
the non canonical system into a canonical one without changing the theory. An 
algorithm called the Knuth-Bendix critical pair completion algorithm converts critical
1) Find a critical pair < p ,q > in R where SR (p) # SR (q) ;
. If no such pair was found report "R is confluent"; go to 4
2) if T (SR ( p ) )  < T (SR ( q ) ) then
R := R U  (SR (q)  —> SR ( p ) )  
if T (SR ( p ) )  > T (SR ( q ) ) then
R R U  (SR (p)  —> SR ( q ) )  
else report "aborted" got to 4 .
3) use the new rules to simplify (or delete) the rest of R 
go to 1
4) stop
In the following section we want to apply the theory with some modifications to the 
geometric reduction rules.
pairs into new rules. The algorithm is outlined roughly as follows:
3.3 A critical pair algorithm for geometric rewrite-rules
In chapter 2 we showed how axioms of elementary geometry may be expressed by 
equations between conjunctions. The theory obtained is an equational theory for 
elementary geometry. The equations are applied as rewrite rules which have the 
character of the reduction rules defined in the previous section. With some adaptions 
for the special properties of conjunctions of predicates we may use the theoretical 
results, and the Knuth-Bendix completion algorithm, described in section 3.2 to 
complete the set of geometric reduction rules, or to prove that it is complete.
Definition 3.10 (literal): A predicate, e.g. a(Pl, P2, P3, Alpha), d(Pl, P2, Dist),
etc., or a congruence relation like e.g. d(Pl, P2) = d(P3, P4), etc. are called literals.
The arguments of the predicates are terms (point variables or geometric operations).
The rewrite rules are of the form cj C2, where cj and C2  are conjunctions of 
literals. In order to prove the completeness of our set of rules we also need to take into 
consideration the associativity law: (p a q) a w -  p  a (q a w) for conjunctions p, q, w,
and the commutativity law p a  q = q a  p. We cannot find an order function such that p 
a  q reduces in a natural way to q a  p. The two conjunctions are intrinsically 
incomparable. A method that may be applied is to integrate the associativity and 
commutativity law into the unification algorithm. An algorithm for the so called 
unification modulo AC  for conjunctions is described in [HSI 83] under the name of 
BN-unification. We use a similar definition for describing what we call AC-critical 
pairs of conjunctions for which we can prove that they lead us to a criterion for local 
confluence for the special type of rewrite rules used in our program.
Definition 3.11: (separated). Two conjunctions are separated if they do not share 
common literals.
Some examples: p  a  q a  r  and r  a  s  a  q are not separated since they share the 
literals q and r ,  neither are p(a) a  q(x) and p(a) a  r ( y , z ) ,  however the conjunctions 
p(a) a  q(x) and p(x) a  r ( y , z )  are separated although they have the common predicate 
p  (but p(a) and p(x) are not identical).
Let us consider two conjunctions s and t of the form: s = sj a  S2 , and t = tj a  t2  
with sub-conjunctions sj, S2 , tj, t2 . We define the conjunctions s' := u a  sj, and t' := 
v A t]  where u and v stand for variable conjunctions.
Definition 3.12: (unification modulo AC). The conjunctions s and t are unifiable 
modulo AC if there are substitutions for the arguments of the literals o ’, a"  such 
that o'S2  = o"t2  = w, w is a most general common instance of S2  and t2 , sj and tj 
are separated, and s' = t’ i.e. u <- tjA w, v <- s j a  w. Since in general there is a 
finite number of ways for splitting s ant t into sub-conjunctions there is a finite 
number of ways for unifying the two terms, and there is in general more than one, 
but a finite number of most general unifiers. By BNU(s,t) we mean a complete set 
of most general unifiers of conjunctions s and t. When the two terms s and t are 
separated the unifier will be a trivial one, namely u <- t, and v <- s. Since such a 
unification is useless, as we shall see later, we will treat the conjunctions as non 
unifiable.
Definition 3.13: (Reduction o f a fact-database). The database of facts D to which 
the rewrite rules are applied may be interpreted as a conjunction of literals (the 
facts): D = p i a  p 2  a  ... a  pic. Since conjunction is closed under associativity and 
commutativity, all permutations of of literals in D are equivalent (D' = Ptfi) a  p-^2) 
a  . . .  a  Pn(k) -  D  for some permutation k  of the indices). We may therefore
regard the expression as an unstructured set D = {pj, p 2 , ..., Pk} orD  = LJ/ {pj}.
We say the database DL reduces to the database DL+ib y R  (Di ->r Di+j) if and only 
if there is a rule I ->r <= R and a substitution cr such that for a subset, D' czD[, D ' = 
ol, and Di+i = (Di - ol) u  or. (With a difference A - B we mean the set 
difference that is only defined if the set to be subtracted B £  A).
Definition 3.14: (AC-critical pair). <p,q> is called an AC-critical pair if l\ -> rj 
and I2  r2  is a pair of rules of R with unifiable left sides, l\ is of the form lj ' a  lj", 
12 is of the form I2 ' a  I2 ", if 3 0 1 , 0 2 : o il]"  =  0 2 12" thenp =  o j l j '  a  02^2, q 
= 0 2 I2 ' a  cr/r;.
Theorem 3.6: '->r' is locally confluent if and only if for all AC-critical pairs p, q 
o fR : p iRq.
Proof of theorem 3.6:
I t  .  i t
Let us assume that for arbitrary databases Si, S2  and where S] <- Dinit -> S2 , 
we have to show that S1 IS 2 , i.e. Sj ->* Df<- S2  for some Df. We also assume that 
there are rules /; -> rj, I2  -> r2  e R and substitutions Oj, 0 2  with <77/7 c:Z)ZW7 
and 0 2 I2  ^  Dini[ such that Sj = (Dinit - O ih) u  0 \r \ t and S2  = (Dinit - O2 I2 ) u  
02T2-
There are essentially two cases that need be considered:
In the first case otfi n  0 2 I2  = 0 ­
S] n  0 2 I2  = ((Dinit - d l l )  u  a m )  n  G2h = Dinit n  0 2 I2  = 0^ 2, and 
S2  n  O il] =  ((Dinit - 0 2 I2 ) u  02T2) n  Oil] =  Dinit n  O ili  =  O ih ,  therefore 
(((Dinit - o ili)y j  o m )  - 0 2 I2 ) u  02^ 2 = D/is defined, and
(((Dinit - G2h) ^  &2r2) - &ih) u  &irl = Df is defined as well, therefore S1 IS 2 .
In the second case a il1 n  <72/2 ^  0-
we call w = ail] n  <72/2, therefore 07/7 ' = o il7 \  w, and <72/2 ' = <72/2 \w .
Si = ((Dinit - w) - o ih ')  u  o ir i, and S2 = ((Dinu - w) - G2 I2 ') u  a2n- Si and S2 
have a common successor if 0 2 I2 ' ^  &irl  and a j / 7 ' u  o 2 *2  have a common 
successor. It is easy to see that this condition for confluence corresponds to the, 
confluence condition of instances of AC critical pairs. If critical pairs are confluent 
then all their instances are confluent, therefore S1 IS2 .
We assume that is a most general common instance of the left sides 11 and I2  of 
two rules in R. Therefore Sj = Oirj u  O2 I2 \  and S2  = <72^ 2 ^  Glh - From the 
confluence of Sj and S2  follows the confluence of the corresponding critical pair. ♦
We have implemented an AC critical pair algorithm in PROLOG for testing the 
confluence of the geometric rewrite-rules. An important part of the algorithm is 
"unification modulo AC" which is not supported by PROLOG, but may be 
implemented easily with the unification already given by the language. The rewrite- 
rules for the reflexivity-, symmetry- and transitivity-laws of the congruence relations 
and for the addition properties of vectors, angles and triangles are not reduction rules in 
the sense of our order function T. The confluence of these rewrite-rule will be shown in 
section 3.4. They have been integrated in the unification of our Knuth-Bendix 
algorithm. Since the equivalence classes are finite and not pair-wise unifiable, there 
exist no critical pairs between them. For many predicates changing the order of the 
arguments yields an equivalent predicate. For example, the predicate d(Pl, P2, Dist) is 
equivalent to d(P2, PI, Dist). Such equivalences also needed to be integrated in the 
unification algorithm. They are independent from the other laws, and do not affect the 
above proofs. Our critical pair algorithm finds all critical pairs for the given set of 
rules. The critical pairs lead to new rules which are used to reduce or delete old rules, 
before they are added to the set of rules. This process is done iteratively as is described 
in section 3.2. The algorithm served us for testing the theory. Many earlier versions of 
the rewrite rules lead to contradictions not necessarily seen by looking at individual 
rules but arising as a consequence of their combination. It also became clear that for 
some rules in their original formulation it was impossible to obtain confluence with a
finite set of reduction rules. The critical pair algorithm was an important tool for 
guiding us to the right way of thinking about the problem, and finally, for proving the 
algorithmic completeness and the independence of the rules.
We now want to apply the critical pair algorithm to geometric rewrite-rules such as 
found in chapter 2. For the following discussion we leave out the terms that represent 
the construction operations, and treat the axioms as relations between points. We start 
with a set of 5 rules. The rules listed below are those rules using predicates for 
assigning constant values to point tuples (The procedure for the rules dealing with 
congruence relations is very similar).
1 [S (A, B, _), d (A, B, _)] -> [v (A, B, _) ] .
2 [p (A, _) , v (A, B, _) ] -> [p (A, _) , p (B, _) ] .
3 [S(A,B, _), a(B,A,C, _) ] -> [S(A,B) , s(A,C, _) .
4 [a (A, B, C, _) , d (A, B, _) , d (B, C, _) ]
-> [tr (A, B, C, _) , d (B, C, _) ] .
5 [a(A,B,C, _) , a(B,C,A, _)] -> [tr(A,B,C, _)] .
The Knuth-Bendix completion algorithm generates 7 more rules:
6 [a (A, B, C, _), v (B, C, _)] -> [v (B, C, _) , S (A, B, _) ]
was found from a critical pair of rules 1 and 3
7 [v(A,B, _), tr(A,B,C, _)] -> [v(A,B, _), v(B,C, _)]
was found from a critical pair of rules 1 and 4
8 [s(A,B, _) , s(B,C, _) , S(C,A, _)]
-> [S(A,B, _) , tr(A,B,C, _) ]
was found from a critical pair of rules 3 and 5
9 [ v (A, B, _) , s (A, C, _) , S (B, C, _) ] -> [ v (A, B, _) , v(A,C, _) ]
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was found from a critical pair of rules 1 and 8
11 [tr(A,B,C, _), p(A, _), p(B, _)]
—^ [p (Ar _) t p (B, _) r p (C/ _) ]
was found from a critical pair of rules 2 and 7
12 [p (A, _), p<B, _), S {A, Cr _ ) , S (B, Cr _)]
-> [p (A, _) , p (B, _) , p (A, _) ]
was found from a critical pair of rules 2 and 9
Finally, we obtain a set of 12 rules that are locally confluent, i.e. for all critical pairs 
p, q the relation p i Rq holds. For obtaining the above result we had to also introduce
the so called "inconsistency rules", that are used to detect when the database of facts is 
inconsistent. As an example, the rule [d(A,B, _), d(A,B, _)] -> [false] indicates that 
representing the distance between points A and B by two facts in the database is either 
redundant or contradictory. Similarly, for slopes we define [s(AJi, _), s(A,B, _)] -> 
[false]. These two rules build critical pairs with rule (1) of above, which introduce the 
following two new inconsistency rules: [v(A, B, _), d(A, B, _)] -> [false] , and [v(A, 
B, _), s(A, B, _)] -> [false]. These rules may be interpreted as follows: The 
knowledge of the relative vector between two points already implies the knowledge of 
the slope and the distance between these points, therefore explicitly stating these 
constraints in combination is redundant or contradicting. More such inconsistency 
rules that find contradicting conjunctions of predicates by a reduction to false' have 
been created from critical pairs by the algorithm (they are not listed here). Many critical 
pairs that have been found do not result in a new rule, but disappear later on, as soon 
as additional rules are introduced. For example, the critical pair <[v(A, B, _), d(A, B, 
_)] , M A , B, _), s(A, B, _)]> is reduced to a trivial critical pair <false, false>, as 
soon as the two inconsistency rules of above are introduced.
was found from a critical pair of rules 2 and 6
Theorem 3.7. The algorithm based on the final set of rules R obtained from EQ by 
means of the order function t, and the Knuth-Bendix completion algorithm, as
described, is a decision algorithm for the theory r cR (A subset of elementary 
Euclidean geometry, for compass and ruler constructions).
Proof of theorem 3.7: The proof follows from the confluence of the rules and the 
Church-Rosser property stated by lemma 3.2 (see diagram, fig. 3.8)..
L
r ^ i -  cp(p) <-» (P) p ) ► (p\p) V  ¥(P)
fig. 3.8
Forward vs, backward reasoning. The information associated with the predicates 
retracted from the database by application of rewrite-rules is still implied by the new 
predicates. Instead of adding the inverse rule (which would cause termination 
problems) we define some implications. Such implications can be represented in Prolog 
by so called "Prolog-rules". The notation of a Prolog rule is as follows: "A :- B." 
means that A is implied by B, where A is a predicate (the head of the rule), and B is a 
conjunction of predicates (the body of the rule). The Prolog backtracking mechanism is 
used to derive the truth of predicates either directly from facts '[ ]', or indirectly by 
applying Prolog-rules. Together with the rewrite-rule d j we define the following
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a(Pl,P2,P3) = a(P4,P5,P6) [tr(Pi,P2,P3) = tr(P4,P5,P6)] 
a(P2,P3,Pi) = a(P5,P6,P4) [tr(PI,P2,P3) = tr(P4,P5,P6)] 
a (P3,PI,P2) = a(P6,P4,P5) [tr(PI,P2,P3) = tr(P4,P5,P6)]
Another axiom of Euclidean geometry used in our system is expressed by the 
rewrite-rule V2 -
r 2 ■
[a(PI, P2, P3) = a(P4, P5, P6), s(P2, P3) = s(P5, P6)] 
-> [s(P2, P3) = s(P5, P6) , s(Pl, P2) = s(P4, P5) ]
The corresponding implication is:
a(PI, P2, P3) = a (P4, P5, P6):- 
[s(Pl, P2) = s(P4, P5) ] , [s(P2, P3) = s(P5, P6) ] .
Here the importance of the order of the arguments becomes clear. If we reversed the 
order of points in one of the predicates the rule would be in contradiction to its 
geometric meaning.
It is a general principle of our program to apply the rewrite-rules are in one direction 
(for replacing the predicates in the database with new predicates, and thus bringing 
them to a certain normal form), and the implications in the other direction (for deriving 
predicates implied by other predicates). The method of applying rewrite-rules is also 
called forward reasoning, whereas the built-in reasoning mechanism of Prolog is called 
backward reasoning. Both reasoning mechanisms are combined in this program. The 
implications used in combination with the so called construction rules introduced at the 
beginning of this section may be interpreted as measuring operations. The following 
implication may be used for measuring the distance between two points:
distance(Pl, P2, D):- 
p(Pl, [XI,Yl]),
implications.
Here forward reasoning is used for construction operations and backward reasoning 
is used for measuring operations.
3.4 Representing equivalence classes
Congruence relations, like e.g. d(Pl,P2) -  d(P3,P4), are of great importance to 
geometry; they are equivalence relations, satisfying the reflexivity-, symmetry-, and 
transitivity laws. The present section describes how equivalence relations are treated in 
our system. To treat the issue in a more general way here we abstract from the 
geometric meaning, and write an equation X  = Y, where X  and Y stand for predicates. 
An equation may be syntactically represented as a directed graph (an arrow going from 
X to Y). The system of equations A = B ,B  = C, D = C, and D = E is represented by 
the graph shown in fig. 3.9
B
We use the graph notation to illustrate the laws of equivalence classes (fig. 3.10)
A
. 3.9 Representing equations by a directed graph
fig. 3.10 The laws of equivalence classes represented with directed graphs
To find out whether two objects U, V (here vertices of a graph) belong to the same 
equivalence class we would have to apply the above laws repeatedly to the graph, and 
to infer a directed edge from U to V. The representation of equivalence classes by 
directed graphs, as shown in fig. 3.9, is not unique and solving such a problem 
requires a graph search algorithm. A unique and complete representation of the 
equivalence class in fig. 3.9 is the reflexive-, transitive-, symmetric closure of the 
graph (see fig. 3.11) which is a complete and undirected graph for the vertices A , ...,
fig. 3.11 transitive closure of the equation system
The information is explicit, but certainly redundant. For n equivalent objects the r? 
edges need to be generated by some preprocessing algorithm. We were looking for a 
representation that a) is unique, b) does not store information redundantly, and c) fits 
into our system of rewrite-rules such that we can apply the same inference mechanism 
as for the other rules. We define two rewrite-rules e] and e2 (shown graphically in fig.
3.12).
[X = Y, Y = Z] -> [X = Y, X = Z]
fig. 3.12 rewrite rules for congruence relations
Applying these rewrite-rules to the graph in fig. 3.9 results in a tree of depth 1 (fig.
3.13) where n-1 vertices are directly connected to one vertex (the root of the tree).
A
fig. 3.13 An equivalence class represented by a graph in tree form.
Lemma 3.1. An inference mechanism applying the rewrite-rules e i and e2 to a 
set of m equations represented as a directed graph with m + 1 vertices stops after 
finitely many steps resulting in a tree representation of depth 1 as shown in fig. 3.13. 
The representation is unique up to the choice of the root vertex.
Proof of Lemma 3.1. For the proof we make the further assumption that rule e j is
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applied with higher priority, i.e. rule e2 is only applied when rule ej does not apply. 
An arbitrary graph may be viewed as consisting of several partial trees that point to 
each other pair-wise.
a) By applying rule e j  to each of the partial trees the connection of each node is 
propagated to the root of the partial tree. After a while all partial trees are in normal 
form (trees of depth 1, see fig. 3.15), and ej does no longer apply.
b) By applying e2 to one connected pair of partial trees the two directed edges 
pointing to each other reverse their direction, (fig. 3.15). This makes their common 
vertex the new root, and the two partial trees the sub-trees of the now merged tree. By 
repeated application of e j  this new tree is brought to normal form.
Whenever e j  does not apply e2 merges two partial trees as described under b). This 
works until the complete tree is in normal form. The root of the final tree will be the 
common vertex of the two partial trees merged last. ♦
To decide that two objects, X  and Y, belong to the same equivalence class once the 
equations are in normal form means to check if either X = Y is stated explicitly, or is 
implied by the other equations which are in normal form. In PROLOG we express the
fig. 3.14 fig. 3.15
implications by the following rules for the predicate 'congruent:
congruent(X, Y ) [ X  = Y ] .
congruent(X, Y ) [ Y  = X ] .
congruent(X, X):- true.
congruent(X, Y):- [Z = X ] , [Z = Y ] .
The method for treating equivalence classes described in this section is applied to all 
congruence relations, such as d(Pl, P2) = d(P3, P4), s(Pl, P2) = s(P3, P4), a(Pl, 
P2,P3) = a(P4,P5,P6), etc.
Addition properties of vectors, angles and triangles. The addition 
properties of vectors, angles and triangles can be treated in a similar way as the 
congruence relations above. Some examples:
• If we know a relative vector going from point A to point B, by v(A, B, v ] ), 
and a vector from B  to C by v(B, C, V2), the knowledge of a vector from A to C is 
implied, namely v(A, C, vj + v2) (transitivity).
• If we know the vector v(A, B, v), the vector in the opposite direction v(B, A, - 
v) is also known (symmetry).
• For every point P the vector v(P, P, 0) is known to have zero length 
(reflexivity).
We need some means for treating the transitivity-, symmetry- and reflexivity- 
properties of the predicate V. Like above, we write some rewrite-rules that bring the 
vectors to normal form:
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[v(A,B, v i), v(B,C, v2)] -> [v(A,B, v l), v(A,C, v l + v2)]
[v(A,B, v i), v(C,B, v2)] -> [v(B,A, -vi), v(B,C, -v2)]
and express the corresponding implications by PROLOG rules: 
v(A,B, V):- [v(A,B, V)].
v(B,C, V2 - VI):- [v(A,B, Vl),v(A, C, V2)]. ‘
v(B,A, -V):- [v(A,B, V)]. 
v(X,X, 0):- true.
Very similar rules have been found for treating the addition properties of angles and 
triangles (they are not explicitly given here). By means of these rules we may not only 
express properties for simple triangles but also for polygons specified by constraints,
4 Conclusion
An advantage of the symbolic, geometric approach is the closeness of the language 
in which it is realized to the language of geometric applications, for instance interactive 
Computer Aided Design (CAD). The predicates and functions used in the algorithm 
have a direct geometric interpretation. Therefore it is relatively straight forward to 
develop a user interface that explains the results in words or graphically. In the 
implemented prototype system the graphical user interface and the numerical evaluation 
of the symbolical expressions are realized with the language interface of the Prolog 
interpreter with the procedural programming language Modula-2 (see [MUL 85] and 
[WIR 83]). An application of the constraint solver for 3-dimensional geometric 
modelling is described in [SOB 91].
The rewrite-rules arise from equations of formulas. Therefore applying these rules 
cannot invent new points that don't occur in the description of the problem, although 
this is sometimes necessary for finding a proof or a construction. Theoretically it is
possible to have the computer invent such points, but then the program would be 
intractable for real-life problems. The intended application of the system is to support 
the interactive user in finding a solution when constructing geometric objects. Also the 
system may be used for interactively proving elementary geometry theorems. The 
strength of the system is that it helps detecting inconsistencies in the definition (in an 
interactive session such inconsistencies are quite often) and gives hints where to add 
constraints.
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