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We consider the problem of minimizing the line power losses in a smart
micro-grid by properly commanding the active and reactive power injections
of the generators and supplying the required power demand to the loads. The
minimization takes place with various constraints, that refer to the physical
limits of the generators of providing a certain power injection.
We propose various strategies, based on gradient projection, dual-ascent
and alternating direction multiplier method (ADMM), and with diﬀerent as-
sumptions on the capability of the nodes to compute, sense and communicate,
but all having the common feature of being distributed and scalable. This kind
of approach has been considered the most realistic and reasonable one, given
the continuous growth (in width and complexity) of the electric grid.
A brief but useful theoretical dissertation is oﬀered at the beginning, with
the goal of providing a formal and accurate formulation of the problem. This
part of the thesis recalls some basics about the AC circuits and the optimization
problems, with particular attention on the convex ones and on the Lagrangian
dualism.
Finally, simulations based on international test feeders are provided, in
order to illustrate the behaviour and a sort of comparison of the algorithms.ivSommario
In questa tesi si aﬀronta il problema di minimizzare la dissipazione di
potenza lungo le linee in una smart micro-grid attraverso l’opportuna iniezione
di potenza attiva e reattiva da parte dei generatori e provvedendo ai carichi
la potenza richiesta. La minimizzazione avviene con alcuni vincoli, che si
riferiscono ai limiti ﬁsici dei generatori nel produrre un certo livello di potenza.
Vengono proposte diverse strategie, che si basano su metodi di tipo gra-
dient projection, dual-ascent e sull’alternating direction multiplier method
(ADMM), e con diﬀerenti assunzioni sulle capacità dei nodi di calcolare, mis-
urare e comunicare, ma tutte con la caratteristica comune di essere distribuite
e scalabili. Questo approccio è stato ritenuto il più realistico e ragionevole,
data la continua crescita (in estensione e complessità) della rete elettrica.
All’inizio viene oﬀerta una breve ma utile dissertazione teorica, allo scopo
di fornire una formulazione formale ed accurata del problema. Questa parte
della tesi presenta alcuni richiami riguardanti i circuiti a corrente alternata e
i problemi di ottimizzazione, con particolare attenzione ai problemi convessi e
al dualismo lagrangiano.
Inﬁne vengono presentate alcune simulazioni basate su modelli di rete inter-
nazionali, al ﬁne di illustrare il comportamento e il confronto degli algoritmi.viContents
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Introduction
1.1 Towards a new electric grid
In recent years the electric power distribution systems have been under-
going a deep renovation process in structure and functionality; these trans-
formations refer to the introduction of advanced communication and control
systems and of Distributed Energy Resources (DERs), that include renewable-
based variable generation resources, e.g. photovoltaics or micro wind turbines,
and new storage-capable loads, e.g. plug-in hybrid electric vehicles.
The causes behind this process are diﬀerent: a great development of elec-
tronics and Information and Communication Technology (ICT), that allow to
improve the eﬃciency of the energy distribution system; the increasing demand
of electric energy, the need of guaranteeing the security and quality of supply
but, on the contrary, the fast depletion of hydrocarbon reserves; the awareness
of the institutions about the importance to have a sustainable environmental
impact and, on the same principle, the birth of a new generation of low-impact
vehicles.
In order to support this change, some international initiatives have arisen,
like the US DOE Smart Grids1 and the European counterpart Smart Grids
European Technology Platform2. For the period 2003-2030, it has been esti-
mated that in Europe alone about e500 billion of investment will be needed
to upgrade the electricity transmission and distribution infrastructure [1].
In practice, it is happening an evolution from the traditional grid, charac-
terized by:
 limited cross-border interconnections,
 centralised control,
1http://energy.gov/oe/technology-development/smart-grid
2http://www.smartgrids.eu/2 1.1 - Towards a new electric grid
 technology approaching an age of one century,
 large generating stations,
 optimisation for regional power adequacy,
to a new grid that allows to have :
 user speciﬁed quality, security and reliability of supply,
 ﬂexible and optimal grid expansion, maintenance and operation,
 coordinated, local energy management and full integration of Distributed
Generation (DG) and Renewable Energy Sources (RES) with large-scale
central power generation,
 extensive small, distributed generation connected close to end customers
[1].
In this scenario, the electricity distribution network is no longer an unidirec-
tional channel that distributes energy from the big power plants to the small
end-users, but becomes a Smart Grid, which is able to accept bidirectional
ﬂows, to make producers and consumers interact, to determine in advance the
demand and, as a consequence, to provide the necessary ﬂexibility for the pro-
duction and consumption of electric energy. With the spread of distributed
generation from renewable sources, also domestic, the integration of intelligent
control modules with the already present components is required. Therefore, it
is necessary to control and manage the production and distribution of electric
power both in high and low voltage [2]. Figure 1.1 summarizes these concepts;
it also shows how the control of distributed generators could be aggregated to
form microgrids or “virtual” power plants to facilitate their integration.
A microgrid is a portion of low-voltage network which can be considered
autonomous from the rest of the distribution system: in this way it is possi-
ble to achieve better quality of the service, higher eﬃciency and lower costs.
Connected to the microgrid there are DERs, that can be divided into two
categories: the loads (residential or industrial users), that may require a sinu-
soidal current which is not in phase with the voltage, and the microgeneration
devices, that have not only to inject power into the microgrid (giving birth
to the inverse ﬂow mentioned before), but also to compensate reactive power,
harmonic and voltage (also called ancillary services) [3]. These tasks can be
achieved thanks to the power electronic interfaces (inverters) that represent
the point of connection between every DER and the grid: in fact, even if the
primary function of these interfaces is to control active power injection, when
properly controlled they can also compensate the reactive power which in turn
can be used for voltage control [6].CHAPTER 1 - Introduction 3
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Figure 1.1: In the future, operation of system will be shared between central and
distributed generators.
1.2 Multi-agent control approaches
In literature, many works have treated the problem of optimal active and
reactive power generation for power losses minimization. However, most of
them consider a central processing unit, that knows all the parameters of the
grid and can access the whole grid state, sending to the generators (that are,
usually, in small number) the power injection commands.
In this thesis we study the same problem, but in the context of networked
control systems and distributed optimization. This kind of approach ensures
scalability and adaptation in a dynamical context in which units can be likely
inserted and removed. In this sense, as we will see, it is suﬃcient that every
agent has a local knowledge of the grid parameters and topology, requiring
an automatic reconﬁguration of the grid control infrastructure (the plug and
play approach) [11] when they are expected to connect and disconnect and a
communication channel that allows to ﬁnd out and to communicate with the
other neighbouring agents (via, for example, power line communication - PLC
- technology). It appeared to be the most reasonable choice given the size of
the electric grid (and the inevitable growth) described so far.
Concretely, we propose some methods to solve the optimal power ﬂow
(OPF) problem in distribution networks that relies on the utilization of ac-
tive and reactive power capable generators for a given pattern of power de-
mand by the loads. The optimization will be done by imposing some physical
constraints (upper and lower bounds) on the generation capabilities. In some
cases, for a more accurate but also for a broader view of the problem, the deci-4 1.3 - Short summary
sion variables are constituted by the bus voltages; however, the actual control
mechanism to ﬁx them are the active and reactive power injections on each
node, allowing an easy comparison with those case in which the independent
variables are precisely the power injections.
1.3 Short summary
The thesis consists of the following parts:
 Chapter 2, in which some basics on AC circuits are recalled, with par-
ticular attention on the phasorial notation and the electric power;
 Chapter 3, that explains the micro-grid model, the notation utilized in
the work and the fundamental electric laws of the grid;
 Chapter 4, where the optimal power ﬂow problem is formally stated and
a brief background on optimization problems is given, with particular
attention on the convex ones;
 Chapter 5, proposing an approach based on a gradient projection (or
projected gradient) algorithm;
 Chapter 6, in which two diﬀerent solutions based on a modiﬁed dual
ascent algorithm are presented. The diﬀerence consists in the set of
nodes which are actually able to measure and communicate (only the
generators in the ﬁrst case, all the nodes in the second one);
 Chapter 7, that shows an approach based on the Alternating Direction
Multiplier Method (ADMM);
 Chapter 8, in which are proposed the plots of some meaningful simula-
tions, with a brief but clear discussion on each one;
 in the end, Chapter 9 summarizes the most important aspects of the
approaches, outlining possible future developments.
1.4 Notation
Here we introduce the operators we will use in the following. We do not
list the whole set of symbols, that will be precisely deﬁned in the text as soon
as they appear for the ﬁrst time.CHAPTER 1 - Introduction 5
j  j Both the absolute value of a quantity or the cardinality of a set,
depending on the context.
k  k Euclidean norm for a vector or induced norm for a matrix, which is
equal to the largest singular value if the matrix is a square matrix.
> Transpose of a vector or matrix.
Refg Real part of a complex quantity.
Imfg Imaginary part of a complex quantity.
  Complex conjugate of a complex number or vector 3.
 ,  Upper and lower bound of a certain real quantity, respectively; used
also for vectors with component-wise meaning 4.

 Kronecker product.
[]ij For a matrix, it refers to the component located in the i-th row and
j-th column.
In Identity matrix 2 Rnn.
1 Vector whose components are all equal to one.
1i Vector whose i-th component is equal to one, being all the others
equal to zero.
3Both conjugate and transpose will be denoted as  
>:
4Not to be confused with the complex conjugate operator, whose symbol is similar but
not the same one. The context will help to distinguish between them.6 1.4 - Notation2
Basics of AC circuits
In this chapter we recall some basics of electrical circuits regarding the
alternating current that will be used in the following. Most of the concepts
here introduced can be found, with some variations, in [7].
2.1 Phasorial representation
Let us consider a sinusoidal waveform described by:
a(t) = AM sin(!t + ) ; ! = 2f (2.1)
where AM is the amplitude, with the same physical dimension of a(t), ! is the
angular frequency expressed in [rad/s], being f the temporal frequency (with
dimension [Hz]), and  is the (initial) phase, expressed in [rad].
If we consider the set of sinusoids with the same frequency, the signal
described in Equation (2.1) is determined by the parameters AM and . These
two parameters deﬁne one and only one complex number with modulus equal
to AM=
p
2 and argument equal to :
A =
AM p
2
ej (2.2)
which is called phasor.
Vice versa, from (2.2) it is possible to obtain one and only one waveform
belonging to the set of waveforms with the same angular frequency !, that is
(2.1).
For periodic signals it is useful to introduce the root mean square value,
deﬁned by:
Arms :=
s
1
T
Z
T
a(t)2dt (2.3)8 2.2 - AC power
+  
u(t) = UM sin(!t + )
i(t) = IM sin(!t + )
  +
u(t) = UM sin(!t + )
i(t) = IM sin(!t + )
convention for loads
convention for generators
Figure 2.1
where T = 1=f is the period of the signal; in the case of sinusoids we obtain:
Arms =
AM p
2
(2.4)
Notice that equation (2.2) deﬁnes phasors by using the root mean square
value transformation.
2.2 AC power
By considering the convention for loads (resp. generators) showed in Figure
2.1, we have that the instantaneous power absorbed (resp. generated) by the
load (resp. generator) is:
p(t) = u(t)i(t) = UM sin(!t + )IM sin(!t + )
=
UMIM
2
cos(   )  
UMIM
2
cos(2!t +  + )
= UrmsIrms cos'   UrmsIrms cos(2!t +  + )
(2.5)
where ' :=    .
The mean value in a period of the instantaneous power is called active
power P:
P :=
1
T
Z
T
p(t)dt
(2:5)
= UrmsIrms cos' (2.6)
the physical dimension of which is watt [W].
As a counterpart, the reactive power Q is deﬁned:
Q := UrmsIrms sin' (2.7)
having dimension volt-ampere reactive [VAR].
The natural next step is the deﬁnition of the apparent power jSj:
jSj = UrmsIrms (2.8)CHAPTER 2 - Basics of AC circuits 9
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C
Figure 2.2
whose physical dimension is volt-ampere [VA]; at this point an useful factor
can be introduced, referred to as power factor and deﬁned by the ratio P=jSj,
that is cos'.
From these deﬁnitions it is clear that the following equations hold:
jSj =
p
P2 + Q2 (2.9)
P = jSjcos' ; Q = jSjsin' (2.10)
In the end, it is possible to deﬁne the complex power S as the product of
U and the complex conjugate  I of I:
S := U  I = UrmsejIrmsej( ) = UrmsIrmsej( )
= jSjej' = jSj(cos' + j sin') = P + jQ
(2.11)
expressed again in [VA] and that allows to underline the equations:
' = \S ; P = RefSg ; Q = ImfSg (2.12)
evidently being the apparent power jSj the modulus of the complex power S.
Figure 2.2 shows the relations between these physical quantities on the complex
plane.
It is important to underline that a passive element (load) with the conven-
tion for loads must have P  0 , cos'  0 ,  
2  '  
2:
2.3 Impedance and admittance
Once we deﬁned the phasors for sinusoidal waveforms, we deﬁne the impedance
Z of a passive element1 as:
Z :=
U
I
(2.13)
1 for active elements (generators), the phasors of voltage and current are not a priori
correlated.10 2.4 - Analysis of AC circuits
expressed in ohm [
]; written in both polar and Cartesian forms gives:
Z =
Urms
Irms
ej( ) =
Urms
Irms
ej' )
8
<
:
jZj =
Urms
Irms
=
UM
IM
[
]
\Z = ' [rad]
= jZjej' )
(
R := RefZg = jZjcos' resistance [
]
X := ImfZg = jZjsin' reactance [
]
(2.14)
Observe that the condition cos'  0 implies RefZg  0. At this point,
the power absorbed by the passive element is:
S = U  I = ZI I = ZI2 !
8
> > <
> > :
S = ZI2
P = RI2
Q = XI2
(2.15)
Related to the impedance, we also deﬁne the admittance Y as:
Y :=
1
Z
=
I
U
(2.16)
expressed in siemens [S]; written in both polar and Cartesian forms gives:
Y =
Irms
Urms
ej( ) =
Irms
Urms
e j' )
8
<
:
jY j =
Irms
Urms
=
IM
UM
[S]
\Y =  ' [rad]
= jY je j' )
(
G := RefY g = jY jcos' conductance [S]
B := ImfY g =  jY jsin' susceptance [S]
(2.17)
Again, the power entering in the passive element can be written as:
S = U  I = U  Y  U =  Y U2 !
8
> > <
> > :
S = Y U2
P = GU2
Q =  BU2
(2.18)
By using the physical quantities introduced above and the equations de-
scribing the behaviour, respectively, of resistors, inductors and capacitors (2.19):
u(t) = Ri(t) ; v(t) = L
d
dt
i(t) ; i(t) = C
d
dt
v(t) (2.19)
we obtain the expressions written in Table 2.1.
2.4 Analysis of AC circuits
Thanks to phasors, the techniques for solving Direct Current circuits can
be applied to solve AC circuits. The procedure to follow is:CHAPTER 2 - Basics of AC circuits 11
Table 2.1: Important values for resistors, inductors and capacitors.
physical quantity resistor R inductor L capacitor C
' 0

2
 

2
impedance Z R j!L j
 1
!C
admittance Y G j
 1
!L
j!C
complex power S RI2 = GU2 j!LI2 = j
1
!L
U2 j
 1
!C
I2 = j( !CU2)
1. to turn the known sinusoidal quantities in phasors,
2. to apply the principles and theorems for DC circuits to phasors,
3. to return to the time domain by calculating the sinusoidal signals starting
from the obtained phasors.
In this sense, apart of the generalized Ohm’s we have used for the deﬁnition
of impedance, we recall at least Kirchhoﬀ’s current law (KCL) - the algebraic
sum of currents in a network of conductors meeting at a point is zero:
X
I = 0 (KCL) (2.20)
and Kirchhoﬀ’s voltage law (KVL) - the voltage drop around any closed loop
is equal to zero: X
U = 0 (KVL) (2.21)
In the following, we will consider the electrical quantities only as phasors,
being the time-domain expressions quickly obtainable.12 2.4 - Analysis of AC circuits
+
u(t) C
R
L i(t)
iR(t)
(a)
+
U jXC
R
jXL I
IR
(b)
+
U0
R
jXLI
IR
+ jXL
(c)
Figure 2.3: Circuits for Example 2.1.
Example 2.1
Consider the electrical circuit shown in Figure 2.3a. Given the quantities u(t) = p
3 150cos(!t  =4) V, i(t) = 10sin(!t  3=4) A, R = 15 
, XL =
p
3 15 

and XC =  10 
, calculate iR(t).
The ﬁrst step is to ﬁnd the phasors of u(t) and i(t). Observing that u(t) = p
3  150cos(!t   =4) =
p
3  150sin(!t + =4), we obtain:
U =
p
3
p
2
 150[cos(=4) + j sin(=4)] =
p
3  75(1 + j)
I =
10
p
2
[cos( 3=4) + j sin( 3=4)] = 5( 1   j)
that give Figure 2.3b. We can now reduce the circuit to the one shown in Figure
2.3c by using the equations:
U0 = U ; IR =
U0   jXLI
R + jXL
obtaining:
IR =
p
3  2:5(
p
3 + j)
In the end, we calculate iR(t) as:
iR(t) =
p
2jIRjsin(!t + \IR)
with
jIRj =
p
6  2:5 
p
3 + 1 = 5
p
6 ; \IR = arctan(1=
p
3) = =6 :3
Grid modeling
In the ﬁrst part of this chapter a model for the electric power system is
presented: most of the electrical concepts here introduced can be found in [8],
while the graph model is well described in [3]. The subsequent section is about
the cyber layer, where communication and computation take place [11].
3.1 Physical layer
The physical layer is constituted by the power distribution infrastructure
(that is, the grid itself), including transmission lines, microgenerators and
loads. All the theory presented in Chapter 2 can be used if the system is
in steady state operation, that happens when all voltages and currents are
sinusoidal signals at the same frequency. It is obvious that this condition is
not veriﬁed all the time: in a power system there are always switching actions,
load changes and other operations that make most of the variables vary with
the time. However, these variations are most of the time so small and fast that
a time-invariant model of the power system is justiﬁed.
3.1.1 Graph structure
A microgrid can be modelled as a directed graph G in which edges (also
called branches) represent the power lines, and nodes (also called buses) rep-
resent both loads and generators (including the point of connection of the
microgrid to the transmission grid, called PCC, point of common coupling).
The graph is directed in order to distinguish, for every edge, the node which
is nearer (from a topological point of view) to the PCC: this node is considered
as the source node, being the other one the terminal node.
Let then G = (V;E;;) be a directed graph, where:14 3.1 - Physical layer
 V is the set of nodes, with jVj =: n; among these ones, we denote by
C  V the set of microgenerators, including the PCC, with jCj =: m;
 E is the set of edges,
  and  are two functions deﬁned as
 : E ! V
e 7! (e) , the source node
and
 : E ! V
e 7! (e) , the terminal node.
The path Phk = (v1;:::;vl) from a given node h to another given node k
is the sequence of nodes, without repetitions, such that
 v1 = h
 vl = k
 8i = 1;:::;l   1; the nodes vi and vi+1 are connected by an edge.
The interconnections between the diﬀerent nodes can be represented by
the incidence matrix A 2 f0;1gjEjn, that has the elements in position (e;v)
equal to
[A]ev =
8
> > <
> > :
 1 if v = (e)
1 if v = (e)
0 otherwise.
3.1.2 Transmission lines
k = (e) m = (e) Ikm Imk Ze
Y sh
e Y sh
e
Figure 3.1: Lumped-circuit model (-model) of a transmission line between nodes k
and m.
For a transmission line e it is possible to derive a -model (Figure 3.1)
that is characterized by the parameters Ze = Re + jXe, the series impedanceCHAPTER 3 - Grid modeling 15
[
], and by Y sh
e = Gsh
e + jBsh
e , the shunt admittance [S]. The two shunt
elements are assumed to be equal, which is true for homogeneous lines. For
real transmission lines all the parameters Re, Xe, Gsh
e and Bsh
e are positive,
and usually Gsh
e is so small that could be neglected.
The following equations hold for complex currents and voltages:
Ikm =
Uk   Um
Ze
+ Y sh
e Uk ; Imk =
Um   Uk
Ze
+ Y sh
e Um (3.1)
that can be written in matrix form as:
"
Ikm
Imk
#
=
"
Ye + Y sh
e  Ye
 Ye Ye + Y sh
e
#"
Uk
Um
#
(3.2)
with Ye := Z 1
e . The homogeneity of the cables is reﬂected on the 22 matrix
of Equation (3.2), that is symmetric and with equal diagonal values.
For this work, we take these further
Assumptions
1. the shunt admittance Y sh
e can be neglected; therefore, we consider only
the line impedance Ze that allows to write
Ie = Ikm =  Imk =
U(e)   U(e)
Ze
2. all transmission lines in the microgrid have the same inductance/re-
sistance ratio: it is then possible to write the diagonal matrix of line
impedances Z = diag(Z1;:::;Zm) as
Z = ejZ
where Z is a diagonal real-valued matrix, whose elements are [Z]ee = jZej.
3.1.3 Loads and generators
Loads and generators are modelled respectively as negative and positive
power injections to the bus k where they are connected (Figure 3.2 ).
We model the PCC (labeled as node 1) as a sinusoidal voltage generator
with nominal voltage UN and an arbitrary ﬁxed angle ':
UPCC = UNej' (3.3)
Loads and microgenerators (i.e. every node v except the PCC) are modelled
through the following law relating the complex voltage Uv and the complex
current Iv:
Uv Iv = Sv (3.4)
From the active power Pv = RefSvg it is possible to distinguish between loads,
that are passive elements and have Pv < 0, and generators, that inject active
power into the grid and characterized by Pv  0.16 3.1 - Physical layer
Ik
k
Load
(a)
Ik
k
Generator
(b)
Figure 3.2: Symbols for loads and generators.
3.1.4 Transformers
k = (e) m = (e)
Ikm Imk
Uk Um 1 : tkm
p
Up Ze
Figure 3.3: Transformer model with complex ratio tkm = akmej .
The model of a transformer is constituted by an ideal transformer with
turns ratio
tkm := Up=Uk = akmej  (3.5)
in series with an impedance Ze, as shown in Figure 3.3. Depending on if tkm is
real (  = 0) or complex (  6= 0), the transformer is in-phase or phase-shifting.
Because there are not power losses (neither active nor reactive) in the ideal
transformer, we have that:
Uk Ikm + Up Imk = 0 (3.6)
It is now simple to verify that the following equation holds:
"
Ikm
Imk
#
=
"
a2
kmYe   tkmYe
 tkmYe Ye
#"
Uk
Um
#
(3.7)
Notice that this matrix is not symmetric if tkm is not real, and the diagonal
elements are not equal if a2
km 6= 1.
Transformers have been described only for completeness of explanation: in
fact, dealing with a low voltage power distribution network, transformers are
neglected (the only one is physically constituted by the PCC).
3.1.5 Grid equations
The steady state of the microgrid is described by the system variables:CHAPTER 3 - Grid modeling 17
 u 2 Cn, where ui = jUijej\Ui is the complex grid voltage at node i;
 i 2 Cn, where ii = jIijej\Ii is the complex current injected by node i;
  2 CjEj, where e = jejej\e is the complex current ﬂowing on edge e.
Kirchhoﬀ’s current law at the nodes and the voltage drop on the edges of
the graph are described, respectively, by the equations:
A> + i = 0 (3.8)
Au + ejZ = 0 (3.9)
From (3.8) and (3.9) it is easy to obtain
i = e jA>Z 1Au = e jY u (3.10)
where Y := A>Z 1A is the weighted Laplacian of the graph and Y = e jY
represents the nodal admittance matrix in power system analysis.
3.2 Cyber layer
The cyber layer constitutes the intelligent part of the smart grid: it is
the set of all the sensors, actuators, communication systems and devices with
computational capabilities.
All the intelligent devices just described can be referred to as agents, the
set A. Depending on the conﬁguration, in this work the agents will be con-
stituted in turn by only the generators or by all the nodes. Each agent is
able to measure the voltage (both amplitude and angle, through for example
a phasor measurement unit, PMU) of the node it corresponds to, to command
the amount of the reactive power injection of it, and to communicate with
other agents via some communication channel (for example, via power line
communication, PLC [11]).
It is now useful to introduce the following
Deﬁnition 1 (Neighbours in the cyber layer). Consider an agent of the cyber
layer h 2 A. The set of neighbours of h in the cyber layer, denoted as N(h),
is the subset of A deﬁned as
N(h) = fk 2 A j 8Phk;Phk \ A = fh;kgg :
It is assumed that every agent knows its set of neighbours and can com-
municate with them.18 3.2 - Cyber layer
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Figure 3.4: Representation of the cyber-physical model of the grid. In this case, only
the generators are assumed to be smart agents.4
Problem formulation
In this chapter the Optimal Power Flow (OPF) problem is described, with
a detailed discussion about its most important characteristics. It is then ex-
ploited as a start point for a more generalized dissertation on the optimization
problems.
4.1 Optimal Power Flow Problem
In general, the Power Flow (PF) problem consists in calculating the set of
voltages and ﬂows in a network corresponding to a given pattern of load and
generation. These quantities are found by solving a set of equations of the
form:
hi(x) = 0 i = 1;:::;p (4.1)
obtained by expressing the nodal power balance equations. The Optimal Power
Flow (OPF) problem, instead, generally consists in solving a constrained op-
timization problem of the form:
minimize
x f(x) (4.2a)
subject to gi(x)  0 i = 1;:::;m (4.2b)
hj(x) = 0 j = 1;:::;p (4.2c)
where f(x) is the cost function that has to be minimized, which is depen-
dent on some quantities x of the grid, inequalities gi(x) give some necessary
(or for proper functioning) physical bounds to the electrical quantities of the
grid and (4.2c) represent, as before, the nodal power equations.
In this thesis, the objective is to minimize the power distribution losses:
Jlosses :=
X
e2E
jej2 Re(ze)20 4.2 - Optimization problems
given suitable lower and upper bounds on the values of active and reactive
power of every node; our problem can then be expressed as:
minimize Jlosses (4.3a)
subject to pi  pi   pi (4.3b)
qi  qi   qi i 2 V (4.3c)
and subject to the physical laws of the grid. The inequalities (4.3b) and (4.3c)
refers to the physical limitation on the generation capability of node i if it is a
generator, with p
i = pi and q
i = qi ﬁxed if i is a load.
The goal is to represent the problem by using only one physical quantity
of the grid, imposing the satisfaction of the electric laws by expressing some of
them as function of the independent ones: in this way, the equality constraints
(4.2c) can be included in the cost function, letting only the inequality con-
straints. We discuss two diﬀerent approaches, that are related to the control
strategies we are going to use:
1. active and reactive power vectors p and q are used as the decisional
variables. This approach will be used in the gradient projection and dual
ascent control strategies. While the inequality constraints are trivial,
for the cost function an approximation will be used, whose accuracy is
guaranteed by the typical high value of the nominal voltage and by the
feedback law itself.
2. node voltages u are considered as the independent variables: they well
describe the state of the grid and allow to have an expression of the
problem with fewer approximations - an essential feature for an open
loop control strategy as the one based on the ADMM we will treat in the
following.
4.2 Optimization problems
In order to classify and solve the OPF problem proposed, we introduce
some basics about the optimization problems, with a particular attention to
the convex ones. Most of concepts here considered are taken from [15].
4.2.1 Optimal and locally optimal points
Consider the optimization problem in standard form (4.2). Apart from the
OPF problem there introduced, in general x 2 Rn is the optimization variable,
f : Rn ! R is the objective or cost function, gi : Rn ! R, i = 1;:::;m are the
inequality constraint functions and hi : Rn ! R, i = 1;:::;p are the equalityCHAPTER 4 - Problem formulation 21
constraint functions. The optimal value p is deﬁned as
p = infff(x)j gi(x)  0; i = 1;:::;m; hj(x) = 0; j = 1;:::;pg
If the problem is unbounded below it is clear that p =  1; more interesting
is when the problem is infeasible, i.e. no x satisﬁes the constraints, in which
case it is considered p = 1. As we can imagine, x is feasible if x 2 domf and
satisﬁes the constraints, x is optimal if it is feasible and f(x) = p, while x is
locally optimal if there exists an R > 0 such that x is optimal for
minimize
z
f(z)
subject to gi(z)  0 i = 1;:::;m
hj(z) = 0 j = 1;:::;p
kz   xk  R
All the functions of the optimization problem determine the domain of the
problem, that can be considered an implicit constraint in addition to explicit
ones seen so far:
D = domf \
m \
i=1
domgi \
p \
i=1
domhi (4.4)
As we said, an important class is represented by the convex optimization
problems, where convexity, of course, has a central role.
A set C is convex if it contains the line segment between any two points in
the set:
x1;x2 2 C; 0    1 ) x1 + (1   )x2 2 C
A function f : Rn ! R is convex if domf is a convex set and
f(x + (1   )y))  f(x) + (1   )f(y) 8x;y 2 domf; 0    1
An optimization problem is convex if the cost function f and the inequal-
ities constraint functions gi are convex and the equality constraints hi are
linear.
The linearity of the equality constraints can be visualized by writing the
problem in the standard form of convex optimization problem
minimize
x f(z)
subject to gi(x)  0 i = 1;:::;m
a>
i x = bi j = 1;:::;p
The two most important properties of the convex optimization problems
are formulated in the following theorems.22 4.2 - Optimization problems
Proposition 1. The set of feasible points of a convex problem is convex.
Proof. Being the intersection of convex sets still convex, the domain D as
expressed in (4.4) is a convex set. At this point, the set of feasible points of
a convex problem is the intersection of its domain D, which is convex, and m
convex sets of the form fxjgi(x)  0g and p hyperplanes fxja>
i x = big, then it
is convex.
Theorem 1. Any locally optimal point of a convex problem is a globally opti-
mal.
Proof. Let x be a locally optimal point and y an optimal point with f(x) >
f(y). Then there exists an R > 0 such that, for any feasible z, the following
implication holds:
kz   xk < R ) f(z)  f(x)
Consider a z parametrized as z = y + (1   )x with  =
R
2ky   xk
. Because
ky   xk > R, it must be 0 <  < 1=2. We also have that z is feasible, since it
is a convex combination of two feasible points, and its euclidean distance from
x is equal to:
kz   xk = k(1   )x + y   xk = k(y   x)k =
R
2ky   xk
ky   xk =
R
2
< R
Then, since f is convex, we have
f(z) = f(y + (1   )x)  f(y) + (1   )f(x) < f(x) + (1   )f(x) = f(x)
which contradicts our assumption that x is locally optimal.
As we can argue, the OPF problem might not be convex in general: the
relations between voltages and power injections of the nodes are non-linear.
Traditional techniques for general nonconvex problems involve compro-
mises: some methods, based on the nonlinear programming, are fast and can
handle large problems, but can only ﬁnd local optimal points, which are de-
pendent on the initial guess, and provide no information about distance to
(global) optimum; on the contrary, the so-called global optimization methods
ﬁnd the global solution but worst-case complexity grows exponentially. What
is most interesting is that these algorithms are often based on solving com-
plex subproblems. In nonconvex problems, in fact, convex optimization has
multiple roles:
 initialization for local optimization;
 convex heuristics for nonconvex optimization;CHAPTER 4 - Problem formulation 23
 bounds for local optimization; two common methods are:
– relaxation: each non convex constraint is replaced with a looser,
but convex, constraint;
– Lagrangian relaxation: the Lagrangian dual problem is solved. It is
convex and provides a lower bound.
4.2.2 Lagrange dual problem
The idea behind the Lagrangian dualism is to think about the constraints
as part of the cost function: more precisely, we deﬁne the Lagrangian as
L(x;;) = f(x) +
m X
i=1
igi(x) +
p X
i=1
ihi(x) (4.5)
which consists in a weighted sum of objective and constraint functions, with 
and  which are referred to as the Lagrange multipliers.
The Lagrangian just deﬁned allows to introduce the Lagrange dual function
d(;) = inf
x2D
L(x;;) (4.6)
The Lagrange dual function has the following properties that make it very
useful:
 8  0 and 8 we have d(;)  p, and this fact can be used to ﬁnd a
more or less accurate lower bound for the optimal value p 1;
 it is concave, since it is the pointwise minimum of a family of linear
functions of (;).
The consequence is that the dual problem deﬁned as
maximize d(;)
subject to   0
aims to ﬁnd the best lower bound d on p obtainable from Lagrange dual func-
tion and has the very important feature to be a convex optimization problem,
because the function that has to be maximized is concave (it is equivalent to
minimize  d(;), which is convex) and the inequality constraint is convex.
At this point, we are interested on the precision of d as lower bound. We
have seen that in general d  p: this case always holds, both for convex and
1 Proof. If ~ x is feasible and   0, then (remembering that gi  0 and hi = 0, 8i)
f(~ x)  L(~ x;;)  inf
x2D
L(x;;) = d(;) 24 4.2 - Optimization problems
nonconvex problems, and is denoted as weak duality. However, there are some
cases in which we are able to ﬁnd a “perfect” lower bound, with d = p: it
is common to denote this situation as strong duality, or by saying that zero
duality gap occurs.
By relying on the results presented in [14], which show that strong duality
holds for OPF problems under some commonly veriﬁed practical conditions,
we will provide a distributed algorithm for the OPF problem, which makes use
of the Lagrangian relaxation and attempts to solve the (simpler, respect to the
original one) Lagrange dual problem.5
Gradient Projection approach
In this chapter we propose a solution for the optimal power ﬂow (4.3) which
is based on the Gradient Projection algorithm (see, for example, [17]).
As said in the previous chapter, the independent variables of the problem
are chosen to be the active and reactive power injections of the generators,
pG and qG, respectively. In order to include the relations between the electric
quantities directly into the cost function, we ﬁrst express the cost function in
terms of another suitable physical quantity, the node voltages u, later providing
an expression in terms of pG and qG. By using (3.8) and (3.9), the power losses
can be expressed as function of the node voltages (see Appendix A), obtaining:
Jlosses =  u>Y ucos (5.1)
The expression of u in terms of p and q can be obtained thanks to the
following lemma and proposition.
Lemma 1. Let Y be the Laplacian Y = A>Z 1A. There exists a unique
symmetric positive deﬁnite matrix X 2 Rnn such that
(
XY = I   11>
0
X10 = 0
Proof. See Lemma 1 in [3].
The matrix X depends only on the topology of the grid and on the impedances
of its power lines; by adopting the block decomposition
u =
2
6
4
u1
uG
uL
3
7
5 ; s = p + jq =
2
6
4
p1 + jq1
pG + jqG
pL + jqL
3
7
526
where the subscript G denotes the set of all the generators, except the PCC,
which is referred to as node 1, and L represents the set of the loads, we have
X =
2
6
4
0 0 0
0 M N
0 N> O
3
7
5 ; M 2 R(m 1)(m 1); N 2 R(m 1)(n m)
The approximate relation between voltages and power injection is ﬁnally
provided by the following
Proposition 2. In the physical model described by (3.3), (3.4), (3.8) and
(3.9), node voltages satisfy
2
6
4
u1
uG
uL
3
7
5 = ej'
 
UN1 +
ej
UN
2
6
4
0 0 0
0 M N
0 N> O
3
7
5
2
6
4
0
 sG
 sL
3
7
5
!
+ o

1
UN

where the little-o notation means that limUN!1
o(f(UN))
f(UN) = 0
Proof. The proposition is a direct consequence of Proposition 1 in [3].
After some algebraic computations that can be found in A.1, we obtain
 u>Y u 
p>Xp
U2
N
+
q>Xq
U2
N
=
1
U2
N
 
p>
GMpG + 2p>
LN>pG + p>
LOp>
L + q>
GMqG + 2q>
LN>qG + q>
LOq>
L

(5.2)
Therefore, besides some positive constants, our problem is equivalent to
minimize the function
f =
1
2
 
p>
GMpG + 2p>
LN>pG + p>
LOp>
L + q>
GMqG + 2q>
LN>qG + q>
LOq>
L

At this point we have to calculate the gradient of this last expression with
respect to the vector
h
p>
G q>
G
i>
, that represents the set of all the decisional
variables. We obtain:
rf =
2
6 6
4
@f
@pG
@f
@qG
3
7
7
5 =
"
MpG + NpL
MqG + NqL
#
The problem of the obtained expression is due to the dependence on pL
and qL, which are assumed to be unknown. However, thanks to Proposition 2
they can be easily expressed as functions of uG, that are monitored. We have:
uG = ej'

UN1 +
ej
UN
h
M N
i
"
pG   jqG
pL   jqL
#
(5.3)CHAPTER 5 - Gradient Projection approach 27
that gives:
MpG + NpL   j(MpG + NqL) = UNe j(e j'uG   UN1) (5.4)
Therefore, the Gradient Projection procedure takes the iterative form
1.
~ pG(t + 1) = pG(t)   RefUNe j(e j'uG   UN1)g (5.5)
~ qG(t + 1) = qG(t)   ImfUNe j(e j'uG   UN1)g (5.6)
2.
pG(t + 1) = proj(~ pG(t + 1);p;p) (5.7)
qG(t + 1) = proj(~ qG(t + 1);q;q) (5.8)
where
 proj(x;x;  x) is the component wise projection operator deﬁned as
[proj(x;x;x)]i =
8
> > <
> > :
xi if xi  xi  xi
xi if xi < xi
xi if xi > xi
  is a positive step size, which covers a fundamental role for the conver-
gence of the algorithm.
The convergence, in fact, is a consequence of the following
Proposition 3. If f  0 8
h
p>
G q>
G
i>
, if f is continuously diﬀerentiable and
there exists a constant K such that
krf(pG;qG)   rf(pG + pG;qG + qG)k  Kkk; 8  =
"
pG
qG
#
then, if 0 <  < 2=K and f is convex, the sequence fpG(t);qG(t)g gener-
ated by the gradient projection algorithm (5.5)-(5.8) converges to a point that
minimizes f over the feasible set.
Proof. See [17] for the comprehensive proof.
In our context, the two initial assumptions of the previous Proposition
become:
1.
f =
U2
N
2
h
p1 p>
G p>
L
i
X
2
6
4
p1
pG
pL
3
7
5 +
h
q1 q>
G q>
L
i
X
2
6
4
q1
qG
qL
3
7
5

 0
because X is symmetric positive deﬁnite;28
2.
krf(pG;qG)   rf(pG + pG;qG + qG)k =
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#
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M 0
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where (M) is the spectral radius and the last equivalence holds for the sym-
metry of M.
Then, it can be shown (see again [17]) that the following inequality holds:
f(pG + pG;qG + qG)  f(pG;qG)  

1

 
K
2

 


 



"
pG
qG
#
 


 



2
This result, together with the fact that f is bounded below, guarantees the
convergence if the condition
1

 
K
2
> 0
is veriﬁed. Therefore, the step size must satisfy the inequality
 <
2
K
=
2
(M)6
Dual ascent approach
6.1 Only generators as agents
In this case, the scenario is perfectly comparable with that discussed in
the previous chapter. By using the same initial propositions and results, we
can state that, besides some positive multiplicative constants, our problem is
equivalent to
minimize
pG;qG
p>
G
M
2
pG + p>
LN>pG + q>
G
M
2
qG + q>
LN>qG (6.1a)
subject to p
i  pi  pi (6.1b)
q
i  qi  qi i 2 C (6.1c)
with pL and qL that are ﬁxed, but unknown.
As already discussed, the Lagrangian associated to (6.1) is
L(pG;pL;qG;qL;p;p;q;q) = p>
G
M
2
pG + p>
LN>pG + q>
G
M
2
qG + q>
LN>qG
+ >
p (p   pG) + >
p (pG   p)
+ >
q (q   qG) + >
q (qG   q)
(6.2)
where we have introduced the vectors collecting the Lagrange multipliers for
all the diﬀerent constraints.
The dual ascent algorithm we are going to use consists in the iterative
execution of the following alternating steps:
1. computation of the minimum with respect to the primal variables pG and
qG
~ pG(t + 1) = argmin
pG
L(pG;pL;qG(t);qL;p(t);p(t);q(t);q(t)) (6.3)30 6.1 - Only generators as agents
~ qG(t + 1) = argmin
qG
L(pG(t);pL;qG;qL;p(t);p(t);q(t);q(t)) (6.4)
The closed form is easily obtainable: by imposing
@
@pG
L(:::) = MpG + NpL   p(t) + p(t)
to be equal to zero, we have
~ pG(t + 1) = M 1(p(t)   p(t)   NpL) (6.5)
Similarly, the update for the reactive power becomes:
~ qG(t + 1) = M 1(q(t)   q(t)   NqL) (6.6)
2. update of the Lagrangian multipliers
p(t+1) =

p(t)+
p
@L(~ pG(t + 1);pL; ~ qG(t + 1);qL;p;p(t);q(t);q(t))
@p

+
p(t+1) =

p(t)+
p
@L(~ pG(t + 1);pL; ~ qG(t + 1);qL;p(t);p;q(t);q(t))
@p

+
q(t+1) =

q(t)+
q
@L(~ pG(t + 1);pL; ~ qG(t + 1);qL;p(t);p(t);q;q(t))
@q

+
q(t+1) =

q(t)+
q
@L(~ pG(t + 1);pL; ~ qG(t + 1);qL;p(t);p(t);q(t);q)
@q

+
where
 
p, 
p, 
q and 
q are suitable positive constants a-priori as-
signed;
 []+ is the operator corresponding to the projection onto the positive
orthant;
For what concerns, for example, p(t + 1), we have that
@
@p
L(~ pG(t + 1);pL;~ qG(t + 1);qL;p;p(t);q(t);q(t))
= p   ~ pG(t + 1) = p   M 1(p(t)   p(t)   NpL)
obtaining
p(t + 1) = [p(t) + 
p[p   M 1(p(t)   p(t)   NpL)]]+
= [(I   
pM 1)p(t) + 
p(M 1p(t) + p + M 1NpL)]+CHAPTER 6 - Dual ascent approach 31
In a similar way we have:
p(t + 1) = [p(t) + 
p(~ pG(t + 1)   p)]+
= [(I   
pM 1)p(t) + 
p(M 1p(t)   p   M 1NpL)]+
q(t + 1) = [q(t) + 
p(q   ~ qG(t + 1))]+
= [(I   
qM 1)q(t) + 
q(M 1q(t) + q + M 1NpL)]+
q(t + 1) = [q(t) + 
q(~ qG(t + 1)   q)]+
= [(I   
qM 1)q(t) + 
q(M 1q(t)   q   M 1NpL)]+
3. projection of the primal variables into the feasible set
pG(t + 1) = proj(~ pG(t + 1);p;p) (6.7)
qG(t + 1) = proj(~ qG(t + 1);q;q) (6.8)
The parameters 
’s cover an important role for the convergence of the
algorithm. In this sense, as proved in [12], they must satisfy the condition

p;
p;
q;
p <
2
(M 1)
For what concerns the update of the dual variables, it has been proposed
a double version of each update: the ﬁrst one is the expression that will be
actually used in the implementation of the algorithm, the second one underlines
the independence of the dual variables on the primal ones.
Notice that the above algorithm diﬀers from the standard dual ascent one
in the third step, when the projection on the feasible set occurs. However they
are equivalent, because:
 the minimization of the primal variables (step 1) is identical for both
standard and modiﬁed dual ascent algorithm;
 the update of the dual variables (step 2) is based on the value of the
primal variable calculated at step 1, when it is still not constrained,
which implies the independence of the dual variables on the primal ones
as just seen.
It means that, if we run in parallel the standard and modiﬁed version of the
dual ascent algorithm with the same initial values for both primal and dual
variables, then their evolutions are identical at every time.
These equations make use of the information about the active and reactive
powers required by the loads: in our contest, however, the only smart agents are
represented by the generators. Our goal is to re-write these physical quantities
in terms of measurable variables.32 6.1 - Only generators as agents
From Proposition 2 in Chapter 5, we have:
2
6
4
u1
uG
uL
3
7
5  ej'
 
UN1 +
ej
UN
2
6
4
0 0 0
0 M N
0 N> O
3
7
5
2
6
4
0
 sG
 sL
3
7
5
!
and in particular
uG  ej'
 
UN1 +
ej
UN
h
0 M N
i
2
6
4
0
 sG
 sL
3
7
5
!
= ej'
 
UN1 +
ej
UN
(M sG + N sL)
!
Then, by forgetting the approximation for an easier notation, we have
N sL = e jUN(e j'uG   UN1)   M sG
obtaining
(
NpL = UN(RefuGe j(+')g   UN cos1)   MpG
NqL =  UN(ImfuGe j(+')g + UN sin1)   MqG
Therefore, by denoting with uG(t) the generator complex voltages after
power pG(t)+jqG(t) have been applied, updates (6.5) and (6.6) take the form:
~ pG(t+1) = M 1 
p(t) p(t) UN(RefuG(t)e j(+')g UN cos1)

+pG(t)
~ qG(t+1) = M 1 
q(t) q(t)+UN(ImfuG(t)e j(+')g+UN sin1)

+qG(t)
At this point, the dependence is only on the voltages and the power injec-
tions of the generators. The next step is to show that, for every generator,
the decision is dependent only on local quantities, that are the voltages of its
neighbours. With this aim, we provide the following
Lemma 2. There exists a unique symmetric matrix G 2 Rmm satisfying the
conditions 8
> > <
> > :
"
0 0
0 M
#
G = I   11>
0
G1 = 0
(6.9)
Proof. With simple calculations, we have that the following matrix satisﬁes
the conditions
G =
"
1>M 11  1>M 1
 M 11 M 1
#
The uniqueness can be shown as in the proof of Lemma 1.CHAPTER 6 - Dual ascent approach 33
The importance of the matrix G just introduced concerns its sparsity pat-
tern, stated by the following
Lemma 3. The sparsity pattern of the matrix G is
Gij 6= 0 , j 2 N(i) [ fig
Proof. See [11].
It is now clear that the following chain of equations holds:
~ pG(t + 1) = M 1 
p(t)   p(t)   UN(RefuG(t)e j(+')g   UN cos1)

+ pG(t)
= Gy
 
p(t)   p(t)   UN(RefuG(t)e j(+')g   UN cos1)

+ pG(t)
= Gxy
"
0
p(t)   p(t)   UN(RefuG(t)e j(+')g   UN cos1)
#
+ pG(t)
(6.10)
where Gxy is G without the ﬁrst row and Gy is G without the ﬁrst row and
the ﬁrst column.
The last equation is component-wise equivalent to
~ pG(t + 1)i = pG(t)i+
X
j2N[fignf1g
Gij

p(t)j   p(t)j   UN[jujj cos(\uj      ')   UN cos]

(6.11)
and similarly
~ qG(t + 1)i = qG(t)i+
X
j2N[fignf1g
Gij

q(t)j   q(t)j + UN[jujj sin(\uj      ') + UN sin]

(6.12)
Now, for what concerns the active powers, we have:
1.
X
j2N[fignf1g
Gij

p(t)j   p(t)j

=
X
j2N[fig
Gij

p(t)j   p(t)j

because, as suggested in Equation (6.10), we have imposed p(t)1 =
p(t)1 = 0 for the PCC.
2.
X
j2N[fignf1g
Gij

jujj cos(\uj      ')   UN cos

=
X
j2N[fignf1g
Gij

jujj cos(\uj      ')

  UN cos
X
j2N[fignf1g
Gij
=
X
j2N[fig
Gij

jujj cos(\uj      ')
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because, for condition 2 in Lemma 2 and for Lemma 3, we have
  UN cos
X
j2N[fignf1g
Gij
= UN cosGi1 = Gi1ju1jcos(\u1      ')
Following the same steps also for the reactive power updates, we obtain
the simpler expressions:
~ pG(t + 1)i = pG(t)i +
X
j2N[fig
Gij

p(t)j   p(t)j   UNjujj cos(\uj      ')

(6.13)
~ qG(t + 1)i = qG(t)i +
X
j2N[fig
Gij

q(t)j   q(t)j + UNjujj sin(\uj      ')

(6.14)
Notice that now the updates are only dependent on the voltages of the
neighbours and of the PCC. Then, we have ﬁnally obtained a distributed algo-
rithm, for which only communication between neighbouring agents is needed:
in fact, as said in section 3.1.3, in the power system analysis, node 1 is a slack
bus with ﬁxed voltage magnitude and angle. The knowledge about the PCC
voltage can then be achieved by each node at the connection to the grid, when
also the construction of the neighbours set and the estimation of the local grid
parameters take place [11].
We can ﬁnally summarize the whole algorithm.
6.1.1 Only generators as agents algorithm
Let all generators (except the PCC: A  C n f1g) store the dual variables
p, p, q, p and the positive scalar parameters 
p, 
p, 
q, 
q. Let  be
the impedance angle deﬁned in assumption 2 in section 3.1.2, and p, p, q, q
the lower and upper bounds for active and reactive powers, respectively. Let
G the matrix introduced in Lemma 2. At every synchronous iteration, each
node i except the PCC executes the following ordered operations:
1. measures its own voltage and gathers the voltage measurements and the
Lagrange multipliers from its neighbours
fuk 2 C ; p
k;pk;q
k;qk 2 R+ ; k 2 N(i) [ figg
2. computes the optimal active and reactive power, without taking in con-
sideration the generation limits
~ pi   pi +
X
j2N[fig
Gij

p
j   pj   UNjujj cos(\uj      ')

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~ qi   qi +
X
j2N[fig
Gij

q
j   qj + UNjujj sin(\uj      ')

(6.16)
3. updates the dual variables
p
i   [p
i + 
p(p
i   ~ pi)]+ (6.17)
pi   [pi + 
p(~ pi   pi)]+ (6.18)
q
i   [q
i + 
q(q
i   ~ qi)]+ (6.19)
qi   [qi + 
q(~ qi   qi)]+ (6.20)
4. projects the complex power into the feasible set
pi   proj(~ pi;p
i;pi) (6.21)
qi   proj(~ qi;q
i;qi) (6.22)
6.2 Both generators and loads as agents
We now propose a second version of the dual ascent algorithm, in which
all the nodes, included the loads, have computational and sensing capabilities.
It represents a sort of connection between the previous approach and the next
one.
We now brieﬂy see how the steps taken so far ﬁt in this new conﬁguration.
First of all, by adopting the block decomposition
u =
"
u1
uin
#
; s = p + jq =
"
p1 + jq1
pin + jqin
#
where the subscript in denotes the set of all the internal nodes, i.e. all the
nodes except the PCC, the matrix X of Lemma 1 assumes the structure
X =
"
0 0
0 M
#
; M 2 R(n 1)(n 1)
The cost function written in terms of pin and qin is
 u>Lu 
p>Xp
U2
N
+
q>Xq
U2
N
=
p>
inMpin
U2
N
+
q>
inMqin
U2
N
(6.23)
obtaining, again besides some positive multiplicative constants, the equiv-
alent problem36 6.2 - Both generators and loads as agents
minimize
pin;qin
p>
in
M
2
pin + q>
in
M
2
qin (6.24a)
subject to p
i  pi  pi (6.24b)
q
i  qi  qi i 2 V (6.24c)
In this problem, inequalities (6.24b) and (6.24c) are actual lower and upper
bounds on injection capabilities if node i is a generator, while are reduced to
equalities if i is a load (with p
i = pi and q
i = qi, equal to the opposite of the
i-th power demand).
The Lagrangian associated to (6.24) is
L(pin;qin;p;p;q;q) = p>
in
M
2
pin + q>
in
M
2
qin + >
p (p   pin) + >
p (pin   p)
+ >
q (q   qin) + >
q (qin   q)
(6.25)
and the dual ascent algorithm consists in the following alternating steps:
1. computation of the minimum with respect to the primal variables pin and
qin
~ pin(t + 1) = argmin
pin
L(pin;qin(t);p(t);p(t);q(t);q(t)) (6.26)
~ qin(t + 1) = argmin
qin
L(pin(t);qin;p(t);p(t);q(t);q(t)) (6.27)
The closed form is easily obtainable: by imposing
@
@pin
L(pin;qin(t);p(t);p(t);q(t);q(t)) = Mpin   p(t) + p(t)
to be equal to zero, we have
~ pin(t + 1) = M 1(p(t)   p(t))
Similarly, the update for the reactive power becomes:
~ qin(t + 1) = M 1(q(t)   q(t))
2. update of the Lagrangian multipliers
p(t+1) =

p(t)+
p
@L(~ pin(t + 1); ~ qin(t + 1);p;p(t);q(t);q(t))
@p

+
p(t+1) =

p(t)+
p
@L(~ pin(t + 1); ~ qin(t + 1);p(t);p;q(t);q(t))
@p

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q(t+1) =

q(t)+
q
@L(~ pin(t + 1); ~ qin(t + 1);p(t);p(t);q;q(t))
@q

+
q(t+1) =

q(t)+
q
@L(~ pin(t + 1); ~ qin(t + 1);p(t);p(t);q(t);q)
@q

+
For what concerns, for example, p(t + 1), we have that
@
@p
L(~ pin(t + 1);~ qin(t + 1);p;p(t);q(t);q(t))
= p   ~ pin(t + 1) = p   M 1(p(t)   p(t))
obtaining
p(t + 1) = [p(t) + 
p[p   M 1(p(t)   p(t))]]+
In a similar way we have:
p(t + 1) = [p(t) + 
p(~ pin(t + 1)   p)]+
q(t + 1) = [q(t) + 
p(q   ~ qin(t + 1))]+
q(t + 1) = [q(t) + 
q(~ qin(t + 1)   q)]+
3. projection of the primal variable into the feasible set
pin(t + 1) = proj(~ pin(t + 1);p;p) (6.28)
qin(t + 1) = proj(~ qin(t + 1);q;q) (6.29)
At this point, by denoting with Yy the matrix obtained by removing the
ﬁrst row and column of Y and with Yxy removing only the ﬁrst row, thanks to
Lemma 1 we have:
M 1(p   p) = Yy(p   p) = Yxy
"
0
p   p
#
that from a component wise point of view is equivalent to, for i 2 V n f1g
[M 1(p   p)]i =
X
j2N(i)[fig
Yij(p
j   pj) (6.30)
with p
1 = p1 = 0 as states in (6.2).
We can ﬁnally summarize the whole algorithm.38 6.2 - Both generators and loads as agents
6.2.1 Both generators and loads as agents algorithm
Let all nodes store the dual variables p, p, q, p and the positive scalar
parameters 
p, 
p, 
q, 
q. Let  be the impedance angle deﬁned in as-
sumption 2 in subsection 3.1.2, and p, p, q, q the lower and upper bounds for
active and reactive powers, respectively. Let Y the real-valued Laplacian of
the grid model. At every synchronous iteration, each node i except the PCC
executes the following ordered operations:
1. gathers the Lagrange multipliers from its neighbours
fp
k;pk;q
k;qk 2 R+ ; k 2 N(i) [ figg
2. computes the optimal active and reactive power, without taking in con-
sideration the generation limits
~ pi  
X
j2N(i)[fig
Yij(p
i   pi) (6.31)
~ qi  
X
j2N(i)[fig
Yij(q
i   qi) (6.32)
3. updates the dual variables
p
i   [p
i + 
p(p
i   ~ pi)]+ (6.33)
pi   [pi + 
p(~ pi   pi)]+ (6.34)
q
i   [q
i + 
q(q
i   ~ qi)]+ (6.35)
qi   [qi + 
q(~ qi   qi)]+ (6.36)
4. projects the complex power into the feasible set
pi   proj(~ pi;p
i;pi) (6.37)
qi   proj(~ qi;q
i;qi) (6.38)7
ADMM approach
We now propose a distributed iterative algorithm in order to solve (7.5). It
can be considered distributed because each node needs to communicate only
with its neighbours and keeps in memory only a copy of its own state and copies
of the states of its neighbours. The copy of state xj stored in memory by node
i is referred to as x
(i)
j . Assume also that local edge variables are available: it
means that for the edge connecting nodes i and j there exists a variable z(i;j)
containing copies only of the states of i and j.
Recall now Equation (3.4): it states that the complex power corresponding
to node i is
si = ui ii
with pi = Refsig > 0 for generators and pi < 0 for loads. For the conservation
of energy, it is clear that the sum of the (positive) active powers injected
by the generators and the (negative) active powers injected by the loads, i.e.
the diﬀerence of the active power injections by the generators and the active
power consumptions by the loads, is equal to the total line power losses (this
equivalence is formally proved in A.2). Therefore, we can equivalently say the
objective is to minimize the quantity
X
i2V
pi :
In this scenario, the general problem (4.2) takes the form:
minimize
X
i2V
pi (7.1a)
subject to pi + jqi = uiejY i u (7.1b)
pi  pi   pi (7.1c)
qi  qi   qi (7.1d)
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where Y i denotes the i-th row of Y .
In particular, we are interested in considering the N 1 vector of complex
voltages u as a 2N  1 vector containing real and imaginary components
X =
2
6
6 6
6 6
6
4
u1Re
u1Im
u2Re
u2Im
. . .
3
7
7 7
7 7
7
5
2 R2N
As shown in Appendix A, we can write
pi = X>
h
12i 1 12i
i"
cos sin
 sin cos
#"
Y i 0
0 Y i
#2
4
IN 

h
1 0
i
IN 

h
0 1
i
3
5X
=: X>PiX = pi(X)
(7.2)
In a similar way it is possible to write qi as:
qi = X>
h
12i 1 12i
i"
sin  cos
cos sin
#"
Y i 0
0 Y i
#2
4
IN 

h
1 0
i
IN 

h
0 1
i
3
5X
=: X>QiX = qi(X)
(7.3)
With these considerations, problem (7.1) can be rewritten as
minimize
X
X
i2V
pi(X) (7.4a)
subject to pi  pi(X)   pi (7.4b)
qi  qi(X)   qi (7.4c)
By considering again Equation (7.1b), we can state that the complex power
corresponding to node i is function only of the voltages of node i itself and of
all the other nodes j which are electrically connected to node i: in fact, the
element j of the row Y i is non-zero only if there exists an edge connecting node
i to node j.
In this sense, problem (7.4) can take a form that underlines the local de-
pendences, as the following:
minimize
Xi2Ci
X
i2V
pi(Xi) (7.5)
in which Xi is deﬁned as
Xi =
"
xi
fxjgj2N(i)
#
2 R2jN(i)j+2 ; xk =
"
uRek
uImk
#
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and Ci is the set of feasible points satisfying (7.4b) and (7.4c). See Appendix
A.2 for the details.
In the classical ADMM scenario, problem (7.5) is formulated as follows:
minimize
X(i)2Ci
X
i2V
pi(X(i)) (7.6a)
subject to x
(i)
i = z
(i;j)
i ; x
(i)
j = z
(i;j)
j (7.6b)
x
(i)
i = z
(j;i)
i ; x
(i)
j = z
(j;i)
j 8j 2 N(i) (7.6c)
where
X(i) :=
"
x
(i)
i
fx
(i)
j gj2N(i)
#
With this procedure, for  > 0, let the augmented Lagrangian be deﬁned
as
L(X;Z;;M)
=
N X
i=1

pi(X(i))
+
X
j2N(i)
h

(i;j)
i
 
x
(i)
i   z
(i;j)
i

+ 
(i;j)
j
 
x
(j)
j   z
(i;j)
j
i
+
X
j2N(i)
h

(i;j)
i
 
x
(i)
i   z
(j;i)
i

+ 
(i;j)
j
 
x
(i)
j   z
(j;i)
j
i
+

2
X
j2N(i)
h
kx
(i)
i   z
(i;j)
i k2 + kx
(i)
j   z
(i;j)
j k2
+ kx
(i)
i   z
(j;i)
i k2 + kx
(i)
j   z
(j;i)
j k2
i
(7.7)
where every Lagrangian multiplier is a row vector with dimension 12 and the
augmented Lagrangian is function only of the following three vectors containing
local information, in addition to X(i):
Z(i) :=
2
4
fz
(i;j)
i gj2N(i)
fz
(i;j)
j gj2N(i)
3
5
(i) :=
h
f
(i;j)
i gj2N(i) f
(i;j)
j gj2N(i)
i
M(i) :=
h
f
(i;j)
i gj2N(i) f
(i;j)
j gj2N(i)
i
In this sense, node i stores in memory and updates few local variables.
Finally, let Z(ji) := fz
(j;i)
i ;z
(j;i)
j jj 2 N(i)g be the set containing all the edge
variables referred to node i but stored (and updated) by its neighbours.42
By denoting with t the iteration index, and considering the augmented
Lagrangian (7.7), we have that at every iteration the following three steps are
performed, in order:
1. Update of X(i); 8i 2 V:
X(i)(t + 1) = argmin
X(i)2Ci
L(X(i);Z(i)(t);Z(ji)(t);(i)(t);M(i)(t)) (7.8)
This operation requires some eﬀort and will be described in the next
subsection.
2. Update of Z(i); 8i 2 V:
Z(i)(t + 1) = argmin
Z(i)
L(X(i)(t + 1);Z(i);Z(ji)(t);(i)(t);M(i)(t)) (7.9)
In this case, the closed form is easily obtainable by exploiting the component-
wise gradient of (7.7) with respect to z
(i;j)
k ;k 2 fi;jg:
@L
@z
(i;j)
k
=  
(i;j)>
k (t)   
(j;i)>
k (t)   
 
x
(i)
k (t + 1) + x
(j)
k (t + 1)

+ 2z
(i;j)
k
and by imposing it to be equal to zero, obtaining:
z
(i;j)
k (t + 1) =

(i;j)>
k (t) + 
(j;i)>
k (t)
2
+
x
(i)
k (t + 1) + x
(j)
k (t + 1)
2
(7.10)
3. Dual ascent step on (i) and M(i); 8i 2 V.
(i) and M(i) are updated through a gradient ascent of L with step size
; namely, for k 2 fi;jg:

(i;j)>
k (t + 1) = 
(i;j)>
k (t) + 
 
x
(i)
k (t + 1)   z
(i;j)
k (t + 1)


(i;j)>
k (t + 1) = 
(i;j)>
k (t) + 
 
x
(i)
k (t + 1)   z
(j;i)
k (t + 1)
 (7.11)
Notice that , also called penalty parameter, is used as the step size 
in the dual ascent method and is selected for good convergence speed. The
convergence of this algorithm to the optimal point is ensured by the following
Proposition 4. The sequence generated by the algorithm of equations (7.8),
(7.9) and (7.11) converges to the optimal solution of the problem (7.6).
Proof. The proof is well explained in [17] and is based on the fact that our
approximated cost function is convex, the optimal solution set of problem (7.6)
is nonempty and the intersection of the various Ci (i.e., the set of X satisfying
(7.4b) and (7.4c)) is bounded.
We now explain how the update of X(i) takes place, ﬁrst introducing a
couple of useful lemmas.CHAPTER 7 - ADMM approach 43
7.1 Update of X(i)
Lemma 4. If 
(i;j)
k (0) =  
(j;i)
k (0), k 2 fi;jg, then 
(i;j)
k (t) =  
(j;i)
k (t),
8t > 0.
Proof. It can be proved by induction. Let 
(i;j)
k (l) = 
(j;i)
k (l), for l = 0;:::;t 1.
Then the updates take the form:

(i;j)>
k (t) = 
(i;j)>
k (t   1) + 
 
x
(i)
k (t)   z
(i;j)
k (t)

(a)
= 
(i;j)>
k (t   1) + 

x
(i)
k (t)  

(i;j)>
k (t   1) + 
(j;i)>
k (t   1)
2
 
x
(i)
k (t) + x
(j)
k (t)
2

(b)
= 
(i;j)>
k (t   1) + 
x
(i)
k (t)   x
(j)
k (t)
2
where in (a) equations (7.10) have been used and equivalence (b) comes from
the inductive hypothesis. In a similar way we obtain

(j;i)>
k (t) = 
(j;i)>
k (t   1) + 
x
(j)
k (t)   x
(i)
k (t)
2
from which, by the inductive hypothesis, it can be noticed that 
(i;j)
k (t) =
 
(j;i)
k (t).
Lemma 5. If 
(i;j)
k (0) =  
(j;i)
k (0), k 2 fi;jg, then z
(i;j)
k (t) = z
(j;i)
k (t), 8t > 0.
Proof. From (7.10) and Lemma 4, we have
z
(i;j)
k (t) =

(i;j)>
k (t   1) + 
(j;i)>
k (t   1)
2
+
x
(i)
k (t) + x
(j)
k (t)
2
=
x
(i)
k (t) + x
(j)
k (t)
2
= z
(j;i)
k (t)
Lemma 6. If 
(i;j)
k (0) = 
(i;j)
k (0), k 2 fi;jg, then 
(i;j)
k (t) = 
(i;j)
k (t), 8t > 0.
Proof. Let 
(i;j)
k (l) = 
(i;j)
k (l), l = 0;:::;t   1. Then

(i;j)>
k (t) = 
(i;j)>
k (t   1) + 

x
(i)
k (t)  

(i;j)>
k (t   1) + 
(j;i)>
k (t   1)
2
 
x
(i)
k (t) + x
(j)
k (t)
2
 (7.12)44 7.1 - Update of X(i)
and

(i;j)>
k (t) = 
(i;j)>
k (t   1) + 

x
(i)
k (t)  

(j;i)>
k (t   1) + 
(i;j)>
k (t   1)
2
 
x
(j)
k (t) + x
(i)
k (t)
2
 (7.13)
The subtraction (7.12)-(7.13) gives

(i;j)>
k (t)   
(i;j)>
k (t)
=   HHH H
(i;j)>
k (t   1)     HHH H
(i;j)>
k (t   1) +
1
2
 
   (i;j)>
k (t   1)   
HHH H
(j;i)>
k (t   1)
+ 
HHH H
(j;i)>
k (t   1) +   (i;j)>
k (t   1)

where simpliﬁcations are allowed by the inductive hypothesis. Therefore,

(i;j)>
k (t) = 
(i;j)>
k (t).
At this point we can state a simple but useful
Corollary 1. If (i;j) =  (j;i) = (i;j) =  (j;i), then:
 z
(i;j)
k (t + 1) = z
(j;i)
k (t + 1) =
x
(i)
k (t + 1) + x
(j)
k (t + 1)
2
; k 2 fi;jg
 
(i;j)>
k (t + 1) = 
(i;j)>
k (t) +

2
(x
(i)
k (t + 1)   x
(j)
k (t + 1)); k 2 fi;jg
These three lemmas allow to simplify the expression for L (7.7) in the
following way:
L(X;Z;) =
N X
i=1

pi(X(i))
+
X
j2N(i)
h
2
(i;j)
i
 
x
(i)
i   z
(i;j)
i

+ 2
(i;j)
j
 
x
(i)
j   z
(i;j)
j
i
+ 
X
j2N(i)
h
kx
(i)
i   z
(i;j)
i k2 + kx
(i)
j   z
(i;j)
j k2
i
(7.14)
We can then focus our attention on those parts of (7.14) which are eﬀec-
tively dependent on X(i). In other words, minimizer (7.8) can be replaced
by
X(i)(t + 1) = argmin
X(i)2Ci
Li(X(i);Z(i)(t);(i)(t)) (7.15)
where
Li(X(i);Z(i)(t);(i)(t)) =
= pi(X(i)) + X(i)>MiX(i)   X(i)>B(i)(t)
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with
Mi := 
"
jN(i)jI2 0
0 I
#
F(i)(t) :=
hP
j2N(i) 
(i;j)
i (t) f
(i;j)
j (t)gj2N(i)
i
G(i)(t) := 
2
4
P
j2N(i) x
(j)
i (t)   x
(i)
i (t)
fx
(j)
j (t)   x
(i)
j (t)gj2N(i)
3
5
B(i)(t) := 2MiX(i)(t) + G(i)(t)   2F(i)>(t)
For the calculations, see Appendix B.
Therefore, minimizer (7.15), which is equivalent to minimizer (7.8), has the
simpler expression
X(i)(t + 1) = argmin
X(i)2Ci
pi(X(i)) + X(i)>MiX(i)   X(i)>B(i)(t) (7.17)
Minimizer (7.17) can be eﬃciently calculated by many tools, without the
need of calculating a closed form for it.
We can ﬁnally summarize our ADMM-based algorithm.
7.2 ADMM-based algorithm
Let  be the impedance angle deﬁned in assumption 2 in subsection 3.1.2,
and Ci be the feasible set of local voltages, where the physical bounds p
i, pi,
q
i, qi are veriﬁed. Let  be the step size parameter a priori assigned and Y the
real-valued Laplacian of the grid model. At every synchronous iteration, each
node i except the PCC executes the following ordered operations:
1. transmission of X(i) and reception of X(j) to and from its neighbours j;
2.
G(i)   
2
4
P
j2N(i) x
(j)
i   x
(i)
i
fx
(j)
j   x
(i)
j gj2N(i)
3
5
3.
F(i)   F(i)  
G(i)>
2
4.
B(i)   2MiX(i) + G(i)   2F(i)>
5.
X(i)   argmin
X(i)2Ci
pi(X(i)) + X(i)>MiX(i)   X(i)>B(i)46 7.2 - ADMM-based algorithm8
Simulations and results
In this chapter we propose some speciﬁc simulations in order to validate
the algorithms described in the previous chapters. To do that, we run our
methods over the IEEE37 Test Feeder [10], whose graph structure is shown in
Figure 8.1, using MATLABr.
In all the simulations we make use of MATPOWER, a package of MAT-
LAB M-ﬁles for solving power ﬂow and optimal power ﬂow [9]. It represents
an eﬃcient and recognized tool, so in this context it is used to simulate the
application on the eﬀective grid of the electrical quantities computed with our
algorithms and to make meaningful comparisons between, for example, the
optimal value we obtain with the global optimal one. The initial high values
of the power losses is due to the fact that all the distributed generators are oﬀ
at the beginning, and all the required powers are provided by the PCC.
Figure 8.1: IEEE37 test feeder graph.48 8.1 - Results of the Gradient Projection approach
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Figure 8.2: Comparison of optimal losses and losses resulting from the Gradient Pro-
jection algorithm: subﬁgure 8.2a shows only the ﬁrst 100 iterations for a
better visualization of the (brief) transient, while 8.2b shows the steady
state behaviour.
8.1 Results of the Gradient Projection approach
We ﬁrst discuss the power losses evolution for the Gradient Projection
algorithm discussed in Chapter 5.
We recall that the calculations involve an approximated model of the grid
(one approximation, for example, is represented by the assumption that all the
power lines has the same inductance/resistance ratio ), while the application
takes place, through MATPOWER, to a diﬀerent one.
As Figure 8.2 suggests, this imperfect knowledge does not cause evident
problems to the Gradient Projection algorithm: at every iteration probably it
does not follow the exact gradient direction, but a direction which is not so far
from it (in some sense, a subgradient), being able to reach a point very close
to the optimal one (see subﬁgure 8.2b for the steady state).
8.2 Results of the Dual Ascent approach
8.2.1 Only generators as agents
In this section, we discuss the results obtained for the Dual Ascent approach
when only generators (in this case 7 of 36 nodes, including the PCC) are
considered as smart agents, i.e. have sensing and computational capabilities.
We have seen that the updates of the primal variables (Equation (6.5) and
(6.6)) are dependent on some unmonitored quantities represented by the load
active and reactive power demands. Then, it has been demonstrated how they
can be estimated starting from the knowledge of the topology and voltageCHAPTER 8 - Simulations and results 49
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Figure 8.3: Comparison between optimal losses and losses resulting from the dual
ascent-based algorithm with feedback strategy for the estimation of the
load demand: subﬁgure 8.3a shows only the ﬁrst 10 iteration for a better
visualization of the (brief) transient, while 8.3b shows how the algorithm
goes near to the optimal value, but without reaching it.
measurements of the generators, ending with the local formulations (6.13) and
(6.14). The dual variables, instead, does not have this kind of problem, being
dependent on monitored (in other words, decisional) variables.
Figure 8.3 describes how this algorithm works: we have a very fast con-
vergence to a point which is not exactly the optimal one, but is very close to
it.
8.2.2 Both generators and loads as agents
We now discuss the results of the Dual Ascent approach to the second
case, where all the nodes of the grid are able to update and communicate the
Lagrange multipliers. In this scenario the updates of the primal variables were
only functions of the Lagrange multipliers of the neighbours, as summarized in
the expressions (6.31) and (6.32). Furthermore, also the evolution of the dual
variables is dependent only on the decisional variables, as before.
Figure 8.4 shows the performance of this algorithm: the number of itera-
tions needed for a substantial convergence is higher than before, and this can
be explained if we consider the higher number of Lagrange multipliers that
has to be updated and exchanged. On the contrary, the whole cycle takes
place without applying anything to the grid, and this allows to not have some
problems which could arise in the previous approach and concerning the cost
of the iterative application of power to the grid and the time needed for the a
correct estimation of the unmonitored nodes.50 8.3 - Results of the ADMM-based approach
0 200 400 600 800 1000
0
1
2
3
4
5
6
7
x 10
4
Iterations
P
o
w
e
r
 
l
o
s
s
e
s
 
[
W
]
Optimal
Dual ascent
(a)
200 400 600 800 1000
0
1000
2000
3000
4000
5000
Iterations
P
o
w
e
r
 
l
o
s
s
e
s
 
[
W
]
Optimal
Dual ascent
(b)
Figure 8.4: Comparison between optimal losses and losses resulting from the dual
ascent-based algorithm when no actuations and measures take place dur-
ing the cycle: subﬁgure 8.4b represents the zoom on the last iterations
of 8.4a.
8.3 Results of the ADMM-based approach
In this section we study the behaviour of the ADMM-based algorithm. By
recalling that in this context for a certain physical quantity x the notation x
(i)
j
means the value calculated by node i and referring to node j, we have that
at steady state the solution to the OPF problem, for each node k, is given
by uk = u
(k)
k [16]. Figure 8.5 shows the power losses that we would have at
every iteration if the speciﬁc voltages (uniquely corresponding to speciﬁc power
injections) are applied.
We can notice that the algorithm is able to reach the optimal value (the
plot in 8.5b is still decreasing), even if it requires a number of iterations quite
high.
In addition to the power losses, it is interesting to analyse the convergence
of various quantities of the distributed ADMM-based algorithm. This is due
to the particular formulation of the resolution procedure, in which at every
iteration each node computes the optimal voltages for itself and its neighbours
in order to minimize its own power injection. Step by step the algorithm
reduces the initial divergence of “opinion” of the diﬀerent nodes, allowing to
reach at the end a point which results feasible.
Plots in Figure 8.6 give an exhaustive vision about how algorithm works.
Figure 8.6a shows the convergence of the voltages vector to a speciﬁc (we
can state optimal, given Figure 8.5) vector. In fact, for each iteration t the
following quantity has been calculated and plotted:
ku(t)   u(t   1)k =
X
i2V
q
(u
(i)
i (t)   u
(i)
i (t   1))2CHAPTER 8 - Simulations and results 51
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Figure 8.5: Comparison between optimal losses and losses resulting from the ADMM-
based algorithm: subﬁgure 8.5b represents the zoom on the last iterations
of 8.5a.
The resulting plot shows how this quantity tends to zero for large values of
the iteration index, conﬁrming what we could deduce from the convergence
of the losses plot. Another aspect that is important to be monitored is the
convergence of the opinion of the nodes about the nodal voltages. By recalling
that a node i computes the voltage that node j should have only if j 2 N(i)[
fig, and by denoting with iRe and iIm the following average values:
iRe =
1
jN(i)j + 1
X
j2N(i)[fig
u
(j)
iRe ; iIm =
1
jN(i)j + 1
X
j2N(i)[fig
u
(j)
iIm
we have that Figure 8.6b well describes this problem, since it represents the
function:
1
jVj
X
i2V

1
jN(i)j + 1
X
j2N(i)[fig
h
(u
(j)
iRe(t)   iRe(t))2 + (u
(j)
iIm(t)   iIm(t))2
i
that is the average (on all nodes i 2 V) of the variance of the voltages referring
to node i computed by i itself and its neighbours. The convergence of this last
quantity is fundamental for the feasibility of the calculated set of voltages. In
fact, the feasibility for a certain node i would be assured at every iteration if the
voltages of node i and its neighbours computed by node i itself were applied.
But as we have seen, the voltages we consider are constituted by u
(i)
i . The
feasibility of the whole vector of voltages is then reached when the diﬀerence
of opinion is neglectable, i.e. when the variance (just shown in Figure 8.6b)
tends to zero. This intuition is conﬁrmed by Figure 8.6c, that represents how
much far we are from the required ranges of power injection for generators
and power demands for loads; in fact, the following function depending on the52 8.3 - Results of the ADMM-based approach
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Figure 8.6: Plot of some interesting quantities for evaluating the convergence of the
ADMM-based algorithm: 8.6a is the norm of the diﬀerence of two con-
secutive nodal voltage vectors, 8.6b shows the variance concerning the
nodal “opinions” on the diﬀerent voltages, 8.6c shows the distance of the
solution achieved to the given bounds.
iteration index t has been plotted:
y(t) =
X
i2L
jp(t)i   pij + jq(t)i   qij
+
X
i2C
h
[p(t)i   pi]1(p(t)i   pi) + [p
i   p(t)i]1(p
i   p(t)i)
+ [q(t)i   qi]1(q(t)i   qi) + [q
i   q(t)i]1(q
i   q(t)i)
i
(8.1)
where we have introduced the function
1(x) =
(
1 if x  0
0 otherwise
and where we recall that pi = p
i and qi = q
i, 8i 2 L.CHAPTER 8 - Simulations and results 53
8.4 Final results
We can ﬁnally collect all the results of the algorithms, obtaining Table 8.1.
The following values are shown:
 iterations<10%: the required number of iterations in order to have power
losses exceeding the optimal ones less than 10% - it gives an idea of the
fastness of the algorithm to reach an acceptable value;
 steady state value: the steady state value of the power losses - in some
sense, it exploits the precision of the algorithms in reaching the optimal
point;
 steady state gap: it represents the diﬀerence of the reached value and
the optimal one (percentage);
 smart agents: the number of agents which is assumed for a speciﬁc algo-
rithm;
 actuations: the total number of actuations occurring in the grid at every
iteration;
 measurements: the total number of measurements occurring in the grid
at every iteration;
 communications: the total number of communication activities (neglect-
ing the eﬀective amount of data) at every iteration.
Table 8.1: Collection of some of the most interesting results and features obtained
in the previous sections.
Grad. Proj. Dual Ascent Dual Ascent ADMM
A  C A  V
iterations<10% [#] 17 2 298 9064
s.s. value [W] 3135.7 3178.5 3135.8 3135.5
s.s. gap [%] 0.0064 1.3713 0.011 0
smart agents [#] 7 7 36 36
actuations [#] 7 7 0 0
measurements [#] 7 7 0 0
communications [#] 16 16 69 7054 8.5 - Robustness
8.5 Robustness
8.5.1 Robustness with respect to grid parameters
In this section we study the performance of the algorithms described so far
when the estimated grid diﬀers from the original one, in particular for what
concerns the line impedances.
It means that we run our algorithms on a certain model represented by
the vector of impedances zerr, with consequent determination of matrices Z,
Y , X and so on, while the model on which we apply the calculated power
injections, measure the nodal voltages and calculate the eﬀective power losses
is represented by ztrue.
We now discuss some interesting results for a great number of particular
realizations of the error, which is assumed to have a uniform distribution (with
mean corresponding to the true value); the results shown in Figure 8.7 and 8.8
are referred to maximum errors of the 10% and 30% on the true value,
respectively.
20 40 60 80 100
3130
3140
3150
3160
3170
3180
3190
Realizations 
P
o
w
e
r
 
l
o
s
s
e
s
 
[
W
]
DA−GS
DA−GS
mean
DA−AS
DA−AS
mean
GD
GD
mean
ADMM
ADMM
mean
Optimal
(a)
20 40 60 80 100
3135.4
3135.6
3135.8
3136
3136.2
Realizations 
P
o
w
e
r
 
l
o
s
s
e
s
 
[
W
]
(b)
20 40 60 80 100
3135.45
3135.455
3135.46
3135.465
3135.47
3135.475
3135.48
Realizations 
P
o
w
e
r
 
l
o
s
s
e
s
 
[
W
]
(c)
Figure 8.7: Comparison of the robustness of the algorithms for 100 realizations with
maximum error of the 10%. Subﬁgures 8.7b and 8.7c represent the
zoom, on diﬀerent levels, of 8.7a.CHAPTER 8 - Simulations and results 55
20 40 60 80 100
3130
3140
3150
3160
3170
3180
3190
3200
3210
Realizations 
P
o
w
e
r
 
l
o
s
s
e
s
 
[
W
]
DA−GS
DA−GS
mean
DA−AS
DA−AS
mean
GD
GD
mean
ADMM
ADMM
mean
Optimal
(a)
20 40 60 80 100
3135.4
3135.6
3135.8
3136
3136.2
Realizations 
P
o
w
e
r
 
l
o
s
s
e
s
 
[
W
]
(b)
20 40 60 80 100
3135.42
3135.44
3135.46
3135.48
3135.5
3135.52
3135.54
Realizations 
P
o
w
e
r
 
l
o
s
s
e
s
 
[
W
]
(c)
Figure 8.8: Comparison of the robustness of the algorithms for 100 realizations with
maximum error of the 30%. Subﬁgures 8.8b and 8.8c represent the
zoom, on diﬀerent levels, of 8.8a.
In these ﬁgures several data are plotted, and the abbreviations used in
the legends are GD (Gradient Descent, referring to the gradient projection
approach), DA (Dual Ascent), ADMM (obviously, Alternating Direction Mul-
tiplier Method), GS (only Generators as Smart agents) and AS (All nodes as
Smart agents).
We can see that for every realization we obtain a diﬀerent optimal value,
but the dispersion is not so large and, most important, the mean value is very
close, for every algorithm, to the optimal obtained with the approximated, but
without further errors, model.
This fact can be justiﬁed if we consider that every algorithm tries to mini-
mize the power losses and this happens if, roughly speaking, the power demand
of a certain load is provided by those generators that are the nearest to it, with
a light dependence on the (eﬀective or estimated) line impedances. The rea-
soning is that in some sense the topology covers a much more important role
respect to the precise knowledge of the line impedances.
It is then interesting to notice that for dual ascent algorithm the perfor-56 8.5 - Robustness
mance when only generators are smart agents are worse than the performance
when all nodes are smart agents. This is explainable if we consider that in the
ﬁrst case there is a deeper dependence on the grid parameters, because they
are used also for the estimation of the power demands: a wrong knowledge of
the power demand implies a worse distributed injection, with consequences on
the total power losses.
8.5.2 Robustness with respect to grid topology
Our study of the robustness of the algorithms continues by analysing their
behaviour when errors related to the grid topology occur. It means that the
algorithms make use of a certain model which is diﬀerent from the actual
grid for what concerns the location of some nodes. This can be simulated by
changing some elements of the adjacency matrix A, more precisely by randomly
changing the position of the external nodes, that are the nodes that have only
one (electric) neighbour: the reason behind this choice is to avoid the random
creation of electric rings or the birth of two or more disconnected graphs.
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Figure 8.9: Comparison of the robustness of the algorithms for 100 realizations with
a load in a wrong position. Subﬁgures 8.9b and 8.9c represent the zoom,
on diﬀerent levels, of 8.9a.CHAPTER 8 - Simulations and results 57
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Figure 8.10: Comparison of the robustness of the algorithms for 100 realizations with
3 loads in a wrong position. Subﬁgures 8.10b and 8.10c represent the
zoom, on diﬀerent levels, of 8.10a.
Figure 8.9 shows the performance of the algorithms when only a node is
positioned in a diﬀerent place, while Figure 8.10 refers to the case in which
three loads have wrong positions.
It is interesting to notice how the Gradient Projection and the Dual Ascent
- only generators as agents - algorithms are not inﬂuenced by this kind of error,
because they estimate the power demands of the loads by directly measuring
the nodal voltages obtained by the application of the power injections of the
previous instant; in this situation the feedback control strategy avoids any
kind of error. On the contrary, the algorithms characterized by a unique ﬁnal
actuation are strongly dependent on the correctness of the model, and provide
a set of power injections that is quite far from the optimal one.
In the end, some speciﬁc realizations reserve to be further studied. Consider
the realization number 20. As subﬁgures 8.9b and 8.9c show, also the Dual
Ascent - all nodes as agents - and the ADMM algorithms are very close to the
optimal value, apparently in disagreement with what has just been said. In
reality, in this case it has been veriﬁed that the node with label 724 (see Figure
8.1) has been randomly connected to the node with label 707, then obtaining58 8.5 - Robustness
the original grid! Even more interesting is the realization number 80, where
the reached value is slightly above the optimal. In this case the node with
label 735 results connected to the number 734, giving birth to a grid that is
diﬀerent but not so much from the original one.
As said, Figure 8.10 shows the random placement of three loads, with
the consequent greater dispersion and worsening of the performance of those
algorithms which does not make use of the nodal voltage measurements. In
this case, the lucky eventuality to obtain a conﬁguration almost identical to
the original one has very low probability, as conﬁrmed by the always high value
of these algorithms.
In the end, the average value for the Dual Ascent - all nodes as agents -
is very close to the ADMM mean value (this is the reason why it seems to be
absent), as proven by the very close values reached for every realization.
8.5.3 Final results for robustness
We ﬁnally propose the numerical results regarding the robustness of the
diﬀerent approaches with respect to the kinds of error we have just discussed.
Table 8.2 summarizes the following quantities:
 variance: it refers to the dispersion of the values obtained for every spe-
ciﬁc realization of the errors, and represents the quantity
1
N
N X
i=1
(xi   )2
where N is the number of realizations (in this case, N = 100), xi is
the value obtained with the i-th error conﬁguration and  is the average
value of the xi, i = 1;:::;N;
 steady state gap: similarly to that introduced in Table 8.1, it represents
the diﬀerence of the mean value and the optimal one (percentage).
Each of the previous quantities has been calculated for all the diﬀerent error
scenarios we described so far:
 10%: error regarding the line impedance values, and maximum (abso-
lute) value of the 10% on the correct one and with uniform distribution;
 30%: as before, but with support deﬁned by the 30% of the exact
value;
 1 (load): when a load is estimated in a wrong position;
 3 (loads): as before, but with three bad estimated load locations.CHAPTER 8 - Simulations and results 59
Table 8.2: Collection of some of the most interesting results about the robustness of
the algorithms with respect to diﬀerent kinds of errors.
Kind of error Grad. Proj. Dual Ascent Dual Ascent ADMM
A  C A  V
10% 1:6  10 5 22:9 7:5  10 3 3:4  10 6
variance 30% 1:13  10 4 205:16 1:02  10 2 2:73  10 4
[V
2] 1 0 0 3:87  104 3:75  104
3 0 0 2:565  105 2:567  105
10% 6:6  10 3 1.38 0.016 6:7  10 5
s.s. gap 30% 6:7  10 3 1.41 0.017 6:01  10 4
[%] 1 6:7  10 3 1.37 3.85 3.81
3 6:7  10 3 1.37 17.01 16.9560 8.5 - Robustness9
Conclusions
The thesis formalizes the optimal power ﬂow problem, by oﬀering multiple
formulations (each one more or less applicable, depending on the context) and
diﬀerent strategies of solution. In some sense, it collects and compares the
approaches outlined by diﬀerent lines of research: the ﬁrst one proposes a
grid with few smart agents, with a sort of feedback control law for estimating
the unknown but necessary quantities and for keeping track, in some sense,
of the grid state evolution; the second one assumes that every node has some
sensing, communication and computing capabilities, and consists in a long part
of communication and computation followed, only at the end, by the actuation.
Therefore, starting from these works, a speciﬁc and realistic scenario (with
lower and upper bounds on the power injections) has been proposed and de-
veloped, obtaining a consistent vision and comparison of formulations at the
beginning so diﬀerent.
We can conclude that:
 the feedback control strategies have several advantages, because they
– require a limited number of smart agents, that are constituted by
the generators only,
– converge to a value that can be considered almost optimal in few
iterations,
– have a good robustness with respect to a certain kind of topology
errors,
but have some limitations, such as
– a continuous application and sensing activity, with probable higher
costs,62
– the need of waiting the settling of the electrical quantities before
performing meaningful measurements and starting the subsequent
iteration,
– higher sensitivity to line impedance errors;
 the other strategies, that are the second version of the dual ascent method
and the ADMM, are characterized by
– an unique ﬁnal actuation, without any measurements (but only com-
munications) from one iteration and the next one,
– performance depending only on the computing and communication
capabilities, regardless the grid dynamics,
– lower sensitivity to line impedance errors,
but, on the other hand,
– typically require an high number of iterations, especially for what
concerns the ADMM in the consensus form here discussed,
– assume that all nodes have computation and communication capa-
bilities,
– are highly dependent on the correctness of the grid topology.
The results could be deeper studied in the future by considering, ﬁrst of
all, not only the number of iterations needed for each algorithm, but also the
time required for the diﬀerent computations and communications. Secondly,
it could be interesting to understand if there is a cost or some kinds of issues
in applying the power injections and measuring the nodal voltages at every
iteration and, on the other hand, what is the cost (in terms of energy losses)
of actuating only at the end of a (likely) quite long computation. In the end,
a certain number of studies can be done concerning the ability of the diﬀerent
approaches to follow a dynamical load proﬁle or in an asynchronous scenario.A
Cost function derivation
In this appendix the formulas concerning the cost functions used in Chapter
5 are derived.
A.1 Cost function for Gradient Projection and Dual
Ascent approaches
We now show where Equation (5.2) comes from.
Firstly, let us derive Equation (5.1), by expressing the power losses in terms
of the node voltages:
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X
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From Proposition 2 in Chapter 5, we have
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Then we can write:
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where the approximation consists in a term which is o
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, in (a) we used
the fact that Y is symmetric and each row sums to zero, that is 1>Y = Y 1 = 0,
equivalence (b) comes from Lemma 1 in Chapter 5 and (c) and (d) are allowed
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A.2 Cost function for ADMM approach
Starting from Equation (A.1), it is simple to relate the total line losses
to the local power generation (notice that the following equations verify the
power conservation, as described in Chapter 7):
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Furthermore, we can underline the local dependence of pi only on the volt-
ages of node i itself and all nodes j which are neighbours of i: this is due to
the fact that the j-th element of the i-th row Y i of Y is non-zero if and only
if j 2 N(i) [ fig; we have:
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ADMM Lagrangian derivation
In this appendix the calculations that allow to obtain Equation (7.15) are
shown.
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