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EIGENVALUES OF SCHRO¨DINGER OPERATORS WITH
COMPLEX SURFACE POTENTIALS
RUPERT L. FRANK
To Pavel Exner on the occasion of his 70th birthday
Abstract. We consider Schro¨dinger operators in Rd with complex potentials sup-
ported on a hyperplane and show that all eigenvalues lie in a disk in the complex plane
with radius bounded in terms of the Lp norm of the potential with d − 1 < p ≤ d.
We also prove bounds on sums of powers of eigenvalues.
Introduction and main results. Recently there has been great interest in bounds
on eigenvalues of Schro¨dinger operators with complex potentials. A conjecture of
Laptev and Safronov [19] states that for a certain range of p’s, all eigenvalues of a
Schro¨dinger operator lie in a disk in the complex plane whose radius is bounded from
above in terms of only the Lp norm of the potential. This conjecture was motivated
by a corresponding result by Abramov, Aslanyan and Davies [1] in one dimension and
with p = 1. In one part of the parameter regime the conjecture was proved in [9], and
in the other part it was proved in [15] for radial potentials. For arbitrary potentials it
is still open.
In this paper we deal with the analogue of this question for potentials supported
on a hyperplane, which is a special case of what is called a ‘leaky graph Hamiltonian’
in [8]. More specifically, in Rd, d ≥ 2, we introduce coordinates x = (x′, xd) with
x′ ∈ Rd−1 and xd ∈ R and consider the Schro¨dinger operator
−∆+ σ(x′)δ(xd) in L2(Rd) (1)
with a complex function σ on Rd−1. If σ ∈ Lp(Rd−1) for some p > 1 in d = 2 and
p ≥ d − 1 in d ≥ 3, this formal expression can be given meaning as an m-sectorial
operator in L2(Rd) through the quadratic form∫
Rd
|∇ψ(x)|2 dx+
∫
Rd−1
σ(x′)|ψ(x′, 0)|2 dx′ (2)
with form domain H1(Rd). If also p <∞, it is a consequence of relative form compact-
ness that the spectrum of this operator in C \ [0,∞) consists of isolated eigenvalues
of finite algebraic multiplicities; this is discussed below in more detail.
c© 2015 by the author. This paper may be reproduced, in its entirety, for non-commercial purposes.
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For real σ, the variational principle for the lowest eigenvalue and the Sobolev trace
theorem imply that any eigenvalue E satisfies
E ≥ −
(
Cγ,d
∫
Rd−1
σ(x′)2γ+d−1
−
dx′
)1/γ
for all γ > 0 with a constant Cγ,d independent of σ.
Our main result is an analogue of this bound for complex σ.
Theorem 1. Let d ≥ 2 and 0 < γ ≤ 1/2. There is a constant Dγ,d such that for any
complex σ ∈ L2γ+d−1(Rd−1) and any eigenvalue E ∈ C of −∆+ σ(x′)δ(xd) in L2(Rd),
|E|γ ≤ Dγ,d
∫
Rd−1
|σ(x′)|2γ+d−1 dx′ .
When γ > 1/2 we cannot show that eigenvalues are bounded, but we can show that,
if (Ej) is a sequence of eigenvalues with ReEj → ∞, then ImEj → 0. The following
theorem gives a quantitative version of this. We use the notation
δ(z) := dist(z,C \ [0,∞)) =
{
|z| if Re z ≤ 0 ,
| Im z| if Re z > 0 . (3)
Theorem 2. Let d ≥ 2 and γ > 1/2. There is a constant Dγ,d such that for any
complex σ ∈ L2γ+d−1(Rd−1) and any eigenvalue E ∈ C of −∆+ σ(x′)δ(xd) in L2(Rd),
|E|1/2 δ(E)(2γ−1)/2 ≤ Dγ,d
∫
Rd−1
|σ(x′)|2γ+d−1 dx′ .
In dimensions d ≥ 3 we also obtain a criterion for the absence of eigenvalues.
Theorem 3. Let d ≥ 3. There is a constant D0,d such that for any complex σ ∈
Ld−1(Rd−1), if ∫
Rd−1
|σ(x′)|d−1 dx′ < D−10,d ,
then −∆+ σ(x′)δ(xd) in L2(Rd) has no eigenvalue.
These three theorems are the analogues of the results in [9, 10] for Schro¨dinger
operators with usual potentials and our proof will follow the strategy in those papers
(which, in turn, was motivated by [1]).
Our final result concerns bounds on sums of powers of eigenvalues of−∆+σ(x′)δ(xd),
which are analogues of the Lieb–Thirring inequalities [20]. Such bounds were shown
in [11] for real σ and, using the technique from [12], extended to complex σ provided
one only considers eigenvalues outside of a cone around the positive real axis. The
following theorem is useful for eigenvalues close to the positive real axis.
Theorem 4. Let 0 < γ < 1/2 if d = 2 and 0 < γ ≤ 1/2 if d ≥ 3. Let τ = 0 if
γ < (d−1)/(4d−6) and τ > ((4d−6)γ− (d−1))/(d−1−2γ) if γ ≥ (d−1)/(4d−6).
Then there is a constant Lγ,d,τ such that, for any complex σ ∈ L2γ+d−1(Rd−1), the
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eigenvalues (Ej) of −∆ + σ(x′)δ(xd) in L2(Rd), repeated according to their algebraic
multiplicity, satisfy(∑
j
δ(Ej)|Ej|−(1−τ)/2
)2γ/(1+τ)
≤ Lγ,d,τ
∫
Rd−1
|σ(x′)|2γ+d−1 dx′ .
This is the analogue of a result from [13] for Schro¨dinger operators with usual
potentials. The method from [10] can probably be used to derive bounds for γ > 1/2,
but to keep the exposition brief we do not pursue this here.
Our proof of Theorem 4 identifies, in the spirit of [5, 3, 6, 7, 13, 10], the eigenvalues
of (1) with zeroes of an analytic function. As explained in detail in [10], a result on
zeroes of analytic functions [3] plus inequalities on regularized determinants reduce
the proof to resolvent bounds in trace ideals. These latter bounds are the content of
Proposition 12 and constitute the technical main result of this paper.
In conclusion we mention that there are two further methods which yield inequalities
for sums of powers of eigenvalues. One method from [6] relies on averaging the bounds
from [11] with respect to the opening angle of the cone. Another method from [17] is
based on an extension of an inequality of Kato; see also [10].
Remark 5. All the theorems reported here have an obvious analogue for the operator
−∆ in L2(Rd+) with boundary condition ∂ψ/∂ν = −σψ. (Here Rd+ = {x ∈ Rd : xd >
0} and ∂/∂ν = −∂/∂xd.) This simply comes from the fact that the operator (1) leaves
the spaces of functions which are even and odd with respect to xd invariant and on the
former subspace it is unitarily equivalent to −∆ in L2(Rd+) with boundary condition
∂ψ/∂ν = −(1/2)σψ.
Uniform Sobolev inequalities. In this section we prove a Sobolev inequality for
functions on RN . (Later on, in the proof of Theorems 1, 2 and 3 we will choose
N = d − 1.) The inequality involves the operator √−∆− z and the crucial point is
that the constant in the inequality depends only on |z| but not on the argument of z.
Such uniform Sobolev inequalities go back to Kenig, Ruiz and Sogge [18] for −∆− z
and, in fact, our theorem follows by modifying their proof.
Since it comes be at no extra effort, we deal with the operators (−∆ − z)s for
arbitrary 0 < s ≤ (N + 1)/2. This operator acts as multiplication by (ξ2 − z)s in
Fourier space. We will assume that z ∈ C \ [0,∞), so ξ2 − z ∈ C \ (−∞, 0] for all
ξ ∈ Rd and we can define (ξ2 − z)s = exp(s log(ξ2 − z)) with the principal branch of
the logarithm on C \ (−∞, 0].
Proposition 6. Let 0 < s ≤ (N + 1)/2 and assume that

2N/(N + 2s) ≤ p ≤ 2(N + 1)/(N + 1 + 2s) if s < N/2 ,
1 < p ≤ 2(N + 1)/(N + 1 + 2s) if s = N/2 ,
1 ≤ p ≤ 2(N + 1)/(N + 1 + 2s) if s > N/2 .
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Then there is a constant CN,p,s such that for all u ∈ W 2s,p(RN) and z ∈ C \ [0,∞),
‖u‖p′ ≤ CN,p,s |z|−(Np+2ps−2N)/(2p) ‖(−∆− z)s u‖p . (4)
Moreover, if 2(N + 1)/(N + 1 + 2s) < p ≤ 2, there is a constant CN,p,s such that for
all u ∈ W 2s,p(RN) and z ∈ C \ [0,∞),
‖u‖p′ ≤ CN,p,s δ(z)−(Np+2ps−2N−2+p)/(2p) |z|−(2−p)/(2p) ‖(−∆− z)s u‖p . (5)
We recall that δ(z) appearing in (5) was defined in (3). Moreover, p′ = p/(p− 1).
Proof. Let ζ ∈ C with Re ζ ≥ 0 and consider the operator
Tζ(z) := e
ζ2 (−∆− z)−ζ = eζ2 e−ζ log(−∆−z) ,
which is again defined as a multiplier in Fourier space with the same convention for
the branch of the logarithm. Note that this is essentially the family of operators from
[18, Proof of Thm. 2.3] with ζ = −λ. Clearly, by bounding the multiplier in Fourier
space, one finds
‖Tζ(z)‖L2→L2 ≤ A if Re ζ = 0 (6)
with a constant A depending only on N . Moreover, it is shown in [18, Proof of
Thm. 2.3] that
‖Tζ(z)‖L1→L∞ ≤ BRe ζ |z|−(2Re ζ−N)/2 if N/2 < Re ζ ≤ (N + 1)/2 (7)
with a constant BRe ζ depending only on N and Re ζ . (Strictly speaking, this bound
was only shown there with a constant independent of z for |z| ≥ 1, but the stated
bound simply follows from this by scaling. Moreover, the assumption N ≥ 3 in [18] is
irrelevant for the proof of (7).)
Since Ts(z) coincides, up to a multiplicative constant, with the inverse of the op-
erator (−∆ − z)s, if s > N/2 and p = 1, we can choose ζ = s in (7) and obtain the
bound in the proposition.
For p > 1 as in the theorem, with the extra assumption p > 2N/(N+2s) if s < N/2,
we define t := sp/(2 − p) and note that N/2 < t ≤ (N + 1)/2 and t > s. Since the
operators Tζ(z) depend analytically on ζ , we can use complex interpolation with the
lines Re ζ = 0 and Re ζ = t and obtain
‖Ts(z)‖Lp→Lp′ ≤ A2(p−1)/pB(2−p)/pps/(2−p)|z|−(Np+2ps−2N)/(2p) , (8)
which again gives the claimed bounds.
For the first part of the proposition it remains to prove the bound for p = 2N/(N +
2s) and s < N/2. Again as in [18, Proof of Thm. 2.3] we consider
T˜ζ(z) :=
eζ
2
Γ((N − 2ζ)/2 (−∆− z)
−ζ =
eζ
2
Γ((N − 2ζ)/2e
−ζ log(−∆−z) .
Bound (6) remains valid for T˜ζ(z) and, as shown in [18, Proof of Thm. 2.3], bound
(7) holds even for Re ζ = N/2 =: t. If s < N/2 one has 0 < s < t and therefore one
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can again use complex interpolation to deduce an L2N/(N+2s) → L2N/(N−2s) bound for
T˜s(z). This completes the proof of the proposition.
To prove the second part of the proposition we note that
‖u‖2 ≤ δ(z)−s ‖(−∆− z)s u‖2 .
This, together with (4) for p = 2(N + 1)/(N + 1 + 2s), implies (5) by standard
(Riesz–Thorin) complex interpolation. 
Bound on the Birman–Schwinger operator. Let us give the details of the defi-
nition of the operator (1) using the method from [10, Sec. 4].
We consider the operator H0 := −∆ in the Hilbert space H := L2(Rd) with form
domain H1(Rd). Moreover, let G := L2(Rd−1) and consider the operators G and G0
from H to G with domain H1(Rd) defined by
(G0ψ)(x
′) :=
√
σ(x′)ψ(x′, 0) , (Gψ)(x′) :=
√
|σ(x′)|ψ(x′, 0) .
(Here we write
√
σ(x′) = σ(x′)/
√|σ(x′)| if σ(x′) 6= 0 and √σ(x′) = 0 otherwise.) We
claim that, if σ ∈ Lp(Rd−1) with 1 < p <∞ if d = 2 and d− 1 ≤ p <∞ if d ≥ 3, then
G0(H0 + 1)
−1/2 and G(H0 + 1)
−1/2 are compact.
When σ is bounded and has support in a set of finite measure, this follows from the
trace version of Rellich’s compactness theorem, see, e.g., [2, Thm. 6.3]. By the trace
version of Sobolev’s embedding theorem (see, e.g., [2, Thm.4.12]) and an argument as
in [10, Lem.4.3] we obtain the assertion in the general case.
Thus, we have verified the assumptions of [10, Lem. B.1] and we infer that the
quadratic form (2), which is the same as ‖H1/20 ψ‖2+(Gψ,G0ψ), is closed and sectorial
and generates an m-sectorial operator H . Moreover, let z ∈ C \ [0,∞) = ρ(H0) and
define the Birman–Schwinger operator
K(z) = G0(H0 − z)−1G∗ in L2(Rd−1) . (9)
Strictly speaking, since in our case the operators G and G0 are not closable, the
operator K(z) is defined as
K(z) =
(
G0(H0 + 1)
−1/2
)
(H0 + 1)(H0 − z)−1
(
G(H0 + 1)
−1/2
)∗
.
The following [10, Lem.B.1] is a version of the Birman–Schwinger principle.
Lemma 7. Let z ∈ C \ [0,∞), then 1 + K(z) is boundedly invertible if and only if
z ∈ ρ(H).
Remark 8. In passing we mention that [10, Prop.B.2] yields that
[0,∞) = {z ∈ C : ran(H − z) is not closed}
∪ {z ∈ C : dim ker(H − z) = codim ran(H − z) =∞}
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and
σ(H) \ [0,∞)
= {z ∈ C : ran(H − z) is closed and 0 < dimker(H − z) = codim ran(H − z) <∞} .
Moreover, the latter set is at most countable and consists of eigenvalues of finite
algebraic multiplicities which are isolated in σ(H). These facts, however, will not be
relevant for the proof of Theorems 1 and 3.
Our next goal is to find a convenient expression for the Birman–Schwinger operator.
If we denote by Γ the trace operator which restricts a function on Rd to Rd−1 × {0},
then we have
G0 =
√
σ Γ , G =
√
|σ|Γ .
Moreover, let us denote the Laplacian on Rd−1 by −∆′.
Lemma 9. Let z ∈ C \ [0,∞). Then
Γ(−∆− z)−1Γ∗ = 1
2
(−∆′ − z)−1/2 .
Proof. Since (−∆− z)−1 has integral kernel
(2pi)−d
∫
Rd
eiξ·(x−y)
ξ2 − z dξ , x, y ∈ R
d ,
the operator Γ(−∆− z)−1Γ∗ has integral kernel
(2pi)−d
∫
Rd−1
∫
R
eiξ
′
·(x′−y′)
(ξ′)2 + ξ2d − z
dξ′dξd , x
′, y′ ∈ Rd−1 .
The integral with respect to ξd can be computed using∫
R
dξd
ξ2d + b
2
=
pi
b
if Re b > 0 .
Thus, Γ(−∆− z)−1Γ∗ has integral kernel
1
2
(2pi)−d+1
∫
Rd−1
eiξ
′
·(x′−y′)√
(ξ′)2 − z dξ
′ , x′, y′ ∈ Rd−1 ,
with the branch of the square root as described before Theorem 6. This coincides with
the integral kernel of the operator (1/2)(−∆′ − z)−1/2. 
Remark 10. One can also show that ψ is an eigenfunction of (1) corresponding to
an eigenvalue E iff ψ(x) = (exp(−|xd|
√−∆′ − E)ϕ)(x′), where ϕ = Γψ satisfies
(
√−∆′ −E + σ/2)ϕ = 0. This is closely related to the harmonic extension and
the Dirichlet-to-Neumann operator for the Laplacian on L2(Rd+); see also Remark 5.
This observation was also crucial in [14].
Combining Lemma 9 with Theorem 6 we obtain
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Corollary 11. Let 0 < γ ≤ 1/2 if d = 2 and 0 ≤ γ ≤ 1/2 if d ≥ 3. Then there is a
constant Cγ,d such that for all α1, α2 ∈ L2(2γ+d−1)(Rd−1),∥∥α1Γ(−∆− z)−1Γ∗α2∥∥ ≤ Cγ,d|z|− γ2γ+d−1‖α1‖2(2γ+d−1)‖α2‖2(2γ+d−1) .
Moreover, if γ > 1/2 there is a constant Cγ,d such that for all α1, α2 ∈ L2(2γ+d−1)(Rd−1),∥∥α1Γ(−∆− z)−1Γ∗α2∥∥ ≤ Cγ,dδ(z)− 2γ−12(2γ+d−1) |z|− 12(2γ+d−1) ‖α1‖2(2γ+d−1)‖α2‖2(2γ+d−1) .
Proof. According to Lemma 9,
α1Γ(−∆− z)−1Γ∗α2 = 1
2
α1 (−∆′ − z)−1/2 α2 ,
and, for any 1 ≤ p ≤ ∞,∥∥∥α1 (−∆′ − z)−1/2 α2∥∥∥ ≤ ‖α1‖Lp′→L2 ∥∥∥(−∆′ − z)−1/2∥∥∥
Lp→Lp′
‖α2‖L2→Lp .
By Ho¨lder’s inequality, if 1 ≤ p ≤ 2,
‖α1‖Lp′→L2 = ‖α1‖2p/(2−p) and ‖α2‖L2→Lp = ‖α2‖2p/(2−p) .
We bound the norm of (−∆′ − z)−1 from Lp to Lp′ by Theorem 6 with N = d − 1.
Bound (4) holds if 1 < p ≤ 4/3 for d = 2 and if 2(d− 1)/d ≤ p ≤ 2d/(d+ 1) if d ≥ 3.
These conditions correspond precisely to our assumptions on γ in the first part if we
pick p such that 2p/(2−p) = 2(2γ+d−1). Similarly, bound (5) holds if p > 2d/(d+1)
which corresponds to γ > 1/2. 
Proof of Theorems 1, 2 and 3. Let E be an eigenvalue of the operator (1). We
begin with the case E ∈ C\[0,∞), where we use the argument of [1]; see also [9]. Then,
by the Birman–Schwinger principle (Lemma 7), 1+K(E) = 1+
√
σΓ(−∆−E)−1Γ∗√|σ|
is not boundedly invertible and therefore ‖K(E)‖ ≥ 1. Combining this with the upper
bound on ‖K(E)‖ in the first part of Corollary 11 (with α1 =
√
σ and α2 =
√
|σ|),
we obtain
1 ≤ Cγ,d|E|−γ/(2γ+d−1)‖σ‖2γ+d−1 .
This is the claimed bound on |E|γ for 0 < γ ≤ 1/2 in Theorem 1 and the condition
for the absence of eigenvalues for γ = 0 in Theorem 3. Using the second part of
Corollary 11 instead, we obtain the claimed bound on |E|1/2δ(E)(2γ−1)/2 for γ > 1/2
in Theorem 2.
Now let E ∈ [0,∞) and denote by ψ a corresponding eigenfunction. We use an
approximation argument similar to [15]. For ε > 0 let
ϕε := G0(−∆−E − iε)−1(−∆− E)ψ ,
which is well-defined since ψ ∈ H1(Rd). We claim that ϕε → G0ψ weakly in L2(Rd−1)
as ε → 0. (Note that G0ψ ∈ L2(Rd−1) is well-defined since ψ ∈ H1(Rd).) In fact, by
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dominated convergence in Fourier space we conclude that for any f ∈ L2(Rd−1), as
ε→ 0,
(f, ϕε) =
((
G0(−∆+ 1)−1/2
)∗
f, (−∆− E − iε)−1(−∆−E)(−∆+ 1)1/2ψ
)
→
((
G0(−∆+ 1)−1/2
)∗
f, (−∆+ 1)1/2ψ
)
= (f,G0ψ) .
On the other hand, the eigenvalue equation for ψ gives
ϕε =
(
G0(−∆−E − iε)−1G∗
)
(G0ψ) ,
and therefore, by Corollary 11,
‖ϕε‖ ≤ Cγ,d
(
E2 + ε2
)
−γ/(2(2γ+d−1)) ‖σ‖2γ+d−1‖G0ψ‖ .
By weak semi-continuity of the norm we conclude that
‖G0ψ‖ ≤ lim inf
ε→0
‖ϕε‖ ≤ lim inf
ε→0
Cγ,d
(
E2 + ε2
)
−γ/(2(2γ+d−1)) ‖σ‖2γ+d−1‖G0ψ‖ .
Since G0ψ 6≡ 0 (otherwise ψ would be an eigenfunction of −∆ with eigenvalue E), we
finally obtain again
1 ≤ Cγ,d|E|−γ/(2γ+d−1)‖σ‖2γ+d−1 ,
as claimed.
Uniform Sobolev inequalities in trace ideals. By the argument in the proof of
Corollary 11 we see that the uniform Sobolev inequality from Proposition 6 is equiva-
lent to a bound of the operator norm of α1(−∆−z)−sα2 in terms of the L2p/(2−p)(RN)-
norms of α1 and α2 and an inverse power of |z|. In this section we improve this by
showing that not only the operator norm, but also a trace ideal norm can be bounded
in terms of the same quantities.
Proposition 12. Let 0 < s ≤ (N + 1)/2 and assume that

1 ≤ q ≤ (N + 1)/(2s) if N < 2s ,
1 < q ≤ (N + 1)/(2s) if N = 2s ,
N/(2s) ≤ q ≤ (N + 1)/(2s) if N > 2s .
In addition, if N = 1 and s ≤ 1/2 assume that q < 2 and, if N = 2 and s ≤ 1/2
that q > 1/s. Then there is a constant CN,q,s such that for all α1, α2 ∈ L2q(RN) and
z ∈ C \ [0,∞), ∥∥α1 (−∆− z)−s α2∥∥r ≤ CN,q,s|z|−s+N/(2q)‖α1‖2q‖α2‖2q
with r = 2 if N = 1 and
r = max {(N − 1)q/(N − qs), 2} if N ≥ 2 .
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For s = 1 and q ≤ (N + 1)/(2s) this proposition appears in [13]. There it is also
shown that the trace ideal index r is smallest possible if N ≥ 3 or if N = 2 and
q ≥ 4/3. We note that the technique from [10] allows one also to obtain inequalities
for q > (N + 1)/(2s).
Proof. We distinguish the following two cases,
(A) (N − 1)/2 ≤ s ≤ (N + 1)/2 and q ≤ 2N/(N − 1 + 2s) and q < 2 ,
(B) either s < (N − 1)/2
or (N − 1)/2 ≤ s ≤ (N + 1)/2 and q > 2N/(N − 1 + 2s) .
Note that case (A) corresponds to r = 2 and case (B) to r = (N − 1)q/(N − qs).
Case (A). We know that (−∆− z)−s is an integral operator with integral kernel∫
RN
eiξ·(x−y)
(ξ2 − z)s
dξ
(2pi)N
=
21−s
(2pi)N/2 Γ(s)
( √−z
|x− y|
)(N−2s)/2
K(N−2s)/2(
√−z|x− y|) ,
where we choose the branch of the square root on C \ (−∞, 0] with positive real part;
see, e.g., [16, Section III.2.8]. Bounds on Bessel functions (we give references for more
precise bounds when dealing with case (B)) show that the absolute value of this kernel
is bounded by
CN,ρ,s|z|(N−2s)/2
(√
|z||x− y|
)
−ρ
,
where 

0 ≤ ρ ≤ (N + 1− 2s)/2 if N/2 < s ≤ (N + 1)/2 ,
0 < ρ ≤ (N + 1− 2s)/2 if N/2 = s ,
N − 2s ≤ ρ ≤ (N + 1− 2s)/2 if (N − 1)/2 ≤ s < N/2 .
If 0 ≤ 2ρ < N we can use the Hardy–Littlewood–Sobolev inequality to bound the
Hilbert–Schmidt norm and obtain∥∥α1(−∆− z)−sα2∥∥2 ≤ C ′N,ρ,s|z|(N−2s−ρ)/2‖α1‖2N/(N−ρ)‖α2‖2N/(N−ρ) .
Substituting q = N/(N − ρ), we see that the assumptions on q in case (A) correspond
to the assumptions on ρ and we obtain the claimed bounds.
Case (B). We use complex interpolation similarly as in the proof of Theorem 6.
Since multiplication by αj/|αj| is a bounded operator, we may assume that αj ≥ 0 for
j = 1, 2. We consider the same family Tζ(z) of operators as in the proof of Theorem
6. Bound (6) implies immediately that∥∥∥αζ/s1 Tζ(z)αζ/s2 ∥∥∥ ≤ A if Re ζ = 0
with a constant A depending only on N . On the other hand, the explicit form of the
integral kernel of Tζ(z) and the bounds in [18, Proof of Thm. 2.3] (see also [4], [13])
show that this integral kernel satisfies
|Tζ(z)(x, y)| ≤ BRe ζ|z|(N−1−2Re ζ)/4|x− y|−(N+1−2Re ζ)/2 if 0 < |Re ζ−N/2| ≤ 1/2 .
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Thus, if we assume in addition that Re ζ > 1/2, we can bound the Hilbert–Schmidt
norm as before by the Hardy–Littlewood–Sobolev inequality and get∥∥∥αζ/s1 Tζ(z)αζ/s2 ∥∥∥
2
≤ B′Re ζ |z|(N−1−2Re ζ)/4‖α1‖Re ζ/s4N Re ζ/(s(N−1+2Re ζ))‖α2‖Re ζ/s4N Re ζ/(s(N−1+2Re ζ)).
We choose t > s with 0 < |t−N/2| ≤ 1/2 and t > 1/2 and use complex interpolation
with the lines Re ζ = 0 and Re ζ = t to get
‖α1Ts(z)α2‖2t/s ≤ A(t−s)/t (B′t)s/t |z|s(N−1−2t)/(4t)‖α1‖4Nt/(s(N−1+2t))‖α2‖4Nt/(s(N−1+2t)) .
Substituting t = (N −1)qs/(2(N − qs)), we see that the assumptions on q in case (B),
plus the assumption q 6= N2/(2(2N − 1)), correspond to the assumptions on t.
Finally, let q = N2/((2N − 1)s). In this case we use the same family T˜ζ(z) of
operators as in the proof of Theorem 6 and note that∣∣∣T˜ζ(z)(x, y)∣∣∣ ≤ B˜N/2|z|−1/4|x− y|−1/2 if Re ζ = N/2 .
As before, we can use the Hardy–Littlewood–Sobolev inequality to bound the Hilbert–
Schmidt norm of α
ζ/s
1 Tζ(z)α
ζ/s
2 for Re ζ = N/2, and then we can deduce the claimed
bound by complex interpolation. This proves the claimed bound in case (B). 
Combining this proposition with Lemma 9 we get
Corollary 13. Let 0 < γ < 1/2 if d = 2, 0 < γ ≤ 1/2 if d = 3 and 0 ≤ γ ≤ 1/2 if
d ≥ 4. Then there is a constant Cγ,d such that for all α1, α2 ∈ L2(2γ+d−1)(Rd−1),∥∥α1Γ(−∆− z)−1Γ∗α2∥∥r ≤ Cγ,d|z|−γ/(2γ+d−1)‖α1‖2(2γ+d−1)‖α2‖2(2γ+d−1) .
where r = 2 if d = 2 and r = 2(d− 2)(2γ + d− 1)/(d− 1− 2γ) if d ≥ 3.
Proof of Theorem 4. According to [10, Prop.4.1] (which generalizes a result in [21])
the eigenvalues (Ej) of −∆+ σ(x′)δ(xd) in L2(Rd) coincide with the eigenvalues (Ej)
of finite type of the analytic family 1+K in C\ [0,∞), repeated according to algebraic
multiplicity. Here K denotes the Birman–Schwinger operator from (9). Corollary 13
combined with [10, Thm.3.1] (which is essentially from [13] and relies on [3]) yields
∑
j
δ(zj)|zj |−
1
2
(
1−( 2γr2γ+d−1−1+ε)+
)
≤ Cγ,d,ε‖σ‖
(2γ+d−1)
(
1+( 2γr2γ+d−1−1+ε)+
)
/(2γ)
2γ+d−1
for any ε > 0 with r = 2 if d = 2 and r = 2(d− 2)(2γ + d − 1)/(d− 1− 2γ) if d ≥ 3.
Setting τ =
(
2γr
2γ+d−1
− 1 + ε
)
+
, we obtain the inequality in the theorem.
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