Commutants of ordinary differential operators  by Carlson, R.C & Goodearl, K.R
JOVTRNAL OF DIFFERFNTIAL EQUATIONS 35, 339-365 (1980) 
Commutants of Ordinary Differential Operators 
R. C. CARLSQN AND K. R. GOODEARL 
Departnzent of Mathematics, UniveiTity of Utulz, Suit Luke Cily, Utciiz SQ/IZ 
Received December 29, 1978 
This paper is concerned with the algebraic and analytic structure of the com- 
mutant g’(L) of a regular ordinary differential operator L with Cz matrix-valued 
coefficients. The main algebraic result is that V(L) is a free module of rank at 
most EW over the polynomial ring U&L], where K is the six of the matrices 
in the coefficients of L and n is the order of L. This result, along with seseral 
related results, is first proved in a completely algebraic setting, namely for 
differential operators whose coefficients are matrices over a commutative differen- 
tial ring in which systems of homogeneous linear differential equations have 
finite-dimensional solution sets. In the Cm case, the algebraic structure of V(L) 
is obtained from an embedding of %?(A) into the ring of ek :: nk matrices over 
a polynomial ring @[A], and the image of Q(L) in this matrix ring is completely 
determined. If %YJL) denotes the set of those operators in q(L) with rank at 
most nz, then it is shown that the dimension of V,,(L) is an upper semicontinuous 
function of L. The paper concludes by finding some first integrals for the 
commutation equation L T - TL = 0. 
Our study of cornmutants of regular ordinary differential operators is predated 
by the work of Amitsur [l], Burchnall and Chaundy :3], and Krichever [6]. 
Amitsur‘s work is completely algebraic, but is restricted to the case of a deri- 
vation acting on a field of characteristic zero. Burchnall and Chaundy restrict 
themselves to operators with scalar-valued coefficients. Krichevcr allows matrix- 
valued coefficients, but restricts himself to the study of commuting pairs L 
and T both of whose leading coefficients must be constant nonsingular diagonal 
matrices. 
In [6], commuting pairs L and T are analyzed by letting T act on certain 
eigenfunctions of L. These eigenfunctions have a formal series representation, 
and much information is gleaned from the coefficients of the series. The action 
of T on eigenspaces of L is also basic to our work, but our approach is more 
closely related to an idea appearing in IS]. We choose a convenient basis for 
the eigenspaces of L and study the matrices representing T on these eigenspaces 
with respect to the “nice” basis. 
In both [3] and [6] it was noticed that if T and L commute, then there is a 
nonzero polynomial P(A., p) in two commuting variables such that P(L, T) = 0. 
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This implies a connection between commuting differential operators and 
Riemann surfaces. This theme is examined in [6]. We also find a nonzero 
polynomial P(& 5) such that P(L, T) = 0. However, we do not pursue any 
questions of geometry in the present paper. 
I. ALGEBRAIC RESULTS 
The main algebraic result of this paper is that if L is a regular differential 
operator whose coefficients are C” matrix-valued functions on some open inter- 
val of the real line, then the commutant of L is a free module of finite rank over 
the polynomial ring @[L]. Th is result can be proved by purely algebraic 
techniques, assuming only that systems of homogeneous linear differential 
equations have finite-dimensional solution spaces. Thus the proofs can be carried 
out in the context of matrices over suitable commutative rings with derivations, 
and we do so in this part of the paper. In the case when the coefficients of the 
differential operators do not involve matrices, we obtain better information on 
the sizes of the commutants, hence we consider this case first. 
Before beginning the computations for the abstract case, we recall the basic 
concepts relevant to this context. 
DEFINITION. A derizlation on a ring R is an additive map ‘: R -+ R satisfying 
the product rule: (~37)’ = .~‘y + my’ for all x,y E R. The result of applying 
the derivation ~1 times in succession to an element x E R is commonly denoted 
bx:(n) Thuq $0) = x c Y , and Ly2^(nil) = (&“))’ for all n = 0. 1, 2 ,.... An easy induc- 
tion establishes Leibnitz’ Rule: 
(xy)‘“’ E f ( ; ) x(i)y(?2--i), 
i=O 
DEFINITION. An (ordinary) diSfere&al ring is a ring R equipped with a 
specified derivation ‘. If R is also an algebra over the rational field Q, then R 
is called a d$erential Q-algebra. A dz@erential ideal in R is any ideal I of R 
which is closed under the derivation, that is, x’ E I for all x E I. In this case, the 
derivation on R induces a natural derivation on the factor ring R/I, via the rule 
(x + I)’ = x’ + I. 
DEFINITION. Given a differential ring R, we form the formal linear di#erentiab 
operator ring R[D] over R as follows. Additively, R[D] is the abelian group of 
all polynomials over R in an indeterminate D. Multiplication in R[D] is defined 
so that multiplication of elements of R is not changed, and so that Dr = YD + r’ 
for all r E R. An easy induction establishes the following analog of Leibnitz’ Rule: 
L)nr = -f (;) ,.Ci,Dn-i = f (I) r(n-i)Di. 
i=o i=O 
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Any nonzero operator T E R[D] can be uniquely written in the form 
t, $ t,D $- ... + t,LP, where the ti E R and t, f 0. The integer n is called 
the order of T, denoted ord(??). If T has positive order and the leading coefficient 
t, is invertible in R, then T is called a reguZ& differential operator. 
DEFINITIOK. The commutnnt of a differential operator L E R[D] is she set 
V(L) of all operators in R[D] which commute with L, and we note that Y(L) 
is a subring of R[D]. If F = <z E R 1 r’ = 01, which is a subring of R, then the 
ring F[L] of all polynomials in L with coefficients from F is always a subring of 
V(L). As a result, S?(L) can be viewed as a module over F[L], and n-e shall 
derive suflicient conditions under which V?(L) must be a free F[L]-module 
of finite rank. 
In the abstract cases, we shall deal with the following situation, which is 
modelled on the case R = C”(I). 11  :e consider a commutative differential 
ring R for which the subring F = {r E R j I’ = Oj of constants is a field, and 
for some of the proofs F must have characteristic zero. We also make certain 
assumptions about the solution sets of homogeneous linear differential equations 
in R; for example, in Section 1 we assume that for all a E R, the set (1. E R ( 
Y’ = a~} either equals {O> or contains an invertible element of R. 
In Section 2, we extend the situation to the case of matrix-valued coefficients. 
Were we work with the ring f&.(R) of all R x k matrices over R, with the deri- 
vation induced from R as follows: given a matrix d E Ml,(R) with entries a,, ) 
we set d’ equal to the matrix with entries & . Thus MA.(R) becomes a differential 
ring, and we investigate the commutants of regular differential operators in 
A!f7~(R)[D]. Note that M,(R)[D] may be identified with the matrix ring Mk(R[D]) 
whenever that is convenient. In dealing with commutants in M,(R)[D], we 
do not always assume that the field F of constants has characteristic zero, 
but we need assumptions about the solution sets of systems of homogeneous 
linear differential equations in R. Namely, we assume that for d E M;,,(R), 
the set (ZJ E W 1 V’ = Av] is a vector space of dimension at most ~1 over F. 
I. NON-R'IATRIS COEFFICIENTS 
In this section, we consider the structure of the commutant of a regular 
differential operator L in R[D], where R is a commutative dii-ferential ring. 
Under certain additional hypotheses, which are easily verified in the case 
R = C?(L), we show that 9?(L) is a free module of finite rank over a polynomial 
ring over L, and that %?(L) is a commutative integral domain. Both of these 
results were first proved by Amitsur in the case when R is a field [ 1, Theorem 11. 
Our proof of the first result is an adaptation of Amitsur’s method to our more 
general case, and our proof of the second result involves a reduction to Amitsur’s 
case. 
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LEMMA 1.1. Let R be a commutative ds$jrerential ring, and assume that the 
subring F = (Y E R [ Y’ = O> is a-field of characteristic zero. For all a E R, assume 
that the set (Y E R 1 T’ = ar] either equals {O> or contains an invertible element. 
Let L E R(D) be regular, and let ‘S, T E V(L) be nonzero. Assume that S and T 
have the same order k, .loith leading coeficients sB and tF, . Then So an& tic are inaer- 
tible in R, and sle = at,&r some 01 E F. 
Proof. Write S = s,, f s,D + ... f s,D” and T q = t, $ tlD f ... +- t,Dli 
with all si , ti E R. Write L = a, + a1D + ... +- a,Dn with all a, E R, while 
1~ > 0 and ara is invertible in R. Comparing coefficients of Dn+rC--l in the equation 
LS = SL, we iind that 
TKZ,S;; + a,skml + an-lsk. = kqai, + S,$n--l f Sk-l%, 
hence na,sL = ks,:a:, . Set b = (k/n) a.;za;’ E R. Then sk = bs, , and likewise 
t;$ == bt, . 
Now s,~ and t, are nonzero solutions of the equation r’ = br, hence by hypoth- 
esis there exists an invertible element u E R such that U’ = bu. Computing the 
derivative of sB = (s&) u via the product rule, we obtain 
bs, = si = (s&)‘u + bs, , 
and consequently (s~uz~-1)’ == 0. Thus spu-1 EF, and similarly t,u-l E F, from 
which the desired conclusions are clear. [ 
THEOREM 1.2. Let R be a commutative dz@erentiaE ring, and assume that 
the subring F = {r E R 1 r’ I= O> is a Jield of clsaracteristic zero. For all a E R, 
assume that tlze set {r E R ! r’ = ar> either equals (0) or contains an invertible 
element. Let L E R[D] be regular of order n. 
Let X be tlse set of tlzose i E {O, I,..., n ~- I> for which %7(L) contains an operator 
of order congruent to i module n. Set T, = 1, andf OY nonzero i E X, cJaoose Ti E V(L) 
such that ord( Ti) G i (mod n) and Ti h as minimal order for tlsis property. 
Then E(L) is a free F[L]-module with basis (Ti 1 i E X>. Moreover, the rank of 
V(L) as a free F[L]-module is a divisor of n. 
Proof. According to Lemma 1.1, all nonzero elements of g(L) have invertible 
leading coetficients. Thus if S, T E %7(L) are nonzero, then ST f 0 and 
ord(ST) = ord(S) + ord(T). (In particular, g(L) contains no zero-divisors.) 
Let Y be the set of those nonnegative integers i for which V(L) contains an 
operator of order i. Since order is additive for products of operators in V(L), 
we see that I’ is closed under addition. Thus the set F = {i -+ nZ / i E Y} 
is a nonempty additively closed subset of the finite group Z/G?. Consequently, 
3’ must be a subgroup of Z&Z, hence card(P) divides 1~. Note that the rule 
itt i + nZ defines a bijection of X onto 7. Therefore card(X) divides n. 
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Suppose that CIEx S,T, = 0 for some S, E F[L]. For each i, either Si = 0 
or ord(&) E 0 (mod E), in which case ord(S,T,) = ord(Ti) -G e’ (mod nj. Thus 
for distinct i, j E X, if Si + 0 and S, # 0, then ord(S,T,) + ord(SjTj) (mod n). 
Since 2 SiTl = 0, we conclude that all Si = 0. 
Therefore {Ti j i E X> is linearly independent over F[L]. 
Set IV equal to the F[L]-module spanned by {T< 1 i E X). We must show that 
if T E G?(L), then T E IV. We may assume that T f 0. First consider the case 
when ord(Tj = 0. Since 1 E V(L) also has order 0, Lemma 1.1 shows that 
T = or1 = aT, for some a E F, whence T E IV. 
Now let ord(T) = i > 0, and assume that W contains all operators in 9?(L) 
which have order less than i. There exists j E X such that j = i (mod nj. If 
112 = ord( T,), then nz = i = i (mod IZ), and the minimality of m i.mplies that 
i = m + qn for some nonnegative integer q. Note that LeTj E V(L) and that 
ord(LQT,) = i = ord(T). In view of Lemma 1 .I, we see that there exists [Y EF 
such that T -- OlL~lg has order less than i. By the induction hypothesis, 
T -- GYTj E W, whence T E W. 
Thus the induction works, hence V(L) = IV. Therefore %‘(L) is a free F[L]- 
module with basis (Ti 1 i E Xi. The rank of this free module is card(X), which 
divides n. 1 
IJnder the hypotheses of Theorem 1.2, 9?(L) is also a commutative integral 
domain, as we show in Corollary 1.5. Th’ IS result can also be proved using 
the methods of [l, Theorem 11, but with a different technique we can 
obtain commutativity of the cornmutant under weaker hypotheses (see 
Theorem 1.4). 
An alternate version of Theorem 1.2 may be obtained with a slight weakening 
of the hypotheses, as follows. For each a E R, assume only that the set (r E R j 
7’ .= nr) is a vector space over F of dimension at most 1. (Under the hypotheses 
of Theorem 1.2, this follows from the argument used in the latter part of 
Lemma 1.1.) In this case, the proof of Theorem 1.2 again shows that g(L) is 
a free %[L]-module with basis (T, / i E Xl; h owever, the only conclusion about 
the rank of this free module is that it is no larger than 71. (This result may be 
viewed as a special case of Theorem 2.5.) 
DEFINITION. Recall that a prime ideal in a commutative ring R is any proper 
ideal P such that whenever x, y E R with .~y F P, then either ,Y E P or y E P. 
A mkkal pike ideal of R is a prime ideal of A which is minimal, with respect 
to inclusion, in the family of all prime ideals of R. We shall need the standard 
fact that the intersection of all the minimal prime ideals of R equals the set of 
nilpotent elements of R [2, $11.2.6, Proposition 131. 
LEMMA 1.3. Let R be a commutative dijjfererttial ring, and /et P be a m.iximal 
jGne ideal qf R. If RIP has characteristic zero, then P is a d.$erential ideal. 
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Proof. Set Q = (X E R / x(?l) E P for all n = 0, l,...}, and note that Q is an 
ideal contained in P. We claim that Q is a prime ideal. 
Consider X, y E R such that xy E Q but y 4 Q. Let t be the smallest nonnegative 
integer such that yet) 4 P. We have (my)“) E P and 
(,vy)‘t’ = ; ( f ) X(y+i’. 
i=O 
By the minimality of t, we also have yet-i) E P for i = I,..., t, hence xyit) E P. 
Since yu) 6 P, we obtain x E P. 
Now let n be a positive integer, and assume that A+) E P for all i = 0, I,..., 
?z - 1. We have (xy)ttin) E P and 
By the minimality of t, we also have y(t+n-i) E P for i = n + 1, n $- Z,..., t + 12. 
Since IV(~) E P for i = 0, I,..., IZ - 1, it follows that (t+nn) my E P. Inasmuch 
as R/P has characteristic zero and ytt) 6 P, we obtain x(~) E P. 
Thus the induction works, so that @) E P for all n, whence x E Q. 
Therefore Q is a prime ideal of R, as claimed. By the minimality of P, we 
obtain P = Q, hence P is a differential ideal. 1 
THEOREM 1.4. Let R be a commzctative d$@rential Q-algebra. For all a E R, 
assume that the set (P E R ) F’ = ay> contaiils 110 nonzero nilpotent elezzzents. If 
L E R(D) is regular, then W(L) is a commutative rz’ng witk 110 nonzero nilpotent 
elenzen ts. 
Proof. If %2(L) is not commutative, then there exist S, T E V(L) such that 
ST - TS # 0. Let s be the leading coefficient of ST - TS. Since 
ST - TS E V(L), we infer as in the proof of Lemma 1.1 that s’ = as for some 
a E R. Consequently, by our hypotheses s cannot be nilpotent. Thus there exists 
a minimal prime ideal P of R such that s 4 P. 
According to Lemma 1.3, P is a differential ideal of R, hence the derivation 
on R induces a corresponding derivation on RIP. If K denotes the quotient 
field of RIP, then this derivation on R/P extends to a derivation on K, via the 
quotient rule. Letting p: R + RIP + K be the natural ring homomorphism, 
we thus have V(Y) = (93~)’ for all r E R. 
Now p extends to a ring homomorphism v*: R[D] + K[D] such that 
y*(D) = D. Inasmuch as the leading coefficient of ST - TS does not lie in P, 
we see that ~J”(ST - 7’S) f 0, so that y*(S) does not commute with v*(T). 
Since the leading coefficient of L is invertible in R, the corresponding coeffi- 
cient of p*(L) is invertible in K. Thus v*(L) has positive order. ,41so, K is 
a field of characteristic zero, hence by [l, Theorem l] the cornmutant %‘(pj*(L)) 
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in K[D] is commutative. But this is impossible, because @“(S) and 9*(T) both 
lie in %?(p*(L)). 
Therefore V(L) must be commutative. 
Finally, consider any nonzero T E g(L), and let t be the leading coefficient 
of T. As in Lemma 1.1, we infer that t’ = at for some u E R. Consequently, 
by our hypotheses t cannot be nilpotent, from which we conclude that T cannot 
be nilpotent. # 
COROLLARY 1.5. Let R be a commutative difJerential ring: and assume that 
the subring F = (Y E R 1 Y’ = 01 is a field of characteristic zero. For all a E R, 
assume that the set (r E R 1 r’ = ar> either equals (0: or contains MB iwoertible 
element. IjL E R[D] is regular, then g(L) is a cornmzctative ilztegral domain. 
Proof. We have already noted, in the proof of Theorem 1.2, that under these 
hypotheses g(L) contains no zero-divisors. 
Now consider any a, Y E R such that Y’ = ar. If r + 0, then it follows as in 
the latter part of Lemma 1.1 that T is invertible in R. Thus the set (r E R / Y’ = arj 
contains no nonzero nilpotent elements, hence by Theorem 1.4 9?(L) is com- 
mutative. 1 
For the case R = Cm(I) the hypotheses of Theorem 1.2 and Corollary 1.5 
are clearly satisfied, hence we obtain the following result. 
THEOREM 1.6. Let I be an open interval of the real line, set R = C=(I), 
and let L E R[D] be a regular diferential operator of order n. Then 55(L) is a corn- 
nztiatire integral domain, and V(L) is a free C[L]-mod&e of j%a’te rank which is 
a divisor of n. Furthermore, S’(L) = @[L] if and only if all nonzero olxrators 
in V(L) have order divisible by n. 1 
To illustrate the possibilities indicated by Theorem 1.6, we consider the 
following situation. Let I be an open interval of the real line, set R - P(I), 
and let q E R. According to Theorem I .6, %(Da t q) is a free cC[D’ $ & 
module of rank either 1 or 2, and we show that both possibilities can occur. 
Note that %(Da f q) has rank 2 if and only if it contains an operator of odd order. 
For a trivial rank 2 example, set q = 0. It is clear that g(P) = C[D], whence 
Y?(P) is a free c[P]-moduIe of rank 2, with basis (1, D>. A nontrivial ezrmple 
is obtained in the following paragraph. 
Nest assume that 1 + R, and choose a real number m $ I. Then the function 
q defined by- the rule q(x) = -2(x - m)-” belongs to R. Setting 
T = 03 - 3(x - m)-z D + 3(x - nz)-3, 
we compute that T(Dz + q) == (D” + y) T. Thus %(P -$- qj must have rank 2 
over uZ[D + q]. In fact, it follows from Theorem 1.2 that (I, 2’: is a basis for 
‘G(D” + q) over C[o” + q]. 
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For a rank I example, define Q E R by the rule q(x) = X. We claim that any 
nonzero T E 9?(D2 + q) must have even order. Write T = to + t,D + ..* + t,Dm 
with all ti E R and t,?,, f 0, and suppose that m is odd. Computing that 
(D’ + q)T = c (tjD” + 2t;D + t’ $- qti) D” 
i=O 
?,I m 
= z. tiDif2 f 1 qtiDi + to” + f (t; + 2t;-,) Di + 2t;D”‘fl; 
i=O i-1 
T(D2 + q) = 5 (tiDif2 + tiqDi + diDi--l) 
i=O 
= 1 t,Di*2 + 1 tiqDi + I-(; + 1) ti+lDi, 
i=O i-0 i=O 
we obtain the following relations: 
2t.ln = 0 
t; + 2t,-, = 0 
t; +- 2& = (i + 1) tj+1 for i = l,..., m - 1 
f,” = t, . 
In view of the first two equations, we see that t,,A and t,n, are constants, and we 
recall that t,,* f 0. 
We claim that each tj is a polynomial function of the following form: 
(i) If j is odd, then tj has degree exactly (nz - j)jZ. 
(ii) If j is even, then tj has degree at most (m - j - 1)/2. Note that (i) 
holds for j = m, and that (ii) holds for j = m - 1. 
Now let 0 < j < m - 1 and assume that (i) and (ii) hold for j, j + I,..., m. 
We have 2ti-, z (j + 1) tj+l - t; . If j is even, then tj+l is a polynomial of 
degree (m - j - 1)/2 and tj” is a polynomial of degree at most (m - j - 5)/2, 
whence ti-l is a polynomial of degree (m - j - 1)/2. In this case, tjel must be 
a polynomial of degree (m - j -1 1)/2, so that (i) is satisfied for j - 1. If j 
is odd, then tj+l is a polynomial of degree at most (m - j - 2)/2 and t; is a 
polynomial of degree (m - j - 4)/2, whence t(iel is a polynomial of degree at 
most (m - j - 2)/2. In this case, tjel must be a polynomial of degree at most 
(m -- j)/2, so that (ii) is satisfied forj - 1. Thus the induction works. 
Finally, we find that t1 is a polynomial of degree (m - 1)/2, while to is a poly- 
nomial of degree at most (m - 1)!2. However, this contradicts the equation 
t; == t1 . 
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Therefore every nonzero operator in ??(:(o” + 4) has even order, as claimed. 
Consequently,~(D2 + 4) = C[P + 41. 
This second example turns out to be more typical, for, as we show in Corollary 
4.5, the set of those q E R for which %(D2 +- q) = C[D2 + q] is dense in R. 
2. N~TRIX COEFFICIENTS 
In this section, we extend the results of the previous section to regular differen- 
tial operators L in Mk(R)[D], where R is a commutative differential ring and 
MJz(R) is the ring of all A x iz matrices over R (for some fixed positive integer K), 
with the derivation extended from R to MFC(R) in the natural manner. Under 
suitable additional hypotheses, we again prove that %‘(L,) is a free module of 
finite rank over a polynomial ring over L, but the bounds for the rank of this 
free module are not quite as good as those obtained in the previous section. 
We also consider one special case in which g(L) is always commutative. 
DEFINITION. Let L E MIC(R)[D]. F or all ~2 = 0, 1, 2 ,..., we use g.,,,(L) to 
denote the set of those operators in V(L) of order at most nz. 
PROPOSITION 2.1. Let R be a commutative dijfeerential ring, and assume that 
the subring F = (r E R / Y’ = 0) is a Jield. If L E il/P,(R)[D] is regular of onleer n, 
then <G(L) is a free F[L]-module of rank at most 
iis sup(?l/m) dim&G’,(L)). 
Proof. Choose a basis B, for W,,(L) over F. For wz = l,... , n - 1, choose a 
linearly independent set B, C V,,(L) which spans a complementary subspace 
for %+,(L) in q&L). For vz = n, n + I,..., choose a linearly independent set 
B,,, L %,JL) which spans a complementary subspace for 
{S -1 LT I 5’ E 53’+,(L) and T E 97’,,,-,(L)j 
in %,A(L). It is a straightforward but tedious process to verify that the union of 
these sets B,, is a basis for g(L) over F[L]. Therefore V(L) is a free F[.L]- 
module. 
Set X = limr,7Wa sup(njnr) dimp(+Z,,(L)). We must show that if V(L) contains 
operators T, ,..., T, which are linearly independent over F[L], then I’ < A. 
Set 4 = max(ord(T,) ,..., ord(T,.)), and set m(i) = q + rzi for all i = 1, 2 ,.... 
Observing that {L”T$ ( h = 0, l,..., i; j = I,..., r) is a subset of gFRci)(L) which 
is linearly independent over F, we see that (i + 1) 3’ < dinQX,,l(j,(L)), hence 
(i + 1) rrz/(q + ni) < (n/m(i)) dim@,,,&Lj). 
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Taking limits, we obtain 
I’ < ii& sup(n,‘m(i)) dim,(GYillic,)(L)) < A, 
as desired. 
Therefore the rank of g(L) as a free F[L]-module is at most A. g 
THEOREM 2.2. Let R be a commutative dz#ue&al ring, and assume that 
the subring F = {r E R / Y’ = 0} is a field. Fm all A E lKnz(R), assume that the 
set (v E Rnl j vf = Av) is a vector space of dimension at most m mver F. 
If L E iWk(R)[D] is regular of oFder n, then W(L) is a jkee F[L]-.module of rank 
at most k+?. 
Proof. We claim that dim&?~(L)) < E(m + 1) n for all m = 0, 1, 2,.... 
Write L = A, + AID + *.. + A.,,D” with all Ai E Mpz(R) and A, invertible. 
Consider any T E ‘%?,,(L), and write T = T,, + T,D + ..= + T,Dm with all 
Ti E J&(R). Now 
and consequently 
Comparing coefficients of D’ on either side of this equation (for I’ = 0, I,..., 
m + n), we obtain equations 
where Ai = 0 for i $ [0, n] and Tj = 0 for j # [0, m]. 
For r = 0, l,..., m, these equations may be rewritten in the form 
Multiplying these equations through on the left by A;‘, and then comparing 
matrix entries on each side, we obtain an equation of the form v(n) = Bw, 
where v is a column vector listing the P(m +- 1) entries of the matrices 
To > Tl ,-..> Tm > 
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and B is a @(m + 1) x k?(m + 1) n matrix over R. Finally, the equation 
~(‘~1 = Bw yields an equation w’ = Cw, where C is a k’(m + 1) n x k”(nz + 1) n 
matrix over R. 
By hypothesis, the solution set of the equation w’ = Cw is a vector space 
of dimension at most @(m + 1) n over F. Thus we conclude that dim,(%JL)) ,( 
@(HZ + 1) R, as desired. 
As a result, we find that limr,l+m sup(n/nz) dim,@?,,(L)) < kW, hence Propo- 
sition 2.1 shows that g(L) is a free F[L}-module of rank at most k%P. E 
COROLLARY 2.3. Under the hypotheses of Theorem 2.2, let T E%(L). Then 
there exist polynomials PO ,..., Pfel E F[L] such that 
P ,, + P,T + ... + P,-,T”-l + T: -= 0. 
Proof. Inasmuch as g(L) is a finitely generated F[L]-module, this is an 
immediate consequence of [2, gV.l.1, Proposition 11, 
In some cases, the bound of kW in Theorem 2.2 can be improved, as in the 
following two theorems. 
THEOREM 2.4. Let R be a commutatizre d$erer,tiaE riq, and assume that 
the subring F = Cr E R j r’ = O} is a$eld of characteristic zero. For ail B E &Ie!(R)9 
assume that the set {v E RITi [ zi = Av} is a vector space of dimension at most 
m wer F. Let L E M,(R)[D] be regular of order n, and assume that the leading 
co@cient of L lies in the center of iWk(R). Then ‘6(L) is a free F[L]-module of razk 
at frost k’n. 
Proof. We claim that dim,@?,,(L)) < k’(m + 1) for all m =: 0, 1, 2,.... To 
show this, it suffices to prove 
dim#,( L)) < k” and dim,(%m(L)/G?nl-~,(L)) < Fz” for all m > 0. (*) 
Write L = A,, + A,D + ... + A,Dn with all Ai E 1\/T,(Rj and 9, invertible 
and central in M,(R). Consider any T E V?,,(L), and write T = T, f 
T,D + ... f T,>,D” with all Ti E Mk(R). Comparing coefficients of Dn*+-I 
in the equation LT = TL, we find that 
n&T,:, = mT,A’, + T,,,A+, - A,,-,T,,, . 
Multiplying this equation through on the left by (nA,)-l, and then comparing 
matrix entries on each side, we obtain an equation of the form V’ = Ev, where 
v is a column vector listing the k” entries of T,, and B is a k” x k” matrix over R. 
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By hypothesis, the solution set of the equation z” = Bv is a vector space of 
dimension at most K” over F. Consequently, the coefficients of D” for operators 
in V,(L) form a vector space of dimension at most K” over F, which proves (*). 
Therefore dimF(~Vz(L)) < K’(m + 1) f or all m, as claimed. Consequently, 
2% sup(7z!m) dim,(Y?~,(L)) ,( kPn, 
Proposition 2.1 shows that 9?(L) is a free F[L]-module of rank at most R”n. 1 
THEOREM 2.5. Let R be a commutative d#ewntial ri?zg, and assume that 
the subGng F = (r E R 1 Y’ = 01 is a Jield of characteristic zero. For all a E R, 
assume that the set (7 E R 1 Y’ := ar> is a vector space of dime&on at most 1 over F. 
LetL E MJR)[D] b e ye u ar o or g 1 f d er n, and assume that the leading coeficient of L 
is a diagonal matrix 
al 0 
a2 
A, =: 
I .*.I 0 ak 
such that ai - a, is a non-zero-divisor in R for all i # j. Then S?(L) is a free 
F[L]-module of rank at most kn. 
Proof. We claim that dim&Z7,(L)) < k(m + 1) for all m = 0, 1, 2,.... To 
show this, it suffices to prove 
dim&‘dL)) < k and dim&?JL)/~+r(L)) < K for all m > 0. (**) 
W‘rite L = A, + A,D + ... + A,D” with all Ai E M&R) and A, of the 
given form. Consider any T E qVz(L), and write T = T,, + T,D + ... + T,Dm 
with all Ti E M,(R). We first show that T,, must be a diagonal matrix. 
Comparing coefficients of D1z+m in the equation LT = TL, we obtain AnT,,, = 
T,,4, . If the entries in T, are denoted tij , then it follows that ai& = tijaj for 
all i, j, so that (ai - a?) tii = 0. Since ai - aj is a non-zero-divisor in R when- 
ever i f j, we obtain tij = 0 for all i + j. Thus T, is diagonal, as claimed. 
Next, comparing coefficients of D*+“-l in the equation LT = TL, we find 
that 
nATA + -LT,,,-, + A,-,T,, = ~zT.~,~~A + T&L-, + T,-d, , 
nA,Tk - rnTm14L = (T,,A,-, - A,-,T,,,) + (T+,A, - f&T,-,). 
Since T,, is diagonal, all the diagonal entries of T,A,, - -4n-1Tm must be 
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zero. Likewise, since A, is diagonal, all the diagonal entries of T2,,-lAn - -4, T,, -1 
must be zero. On the other hand, n&T; - nzT,,Ai, is a diagonal matrix, 
whence nA,T~, - mT,Ai, = 0. As a result, for each i - l,..., k we obtain 
nag;, = mtfiai , and consequently tii = (?zin) a;a;ltii . 
By hypothesis, each of the sets (Y E R ( 1.’ = (fain) a&‘%) is a vector space of 
dimension at most 1 over F. Thus the set of diagonal k i< k matrices B over R 
for which n&B’ = H&.& is a vector space of dimension at most k over F. 
Consequently, the coefficients of D”” for operators in V!,(L) form a vector space 
of dimension at most k over F, which proves (*“). 
Therefore dim&Z’,(L)) < k(nz + 1) for all ?E, as claimed, whence 
,lili sup($nz) dim&?,&)) < kn. 
By Proposition 2.1, g(L) is a free F[L]-module of rank at most kn. 
We now consider some examples to illustrate the possibilities indicated by 
the above theorems. Let I be an open interval of the real line, let R = Cm(l), 
and set k = 2. 
First consider the operator D2 in &(R)[D]. It is easily checked that ??(D2) = 
M2(C)[D]. Consequently, it follows that 
is a basis for %?(D”) over @[D’]. Thus g(W) is a free @[Da]-module of rank 8. 
This example is one case in which the bound k% in Theorem 2.4 is attained, 
and similar examples may be constructed for any values of k and 1~. 
Next, consider the operator L = (i i) D” in M2(R)[D]. It is easily checked 
that V(L) consists of those operators T E M2(R)[D] such that every coefficient 
of T is a diagonal matrix with constant entries. As a result, it follows that 
is a basis for W(L) over @[L]. Thus SC(L) is a free C[L]-module of rank 4. This 
example is one case in which the bound kn in Theorem 2.5 is attained, and similar 
examples may be constructed for any values of k and n. 
With regard to Theorem 2.2, we have no examples where PZ > 1 and the bound 
K’$ is attained. In fact, we have no examples where the rank of V(L) as a free 
C[L]-module is greater than KG. 
Finally, consider the operator L = (i “1) D” + (i 3 in M,(R)[D], where 4 
is the function defined by the rule q(x) = X. In this case, we check that e(L) 
consists of those operators in M2(R)[D] which can bc written in the form 
(t $Q, where S E %(D”) and T cV(D-” + 4) (in R[Dj). Clearly (I, D) is a basis 
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for ‘%7(P) over C[Da], and we saw at the end of the previous section 
that %(D2 + Q) = C[D + @J. Consequently, it follows that 
is a basis for V(L) over C[L]. Thus g(L) . IS a free @[L]-module of rank 3. This 
example shows that in general, the rank of %7(L) as a free C[L]-module need not 
be a divisor of KW, unlike the situation for 12 = I (Theorem 1.2). 
To close this section, we briefly consider the question of commutativity. In 
general, V(L) . f f 1s ar rom commutative, as is seen by the case of the operator D 
in Mk(R)[D], where ‘3?(D) = n/r,(UZ)[D]. H owever, there is one class of operators 
1: for which g(L) is always commutative, as in the following theorem. 
THEOREM 2.6. Let R be a commutatiue dzzererztial Q-algebra. For all a E R, 
assume that the set (r E R 1 Y’ = ar> contains no nonzero nilpotent elements. Let 
L E iW,;(R)[D] be regular, and assume that all the coefficients of L are lower trian- 
gular matrices. Assume also that the leading coeficient of L is a lower triangular 
matrix a1 0 
a2 
! ...I * a, 
such that ai - ai is a non-zero-divisor in Rfor all i # j. Then ‘E(L) is a commu- 
tative ring .with no nonzero nilpotent elements. 
Proof. Write E as a lower triangular matrix in M,(R[D]) with entries Lij 
from R[D]. If L has order n, then each Lii has order n, and the remaining Lij 
have order at most 11. By Theorem 1.4, each of the cornmutants V(L,,) in R[D] 
is a commutative ring with no nonzero nilpotent elements. 
Claim I. IF T E R[D] and LiiT = TLji for some i + j, then T = 0. 
If not, choose a counterexample T, and let t be the leading coefficient of T. 
Note that the respective leading coefficients of Lii and Ljj are ai and aj , Com- 
paring highest coefficients in the equation LiiT = TLj3, we obtain a& = taj . 
But then (a-; - nj) t = 0, which contradicts the assumption that ai - aj is 
a non-zero-divisor in R. Thus the claim must hold. 
For the remainder of the proof, we shall consider all operators in Mk(R)[D] 
to be presented as k x K matrices with entries from R[D]. 
Claim 11. Every T E V(L) is a lower triangular matrix. 
Let the entries of T be denoted Tij . Comparing (1, /z)-entries in the equation 
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LT = TL , we obtain LIlTI, = T,,L,, , whence Trk = 0 by Claim I. Now 
let 1 < p < k - 1 and assume that Tij = 0 whenever j > p + i. Comparing 
(i,p + i&entries (for i = I,..., k - p) in the equation LT = TL, we obtain 
biTi.p+.i = Ti,&&-i,p+i T hence Ti,D+c = 0 by Claim I. Thus Tj, = 0 when- 
ever j > p f i. Therefore the induction works, proving that Tij = 0 whenever 
j>i+l. 
CZuinz III. If T E 5$(L) is a strictly lower triangular matrix, then T = 0. 
Let the entries of T be denoted Tij . By assumption, T;: = 0 whenever 
i < j. Now let 1 < p < k and assume that Tij = 0 whenever i < j + p. 
Comparing ( j + p, j)-entries (for j = I,..., k -- p) in the equation LT = TL, 
we obtain L. f+Dxj+.pTi+p,j = Tj+p,jLjj , hence Tjt,,j = 0 by Claim I. Thus 
Tij = 0 whenever i <j + p. Therefore the induction works, proving that 
Tii = 0 whenever i < j + k, that is, Tij = 0 for all i, j. 
Now consider any S, T E%?(L), and let the respective entries of S and T 
be denoted Sij and Tij . By Claim II, S and T are lower triangular matrices, 
as is ST - TS. Note that the ith diagonal entry of ST - TS is SifTi, - Tii& . 
Comparing diagonal entries in the equation LS = SL, we see that LiiSi, = 
S+!& for all i. Thus Sii E ‘GF(LiJ, and likewise Tii E V(L,,j. Since ?Z(&) is com- 
mutative, we thus obtain SiiTii - Ti,Sgi = 0. Consequently, ST - TS is 
a strictly lower triangular matrix, hence Claim III shows that ST - TS = 0. 
Therefore V(L) is commutative. 
Finally, consider any nonzero T E Y(L), and let the entries of T be denoted 
Tij . Since T is lower triangular (by Claim II) but not strictly lower triangular 
(by Claim III), we must have T.ji f 0 for some i. As above, Tii lies in g(L& 
which contains no nonzero nilpotent elements. Thus T,Ti f 0 for all T = 1, 2,.... 
Observing that the (i, i)-entry of T’ is ‘Tii , we conclude that Tr ti 0 for all r, 
Therefore %7(L) contains no nonzero nilpotent elements. fi 
II. ANALYTIC RESULTS 
In the second half of this paper we examine the commutants of differential 
operators with Cm coefficients. Denote by d an open interval in the real numbers. 
If -(Bj(x))LO are k x k matrix-valued CK functions defined on 3, we can form 
the differential operator T = CT=, B,(x) LP. Then T defines a linear operator 
on @I’< P(y) by Tf = Ciz, B,(X) f”‘(x). If nz >, 1 and Z&,(.x) is everywhere 
invertible we say that T is reguZur. In this section L will always denote a regular 
differential operator. We will make use of some eIementarp facts concerning 
the equation Lu = f, where u, f~ @k P(&). A good treatment of this subject 
can be found in [4]. Finally, we will denote denote the kernel and range of a 
linear mapping S by N(S) and R(S) respectively. 
505135/3-6 
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3. OPERATORS WITH C” MATRIX COEFFICIENTS 
Let L = CT=, Ai Di and T = C’yl, B,(x) Dj be differential operators with 
R x k matrix-valued C” coefficients. Assume that L is regular. If L and T 
commute we have 
or, moving differentiation to the right, 
Since a differential operator cannot vanish unless all its coefficients are identically 
zero, we have, for r = 0 ,..., Liz + II, the equations 
(1) 
where Ai 1 0 if i $ [0, n] and Bl = 0 if j $ [0, m]. 
Notice in particular that if L and T commute, and if 0 < Y < m, then the 
equations (1) can be rewritten as 
We have assumed that A,(x) is invertible for each x, so, if the coefficients 
of L are fised, the coefficients B, ,..., B,, of T are uniquely determined by the 
values 
{B;z’(x,) ) I = 0 ,..., n - 1; j = 0 ,..., ml, 
for any x,, E /. Suppose that Y is an open subinterval of 2. Then there is an 
algebra homomorphism from the differential operators defined on d to those 
defined on 9, given by restriction of the coefficients. 
PROPOSITION 3.1. If L is regular and deJined on f, then the restriction 
homomorphism from V(L) to F?(Lj,) is injective. 
Proof. If Tl and Tz belong to %7(L) and T,I, = T,,, , then all derivatives 
of the coefficients of Tl and T2 agree on 9. We have observed that solutions of 
(2) are uniquely determined by initial values, so T, - T2 = 0 on f. 1 
In what follows it will be convenient to adopt slightly different notation for 
differential operators T. We assume L is a given regular operator of order n. 
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LEMMA 3.2. Any diSf‘erentia2 operator T can Be written as 
T = 1 c B,,,DW. 
$4 /=o 
Proof. We proceed by induction, supposing that every operator of order 
less than wz has such a representation. The case m = 0 is trivial. If T =z CirL, CjDj, 
then write 
CJP = C,,J;,‘DZ + (lower order terms), 
where nz = rzr -+ s for some nonnegative integers F and s7 and s < n. Thus 
T = C,d,‘DsL’ + c 1 B,,,D%‘, 
j-0 I=0 
and we are done. 1 
Let Y(x, A} be the k x nk matrix-valued function satisfying (L - A) >: 
Y(x, A) = 0 and p(xO, X) = InB _ If T commutes with L, then LTY = hTY7 
so T induces a linear transformation T,, on each of the eigenspaces of L. Since 
the columns of Y( *, A) are a basis for N(L - A), me can write 
rdnl n-1 
[TY](x, h) = 1 c B,,,DzLF?’ 
j=O 2x0 
[ 
h/-n1 rni ,nl 
zzz c ~jBj,oW., c %Bj,,&) !&> A) = Y’(x, A) C,(X), (3) 
j=O j=O 1 
where C,(X) is an nk x ntz matrix-valued function of A. Since p(xo , A) = Isn: 
we have 
[rdnl n--l 
C,(h) = 1 1 B,;,,D%jY - (x0 ~ A). 
j=O I=0 I 
LEMMA 3.3. The matrix C,(h) is an nk x nk matrinr .witk pol’ynomial entries 
of degree at most [m/n] + 1. 
Proof. The matrix C,(h) is divided into n blocks of size k x nk, where the 
sth block, for t = O,..., n - 1, is given by [DtTY/](xO , A). Since D”T is an operator 
of order ?n + t, we can write 
tcrnl-t) :?zl n-1 
DtT == 1 c C&DLLj. 
.i=O l==O 
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Thus 
’ 
([ 
r(m+t) in1 [h+t)/nl 
P”Tw% ,A) = c xjcj,o )..., c hfCj,n-l !P (x0 , A) 
j=O i=O II 
[h+f) (74 Chi-t)inl 
= C ~jCj,O(~O),-*.v 2 XjCj,n-l(xO) . 
j=O i=O 1 
Since [(m + t)/n] < [m/n] + 1 the result is established. d 
For L and x,, fixed we define a function r,(T) from the differential operators 
commuting with L to the Fak x nk matrices with polynomial entries by 
r,(T) = G-(4. 
THEOREM 3.4. I’, is an injective homomorphism from %‘(L) to the ring af 
nk x nk matrices zvith polynomi.al entries. 
Proof. The homomorphism part is trivial. Suppose that C,(A) = 0. If 
we look at only the first k x nk block of C,.(X) we see that Cir/n’ &(x0) hi = 0 
for all i, which means that &?(x~) = 0 for all i, j. Now if @(x, A) satisfies 
(L - A) @(x, A) = 0 and @a+ , A) = Inrc , then for some invertible matrix- 
valued function E(h) we have @(x, A) = Y(y(x, A) E(h). Since [T@](x, A) = 
[TY](x, A) E(h) = 0 we see, by evaluating [T@](xl , A), that E&(x,) = 0 for 
any s , hence T = 0. 1 
Remark. Computation of simple examples shows that in general %?(L) is 
not commutative and FL is not surjective. 
If T E V(L), then we see by (3) that 
[Bj,&x)~..., Bj,n-l(X)] = (l/j!)(a/ax)j[y(xt x) cT(x) F1(x~ X)]]A=O . 
On the other hand, suppose that C(A) is an nk )< nk matrix-valued function with 
polynomial entries such that [Y(x, A) C(h)p-I(x, A)] is a polynomial in h of 
degree less than or equal to Y. Then for some k x k matrix-valued functions 
Ci,[(x) we have 
[i hjC,,o(“v) ,-..) i KCj,,&)] qx, A) := Y(x, A) C(h), jdJ i=O 
or 
T n-1 ‘7 n-1 
z. z. MC,,,(x) DLY = YC(A) = c c cj,z(.x) D~LjY. 
j=O 1~0 
If we let T = xi=, C;=: C,,,(r) DzLj, then [LT - TL] Y(A) = 0 for all A, 
hence LT - TL = 0 as we observed in the proof of Theorem 3.4. We have 
thus demonstrated the following: 
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THEOREM 3.5. 92(L) is isomol-phic to the subring of those nk x nk matrices 
C(h) with polynomial entries such that Y(x, A) C(X) ?@(r, A) is polynomial in X 
.zxGth degree bozrnded independent of x. p 
Since we have imbedded 59(L) in the nk x nk matrices with polynomial 
entries, or equivalently the polynmials with nk x nk matrix coefficients, we 
easily obtain a proof of the Ca case of Theorem 2.2, as follows. 
THEOREM 3.6. 92(L) is afree C[L]-module of rank less than or equal to (.nk>p. 
Proof. Let V be the range of r,, with I’, = {V E V j degree@) = p}. 
Since Al%,, E V, the set U, of 0 together with leading coefficients of elements of 
VP forms a vector space with U, C U,, . Thus we can choose V, ,..., ;u,,, E P’ 
(for some IU < (kn)“) such that the leading coefficients of {vi ,..., v,) n V, form a 
basis for U, . It is easily checked that the vi are linearly independent over C[A]. If 
then we claim that W = I’. Certainly V,, c IV. Suppose that I;j C IV for all 
j < s and let v E Vs+i . Then we can find oli E C[A] such that v = XT1 O~~ZJ~ f zu 
where degree(w) < s. Now by induction we conclude that W = F’, so that 
(VI ,-a., %I is a basis for 1;’ over Q=[h]. Since we have an isomorphism from 
e(L) to V which takes L to X1-,, , we are finished. 111 
4. UPPER SEMICOKTINUITY OF SIZES OF COMMUTANTS 
In the course of proving Theorem 3.5 vve observed that the Izk x nk matrix 
C(h) represents some T E K?(L) if and only if Y(x, A) C(X) q-i(z, A) is polynomial 
in A. Moreover, if T has order less than or equal to m = [f+] ‘IZ f s, then 
Y(x, A) C(X) !lyx, A) must have degree less than or equal to [w~Pz], and the 
k x k blocks of (aj%)r[YC(A)~-‘],A=O must vanish after the sth. We have 
also noted that C(X) must have degree at most [+z] + 1. The problem now is 
to understand the dependence of the range of r, on L. To proceed, we need some 
results about the dependence of !@x, A) on the coefficients of L. 
Let L, = x%t,, J&(X, a) Di (f or [Y = 1,2) be regular operators. If the k x nk 
matrix-valued function Y&(x, A) satisfies L,!P, = AU;, , then the nk x nk 
matrix-valued function FJrn, A) satisfies the first order system 
0 . 
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Denoting the coefficients on the right by A,(x, A) me see that Pa satisfies the 
integral equation 
qx, A) = !P& ) A) + j= A&, A) Qs, A) ds. % 
Consequently, 
Recall also that we are only interested in functions Y&(x, A) satisfying 
Kc% 9 A) = I,& . 
To define convenient topologies on the functions pa , we let #i,a denote the 
ith column of pN , and we define 
l(a/aAy Y,(x, A)1 = sup Il(QA)j &.&Y, A)II. 
i 
LEMMA 4.1. Let L, be jixed, and suppose that 
s 
21 
sup (11 A, - A, /I -k [@jiYA)(A, - A,)il] ,( 1. 
IN<1 "0 
Then there are constants c(j) such that 
sup i(a;aAix>?[!Pr - !P,]i < ;I c(j) Lx1 (11 A, - A, Ji + ii(a/SA)(A, - A,)/}. lA!Sl , * 20 
Proof. We proceed by induction on j. If j = 0 we have 
so that 
I Fl - P* / < ix [I A, II . I PI - F* I + sz II A, - A, iI . / !Pl 1. 
- re, %I 
Gronwall’s inequality asserts that if y(t) > 0 and if 
(4) 
then 
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Applying this to (4) we get, for some constants Kr and K2 , 
Assume the result is valid for j < r. Since (a,/&+)” Ai = 0, we have 
Thus 
- .I *S [A,(a:‘ah)‘+l Pz - (&4,/ah)(a/aA)“ !Q z3 
+ jz (1 A, (i . ((8jaA)r+1[!Pl - 3,]/ + [’ ]I A, - A, !i . j PI I. 
.Q * q 
Now another application of the Gronwall inequality does the trick. t 
For differential operators L = CL, a,(x) Di, define 
i/L /j = SUP(II .&)I!: x E 6; i = O,..., ~2). 
If C(h) is an nk x nk matrix with polynomial entries, let 
I fwl = sup{/I C@)li: / x I< l)? 
Finally, by TTrn(L) we denote the set of differential operators I’ E%?(L) which 
have order less than or equal to m. For the next theorem we restrict our attention 
to those matrices C(X) whose entries are polynomials of degree less than or 
equal to [m/n] + 1. 
THEOREM 4.2. Suppose L, is a fixed regular operator. Then there is an E > 0 
such thai [j L, - L, j[ < E implies dim(%‘,n(L2)) < dim(V~z(L,)). 
Proof. To start, we restrict ourselves to compact subintervals of the original 
interval d where the operators L, are defined. Denote by r,,,x the restriction 
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of the map r to $F?~(L,). We begin by showing that there are positive numbers 
7 and E such that if C,(A) $ R(L’,,,,J and if j C,(A) - C,(h)/ < 77 while 
II Ll - L, Ii -C 6, then C,(h) ct W2,,). By our observations at the beginning 
of this section, the statement hat C(h) does not represent 2’ E ‘%,,(L) is equivalent 
to the statement that some K x k block in the power series expansion of 
Y(x, A, L) C(h) p-l(x, A, L) does not vanish. 
Since our operators L, are now regular on some compact interval, Lemma 
4.1 yields the continuous dependance of (a/aA)j !&x, A, L,) on the operators L, . 
Thus there is an E > 0 such that !I L, - L, (j < E implies that the power series 
coefficient which did not vanish for Y(x, A, LJ C,(X) p-r(x, A, L,) is bounded 
away from zero. The same statement remains correct if we change C,(h) slightly, 
which establishes our first claim. 
Since the set of nk x nA matrices with polynomial entries of degree bounded 
by [tiz/zJ + I is a finite-dimensional vector space, we can impose an inner product 
on this space which induces the same topology as the previously defined norm. 
Let the new norm of C(X) be denoted 1; C(X)ll,,l . 
Denote by U, the set 
us = (C(@: II C(h)ilm = 1 and 3~ E A(I’,,,) with jJ C(X) - e, I],,~~ < s>. 
Let H’,, be the complement of U, in the set of those C(h) satisfying j[ C(h)//, = 1. 
Since W, is a compact set, there is an ~(6) > 0 such that W8 I-I R(I’,,,) = o 
if )I Ll -L, 1) < ~(8). We claim that for 6 sufficiently small, l/L, - L, ji < ~(6) 
implies dim(R(.L’,,,,)) < dim(Ii(L’,,,)). 
Suppose that dim(R(L‘,,,)) > dim(R(L’,,,)) for some 01. Then by dimension 
count there must be an element er of R(&J with /) z, /]r,l = 1 and w orthogonal 
to R(I’,,,). Choosing 6 < 1 we see that no such element v can be in lJ, . Since 
R(L’,,,) intersects the ball of radius I inside of U, if /IL, - L, I) < E(S), we see 
for such L, that dim(R(F,,.,)) < dim(R(I’,,,,)). 
We return now to the case of a noncompact interval fl. What we have shown 
is that if we choose a compact subinterval K of $, then there is an cK such that 
i/L, - L, [j < cg implies that the dimension of the space of operators T defined 
on K commuting with& restricted to K is less than or equal to the corresponding 
dimension for L, restricted to K. If we use the finite-dimensionality of 5Ym(L1), 
then the injectivity of the restriction homomorphism (Proposition 3.1) implies 
that there is some compact K such that every T of order less than or equal to m 
defined on K and commuting with L, there extends uniquely to a T E ‘Gfr,,(L1). 
With this observation the proof is done. l 
THEOREM 4.3. Let L(z) = CT=, 24i(z, x) Di be a family of regular opwaton 
whose coejicients are Ca; in (x, x) and analytic in z for x ifz some neighborhood 
ofthe interval [zO , xl]. Thenfor aZZ but finitely rnu~y x E [z,, , xr], dim(‘%;,(L(z))) < 
dim(~;,(L(4)). 
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Proof Solve the equations (2) for the coefficients Bj(Z, x). Any T E 59&(z)) 
is of the form Cy=, B&z, x) Dj. For each z the set of differential operators whose 
coefficients solve (2) is a finite-dimensional vector space which we denote by V(X). 
Define a linear map fz from V(z) into the differential operators by L(V) = 
d(z) - L(z) 21 for 21 E V(z). Let TI ,..., T, be a basis for a complement to the 
kernel of fz, on V(x,,). We can uniquely extend Tr ,~.., T, to operators 
Tl(.+..., T,(z) which satisfy (2) by insisting that the initia1 vaIues of the 
coefficients of T,(z),..., T,(z) agree with those for T,(z,),..., T,.(x,). The coeffi- 
cients of Tl(z),..., T,(z) are analytic in z. 
Let QI ,..., Q,. be linear functionals on the space of differential operators 
given by evaluation of an entry of some coefficient at a point x1 ,.... x, I We 
choose these functionals such that 
As a consequence of analyticity, detEQ(Tj(z) L(x) - L(x) Tj(z))] can only 
vanish at a finite set of points I E [zO , xJ. Thus dim(R(f,)) 3 dim(R(fzO)) 
except for finitely many z, and consequently dim(N(f,)) < dim(N(j”J) at 
these points. g 
COROLLARY 4.4. With the assumptions in Theorem 4.3 we have rank(Ce(L(z))) < 
rank(%?(l(x,))) for all but a countab2e set of z E [z,, , q]. 
Prooj. Suppose that as C[lc]- mo u es d 1 we have rank(%‘(l(z))) = /zI and 
r~k(W&))) = A2 , with k, > k, . Then, as m--+ co, we have dim@?&(z))) M 
kJm/n] while dim(%?,n(L(z,,))) w K,[mln]. H ence z must be in one of the finite 
sets where the inequality in Theorem 4.3 breaks down. l 
COROLLARY 4.5. %(D2 + q) is generically C[D2 + q] in the Sense that for 
all but couztably many values of z E [0, 11, 
g(D’ + xq + (1 - z) x) = C[D2 + zq + (1 - 2) x]~ 
Proof. As we saw at the end of Section 1, %(D” + x) = C[Dz + x]. Now 
apply Corollary 4.4. l 
5. FIRST INTEGRALS 
Because of the linear structure inherent in the commutation of two ordinary 
differential operators, it is possible to find first integrals for the system (1). 
By a first integral we mean a function of the matrices &(x), B,(x), and finitely 
many of their derivatives which is constant if the system (1) is satisfied. More 
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specifically, we find additional polynomials in the matrices ,4;‘, Ai , Bj , and 
finitely many of their derivatives which are satisfied by solutions of (I). We 
apply these ideas to the equation (5). This example has additional interest 
since its solutions yield travelling wave solutions of the KdV equation [7, 
Equation 1.51. 
Recall that if T commutes with the regular operator L, then the matrix 
C,(X) representing the linear transformation induced by T on N(L - hl) 
depends on the choice of a point x0 E f. The corresponding computation at 
another point x, E $ is achieved by choosing a new Y(x, Jt) such that 
(1; - A) !P = 0 and !&x1, h) = I. To make explicit the dependence of C,(X) 
on the choice of some point x E f we write C,(x, X). 
THEOREM 5.1. The function det[C,(x, h) - 51 is a polyno&al in X rind 5, 
whose coejicients are independent of x, and aye jifirst integrals of (1). 
Proof. The important point is that C,(x, X) is divided into k x k blocks, 
each of which is a polynomial in ;\ with coefficients which are polynomials in 
the functions Bjk(x), A,‘(x), &( x , ) and their derivatives. By this observation, 
the l-coefficients of det[C,(x, h) - &‘I are polynomials in X and the entries of 
the matrix-valued functions B&x), A;‘(x), Ai( and their derivatives. 
On the other hand, Cr(x, h) is, for h fixed, a collection of matrices representing 
the same linear transformation on N(L - ,\). Hence the eigenvalues of &(x, h) 
are independent of x. Since the l-coefficients of det[C,(x, X) - Q are elementary 
symmetric functions of the eigenvalues, they are independent of x. 
The coefficients of a power of 5 in dettC&) - f;] are polynomials in X with 
coefficients depending on x. However, evaluation of (a/&I)l det[C,(h) - <] 
at )I = 0 shows that the x-dependence of these coefficients is illusory. They 
are constant, hence are first integrals for the system (1). 1 
THEOREM 5.2. Daaote b)T P(h, 5) the polynomial det[C,(X) - <I. Then 
P(L, T) = 0. The coeflcients of the expression P(L, T) a;re first integrals 
fOF (I). 
Proof. As a linear transformation on iV(L - h), T satisfies its own charac- 
teristic polynomial. Thus P(X, T) Y(x, X) := P(L, T) Y(x, X) = 0. Write the 
differential operator P[L, T) as P(L, T) = xJ:=, xy-,’ Cjh(x) DzLi. Then 
s n-1 
P(L, T) Y’(x, X) = 1 c Cjl(x) DWY’(x, h). 
j=o I=0 
By varying the point x0 used in the definition of Y(x, A) as we did earlier, we 
see that P(L, T) = 0 at each point. 
Write P(L, T) = xl0 E,(x) Dj. Th en the coefficients Ej(x) are polynomials 
in the matrices Ai( E+(x), and their derivatives. Since P(L, 7’) = 0 these 
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polynomials vanish, thus providing additional first integrals for the system 
(11. I 
We look now at the specific scalar operators L = Dz + u and T = C:=, b,r(x) Dj. 
If we write out LT - TL == 0 we see first of all that b, and b, are necessarily 
constants, which we will denote by $ and k, respectively. The remaining 
equations are 
2b’l’ = 3kp 1 
b(“) \ 
1 T 2b”’ = 3k,zi2) + 2k,u(‘) 0 
@’ c ,$3u(3) + ,J@) -+ b,#). 
Thus b, -= (3/2) K,u + K, and b, = (3/4) K,zP + k,u + k, . In addition, 
u must satisfy 
k&3’ + Gk,uzP + 4k,u(” = 0. (3 
Moreover, 
T = k,nJ + k,D2 + [(3/2) k,u + k,] D $- [(3/4) k,u’l’ + k,tl + k,]. 
Recall that C&v, A) = (TY)” 1% if !F(x, A) = Inlna . Now 
TY = k,D[A - u-j ‘3’ + k2[A - u] Y + [(3/2) k,u + k,] DY 
+ [(3/4) k&l’ + k,u + k,] Y 
= k,[A - u] DY - kyzdW + k,[h - u] Y + [(3/2) k,u + kJ DY’ 
+ [(3/4) k,&’ + k,zt + k,] Y; 
(TY)’ = k&l - u] D2Y - k;u’l’DY - k,zP’DY - k3uV?’ f k&i - u] DY 
- k,zPY + [(3/2) k,u + k,] D”Y + (3/2)k,zG’DY 
f [(3/4) k,u’l’ + k,u + k,] DY -+ [(3/4) kgP) + k,zP] Y 
= k,[h - zl12 Y - 2k,&‘DY - k,u’“‘Y + k,[X - u] DY - k,zdW 
+ [(3,‘2) k,u + k&X - u-j Y + (3/2) k,zPDY + [(3/4) k,u’l’ 
k2u + ,ko] DY + [(3/4) k,zc’“’ + k,zG] Y. 
Choosing Y such that !@x, A) = I, we obtain 
= I 
-(l/4) k,u’l’ + k,X + k, k,A f (11’2) k,u + k, 1 
k,[X - u]” - (l/4) k 3u(2) + [(3/2) ky + kJ[h - u] (l/4) kp’“’ + k,h + k,l= 
The 6 coefficients of det[C(x, A) - <] are trace(C(x, A)) and det(C(x, A)), 
and the first of these is 2(k,A + k,,) in this case. 
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More significantly, 
det(C(k, A)) = @,A + A,)” - (l/16) k,2[u(1)]z 
- &A + (l/2) kg6 + kl)(k3x2 - (l/2) k&l - (l/2) k3u2 
- (l/4) k3d2’ + k,h - k,u) 
= --K,‘A3 + [--2k&,] A2 + [2&k, + (3/4) k3W + klk3U 
+ (l/4) k32zd2’ - k12] A + k,2 - (I/ 16) k32[zdl’]2 
+ (l/4) k32u3 i- k,k$6‘2 + (l/S) k,‘uu’” + (l/4) klk3u’2’ 
+ k,“u. 
Recall that each of these coefficients is constant. If we differentiate the A 
coeEicientT we get 
(l/4) K3[6k3uu (1) + 4k# + k3u(3)] = 0. 
Differentiating the term independent of h gives 
(l/8) k3u[k3d3) + 6k3uzP + 16k,u’l’] + (l/4) k,k,zP) + k,%dl’ 
= (l/8) k,u[12k,zP] + (l/4) k,k,?P’ f Iz,W) 
= (l/4) ~,[K,u’~ + 6k,uu’l) + 4QP-j = 0. 
Hence, in this case we can directly check that 
(3/4) k3u2 + klU + (l/4) k3d2’ 
and 
-( 1116) k32[u(1)]2 + (114) k22u3 -+ klk3u2 + (1 /S) k,“uu’“’ + (l/4) K&,zc’~) + k$ 
are first integrals for the equation (5). 
Just to be explicit we record 
det[C(X) - <] = c2 - 2(k,X + k,) 5 - ks2A3 - 2klk3F 
+ [2k&k, + (3/4) k32zc2(x,,) + JzIk3u(xo) 
+ (l/4) k32u’~‘(x,,) - k;] A 
+ k,” - (1 /I 6) ks2[u”‘(xo)]” + (I/4) k3pu3(xo) + k,k,u2(x,,) 
+ (l/S) k32uu’2’(xo) + (l/4) klk3u’“)(xo) + k12u(x,,) 
= w, 0. 
Recall that P(L, T) = 0. We may later want to see how the Riemann surface 
defined by P(A, 6) = 0 depends on the parameters present. 
By similar computations, one can verify that if L = D2 + Q is no longer 
scalar, then L T - TL = 0 if 
T = k3D3 + k,D” + [(3/2) k3Q + kJ D + [(3/4) k,Q’l’ + kzQ + ko]~ 
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where k3 , k, , and k, are scalar matrices, while k, can be any matrix. The 
associated equation for (2 is 
kQ3’ + 4kQ1 + 3[QQ2(l’ + Q”)Q] -1 k&! - Qk, = 0. (6) 
Of course the computation of first integrak is now quite tedious. Also the direct 
integration of (6) looks formidable. 
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