ABSTRACT The Tibetan language model (TLM) is the key to Tibetan natural language processing. In this paper, we first observe that, different from widely used languages, Tibetan contains many morphological verbs that rarely appear in natural sentences but play a key role in accurate text prediction. This property is usually ignored by existing methods and makes traditional training strategies less effective in constructing accurate and robust TLMs. Hence, we propose a morphological verb-aware TLM by offline learning via a character frequency reweighting strategy and online tuning of discriminative weights conditioned on morphological verbs. However, because of the influence of morphological verbs on the tense and semantics of sentences, it is necessary to consider the morphological verbs in Tibetan. As a result, compared with stateof-the-art methods, our method not only reduces the perplexity but also improves the character error on tasks of the text prediction and automatic speech recognition (ASR).
I. INTRODUCTION
Statistical language models (LMs) represent the probability that a sequence of words is a sentence and have been widely used in text prediction tasks, automatic speech recognition (ASR), machine translation, handwriting recognition and information retrieval [1] - [4] . N-gram LMs [5] - [7] are notable models that can be trained efficiently and have a powerful capacity to generalize. However, n-gram LMs usually struggle with modeling long-distance context dependencies. Recently, this problem has been significantly alleviated by modeling with a recurrent neural network (RNN)-based LM (RNNLM) [8] - [11] .
However, an RNNLM is a state-of-the-art model that requires a large training dataset to learn effective parameters, leading to a severe data sparsity problem in which the language formation cannot be effectively represented by the LM due to the lack of training data or the key words rarely appearing;these key words are denoted as rare words. This situation is considerably severe for languages with low training resources. To alleviate this problem, recent works
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have attempted to reduce the number of trainable parameters by adding a compression layer into the LMs [7] , [12] or performing data augmentation by adapting a large dataset to a small dataset. However, such methods cannot solve the problem introduced by rare words. Then, [12] and [13] proposed building an LM on the morpheme level via feature-rich modeling, which helps the RNN learn a more effective context for the LM. In addition, other structure information, e.g, subword, character, morph and morphology, have also been used to improve the LM [14] - [17] , [19] . However, all of these works mainly focus on widely used languages, e.g., English or Chinese, while ignoring the specific properties of other low-resource languages, e.g., Tibetan. Hence, existing training methods for generic LMs still have great potential to be improved by carefully considering language-related properties.
There are few studies on the Tibetan language model (TLM), and the existing models basically use the n-gram method [30] . Recently, inspired by [8] , [18] proposed building a TLM on the radical level instead of the character level to capture structural information from characters. Three types of embedded fusion methods have been proposed to enhance the model, including using uniform weight (TRU), different weights (TRD) and radical combination (TRC). The purpose of our proposed model is to embed character embedding with a specific Tibetan radical unit and interpolation base and explore the different characteristics of radical embedding by introducing different radical embedding factors to make the model more flexible. Each radical embedding can be interpolated according to its contribution to the overall meaning of the corresponding character. In addition, there is a radical combination phenomenon in Tibetan. Radical embedding combination code can make full use of the nature of Tibetan radical embedding. Introduced by radical embedding, character embedding is more useful for enhancing semantic information, which can help solve data sparsity problems.
In this paper, we address the problem of constructing a TLM by focusing on Tibetan morphological verbs. Our contributions are three-fold. First, we study the importance of morphological verbs in TLM with the observation that: although morphological verbs rarely appear in Tibetan sentences, they constitute a large proportion of Tibetan words and play a key role in an effective TLM. Second, we propose an effective offline learning method by reweighting the character frequency, which results in a more powerful TLM. Third, we further enhance the importance of morphological verbs through online tuning of their discriminative weights to make an adaptive offline learning model. With the above efforts, compared with the baseline model, our new TLM achieves much better results on tasks of text prediction and ASR.
II. RELATED WORK
In this section, we investigate and discuss work related to LMs. We investigate work based on multiple granular methods and traditional methods and discuss the proposed stateof-the-art model for advancing the state-of-the-art.
A. DIFFERENT GRANULARITY OF INPUT
For low-resource languages, rare word processing is a common problem. [8] proposed a character embedding level-based model. They built a deeper network for reducing the traditional word embedding level to the character embedding level by the technology of a highway network, which avoided the problem of large-scale embedding computation and low-frequency words and obtained good performance. The model consisted of two parts, one that put the character embedding level as input to a convolutional neural network (CNN) and another that used the output of the CNN and the highway network as the input of an RNNLM. Furthermore, [4] also presented a model that combines an RNN with a character embedding level-based CNN.
In [8] , by reducing the traditional word embedding level to the character level, large-scale embedding calculations and rare words were avoided, and a deeper network was constructed by highway network technology, which gave good results. The model consisted of two parts, the character level as input to the CNN, and input to the RNNLM through the output of the CNN and highway network, but the final prediction was still a word. Semantic and grammatical information can be obtained by experimenting with multiple language corpora as tests.
For morphologically rich languages, it is helpful to study the internal structural formation of words [31] - [33] . English morphology is the study of the relationship between the compositions of a word and the attempt to sort out the rules of its composition but without syntax and semantic information. Thus, language models can apply such information to obtain word sequences with high accuracy.
B. USING AN ADAPTIVE APPROACH
In an actual ASR task, a large number of domain matching datasets are not available. The LM requires domain-adaptive techniques to allow the use of multiple extradomain text resources [34] , [35] . One of the most suitable methods for domain adaptation in language modeling is based on hybrid models [36] , [37] . An adapted model can be constructed by combining LMs and hybrid weighting separately constructed from extradomain text resources [38] . In [39] , because there was out-of-domain data, we applied larger data to adapt small data to solve the problem of an insufficient data volume.
To use the LM built from extradomain text resources for flexible domain adaptation, [28] and [29] developed a method for model merging in the potential variable space. In the latent variable space, a word is mapped to a potential variable space, so it can be expected to perform more flexible state sharing than possible in the observed word space. Thus, this paper introduces latent word LMs (LWLMs) into hybrid modeling [40] - [43] . The latent variables in the normal class of n-gram LMs are only model dependent indices, so each model has a different potential variable space [44] , [45] . Therefore, the traditional class-based n-gram hybrid model must be performed in the observed text space [39] , [46] . Additionally, latent variables in LWLMs are represented as specific potential words, and multiple LWLMs can share a common potential variable space, which enables us to perform flexible hybrid modeling while considering the potential variable space.
III. BACKGROUND A. INTRODUCTION OF TIBETAN PROPERTIES
Tibetan belongs to the Tibeto-Burman language family, which is a language with a long history and great influence in the Sino-Tibetan language family. The Tibetan language in China is traditionally divided into the Lhasa dialect, Kham dialect and Amdo dialect. There is a certain difficulty in the difference between the Lhasa dialect and the Amdo dialect, and the Kham dialect is close to the Lhasa dialect. The internal differences in the Tibetan language are quite obvious. There are tones in the Lhasa and Kham dialects, but there are no tones in the Amdo dialect. Tibetan grammar is isolated, mainly relying on word order and auxiliary words to express various grammatical relations, and some verbs appear as inflections. Tibetan verbs are the key to understanding the meaning of a sentence and can be grouped into different subsets according to different properties. In particular, Tibetan verbs can be classified into morphological and morphologically invariant verbs according to their morphological properties. Specifically, morphological verbs may contain 2 to 4 tense variants, including future tense, present tense, past tense and command tense.
According to the characteristics of the changes in Tibetan verbs, we can see in Fig 1 and Fig 2 that they can be divided into morphological verbs and morphological nonvariable words. Morphological change verbs can be divided into four morphological changes, three morphological changes and two morphological changes. The four morphological changes refer to changes in character shape in the future, present time, completion time and command time. The three morphological changes mean that the morphological verb is generally one of a future time, present time, completion time and command time. The form is the same as one of the other three, but there is no law. The two form changes are the future, the present time, the completion time as well as the command time and one of the other three or two forms and the other. The two forms are the same, and there is no law.
Different from morphological verbs of English, morphological verbs of Tibetan are defined on the character level and contain additional tension, i.e, command tension, which is very important for sentence understanding [22] - [25] . Three cases of morphological verbs and one case of morphological invariant verbs are shown in Table 1 . It can be seen that there are different changes in the sentences of different tense verbs, and these changes have an effect on the semantics of the sentence.
Due to the importance of morphological verbs for understanding Tibetan sentences, we propose a morphological verb-aware TLM for offline learning via character frequency reweighting and online tuning of the discriminative weight of morphological verbs. Experiments validate the effectiveness of our method.
B. BASELINE MODEL FOR TIBETAN
We can use an RNNLM [10] to the model Tibetan language. Specifically, to predict the current character w i , we can encode the full history of the current character as < w i−1,.... , w 1 >, and compute the probabilities via a three layer RNN by (1) where v i−2 denotes the remaining historical context from 1 to i − 2. We further modify Eq. (1) by adding a class-based factorized output layer structure. Each word in the output layer vocabulary is attributed to a unique class-based on a frequency count. We then obtain (2) c i denotes the class label. P(c i |v i−1 ) is the conditional probability based class and is defined as a grouping result according to the character frequency on a training corpus. We also show the structure of Eq. (2) in Fig 2 and characters based on a frequency count. This strategy does not consider the key to specific language properties, e.g, the importance of morphological verbs, in representing LMs.
IV. MORPHOLOGICAL VERB-AWARE TIBETAN LANGUAGE MODEL (TLM)
Verbs in natural language are indispensable parts of speech and are the core of sentence expression. The division of verbs is different because of language differences. Morphological verbs of Tibetan relate to not only semantics but also tense. Hence, it is very important to explore more effective training methods for TLMs considering morphological verbs with low resources.
A. KEY OF MORPHOLOGICAL VERBS IN TLM
The character is the smallest and most meaningful unit in Tibetan, analogous to words in English. As shown in Fig 2, we find that the proportions of morphological verbs in Tibetan are large, i.e., 25% and 22% in the corpus and dictionary (A and B in Fig 2) , respectively, and 14% of the proportion of the training set and testing set are part of the morphological verbs (C and D in Fig 2) . These verbs affect not only the temporal relationship of sentences but also the semantics of sentences.
However, as shown in Fig 3, the proportion of those important morphological verbs in our training corpus is low, which causes the trained TLM to easily miss semantic information from morphological verbs and directly affects the accuracy and speed of TLM-based recognition tasks. For example, we trained two TLMs based on a traditional RNNLM and our morphological verb-aware TLM on our corpus and used them to perform text prediction. Considering morphological verbs in both offline learning and online tuning, our method obtained a much lower prediction error.
In Table 2 and Fig 3, we can see that morphological verbs in Tibetan play an important role in the understanding of Tibetan sentences. In practice, because Tibetan is a low-resource language, audio and text data are limited. Therefore, we have limitations in obtaining morphological verb information in Tibetan. Therefore, it is necessary to increase the weight of morphological verbs to enhance such words and more accurately predict sentence semantics.
B. OFFLINE LEARNING VIA CHARACTER FREQUENCY REWEIGHTING
In Eq. (2), P(c i |v i−1 ) is the conditional probability based on class c i and is obtained according to the character frequency in the training corpus.c i denotes the class of character w i in the training corpus.P(c i |v i−1 ) provides a discriminative weight, i.e, a prior, about the prediction of w i given historical information v i−1 and helps the RNN model estimate more accurately. However, such a prior based character frequency ignores the importance of morphological verbs in understanding sentences. To overcome this problem, we propose reweighting the character frequency of morphological verbs in the training corpus.
Specifically, after we calculate the character frequency of all characters in the corpus, we reweight the character frequency of morphological verbs by multiplying their values by a weight β. In this paper, we set β = 3.We then classify all of the characters according to this new reweighted character frequency, thus leading to a new P(c i |v i−1 ). Thus, some of the original low-frequency morphological verbs can be divided into new higher classes to improve the prediction speed and accuracy. This method is called RNNLM_character frequency reweighting (_CFR).
C. ONLINE TUNING DISCRIMINATIVE WEIGHTS
To further understand morphological verbs during testing, we propose online tuning of the discriminative weights, i.e,P(c i |v i−1 ), to improve the prediction accuracy. The entire process is shown in Fig 4. Specifically, the output of an RNNLM is given to a threshold ε. Then, a binary output is generatedP
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where α denotes the combination weight ofP(c i |v i−1 ). We denote this method as RNNLM_tuning discriminative weights (_TDW).
V. EXPERIMENTS
In the experimental section, we first introduce the experimental corpus, including the speech corpus and the text corpus of the Lhasa dialect. Then, based on the baseline LM modeling method and our proposed method, we further compare the existing methods with our results in different hidden layers.Next, we interpolate our method with the traditional n-gram method and compare it with the results of other interpolations. In the experiment, we denoted the Kneser-Ney smoothed 3-gram as KN3. Finally, applying our method to ASR verifies the effectiveness of our approach.
A. SETUP
Through experiments, we verify the performance of our method in the Tibetan language. We address the character as input. In the experiment, we chose perplexity (PPL) and character error rates (CERs) as the evaluation criteria. The choice of corpus directly affects the quality of the TLM, which affects the speech recognition performance. For LMs, sentences that are commonly used in real life should be chosen to conform to the habits of people using natural language. There is no open database for the Tibetan language. In this paper, we evaluated news data from the Internet to build an LM, and then divided it into a training set, a validation set and a testing set in a 10:1:1 ratio [8] , [17] . This small Tibetan Training dataset (STD), is in-domain with the testing set. In a large Tibetan training dataset (LTD), a word is limited to the first 2,472 characters based on the frequency of the audio data. In addition, out-of-vocabulary(OOV) symbols are used to render any character that is not in part of the selected vocabulary. The size of the corpus and the percentage of OOV characters are shown in Table 2 .
As a minority language in China, the Tibetan language has a limited scope of application. Coupled with the government's policy reasons, more data are biased towards the news because of the limited corpus and the scattered theme. In the experiment we have two data sets, STD and LTD, but in this TABLE 6. Our method on the STD data set and interpolation on the N-gram interpolation and LTD data sets. experiment we focus on the application of STD data, and the LTD is the auxiliary. The STD data are biased towards news, while the LTD data topics are scattered, including: news, politics, economics, culture, Buddhism and Gesar.
Our speech corpus is derived from speakers who are college students whose mother tongue is the Lhasa dialect. It was collected from 23 Tibetan native speakers, including 13 males and 10 females. All speech signals were sampled at 16 KHz with 16-bit quantization. For the purpose of building a practical ASR system, the recording scripts consist of mainly declarative sentences covering wide topics.
There are more than 38,700 sentences in the corpus; among them, 36,090 sentences are used in the training set, and 2,664 sentences are used in the testing set. There is no overlap between the training and testing sets in utterances and speakers. Table 3 shows the basics of our audio corpus. Table 4 shows the result of our latest method on the STD dataset. Based on an RNNLM, we use the radical-based Tibetan radical uniform weight (_TRU) method as the baseline. Our method is approximately 15.5% less than the RNNLM and 11.6% less than the baseline _TRU method, and confusion is reduced compared to the RNNLM Tibetan radical different weight (_TRD) method and the Tibetan radical combination weight (_TRC) method by approximately 6.8% and 5.8%, respectively, indicating the effectiveness of our method [18] .Our method's confusion is reduced by 8.3% compared to the traditional n-gram method.
B. COMPARISON RESULTS ON TEXT PREDICTION
The RNNLMs and n-gram LMs have their modeling characteristics as two essentially different LMs. RNNLMs typically use a fixed weight of linear interpolation in conjunction with the n-gram LM. Table 5 shows the result of our method and n-gram interpolation on the STD dataset, referring to the value of λ in [17] , [22] , [23] (λ = 0.5).
In Table 5 , we can see that the proposed method achieves better results than the traditional n-gram method. In addition, when our method is combined with the n-gram method, some improvements are achieved. This proves that our method and the n-gram method have complementary contributions to solve the problem of rate words, which further proves the effectiveness of our improved method in solving the sparseness problem of Tibetan data. Table 6 is the result of our interpolation of STD data and LTD data. KN3(S) refers to the application of the n-gram model to small data training, while KN3(L) refers to the model utilized for larger data training. For STD data, our method and n-gram are reduced by 7.4% and 9.3%, respectively, compared to the RNNLM method and n-gram. Our method and n-gram are 6.1% less than the _TRU method, and n-gram confusion is lower by approximately 7.9%. The n-gram model trained on the LTD data is different from our method, which are 11.3% and 13.6% less than the RNNLM method and the n-gram method, respectively, which are better than the _TRU and the n-gram methods. Confusion is reduced by 10% and 12.3%.
C. COMPARISON RESULTS ON SPEECH RECOGNITION
It can be seen that the proposed method of _CFR and N-gram(S) difference results in better results than the differences of other methods. In particular, our proposed difference method between _TDW and N-gram(L) not only achieves better results than the existing method, but also increases the relative _CFR method by approximately 4.5% in PPL. This result also shows that our method has a good effect on the improvement of the Tibetan language model.
The above experiments are based on PPL as the evaluation criterion to verify the results. We can see that our method, rather than the latest TLM research, achieved better results. To verify the validity of our proposed method, we used the experimental results of different granularity and our proposed method for application to ASR for verification. The results show that the RNNLM method is better than the traditional n-gram method regarding character granularity.
The _TRC method for Tibetan in radical granularity achieved the best results. The results in Table 7 show a _CFR-based RNNLM relative improvement of %CER from 3.1%. Using the _TDW-based RNNLM relative improvement, the %CER improves from 4.3%. The method we propose has a good effect on Tibetan speech recognition compared with the latest method.
We know that a lattice is a structure decoded once in the speech recognition process that contains a large number of candidate results. Since the neural network uses historical information to predict the next word, rerating the lattice will result in slow search speeds. Compared to the word structure of the lattice, N-best is more suitable for the model extension of long-distance information. This paper uses the intermediate result of N-best for rescoring [24] , as shown in Table 8 .
We validated our model on the ASR experiment in the Tibetan Lhasa dialect audio dataset [20] . Table 8 is the result of our verification of %CER in Tibetan. Our method is reduced by approximately 3.5% in the N-best (n=100 and n=1,000) rescores, indicating that our method has a good effect on the weighting method of rare words in the TLM.
D. DISCUSSION
The above experimental results show that the proposed RNNLM_character frequency reweighting (_CFR) and the RNNLM_tuning discriminative weights (_CFR) are effective. Some interesting observations are made as follows.
All the research on the LM rate word is not the same; some scholars have developed weighted methods based on rate words, and some scholars have proposed adaptive methods. The question with these studies is whether all of these rate words make sense. Therefore, according to the characteristics of Tibetan morphological verbs, we propose a morphological verb-aware TLM. The use of morphological verb weighting can not only affect the change in type but also improve the predictive capacity. Therefore, increasing the weight of morphological verbs can learn more language features. The language features are helpful for improving the performance of the TLM.
In Tibetan, the morphological verb has a greater influence on the tense of the sentence, and there is no uniform standard in temporal changes. In Table 1 , the morphological verbs in Tibetan can be divided into morphological verbs and morphologically invariant verbs. The former is the focus of our research, because such verbs play a major role in the change of the tense in the sentence, while the latter is the same as the characters we generally encounter. However, these characters appear less frequently in the training corpus, which affects the predictive power of the sentence, especially in speech recognition tasks. Therefore, we need to conduct research and analysis on such characters to find a more accurate way to solve such problems.
To validate our approach, we experimented on ASR. We tested 100 sentences in the set baseline output semantics that are inaccurate, output them in the way we proposed, and then compared them with the original sentences. The method of comparison was to use subjective evaluation, and we looked for 5 experts who worked in the Tibetan language to score. Table 9 shows the results of the comparison between the model and the baseline model; the criterion of the score was the original sentence as the standard, and the semantics of the 100 sentences were the most similar to the original sentence. As shown in Table 9 , our proposed method was better than the baseline method in semantic understanding, and in the 100 sentences output in the baseline model, our model could accurately represent 47% of the sentence semantics.
In summary, the weighted method based on morphological verbs influences the semantics of sentences to a certain extent and achieves good results. Therefore, it is necessary to strengthen morphological verbs in Tibetan.
VI. CONCLUSION AND FERYURE WORK
In this paper, we have shown that Tibetan morphological verbs are rare words that are very important for learning an effective TLM, and we have proposed a morphological verb-aware TLM. We first proposed an offline learning TLM by character frequency reweighting to enhance the weights of morphological verbs. Furthermore, we proposed online tuning of the discriminative weights of morphological verbs to make the offline learned TLM online adaptive. As a result, our method outperforms baseline models on tasks of text prediction and ASR.
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