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Abstrakt
Práce se zabývá primárně návrhem a principy použitými při vytváření demonstrační apli-
kace Ball Picker pro mobilního robota TurtleBUT2. Robot řízený touto aplikací je schopen
sbírat tenisové míčky ve svém okolí a předávat je do dlaně nedaleko stojícího člověka. Práce
se věnuje mimojiné i popisu robotického operačního systému, na jehož základech byla apli-
kace vytvořena, a popisu simulátoru Gazebo. Dále je detailně rozebrán algoritmus pro
detekci tenisového míčku založený na filtraci obrazu na základě barvy a použití Houghovy
transformace a princip detekce pomocí kaskády klasifikátorů Haarových příznaků, využitý
pro detekci lidské dlaně.
Abstract
This work deals primarily with the design and principles used for the creation of Ball
Picker demonstration application for mobile robot TurtleBUT2. The robot controlled by
this application is capable of picking up tennis balls spread around and placing them into
the hand of a nearby person. Among others, the work describes the robot operating system
the application is based on and simulator Gazebo. Also, it provides the detailed analysis of
the algorithm for tennis ball detection based on the image color filtration and the usage of
Hough transform as well as principles of detection with Haar feature-based cascade classifier
used for human hand detection.
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Kapitola 1
Úvod
Robotika je v současné době populárním a rychle se rozvíjejícím technickým oborem. Jedná
se o vědu zabývající se roboty, jejich designem, výrobou a aplikacemi. Pro pojem robot
existuje velké množství různých definic. V obecném slova smyslu se však tímto termínem
rozumí automatický nebo počítačem řízený stroj pracující s určitou mírou samostatnosti a
vykonávající zadané úkoly předepsaným způsobem. Mobilní robot je pak takový, který se
dokáže na rozdíl od stacionárního přemisťovat v prostoru [4]. Moderní roboty jsou schopny
vnímat své okolí prostřednictvím senzorů a toto okolí ovlivňovat za pomoci aktuátorů. V
současnosti se roboty uplatňují ve velké většině oborů lidské činnosti od průmyslové výroby,
přes lékařství, dopravu až po kosmonautiku. Běžně usnadňují práci člověku nebo jej v
pracovní činnosti dokonce plně zastupují. Roboty jsou mnohdy schopny nahradit člověka i
v situacích, které by pro něj byly životně nebezpečné, nebo při vykonávání úkonů, kterých
by nebyl sám schopen (například v nepříznivých klimatických podmínkách). Rozhodně má
tedy pro lidstvo smysl věnovat pozornost dalšímu vývoji v oblasti robotiky, nespokojit se
se soudobým stavem, ale naopak hledat neustále nová a lepší řešení.
Cílem této práce je vytvořit aplikaci, která by vhodným způsobem demonstrovala mož-
nosti vybraného mobilního robota. Teoretická část práce je věnována nejprve popisu soft-
ware používaného pro vývoj robotických aplikací, a to konkrétně Robotickému operačnímu
systému ROS a simulátoru Gazebo. Dále je čtenář blíže seznámen s návrhem aplikace a
robotem, pro něhož je aplikace určena. Druhá praktičtější část je zaměřena na samotnou
implementaci a popis použitých řešení v dílčích částech aplikace, kterými jsou především
rozpoznávání objektů v obrazových datech, pohyb robota a manipulace s objekty pomocí
robotického manipulátoru.
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Kapitola 2
ROS
Robotický operační systém (dále jen ROS) představuje flexibilní framework pro vývoj robo-
tického software [17]. Jedná se o open-source, meta-operační systém poskytující abstrakci
hardwarových služeb a implementující funkce nízké i vysoké úrovně s cílem zjednodušit
tvorbu robotických aplikací a zajistit snadnější znovupoužitelnost kódu na různých robo-
tických platformách [6].
2.1 Koncept
Základní koncept ROSu je založen na peer-to-peer síti vzájemně komunikujících procesů
- uzlů. Každý z uzlů vykonává přesně definovanou činnost tvořící zpravidla pouze zlomek
výsledné funkcionality celé aplikace. Kontrolní systém robota je obvykle tvořen mnoha uzly,
kdy jeden ovládá například motor kol, zatímco jiný implementuje lokalizaci či plánování
pohybu robota.
Každý z uzlů je v systému identifikován jednoznačným jménem. Díky tomu je zajištěna
funkčnost vyhledávacího mechanismu v peer-to-peer topologii. Registraci jmen i jejich vy-
hledání má na starost služba poskytovaná nejvyšším uzlem jménem Master. Master má zde
ve své podstatě funkci podobnou DNS serveru. Kromě této služby však poskytuje Master
ještě další nezbytné komponenty, mimo jiné server parametrů, který může být využíván
uzly pro uložení a následné získání parametrů za běhu programu. Těmito parametry bývají
zpravidla statická, konfigurační data.
Uzly mezi sebou komunikují zasíláním zpráv. Zpráva je datová struktura sdružující
položky jednoduchých datových typů (boolean, integer, floating point aj.) nebo polí. Zprávy
je možné do sebe libovolně zanořovat.
K samotné komunikaci mezi uzly prostřednictvím zpráv dochází pomocí témat. Téma
je v podstatě sběrnicí zpráv předem definovaného typu, na níž může libovolý počet kon-
kurentních uzlů tyto zprávy publikovat a stejně tak i libovolný počet uzlů může z této
sběrnice přijaté zprávy odebírat. Jediný uzel může být ve stejnou chvíli přihlášen k odběru
či k publikaci na více témat zároveň. Stejně jako každý uzel, je i každé téma identifikováno
jednoznačným jménem.
Co se týče témat, poskytuje ROS užitečný nástroj jménem rosbag, díky němuž je možné
uložit veškeré zprávy přicházející na jedno nebo více témat do takzvaného bag souboru. To
je výhodné zpravidla pokud vyvíjíme aplikaci pro robota, k němuž nemáme neomezený
přístup nebo jej z jakéhokoliv důvodu nemůžeme během vývoje trvale používat. Stačí pak
nahrát potřebná témata do bag souboru, odkud je můžeme později přehrát a simulovat
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tak alespoň do částečné míry chování robota. Přehrání bag souboru se neliší nijak zásadně
od existence skutečných uzlů zasílajících stejné zprávy na zvolená témata. Problém může
nastat v případě ukládání dat s časovým razítkem. Z toho důvodu poskytuje nástroj rosbag
možnost publikovat simulační čas, který odpovídá času, kdy byla data do souboru nahrána.
Dalším způsobem komunikace mezi uzly je, kromě zasílání zpráv na téma, volání slu-
žby založené na principu zaslání žádosti a následném získání odpovědi. Každá služba je
definována dvojicí zpráv - první popisující strukturu žádosti a druhou popisující strukturu
odpověďi. Při tomto způsobu komunikace se pouze jediný z uzlů nachází v roli serveru na-
bízejícího danou službu registrovanou pod určitým jménem. Každý uzel v roli klienta, který
tuto službu zavolá i s předáním žádosti, pak v případě úspěchu obdrží od daného serveru
požadovanou odpověď.
2.2 Balíčkový systém
Základní jednotkou uspořádání software v ROSu je balíček. Z pohledu souborového systému
se jedná ve své podstatě o adresář sdružující implementaci logicky souvisejících a spolupra-
cujících uzlů, knihoven, konfiguračních souborů, definici zpráv a služeb. Jedná se o nejmenší
položku, která může být v ROSu sestavena.
Každý balíček (i prázdný) musí vždy obsahovat soubor manifest.xml či package.xml.
Manifest obsahuje metadata o balíčku - konkrétně název balíčku, popis, verzi, jméno au-
tora, informace o licenci, závislosti na jiných balíčcích a další potřebné informace. Dále se
v balíčku nachází soubor CMakeList.txt, který poskytuje nezbytné informace pro sesta-
vení a instalaci balíčku pomocí CMake. Mezi další běžné položky, které je možné nalézt
uvnitř souborové struktury balíčku, patří adresář src/ sdružující zdrojové soubory, adresář
include/ pro uložení hlavičkových souborů a často také adresáře msg/ obsahující definici
zpráv a srv/ obsahující definici služeb.
ROS byl navržen tak, aby splňoval v co největší možné míře nezávislost na progra-
movacím jazyce zvoleném pro implementaci. Pro definici zpráv i služeb je proto používán
zjednodušený definiční jazyk. Popis zprávy zapsané v tomto jazyce odpovídá v zásadě jedno-
duchému seznamu datových položek a konstant, kdy každá položka či konstanta je umístěna
na samostatném řádku. Datová položka se skládá z datového typu a jména odděleného me-
zerou. Konstanta má navíc přiřazenu hodnotu. Popis služby vypadá obdobně, obsahuje
však definici dvou zpráv (žádosti a odpovědi) oddělených třemi pomlčkami. Z takovýchto
popisů je teprve až při překladu automaticky vygenerován odpovídající zdrojový kód v
jazyce C++, Python a Lisp.
Balíčky které spolu sémanticky úzce souvisí mohou být seskupeny do metabalíčku či do
kolekce.
2.3 Nástroje
ROS poskytuje svým uživatelům množství jednduchých nástrojů schopných provádět nej-
různější úkony a usnadnit tak práci s frameworkem. Tyto nástroje zpravidla začínající
předponou ’ros’ jsou spustitelné z příkazové řádky bez nutnosti jakéhokoliv zásahu do zdro-
jového kódu. Jedním z takových nástrojů je i rosbag, jehož funkcionalita již byla popsána
výše. Mezi další a asi nejvíce používané patří například roscore, který spustí uzel Master
včetně serveru paramterů a logovacího uzlu rosout, roscreate-pkg, který vytvoří nový ba-
líček s názvem zadaným jako parametr včetně všech povinných souborů popsaných výše,
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roscd, který umožní okamžitě přejít do hlavního adresáře balíčku, aniž by uživatel musel
znát přesnou cestu, dále rosdep, který nainstaluje systémové závislosti balíčku, rosmake,
který sestaví požadovaný balíček včetně všech závislostí a roslaunch, který umožní načíst
a zpracovat uživatelem definovaný launch soubor a tím spustit několi uzlů zároveň a pře-
dat zadané parametry na server parametrů. Kromě již zmíněných nástrojů existuje mnoho
dalších usnadňující například práci s tématy, zprávami či službami.
Kompletní popis funkcionality všech nástrojů, stejně tak jako principů ROSu zmíněných
výše, je možné nalézt na ROS Wiki [18], která je hlavním dokumentačním zdrojem ROSu.
2.4 Rviz
Rviz je vizualizační program ROSu umožňující uživateli sledovat reálný nebo i simulovaný
svět z perspektivy robota. Rviz je schopen prostřednictvím témat přijímat jak data ze sen-
zorů robota (laser scan, point cloud, video, souřadnicové rámce), tak i uživatelsky vytvořená
data v podobě markerů (koule, šipky, čáry). Rviz má velké uplatnění při ladění aplikací, a
to zejména v případě navigace robota v prostoru či plánování pohybu manipulátoru.
Obrázek 2.1: Ukázka scény v Rviz. Zeleně zobrazena podstava robota a plán pohybu při
snaze o objetí překážky.
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Obrázek 2.2: Ukázka scény z Rviz. Model robota TurtleBUT2 a překážka znázorněná jako
laser scan.
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Kapitola 3
Simulátor Gazebo
Nástroj, jenž hraje významnou roli při vývoji robotického software, je simulátor. Simulá-
tor Gazebo nabízí díky svému robustnímu fyzikálnímu enginu a kvalitní grafice realistickou
simulaci nejrůznějších robotických platforem, objektů a senzorů v sálovém i venkovním
prostředí [15]. Jedná se o open-source simulátor, který je integrovatelný s ROSem prostřed-
nictvím balíčku gazebo ros pkgs.
3.1 Architektura simulátoru
Samotný simulátor Gazebo je tvořen dvěma hlavními komponentami: Serverem spustitel-
ným příkazem gzserver a klientskou části gzclient. Server je výkonným jádrem simu-
látoru - zpracovává soubor popisující modelovanou scénu a následně ji simuluje pomocí
fyzikálního enginu. Klient připojený na běžící server pak poskytuje vizualizaci jednotlivých
prvků a umožňuje uživateli modifikovat běžící simulaci.
3.2 Popis scény
Modelovaná scéna je uložena v souboru formátu SDF (Simulation Description Format)
zpravidla s koncovkou .world. Tento soubor obsahuje popis všech modelovaných prvků
včetně robotů, světel, senzorů a dalších objektů. Kromě toho může obsahovat i další pa-
rametry ovlivňující simulaci jako například gravitační zrychlení, simulační čas a podobně
[16]. Typickým příkladem je soubor empty.world, který je načten implicitně při spuštění
simulátoru bez zadaného parametru. V případě souboru empty.world je modelována pouze
podstavná rovina a slunce jako zdroj světla.
3.3 Popis modelu
Pro lepší přehlednost souboru popisujícího scénu a pro znovupoužitelnost modelů je zpra-
vidla popis každého z modelovaných objektů uložen v samostatném SDF či URDF (Unified
Robot Description Format) souboru a do popisu scény vložen pomocí značky <include>.
Stejný model tak může být vložen do jedné scény několikrát.
Modelem může být cokoliv od jednoduchých předdefinovaných těles, jako jsou koule,
kvádr či válec, přes objekty běžného použití jako například plechovka, stůl či klika od dveří
až po velmi komplexní modely celých robotů nebo budov, přičemž jednotlivé modely do
sebe mohou být hierarchicky zanořovány.
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Model je uložen buď lokálně na disku uživatelského počítače nebo načten z online da-
tabáze modelů. Každý model v databázi modelů má vyhrazen vlastní adresář, v němž se
nachází minimálně soubor model.config obsahující metainformace o modelu jako je jeho
název, popis, verze, jméno a kontakt autora a soubor model.sdf či model.urdf obsahující
samotný popis modelu. Kromě těchto povinných položek se v adresáři modelu můžou dále
nacházet i definice použitých materiálů v podobě textur a skriptů, zdojové a hlavičkové sou-
bory použitých pluginů nebo soubory formátu COLLADA (Collaborative Desing Activity)
sloužící především pro ukládání animací 3D objektů.
3.4 Komponenty modelu
Model zapsaný ve formátu SDF nebo URDF je zpravidla popsán několika komponentami.
Mezi hlavní z nich patří link přeložitelný též jako článek a joint neboli kloub.
Link i joint, jsou z pohledu SDF přímými synovskými elementy modelu [16]. Link před-
stavuje reálnou nebo imaginární část modelu. Takovou částí může být například kolo či
podstavec robota. V rámci jednoho modelu může existovat jeden, ale i více linků. Výsledný
počet závisí zpravidla na složitosti modelu. U velmi jednoduchých modelů není z pohledu
návrhu použití většího počtu linků nezbytně nutné a mnohdy ani žádoucí, neboť tím do-
chází ke snížení stability i výkonu simulace. Linky jsou vzájemně propejeny pomocí jointů.
Joint představuje fyzické spojení dvou linků, kdy jeden je označen jako otcovský a druhý
jako synovský. Kromě odkazů na propojené linky udává joint také informace o ose otáčení
a limitních hodnotách pohybu.
Link popisuje veškeré fyzické vlastnosti modelu nebo jeho části prostřednictvím dalších
vnořených elementů. Mezi nejdůležitější z nich patří:
• Visual, který popisuje podobu dané části modelu takovým způsobem, jak bude zob-
razena uživateli nebo zachycena vizuálními senzory. Definuje tvar, velikost, barvu,
materiál, průhlednost i to, zda bude vrhat stín. Každý link může obsahovat více vi-
zuálních elementů.
• Collision popisující tvar a velikost modelu vzhledem ke kolizím s okolními objekty.
Kolizní model bývá zpravidla jednodušší než vizuální a každý link může obsahovat
více kolizních elementů.
• Inertial popisující dynamické vlastnosti jakými jsou například váha nebo moment
setrvačnosti.
• Sensor popisující typ a vlastnosti senzoru (například kamery) nacházejícího se v po-
pisované části modelu a sbírajícího data ze scény. Tento element je nepovinný, ale
může být použit i vícekrát pro definici většího množství senzorů na popisované části
modelu.
Speciální komponentou je plugin. Plugin představuje dynamicky načtený kus kódu -
sdílenou knihovnu, která se určitým způsobem podílí na řízení modelu. Plugin může být
synovským elementem scény (v SDF pod elementem world), modelu nebo senzoru.
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Kapitola 4
Cíl práce a návrh řešení
Cílem práce bylo vytvořit demonstrační aplikaci pro některý z mobilních robotů dostupných
na Ústavu počítačové grafiky a multimédií Fakulty informačních technologií VUT v Brně.
V úvodní kapitole byl již definován pojem mobilní robot, zbývá tedy ještě objasnit pojem
demonstrační aplikace. Jedná se o takovou aplikaci, která má za cíl ukázat v co největší
míře možnosti vybraného robota. Demonstrační aplikace mohou sloužit k prezentaci robota
na veletrzích, workshopech a jiných akcích, jakými jsou například Dny otevřených dveří.
Dle mého názoru není pro takovéto případy nezbytně nutné, aby demonstrační aplikace
přinesla zázrak techniky, implementovala zcela nový algoritmus nebo dosud neobjevenou
metodu. Podstatné je spíše to, aby dokázala na první pohled zaujmout, přiblížit vybraného
robota lidem a ohromit je jeho možnostmi. A právě této vizi jsem podřídila i návrh samotné
aplikace.
4.1 TurtleBUT2
Před samotným vytvořením návrhu bylo však potřeba zvolit nejprve robota, pro něhož bude
aplikace určena. Z pohledu různorodosti robotických platforem nacházejících se na ústavu
by bylo obtížné vytvořit jedinou aplikaci použitelnou pro všechny. Jako vhodného kandidáta
pro svou aplikaci jsem si proto vybrala robotickou platformu TurtleBUT2 (zkráceně TB2),
která mne zaujala především prezencí manipulátoru a na první pohled netradiční konstrukcí.
Jedná se o experimentální laboratorní platformu navrženou pro plnění úkolů v sálovém
prostředí. Tento model byl ve značné míře inspirován robotem Turtlebot, standartní nízko-
nákladovou robotickou platformou, liší se však především větším počtem senzorů, prezencí
manipulátoru a větší výdrží baterií [9]. Podstavec, zajišťující pohyb robota je v tomto pří-
padě tvořen robotickým vysavačem Roomba 530 od společnosti iRobot. Tento vysavač je
schopen pohybu na většině povrchů uvnitř místnosti od koberců, přes dlažbu a linoleum
až po laminát. Je také vybaven inteligentním systémem senzorů zajišťujícím orientaci ro-
bota v prostoru. Na tento podstavec je připevněna kovová konstrukce sloužící k přichycení
některých dalších částí, a to především Kinectu, který je kromě standardního barevného
obrazu v rozlišení 640x480 pixelů schopen zachytit i hloubková data, dále USB Wifi adap-
téru, k němuž je možné připojit počítač za účelem připojení k bezdrátové síti, a napájecích
baterií některých senzorů a aktuátorů. Dalším podstatným prvkem TB2 je laserový skener
SICK LMS100 nacházející se v přední části robota, dvě jednotky IMU (inertial measure-
ment unit) poskytující informace o orientaci robota v prostoru a především již zmiňovaný
5DOF (degrees of freedom) manipulátor Crustcrawler Smart Arm.
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4.2 Návrh aplikace
Existuje již několik demonstračních aplikací vyvinutých primárně pro robot Turtlebot, které
je však možné použít i pro model TurtleBUT2. Jedná se například o aplikaci implemen-
tující takové chování robota, kdy robot sleduje pohybujícího se člověka a udržuje od něj
konstantní vzdálenost, aplikaci umožňující pohybovat robotem v prostoru pomocí klávesnice
nebo pákového ovladače nebo aplikaci, která zajistí autonomní prozkoumávání prostoru a
vyhýbání se překážkám. Dosud žádná se však nevěnovala blíže manipulaci s objekty pomocí
robotického ramene v kombinaci s pohybem v prostoru a sledováním okolí pomocí kinectu.
Mým záměrem tedy bylo vytvořit aplikaci, která by nejen zaujala, ale zároveň i kombino-
vala všechny tyto prvky. Jelikož mám blízko ke sportu a především tenisu, rozhodla jsem
se implementovat aplikaci Ball Picker, zajištující robotu schopnost vyhledávat v prostoru
kolem sebe tenisové míčky a nejbližší z nich vždy předat do ruky poblíž stojícímu člověku.
Ball Picker v sobě zahrnuje všechny tři základní prvky: Rozpoznávání objektů v obraze,
konkrétně detekci tenisového míčku a detekci ruky, dále bezpečný pohyb robota v prostoru a
v neposlední řadě také manipulaci s objekty, konkrétně tenisovým míčkem, prostřednictvím
robotického manipulátoru.
Obrázek 4.1: Schéma popisující uzly aplikace včetně datových toků (černě) a řídících toků
(červeně).
Co se samotného návrhu týče rozdělila jsem si aplikaci na několik dílčích částí, kterým
odpovídají i jednotlivé uzly ROSu. Jak bylo popsáno v Kapitole 2, ROS svým konceptem
uzlů plně podporuje modulární návrh a tím i logickou strukturu aplikace.
Prvním z uzlů je detektor pracující s obrazovými daty získanými pomocí kinectu. Funkcí
detektoru je, jak už název napovídá, detekovat v obraze požadované předměty - tenisové
míčky a lidské dlaně. Další částí je tak zvaný pozicionér, který na vstupu přijímá jak hloub-
ková data získaná z kinectu, tak i souřadnice objektů rozpoznaných v obraze získaná jako
výstup detektoru. Z těchto informací vypočte pozici objetků ve 3D prostoru a tuto pozici
následně převede do potřebného souřadného rámce. Další z uzlů aplikace pak zajistí pře-
místění robota na zadané 3D souřadnice. V případě, že při aktuálním natočení nejsou v
obraze nalezany požadované objekty, uplatní se uzel rotace, který zajistí pootočení robota
o konstantní úhel. Posledním uzlem na dané úrovni je manipulátor, který ovládá robotické
rameno a tím řídí proces uchopení nebo položení míčku. Všechny tyto uzly jsou řízeny kon-
trolérem, který je ve své podstatě konečným automatem. Popsané schéma je znázorněno na
11
Obrázku 4.1. Černé šipky modelují datový tok mezi jednotlivými uzly, zatímco obousměrné
červené šipky znázorňují tok řídící. Kontrolér dává jednotlivým uzlům příkazy k činnosti a
zároveň přijímá informaci o jejím úspěšném či neúspěšném dokončení.
Detailněji bude činnost i implementace jednotlivých uzlů rozebrána v následující kapi-
tole.
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Kapitola 5
Realizace aplikace
Navržená aplikace byla implementována v jazyce C++ s využitím robotického operačního
systému ROS. V této kapitole se budu věnovat podrobnému popisu jednotlivých uzlů uve-
dených v Kapitole 4.2 a to jak z teoretického, tak i implementačního hlediska.
5.1 Kontrolér
Kontrolér představuje hlavní řídící jednotku aplikace. Jedná se o dvanáctistavový Mooreův
konečný automat, jehož vstupem je informace o úspěšném nebo neúspěšném dokončení
aktuálně provedené činnosti a výstupem reakce právě jednoho z uzlů, který provede odpo-
vídající akci. Schéma automatu je znázorněno na Obrázku 5.1.
5.1.1 Stavy automatu
Počátečním stavem kontroléru je stav označený jako INITPREPARE. Uzel manipulátor,
který na tento stav reaguje, pouze připraví robotické rameno do standardní polohy neboli
takzvané pozice kobry a obeznámí kontrolér o úspěšném či neúspěšném dokončení akce. V
případě úspěchu přejde kontrolér do stavu SEARCHBALL. Výstupem tohoto stavu je snaha
pozicionéru za asistence detektoru nalézt v obraze tenisový míček. V případě úspěšné de-
tekce a získání souřadnic následuje stav MOVETOBALL, v opačném případě TURNBALL,
který tvoří logickou smyčku se stavem SEARCHBALL do té doby, než je detekce úspěšná.
Výkonným uzlem stavu TURNBALL je uzel rotace, který pootočí robota o požadovaný kon-
stantní úhel pi/4 v protisměru pohybu hodinových ručiček. Stav MOVEBALL je vykonáván
uzlem pohybu, který dopraví robota bezpečně na zadané souřadnice v prostoru. Následující
stav CHECKBALL má obdobnou funkci jako SEARCHBALL a slouží pro upřesnění pozice
míčku a kontrole, že nebyl míček v průběhu pohybu robota přemístěn či odebrán. Stav
PICKBALL je poté podnětem pro manipulátor k uchopení míčku.
Stavy SEARCHHAND, TURNHAND, MOVETOHAND a CHECKHAND mají téměř
shodný výstup se stavy SEARCHBALL, TURNBALL, MOVEBALL a CHECKBALL s
tím rozdílem, že je použit detektor lidské dlaně namísto detektoru míčku. Stav PLACE-
BALL i DROPBALL jsou vykonávány uzlem manipulátor, kdy v prvním případě je míček
umístěn do detekované dlaně a ve druhém pouze položen na zem, v místě, kde byla dlaň
zaznamenána.
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Obrázek 5.1: Graf znázorňující architekturu kontroléru. Vstup ’true’ značí úspěch při do-
končení činnosti, ’false’ situaci, kdy doško k chybě.
5.1.2 Implementace
V programu je kontrolér implementován jako samostatný uzel. Podstatným atributem třídy
Controller je proměnná state udržující aktuální stav kontroléru a server nabízející službu
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/flow control. Konečný automat je poté implementován pomocí řídící konstrukce switch
uvnitř této služby.
V požadavku služby je vždy zaslán název stavu, na nějž uzel volající službu reago-
val vykonáním činnosti a výsledek operace. Daný stav je porovnán s aktuálním stavem
uloženým v proměnné state. Neshoda v tomto případě značí invalidní stav kontroléru a je
vypsána chyba. V opačném případě kontrolér aktualizuje proměnnou state podle výsledku
provedené operace a název nového stavu publikuje na kontrolní téma /flow commands,
jehož odběrateli jsou ostatní uzly aplikace. Před samotnou publikací je nutné ověřit, že
jsou všichni odběratelé připojeni, aby nedošlo ke ztrátě publikované zprávy. Každý z uzlů
přihlášených k odběru zpráv z tématu /flow commands reaguje pouze na určitou množinu
stavů provedením příslušné akce. Tyto množiny jsou vzájemně disjunktní a je tak zajištěno,
že na každou zprávu zareaguje právě jediný z uzlů.
5.2 Detektor
Stejně jako by se dal kontrolér přirovnat k mozku aplikace, dal by se detektor přirovnat
k jejím očím. Vstupem detektoru je RGB obraz z kamery kinectu a výstupem souřadnice
středů detekovaných objektů. Detektor nabízí dvě služby pro detekci. První z nich je služba
/detect balls sloužící k detekci tenisových míčků a druhou služba /detect hands pro
detekci lidských dlaní. Každá z těchto služeb používá odlišný přístup, který bude popsán
v následujících podkapitolách. Pro práci s obrazem byli použity některé funkce knihovny
OpenCV.
5.2.1 Detekce tenisových míčků
Tenisový míč je objekt tvaru koule o průměru přibližně 6.5 centimetrů. Kvůli svým malým
rozměrům není zachytitelný pomocí laserového skeneru a pro jeho detekci musí být tedy
použita obrazová data získaná z kinectu. Díky své typicky ostře žluté barvě a pravidelnému
tvaru je však poměrně dobře rozlišitelný od většiny běžných předmětů a dobře viditelný na
většině povrchů.
Pro detekci tenisových míčků v obraze jsem zvolila přístup využívající extrakci žlutých
pixelů z obrazu a následné použití Houghovy transformace pro nalezení kruhových objektů
v černobílé masce.
Pro výběr objektů na základě barvy je výhodné převést nejprve barevný obraz na ba-
revný model HSV (Hue, Saturation, Value). Model HSV má tři základní parametry. Prvním
z nich je barevný tón neboli odstín, druhým sytost barvy, představující množství šedi v po-
měru k odstínu a posledním jas udávající příměs bílé barvy [10]. Pro zobrazení HSV modelu
se často používá válec nebo kužel znázorněný na Obrázku 5.2. Pro převod obrazu z jed-
noho barevného prostoru do jiného (tedy například z RGB do HSV) slouží funkce cvtColor
knihovny OpenCV [1].
HSV obraz se následně stává vzorem pro vytvoření černobílé masky, která slouží jako
vstup Houghovy transformace. K vytvoření masky je možné použít funkci inRangeS knihovny
OpenCV. Všechny pixely vzorového obrazu, které spadají do určitého rozsahu všech tří pa-
rametrů modelu HSV (předpokládáme, že jsou součástí míčku) mají ve výsledné masce
hodnotu 255 a jsou tedy zobrazeny bílou barvou, ostatní mají hodnotu 0 a jsou zobrazeny
černě.
V této fázi je velmi důležité zvolit správný rozsah barevného odstínu, sytosti i jasu.
Pokud je tento rozsah příliš malý, může se stát, že při určitých světelných podmínkách nebo
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Obrázek 5.2: Válcovitá a kuželovitá grafická reprezentace barevného modelu HSV [10]
při lehce odlišné barvě míčků, způsobené například jejich znečištěním, nebudou všechny
pixely míčku z obrazu extrahovány správně. Naopak pokud je rozsah příliš velký, může
docházet k zachycení i jiných objektů podobné barvy a následně k falešným detekcím. Oba
případy jsou zachyceny na Obrázku 5.3.
Obrázek 5.3: Vlevo nahoře původní RGB obraz z kinectu, vpravo nahoře obraz převedený
do HSV modelu, vlevo dole maska vytvořená příliš striktním rozsahem, vpravo dole maska
vytvořená velkým rozsahem.
Na základě provedených pokusů se mi podařilo stanovit optimální rozsah, jehož mi-
nimální i maximální hodnoty všech tří prvků modelu HSV jsou uvedených v následující
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tabulce.
Hranice Odstín (Hue) Sytost (Saturation) Jas (Value)
minimální 0.11*256 0.20*256 0.20*256
maximální 0.16*256 1.00*256 1.00*256
Jelikož se ve vytvořené černobílé masce v reálném prostředí téměř vždy vyskytuje šum,
je vhodné provést před samotnou Houghovou transformací nad maskou několik morfologic-
kých operací, které vylepší její kvalitu. Dvěma nejběžnějšími morfologickými operacemi pro
odstranění šumu jsou operace otevření a uzavření tvořené kombinací základních morfolo-
gických operací dilatace a eroze.
Vstupem morfologických operací jsou vždy dva elementy. Prvním z nich je binární ob-
raz (černobílá maska) a druhým takzvaný strukturní element. Strukturní element je bodová
množina mající v oboru počítačového vidění zpravidla oválný nebo obdélníkovitý tvar. Mor-
fologickou operaci je možné si představit jako pohyb strukturního ementu po binárním ob-
raze, při kterém dochází k vyhodnocení odezvy podle typu operace [11]. Výsledkem operace
otevření i uzavření je zjednodušený obraz s odstraněním detailů menších než je strukturní
element.
Morfologické uzavření tvořené dilatací následovanou erozí spojí objekty, které jsou v
obraze blízko u sebe, zaplní mezery a vyhladí obrys. Morfologické otevření, jež je naopak
tvořené erozí následovanou dilatací, oddělí objekty propojené pouze úzkým spojem a zjed-
noduší tak jejich strukturu. Samotná dilatace způsobí rozšíření hranic bílých objektů v
masce a zmenšení mezer. Oproti tomu eroze redukuje hranice bílých objektů a dochází tak
ke zvětšení mezer. U drobných objektů, které často představují šum obrazu může dojít až
k úplné redukci, což je v daném případě žádoucí [8].
Pro úpravu masky tenisových míčků použijeme nejprve operaci uzavření s větším struk-
turním elementem a následně operaci otevření s menším strukturním elementem. Operace
uzavření slouží pro případné odstranění linií, které vzniknou na spojích míčků. (Spoje míčku
totiž neodpovídají použitému barevnému rozsahu.) Operace otevření poté odstraní z obrazu
šum.
Pro nalezení kruhových objektů v upravené masce je použita metoda Houghovy trans-
formace [1]. Kružnice je matematicky popsána středovou rovnicí
(x− x0)2 + (y − y0)2 = r2, (5.1)
kde x a y jsou souřadnice libovolného bodu kružnice, x0 a y0 souřadnice středu kružnice
a r poloměr kružnice. Houghova transformace se snaží nalézt střed kružnice tak, že pro
každý hranový bod vstupního obrazu mění parametry x0 a y0 a dopočítává poloměr r.
Každý nehranový bod je primárně považován za potencionální střed kružnice. Vyskytuje-li
se některý z potencionálních středů se stejnou hodnotou poloměru často, je pravděpodobné,
že se v obraze nachází kružnice se středem v daném bodě a odpovídajícím poloměrem [3].
Pro detekci hran v obraze je možné využít Cannyho hranový detektor [1]. Jedná se o
algoritmus zahrnující několik kroků vedoucích k získání co nejpřesnějších výsledků detekce.
Prvním krokem je použití Gaussova filtru za účelem další redukce šumu a získání gra-
dientů na hranách objektů. Gaussův filter je implementován funkcí cvSmooth zavolané s
parametrem CV GAUSSIAN.
Dalším z kroků je nalezení gradientů a jejich směrů v každém bodě obrazu aplikací
Sobelova konvolučního operátoru. Hrana je definována jako změna jasové funkce. Hodnota
první derivace jasové funkce v místě hrany bude tedy poměrně velká s maximem ve směru
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Obrázek 5.4: Vlevo nahoře původní černobílá maska, vpravo nahoře maska po úpravě uza-
vřením, vlevo dole maska po úpravě otevřením, vpravo dole maska po použití Gaussova
filtru.
kolmo na hranu. Pro zjednodušení výpočtu se hrany detekují pouze ve svislém a vodorovném
směru s následnou aproximací pomocí konvoluce s vhodným jádrem.
Dalším krokem Cannyho algoritmu je takzvané ztenčení, kdy jsou z hodnot gradientů
vybrány pouze lokální maxima. Tím je zajištěna detekce hrany pouze v místě největšího
gradientu.
Poslední fází je poté prahování s hysterezí, jehož cílem je odstranit malé hrany a za-
chovat pouze ty významné. Pro tuto funkci jsou zvoleny dvě hodnoty prahů - maximální
a minimální, mezi nimiž může gradient kolísat. Pokud hodnota gradientu určitého bodu
obrazu leží nad horním prahem, je tento bod bezpodmínečně označen jako hranový, pokud
se nachází pod spodním prahem, pak je tento bod označen jak nehranový. V případě, že
se hodnota nachází mezi oběma prahy, je bod označen jako hranový pouze v případě, že
sousedí s bodem, který byl již dříve určen jako hranový.
Houghova transformace včetně Cannyho detektoru hran je implementována ve funkci
cvHoughCircles knihovny OpenCV.
5.2.2 Detekce lidské dlaně
Na rozdíl od míčku nevykazuje lidská dlaň konstantní tvar a vezmeme-li v úvahu rasovou
různorodost, pak ani barvu. Pro detekci lidské dlaně existuje několik více či méně vhodných
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metod.
Obdobou metody použité pro detekci tenisových míčků je detekce dlaně založená na fil-
traci pixelů barvy lidské kůže a nalezení seskupení těchto pixelů například pomocí knihovny
cvBlobsLib. Tato metoda je použitelná v případě, že pozadí obrazu je poměrně jednoduché
a čisté, že se v obraze nevyskytuje větší počet překrývajících se částí lidského těla a zejména
v případě, že ignorujeme odlišné barvy lidské kůže. Významnou roli hrají při použití této
metody rovněž světelné podmínky.
O něco pokročilejší metodou je detekce pomocí kaskády klasifikátorů Haarových pří-
znaků [7]. Tato metoda byla představena poprvé roku 2001 P. Violou a M. Jonesem a je
někdy označována jako detekce Viola-Jones. Je robustnější, co se týče osvětlení i struk-
tury pozadí a vyznačuje se svou rychlostí a přesností. Vyžaduje však použití natrénované
kaskády klasifikátorů, jejíž vytvoření je časově i výpočetně náročné.
Kaskáda klasifikátorů je složena z několika stupňů, kdy každý stupeň obsahuje určitý
počet slabých klasifikátorů. Slabými klasifikátory jsou v tomto případě Haarovy příznaky.
Jedná se o černobílé obdélníkovité útvary rozdělené podle typu informace, která má být
s jejich pomocí v obraze rozpoznána, na příznaky hranové, čárové a středové.
Obrázek 5.5: Příklady Haarových příznaků.
Hodnota Haarova příznaku je při aplikaci na určitou část šedotónového obrazu získána
odečtením součtu hodnot jasu pixelů nacházejících se pod bílou oblastí od součtu hodnot
pixelů pod černou oblastí. Tato hodnota pak charakterizuje tu část vstupního obrazu, na
níž byl příznak aplikován [1].
První fází trénování klasifikátoru je generování hodnot příznaků. Během tohoto pro-
cesu jsou nejprve příznaky nastaveny na nejmenší možnou velikost a následně iterativně
posouvány po části vstupního obrazu neboli takzvaném detekčním okně v horizontálním
či vertikálním směru. Při dosažení konce okna jsou zvětšeny rozměry každého z příznaků
a celý proces je opakován až do chvíle, než rozměry příznaku překročí velikost detekčního
okna. Tímto postupem je vygenerováno velké množství hodnot příznaků. Například pro
detekční okno o velikosti 24x24 pixelů s použitím příznaků uvedených na Obrázku 5.5 se
jedná o celkový počet 189664 hodnot těchto příznaků.
Jelikož pro výpočet příznaků není podstatná hodnota jasu jednotlivých pixelů, ale součet
hodnot obdélníkovitých oblastí, byl pro výrazné urychlení výpočtu zaveden pojem integrální
obraz. Jedná se o matici o velikosti vstupního obrazu obsahující pro každý pixel obrazu
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součet hodnot pixelů nacházejících se od něj směrem nahoru a vlevo. Hodnota každé položky
integrálního obrazu je tedy popsána vztahem
AI (x, y) =
∑
x′≤x,y′≤y
A
(
x′, y′
)
, (5.2)
kde AI (x, y) je hodnota integrálního obrazu na pozici (x, y) a A (x′, y′) hodnota pixelu
vstupního obrazu o souřadnicích (x′, y′). Součet hodnot pixelů libovolně velké obdélníkové
oblasti nacházející se na jakékoliv pozici v obraze je poté rychle vyčíslitelný pomocí násle-
dujícího předpisu
sum = AI (D)−AI (B)−AI (C) +AI (A) , (5.3)
kde A, B, C a D odpovídají souřadnicím bodů dané oblasti znázorněné na Obrázku 5.6.
Obrázek 5.6: Schéma znázorňující výpočet součtu hodnot pixelů uvnitř šedé oblasti v inte-
grálním obraze.
Obecně platí, že ne všechny příznaky jsou relevantní pro detekci požadovaného objeku.
Výběr vhodných příznaků je zajištěn algoritmem AdaBoost. Vybrané příznaky jsou ná-
sledně rozděleny do jednotlivých úrovní kaskády. Toto je výhodné zejména z toho důvodu,
že většina detekčních oken, na něž je vstupní obraz rozdělen, zpravidla neobsahuje deteko-
vaný objekt a je tedy zbytečné aplikovat na tuto část všechny příznaky. Většina těchto oken
bude při dobře sestavené kaskádě identifikována již při průchodu prvním stupněm kaskády
a nebude dále zpracovávána [12].
Knihovna OpenCV poskytuje několik již natrénovaných kaskádových klasifikátorů na-
příklad pro detekci lidské tváře, horní části těla, očí a podobně. Pro některé objekty, kterými
jsou mimo jiné i lidské dlaně, však takový klasifikátor v knihovně OpenCV neexituje a je
potřeba vytvořit si vlastní nebo jej získat z jiného zdroje.
Vytvoření vlastního klasifikátoru zahrnuje dva podstatné kroky, jimiž jsou příprava
vzorků a samotné natrénování kaskády klasifikátorů. Pro úspěšný klasifikátor je doporu-
čeno mít připraveno alespoň několik set obrázků obsahujících pouze objekty, které chceme
detekovat a také obrázků, na nichž se objekt zájmu nenachází. Obecně platí, že čím více
různorodých vzorků je použito, tím přesnější detekce bude klasifikátor schopen.
Z pozitivních i negativních obrázků jsou nejprve vytvořeny trénovací vzorky. Pozitivní
obrázek je vždy zkombinován s množinou negativních obrázků, které slouží jako pozadí,
přičemž objekt zájmu je umístěn v různých úhlech. K tomuto procesu i k následnému tré-
nování klasifikátoru je možné využít pomocných utilit knihovny OpenCV. Proces trénování
má několik fází a může trvat až několik dní. Výstupem trénovacího procesu je poté soubor
formátu XML popisující natrénovanou kaskádu klasifikátoru [13].
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Pro detekci lidské dlaně v obraze z kinectu jsem ve vytvořené aplikaci využila metodu de-
tekce pomocí kaskády klasifikátorů s použitím již vytvořeného XML soubor dostupného na
adrese <http://code.google.com/p/wpi-rbe595-2011-machineshop/source/browse/
trunk/haar/1256617233-0-cascade-hand-improved.xml?r=7>. Pro získání jednotlivých
detekcí slouží funkce knihovny OpenCV cvHaarDetectObjects, jejímž vstupem je odkaz na
vstupní obraz, načtený klasifikátor a některé další parametry ovlivňující detekci.
5.3 Pozicionér
Výstupem detektoru jsou souřadnice středů objektů detekovaných v daný moment v obraze
získaném z kamery kinectu. Tyto souřadnice však nejsou přímo použitelné jako cílový bod
pro navigaci robota. Do funkčního retězce aplikace musí být tedy zařazena komponenta,
která zajistí převod do vhodného souřadného systému. Takovou komponentou je pozicionér,
jehož cílem je mimo jiné i odfiltrovat možné falešné detekce a ovládat natočení kinectu podle
potřeby.
5.3.1 Souřadnicové rámce
V celém systému robota existuje velké množství trojrozměrných souřadnicových systémů
- rámců. Tyto rámce odpovídají zpravidla jednotlivým částem robota. Jsou jimi napří-
klad rámec podstavce robota, rámec chapadla manipulátoru, rámec kamery a další. Mezi
každými dvěma pojmenovanými souřadnicovými rámci, které odpovídají dvěma spojeným
částem robota, existuje transformační vztah definovaný vzájemným posunutím a rotací.
Tyto vztahy nemusí být stále konstantní, ale v čase se mohou měnit podle toho, jak se
robot pohybuje a jakou polohu jeho jednotlivé části v daný okamžik zaujímají.
Nástrojem, který urdžuje přehled o všech transformačníh vztazích a umožňuje převod
souřadnic z jednoho souřadného systému do jiného, je knihovna tf. Tf poskytuje pro práci
s transformacemi dvě hlavní komponenty. Cílem první z nich je zveřejňovat informace o
transformačních vztazích mezi souřadnými rámci publikací na téma /tf. Cílem druhé je
naopak zaznamenávat příchozí zprávy z tématu /tf a z těchto zpráv budovat interní stro-
movou strukturu. Stromová struktura umožňuje jednoduše vyhledávat informace o vztahu
mezi dvěma libovolnými rámci a provádět tak mezi nimi příslušné transformace. Každý uzel
stromu představuje některý ze souřadnicových rámců a každá hrana transformační vztah
mezi otcovským a synovským rámcem.
Transformace je možné provádět pouze mezi rámci stejného stromu. V některých pří-
padech může dojít k situaci, že zprávy na tématu /tf vytvoří dvě či více nepropojených
stromových struktur. Tento zpravidla chybný stav svědčí o absenci informace popisující
transformační vztah mezi některými částmi robotického systému. Pro grafické znázornění
celého stromu transformací a tím i rychlé odhalení podobných problémů je možné použít
nástroj view frames. Příklad výstupu nástroje view frames je uveden na Obrázku 5.7.
5.3.2 Implementace
Chod pozicionéru je řízen dvěma časovači. První z časovačů, jenž je periodicky obnovován
až do jeho zastavení při vypršení limitu druhého časovače, má časový limit 0.1 sekundy. Při
každém jeho vypršení je zavolána služba pro detekci míčku či lidské dlaně nabízená detekto-
rem. Získané souřadnice, které jsou výstupem detektoru, jsou následně pomocí hloubokvých
dat kinectu a informace o poloze kamery převedeny do 3D souřadnic kamery a uloženy
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Obrázek 5.7: Část transformačního stromu robota TurtleBUT2.
do vektoru detekovaných objektů. Každá položka tohoto vektoru obsahuje 3D souřadnice
středu detekovaného objektu v souřadném systému kamery a také počet detekcí daného
objektu. V případě, že se ve vektoru již vyskytuje záznam o objektu, který se nachází na
velmi podobných souřadnicích jako nově detekovaný objekt, a je tedy vysoká pravděpodob-
nost, že se jedná o tentýž objet, není do vektoru přidán nový záznam, ale existující záznam
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jenahrazen průměrem původních a nových hodnot souřadnic a rovněž zvýšením hodnoty
čítače.
Obrázek 5.8: Schéma znázorňující pozici a orientaci robota (zbarvený šedě) vzhledem k
detekovaným objektům (zbarveny žlutě) včetně plánu pohybu (červeně) nejprve při kon-
stantní orientaci robota v prostoru a v druhém případě při vypočtené orientaci robota.
Tmavá výseč v nákresu robota značí jeho přední stranu.
Druhý z časovačů má časový limit 3 sekundy. Při jeho vypršení jsou nejprve oba čítače
zastaveny a následně je zpracován vektor detekovaných objektů. Tento vektor obsahuje
všechny záznamy o detekovaných objektech, které do něj byly uloženy během posledních 30
vypršení prvního čítače. Všechny záznamy jsou napřed převedeny pomocí funkcí knihovny tf
ze souřadného systému kamery do souřadného systému podstavy robota (má-li následovat
pohyb k objektu) nebo do souřadného systému spodní otočné části robotického ramene
(následuje-li akce uchopení či umístění). Následně je vybrán záznam popisující objekt, který
se nachází k robotu nejblíže a který byl ze všech 30 provedených detekcí detekován alespoň
pětkrát. Podmínka pěti detekcí má význam zejména pro odstranění falešných detekcí.
Souřadnice z vybraného záznamu, jsou v případě, že bude následovat přemístění robota
k objektu (nikoliv uchopení objektu), upraveny tak, aby nepopisovaly střed samotného
objektu, ale polohu bodu, na nějž je cílem robota přemístit. Tento bod se nachází na
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spojnici mezi výchozí pozicí robota a detekovaným objektem v konstantní vzdálenosti od
detekovaného objektu. Tato vzdálenost D, jenž je vyznačena na Obrázku 5.8 i na Obrázku
5.10 modrou úsečkou, závisí především na rozměrech podstavy robota a dosahu robotického
ramene. Pro robota TurtleBUT2 se osvědčila vzdálenost 45 centimetrů.
Dále je kromě pozice vypočtena i cílová orientace robota, která slouží zejména pro
natočení manipulátoru ve směru osy z nebo pro zjednodušení cesty pohybu robota. První
polovina Obrázku 5.8 demonstruje čtyři situace, v nichž je robotu nastavena konstantní
orientace i konstantní relativní pozice vzhledem k detekovanému míčku. V druhé polovině
jsou zobrazeny stejné situace při nastavení vypočteného úhlu natočení robota směrem k
míčku a stanovení cílové pozice na spojnici detekovaného objektu a výchozího bodu robota.
Pro správné provedení zmíněných výpočtů orientace i cílové pozice i pro práci s transfor-
macemi je nezbytné znát určitá fakta o souřadnicovém systému robota týkající se především
orientace souřadných os a používaného metrického systému. Dle zavedených konvencí platí,
že všechny souřadnicové systémy ROSu podléhají pravidlu pravé ruky s následující orientací
os:
• x vpřed
• y doleva
• z vzůru
Výjimku tvoří pouze souřadnicový systém kamery, pro který platí orientace:
• z vpřed
• x doprava
• y dolů
Základní délkovou jednotkou je metr a základní jednotkou pro měření úhlů radián.
Obrázek 5.9: Souřadný systém robota z pohledu shora.
Při výpočtu úhlu natočení i cílové pozice je předpokládáno, že se objekt nachází v
prvním kvadrantu. Pro tento postup jsem si zavedla pomocné modifikátory mx a my a
základní úhel α0, které slouží k úpravě os souřadného systému a vypočtení správného úhlu
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I. II. III. IV.
yO ≥ yR yO < yR
xO ≥ xR xO < xR xO ≤ xR xO > xR
mx 1 -1 -1 1
my 1 1 -1 -1
α0 0 pi pi 0
natočení. Hodnoty modifikátorů i základního úhlu pro všechny kvadranty jsou uvedeny v
následující tabulce.
Označíme-li vzdálenost detekovaného objektu od počátku souřadného systému ve směru
osy x písmenem a a ve směru osy y písmenem b, platí dle pravidla o podobnosti trojúhelníků
vztah
u
v
=
a
b
(5.4a)
v = u
b
a
, (5.4b)
kde u a v jsou vzdálenosti ve směru osy x i osy y mezi výchozí pozicí robota nacházející
se v počátku souřadné soustavy a cílovou pozicí robota. Pro názornost slouží Obrázek 5.10.
Obrázek 5.10: Schéma znázorňující výpočet cílové pozice P v prvním kvadrantu souřad-
ného systému. Výchozí pozice robota se nachází v počátku souřadného systému v bodě R,
detekovaný objekt leží v bodě O.
Vzdálenost d, kterou robot urazí z výchozí pozice R do cílové pozice P , je možné vy-
počítat pomocí vztahu
d =
√
a2 + b2 −D, (5.5)
kde D představuje předem určenou konstantní vzdálenost mezi cílovou pozicí robota a
detekovaným objektem.
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V případě, že je vzdálenost a nulová (detekovaný objekt leží na rozhraní prvního a
čtvrtého kvadrantu nebo druhého a třetího kvadrantu vzhledem k souřadnému systému
robota) platí, že i u je rovno nule a v má velikost d. V případě, že je nulová vzdálenost b
(detekovaný objekt leží na rozhraní prvního a druhého kvadrantu nebo třetího a čtvrtého
kvadrantu vzhledem k souřadnému systému robota) analogicky platí, že v je rovno nule a
u je rovno velikosti d.
Ve všech ostatních případech je nutné provést následující výpočet vycházející z Pytho-
gorovy věty pro pravoúhlý trojúhelník.
u2 + v2 = d2 (5.6a)
u2 +
(
u
b
a
)2
= d2 (5.6b)
a2u2 + b2u2 = a2d2 (5.6c)
u2 =
a2d2
a2 + b2
(5.6d)
u =
√
a2d2
a2 + b2
(5.6e)
Dosazením známých hodnot do vzorce 5.4b získáme hodnotu v. Souřadnice xP a yP
cílové pozice P je poté možné umístit do správného kvadrantu prostřednictvím zavedených
modifikátorů.
xP = mxu
yP = myv.
(5.7)
Úhel natočení robota kolem souřadné osy z je dán vztahem
α = mxmy
(
arctan
(v
u
)
− α0
)
. (5.8)
Výsledná informace o souřadnicích cílové pozice i úhlu natočení je nakonec zapouzdřena
do zprávy a publikována na téma /goal coords a /goal angle pro následné použití uzlem
pohybu nebo manipulátorem.
5.4 Uzel pohybu a rotace
Pohyb mobilních robotů v prostoru se uskutečňuje ve většině případů prostřednictvím pod-
vozku, který může být různých typů od kolového, pásového až po podvozek napodobující
lidské či zvířecí končetiny. Podvozek robota TurtleBUT2 je tvořen modifikovaným robotic-
kým vysavačem Roomba 530 opatřeným dvěma postranními ovládatelnými koly a dvěma
pomocnými koly nacházejícími se v přední a zadní části.
5.4.1 Řízení pohybu robota
K řízení pohybu robota je možné přistupovat dvěma hlavními způsoby. Prvím způsobem
je ovládání na nižší úrovni spočívající v předání informace o požadované lineární a úhlové
rychlosti ovladači podvozku, který pak ze zadaných hodnot spočítá a nastaví rychlosti mo-
toru pro pravé a levé kolo. Předání lineární a úhlové rychlosti do ovladače se uskutečňuje
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pomocí zpráv typu geometry msgs/Twist publikovaných na téma /cmd vel. Zprávy obsa-
hují položky pro nastavení lineárních i úhlových rychlostí ve směru os x, y i z. Jelikož se
však v případě TurtleBUT2 jedná o pozemního neholomického robota, význam mají pouze
dvě z těchto položek, kterými jsou lineární rychlost ve směru osy x a úhlová rychlost ve
směru osy otáčení z.
Sofistikovanějším způsobem řízení pohybu robota je použití balíčku move base, který je
schopen s využitím dalších komponent zajistit bezpečný přesun robota na zadané místo v
prostoru. Pro naplánování bezkolizní trajektorie využívá move base dva plánovače:
• globální plánovač - navrhuje trajektorii robota pro dosažení cílů nacházejících se ve
větší vzdálenosti
• lokální plánovač - zohledňuje i menší překážky v cestě a je primárně určen pro pláno-
vání cesty k bližším cílům.
Pro správnou funkci obou plánovačů je nutné mít informace o překážkách nacházejících
se v okolí robota. Tyto informace jsou primárně získávány použitím laserového skeneru,
který je schopen monitorovat okolní prostředí robota až do vzdálenosti několika metrů.
Na základě laserových dat a informace o aktuální pozici robota, získané zpravidla z dat
odometrie, vytváří balíček costmap 2d globální a lokální cenovou mapu prostředí. Jedná se
o matici hodnot (cen), kde každá buňka reprezentuje určitou pozici v prostoru. Hodnota
buňky je definována celým číslem v rozsahu od 0 do 255, kde 0 indikuje volný prostor, 254
nacházející se překážku a 255 nedostatek informací o dané pozici.
Další hodnoty v rozsahu od 128 do 253 jsou vytvořeny procesem inflace, během něhož
jsou propagovány hodnoty obsazených buněk do okolních buněk s rovnoměrně klesající
hodnotou podle vzdálenosti až do dosažení takzvaného inflačního poloměru, který odpo-
vídá přibližně poloměru základny robota. Tyto inflační hodnoty se rozdělují podle významu
na vepsané (hodnota 253) a opsané (hodnoty od 128 do 252). Jako vepsané jsou označeny
buňky nacházející se v menší vzdálenosti od překážky, než činí velikost vepsaného poloměru
základny robota. V důsledku to znamená, že pokud se střed robota nachází na pozici ozna-
čené touto buňkou, pak je jisté, že se některá z částí robota nachází v kolizi s překážkou.
Podobně je tomu u opsané hodnoty, kde však hranici tvoří opsaný poloměr robota. Pokud
se střed robota nachází na některé z pozic reprezentovaných buňkou s opsanou hodnotou,
závisí na orientaci robota, zda se nachází v kolizi s překážkou či nikoliv. Pro názornost
slouží Obrázek 5.11.
Obrázek 5.11: Znázornění procesu inflace. Černou barvou je označena překážka, šedou pod-
stava robota, červeně buňky s vepsanou hodnotou, žlutě buňky s opsanou hodnoty.
Cenová mapa je tvořena několika vrstvami. Jsou jimi především statická mapa, vrstva
překážek, inflační vrstva a vrstva podstavy robota. Kromě toho je možné přidat i uživatelsky
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vytvořenou vrstvu v podobě pluginu. To může být výhodné například v situaci, kdy není
žádoucí, aby se robot pohyboval v určité oblasti mapy i přesto, že se v ní nemusí vyskytovat
viditelné překážky.
Balíček move base poskytuje velké množství konfiguračních parametrů, pomocí kterých
je možné ovlivňovat vlastnosti globální i lokální cenové mapy a chování plánovačů. Jedná
se například o parametry definující velikost, rozlišení a typ mapy, použité pluginy, nebo i
úkony prováděné během zotavovací akce, o niž se plánovač pokusí v případě uvíznutí robota.
Těmito akcemi jsou zpravidla rotace na místě a případné odstranění překážek z části nebo
z celé mapy. Teprve v případě, že se ani pomocí všech zotavovacích akcí nepodaří robota
osvobodit, je celá operace přerušena a reportován neúspěch.
5.4.2 Implementace uzlu otáčení
Z návrhu aplikace vyplývá existence dvou situací, v nichž je potřeba měnit pozici či orientaci
robota. Prvním případem je pohyb robota směren k detekovanému objektu (míčku či ruce),
druhým pak rotace robota na místě o určitý úhel kolem souřadné osy z v případě, že při
původním natočení nebyly v obraze detekovány požadované objekty.
Pro implementaci rotace jsem využila jednoduššího ze způsobů ovládání spočívajícího v
publikování lineární a úhlové rychlosti robota na téma /cmd vel. Jelikož se v tomto případě
jedná o rotační pohyb na místě, nenulovou hodnotou bude pouze úhlová rychlost otáčení
kolem osy z.
Jako vhodná velikost úhlu, o nějž se robot otočí během jedné akce před zahájením
další detekce, se osvědčila hodnota pi/4. Zorný úhel kinectu je přibližně pi/3, bude tedy při
více po sobě následujících rotacích docházet k částečnému překrytí zorných výsečí jako je
demonstrováno na Obrázku 5.12, což je však žádoucí zejména kvůli případné setrvačnosti
robota po ukončení rotace nebo neúspěšné detekci míčků nacházejících se na okraji obrazu
vlivem zhoršené kvality obrazu v těchto místech.
Obrázek 5.12: Zorné výseče robota. Červená výseč zobrazuje počáteční stav, modrá stav po
rotaci robota o konstatní úhel pi/4.
Robotu jsou tedy ve smyčce zasílány příkazy k pohybu až do chvíle, než je dosažen
požadovaný úhel pi/4. Pro zjištění aktuálního úhlu pootočení je využit relativní vztah mezi
počáteční a aktuální transformací souřadného systému mapy do souřadného systému pod-
stavy robota. Na transformace je možné obecně pohlížet jako na matice 4x4 a provádět nad
nimi maticové operace. Označíme-li počáteční transformaci TMA, aktuální transformaci
TMB a relativní transformaci mezi nimi TAB, poté platí následující vztah.
TMA ∗ TAB = TMB (5.9a)
TAB = T
−1
MA ∗ TMB (5.9b)
28
Z relativní transformace TAB je možné jednoduše získat velikost aktuálního úhlu poo-
točení kolem osy z. Za účelem plynulého dokončení pohybu s omezením setrvačnosti robota,
není na téma /cmd vel publikována trvale konstantní úhlová rychlost, ale rychlost závisející
na velikosti aktuálního úhlu αA a cílového úhlu αC vypočtená dle následujícího funkčního
předpisu.
v = 5 ∗ (αC − αA)3 (5.10)
Z testů provedených na reálném robotu vyplynulo (viz Kapitola 6.3), že k rotačnímu
zpoždění dochází pouze v simulátoru a nikoliv v reálném prostředí. Proto i výpočet klesající
rychlosti dle funkce 5.10, má význam pouze při spuštění aplikace v simulovaném prostředí.
5.4.3 Implementace uzlu pohybu
Uzel pohybu využívá na rozdíl od uzlu rotace komplexnější způsob řízení robota prostřednic-
tvím balíčku move base, který zajišťuje bezkolizní navigaci robota v prostoru. Požadovaný
cíl pohybu je tomuto balíčku předán přes klientskou a serverovou část knihovny actionlib,
jež poskytuje standardní rozhraní pro zadávání různých zpravidla déle trvajících robotic-
kých úloh, získávání průběžné zpětné vazby a také konečného výsledku provedené akce.
Cílem je v případě použití balíčku move base požadovaná cílová pozice a orientace robota
zapouzdřená do zprávy move base msgs::MoveBaseAction. Jelikož informace o cílové po-
zici robota je z velké míry předzpracována pozicionérem (viz 5.3) a odeslána na téma
/goal coords, úkol uzlu pohybu je velice triviální. Je jím pouze přijetí této zprávy, její
převod do formátu move base msg::MoveBaseAction a následné odeslání serveru knihovny
actionlib, který již zajistí provedení odpovídající akce balíčkem move base.
5.4.4 Plugin move base
Prvkem, který definuje, zda se na určité pozici v prostoru vyskytuje překážka nebo ne, je
cenová mapa. Jak bylo zmíněno v Kapitole 5.4.1, vstupem pro vytvoření cenové mapy jsou
data z laserového skeneru. Laserový skener je schopen snímat prostředí do velké vzdále-
nosti, ale bohužel není s jeho pomocí možné zaznamenat objekty malých rozměrů, jakými
jsou například i tenisové míčky. Je-li tedy žádoucí, aby se robot při svém pohybu v pro-
storu vyhýbal tenisovým míčkům, je nutné přidat informace o detekovaných míčcích do
cenové mapy. Vhodným způsobem jak toho dosáhnout je vytvořit pro detekované míčky
novou vrstvu cenové mapy a tu následně použít jako plugin pro vytvoření výsledné lokální
i globální cenové mapy. Pro správnou funkcionalitu je nutné pro tuto vrstvu předefino-
vat chování některých virtuálních metod třídy costmap 2d::Layer a to především metody
updateBounds, která vymezí jaká část cenové mapy bude aktualizována a updateCosts,
která modifikuje výslednou cenovou mapu podle hodnot v dané vrstvě.
Plugin pro přidávání detekovaných míčků se nazývá ball picker layer. Uzel imple-
mentující tento plugin je přihlášen k odběru zpráv z tématu /costmap custom obstacles,
na které pozicionér publikuje souřadnice detekovaných míčků v souřadném systému mapy.
Tyto souřadnice jsou pomocí metody worldToMap převedeny na odpovídající index cenové
mapy a následně při nejbližší aktualizaci zaznamenány do lokální cenové mapy v podobě
hodnoty 245 označující překážku na daném indexu.
Při zápisu pluginů do konfiguračních souborů je nutné dodržet správné pořadí, aby
došlo k procesu inflace i nad překážkami v podobě míčku. Nejprve je tedy uvedena vrstva
překážek s vrstvou detekovaných míčků a teprve nakonec inflační vrstva.
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Co se týče odstranění míčku z mapy při uchopení manipulátorem, rozhodla jsem se
aktualizovat a vyčistit vždy celou mapu namísto konkrétní oblasti v níž se míček nachází.
I přesto, že se tento přístup může jevit jako neefektivní, má své opodstatnění zejména v
tom, že převod míčku do mapy není dostatečně přesný na to, aby umístil míček nacházející
se na jedné pozici vždy do stejné buňky na mapě. Při delším běhu aplikace, během něhož
by došlo k velkému počtu detekcí avšak malému počtu uchopení by mohlo po čase dojít k
zaplnění mapy falešnými detekcemi míčku a chybné navigaci robota pomocí move base.
5.5 Manipulátor
Obdobně jako u řízení pohybu robota, existují i v případě ovládání robotického ramene dva
základní přístupy. Prvním z nich je ovládání polohy jednotlivých kloubů spojujících části
ramene publikováním velikosti úhlu otočení na příslušné téma.
Druhým způsobem je použití frameworku MoveIt!. Jedná se o open-source kolekci ba-
líčků poskytujících sadu funkcí pro bezkolizní plánování a realizaci pohybu robotických ra-
men různých typů a manipulace s předměty [2]. Primární komponentou je balíček move group.
Mezi úkony, které je schopen tento balíček vykonat, patří například umístění ramene do
předem definované pozice, umístění koncového bodu ramene na určenou pozici v prostoru
nebo dokonce uchopení a položení předmětů.
Pro svou funkci vyžaduje balíček move group určité informace o robotickém rameni.
Jedná se zejména o fyzický popis robota zapsaný v URDF souboru, sémantický popis
zapsaný v souboru SRDF a některá další konfigurační specifika daného modelu robota,
kterými mohou být například limitní hodnoty jednotlivých kloubů.
Pro vygenerování SRDF souboru a většiny konfiguračních souborů je výhodné použít
asistenční balíček. Ten vyžaduje na vstupu URDF soubor a několik vstupních informací od
uživatele, týkajících se zejména uspořádání jednotlivých částí ramene do řetězce, označení
fixních kloubů a zadání virtuálního kloubu, skrz nějž je robot propojen s okolním světem.
Balíček move group komunikuje s robotem prostřednictvím témat a akcí. Získává průběžně
informaci o stavu jednotlivých kloubů (z tématu /joint states) a o aktuální pozici robota
odvozené ze stavu transformací (publikovaných na téma /tf). Na základě těchto informací
a požadavku na pohyb, dává příkazy jednotlivým kontrolérům prostřednictvím rozhraní
FollowJointTrajectoryAction.
Pro naplánování trajektorie pohybu používá MoveIt! plánovače implementované v open-
source knihovně OMPL (Open Motion Planning Library).
5.5.1 Implementace
Mým původním cílem bylo využít prostředků MoveIt! pro uchopení detekovaného míčku na-
cházejícího se na souřadnicích získaných prostřednictvím pozicionéru. Jelikož TurtleBUT2
nedisponuje rozhraním typu GripperCommand pro zadávání příkazů kontroléru koncového
chapadla, nebylo možné použít funkci pro uchopení objektu. Jako alternativní možnost jsem
zvolila využití funkce pro umístění koncového manipulátoru do pozice několik centimetrů
nad úroveň detekovaného míčku a následné sevření koncového chapadla robota do předem
dané neměnné pozice pomocí publikace úhlu natočení na příslušné téma. Bohužel se během
testování této implementace v simulátoru ukázalo, že MoveIt! nepracuje s robotickým ma-
nipulátorem zcela korektně a především v případě umístění robota na nenulové souřadnice,
neodpovídala pozice koncového manipulátoru pozici, na níž se míček nacházel. Jelikož byly
získané výsledky velmi pochybné a ani po delším pátrání se nepodařilo zjistit příčinu tohoto
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chování, bylo nutné od použití balíčku MoveIt! nakonec upustit a navrhnout alternativní
řešení.
Toto konečné řešení je založeno na převodu souřadnic detekovaného míčku na hodnoty
natočení jednotlivých kloubů robotického manipulátoru. Robotické rameno sestává z něko-
lika částí (viz Obrázek 5.13) propojených následujícími klouby:
• ramenní kloub A otočný kolem osy z
• ramenní kloub B otočný kolem osy y
• loketní kloub C otočný kolem osy y
• zápěstní kloub D otočný kolem osy x
• dva protichůdné prstové klouby E a F otočné kolem osy z
Pro umístění chapadla manipulátoru na pozici míčku je nutné provést nejprve transfor-
maci souřadnic detekovaného míčku z rámce kamery do rámce ramene tak, aby se ramenní
kloub A nacházel v počátku soustavy souřadnic. Tuto činnost zajišťuje pozicionér. Ze získa-
ných souřadnic je následně vypočten úhel rotace kolem osy z, který odpovídá úhlu natočení
ramenního kloubu A, a vzdálenost d v rovině osy x a y mezi ramenním kloubem A a
detekovaným míčkem.
Obrázek 5.13: Zjednodušený nákres robotického ramene a základny robota při pohledu z
boční strany.
Od vzdálenosti d je pro usnadnění dalších výpočtů odečtena vzdálenost f , reprezentující
délku ramenní části mezi klouby A a B. Délky jednotlivých částí manipulátoru f , s1 a s2
jsou získány pomocí transformací mezi jednotlivými souřadnými rámci.
Pro získání úhlů natočení kloubu B a kloubu C je nutné provést několik výpočetních
kroků. Prvním z nich je výpočet hodnoty s3 podle Pythagorovy věty pro popis pravoúhlého
trojúhelníka. Hodnota s3 reprezentuje délku strany pomocného obecného trojúhelníka, jenž
je zobrazen na Obrázku 5.14 a Obrázku 5.15 světle žlutou barvou a současně přeponu
pravoúhlého trojúhelníka s odvěsnami z a e.
s3 =
√
z2 + e2 (5.11)
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Obrázek 5.14: Demonstrace výpočtu úhlů ramenních kloubů s míčkem nacházejícím se pod
úrovní základny robotického ramene.
Obrázek 5.15: Demonstrace výpočtu úhlů ramenních kloubů s míčkem nacházjícím se nad
úrovní základny robotického ramene.
Výchozím vzorcem pro výpočet úhlů α a β je kosinová věta.
s22 = s
2
1 + s
2
3 − 2s1s3 cosα (5.12a)
2s1s3 cosα = s
2
1 + s
2
3 − s22 (5.12b)
α = arccos
(
s21 + s
2
3 − s22
2s1s3
)
(5.12c)
s23 = s
2
1 + s
2
2 − 2s1s2 cosβ (5.13a)
2s1s2 cosβ = s
2
1 + s
2
2 − s23 (5.13b)
β = arccos
(
s21 + s
2
2 − s23
2s1s2
)
(5.13c)
Zatímco β představuje opačnou hodnotu úhlu natočení loketního kloubu C, výsledné
natočení ramenního kloubu B je v případě, že se detekovaný míček nachází pod úrovní
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základny ramene (respektive nad úrovní základny ramene), upravit odečtením (respektive
přičtením) úhlu α′, vypočteného podle vztahu 5.14.
α′ = arctan
(z
e
)
(5.14)
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Kapitola 6
Testování aplikace
Testování představuje významnou fázi životního cyklu software. Mělo by dávat vývojáři
jasnou představu o funkčnosti jednotlivých částí aplikace a odhalit veškeré nedostatky řešení
již v průběhu vývoje aplikace.
6.1 Testování na obrazových datech
Pro testování detektoru byly v první fázi využity pouze obrazová data zachycená videoka-
merou integrovanou do notebooku. Později byla využita kombinace obrazových a hloubko-
vých dat z kinectu uložených v rosbag souboru. Ukázalo se, že rozpoznání objetků je do
značné míry závislé na dobrých světelných podmínkách a limitované vzdáleností objektu
od kinectu, která by neměla přesáhnout několik metrů1. I přesto však, zejména pro účely
demonstrační aplikace, bylo možné označit výsledky detektoru za kvalitní.
6.2 Testování v simulátoru
Pro testování pohybových funkcí robota byl využit robotický simulátor Gazebo (viz Kapi-
tola 3). Ještě před zahájením testování se však objevila komplikace v podobě chyby repor-
tující porušení ochrany paměti při pokusu o spuštění simulátoru. Tuto chybu se podařilo
odstranit a simulátor úspěšně spustit teprve až po odinstalování ovladače grafické karty
(konkrétně balíčku fglrx). Záhy však nastal obdobný problém při čtení kteréhokoliv tématu
kamery. Ukázalo se, že simulátor Gazebo je značně závislý na hardware vybavení počítače
a to zejména na typu grafické karty. Na mém stroji Toshiba C660 s grafickou kartou AMD
Mobility Radeon HD řady 5000 se nakonec simulátor zprovoznit nepodařilo, byla mi však
naštěstí poskytnuta příležitost pracovat na zapůjčeném stroji, na kterém již bylo možné
simulátor plnohodnotně využívat.
Pro účely testování detekčních a pohybových funkcí aplikace jsem nejprve používala
model robota Turtlebot z balíčku turtlebot simulator. Ten vykazoval velmi dobré a
stabilní výsledky, jak při autonomní navigaci robota k míčku použitím balíčku move base,
tak i při rotaci na místě kolem osy z. Po aktualizaci modelu robota TurtleBUT2 pro použití
ve verzi Hydro operačního systému ROS jsem provedla stejné testy i s tímto modelem.
Rozdíl mezi těmito modely se značně projevil jak při rotaci, tak i navigaci k míčku. Při
rotaci na místě se model TurtleBUT2 vyznačoval oproti modelu Turtlebot velkým rotačním
1Nejlepší výsledky byly získány pro detekci objektů nacházejících se do vzdálenosti jednoho metru od
kamery kinectu.
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zpožděním způsobeným pravděpodobně jeho vyšší hmotností. Bylo tedy nutné přizpůsobit
uzel rotace tomuto chování postupným zpomalováním rotačního pohybu a vložením časové
prodlevy mezi dokončení pohybu a zahájení procesu detekce. Větší problém představovala
však spíše špatně fungující autonomní navigace. Zatímco při použití modelu Turtlebot,
dojel robot téměř vždy na požadované souřadnice, u modelu TurtleBUT2 se začal robot
pohybovat zpravidla v opačném směru nebo vykonávat nesmyslné rotace aniž by se i po
dlouhém časovém intervalu dostal na zadané místo. Toto negativní chování se nakonec
podařilo eliminovat modifikací konfiguračních souborů robota pro balíček move base.
6.3 Testování na reálném zařízení
Nejkomplikovanější část představovalo testování aplikace na reálném robotu. Nejen, že se ne
vždy podařilo úspěšně zapojit a spustit všechny komponenty robota, ale značně nepříjem-
nou vlastností bylo nedeterministické chování témat kamery. TurtleBUT2 používá několik
různých názvů pro témata kamery, přižemž vždy jsou aktivní pouze některé z nich. Při
prvním spuštění mohou být tedy hloubková data kamery publikována například na téma
/cam3d/depth/image raw, avšak při dalším spuštění je již toto téma prázdné a jeho funkci
přebírá například téma /camera/depth registered/image raw. Testování rovněž kompli-
kovala poměrně krátká výdrž baterie napájející manipulátor a servo kinectu, která i po
nabití vydržela v provozu nanejvýše 2 hodiny.
Oproti modelu vykazoval reálný robot jisté odlišné vlastnosti i co se týče ovládání
natočení kinectu publikováním zpráv na topik /dynamixel/kinect controller/command.
Zatímco u simulovaného modelu po zaslání příkazu zůstal kinect v požadované poloze, u
reálného robota se téměř okamžitě vrátil zpět do výchozí nulové pozice. Pro tento případ
byl dodatečně implementován uzel, jehož funkcí bylo periodicky zasílat zprávy s požado-
vaným úhlem na téma kinectu a znemožnit tak jeho návrat do nulové pozice. Co se týče
pohybových funkcí reálného robota, nevykazoval žádné známky rotačního zpoždění jako
tomu bylo u simulačního modelu, avšak bohužel správnou funkčnost autonomní navigace
robota s použitím move base se nepodařilo zajistit ani úpravou konfiguračních souborů.
Poslední avšak významný problém, který byl během testování odhalen, představoval
nesoulad mezi popisem robota uvedeného v URDF souborech a reálného zařízení. Tento
problém se týkal zejména kamery kinectu. Při natočení kinectu pomocí serva se totiž nemě-
nila pouze rotace, jak bylo předpokládáno v popisu robota, ale i pozice kamery ve směru
osy x a z, a to dokonce o několik centimetrů. Tato odchylka poté způsobila poměrně velkou
chybu při převodu souřadnic z rámce kamery do jiného souřadnicového rámce a v důsledku
toho i nemožnost přesného umístění manipulátoru na souřadnice detekovaného objektu.
6.4 Výsledek testování
Z výsledků testování vyplynulo, že před možným použitím vytvořené aplikace na reál-
ném zařízení TurtleBUT2, by bylo nejprve potřeba opravit konfiguraci samotného robota,
zejména balíčku tb description a tb navigation.
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Kapitola 7
Závěr
Cílem této práce bylo navrhnout a implementovat aplikaci pro demonstraci možností někte-
rého z mobilních robotů nacházejících se na Ústavu Počítačové grafiky a multimédií. Tohoto
cíle se mi podařilo dosáhnout vytvořením aplikace Ball Picker navržené pro názornou ukázku
vizuálních, pohybových i manipulačních možností robota TurtleBUT2. Aplikace prezentuje
tyto schopnosti hravou formou spočívající ve sbírání tenisových míčků nacházejících se v
okolí robota a následném podávání těchto míčků do ruky nedaleko stojícího člověka.
I přesto, že by tato aplikace pravděpodobně nenašla praktické uplatnění jako nástroj
usnadňující práci tenistům na kurtu, zejména kvůli nízké rychlosti robota a nízkému roz-
lišení kinectu, které znemožňuje detekce vzdálenějších objektů, jedná se o plně funkční
aplikaci, která dokáže na první pohled zaujmout a splňuje účel, pro který byla navržena.
Zároveň však poskytuje také prostor pro případné budoucí vylepšení a další vývoj. Dala by
se obohatit například o uživatelské rozhraní a programovatelnost ze strany uživatele nebo
o schopnost rozpoznávat kromě tenisových míčků i jiné předměty.
Pro splnění požadavků kladených na aplikaci jsem se musela seznámit především s růz-
nými principy z oblasti počítačového vidění, práce s obrazem pomocí knihovny OpenCV
a také s možnostmi robotického operačního systému ROS. Ve většině případů jsem čer-
pala informace z internetových zdrojů, a to zejména z ROS wiki, která představuje hlavní
dokumentační zdroj k tomuto robotickému operačnímu systému.
Je mi ctí, že se mi díky této práci naskytla příležitost nahlédnout detailněji do oboru
robotiky a získat znalost o základních principech řízení robotů, o kterých jsem až doposud
neměla podrobnější představu. Pevně doufám, že se toto dílo bude moci stát odrazovým
můstkem pro ty, kteří by se tomuto oboru chtěli také začít věnovat, nebo již začali, ale
narazili na podobné problémy, se kterými jsem se setkala při tvorbě demonstrační aplikace
i já a jejichž řešení bylo naznačeno v předchozích kapitolách.
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