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Until now, the concept of digital ðt;m; sÞ-nets is the most powerful concept for the
construction of low-discrepancy point sets in the s-dimensional unit cube. In this
paper we consider a special class of digital nets over Z2, the so-called shift nets
introduced by W. Ch. Schmid, and give bounds for the quality parameter t of such
nets. # 2002 Elsevier Science (USA)
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Until now, the most powerful constructions of low-discrepancy point sets
in the s-dimensional unit cube were based on the concept of ðt;m; sÞ-nets. A
detailed theory on this topic was developed in Niederreiter [5] (see also [6,
Chapter 4] for a survey of this theory).
ðt;m; sÞ-nets in a base b provide sets of bm points in the half open s-
dimensional unit cube, which are extremely well distributed if the quality
parameter t is ‘‘small’’. We follow [6] in our basic notation.
Definition 1.1. Let b 2, s  1 and 0 t  m be integers. Then a
point set P consisting of bm points in Is :¼ ½0; 1Þs forms a ðt;m; sÞ-net in base
b, if every subinterval J ¼
Qs
i¼1 ½aib
di ; ðai þ 1ÞbdiÞ of Is with integers di  0
and 0 ai5bdi for 1 i  s and of volume btm contains exactly bt points
of P . Furthermore, P is called a strict ðt;m; sÞ-net in base b if t is the least
value u such that P is a ðu;m; sÞ-net in base b.
In practice all concrete constructions of ðt;m; sÞ-nets in a base b are based
on a general construction scheme which is the concept of digital point sets.
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DIGITAL SHIFT NETS OVER Z2 445In this paper we only consider digital point sets generated over the ﬁeld
Z2. For a general deﬁnition see for example [3] or [6].
Definition 1.2. Let s 1 and m 1 be integers. Choose s m	 m
matrices C1; . . . ;Cs over Z2 and consider the following construction
principle for point sets P consisting of 2m points in Is.





with nr 2 Z2, for all 0 r  m 1, be the digit expansion of n in
base 2. Now, for all 1 i s, multiply the matrix Ci with the vector
n! ¼ ðn0; . . . ; nm1Þ
T of digits of n in Z2,
Ci  n
!












If for some integer t with 0 t  m the point set consisting of the points
xn ¼ ðxð1Þn ; . . . ; x
ðsÞ
n Þ
for n ¼ 0; 1; . . . ; 2m  1, is a (strict) ðt;m; sÞ-net in base 2, then it is called a
(strict) digital ðt;m; sÞ-net over Z2.
For digital nets, the strict quality parameter t can be determined in terms
of linear algebra. For this purpose we need the following
Definition 1.3. Let C1; . . . ;Cs be s m	 mmatrices over Z2. Then deﬁne
r ¼ rðC1; . . . ;CsÞ to be the largest number such that for any choice of
nonnegative integers d1; . . . ; ds with d1 þ    þ ds ¼ r the system of the
first d1 rows of C1; together with the
first d2 rows of C2; together with the
..
.
first ds rows of Cs
is linearly independent over Z2.
FRIEDRICH PILLICHSHAMMER446With this quantity r we can now determine the strict quality parameter t
of a digital net generated by the matrices C1; . . . ;Cs over Z2. The following
lemma is a special case of Theorem 4.28 in [6].
Lemma 1.1. The point set constructed by the digital method with the m	
m matrices C1; . . . ;Cs over Z2 with r ¼ rðC1; . . . ;CsÞ is a strict digital
ðm r;m; sÞ-net over Z2.
Now in [7] Schmid introduced a special class of digital nets over Z2, the so-
called shift nets. A shift net originally is a digital ðt; s; sÞ-net over Z2. By
certain ‘‘propagation rules’’ (see [8, Lemma 3]), nets with other parameters m
and s can be derived from these nets (however with a certain loss of quality).
A shift net based on the s	 s matrices C1; . . . ;Cs over Z2 is characterised
by the ﬁrst matrix C1.
Let a1; . . . ; as 2 Z
s
2 be the column vectors of C1. Then for k ¼ 2; . . . ; s the
matrix Ck is deﬁned by
Ck :¼ ðaskþ2; . . . ; as; a1; . . . ; askþ1Þ:
Unfortunately, until now there were no theoretical results on the existence
of shift nets, but by computer search it turned out, that there exist for many
dimensions s shift nets of very high quality (see again [7]).
It is the aim of this paper to give bounds for the quality parameter t of
digital ðt; s; sÞ shift nets over Z2. Theorem 2.1 provides a general lower bound
on t valid for all s  1. In Section 3 we introduce an algebraic notation for
the matrices generating a shift net over Z2 and for the quantity r from
Lemma 1.1. (Proposition 3.1). Finally we prove with the help of Proposition
3.1 the existence of digital ðt; s; sÞ shift nets over Z2 with t  dð4sÞ=5e for all
primes s such that 2 is a primitive root modulo s.
2. BOUNDS FOR THE QUALITY PARAMETER OF SHIFT NETS
We have the following lower bound for the quality parameter t of digital
ðt; s; sÞ shift nets over Z2:







The following theorem gives a sufﬁcient condition on t for the existence of
a digital ðt; s; sÞ shift net over Z2 for some special s.
DIGITAL SHIFT NETS OVER Z2 447Theorem 2.2. Let s be a prime such that 2 is a primitive root modulo s.







then there exists a digital ðs s; s; sÞ shift net over Z2.
From this theorem we get
Corollary 2.1. Let s be a prime such that 2 is a primitive root modulo s.






Remark 2.1. Note that Artin’s conjecture for primitive roots states that
every squarefree number a (and therefore especially a ¼ 2) is a primitive root
modulo p for inﬁnitely many primes p. Hooley [1] proved that the Riemann
hypothesis for the Dedekind zeta functions implies Artin’s conjecture.
The ﬁrst dimensions s which are prime such that 2 is a primitive root
modulo s are
3; 5; 11; 13; 19; 29; 37; 53; 59; 61; 67; 83; . . . :
3. PREREQUISITES
Let c1; . . . ; cs with ci ¼ ðci;1; . . . ; ci;sÞ 2 Z
s
2 be the row vectors of C1. (In the
following we may always choose c1 ¼ ð1; 0; . . . ; 0Þ and therefore the elements
ci;1 may be 0 for 2 i  s. See [7].)
Let ðxs þ 1Þ be the ideal generated by the polynomial xs þ 1 2 Z2½x. Then
the residue class ring Z2½x=ðxs þ 1Þ is isomorphic to Z
s
2 as a vector space
over Z2. Therefore we can identify the row vectors of C1 with polynomials in
Z2½x=ðxs þ 1Þ,
ðci;1; . . . ; ci;sÞ  giðxÞ ¼ ci;1 þ ci;2 xþ    þ ci;s xs1:
Now a right-shift of the vector ðci;1; . . . ; ci;sÞ is simply a multiplication of
giðxÞ with xmodulo ðxs þ 1Þ.
Therefore we can identify the matrices Ck; 1 k  s, with an s-tuple of
polynomials in Z2½x=ðxs þ 1Þ:
Ck  ðxk1  g1ðxÞ; . . . ; xk1  gsðxÞÞ
T 2 ðZ2½x=ðxs þ 1ÞÞ
s:
FRIEDRICH PILLICHSHAMMER448For the determination of the number rðC1; . . . ;CsÞ from Lemma 1.1 we
consider linear combinations of all row vectors of C1; . . . ;Cs. Let l
i
j 2 Z2 for
1 i; j s and consider the following equation
l11 g1ðxÞ þ    þ l
1
s gsðxÞ þ
þl21 x  g1ðxÞ þ    þ l
2
s x  gsðxÞ þ   
   þ ls1 x
s1  g1ðxÞ þ    þ l
s
s x
s1  gsðxÞ  0 modulo ðxs þ 1Þ
That is, we consider the equation
h1  g1 þ    þ hs  gs  0 modulo ðxs þ 1Þ ð1Þ




i xþ    þ l
s
i x
s1 for 1 i  s.
Definition 3.1. Let ðh1; . . . ; hsÞ 2 ðZ2½x=ðxs þ 1ÞÞs with hiðxÞ ¼ l1i þ l
2
i x
þ    þ lsi x
s1 for 1 i  s be given. Then deﬁne the number
T ðh1; . . . ; hsÞ :¼
Xs
j¼1
djðh1; . . . ; hsÞ;
where
djðh1; . . . ; hsÞ :¼






Proposition 3.1. Let ðg1; . . . ; gsÞT be a vector of polynomials with gi 2
Z2½x=ðxs þ 1Þ for 1 i  s and let the s	 s matrices C1; . . . ;Cs be given by
Ck  ðxk1  g1ðxÞ; . . . ; xk1  gsðxÞÞ
T
for k ¼ 1; . . . ; s. Then we have
rðC1; . . . ;CsÞ ¼ min T ðh1; . . . ; hsÞ  1
where the minimum is extended over all nonzero s-tuples ðh1; . . . ; hsÞ 2 ðZ2½xÞ
s
with degðhiÞ  s 1, 1 i s, and
h1  g1 þ    þ hs  gs  0modulo ðxs þ 1Þ:
In the situation of Proposition 3.1 we will sometimes write rððg1; . . . ; gsÞÞ
instead of rðC1; . . . ;CsÞ.
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For the proof of Theorem 2.1 we need the following lemma. The
tenor of this lemma was already mentioned in [7] but without any
proof.
Lemma 4.1. Assume we have a digital ðt; s; sÞ shift net over Z2 which is
characterized by the s	 s matrix C1 over Z2. Let jgij denote the number of
ones in the i-th row of C1; 1 i s. Then we have
t  s jgij  iþ 1;
for 2 i s.
Proof. Fix i0 2 f2; . . . ; sg. We consider C1 as a vector of polynomials
ð1; g2; . . . ; gsÞ
T . Then the vector ðh1; . . . ; hsÞ
T with h1 ¼ gi0 ; hi0 ¼ 1 and
hi ¼ 0 for i =2 f1; i0g is a solution of the equation
h1 þ h2  g2 þ    þ hs  gs  0 modulo ðxs þ 1Þ:
Therefore, and since ci0;1 ¼ 0 (see the ﬁrst lines of Section 3) we have
T ðh1; . . . ; hsÞ ¼ T ðgi0 ; 0; . . . ; 0; 1; 0; . . . ; 0Þ ¼ jgi0 j þ i0:
By Proposition 3.1 and Lemma 1.1 the result follows. &
Proof (of Theorem 2.1). We use the following notation: We identify
the linear space Zs2 with Pð0; . . . ; s 1Þ, the class of all subsets of f0; . . . ; s
1g (indicating the coordinates which are 1), equipped with the symmetric
difference 4. Let u ¼ s t and let A0 ¼ f0g and B0 ¼ fb1; . . . ; brg be the




Bk :¼ fb1 s k; . . . ; br s kg
correspond with the k-times right-shifted vector of A0, respectively B0 for
0 k  s 1 (here s denotes addition modulo s).
Assume B0 ¼ f1; . . . ; s 1g. Then
A0 4 B0 4 A1 4 B1 ¼ |
and therefore rðC1; . . . ;CsÞ  3, i.e., t  s 3.
Assume B0=f1; . . . ; s 1g. Then there is a k0 2 f1; . . . ; s 1g such
that Bk0  f1; . . . ; s 1g and hence B0 [ Bk0  f1; . . . ; s 1g. Now
FRIEDRICH PILLICHSHAMMER450we have
s 1  jB0 [ Bk0 j ¼ jB0j þ jBk0 j  jB0 \ Bk0 j
¼ 2r  jB0 \ Bk0 j:
Hence we get
jB0 4 Bk0 j ¼ jB0j þ jBk0 j  2 jB0 \ Bk0 j
 2 s 2 r  2:
On the other hand we have
jB0 4 Bk0 j  u 3:
(Assume jB0 4 Bk0 j ¼ u 4. Let B0 4 Bk0 ¼ fe1; . . . ; eu4g. Then
B0 4 Bk0 4 Ae1 4 . . . 4 Aeu4 ¼ |
and so r ¼ rðC1; . . . ;CsÞ5u ¼ s t. Then we get t ¼ s r > t which is a
contradiction.)
So we have
2 s 2 r  2 u 3 ¼ s t  3
or
t  2 r  s 1:
Now from Lemma 4.1 we have r  s t  1 and the result follows. &
Proof (of Theorem 2.2). The proof is based on an idea given by Larcher
et al. in [2, Proof of Theorem 1]. For short let Rss denote the set of all
nonzero s-tuples ðh1; . . . ; hsÞ in Z2½xs with degðhiÞ  s 1 for 1 i  s.
For a given s-tuple ðh1; . . . ; hsÞ in Rss with f :¼ gcdðh2; . . . ; hs; x
s þ 1Þ the
congruence
h1 þ h2  g2 þ    þ hs  gs  0 modulo ðxs þ 1Þ ð2Þ
has no solution if f[ h1, and it has exactly 2dþs ðs2Þ solutions ð1; g2; . . . ; gsÞ
in Rss if f j h1, where d ¼ degðf Þ. For s 1, 0 d  s 1 and 1 s s
let Mðd; s; sÞ be the set of all ðh1; . . . ; hsÞ in Rss with f j h1, degðf Þ ¼ d and
T ðh1; . . . ; hsÞ  s.
Therefore, to all ðh1; . . . ; hsÞ in Rss with T ðh1; . . . ; hsÞ  s, there are at most
Xs1
d¼0
2dþs ðs2ÞjMðd; s; sÞj
DIGITAL SHIFT NETS OVER Z2 451different solutions ð1; g2; . . . ; gsÞ of Eq. (2). Now the total number of ð1; g2;
. . . ; gsÞ in Rss is 2
s ðs1Þ. Thus, if
Xs1
d¼0
2dþs ðs2ÞjMðd; s;sÞj52s ðs1Þ; ð3Þ
then there exists at least one ð1; g2; . . . ; gsÞ in Rss such that
h1 þ h2  g2 þ    þ hs  gsc0 modulo ðxs þ 1Þ
for all nonzero ðh1; . . . ; hsÞ with T ðh1; . . . ; hsÞ  s.
For this g :¼ ð1; g2; . . . ; gsÞ we have with Proposition 3.1
rðgÞ ¼ min T ðh1; . . . ; hsÞ  1 sþ 1 1 ¼ s:
Let s be an odd prime such that 2 is a primitive root modulo s. Then we
have that 1þ xþ    þ xs1 ¼: QsðxÞ is the sth cyclotomic polynomial over
Z2. Since gcdð2; sÞ ¼ 1 it follows from [4, Theorem 2.47 (ii)] that QsðxÞ factors
into FðsÞ=d distinct irreducible polynomials in Z2½x of the same degree d,
where d is the least positive integer such that 2d  1ðsÞ and FðsÞ is the Euler
function of s. Since 2 is a primitive root modulo s we have d ¼ s 1. Further
we have FðsÞ ¼ s 1 since s is a prime. Hence QsðxÞ is irreducible in Z2½x.
Therefore, for all s prime such that 2 is a primitive root modulo s, the
polynomial xs þ 1 factors in the form xs þ 1 ¼ ðxþ 1Þð1þ xþ    þ xs1Þ.
Hence f is either 1 or ðxþ 1Þ or 1þ xþ    þ xs1 and so we get
Mðd; s;sÞ ¼ | for 2 d  s 2.
Now consider the set Mðs 1; s;sÞ. Since for ðh1; . . . ; hsÞ in Mðs
1; s; sÞ gcdðh2; . . . ; hs; xs þ 1Þ ¼ 1þ xþ    þ xs1 we get an index i0 2 f2; . . .
; sg such that hi0 ¼ 1þ xþ    þ x
s1 and thus T ðh1; . . . ; hsÞ  i0 s > s.
Hence we also have Mðs 1; s;sÞ ¼ |.
So, due to inequality (3), we must determine the maximal s s such that
jMð0; s;sÞj þ 2 jMð1; s; sÞj52s: ð4Þ
Deﬁne the following sets:
M1ðs; sÞ :¼ fðh1; . . . ; hsÞ 2 Rss: T ðh1; . . . ; hsÞ  sg
and
M2ðs;sÞ :¼ fðh1; . . . ; hsÞ 2 Rss: ðxþ 1Þjhi; 2 i  s; T ðh1; . . . ; hsÞ  sg:
Then we get jMð0; s; sÞj ¼ jM1ðs; sÞj  jM2ðs;sÞj. Now we claim that
2 jMð1; s; sÞj  jM2ðs;sÞj: ð5Þ
FRIEDRICH PILLICHSHAMMER452Recalling the set
Mð1; s;sÞ ¼ f ðh1; . . . ; hsÞ 2 Rss:gcdðh2; . . . ; hs; x
s þ 1Þ ¼ xþ 1;
ðxþ 1Þjh1; T ðh1; . . . ; hsÞ  sg
one can see that Mð1; s;sÞ  M2ðs;sÞ. In the following we construct an
injective mapping S : Mð1; s;sÞ ! M2ðs; sÞ\Mð1; s;sÞ. Then
jM2ðs;sÞ\Mð1; s;sÞj  jMð1; s; sÞj
and inequality (5) is true.








ðxþ 1Þjhi, we have hið1Þ ¼ 0 for all 1 i  s. We have ðh2; . . . ; hsÞ=
ð0; . . . ; 0Þ (otherwise gcdðh2; . . . ; hs; xs þ 1Þ=xþ 1). Let 2 i0  s be
maximal, such that hi0=0. Since xþ 1 is a divisor of hi0 , we can ﬁnd




i0 ¼ 1. Now let
#h1 ¼ m1 þ    þ
msxs1 with mj ¼ lj1 if j =2 fj1; j2g and
ðmj1 ; mj2 Þ :¼
ð1; 0Þ if ðlj11 ; l
j2
1 Þ ¼ ð0; 0Þ;
ð0; 1Þ if ðlj11 ; l
j2
1 Þ ¼ ð1; 1Þ;
ð1; 1Þ if ðlj11 ; l
j2
1 Þ ¼ ð1; 0Þ;
ð0; 0Þ if ðlj11 ; l
j2
1 Þ ¼ ð0; 1Þ:
8>>><
>>>:
Set Sðh1; . . . ; hsÞ ¼ ð #h1; h2; . . . ; hsÞ. Then we have T ð #h1; h2; . . . ; hsÞ ¼
T ðh1; . . . ; hsÞ  s, ð #h1; h2; . . . ; hsÞ 2 M2ðs; sÞ and ð #h1; h2; . . . ; hsÞ =2 Mð1; s;sÞ
since #h1ð1Þ ¼ 1. It remains to show that S is injective. Let ðh1; . . . ; hsÞ and
ðf1; . . . ; fsÞ be in Mð1; s;sÞ such that Sðh1; . . . ; hsÞ ¼ Sðf1; . . . ; fsÞ. Then we





1 xþ    þ l
s
1 x
s1. Then we have #h1 ¼ #f 1 ¼ m
1 þ m2xþ l31x
2
þ    þ ls1x
s1. From the deﬁnition of m1 and m2 it follows that h1 ¼ f1
and we are done.







jfðh1; . . . ; hsÞ 2 Rss: T ðh1; . . . ; hsÞ ¼ lgj:
DIGITAL SHIFT NETS OVER Z2 453For nonnegative integers n deﬁne the number
rðnÞ :¼
0 if n ¼ 0;
maxfk þ 1: 2k  ng else:
(




2  2þ    þ l
j
s  2
s1Þ for 1 j s




i xþ    þ l
s
i x
s1 for 1 i s. Now
jfðh1; . . . ; hsÞ 2 Rss: T ðh1; . . . ; hsÞ ¼ lgj











solutions in Ns0 and jfn 2
N0: rðnÞ ¼ rgj ¼ 2r1 for r  1, we get






 ¼ lþ s 1s 1
 !
2l1;














then there exists a digital ðs s; s; sÞ shift net over Z2 and we are done. &
For the proof of Corollary 2.1 we need the following











ð6k þ iÞ    ð6k þ 1Þ





and the Lemma is proved. &




























 25kþi ¼ 2s:
Now use Theorem 2.2 and we are done.
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