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The technique of combinatorial mapping is used to obtain various partition iden- 
tities, some old and some new. A new symmetry of ordinary partitions is found. The 
mappings provide a direct combinatorial understanding of the relations between 
ordinary partitions and the vector partitions defined by Garvan. 0 1989 Academic 
Press, Inc. 
I. THEOREMS 
Garvan [ 1,2] defines a vector partition of an integer n to be an ordered 
triplet of ordinary partitions 
p= CPl, Pz, p31, 
where P, is a partition into unequal parts while P,, P3 are unrestricted 
partitions into positive parts. Let n( Pj) be the number of parts and 5'(Pj) 
be the sum of the parts of Pj. Then P has the sum 
n = WA + W,) + S(P,), 
a “rank” k defined by 
k=4’,)-@‘,), 
and a “weight” w  defined by 
w  = ( - l)n(PI). 
Garvan defines 
N,(k n) = 1 w (1.5) 
(1.3) 
(1.4) 
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to be the weighted sum of vector partitions P with sum n and rank k. The 
motivation for this definition is that the weighted sum, extended over all 
ranks k z a (mod q), has the same value for every residue-class a (mod q), 
namely, 
(l-6) 
where p(n) is the number of ordinary partitions of n, in each of the three 
cases 
q= 5, 7, 11, (1.7) 
with 
n G 4, 5, 6 (mod q), (1.8) 
respectively. Garvan proved (1.6) and thereby obtained a combinatorial 
interpretation of the congruences 
p(n) E 0 (mod q) (1.9) 
discovered by Ramanujan [3]. 
Andrews and Garvan [4] discovered a function of ordinary partitions 
which allows the ordinary partitions of IZ to be divided into 4 equal classes 
in the three cases (1.7), (1.8). The Andrews-Garvan function is called the 
“crank” since its existence was conjectured by Dyson [S]. Andrews and 
Garvan proved that the analog of (1.6) holds with the left side equal to the 
number of ordinary partitions of n with crank congruent to a (mod q). 
The definition of the crank is as follows. Let 
p = [IPI? P2, ...T PSI (1.10) 
by any partition with the parts arranged in non-increasing order. Let 
t=Pl -P2, (1.11) 
d=t-pttl, (1.12) 
with the convention that pj= 0 when j>s. Then the crank of P is defined 
to be 
k=d when t>O, (1.13) 
k= --s when t =O. (1.14) 
Let p(k, n) be the number of partitions of n with crank k. Then we have 
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THEOREM 1 ( Andrews-Garvan). For all k and all n > 1, 
p(k, n) = N,(k, n). (1.15) 
Andrews and Garvan [4] proved (1.15) analytically using generating 
functions. In this note we obtain a combinatorial interpretation of Theorem 
1 by direct mapping of vector partitions onto ordinary partitions. The 
mapping also explains why ( 1.15) fails to hold for 12 = 1. 
A similar mapping can be applied to an extended version of vector parti- 
tions. An extended vector partition is defined as a triplet of partitions (1.1) 
satisfying (1.2)-(1.4), but now Pz is allowed to have any number of zero 
parts. P, and P, consist of positive parts as before. The weighted sum 
Uk, n) = C w 
P 
(1.16) 
is taken over extended vector partitions with sum II and rank k. Since the 
addition of a zero part to P, adds 1 to k while leaving n unchanged, N, 
and N, are related by 
N,(k, n) = N,(k, n) - N,(k- 1, n). (1.17) 
We wish to obtain an analog to (1.15) for extended vector partitions. Let 
P be an ordinary partition as in (1.10). Let 
R(P)= [j-pj+l,j=o, 1,2 )... ] (1.18) 
be the infinite set of integers associated with (l.lO), with the convention 
pj+i=O forj>s. According to (1.12) and (1.13), the crank of P is one of 
the integers in R(P) when t > 0. We call R(P) the rank-set of P, and def”lne 
q(k, n) to be the number of partitions of n whose rank-sets contain k. We 
shall prove 
THEOREM 2. For all n and k, 
q(k n) = N& n). (1.19) 
The rank-set is a simpler construct than the crank, and it is therefore not 
surprising that the mapping which leads to (1.19) is simpler than the 
mapping which leads to (1.15). 
Theorems 1 and 2 together with (1.17) imply 
p(k n) = q(k, n) - q(k- 1, n), n> 1. (1.20) 
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When n = 1, (1.20) is false. Symmetries of partitions are expressed more 
naturally in terms of q(k, n) than in terms of p(k, n). When we speak of 
q(k, n), the case IZ = 1 does not need to be excluded. 
Two symmetries of ordinary partitions are: 
THEOREM 3. 
THEOREM 4. 
q(k, n) = q( -k, II + k). (1.21) 
q(k n) + d-k - 1, n) =p(n). (1.22) 
These are symmetries of rank-sets, analogous to the two symmetries of 
partition-ranks described by Dyson [6]. It is easy to derive (1.21) and 
(1.22) from the generating functions of N,(k, n) found by Garvan [ 1,2]. 
Here we do the opposite. We prove Theorems 3 and 4 by direct com- 
binatorial mappings and then deduce the generating function (2.17) of 
46% n). 
Our last theorem states a simple sum-rule for the cranks of partitions, 
THEOREM 5. 
; k2p(k, n) = 2np(n), n > 1. (1.23) 
Thus the mean-square crank of partitions of n is exactly 2n. This sum- 
rule is consistent with the conjectured asymptotic formula 
p(k, n) - iB sech*(ibk) p(n), (1.24) 
p = ( 7c2/6n)“*. (1.25) 
It is known that (1.24) holds asymptotically as n + co with (Bk) held fixed, 
but the precise conditions of validity and the order of magnitude of the 
error in (1.24) remain to be determined. 
II. PROOFS OF THEOREMS 3, 4, 5. 
We prove Theorems 3 and 4 by simple mappings of ordinary partitions 
before going on to the more complicated mappings of vector partitions that 
are required for Theorems 1 and 2. Every ordinary partition (1.10) may be 
represented graphically (Andrews [7, p. 71) as an arrangement of square 
blocks in a plane with horizontal and vertical coordinates [IX, y]. The 
conjugate partition 
cp = c41 = s, q2, ...> sul, u=p1, (2.1) 
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is obtained by reflecting the graph of P in the line x = y. The definitions of 
pj and qj are extended by writing 
pi = 0 for j>s, (2.2) 
qj = 0 for i > U. (2.3) 
The boundary B(P) of the graph of P is defined to be the infinite zig-zag 
line consisting of vertical segments Vj and horizontal segments Hj, each of 
unit length, 
Vj=[(X,Y):X=Pj+,,j~Y~j+l], j = 0, 1, . . . (2.4) 
Hj=[(x,y):j<x<j+l,y=qj+l],j=O, l,.... w5) 
Let E(k, P) be the segment of B(P) lying in the strip 
kdy-x<k+l. w3) 
Then E(k, p) is vertical if and only if k belongs to the rank-set R(P) given 
by (1.18), and E(k, P) is horizontal if and only if (-k - 1) belongs to 
R(CP). Since every E(k, P) is either vertical or horizontal, 
E(k, P) + E( -k - 1, CP) = 1, (2.7) 
where c(k, P) is defined to be 1 or 0 according as k does or does not belong 
to R(P). When (2.7) is summed over all partitions P of IZ, the result is 
(1.22), and Theorem 4 is proved. Theorem 4 is merely a statement of the 
symmetry of rank-sets under the operation C of conjugation. 
To prove Theorem 3, we consider another mapping 
P-+ MjP, w-3 1 
where MjP is the partition 
Mjp= [PI + l,PZ+ l, . . ..Pj+ l,Pj+Z, .**,Psl. (2.9) 
The boundary B(MjP) is obtained from B(P) by changing the vertical seg- 
ment Vj into a horizontal segment H,, I =pj+ i, all other segments of B(P) 
keeping their orientation unchanged. If k is any integer in R(P), then j is 
uniquely defined by 
k=j-pj+ 1, 
and M,P is a unique partition with sum (n + k). Since 
E(k - 1, M,P) = H,, 
(2.10) 
(2.11) 
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(k- 1) does not belong to R(M,P). Conversely, if P’ is any partition of 
(n + k) with (k - 1) not belonging to R(P’), then 
E(k - 1, P’) = H1 (2.12) 
is horizontal, and we can define the mapping 
P’ -+ N,P’, (2.13) 
which changes the segment H, of B(P’) back into a vertical segment Vi. 
Here j is uniquely fixed as the number of parts in P’ greater than 1. If we 
take, in particular, P’= M,P, then the mapping N, takes P’ back to P. 
Thus the mapping Mj from P to P’ is one-to-one and NI is its inverse. 
Therefore the number of P with sum IZ and k in R(P) is equal to the 
number of P’ with sum (n + k) and (k - 1) not in R(P’). That is to say, 
q(k, n) + q(k - 1, IZ + k) =p(n + k). (2.14) 
Now (2.14) and (1.22) together imply (1.21), and Theorem 3 is proved. 
Theorems 3 and 4 together imply 
q(k, n) =p(n) - q(k + 1, n -k - 1). (2.15) 
When (2.15) is substituted repeatedly into itself, the result is 
q(k, n) =p(n) -p(n -k - 1) + q(k + 2, n - 2k - 3) 
=p(n)--p(n-k-l)+p(n--k-3)- ... 
= ‘f (-ly’p 
j=O ( 
n-jk-;j(j+l) 
) 
, (2.16) 
the series terminating after a finite number of terms. From (2.16) we obtain 
at once the generating function found by Garvan [ 1,2], 
F/c(x) = f q(k n) xn = f’(x) G(X), 
n=O 
with 
P(x) = 1 p(n) xn, 
Gk(X)= 2 (-1~xjk+(V2)j(i+l). 
i=O 
(2.17) 
(2.18) 
(2.19) 
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Theorem 5 is a simple corollary of (1.20) which in turn follows from 
Theorems 1 and 2. Let S be the sum on the left of (1.23) and let N be an 
integer greater than IZ. Then (1.20) implies 
s= -g P[q(k, n)-q(k- 1, n)] 
k= --a, 
N-l 
=ivq(N,n)- 1 (2k+l)q(k,n) 
k= --m 
N-l 
= N*p(n) - c 2 (2k + 1) c(k, P) 
k=--oo P 
N-l 
=N2A4- 1 1 Cw--2Pj+,+fl 
j=o P 
N-l 
=Pp(n)- 1 (2j+l)p(n)+2~n 
j=O P 
= 2n p(n), (2.20) 
and Theorem 5 is proved. 
III. PROOF OF THEOREM 2 
Let P be any extended vector partition according to Garvan’s definition 
(1.1 ), with sum IZ and rank k given by (1.2), (1.3). We define the three 
integers b, u, u as 
b = largest part in P,, (3.1) 
with the convention b = 0 when P, is empty; 
u = smallest part in P,, 
with the convention u = cc when P, is empty; 
u = number of parts in P3 greater than b. 
(3.2) 
(3.3) 
We consider the mapping 
p -+ 4P), (3.4) 
where A(P) is an extended vector partition obtained from P as follows: 
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Case 1, If U < u: 
Apply the mapping M, to P, according to (2.9). 
Put into P, the part p, + 1 deleted from P,. 
Delete the part u from P,. 
Case 2. If u>u and b>O: 
Apply the mapping Nb to P, according to (2.13). 
Delete the part b from P,. 
Add a part v to P,. 
Note that if b = 0 or P, is empty, A(P) is well defined in Case 1 but not 
in Case 2. Since P, is allowed to contain zero parts, the possibilities u = 0 
in Case 1 and t.~ = 0 in Case 2 cause no difficulty. The only P for which 
A(P) is undefined are those in 
Case 3. If u 2 v and b = 0. (We call the extended vector partitions in 
case 3 “residual.“) The following assertions follow immediately from the 
definition of A(P). 
If P is in Case 1, (u,P,+~) in P become (u, b) in A(P), so that A(P) 
is in Case 2. 
If P is in Case 2, (v, b) in P become (u,P,+~) in A(P), so that A(P) 
is in Case 1. 
In both Cases 1 and 2, A@(P)) = P. 
The mapping A is an involution leaving n and k unchanged while revers- 
ing the sign of w  according to (1.4). Every non-residual P with w  = + 1 is 
mapped onto a non-residual P with w  = -1. The contribution of non- 
residual P to the sum (1.16) is zero. The residual P all have w  = + 1, and 
so N,(k, n) is equal to the number of residual P with the given rank k and 
sum n. 
A residual P is a triplet (0, P,, P3) with 
24 = min( P2) 2 v = n( P3). 
Let 
t = n(P,), k=t-v, 
(3.5) 
(3.6) 
according to (1.3). We define the mapping 
P + UP) = [Q, kl, (3.7) 
from residual extended vector partitions P to pairs [Q, k] with Q an 
ordinary partition and k an integer. Here k is the rank of P according to 
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(3.6), and Q is the partition obtained by aggregating the non-zero parts of 
P, with the parts of CP,. In Q we have the largest t parts coming from P, 
and the rest from CP,. Therefore (3.5) and (3.6) give 
u=qt+1, k=t-qr+l, (3.8) 
where qt+ r means the (t + 1)th part in Q. Thus, given any residual 
extended vector partition P with rank k, we have a unique ordinary parti- 
tion Q with k belonging to its rank-set R(Q). 
Conversely, given any ordinary partion Q and any integer k in R(Q), we 
define t by (3.8) and divide Q into the components P, and CP,, P, con- 
taining the largest t parts of Q and CP, the rest. In the case when Q has 
fewer than t parts, CP, is empty and P, is filled up with enough zero parts 
to make (3.6) hold with v = 0. Going back from CPj to P,, we have a 
unique residual P= (0, P,, P3) with rank k. The mapping (3.7) is one-to- 
one, and therefore the number of residual P with sum n and rank k is equal 
to q(k n). 
IV. PROOF OF THEOREM 1. 
As in the proof of Theorem 2, we define (b, U) by (3.1), (3.2). Instead of 
(3.3) we now define v by 
v = number of parts in P, greater than (b - 1). (4.1) 
The mapping (3.4) is modified to take account of the fact that P, is no 
longer permitted to contain zero parts. The definition-of A(P) is now: 
Case 1. If u<v: 
Apply the mapping M, _ I to P,. 
Put into P, a part (1 + p,) where p, is the part deleted from P,. 
Delete the part u from P,. 
Case2. Ifu>vandb>l: 
Apply the mapping Nb _ 1 to P,. 
Delete the part b from P,. 
Add a part (1 +v) to P,. 
This definition implies: 
If P is in Case 1, (U - 1, 1 +p,) in P become (v, b) in A(P), so that 
A(P) is in Case 2. 
If P is in Case 2, (u, b) in P become (u- 1, 1 +pv+ ,) in A(P), so that 
A(P) is in Case 1. 
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In both cases, A(A(P)) = P, A(P) is an involution reversing the sign of 
w, and the contribution to (1.5) from P belonging to Cases 1 and 2 is zero. 
The remaining P are those with u > a, b = 0 or 1. But these remaining P no 
longer all have w  = +l. We therefore extend the definition of A(P) to cover 
all the remaining P with w  = -1 and most of those with w  = + 1. The 
following additional cases arise: 
Case 3. If u>u and b= 1: 
Delete the 1 from PI. 
Add 1 to the largest part of P2 if P, is non-empty. 
Add 1 to the largest part of P, if P, is empty. 
Case 4. If u>v and b=O: 
Add the part 1 to P,. 
Subtract 1 from the largest part of P, if P, is non-empty. 
Subtract 1 from the largest part of P3 if P2 is empty. 
These moves defining A(P) are always possible in Case 3 and do not dis- 
turb the value of k, except in the case P2 = P3 = 0 which only arises when 
n = 1. When y1= 1 the mapping fails and Theorem 1 is false, in fact 
N,(O, l)= -1, p(0, 1) =o. (4.2) 
We suppose in what follows that n > 1. Then the moves defining A(P) 
preserve II and k and reverse the sign of w. The moves are always possible 
in Case 3 and are usually possible in Case 4. The mapping A is an involu- 
tion between Case 3 and non-residual Case 4. According to (1.5), N,(k, n) 
is equal to the number of residual P in Case 4. 
For the residual P in Case 4, we define t by (3.6) as before. The residual 
P are those which do not arise by applying A to Case 3. The residual 
P = (0, P,, P3) fall into three sub-cases as follows: 
Case 5, t>l,u>v,p,=p,inP,, 
Case 6, t=l,u=v+l 
Case 7, t = 0, P, empty, p1 = p2 in P,. 
The final step in the proof is to establish a mapping 
P+L(P)=Q 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
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of residual vector partitions P onto ordinary partitions 
Q = Cql> q2, ..., ssli 
with sum ~1. In Case 5, we define Q by aggregating the parts from the 
two partitions F(P,) and CP,, where F(P,) is obtained from P, by the 
operations: 
Add (t - 1) to the largest part, 
Subtract 1 from the remaining (t - 1) parts. 
In Case 6, we define Q by aggregating P, with CP, (in this case, P, 
consists of the single part u). In Case 7, P2 is empty and Q is equal to P, 
(not CP,). In all three cases, we have by construction 
41- q2 = f. (4.8) 
In Cases 5 and 6, qt + 1 is the largest part in CP, and is equal to 0, so that 
(3.6) gives 
k=t-q,+l for t>l. (4.9) 
In Case 7, t =0 and ZJ=S, so that (3.6) gives 
k= --s for t=O. (4.10) 
In all three sub-cases, k is the crank of Q according to (1.11)-f 1.14). Every 
residual vector partition P with rank k is mapped into an ordinary parti- 
tion Q with crank k. 
Conversely, if Q with crank k is given, t is defined by (4.8). The largest 
t parts of Q define the partition F(P,) if t > 1 and P, if t = 1. The remaining 
parts of Q define the partition CP3 if t > 0 and P, if t = 0. The inverse map- 
ping from F(P,) to P, is unique. In all cases the partitions P, and P, are 
well defined and the vector partition P = (0, P,, P3) satisfies the conditions 
(4.3), (4.4), or (4.5) which make it residual. So the mapping from P to Q 
is one-to-one and Theorem 1 is proved. 
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