ABSTRACT This paper presents a region-based relaxed multiple kernel collaborative representation method for the spatial-spectral classification of hyperspectral images. The proposed method consists of three steps. In the first step, a multiscale method achieved by extending a superpixel segmentation algorithm is designed to capture the spatial-spectral information of hyperspectral images. For each scale, a hyperspectral image can be segmented into several nonoverlapping spectrally similar regions that consist of some spatially adjacent pixels. In the second step, two criteria (i.e., the first two moments) are computed within the regions of each scale to generate the corresponding spatial features. In the final step, a relaxed multiple kernel technique is proposed to fuse the obtained spatial multiscale features and original spectral features in the framework of column generation kernel collaborative representation classification. Experimental results obtained from two real hyperspectral images demonstrate the effectiveness of the proposed method as compared with some popular spatial-spectral techniques.
I. INTRODUCTION
Hyperspectral images are three-dimensional images captured by remote sensing sensors in hundreds of narrow and contiguous spectral bands spanning the visible to infrared spectrum. Each hyperspectral pixel can be treated as a vector whose entries correspond to various spectral-band responses. The wealth of spectral information promotes the application of hyperspectral images in many domains, such as military [1] , agriculture [2] , and mineralogy [3] . Supervised classification is an important process among the information processing procedures of these applications, where pixels are assigned to one of the available classes according to a set of given training pixels. A difficult issue in hyperspectral image classification is the unfavorable ratio between the high dimensionality of the data and limited number of training pixels commonly available in practice. During the last decade, several kernelbased methods have been developed to mitigate this problem, such as support vector machine (SVM) [4] , kernel logistic regression (KLR) [5] , kernel sparse representation classification [6] , [7] , and kernel collaborative representation classification (KCRC) [8] - [10] .
Recent works have highlighted that incorporating spatial information into the classification process can handle the coarse classification maps brought by the aforementioned pixel-wise classifiers and further improve the classification accuracies [11] , since hyperspectral data is not just a set of pixels but an image. Accordingly, several spatial-spectral techniques have been proposed to improve the performance of the aforementioned pixel-wise classifiers. Generally, these techniques can be roughly divided into two categories. The first category is the pre-processing methods that extract the spatial-spectral information before the classification process. For instance, in [12] , the spectral and spatial features are combined using a composite kernel technique and subsequently incorporated into an SVM for classification purposes. In [5] , the spatial-spectral information is incorporated into KLR using an extended multiattribute profile (EMAP) technique [13] , [14] , where the spatial multiscale information of hyperspectral images is captured by applying a series of different types of attribute filters. In [15] , three kernels that are separately employed for the utilization of the spectral information and spatial information within and among superpixels are combined and incorporated into an SVM. The second category can be considered as the post-processing methods that incorporate the spatial-spectral information after performing some pixel-wise classifiers. For instance, in [16] , a hyperspectral image is first segmented into several regions and classified using a pixel-wise classifier, and subsequently, majority voting is undertaken to determine the class labels within each region. In [17] , KLR is first used to learn the posterior probability distributions from the spectral information contained in the data, and subsequently, the spatial information is incorporated into the classifier using Markov random fields.
In this paper, we consider investigating KCRC in the case of column generation [18] , [19] and exploiting the spatial-spectral information of hyperspectral images before performing it. Accordingly, we present a region-based relaxed multiple kernel collaborative representation method for hyperspectral image classification by utilizing the superpixel segmentation and multiple kernel technique. First, an efficient superpixel algorithm, i.e., the entropy rate superpixel (ERS) [20] , is extended to segment the hyperspectral images in multiple scales. For each scale, a hyperspectral image can be divided into several spatial adaptive atomic regions, termed superpixels, thus providing an elaborate description of the image boundaries. Subsequently, considering the spectral similarity of the pixels within each superpixel, the first moment, i.e., the mean value, is computed within each superpixel to enhance the consistency of these spatially adjacent pixels. Furthermore, the second moment, i.e., the standard deviation, is also adopted to describe the spectral differences of the spatially adjacent pixels within each superpixel. Finally, a relaxed multiple kernel technique based on the column generation KCRC is proposed to combine the extracted spatial multiscale features and original spectral features for the final classification.
A. RELATED WORK AND CONTRIBUTIONS
Multiscale representation techniques repeatedly perform the feature extraction process with different neighborhoods (or parameters) to generate multiscale features, which provide detailed information related to the structures of different objects in a scene. Several approaches have been proposed in the literature. For instance, in [21] , the multiscale mean-shift features of hyperspectral images are generated by performing mean-shift using different spatial bandwidths. In [22] , a hierarchical segmentation is used to compute the multiscale representation of remote sensing images. In [23] and [24] , the multiscale representation of hyperspectral images is computed by using hierarchical superpixel segmentation. In order to provide additional discrimination information, several other approaches consider depicting the hyperspectral image from different perspectives, and thereby combine multiple complementary features (e.g., spectral, texture, shape, morphological, and region) for classification purposes [25] - [30] .
Several techniques have been proposed in the literature to combine the obtained multiple features for the final classification. Among these techniques, a straightforward way is the combination of multiple features by stacking them together in the same data structure and performing the classification process directly [13] , [21] . Some other techniques consider integrating multiple features by determining their optimal combination, such as feature fusion [25] , decision fusion [23] , [31] , SVM ensemble [26] , composite kernel [5] , [32] , [33] , sparse logistic regression [29] , and active set feature learner [34] . Recently, sparse representation classification (SRC) has been employed to fuse multiple features for classification purposes [19] , termed as joint SRC, which assumes that different features share the same sparse patterns and utilizes a joint sparsity-inducing norm to enforce the robustness in coefficient estimation. For hyperspectral image classification, joint SRC is a common technique and several variations have been proposed for the fusion of multiple features [24] , [27] , [30] , [35] - [37] . Analogously, collaborative representation classification (CRC) has been employed for the fusion of multiple features [28] , [38] , termed as relaxed CRC. Apart from the aforementioned techniques, multiple kernel learning (MKL) is also a useful technique to combine different features, which searches for a combination of base kernel functions (or matrices) that maximizes a generalized performance measure [39] , [40] . In order to learn an appropriate kernel combination, various strategies have been proposed for MKL [41] , including simplex constraint [42] , 2 norm [43] , p norm [44] , group lasso [40] , nonlinear combination [45] , and boosting [46] . Furthermore, in order to improve the learning efficiency, many efficient MKL algorithms have been proposed [41] , [42] , [47] . For hyperspectral image classification, MKL has been used to combine multiple features for the improvement of classification accuracies [48] - [54] .
Notably, most studies on MKL are centered on SVM, where the kernel weights and model parameters are learned simultaneously, in order to maximize the classification ability. To the best of our knowledge, for SRC and CRC, there are few studies on the methods to learn the kernel weights and coding coefficients simultaneously. In [38] , the adaptive weights for relaxed CRC are learned by regularizing their entropy or via a validation set. In [55] , a two-step training model is proposed to learn the kernel weights and sparse codes, where the sparse codes are updated by solving a leaveone-out coding model and the kernel weights are learned using a kernel alignment-based algorithm. Solving the coding models of SRC and CRC is equivalent to reducing the reconstruction error of each sample, which cannot necessarily classify samples into correct classes. They lack an efficient performance measure. In this paper, we use a simple combination of kernels and choose the kernel weights by crossvalidation. Moreover, some works [41] , [46] have reported that MKL cannot outperform the multiple kernel technique using a simple combination in all cases.
This work is a further research of our conference paper [56] . Moreover, in our previous work [57] we investigated the performance of KCRC and accordingly proposed a superpixel-guided multiscale kernel technique, whereas in this paper we investigate the performance of column generation KCRC and present a region-based relaxed multiple kernel technique accordingly. Both approaches consider using superpixel multiscale segmentation for hyperspectral image classification, and the differences between them mainly originate from the computation of criteria, the investigated classifier, and the proposed spatial-spectral fusion technique. Some of the innovative characteristics of the proposed approach are highlighted as follows.
1) First and foremost, for the column generation KCRC, the relaxed multiple kernel technique is proposed for the first time. Although the formulation of this technique is similar to that of the relaxed CRC [38] , there is essential difference between them. The relaxed CRC is motivated by the joint SRC, whereas this technique is inspired by the multiple kernel technique (or more accurately, a modified composite kernel technique [12] ) in the case of column generation KCRC. Moreover, the multiple kernel technique can be treated as its special case. 2) Second, three conclusions can be drawn from this paper: (1) the extracted region-based multiscale features are efficient; (2) the proposed relaxed multiple kernel technique can consistently outperform the multiple kernel technique; and (3) the proposed method can achieve competitive results when compared with the related methods.
B. NOTATIONS AND PAPER ORGANIZATION
In order to facilitate the description of this paper, some notations are introduced as listed in Table 1 . The remainder of this paper is organized as follows. First, Section II presents the proposed region-based relaxed multiple kernel collaborative representation method, termed as R 2 MK. Subsequently, the effectiveness of the proposed method is demonstrated in Section III by conducting experiments on two real hyperspectral images. Finally, Section IV discusses and concludes this paper. Fig. 1 shows a flowchart of the proposed R 2 MK method, which consists of three main steps: 1) multiscale segmentation of the original hyperspectral image; 2) extraction of the region-based features by computing two criteria within each superpixel; and 3) integration of the obtained spatial multiscale features and original spectral features in a multiple kernel framework using R 2 MK. The details of these techniques adopted for the proposed method are as follows.
II. PROPOSED APPROACH

A. SUPERPIXEL MULTISCALE SEGMENTATION OF HYPERSPECTRAL IMAGES
Superpixel segmentation divides an image into several perceptually meaningful atomic superpixels whose shapes and sizes can be adaptively adjusted according to different spatial structures, thus providing a good delineation of the image boundaries and spatial support for computing region-based features. Initially, superpixel segmentation is designed for the grey or color images used in computer vision applications, and it cannot segment the hyperspectral images directly. Most of the existing approaches often reduce the dimensionality of a hyperspectral image to one or three by principal component VOLUME 5, 2017 analysis, and subsequently perform segmentation by using the existing superpixel algorithms [15] , [24] . In this study, we consider segmenting the hyperspectral images directly by extending the existing superpixel algorithms.
, where L and I denote the numbers of bands and pixels, respectively. Subsequently, every hyperspectral pixel within X can be represented by a vector x i ∈ R L . The goal of hyperspectral image superpixel segmentation is to divide X into several local spectrally similar regions X {r} ∈ R L×I r comprising of I r spatially adjacent pixels, where X {r} is a sub-matrix of X and I = r I r . The segmentation algorithm adopted in the proposed method is the so-called ERS [20] , which is mainly based on graph partitioning and entropy rate. First, we construct an undirected graph G = {X , E} defined on the original spectral feature vectors, where X denotes the vertex set corresponding to the spectral feature vectors and E denotes the edge set in which each edge connects two spatially adjacent spectral feature vectors. For each edge, it is also associated with a weight defined as follows to measure the spectral similarity between the two connected vertexes (i.e., pixels):
where h > 0 is the bandwidth, x i and x j denote two pixels with spatial coordinates i and j, respectively, and
is the spectral angle distance defined as:
After defining the graph, we can modify the ERS algorithm for the segmentation of hyperspectral images. In the ERS algorithm, there are two free parameters that should be tuned for hyperspectral images. One is the superpixel number u, which controls the segmentation scale of a hyperspectral image, and the other is the bandwidth h, which measures the pairwise similarity between the two connected pixels. It is difficult for inexperienced users to select the optimal or compromised parameters. As suggested by the existing methods, it is better to provide the spatial information of hyperspectral images using hierarchical segmentation [24] , [58] . In this paper, we achieve the superpixel multiscale segmentation of hyperspectral images by varying the parameters u and h. More specifically, given two parameter sets U = {u 1 , u 2 , · · · , u M } and H = {h 1 , h 2 , · · · , h N }, we perform superpixel segmentation MN times, thus obtaining MN segmentation maps.
B. REGION-BASED SPATIAL MULTISCALE FEATURES
Since each hyperspectral superpixel obtained by ERS is a compact and homogeneous region comprising of some spectrally similar hyperspectral pixels, we can treat these pixels as a single pixel without classifying them separately. Moreover, it is beneficial to enhance the spectral consistency of these pixels. In the proposed method, region-based mean features are generated by computing the mean value within each superpixel and subsequently replacing each pixel with the obtained mean feature vector. Specifically, for a given scale with parameters u m and h n , the hyperspectral image X ∈ R L×I can be segmented into u m hyperspectral superpixels
] ∈ R L×I r , where r = 1, 2, · · · , u m and I = u m r=1 I r . For each X {r} , the mean feature vector x {r} µ ∈ R L can be computed as:
Subsequently, by replacing every pixel x {r} i within X {r} with x {r} µ , we can obtain the corresponding mean features X mn µ ∈ R L×I . Notably, for a small scale, all the pixels within a superpixel are similar to each other, whereas for a large scale, the spectral similarities between the pixels within a superpixel may be inconsistent. Thus, we should consider the spectral differences while enhancing the spectral consistency of the pixels within each superpixel. In this paper, standard deviation is adopted as the criterion to measure the spectral differences of the pixels within a superpixel. More specifically, for each hyperspectral superpixel X {r} , the standard deviation feature vector x {r} σ ∈ R L is computed as:
where (·) 2 denotes the component-wise application of the square function. For the standard deviation criterion, we can pre-compute (X ) 2 to accelerate the computation of (4). Similarity, by replacing every pixel x {r} i within X {r} with x {r} σ , we can obtain the corresponding standard deviation features X mn σ ∈ R L×I . Subsequently, the region-based spatial features X mn µσ ∈ R 2L×I are generated by stacking the obtained mean and standard deviation features, i.e., X mn µσ = [X mn µ ; X mn σ ]. Thus, we obtain MN spatial feature images {X mn µσ |m = 1, 2, · · · , M ; n = 1, 2, · · · , N }. For the sake of simplicity, the spatial feature images together with the original spectral image are denoted by {X k |k = 1, 2, · · · , MN + 1}, where X 1 denotes the original spectral image.
C. REGION-BASED RELAXED MULTIPLE KERNEL COLLABORATIVE REPRESENTATION CLASSIFICATION
After obtaining the region-based spatial multiscale features, every hyperspectral pixel x i has a total of MN + 1 feature vectors including the original spectral feature vector.
In this paper, we propose the R 2 MK method to combine these spatial-spectral feature vectors for the final classification.
Given a hyperspectral image X ∈ R L×I and its corresponding J -sized training dictionary A = [a 1 , a 2 , · · · , a J ] ∈ R L×J , we map them to a high-dimensional kernel feature space by using a mapping function φ, i.e., X → (
is considered in this paper. By using the column generation strategy [8] , [18] , [19] , we can generate two kernel matrixes P = [p 1 , p 2 , · · · , p I ] ∈ R J ×I and Q ∈ R J ×J , where P = (A), (X ) with entry P ij = K (a i , x j ) and Q = (A), (A) with entry Q ij = K (a i , a j ) . Subsequently, the objective function of the column generation KCRC can be formulated as follows:
where || · || F is the Frobenius norm, λ > 0 is a regularization parameter, and S = [s 1 , s 2 , · · · , s I ] ∈ R J ×I is a coefficient matrix. The optimization problem (5) is convex, and the analytical solution can be easily derived as:
where I is the identity matrix. The class labels of X can be determined by the following classification rule [59] :
where C is the number of classes and δ c (·) is the characteristic function that selects coefficients related to the cth class and assigns zero to the rest. In order to combine the spatial multiscale feature vectors and spectral feature vector by using the multiple kernel framework, we can modify the kernel function K as: (8) where ν > 0 is used to balance the spectral and spatial information, and x k i and x k j are the pixels belonging to X k . Notably, in (8), we treat all the spatial features equally, since there is no prior information about the method to adjust the relative importance of different spatial features. Further, ω k (0 ≤ ω k ≤ 1, k ω k = 1) is the weight assigned to the kth feature image, and A k is the dictionary of the kth feature image. Subsequently, by replacing the kernel function K used in Q and P with the multiple kernel function K, we can obtain the corresponding objective function of the column generation KCRC in the multiple kernel framework:
where
Notably, in (9) all the feature vectors p k i share the same coefficient vector s i . In order to utilize the distinctiveness of different features while considering their similarities, we propose the following optimization problem:
where S k denotes the kth coefficient matrix,S is the mean matrix of all S k , and τ > 0 is used to balance the tradeoff between the similarities and distinctiveness of different features. Notably, if τ is relatively large, (10) will lead to (9) . By referring to the optimization model of [38] , we know that the optimization problem (10) has an analytical solution, which can be derived as follows:
. For a detailed derivation, please refer to Appendix A.
After solving (10), the subsequent step is to perform the classification rule (7). Since a multiscale strategy is adopted in this paper, using S k to perform the classification rule is impractical owing to its memory demands and computational complexity. In this paper, we consider replacing all S k by the mean matrixS, and the corresponding classification rule can be rewritten as follows:
wheres i is the ith column vector ofS.
III. EXPERIMENTS
In this section, we conduct experiments on two real popular hyperspectral images. One is the Indian Pines dataset collected by the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS), and the other is the University of Pavia dataset acquired by the Reflective Optics System Imaging Spectrometer (ROSIS). Before the following experiments, both datasets are scaled in the range [0, 1]. Three metrics, i.e., overall accuracy (OA), average accuracy (AA) and kappa coefficient of agreement (KA), are used to assess the classification accuracies, and the corresponding quantitative measures are obtained by averaging ten random tests. Furthermore, we assess the statistical significance of differences between the classification accuracies obtained by every VOLUME 5, 2017 two relevant classifiers using McNemar's test, which is based upon the standardized normal test statistic [60] , i.e.,
where Y ij indicates the number of samples classified correctly by the ith classifier but wrongly by the jth classifier, and Z ij > 0 indicates that the ith classifier is more accurate than the jth classifier and vice versa if Z ij < 0. The difference between the accuracies of the ith and jth classifiers is said to be statistically significant if |Z ij | > 1.96. All the experiments are carried out using a 64-b quad-core CPU 2.40-GHz processor with 8-GB memory.
A. AVIRIS INDIAN PINES DATASET
The first image is the AVIRIS Indian Pines dataset taken over NW Indiana's Indian Pines region in 1992. It consists of 145×145 pixels with 220 bands covering the wavelength range of 0.4-2.5 nm. Its spectral resolution and spatial resolution are 10 nm and 20 m, respectively. This image contains 16 ground reference classes and, for each class, we randomly choose around 5% of the labeled pixels for training and use the remaining for testing. The details of the training and test pixels are shown in Table 2 , and the In the experiments, the proposed method using the first two moments is denoted by R 2 MK µσ , and the method only using the first moment is denoted by R 2 MK µ . In order to evaluate the performance of these two methods, eight classification methods based on the column generation KCRC and three classification methods based on MKL are considered for a fair comparison. These methods can be divided into four categories.
1) The first category comprises four common classification methods based on the column generation KCRC. The first method is a pixel-wise classifier, i.e., the column generation KCRC (abbreviated as KCRC) [8] , whose free parameters are chosen using cross-validation. Unless otherwise specified, the parameters of KCRC are the same for all KCRC-based methods. The second method is the pixel-wise KCRC followed by majority voting within superpixel regions (termed as MV) [16] , where the superpixel regions are obtained using the ERS segmentation, and the additional parameters introduced by the ERS algorithm are carefully optimized with reference to [15] and [56] . The third method is the joint KCRC (termed as JKCRC) [8] , where the neighborhood windows are obtained using the superpixel segmentation for a fair comparison, and the parameters introduced by the ERS algorithm are set to the same values as those used in MV. The last method is based on the composite kernel framework [12] , termed as EMAPCK, where the spatial EMAP features are extracted according to [5] , and the free parameters of the composite kernel framework are obtained using cross-validation.
2) The second category comprises three multiple kernel methods based on the column generation KCRC. The first method is termed as MCK using the model (9), where the spatial features are extracted by computing the mean and standard deviation criteria within a sliding window (see [12] ) and the spatial multiscale representation is achieved by varying the window size from 1 to 10 in steps of 1. The free parameter ν of MCK is chosen using cross-validation. The remaining two methods are the degenerated methods of the proposed methods, where the spatial-spectral information is fused and incorporated into KCRC by only using the multiple kernel technique [see (9) ]. The corresponding methods without and with using the standard deviation criterion are, respectively, denoted by RMK µ and RMK µσ , and their free parameters are set to the same values as those used in the proposed methods.
3) The third category comprises three MKL methods.
For these methods, the adopted classifier is the classspecific sparse MKL method proposed in [40] and [51] and the spatial-spectral kernels used in the second category are utilized to build these methods. The corresponding methods of MCK, RMK µ , and RMK µσ are termed as MCKL, MKL µ , and MKL µσ , respectively. The core code of MKL is implemented by modifying the LIBSVM software package [61] . The kernel parameter σ is chosen using cross-validation and the tuning parameter is experimentally set to 1000. 4) The last category comprises three methods using the proposed relaxed multiple kernel technique. The first method is based on the proposed model (10), term as RMCK, where the spatial-spectral kernels are replaced by those used in MCK. The remaining two methods are the proposed R 2 MK µ and R 2 MK µσ methods. For the proposed methods, there are four kinds of parameters: (1) the weight ν, which is chosen by cross-validation; (2) the superpixel number set, which is set to U = {20, 50, 100, 200, 400, 800} with reference to the spatial resolution of the data in addition to the number of pixels; (3) the bandwidth set, which is fixed to H = {0.02, 0.04, · · · , 0.1}, and (4) the balance parameter, which is experimentally set to τ = 10λ. Table 3 presents the global and class-specific classification accuracies. The processing times in seconds are also reported for reference. From these results, it can be observed that all the spatial-spectral methods yield higher classification accuracies when compared to the pixel-wise KCRC, and MKL µσ yields the highest global accuracies followed by R 2 MK µσ . Using the same spatial-spectral features, the performance of the third and fourth categories is better than that of the second category, and the classification accuracies of the third category are slightly larger than those of the fourth category. Among the three kinds of multiscale methods, the methods using the region-based mean and standard deviation features perform the best, and the methods only using the region-based mean features perform the second best. The classification maps that correspond to one of the 10 random tests in each case are shown in Figs. 2 (c)-(o) . The numerical comparisons are confirmed by inspecting these classification maps. It is evident that the maps of the spatialspectral methods are smoother than that of KCRC. The maps of MKL µσ and R 2 MK µσ are closest to the ground truth map. The Z-tests between every two methods of the last three categories are shown in Table 4 . It can be observed that, using the same spatial-spectral features, although the fourth category performs slightly better than the second category, all the absolute values of the Z-test are greater than 1.96, up to 7.14. However, for the third and fourth categories, two of the three values are smaller than 1.96. Using the same classifiers, the region-based mean and standard deviation features are better that the other two kinds of multiscale features significantly in a statistical sense. Subsequently, we evaluate the proposed R 2 MK µσ and R 2 MK µ when different numbers of training pixels are used. We randomly choose 1-20% of the labeled pixels per class for training and the remaining pixels for testing. For very small classes, at least two pixels per class are chosen for training. Fig. 3 (a) shows the classification accuracies of the aforementioned methods, where the error bars indicate the standard deviation for 10 random tests. It is evident that VOLUME 5, 2017 the performance of all the spatial-spectral methods is better than that of KCRC, and R 2 MK µσ consistently achieves high OAs when compared with the other methods.
Finally, we compare the proposed R 2 MK µσ with its degenerated method (denoted by SMK), which only uses a single superpixel segmentation, in order to demonstrate the effectiveness of the suggested multiscale strategy. We build six SMKs with different elements of U, where the corresponding bandwidth h varied in H is chosen using cross-validation. Fig. 3 (b) shows the results as a function of the number of training pixels. It can be observed that, although the parameters of the six SMKs cover all the elements of the parameter sets of R 2 MK µσ , R 2 MK µσ consistently yields higher OAs than them.
B. ROSIS UNIVERSITY OF PAVIA DATASET
The second image is the ROSIS University of Pavia dataset. It consists of 610×340 pixels with 115 bands covering the wavelength range of 0.43-0.86 nm. Its spatial resolution is 1.3 m per pixel. This image contains nine ground reference classes of interest and, for each class, we randomly choose 40 pixels for training and use the rest for testing, as shown in Table 5 . Figs. 4 (a) and (b) show the false color image and ground reference map, respectively. In the experiments, we retain 103 bands in the acquired image after removing the noisy bands.
In the first set of experiments, we evaluate the proposed R 2 MK µσ and R 2 MK µ using the aforementioned eleven classification methods, i.e., KCRC, MV, JKCRC, EMAPCK, MCK, RMK µ , RMK µσ , MCKL, MKL µ , MKL µσ , and RMCK. The parameters of these methods are chosen as described in Section III-A, except the superpixel number set, which is set to U = {50, 100, 200, 400, 800, 1600}. Table 6 presents the classification results and the processing times. It is apparent that the proposed R 2 MK µσ achieves the highest global and most of the best class-specific accuracies followed by R 2 MK µ . Using the same spatial-spectral features, the fourth category outperforms the second and third categories. Using the same classifiers, the performance of the region-based mean and standard deviation features is better than that of the other two kinds of features. Notably, using the region-based multiscale features, the accuracies of the second category are better than those of the third category. Figs. 4 (c)-(o) show the classification maps that correspond to one of the 10 random tests in each case. The numerical comparisons are confirmed by inspecting these classification maps. Table 7 presents the Z-tests between every two methods of the last three categories. It is apparent that, using the same spatial-spectral features, the fourth category outperforms the other two categories, and the second category outperforms the third category when using the region-based multiscale features.
In the following set of experiments, we evaluate all the aforementioned methods in Section III-A when different numbers of training pixels are used. We build training sets by randomly choosing 10, 20, 40, 60, 80, and 100 training pixels per class. In order to remain consistent with the parameter set U of R 2 MK µσ , the parameter u of the six SMKs is respectively set to 50, 100, 200, 400, 800, and 1600. The corresponding results are shown in Fig. 5 . From Figs. 5 (a) and (b), it can be observed that R 2 MK µσ performs best among all the compared methods.
IV. CONCLUSION AND DISCUSSION
This paper proposes a region-based relaxed multiple kernel collaborative representation method for spatial-spectral hyperspectral image classification using the superpixel-based spatial multiscale feature extraction and the relaxed multiple kernel technique. The improvement of the proposed method over the traditional spatial-spectral methods benefits from the elaborate delineation of the image boundaries contributed by the superpixel multiscale segmentation, the informative criteria computed within superpixel regions, and the effective fusion strategy stemming from the relaxed multiple kernel technique. Experimental results have demonstrated that the proposed method can yield accurate classification results and is robust for classifying different kinds of images. Although the results obtained by the proposed method are very encouraging, further enhancements such as the design of adaptive weights should be pursued in future developments.
APPENDIX A SOLUTION OF (10)
Let F k = (ω 2 k Q T k Q k +(λ+τ )I ) −1 and R k = ω k P k −ω k Q k S k . By optimizing (10), we can obtain
After some derivations, we obtain
By summing S k , we obtain
Thus, we obtainS
whereτ = τ MN +1 . After substituting (18) into (16), we obtain
By summing ω k Q k S k , we obtain
where W = 1 λ+τ ( η ω 2 η Q η Q T η +τ λ η ω η Q η η ω η Q T η ). After substituting (20) into (19) , we obtain
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