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Abstract—This work presents a case study of a learning-based
approach for target driven map-less navigation. The underlying
navigation model is an end-to-end neural network which is
trained using a combination of expert demonstrations, imitation
learning (IL) and reinforcement learning (RL). While RL and
IL suffer from a large sample complexity and the distribution
mismatch problem, respectively, we show that leveraging prior
expert demonstrations for pre-training can reduce the training
time to reach at least the same level of performance compared
to plain RL by a factor of 5. We present a thorough evaluation
of different combinations of expert demonstrations, different
RL algorithms and reward functions, both in simulation and
on a real robotic platform. Our results show that the final
model outperforms both standalone approaches in the amount of
successful navigation tasks. In addition, the RL reward function
can be significantly simplified when using pre-training, e.g. by
using a sparse reward only. The learned navigation policy is able
to generalize to unseen and real-world environments.
Index Terms—navigation, deep reinforcement learning, end-to-
end planning
I. INTRODUCTION
Autonomous navigation in environments where global
knowledge of the map is available is nowadays well under-
stood [1]. Optimization objectives like, e.g., minimum path
length, travel time or safe distance to obstacles can be used
to find the optimal path connecting the start and goal position
of a robot. However, full knowledge of the map is not always
available in practice, e.g., in search and rescue applications or
rapidly changing environments. If no reliable environment map
can be used for navigation, classical path planning approaches
[1] might fail. Given only local perception of the robot and a
relative target position, robust map-less navigation strategies
are required. In recent years, machine learning techniques —
with neural networks leading the way [2]–[4] — have gained
importance allowing for the application of end-to-end motion
planning approaches. Instead of splitting the navigation task
into multiple sub-modules like, e.g., sensor fusion, obstacle
detection, global and local motion planning, end-to-end ap-
proaches use a direct mapping from sensor data to robot
motion commands which can reduce the complexity during
deployment significantly.
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Fig. 1: An end-to-end navigation policy is learned from a combination of
imitation and reinforcement learning. The resulting policy is tested thoroughly
in simulation and on a real robotic platform.
Current state-of-the-art end-to-end planning approaches can
be split in two major groups: (i) imitation learning (IL) based
ones use supervised learning techniques to imitate expert
demonstrations as close as possible1, and (ii) approaches based
on reinforcement learning (RL) where the agents learn their
navigation policy by trial and error exploration combined with
reward signals. IL is sample efficient and can achieve accurate
imitation of the expert demonstrations. Given the training data,
satisfactory navigation models can be found within a few
hours of training [2]. However, it is likely to overfit to the
environment and situations presented at training time. This
limits the potential for generalization and the robustness of
the policy (distribution mismatch). RL is conceptually more
robust — also in unseen scenarios — as the agent learns
from its own mistakes during training [3]. The disadvantage
of RL is its sample inefficiency and missing safety during
training, limiting the current utilization to applications where
training can be conducted using extremely fast simulators [5].
As for RL training, episodes need to be forward simulated (on-
or off-policy), training iterations are significantly more time
consuming than in IL, which reduces the number of training
iterations in a given time. However, RL allows to encode
desired behavior — such as reaching the target and avoiding
collisions — specifically in a reward function and does not
only rely on suitable expert demonstrations. In addition, RL
maximizes the overall expected return on a full trajectory,
while IL treats every observation independently [6], which
conceptually makes RL superior to IL.
In this work, we present and analyze an approach that
combines the advantages of both IL and RL. It is inspired
by human learning, which typically combines the observa-
tion of other people and self-exploration [7]. Our approach,
in the following called reinforced imitation learning (R-IL),
combines supervised IL based on expert demonstrations to
1Also known as behavioral cloning
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2pre-train the navigation policy with subsequent RL. For RL,
we use Constrained Policy Optimization (CPO) [8] due to its
ability to incorporate constraints during training. This allows
for safer training and navigation, which is especially important
for real-world mobile robotics.
We hypothesize that the combination of the two learning
approaches yields a more robust policy than pure IL, and that
it is also easier and faster to train than pure RL. In addition,
by enforcing the collision avoidance by constraint instead of a
fixed penalty in the reward function, the amount of collisions
during training and testing should be decreased. To the best of
our knowledge, this is the first work to explore this combina-
tion for robot navigation and also to apply constraint-based RL
to map-less navigation. We provide an extensive evaluation of
the training and navigation performance in simulation and on
a robotic platform. Our main contributions are:
• a case study for combining IL and RL2 for map-less
navigation
• a model for map-less end-to-end motion planning that
generalizes to unseen environments
• an extensive evaluation of training and generalization
performance to unseen environments
II. RELATED WORK
A. Learning by demonstration
Learning by demonstration can be split in two main areas:
(i) inverse reinforcement learning (IRL), where a reward
function is inferred from expert demonstrations and a policy
is derived by optimizing this reward with optimal control
techniques and (ii) IL, where expert demonstrations are used
to directly infer a policy. Abbeel et al. [9] present an IRL-
based approach where they teach an autonomous car to
navigate in parking lots by observing human demonstrations.
Similarly, Pfeiffer et al. [10] and Kretzschmar et al. [11]
present approaches for navigation in dynamic environments
based on IRL. By observing pedestrian motion, a probability
distribution over pedestrian trajectories is found. For path
planning, the trajectory with the highest probability according
to the learned model is chosen with the goal of a close
imitation of pedestrian motion. Wulfmeier et al. [12] present a
similar approach using deep IRL instead of a combination of
classical features in order to learn how to drive an autonomous
car through static environments.
In the following, we give an overview of the literature
on map-less navigation using IL. Muller et al. [4] present
an image-based approach for end-to-end collision avoidance
using imitation learning. In their work, the focus is on fea-
ture extraction and on generalization to new situations. The
overall navigation performance of such approaches is not
analyzed. Another approach focused on perception is presented
by Chen et al. [13]. They combine learning-based feature
extraction using convolutional neural networks (CNNs) with a
classical driving controller for an autonomous car. However,
they focus on a lane-following application and do not deal
with target-driven navigation. Kim et al. [14] present an IL
2Our source code is available here: https://github.com/ethz-asl/rl-navigation
approach for hallway navigation and collision avoidance for
an unmanned aerial vehicle (UAV). They show a working
model on a real-world platform, yet the environmental setup is
relatively easy and no real navigation capabilities are required.
Sergeant et al. [15] present an end-to-end approach for laser-
based collision avoidance for ground vehicles demonstrated
in simulation and real-world tests. However, the approach
is limited to collision avoidance and cannot be used for
target-driven navigation. Ross et al. [16] present the Dataset
Aggregation (DAGGER) method which collects demonstra-
tions according to the currently best policy but can also
query additional expert demonstrations in order to alleviate
the distribution mismatch problem. One application of the
DAGGER algorithm is presented in [17], where directional
commands for forest navigation and collision avoidance are
learned from expert demonstrations. In addition, Kuefler et
al. [6] presented an approach based on Generative Adversarial
Imitation Learning (GAIL) [18], where they learn driver mod-
els for an autonomous car based on expert demonstrations. Tai
et al. [19] recently applied GAIL to model interaction-aware
navigation behavior. Although conceptually GAIL generalizes
better than standard behavioral cloning techniques, it is still
constrained by the provided expert demonstrations.
The method we introduce builds upon prior work presented
in [2], where a global planner is used to generate expert
demonstrations in simulation. Given demonstrations, an end-
to-end navigation policy mapping from 2D laser measurements
and a relative goal position to motion commands is found. The
main drawbacks of this approach are the generalization to new
environments — also due to the specific CNN model structure
— and the behavior in situations which were not covered in
the training data.
B. Reinforcement learning
Bischoff et al. [20] use ideas from hierarchical RL to de-
compose the navigation task in motion planning and movement
execution and thus are able to improve the sample efficiency of
plain RL. Yet global map information is always assumed to be
known. Zuo et al. [21] use a popular model-free RL algorithm,
Q-learning, to teach a robot a policy to navigate through
a simple spiral maze from sonar inputs only. Mirowski et
al. [22] use auxiliary tasks such as depth prediction and loop
closure assessment to improve the learning rate of A3C [5] for
simulated maze navigation from RGB images. Bruce et al. [23]
use interactive experience replay to learn how to navigate
in a known environment to a fixed goal from images by
traversing it only once. The method presented in [24] focuses
on efficient knowledge transfer across maps and conditions
for an autonomous navigation task. To this end, it uses a par-
ticular parametrization of the Q-function, known as successor
representation, that decouples task specific knowledge from
transferable knowledge. Zhu et al. [25] present an end-to-end
vision-based navigation algorithm that uses the target as an
additional input to the policy to learn to achieve proper target-
driven navigation.
Chen et al. [26] presented a RL approach for collision
avoidance in dynamic environments. Similar to our work,
3prior demonstrations are used for pre-training, yet their focus
lies on learning interactions between multiple agents and the
algorithm is not designed for navigation scenarios. The method
presented by Tai et al. [3] is the most closely related to
ours. In their work, the Asynchronous Deep Deterministic
Policy Gradients (ADDPG) algorithm is used to learn a policy
from range findings to continuous steering commands for both
simulated and real-world map-less navigation tasks. However,
using ADDPG, no collision constraints can be enforced and
the models are trained from scratch. When moving towards
real world applications and eventually RL training on real
platforms, safety and training speed become decisive factors.
Therefore, compared to [3], we use prior demonstrations for
pre-training and CPO during RL training, targeting the real-
world applicability of RL approaches.
As experiments in robotics usually require large amounts of
time, the problem of reducing the sample complexity of RL
based approaches has received increasing attention recently.
Using a combination of IL and RL to obtain a sample efficient
and robust learning algorithm has previously been explored
in robotics in the context of manipulation tasks [27], [28].
In this context, the main challenge consists in using human
demonstrations that may not be replicable by the robot due
its dynamics. In the case of navigation, this is usually not
a concern. However, navigation tasks present challenges in
terms of safety. Even small deviations from the expert policy
may lead to a crash. To the best of our knowledge, our
method is the first to use expert demonstrations to boost RL
learning performance in the context of map-less autonomous
navigation.
III. APPROACH
A. Problem formulation
Classical path planning techniques [1] require prior knowl-
edge of the environment for navigation. In case of unknown
or constantly changing and dynamic environments, obtaining
and maintaining an accurate map representation becomes
increasingly difficult or even unfeasible. Therefore, map-less
navigation skills based solely on local information available
to the robot through its sensors are required.
Given the sensor measurements y and a relative target
position g, we want to find a policy piθ parametrized by θ
which maps the inputs to suitable control commands, u, i.e.
u = piθ(y,g). (1)
The required control commands are comprised of the trans-
lational and rotational velocity. As the mapping from local
sensor and target data to control commands can be arbitrarily
complex, learning how to plan from experience in an end-to-
end fashion using powerful non-linear function approximators,
such as neural networks, has become more prominent. In this
work, we aim at combining IL and RL to obtain a sample
efficient and robust learning based navigation algorithm. We
do this in a sequential fashion by using the result from IL to
initialize our RL method. In the remainder of this section we
introduce separately the underlying neural network model, the
IL and RL components of our method.
Fig. 2: The neural network model for piθ . The normalized input data is fed
through three fully connected layers with tanh activation functions. Between
layer one and two, dropout is added during IL training. The outputs are de-
normalized to obtain physical control commands from the neural network.
B. Neural network model
The neural network model which represents piθ, is shown
in Figure 2. In this work, the inputs to the model are 2D
laser range findings and a relative target position in polar
coordinates w.r.t. the local robot coordinate frame. In contrast
to [2], where a CNN was used to extract environmental
features, this model is simplified and only relies on three
fully connected layers. While the CNN allows to find relevant
environmental features, we found that it tends to overfit to
the shapes of the obstacles presented during training. Instead,
we use minimum pooling of the laser data and compress the
full range of 1080 measurements into 36 values, where each
pooled value yp,i is computed as:
yp,i = min
(
yi·k, . . . ,y(i+1)·k−1
)
, (2)
where i is the value index and k is the kernel size for
1D pooling. In our case, we chose k = 30. Using min-
pooling, safety can be assured, yet detailed environmental
features may get lost. The resulting simplified neural network
model can be trained more efficiently and is less likely to
overfit to specific obstacle shapes. Furthermore, the inputs
are normalized before being fed to the neural network model.
The pooled laser measurements are cropped and then mapped
to lie in the interval [−1, 1] by applying the normalization
2 · (1 − min(yp,i,rmax)rmax ) − 1, where rmax is the maximum laser
range. The same normalization is applied to the relative target
position. The outputs of the neural network, which also lie
in the interval [−1, 1], are de-normalized and mapped to
translational and rotational velocities.
C. Supervised pre-training via behavior cloning
In order to improve the performance and sample complexity
of the succeeding RL, the policy is pre-trained using super-
vised IL based on expert demonstrations similar to [2]. The
goal is to imitate the expert as closely as possible, given the
representation limitations of the neural network model. Com-
pared to plain IL, where the performance of the final model is
limited by the performance of the expert demonstrations, R-IL
can overcome this limitation through self-improvement.
D. Reinforcement learning
1) Background information: Given a Markov Decision Pro-
cess (MDP), M = 〈S,A,P,R, γ〉, where S is the state space,
A is the action space, P(·|st, at) : S × S × A :→ R+ is the
transition probability distribution, R(·, ·) : S × A → R is the
reward function and γ ∈ [0, 1] is the discount factor, RL aims
4to find a policy piθ, mapping states to actions and parametrized
by θ, that maximizes the expected sum of discounted rewards,
J(θ) = E
[ T∑
t=0
γt · r(st, piθ(st))
]
, (3)
where T is the time horizon of a navigation episode. In
our case, st consists of laser measurements and the target
information, at of the control commands.
Policy gradient methods [29] are model-free RL algorithms
that use modifications of stochastic gradient descent to opti-
mize J(θ) with respect to the policy parameters θ. However,
they suffer from a high variance in gradients, resulting in
undesirably large updates to the policy. A popular technique
to reduce model variance and ensure stability between updates
is Trust Region Policy Optimization (TRPO) [30]. To this end,
it restricts the change in policy at each update by imposing
a constraint on the average Kullback-Leibler (KL) divergence
between the new and old policy.
Enforcing safety is crucial when dealing with mobile
robotics applications. Often, safety in RL is encouraged by
imposing high cost on unsafe states. However, this requires
tuning such cost. If it is too low, the agent may decide to
experience unsafe states for short amounts of time as this
will not severely impact the overall performance (Eq. 3).
Conversely, if the cost is too high, the agent may avoid
exploring entire portions of the state space to avoid the risk of
experiencing unsafe states. A more elegant and increasingly
popular way of ensuring safety in RL is to treat it as a
constraint [8], [31]. In particular, in this work, we use a safety
constrained extension of TRPO known as Constrained Policy
Optimization (CPO) [8] to ensure safety. Given a cost function
C : S × A :→ R, let JC(θ) indicate the expected discounted
return of piθ with respect to this cost
JC(θ) = E
[ T∑
t=0
γt · C(st, piθ(st))
]
. (4)
CPO finds an approximate solution to the following problem,
θ∗ = arg maxJ(θ), s.t. JC(θ) ≤ α. (5)
2) Training process: For training, the neural network model
is first initialized either randomly (pure RL) or using IL (R-IL).
We use a stochastic policy where the actions are sampled from
a 2D Gaussian distribution having the de-normalized values of
the output of the neural network as mean, and a 2D standard
deviation which is a separate learn-able parameter. Using a
supervised IL model thus only influences the initialization of
the RL policy. During training we randomly select a start and
target position and collect robot experience samples by running
an episode using the current policy piθ for a fixed number of
time steps or until the robot reaches the target. At each policy
update, we use a batch of samples collected from multiple
episodes.
The agent’s objective is to learn to reach the target in
the shortest possible number of time-steps while avoiding
collisions with surrounding obstacles. The reward function
provides the required feedback to the robot during the learning
process. In this work, we investigate different choices for the
reward function encoding various degree of information about
the task. These rewards can be expressed by:
r(st) =
{
10, if success
−(d(st)− d(st−1)), otherwise.
Setting d(s) = 0, ∀s ∈ S we encode the minimum informa-
tion required to carry out the task. This sparse reward makes
the learning process difficult due to the credit assignment
problem, i.e. the fact that all the actions taken in an episode get
credit for its outcome regardless of whether they contributed
to it or not. An alternative to such choice is to set d(s)
to the Euclidean distance between s and the target. This
reward provides continuous feedback for each action by re-
warding/penalizing the agent for getting closer/further to/from
the goal in Euclidean space. However, it does not consider the
placement of obstacles in the environment. The last option
we investigate consists in setting d(s) to the distance between
s and the goal along the shortest feasible path that can be
computed using the Dijkstra algorithm. Note, the agent does
not have any knowledge about d(·). This distance is only
used to compute the reward which the agent receives from
the environment during training.
Using a negative reward for collisions makes the policy
highly sensitive to this reward’s magnitude, resulting in a
delicate trade-off between two different objectives — reaching
the target and avoiding crashes. However, in constrained
MDPs, we can encode collision avoidance through a constraint
on the expected number of crashes allowed per episode. Let
Sc ⊂ S denote the set of states that correspond to a crash. We
define a state dependend cost function as follows:
c(st) = I(st ∈ Sc), (6)
where I is the indicator function. In our experiments, we
noticed the robot stays in a crash state for four consecutive
timesteps on average. By setting the discount factor for the
cost — which does not have to be equal to the one for the
reward — close to 1 and introducing the constraint value α,
we can constrain the total number of expected crashes per
episode to be approximately less or equal to α4 . In our model
we set α = 0.4. This value was found empirically by testing
values between 0.0 and 0.6 in a simple environment. While
training, we allow for multiple crashes in each episode. This
leads to more crash samples in the training set and makes it
easier to reach the target, thus making the training process
more efficient.
IV. EXPERIMENTS
This section presents the experiments conducted in sim-
ulation and on the real robotic platform. The goal of the
experiments is to investigate the influence of pre-training
the RL policy, to compare constraint-based to fixed penalty
methods and analyze the influence of the reward functions
presented in Section III. We also compare to models presented
in prior work [3]. Furthermore, we investigate the generaliza-
tion performance of the navigation policies to unseen scenarios
and the real world, which is also shown in our video3. Our
3https://youtu.be/uc386uZCgEU
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Fig. 3: Training maps for IL and RL. The TM vary significantly in difficulty.
Maps can be better viewed by zooming in on a computer screen.
work does not intend to show that we can outperform a global
graph-based planner in known environments, where graph-
based solutions are fast and can achieve optimal behavior. The
goal of our experiments is to investigate the limits of motion
planning with local information only.
A. Experimental setup
The models are purely trained in simulation since it is a safe,
fast and efficient way of training and evaluating the model.
Additionally, there are no physical space constraints and
the environment structure can be changed almost arbitrarily.
Models trained in simulation have previously been shown to
successfully transfer to the real-world [2], [3], [25].
The experiments are based on a differential drive Kobuki
TurtleBot24 platform equipped with a front-facing Hokuyo
UTM laser range finder with a field of view of 270◦, maximum
range of 30m and 1080 range measurements per revolution.
For on-board computations we resort to an Intel R© NUC with
an i7-5557U processor and without any GPU, running Ubuntu
14.04 and ROS [32] as a middleware. The motion commands
are published with a frequency of 5Hz.
B. Model training
Different procedures for model training are applied: (i) pure
IL, (ii) pure RL and (iii) R-IL, which is a combination of
both. In order to test the influence of the complexity and the
diversity of the training environments on test performance, we
train the models on five maps (or subsets of them) as shown
in Figure 3. The pure IL models are trained in the simple and
complex maps, the RL part is conducted on all three TM maps.
Similarly, for R-IL, IL is conducted on the simple and complex
maps and the RL part takes place on the TM maps. We do this
separation in order to investigate how demonstrations from a
different environment can be transferred to the RL training.
The expert demonstrations used for IL are generated using
the ROS move_base5 navigation stack to navigate between
random start and target positions, as presented in [2]. We
use an expert planner instead of a human to make the
demonstrations more consistent and time efficient. We note
that the demonstrations are suboptimal for RL, as they are
generated based on a different cost function and also in
a different environment. After recording the demonstrations,
one IL training iteration takes around 7ms on an Intel R© i7-
7700K processor and a Nvidia GeForce GTX 1070 GPU.
Therefore, IL model training takes between one hour (s10,
500 k iterations) and around 2.5 hours (c1000, 1.5 M iterations).
Table I summarizes all the models we trained. Our case
study presents constraint based R-IL yet compares to a broad
4http://kobuki.yujinrobot.com/about2
5http://wiki.ros.org/move_base
TABLE I: Model details, including the maps and number of trajectories used
for IL and the reward signal used for RL. Besides CPO1, all models are
trained on all three TM maps. CPO and TRPO in the model name specify
the RL training procedure, the subscript of TRPO indicates the fixed penalty
weight for collisions.
model name IL-map(s) #IL traj. RL reward
R-IL
s10+CPOsparse simple 10 sparse
s10+CPOEucl. simple 10 Euclidean
s10+CPO simple 10 short
s1000+CPO simple 1000 short
1231500+CPO 1+2+3 500 each short
c1000+CPO complex 1000 short
s1000+TRPOc0.1 simple 1000 short
s1000+TRPOc1.0 simple 1000 short
IL s10 simple 10 —c1000 complex 1000 —
RL
CPO1 — 0 short
CPO123 — 0 short
CPO123sparse — 0 sparse
TRPO123c0.1 — 0 short
range of different models: We vary the number of demonstra-
tions (from 10 to 1000), the RL training procedure (CPO,
TRPO) and reward signals (sparse, Euclidean and shortest
distance) in order to provide insights into how those factors
influence map-less navigation. The TRPO training procedure
is the fixed collision penalty version of CPO with a collision
constraint, as described in Section III.
During RL, the training environment is uniformly sampled
among the three TM maps (see Figure 3). One training iteration
— for which we consider a batch consisting of 60 k time
steps — takes around 180 s using the accelerated Stage [33]
simulation. Therefore, 1000 iterations require around 50 hours
of training time using the simulation, which is a real-time
equivalent of around 100 days. This further motivates the need
to find a good policy initialization by IL in order to reduce
the training time significantly.
Figure 4 shows the success and crash rates of a broad range
of models during RL training alongside the performance of
pure IL trained on all TM maps. This IL model only serves as
a baseline to evaluate the progress of the RL and R-IL methods
during training. CPO1 differs from all the other models during
training as it is exclusively trained on the simplest TM map
(TM1). However, it will be shown that this model does not
generalize well to more complex test environments. From
Figure 4 the following can be shown:
1) Difference between the models which were pre-trained
using IL and the ones based on pure RL using CPO / TRPO:
While the pre-trained models already start at a certain success
rate (depending on the performance of the IL model), it takes
a significant amount of iterations for the RL models to reach
the target in the majority of the cases. Comparing the TRPO
and CPO versions of the different models also shows the
potential problems of constraint-based methods. Initially, the
cost that defines the safety constraint (Eq. 6), used in CPO has
very high values and the agent learns to satisfy it. This also
explains the drop in success rate early during training, which
all R-IL models trained with CPO have in common. Therefore,
in this phase, the agent learns to avoid crashes and unlearns
the behavior of reaching the target, which is also supported
by the crash rate curves. Both models (with high and low cost
of collision) trained with TRPO do not show this behavior as
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Fig. 4: The evolution of navigation success and crash rates throughout the RL
training process of various models. The curves indicate the rolling mean of
success and crash rates over 20 steps. The models contain pure RL models,
pure IL models and R-IL which differ in the amount and complexitiy of pre-
training, the reward structure and the RL training procedure. The black line
indicates the performance of IL on the training maps (TM-123) as a reference.
For the RL training, where multiple runs were conducted, only the best one
is shown.
no constraint needs to be satisfied. Therefore TRPO allows
for more “risky” exploration initially. This further motivates
to use pre-training when using constraint-based RL, as it
provides enough intuition to reach the target while the agent
can learn how to satisfy the safety constraint. This would be
hard otherwise, as exploration through Gaussian perturbation
of a nominal motion command is inherently local in the policy
space. The difference becomes even more pronounced for the
simpler reward structures, such as sparse target reward. While
the agent is stuck with a low success rate for CPO123sparse
and mostly learns collision avoidance, pre-training with only
10 demonstrations allows the agent to successfully reach the
goal in the vast majority of the cases (s10+CPOsparse). With
pre-training, sparse and full (shortest path) reward reach about
the same final performance.
2) Problem of fixed penalty methods: While, e.g.,
s1000+CPO reaches a high final success rate and a low
crash rate, s1000+TRPOc0.1 reaches similar success rates, yet
struggles with significantly more crashes. On the other side,
s1000+TRPOc1.0 reaches a similar crash rate yet does not
achieve the same final success rate. This difficulty of fixed
penalty parameter tuning was already raised in [8].
3) Final performance is affected by the initial starting
state: Models initialized using more complex maps and/or
more trajectories not only perform better but also learn faster.
Even a very small amount of demonstrations can significantly
improve the overall performance. The R-IL models reach the
final performance of CPO123 after less than one fifth of
the iterations (≈ 200) as pre-training provides a good initial
policy and makes the stochastic exploration more target-aimed.
maze clutter
Fig. 5: Evaluation runs between 100 randomly sampled start and target
positions on the two unknown test maps (both 10m × 10m). The model
used for visualization is c1000+CPO. The trajectories are shown in blue, the
starting positions in green, the set targets in red, the trajectory end points in
yellow and crashes as magenta crosses.
This confirms our initial hypothesis that the prior IL can
significantly reduce the training time in RL applications.
C. Simulation results
In the following, the performance of the navigation policies
is analyzed when deployed in unseen environments in simu-
lation. We constructed two 10m × 10m evaluation maps as
shown in Figure 5: (i) A test maze and (ii) an environment with
thin walls and clutter. Then, we conducted the following ex-
periment: 100 random start and target positions were sampled
for each of the two environments and consistently used for the
evaluation of all models. Possible outcomes for each run are a
success, a timeout or a crash. The timeout is triggered, if the
target cannot be reached within 5min. This time would allow
the robot to travel 60m with an average speed of 0.2m s−1 and
should suffice to reach the target on a 10m × 10m map. Each
episode is aborted after a collision. The resulting trajectories
of the evaluation with model c1000+CPO on both maps are
visualized in Figure 5.
Based on the 200 evaluation trajectories per model, Figure 6
presents the resulting statistics. For comparison, first, we
trained the model presented in [3] in our environments, which
in the following will be referred to as the V2R (virtual-to-
real) model. Second, we used their policy architecture to train
our R-IL policy (pretrained in c1000) in order to test the
generalization to other model structures (c1000+CPOV 2R). The
robot’s velocity was removed from the inputs (resulting in 12
inputs) as supervised learning approaches (as for pre-training)
tend to predict the prior velocity values instead of focussing
on the perception [4].
Figure 6 shows that more reward information during training
and more pre-training samples not only benefit the training but
also the generalization performance. c1000+CPO, the model
with shortest distance reward and complex pre-training, shows
the best generalization performance to unseen environments
(using the model structure shown in Figure 2), with a success
rate of 79%. Interestingly, even the model with only sparse
reward and 10 demonstration trajectories in the simple en-
vironment shows similar performance to the fixed collision
penalty TRPO methods, which were pre-trained with 1000
samples and use the full reward. Both R-IL TRPO methods
show a lower success rate than the corresponding CPO model
(s1000+CPO), which also shows that encoding both collision
avoidance and reaching the target in one reward is inferior to
encoding the collision avoidance as a constraint. Furthermore,
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Fig. 6: Evaluation results of 200 trajectories on the previously unseen test maps (100 each) as shown in Figure 5. The outcome of each trajectory can be
a success, a timeout (not reaching the target after 5min), or a crash. The models are split in five categories: R-IL, where IL is combined with 1000 RL
iterations; R-IL200; with 200 RL iterations only; pure IL; pure RL and the comp. approaches for comparison, comprising the method presented in [3] (V2R)
and our method based on the model presented in [3] (c1000+CPOV 2R). More details of the analyzed models can be found in Table I.
the R-IL200 models show that early stopping of the training
(at 200 RL iterations) still leads to similar performance as
training pure RL from scratch. Therefore, pre-training allows
for a RL training time reduction of around 80% in order to
achieve the same performance. CPO1 model, which reached a
high success rate during training, does not generalize properly
to unseen and more complex environments.
The V2R method [3] (second-to-right bar) shows a similar
success rate as the CPO123 model, while the crash rate is
about 50% higher although a collision penalty of 1.0 was used.
However, it uses the Euclidean distance reward which is a
slight disadvantage compared to CPO123. With V2R, the same
problems as with other fixed collision penalty methods can be
observed, which is the difficult tuning between exploration
and collision avoidance. Our approach also generalizes well
to other model structures as the one presented in [3], as
shown by the rightmost bar of Figure 6. Using this simpler
architecture, the success rate can even be further improved in
our test scenarios, which leaves more room for further graph
optimization, which is not covered in this paper.
D. Real-world experiments
Moving to the real world scenarios further shows the gen-
eralization capabilities of the models and also their robustness
against sensor noise and actuation delays. The models are
purely trained in simulation and the real-world test environ-
ment is unknown to the agents.
A quantitative analysis of the trajectories is provided in
Table II, where the number of crashes, the amount of manual
joystick interference and the comparison of the learning-
based trajectories compared to the ones taken by the grid-
based move_base planning module (which uses global map
information) are listed. Table II both lists the average and max-
imum values observed during five runs per model. The human
joystick interference was triggered, if no motion command was
sent by the autonomous agent for 10 seconds.
The pure RL model tends to be more cautious, which
results in a larger factor λtMB, which is the relative time
compared to a global planner. The pure IL model collides
more often as there is no collision constraint or penalty during
training. Also the R-IL models generalize well to the unseen
real-world environment and show similar performance. As
expected, c1000+CPO shows the best performance. However,
s10+CPOsparse performs surprisingly well. This can be ex-
plained by the fact that the sparse reward structure allows for
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Fig. 7: Trajectories driven with the real robotic platform for a subset of the
models analyzed in Figure 6. Red dots depict the numbered target positions,
crosses in trajectory colors show crashes of the corresponding agents. For
clarity reasons, only the first out of 5 runs with each model is shown.
TABLE II: Average results (5 runs) from the real-world experiments, as shown
in Figure 7. The corresponding maximum values are listed in parenthesis. dRC
stands for the remote controlled (joystick) distance, λdMB for the relative
distance compared to move_base and λtMB for the relative time compared
to move_base
model #crash dRC [m] λdMB λtMB
s10+CPO 0.8 (2) 0.15 (0.28) 1.17 (1.2) 1.86 (1.95)
c1000+CPO 0.0 (0) 0.0 (0) 1.19 (1.22) 1.04 (1.24)
s10+CPOsparse 0.0 (0) 0.01 (0.03) 1.15 (1.19) 1.38 (2.00)
c1000 1.6 (4) 0.05 (0.12) 1.29 (1.39) 1.75 (2.52)
CPO123 0.6 (2.0) 0.08 (0.15) 1.26 (1.29) 2.13 (2.18)
the best generalization performance to unseen environments,
since no information about the shortest path to the goal has
to be inferred. This is a promising result, as for this model
no environment information and reward shaping is required.
By combining sparse reward with pre-training and constraint-
based RL, even real-world training might be feasible.
V. CONCLUSION
In this work, we presented a case study for a learning-
based approach for map-less target driven navigation. It is
based on an end-to-end neural network model which maps
from raw sensor measurements and a relative target location to
motion commands of a robotic platform and is trained using a
combination of imitation (IL) and reinforcement learning (RL).
We compare different combinations of prior demonstrations
for IL, different RL algorithms and analyze the influence of
different reward structures.
8Our simulation and real-world experiments show that target-
driven demonstrations through IL significantly improve the
exploration during RL. The RL training time in R-IL can
be reduced by around 80% while still achieving similar final
performance in terms of success rate and collision avoidance.
While pure RL does achieve the same collision avoidance ca-
pabilities as R-IL, there are significant differences in the target
reaching success. Pre-training with supervised IL provides a
good intuition for more efficient exploration during RL, even if
only 10 demonstrations are provided. This becomes even more
pronounced when using low information reward structures,
like sparse target reward.
Furthermore, our experiments show that constraint-based
methods focus on enforcing the collision constraint early
during training. This makes exploration harder yet allows for
safer training and deployment which becomes important when
moving towards real-world applications. Therefore, especially
in combination with IL, to achieve safe navigation capabilities,
we recommend to enforce collision avoidance by constraint
instead of a fixed penalty in the reward signal.
Our trained navigation models are able to reliably navigate
in unseen environments, both in simulation and the real world.
We do not recommend to replace global planning if a map
is available, yet this work shows the current state of what is
possible using only local information for navigation scenarios,
where no environment map is available.
While in this work, training was purely conducted in simula-
tion, in future work we will investigate how real-world human
demonstrations can be leveraged and how this navigation
method can be extended to dynamic environments.
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