Abstract-This paper addresses the problem of single image compression by using sparse representation-based superresolution modeling. The proposed single image compression framework (SICF) is mainly composed of two components, including image encoder and decoder. Given an image, the framework takes down-sampling processing. Then, the downsampling image is fed into JPEG and reconstructed by the sparse representation-based super-resolution, which is using the proposed targeted dictionary based on soft-decision adaptive interpolation (TD-SAI) and targeted residual dictionary (TRD). For further improving the quality of the final decoded image, the feedback is designed to obtain residual assistance image which can be compensated for the loss of high-frequency details in process of super-resolution reconstruction. Supported by the targeted dictionary, our method achieved an improvement in objective quality assessment and competitive performance in visual quality when comparing with other SR algorithms. More importantly, the proposed SICF achieved significant bit-rate saving under the same PSNR compared with JPEG standard. Extensive experiments manifest the viability and efficiency of the proposed image compression framework.
I. INTRODUCTION
With the accelerative growth of computer technology and high-performance display devices, it is desirable to develop efficient image processing techniques for acquiring highquality image with limited bit-rate. Under the circumstance, the combination of super-resolution reconstruction and conventional image compression has become the hot topic among the scholars.
In the past several years, the correlational research in video has acquired some continuous development due to the existence of great correlation and redundant information between two adjacent frames in the video sequence. [1] proposes a different framework of down-sampling based coding with super resolution technique, where a superresolution technique is employed to restore the downsampled frames to their original resolutions. [2] extends a multiresolution approach to example-based super-resolution and discuss codebook construction for video sequences. In [3] , the authors apply the example-based SR algorithm to restore the down-sampled frames. [4] adopts a novel compression algorithm using selective key-frame detection to encode video and patch-based super-resolution to decode.
By contrast, the corresponding research developed slowly in the field of single image, for which it is hard to break through the limitation of single image and provide enough priori information for reconstruction. However, sparsity-based regularization has been achieved great success in the past several years. We refer the reader to the following papers [5] [6] [7] [8] [9] [10] . The sparse model assumes that image patches can be well represented as a sparse linear combination of elements chosen from over-complete dictionary, which ensures that linear relationships among high-resolution signals can be recovered from the corresponding low-dimensional projections. [5] [6] [7] extend the approach to learn dictionaries for coupled feature spaces by using single spare coding to learn the coupled dictionaries in concatenated spaces. In [8] , the authors propose an in-scale self-learning framework for single image super resolution, which advance the learning of support vector regression (SVR) and image sparse representation in super resolution method. The paper [10] adopts a beta process joint dictionary learning method (BP-JDL) for solving the dictionary learning problem in coupled feature spaces, which a Bayesian method using a beta process prior is applied to learn the over-complete dictionaries.
Inspired by above mentioned approach, we propose a single image compression framework combining the conventional image compression with sparse representationbased super-resolution algorithm. Aiming at the specific process of proposed image compression framework, we put forward the targeted dictionary based on soft-decision adaptive interpolation (TD-SAI) and the targeted residual dictionary (TRD), which the training process is directed at the corresponding design of the framework. The targeted training contributes significantly to the super resolution.
The remainder of this paper is organized as follows. Section Ⅱ elaborates the design of our proposed single image compression framework (SICF). In section Ⅲ, we discuss how to train the targeted dictionary for single-image sparse representation-based super-resolution. Extensive experimental results are reported and discussed in section Ⅳ. Finally, section Ⅴ concludes the paper.
II. SINGLE IMAGE COMPRESSION FRAMEWORK
In this section, we give the detail description of our proposed single image compression framework (SICF). The image compression framework is consists of two significant components, including image encoder and decoder. By applying our proposed targeted dictionary based on softdecision adaptive interpolation (TD-SAI) and target residual dictionary training (TRD) to the present framework, we achieve a great improvement in image compression efficiency which benefits from the combination of sparse representations-based super-resolution and image compression processing.
A. Encoder of the Framework
For the convenience of expression, we will take the 2:1 downsampling processing as the standard of our framework in this paper. The sketch map of image encoder in proposed framework is illustrated in Fig. 1 . From this sketch map, it is clear to see the production of two components in image compression encoder. The two different encoded images will have different effects in next processing of targeted dictionary reconstruction. Firstly, given an image, the proposed framework takes down-sampling processing and then the down-sampling image is fed into JPEG. Numerous experimental results demonstrate the necessity of the denoising process to the decompressed low resolution image. Owing to the JPEG encoder, the encoded downsampling image has quantization noise which can be reduced by BM3D [11] algorithm. Consequently, before the process of super-resolution reconstruction, the framework will adopt BM3D-denoising to handle the encoded downsampling image in the case of different quantitative parameters.
The decoder first decompresses the low resolution downsampling image and then up-converts it to the original resolution by the sparse representation-based super-resolution using targeted dictionary based on soft-decision adaptive interpolation (TD-SAI). To get more high-frequency details for the first reconstructed image, we reconstruct the images with the assistance of the targeted residual dictionary (TRD). As a joint result of the TD-SAI and TRD, the final reconstructed image gets satisfactory visual quality without help of the feedback.
For further improving the visual quality of the final decoded image, the feedback part is particularly designed to acquire the residual assistance image which can be compensated for the loss of high-frequency details in process of super-resolution reconstruction. The quality of decoded image can be improved significantly under limited bit-rate of residual assistance image. The image subtraction between original test image with the second reconstructed image is just feedback of our framework which is also the other important component needed to feed into the JPEG encoder. Consequently, the final encoder of the framework is made up of the encoded downsampling image and encoded residual image.
B. Decoder of the Framework
The proposed single image compression framework (SICF) is mainly composed of the image encoder and decoder. As shown in Fig.1 , it has given a presentation of the sketch map about the image encoder of our framework.
After the above treatment, we acquire two important images, including the encoded downsampling image and the encoded residual image. These two essential images can provide convenience for next procession, which is the sparse representation-based super resolution and final decoded image. As illustrated in Fig.2 , the presented image decoder of compression framework is aimed at the image encoder.
It should be noted that in Fig.2 , through the image decoder, we obtain not only the decoded downsampling image, but also the decoded residual image. It is obvious to find that decoded downsampling image is the key part for superresolution reconstruction in framework. In addition, the decoded residual image can generate a complementation of high-frequency detail information for our reconstructed image. On the contrary, if the proposed framework doesn't have the design of the feedback, worse image visual quality and the loss of more image detail information can be observed in the final image. In decoder of the framework, we can obtain two corresponding decoded downsampling image and decoded residual image. The targeted dictionary based on soft-decision adaptive interpolation (TD-SAI) is used in reconstruction of the decoded downsampling image to get the first reconstructed image. With the help of the targeted residual dictionary (TRD), more detail information is added to the first reconstructed image, so that we can acquire more satisfied reconstructed image. Due to the excellent design of feedback in encoder, the final decoded image will be the joint effect of second reconstructed image and the decoded residual image. It must be said that residual image is compressed by JPEG. Thus, the resulting decoded residual image just has limited bit-rate which can be hugely helpful for the bit-rate saving of the framework.
While, in order to obtain a more satisfactory improving both in subjective and objective quality, it is desirable to regain more detail information during the decoded image reconstruction. Consequently, the proposed framework is aiming at the final decoded image to train new targeted residual dictionary and then apply it to the reconstruction for the final decoded image.
Because of the targeted dictionary training, our superresolution method produce excellent reconstructed results on a variety of images, and meanwhile we also achieve a more competitive performance both in objective and subjective quality comparing with other super-resolution approaches. But above all, the proposed SICF acquires meaningful bit-rate saving under the same PSNR compared with JPEG standard. Owing to the adaptation of JPEG compression standard in image encoder and decoder of proposed framework, so the comparison with the JPEG standard is directly encoded and decoded test image under the same PSNR results.
III. THE TARGETED DICTIONARY TRAINING FOR SUPER-RESOLUTION

A. The Training of Targeted Dictionary Based on Softdecision Adaptive Interpolation(TD-SAI)
For this proposed SICF, the sparse representation-based super-resolution plays an important role in it. An effective dictionary training method will becomes the core of the super resolution. In this section, we focus on training a specific dictionary pair which directs at the proposed SICF. As illustrated in Figure 3 , it shows the training of targeted dictionary based on soft-decision adaptive interpolation (TD-SAI). More details about soft-decision adaptive interpolation can be found in [12] . Comparing with other state-of-the-art SR approaches, it is obviously to realize the superior of our dictionary training method which aims at the processing of the image compression in our proposed framework.
Firstly, we take the 2:1 downsampling processing for the training images, and then the downsampling training images are encoded and decoded by the JPEG. Owing to the existence of quantization noise, we decided to use the BM3D method for denoising to acquire better image with less quantization noise. The denoising parameter is associated with the quantitative parameters (QP), which corresponding denoising parameter is decreasing with the increasing of quantitative parameters (QP). Then, we up-convert the training images to the original resolution using the soft-decision adaptive interpolation which could be provide more prior information for next dictionary training. A set of high-resolution training images are collected, decoded and denoised low-resolution images are constructed using soft-decision adaptive interpolation and pairs of matching patches that form the training database are extracted. Each of these patch-pairs undergoes a pre-processing stage that removes the low-frequencies from the training images and extracts features from soft-decision adaptive interpolation images. At this moment, a dictionary is trained for the lowresolution patches, such that they can be represented sparsely, and a corresponding dictionary is constructed for the highresolution patches that it matches the low-resolution one. Finally, we obtain the high-frequency and low-frequency TD-SAI dictionary from this training database. In this paper, we adopt the method published in [7] for the super-resolution reconstruction.
B. The Training of Targeted Residual Dictionary(TRD)
In order to further improve performance of our proposed framework, we decided to take full advantage of the residual information. By using the targeted dictionary based on softdecision adaptive interpolation, we get the first reconstructed training images. The residual high-frequency information, which is subtraction between training images with the first reconstructed training images, is the key of the targeted residual dictionary (TRD). As illustrated in Figure 4 , the high-resolution training images are collected, first reconstructed images are acquired by the TD-SAI and pairs of matching patches that form the training database are extracted. Each of these patch-pairs undergoes a pre-processing stage that removes the lowfrequencies which is just the first reconstructed images from the training images and extracts features from the first reconstructed images. We get the low-frequency and highfrequency targeted residual dictionary from the low and high frequency information, providing by the first reconstructed training images and original training images. The TRD-1 is used in the encoder of framework to improve the first reconstructed images both objective and subjective, and then we can get the second reconstructed training images by using the TRD-1. As shown in Figure5, the second reconstructed training image is added to the decoded residual training image from feedback, and then we will acquire the final decoded training image. The high-resolution training images are collected, second reconstructed images are acquired by the TRD-1 and pairs of matching patches that form the training database are extracted. Each of these patch-pairs undergoes a preprocessing stage that removes the low-frequencies which is just the final decoded images from the training images and extracts features from the final decoded images. The TRD-2 in the decoder of framework is acquired in the end.
IV. EXPERIMENT RESULTS
A. The Results of Singe Image Super Resolution via TD-SAI and TRD
During the encoding and decoding of the compression framework, there is a quantitative parameters (QP = 1~100) needed to set. With the increasing of the QP, the quality of image is much better both in objective and subjective quality. In our experiment, we pick up three different quantitative parameters (QP=40, 50, 60) to demonstrate the effectiveness and robustness of the targeted dictionary based on softdecision adaptive interpolation and the targeted residual dictionary.
Extensive experiments were carried out to evaluate the proposed targeted dictionary based on soft-decision adaptive interpolation (TD-SAI) and targeted residual dictionary (TRD) algorithm, in signal-to-noise ratio (PSNR), structural similarity (SSIM) and visual quality. The representative image super-resolution methods, including ScSR [6] and BPJDL [10] , are employed to compare with the proposed TD-SR (TD-SAI and TRD) method. The PSNR and SSIM comparisons for five gray images in the case of QP=40, 50, 60 measurements are provided in Table 1 . From the PSNR and SSIM comparison results, we notice that the most recent beta process joint dictionary learning method (BP-JDL) outperforms the coupled learned dictionaries (ScSR). The proposed TD-SR (TD-SAI and TRD) method is able to provide high-res images with the best recovery accuracy.
Table1. PSNR (dB) and SSIM comparisons of different QP by different methods for super-resolution
Here, we pick up two representative images to report the super resolution experimental results without the assistance of feedback. The visual comparisons of the super resolution for downsampling and compressed image results are shown in Figure 6~7 . From the visual comparison results, we notice the improvement of proposed TD-SR (TD-SAI and TRD) method in terms of artifact on the edges compared to the other methods. It is clear to observe that our proposed algorithm generates shaper edges, and the reconstructed image is much more faithful to the original images. The proposed method not only eliminates the ringing effects, but also preserves sharper edges and more high-frequency details, showing much clearer and better subjective results than the other competing super resolution algorithms for the downsampling and compressed image in framework. 
B. Analysis of our Proposed Entire Framework including the Feedback
Here, the proposed single image compression framework (SICF) is composed of six components: (1) downsampling; (2) JPEG encoder; (3) JPEG decoder; (4) denoising; (5) superresolution via TD (TD-SAI and TRD-1); (6) feedback and TRD-2 super-resolution.
A set of images are selected to test the efficiency of the proposed SICF. We compare the image processed by our framework with the image encoded directly by JPEG without downsampling under the same PSNR. It should be noted that the efficiency of our framework can be reflected by the ratedistortion performance. Here, we pick up two representative images to report the bit-rate saving results with the assistance of the feedback and the final TRD-2 super-resolution. As shown in Figure. 8, the rate-distortion performance of image, which was processed by our SICF, outperforms the JPEG standard under the same PSNR and visual quality. Obviously, our proposed SICF achieves significant bit-rate saving under the same PSNR compared with JPEG standard, for which the proposed SICF have unique feedback design for image compression and the targeted residual dictionary for image super-resolution.
V. CONCLUSIONS
In this paper, we establish a single image compression framework (SICF) combined with sparse representation-based super-resolution. An effectual targeted dictionary based on soft-decision adaptive interpolation (TD-SAI) and targeted residual dictionary (TRD) method was proposed to achieve higher reconstruction quality. For further improving the visual quality of the final decoded image, the feedback is designed to obtain the residual assistance image which can be compensated for the loss of high-frequency details in superresolution process at decoder side. The proposed framework achieves significant bit-rate saving under the same PSNR compared with JPEG standard. Our research group is now conducting experiments which focus on the JPEG-2000 image compression standard, and it has made the preliminary achievement.
