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NECESSARY AND SUFFICIENT CONDITIONS FOR
MCSHANE’S IDENTITY AND VARIATIONS
SER PEOW TAN, YAN LOI WONG, AND YING ZHANG
Abstract. Greg McShane introduced a remarkable identity for lengths of sim-
ple closed geodesics on the once punctured torus with a complete, finite volume
hyperbolic structure. Bowditch later generalized this and gave sufficient con-
ditions for the identity to hold for general type-preserving representations of
a free group on two generators Γ to SL(2,C), this was further generalized by
the authors to obtain sufficient conditions for a generalized McShane’s identity
for arbitrary (not necessarily type-preserving) non-reducible representations.
In this note we extend the above by giving necessary and sufficient conditions
for the generalized McShane identity to hold (Akiyoshi, Miyachi and Sakuma
had proved it for type-preserving representations). We also give a version of
Bowditch’s variation of McShane’s identity to once-punctured torus bundles,
in the case where the monodromy is generated by a reducible element, and an
asymptotic version of this using the generalized Markoff maps interpretation,
and provide necessary and sufficient conditions for the variations to hold.
1. Introduction
For a once punctured torus T with a complete, finite volume hyperbolic structure,
McShane showed [8] that the following identity holds:∑
γ
1
1 + el(γ)
=
1
2
, (1)
where γ ranges over all simple closed geodesics on T, and l(γ) is the hyperbolic
length of γ in T. This identity is independent of the hyperbolic structure on the
torus, that is, it holds for all points in the Teichmu¨ller space T1,1 of the punctured
torus. It can also be stated in terms of representations of the fundamental group Γ
of T into SL(2,R).
On the other hand, Bowditch gave an alternative proof of (1) in [3] via Markoff
triples, and extended it in [5] to type-preserving representations Γ → SL(2,C)
which satisfy certain conditions which we call here the BQ-conditions (Definition
2.7). Akiyoshi, Miyachi and Sakuma [1] generalized this (see Proposition 5.2 there,
stated here as Theorem 1.3) to give (implicitly) necessary and sufficient conditions
for the identity to hold. In this note, we generalize the above to get necessary
and sufficient conditions for the generalized McShane identity to hold for arbitrary
(non-elementary) representations Γ → SL(2,C) (Theorem 1.6). Bowditch also
gave variations of McShane’s identity for representations corresponding to complete
hyperbolic structures on once-punctured torus bundlesM over the circle, where the
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monodromy of M is generated by a hyperbolic (Anosov) element of the mapping
class group of the once-punctured torus—here the mapping class group is identified
with SL(2,Z). This was generalized in [15] to general representations. We give
further variations in the case where the monodromy ofM is generated by a reducible
element (corresponding to a parabolic element of SL(2,Z)), and where some version
of the BQ-conditions holds (Theorem 1.9). Finally, we also give an asymptotic
averaging version of this for certain generalized Markoff maps (Theorem 2.6).
Let X = Hom(Γ, SL(2,C))/SL(2,C) where the quotient is by the conjugation
action. To simplify notation, we denote by ρ instead of [ρ] the conjugacy class
of a representation; there should be no confusion as we are mostly interested in
functions of the trace which are conjugacy invariants. We denote by Xtp ⊂ X the
subset of type preserving representations; by definition, these are the representa-
tions satisfying tr([ρ(a), ρ(b)]) = −2 for any generating pair a, b of Γ. We define an
equivalence relation ∼ on Γ by g ∼ h if g is conjugate to h or h−1. Then Γ/ ∼ can
be identified with the set of free homotopy classes of unoriented closed curves on
T. Note that for ρ ∈ X , the trace function tr(ρ[g]) is well-defined on the classes
[g] ∈ Γ/ ∼. We denote by Ωˆ the subset of Γ/ ∼ which is identified with the set of
free homotopy classes of non-trivial, non-peripheral unoriented simple closed curves
on T.
Conventions of Notation. Throughout this paper, we always assume that, for
u ∈ C,
(a)
√
u has positive real part if u /∈ (−∞, 0] and has positive imaginary part if
u ∈ (−∞, 0);
(b) log u (u 6= 0) has imaginary part in (−π, π]; and
(c) cosh−1(u) has real part ≥ 0 and imaginary part ∈ (−π, π], and has imagi-
nary part ∈ [0, π] when real part = 0.
The letters µ and τ are always frozen for two complex numbers so that µ = τ + 2.
Implicitly, τ is for the trace of the commutator [A,B] := ABA−1B−1 of A,B ∈
SL(2,C) and µ is for tr2A+tr2B+tr2AB−trA trB trAB, and the relation µ = τ+2
follows from the well known Fricke trace identity. Consequently, the letter ν is
always frozen as ν := cosh−1(−τ/2) = cosh−1(1− µ/2).
Definition 1.1. Define the function h : C\{0} → C by
h(x) =
1
2
(
1−
√
1− 4
x2
)
. (2)
Then Bowditch’s extension and reformulation of (1), stated in terms of repre-
sentations, is as follows.
Theorem 1.2. (Theorem 3 [5]) Suppose ρ ∈ Xtp satisfies
(i) trρ[g] 6∈ [−2, 2] for all [g] ∈ Ωˆ; and
(ii) |trρ[g]| ≤ 2 for only finitely many classes [g] ∈ Ωˆ.
Then ∑
[g]∈Ωˆ
h
(
trρ[g]
)
=
1
2
, (3)
where the sum converges absolutely.
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We call conditions (i) and (ii) in Theorem 1.2 the BQ-conditions. Note that the
summands in (3) are equal to the summands in (1) for representations coming from
complete finite area hyperbolic structures on T. Bowditch has conjectured that
the representations satisfying the BQ-conditions are precisely the quasifuchsian
representations (Conjecture A in [5]). Note also that because h(x) is an even
function, the theorem holds for representations into PSL(2,C) as well (the trace of
the commutator is well-defined).
Condition (i) implies that there are no elliptics or accidental parabolics in ρ(Ωˆ)
and condition (ii) is clearly necessary for the sum in (3) to converge. It turns out
these conditions are almost necessary; it is easy to see that it is necessary that there
are no elliptics (otherwise there are infinitely many [g] ∈ Ωˆ with |tr(ρ[g])| < K for
some K > 0 and the sum diverges), but it turns out that one can allow for (a finite
number of) accidental parabolics and (3) will still hold. We have the following
result of Akiyoshi, Miyachi and Sakuma [1].
Theorem 1.3. ([1], Proposition 5.2) Suppose ρ ∈ Xtp. Then∑
[g]∈Ωˆ
h
(
trρ[g]
)
=
1
2
,
and the sum converges absolutely, if and only if
(i′) trρ[g] 6∈ (−2, 2) for all [g] ∈ Ωˆ, and
(ii) |trρ[g]| ≤ 2 for only finitely many classes [g] ∈ Ωˆ.
We will see later (Example 4.1) that conjecturally, the extra representations
included in Theorem 1.3 come from the points in the Maskit embedding of T1,1 (see
[7] for background and a discussion of the geometry of this embedding), and the
cusp points on the boundary of the embedding. In particular, there are one or two
accidental parabolics in these extremal cases.
We turn now to more general representations. A representation ρ ∈ X is said
to be a τ -representation, where τ ∈ C, if for some (hence every) pair of free
generators a, b ∈ Γ, trρ([a, b]) = τ . Denote by Xτ ⊂ X the set of τ -representations
(so Xtp = X−2). Note that this makes sense for representations into PSL(2,C) as
well since the trace of the commutator is well-defined. It is well known that ρ(Γ)
is elementary if and only if τ = 2, which corresponds to reducible representations,
and a different type of geometry; this will be explored in a future paper. Hence,
for now, we will only be interested in τ -representations with τ 6= 2. To state the
generalized version of McShane’s identity formulated in terms of representations,
we need the following definition.
Definition 1.4. For a fixed τ 6= ±2, let ν = cosh−1(−τ/2). Define a function
hτ : C\{±
√
τ + 2} → C by
hτ (x) = log
1 + (eν − 1)h(x)
1 + (e−ν − 1)h(x) , (4)
where h(x) is given as in (2).
Remark 1.5. It can be verified by an elementary calculation that
hτ
(
trρ[g]
)
= 2 tanh−1
(
sinh ν
cosh ν + el(ρ[g])
)
,
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where l(ρ[g]) is the complex translation length of ρ[g]. This was the version used
in [13], and has a more geometric flavor.
Theorem 1.6. Let ρ : Γ→ SL(2,C) be a τ-representation, where τ 6= ±2, and let
ν = cosh−1(−τ/2). Then∑
[g]∈Ωˆ
hτ
(
trρ[g]
)
= ν mod 2πi, (5)
and the sum converges absolutely, if and only if
(i′) trρ[g] 6∈ (−2, 2) for all [g] ∈ Ωˆ, and
(ii) |trρ[g]| ≤ 2 for only finitely many classes [g] ∈ Ωˆ.
Remark 1.7. Note that hτ is not defined at ±
√
τ + 2, but this does not cause any
essential restriction since it was shown in [15] that if trρ[g] = ±√τ + 2 for some
[g] ∈ Ωˆ, then part(ii) of the BQ-conditions is not satisfied. It was also shown in
[15] that the BQ-conditions are sufficient for (5) to hold with absolute convergence;
Theorem 1.6 is an extension of the result there. To get a feeling for the theorem,
the reader should consider representations arising from hyperbolic structures on the
three-holed sphere (pair of pants) with geodesic boundary—they satisfy the BQ-
conditions—and then consider deformations where some, or all of the boundary
components degenerate to cusps; see Example 4.2 (these satisfy conditions (i′) and
(ii) in Theorem 1.6). See also [6] for a more detailed analysis of all such real
representations.
To state our next result, we consider the action of the mapping class group of
T, MCG ∼= SL(2,Z), and its induced action on Γ and Xτ . Recall that MCG is
the group of isotopy classes of diffeomorphisms of T which fixes the puncture (that
is, each element of MCG fixes a neighborhood of the puncture pointwise). Every
H ∈ MCG induces an automorphism H∗ of Γ and H acts on Xτ by
H(ρ)(g) = ρ(H∗(g))
for ρ ∈ Xτ and g ∈ Γ. Bowditch [4] studied representations ρ ∈ Xtp stabilized by
a cyclic subgroup 〈H〉 < MCG ∼= SL(2,Z) generated by a hyperbolic element and
proved a variation of the McShane’s identity. This was subsequently generalized in
[15]. The result (again restated here in terms of representations) is as follows.
Theorem 1.8. (Theorem A, [4]; see also [15]) Suppose that ρ ∈ Xτ (τ 6= 2) is
stabilized by 〈H〉 <MCG ∼= SL(2,Z), where H is a hyperbolic element of SL(2,Z).
Suppose
(i) trρ[[g]] 6∈ [−2, 2] for all [[g]] ∈ Ωˆ/〈H∗〉, and
(ii) |trρ[[g]]| ≤ 2 for only finitely many classes [[g]] ∈ Ωˆ/〈H∗〉.
Then ∑
[[g]]∈Ωˆ/〈H∗〉
h
(
trρ[[g]]
)
= 0 mod 2πi, (6)
where if τ = −2 then h(x) = h(x), and if τ 6= −2 then h(x) = hτ (x). Moreover,
the sum converges absolutely.
Using essentially the same arguments, we can relax the condition (i) to:
(i′) trρ[[g]] 6∈ (−2, 2) for all [[g]] ∈ Ωˆ/〈H∗〉,
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as in Theorems 1.3 and 1.6. However, it is not difficult to see that for fixed τ , the
set of ρ ∈ Xτ stabilized by 〈H〉 is finite (so there is a rigidity-type property), so it
is possible that this does not give any new examples of representations satisfying
this variation of the identity. Instead, we prove the following version of the above
where the stabilizer 〈H〉 is generated by a reducible (parabolic) element H , and the
deformation space is more interesting. In this case the induced action H∗ of H on
Γ is given by H∗(a) = a
±1, H∗(b) = a
Nb±1, N ∈ Z, for some fixed generating pair
a, b of Γ.
Theorem 1.9. Suppose that ρ ∈ Xτ (τ 6= 2) is stabilized by 〈H〉 < MCG ∼=
SL(2,Z), where H is a parabolic element of SL(2,Z). Let [g0] be the unique element
in Ωˆ fixed by H∗. Then ∑
[[g]]∈Ωˆ/〈H∗〉−[[g0]]
h
(
trρ[[g]]
)
= 0 mod 2πi, (7)
where h = h if τ = −2, and h = hτ if τ 6= −2, and the sum converges absolutely, if
and only if
(i) trρ[[g]] 6∈ (−2, 2) for all [[g]] ∈ Ωˆ/〈H∗〉 − [[g0]], and
(ii) |trρ[[g]]| ≤ 2 for only finitely many classes [[g]] ∈ Ωˆ/〈H∗〉.
The above can also be stated in terms of once punctured torus bundles over the
circle with monodromy a reducible element of MCG. In this case Ωˆ/〈H∗〉 can be
identified with the set of free homotopy classes of non-trivial, non-peripheral simple
closed curves on the fibre, and Ωˆ/〈H∗〉 − [[g0]] with the subset which excludes the
class of the fixed curve. Note that there is no generalization of Theorem B of [4]
in this case, because Ωˆ/〈H∗〉 − [[g0]] is essentially one-sided. It is also not difficult
to see that, for Xtp, the remaining case of representations stabilized by a subgroup
generated by an elliptic element H gives rise to either representations which satisfy
the BQ-conditions, or the representation corresponding to the trivial Markoff map,
that is, where trρ(g) = 0 for all g ∈ Γ. Hence Theorems 1.8 and 1.9 together with
the observation above give a rather complete answer to the cases of representations
in Xtp stabilized by either finite or (virtually) cyclic subgroups. In a future paper
[16] we will explore representations in Xtp stabilized by subgroups which are not
finite or virtually cyclic, and also the end invariants of a generalized Markoff map
φ. It turns out that the extended Bowditch’s conditions are more useful there. We
defer the statement of our final result (Theorem 2.6) to the next section as it is
more conveniently stated in terms of generalized Markoff maps.
We give a brief discussion of the proofs. Following Bowditch [5] [4], the results
above are reformulated (see §2) in terms of Markoff maps (for Theorem 1.3); gener-
alized Markoff maps (for Theorem 1.6); and generalized Markoff maps stabilized by
a parabolic element of PSL(2,Z) (for Theorem 1.9). The basic idea in [5], extended
in [15], was that the BQ-conditions imply that the (generalized) Markoff maps have
Fibonacci growth either on Ω (for Theorems 1.3 and 1.6) or on suitable branches of
the tree Σ (for Theorem 1.9), which was sufficient to give the absolute convergence
of the sums in Theorems 1.3, 1.6 and 1.9. The actual sum was then computed by
a tricky computation, using the ψ-functions xyz ,
y
zx and
z
xy associated to a Markoff
triple (x, y, z), or the functions Ψ(y, z, x),Ψ(z, x, y),Ψ(x, y, z) associated to a gener-
alized Markoff triple (x, y, z). The existence of accidental parabolics (regions where
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the generalized Markoff map takes values ±2) means that the associated general-
ized Markoff map does not have Fibonacci growth. However, it turns out that the
condition of Fibonacci growth is stronger than is necessary for the absolute conver-
gence of the sums and the computation of their values. By analyzing the behavior
of a generalized Markoff map on the regions surrounding a region with value ±2,
we show that the absolute convergence of the sums with the resulting values in
Theorems 1.3, 1.6 and 1.9 still holds in the presence of a finite number of accidental
parabolics, so that the BQ-conditions can be relaxed (see §3, and also [1] where
the proof follows along very similar lines). There are some subtleties involved in
the proof of Theorem 1.9 for some special cases; these are taken care of in Lemma
3.13. The proof of Theorem 2.6 is similar to that for Theorem 1.9. Because of the
non-periodicity, an asymptotic type identity is probably the best we can hope for
in this case. Finally, to illustrate some of the extremal cases covered by our results,
we give some examples in §4.
Remark 1.10. McShane’s original identity (1) has also been generalized to more
general hyperbolic surfaces with cusps by McShane himself [9], to hyperbolic sur-
faces with cusps and/or geodesic boundary components by Mirzakhani [11], to
hyperbolic surfaces with cusps, geodesic boundary and/or conical singularities, and
to classical Schottky groups by the authors in [13], [14]. It would be interesting to
extend the results here to representations corresponding to these generalizations.
Acknowledgements. We would like to thank Makoto Sakuma for his encouragement
and for bringing our attention to Proposition 5.2 of [1]. We would like to apologize
to the authors of of [1] for the oversight in a previous version of this paper.
2. Generalized Markoff Maps
In this section we reformulate Theorems 1.3, 1.6 and 1.9 in terms of (generalized)
Markoff maps, following [5], [4] and [15], and also state our last result, Theorem
2.6. The discussion will be brief. The reader is referred to the references listed
above for details.
Let Σ be a binary tree properly embedded in the (hyperbolic) plane. A comple-
mentary region of Σ is the closure of a connected component of the complement.
Denote by V (Σ), E(Σ) and Ω(Σ) the set of vertices, edges, and complementary
regions of Σ respectively, or simply, just V , E and Ω respectively. We will fix a
concrete realization of the above concepts by thinking of Σ as the dual to the Farey
tessellation F of the hyperbolic plane (upper half plane) by ideal triangles. Recall
that pq ,
p′
q′ ∈ Q ∪ {∞} (here ∞ := 10 ) with gcd(p, q) = gcd(p′, q′) = 1 are Farey
neighbors if |pq′−p′q| = 1, and that the Farey triangulation consists of edges which
are complete hyperbolic geodesics joining all pairs { pq , p
′
q′ } ⊂ Q ∪ {∞} which are
Farey neighbors, see Figure 1. In this way, there is a natural action of PSL(2,Z)
on Σ, also on Ω, and there is a natural correspondence of Ω with Q ∪ {∞}, which
embeds as a dense subset of R ∪ {∞} ∼= S1, and inherits the cyclic ordering from
S1 (S1 can be identified with the projective lamination space of T). Indeed, with
this identification, the action of PSL(2,Z) on Ω ↔ Q ∪ {∞} is the usual one. We
use the letters X,Y, Z,W, . . . to denote the elements of Ω, and also introduce the
notation X p
q
to indicate that X p
q
∈ Ω corresponds to pq ∈ Q ∪ {∞}, where we use
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Figure 1. Farey tessellation and the binary tree Σ.
✲❅
❅
❅
 
 
 
 
 
 
❅
❅
❅
X
Y
WZ ~e
Figure 2. The directed edge ~e = (X,Y ;Z →W )
1
0 to denote ∞, and pq (with p ∈ Z, q ∈ N, gcd(p, q) = 1) to denote elements of Q.
We use the notation e ↔ (X,Y ;Z,W ) to indicate that e = X ∩ Y and e ∩ Z and
e∩W are the endpoints of e. Denote by ~E(Σ) (or just ~E) the set of directed edges
of Σ where the direction is always taken to be from from the tail to the head (as in
the direction of the arrow). We also use e to denote the underlying undirected edge
corresponding to the directed edge ~e, and −~e to denote the directed edge in the op-
posite direction of ~e. And for a directed edge ~e ∈ ~E(Σ), we use ~e = (X,Y ;Z →W )
to indicate that e∩W is the head of ~e, that is, ~e is the directed edge from Z to W ,
as shown in Figure 2.
Definition 2.1. For a complex number µ ∈ C, a µ-Markoff triple is an ordered
triple (x, y, z) ∈ C3 of complex numbers satisfying the µ-Markoff equation:
x2 + y2 + z2 − xyz = µ. (8)
Thus Markoff triples are just 0-Markoff triples. It is easily verified that if (x, y, z)
is a µ-Markoff triple, so are (x, y, xy − z), (x, xz − y, z), (yz − x, y, z) and the
permutation triples of each of them.
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Definition 2.2. A map φ : Ω→ C is a µ-Markoff map if
(i) for every vertex v ∈ V (Σ), the triple (φ(X), φ(Y ), φ(Z)) is a µ-Markoff
triple, where X,Y, Z ∈ Ω are the three regions meeting v; and
(ii) for every edge e ∈ E(Σ) such that e↔ (X,Y ;Z,W ), we have
xy = z + w, (9)
where x = φ(X), y = φ(Y ), z = φ(Z), w = φ(W ).
As in [15] we shall use Φµ to denote the set of all µ-Markoff maps, so that the
set of all Markoff maps is denoted by Φ0 in our notation. We shall also use the
following convention of Bowditch [5].
Convention. We always use upper case letters denote the regions and the
corresponding lower case letters denote the values of φ on the regions, that is,
φ(X) = x, φ(Y ) = y, φ(Z) = z, etc.
As in the case of Markoff maps, if the edge relation (9) is satisfied along all
edges, then it suffices that the vertex relation (8) be satisfied at a single vertex.
In fact one may establish a bijective correspondence between µ-Markoff maps and
µ-Markoff triples, by fixing three regions X,Y, Z which meet at some vertex v; for
concreteness, let us sayX = X 0
1
, Y = X 1
1
and Z = X 1
0
. The correspondence is then
given by ι : φ 7→ (φ(X 0
1
), φ(X 1
1
), φ(X 1
0
)). This process may be inverted to obtain
ι−1 by constructing a tree of µ-Markoff triples as Bowditch did in [5] for Markoff
triples: Given a µ-Markoff triple (x, y, z), we set φ(X 0
1
) = x, φ(X 1
1
) = y, φ(X 1
0
) = z,
and extend over Ω as dictated by the edge relation (9). In this way one obtains
an identification of Φµ with the variety in C
3 given by the µ-Markoff equation. In
particular, Φµ gets a nice topology as a subset of C
3.
The natural action of PSL(2,Z) on Σ and on Ω induces an action on Φµ, where
if H ∈ PSL(2,Z) then H : Φµ → Φµ is given by
H(φ)(X) = φ(H(X)), X ∈ Ω.
There is also an action of the Klein-four group, Z22, on Φµ which reverses the signs
of two of the values in each triple, and relates representations into SL(2,C) with
representations into PSL(2,C); however, this will not concern us here.
The key point to obtain the reformulation is that there is also a natural cor-
respondence between conjugacy classes of (µ − 2)-representations ρ ∈ Xµ−2 and
µ-Markoff maps, once the four regions X,Y, Z,W corresponding to a fixed edge
e↔ (X,Y ;Z,W ) are identified with generators a, b, ab and ab−1 for Γ respectively.
This works because the relations (8) and (9) are equivalent to the trace relations.
This also gives a natural identification of Ω with Ωˆ (recall that Ωˆ ⊂ Γ/ ∼ is the
subset corresponding to the non-trivial, non-peripheral simple closed curves on T)
and the action of the mapping class group MCG ∼= SL(2,Z) on Xµ−2 descends to
the PSL(2,Z) action on Φµ described earlier. Theorems 1.3, 1.6 and 1.9 can then
be reformulated in terms of µ-Markoff maps as follows (we use the same definitions
for the functions h and hτ as in the original statements).
Theorem 2.3. (Reformulation of Theorem 1.3) Suppose φ ∈ Φ0. Then∑
X∈Ω
h
(
φ(X))
)
=
1
2
, (10)
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and the sum converges absolutely, if and only if
(i′) φ(X) 6∈ (−2, 2) for all X ∈ Ω, and
(ii) |φ(X)| ≤ 2 for only finitely many X ∈ Ω.
Theorem 2.4. (Reformulation of Theorem 1.6) Suppose φ ∈ Φτ+2 (τ 6= ±2) and
let ν = cosh−1(−τ/2). Then∑
X∈Ω
hτ
(
φ(X)
)
= ν mod 2πi, (11)
and the sum converges absolutely, if and only if
(i′) φ(X) 6∈ (−2, 2) for all X ∈ Ω, and
(ii) |φ(X)| ≤ 2 for only finitely many X ∈ Ω.
Theorem 2.5. (Reformulation of Theorem 1.9) Suppose that φ ∈ Φτ+2 (τ 6= 2) is
stabilized by 〈H〉 < PSL(2,Z), where H is a parabolic element of PSL(2,Z). Let
X0 be the unique element in Ω fixed by H. Then∑
[X]∈Ω/〈H〉−[X0]
h
(
φ[X ]
)
= 0 mod 2πi, (12)
(where h = h if τ = −2 and h = hτ if τ 6= −2) and the sum converges absolutely, if
and only if
(i) φ[X ] 6∈ (−2, 2) for all [X ] ∈ Ω/〈H〉 − [X0], and
(ii) |φ[X ]| ≤ 2 for only finitely many classes [X ] ∈ Ω/〈H〉.
Note that in Theorem 2.5 above, we have φ(X0) = 2 cos
(
q
pπ
)
for some qp ∈ Q.
See Lemma 3.11 for a proof. Now suppose that φ(X0) ∈ (−2, 2) and φ(X0) 6=
2 cos
(
q
pπ
)
for any qp ∈ Q. Suppose further that for each directed edge ~ε meeting
X0 only at its head, φ satisfies the extended BQ-conditions on Ω
0−(~ε) (see Definition
2.7 below). Then we have, in a special case, the following asymptotic averaging and
ergodic version of Theorem 2.5.
Theorem 2.6. Suppose φ ∈ Φµ (µ 6= 4) is such that, under a specific identification
of Ω with Q ∩ { 10 }, Ωφ(2) = {X 10 } and φ(X 10 ) ∈ (−2, 2). Then
lim
N→∞
ℜ
(∑
r∈Q∩(0,N ] h(φ(Xr))
N
)
= 0, (13)
and there exists an increasing sequence (Nk)
∞
k=1 of positive integers such that
lim
k→∞
∑
r∈Q∩(0,Nk]
h(φ(Xr)) = 0 mod 2πi, (14)
where h = h if µ = 0, and h = hµ−2 if µ 6= 0.
We end this section by giving the formal definition and notation for generalized
Markoff maps satisfying the BQ-conditions or the extended BQ-conditions.
Definition 2.7. First, we denote by (Φµ)Q the subset of Φµ satisfying the BQ-
conditions, that is, φ ∈ (Φµ)Q if
(i) φ(X) 6∈ [−2, 2] for all X ∈ Ω, and
(ii) |φ(X)| ≤ 2 for only finitely many X ∈ Ω.
Next, we denote by (Φµ)Q the subset ofΦµ satisfying the extended BQ-conditions,
that is, φ ∈ (Φµ)Q if
(i′) φ(X) 6∈ (−2, 2) for all X ∈ Ω, and
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Figure 3. Two simple circular sets C(T )
(ii) |φ(X)| ≤ 2 for only finitely many X ∈ Ω.
Finally, we say that φ satisfies the BQ-conditions (resp. the extended BQ-
conditions) on a subset Ω′ of Ω if (i) (resp. (i′)) and (ii) above hold for all X ∈ Ω′.
3. Proofs of Theorems
We first give a quick sketch of how the corresponding results were obtained for
(generalized) Markoff maps φ satisfying the BQ-conditions. We need to recall some
definitions from [5] and [15].
Recall that E = E(Σ) and ~E = ~E(Σ) are the set of edges and directed edges
of Σ respectively, where the direction for a directed edge is taken to be from the
tail to the head. For e ↔ (X,Y ;Z,W ) ∈ E, define Ω0(e) = {X,Y }. For ~e ↔
(X,Y ;Z → W ) ∈ ~E, Σ \ int(e) consists of two components, denoted by Σ+(~e)
and Σ−(~e), where Σ+(~e) is the component containing the head of ~e and Σ−(~e)
is the component containing the tail of ~e (so that Z meets Σ−(~e) and W meets
Σ+(~e)). Define Ω+(~e) (resp. Ω−(~e)) to be the set of regions in Ω whose boundaries
lie entirely in Σ+(~e) (resp. Σ−(~e)). Hence Ω = Ω+(~e) ⊔ Ω0(e) ⊔ Ω−(~e). Define
Ω0+(~e) = Ω0(e) ∪Ω+(~e) (resp. Ω0−(~e) = Ω0(e) ∪ Ω−(~e)).
In terms of a concrete identification of Ω with Q ∪ {∞}, we have the following
interpretation of the above definitions. If ~e = (Xr1 , Xr2 ;Xr3 → Xr4) ∈ ~E, then
Ω0(e) ↔ {r1, r2} (note that r1 and r2 are Farey neighbors). Also, r1, r2 divides
R ∪ {∞} ∼= S1 into two open intervals I+(~e) and I−(~e) where r3 ∈ I−(~e) and
r4 ∈ I+(~e). (Bowditch [5] calls the closure of I−(~e) the impression of the branch
Ω−(~e).) Then Ω−(~e) ↔ (Q ∪ {∞}) ∩ I−(~e). For example, in Figure 1, if ~e =
(X 1
2
, X 1
1
;X 2
3
→ X 0
1
), then Ω0(~e) = {X 1
2
, X 1
1
}, and Ω−(~e) = {X p
q
: 12 <
p
q <
1
1}.
In other words, to each directed edge ~e, there corresponds an open interval I−(~e)
of S1 with rational endpoints which are Farey neighbors. This can be visualized as
the tail of a “comet” (where one thinks of the directed edge as a comet); Ω−(~e) is
then the “rational dust” in this tail.
For a given subtree T ⊆ Σ, the set C(T ) ⊆ ~E is the subset of directed edges ~e
such that ~e ∈ C(T ) if and only if e ∩ T consists of only one point, the point being
the head of ~e. If T is finite, then so is C(T ). For example, if T consists of a single
vertex v, then C(T ) consists of the three directed edges with heads at v, and if T
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consists of a single edge and its two vertices, then C(T ) consists of four directed
edges, as shown in Figure 3. A finite subset C of ~E is said to be a circular set if
it has the form C(T ) for some finite subtree T of Σ. It is not difficult to see, using
the concrete realization, that C is either circular or of the form {~e,−~e} for some
~e ∈ ~E if and only if ⋃
~e∈C
I−(~e) = R ∪ {∞} ∼= S1, and
I−(~e1) ∩ I−(~e2) = ∅, for ~e1, ~e2 ∈ C, ~e1 6= ~e2.
Using the analogy of comets as directed edges, this corresponds to a finite set of
comets whose tails fill the entire horizon at infinity, and such that no comet lies in
the “shadow” of another.
Now let us fix one φ ∈ (Φµ)Q. (We shall deal with Theorems 1.8 and 2.5 later.)
So φ satisfies the BQ-conditions (see Definition 2.7). Using φ we can define a map
α = αφ : E → ~E
such that, for e↔ (X,Y ;Z,W ),
α(e) = (X,Y ;Z →W )
if |φ(Z)| > |φ(W )| and one may choose an arbitrary direction if |φ(Z)| = |φ(W )|.
Thus the direction of the edge is always from the region with greater absolute value
of φ to the region with smaller absolute value of φ.
There is a way to measure the growth rate of the function log+ |φ| on Ω (where
log+ x := max{0, logx}), which will be useful for proving absolute convergence of
certain series, by comparing it to the Fibonacci function F : Ω→ N, which we can
take to be
F (X p
q
) = |p|+ |q|, where gcd(p, q) = 1.
(Strictly speaking, this is the Fibonacci function associated to the edge e ↔ (X 1
0
,
X 0
1
;X−1
1
, X 1
1
); but it was shown in [5] that in fact the concept of having Fibonacci
bounds is independent of the edge used.) Then log+ |φ| has a lower Fibonacci
bound on Ω if there exists a constant κ > 0 such that log+ |φ(X)| > κF (X) for all
but finitely many X ∈ Ω. Clearly, we can talk about lower Fibonacci bounds for
log+ |φ| restricted to subsets Ω′ ⊆ Ω as well. The key point is that if log+ |φ| has a
lower Fibonacci bound on Ω−(~e) for some ~e ∈ ~E, then the sum∑X∈Ω−(~e) hτ (φ(X))
converges absolutely (to a value which can be determined).
We now outline (with some slight modifications) in several steps the basic strat-
egy used in [5] and [15] to prove the (generalized) McShane’s identity for a fixed
φ ∈ (Φµ)Q. For any k > 0, we define
Ω(k) := Ωφ(k) = {X ∈ Ω | |φ(X)| ≤ k}.
By BQ(ii), Ω(2) is finite. Let us first suppose that Ω(2) is non-empty.
Step 1.
Let X0 ∈ Ω(2) and let {~en | n ∈ Z} be the bi-infinite sequence of directed edges in
Σ bounding X0, say in clockwise order around X0, where ~en is directed from ~en−1
to ~en+1, and let Yn be the region sharing the edge en with X0 (see Figure 4 where
we have represented the boundary of X0 by a straight line so all the edges en lie
on a straight line). Then by BQ(i), φ(X0) 6∈ [−2, 2], so |φ(Yn)| grows exponentially
12 SER PEOW TAN, YAN LOI WONG, AND YING ZHANG
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in |n| for |n| sufficiently large (Lemma 3.3 [5], see also [15]). We can find a finite
subarc
J(X0) =
⋃
−N<i<N
ei, where N is a positive integer
such that
(i) if Yj ∈ Ω(2) then ej ⊆ J(X0);
(ii) if ek 6⊆ J(X0) then α(ek) is directed towards J(X0), that is, α(ek) = ~ek
for k ≤ −N and α(ek) = −~ek for k ≥ N ; and
(iii) log+ |φ| has a lower Fibonacci bound on both Ω−(−~eN ) and Ω−(~e−N ).
Step 2.
Now we take the union
T =
⋃
X0∈Ω(2)
J(X0).
It can be shown that T is always connected (so T is a finite subtree of Σ) and
further that α(e) is directed towards T for all e 6⊆ T .
Aside 1:
In the case where Ω(2) = ∅, T consists of a single vertex v which is a sink, with
α(ei) directed towards v for all the three edges e1, e2, e3 incident to v. In this case
log+ |φ| has a lower Fibonacci bound on every ~e ∈ ~E.
Step 3.
Now we want to show that for all ~e ∈ C(T ), log+ |φ| has a lower Fibonacci bound on
Ω−(~e). There are two possibilities. First, |φ(X)| > 2 forX ∈ Ω0(~e) and furthermore
α(e) = ~e, then log+ |φ| has a lower Fibonacci bound on Ω−(~e) (see Corollary 3.6
[5], see also [15]). The second possibility is that |φ(X)| ≤ 2 for exactly one of
the X ∈ Ω0(~e). This can only occur in the situation of part (iii) of Step 1, with
~e = −~eN or ~e−N , so again log+ |φ| has a lower Fibonacci bound on Ω−(~e).
Since Ω =
⋃
~e∈C(T )Ω
0−(~e), this gives the absolute convergence of the sums in
(10) and (11), as the fact that log+ |φ| has a lower Fibonacci bound implies the
absolute convergence of the sums.
Aside 2:
A slight modification is necessary to deal with Theorems 1.8 and 2.5. We construct
the tree T as before in Step 2, except that now it is not finite. However, the tree
is invariant under the action of 〈H〉, and by taking the quotient of T by the action
of 〈H〉, we do indeed get a finite graph. Following [4], by considering the sum over
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suitable branches, we again get the absolute convergence of the sum in (6) and (12),
when φ/〈H〉 satisfies the BQ-conditions.
Step 4.
To get the actual values of the sums requires the introduction of a function
Ψµ : {µ-Markoff triples} → C
(where µ = τ + 2 6= 0, 4) defined by
Ψµ(x, y, z) := log
1 + (eν − 1)(z/xy)√
1− µ/x2√1− µ/y2 , (15)
where ν = cosh−1(1− µ/2), for a µ-Markoff triple (x, y, z) with x, y 6= 0,±√µ.
Remark 3.1. In the case where µ = 0 if we set µ = 0 (and hence ν = 0) in (15) we
would have Ψ0(x, y, z) ≡ 0; in this case we define a function Ψ′0 by
Ψ′0(x, y, z) = z/xy,
which is used extensively by Bowditch [5] and is in fact the partial derivative of
2Ψµ(x, y, z) with respect to ν evaluated at ν = 0 (or equivalently, µ = 0).
Although the function Ψµ is rather complicated, what concerns us most will be
the properties of the function and the way it relates to the sums in (6), (10), (11),
and (12).
Lemma 3.2. (Properties of the function Ψµ) Suppose µ 6= 0, 4.
(i) If (x, y, z) is a µ-Markoff triple such that x, y, z 6= 0,±√µ then
Ψµ(x, y, z) + Ψµ(y, z, x) + Ψµ(z, x, y) = ν mod 2πi. (16)
(ii) If (x, y, z) and (x, y, w) are µ-Markoff triples such that x, y 6= 0,±√µ and
z + w = xy then
Ψµ(x, y, z) + Ψµ(x, y, w) = ν mod 2πi. (17)
Definition 3.3. For a fixed φ ∈ Φµ (µ 6= 0, 4), we define the edge-weight function
ψ associated to φ by
ψ(~e) := ψφ(~e) = Ψµ(x, y, z), (18)
where ~e = (X,Y ;W → Z) (that is, Z is at the head of ~e) and, by our convention,
x = φ(X), y = φ(Y ), z = φ(Z).
Remark 3.4. In the case where µ = 0 we define
ψ(~e) = z/xy (19)
as explained before.
Then we have the following properties, proven in [15] with the help of Lemma
3.2 above.
Lemma 3.5. (Properties of the edge-weight function ψ) Suppose φ ∈ Φµ (where
µ 6= 0, 4) and φ(X) 6= 0,±√µ for all X ∈ Ω. Then
(i) for ~e ∈ ~E,
ψ(~e) + ψ(−~e) = ν mod 2πi; (20)
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(ii) for a circular set C ⊂ ~E,∑
~e∈C
ψ(~e) = ν mod 2πi. (21)
Remark 3.6. In the case where µ = 0, Lemmas 3.2 and 3.5 hold with ν replaced by
1 and with mod 2πi removed, as used by Bowditch in [5].
Definition 3.7. (The function hˆτ ) For τ ∈ C\{±2}, we set µ = τ +2 and define
another function hˆτ : C\{±√µ} → C, which is a specific half, modulo 2πi, of the
function hτ defined before, by
hˆτ (x) = log
1 + (eν − 1)h(x)√
1− µ/x2 , (22)
where ν = cosh−1(−τ/2) and h is the function defined by (2).
It can be checked by direct calculation that
hτ = 2 hˆτ mod 2πi. (23)
We also have
hˆτ (x) = lim
y→∞
Ψµ(x, y, z), (24)
where µ = τ + 2 and z is given by
z =
xy
2
(
1−
√
1− 4
(
1
x2
+
1
y2
− µ
x2y2
) )
. (25)
Note that the properties (23) and (24) are crucial for the following theorem to hold,
as can be seen in [15].
Theorem 3.8. Suppose φ ∈ Φµ (µ = τ + 2 6= 0, 4) and ~e ∈ ~E is such that log+ |φ|
has a lower Fibonacci bound on Ω−(~e). Then∑
X∈Ω0(e)
hˆτ (φ(X)) +
∑
X∈Ω−(~e)
hτ (φ(X)) = ψ(~e) mod 2πi, (26)
where the infinite sum converges absolutely.
Note that the second sum on the left hand side of (26) is an infinite sum while
the first sum has only two summands.
Putting everything together, we can now prove Theorems 2.3, 2.4 and 2.5 in the
case where the BQ-conditions are satisfied. We just split the infinite sum in each
case into a finite number of infinite sums over the tails of a circular set of directed
edges as in Step 3, evaluate each using Theorem 3.8, and then apply (ii) of Lemma
3.5 to get the sum. A slight variation is needed for Theorem 2.5: we need to choose
a suitable tree T ′ which is a “fundamental domain” for the invariant tree T and
we use the fact that there are two edges ~e′, ~e′′ in the circular set of C(T ′) with
ψ( ~e′′) = ψ(−~e′) because H maps ~e′ to − ~e′′ (see [4] for details).
Now a careful examination of the above sketch will show that the proof in the
general case breaks down only at Step 1(iii); specifically, only in the last statement
there. This is because if we have φ(X0) = ±2 for some X0 ∈ Ω, and suppose
Yn, n ∈ Z are the neighboring regions of X0, then |φ(Yn)| only grows linearly in
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Figure 5. φ(X0) = 2
|n| for large |n|, and not exponentially as in the case when φ(X0) 6∈ [−2, 2]. So
for the directed edges −~eN and ~e−N directed towards J(X0) in Step 1(iii), log+ |φ|
does not have lower Fibonacci bounds on Ω−(−~eN) and Ω−(~e−N ). Nonetheless,
we show in the following proposition that the sums in (10), (11) and (12) over
Ω0−(−~eN) and Ω0−(~e−N ) converge absolutely, and with appropriate adjustments,
to the values ψ(−~eN ) and ψ(~e−N ) as in the case when φ(X0) 6∈ [−2, 2].
Proposition 3.9. Suppose φ ∈ Φµ (µ = τ + 2 6= 0, 4) and ~e ∈ ~E with Ω0(e) =
{X0, Y0} such that φ(X0) = ±2 and Ω(2) ∩Ω0−(~e) = {X0}. Then∑
X∈Ω0(e)
hˆτ (φ(X)) +
∑
X∈Ω−(~e)
hτ (φ(X)) = ψ(~e) mod 2πi (27)
where the infinite sum converges absolutely.
Proof. For simplicity of notation, let us write hˆ = hˆτ , h = hτ in this proof.
We may assume φ(X0) = 2 since the proof for the case where φ(X0) = −2 is
essentially the same. The proof given here is very similar to that given in [1] for
the Φ0 case, although somewhat more complicated because of the nature of h. Let
Yn, n ≥ 1 be the the sequence of neighboring regions of X0 which lie in Ω−(~e) and
let en, n ≥ 0 be the edge Yn ∩X0 (so e0 = e). Let ~en, n ≥ 1 be the directed edge on
en which is directed towards e. Let vn, n ≥ 1 be the vertex between ~en−1 and ~en.
Let εn, n ≥ 1 be the edge Yn−1 ∩ Yn and ~εn ∈ ~E be the directed edge on εn with
its head at vn (see Figure 5).
Let yn = φ(Yn), n ≥ 0. Then an easy computation using (8) and (9) gives
yn = y0 + n(µ− 4)1/2,
for some choice of the square root. Since µ 6= 4, yn grows linearly in n.
Since Ω(2) ∩ Ω0−(~εn) = ∅, we know that log+ |φ| has a lower Fibonacci bound
on Ω0−(~εn) and hence
∑
X∈Ω0−(~εn)
h(φ(X)) converges absolutely for all n ≥ 1.
We need to show that
∑
X∈Ω0−(~e)
∣∣h(φ(X))∣∣ converges. This follows from the
following lemma since
Ω0−(~e) = {X0} ∪
∞⋃
n=1
Ω0−(~εn).
Lemma 3.10. There exists a constant κ > 0 such that for sufficiently large n∑
X∈Ω0−(~εn)
∣∣h(φ(X))∣∣ ≤ κ · 1
n2
. (28)
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Proof. There is a constant κ1 > 0 such that for all n ≥ 1, |yn| ≥ κ1n and hence
log |yn| ≥ logn+ log κ1.
Let Fεn , n ≥ 1 be the Fibonacci function with respect to edge εn (see the begin-
ning of this section where the Fibonacci function was defined for the edge between
X 1
0
and X 0
1
, see also [5]). Hence there exist constants κ2, κ3, κ4 > 0 such that if n
is sufficiently large, then
log
∣∣φ(X)∣∣ ≥ min{log |yn−1| − log 2, log |yn| − log 2}Fεn(X) (29)
≥ ( logn+ log κ2)Fεn(X) (30)
≥ ( logn+ log κ3) + κ4 Fεn(X) (31)
for all X ∈ Ω0−(~εn). Thus there exists a constant κ5 > 0 so that for sufficiently
large n,
∑
X∈Ω0−(~εn)
∣∣φ(X)∣∣−2 ≤ κ5 · 1n2 . (32)
This gives (28), noticing that
∣∣h(φ(X))∣∣ = O(∣∣φ(X)∣∣−2). Actually, since h(x) =
O(x−2) as x→∞, we have
h(x) = log
(
1 + (eν − 1)h(x)
1 + (e−ν − 1)h(x)
)
= log
(
1 +
2(sinh ν)h(x)
1 + (e−ν − 1)h(x)
)
∼ 2(sinh ν)h(x)
= O(x−2).
This proves Lemma 3.10.
Thus the infinite sum in (27) converges absolutely. Its actual value can be
obtained by sharpening the proof of (26) in [14]. Alternatively, we can also evaluate
it using (26) by a simple limit process as follows.
Let T =
⋃n−1
i=1 ei. Applying Lemma 3.5(ii) to the circular set C(T ) ⊂ ~E gives∑
~e′∈C(T ) ψ(
~e′) = ν mod 2πi.
Note that C(T ) = {−~e, ~ε1, · · · , ~εn, ~en}. Thus by Lemma 3.5(i) and Theorem 3.8
we have (noticing that 2 hˆ = h)
ψ(~e) =
n∑
i=1
ψ(~εi) + ψ(~en) mod 2πi
=
n∑
i=1
(
hˆ(φ(Yi−1)) + hˆ(φ(Yi)) +
∑
X∈Ω−(~εi)
h(φ(X))
)
+ ψ(~en) mod 2πi
= hˆ(φ(Y0)) + hˆ(φ(Yn)) +
∑n−1
i=1 h(φ(Yi)) +
+
n∑
i=1
∑
X∈Ω−(~εi)
h(φ(X)) + ψ(~en) mod 2πi.
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Then (27) follows by letting n→∞:
ψ(~e) = hˆ(φ(Y0)) + lim
n→∞
hˆ(φ(Yn)) +
∑∞
i=1 h(φ(Yi)) +
+
∞∑
i=1
∑
X∈Ω−(~εi)
h(φ(X)) + lim
n→∞
ψ(~en) mod 2πi
= hˆ(φ(Y0)) +
∑
X∈Ω−(~e) h(φ(X)) + hˆ(φ(X0)) mod 2πi
=
∑
X∈Ω0(e)
hˆ(φ(X)) +
∑
X∈Ω−(~e)
h(φ(X)) mod 2πi
since it can be easily checked that
lim
n→∞
hˆ(φ(Yn)) = 0, (33)
lim
n→∞
ψ(~en) = hˆ(2) = hˆ(φ(X0)). (34)
Proposition 3.9 is thus proved.
Proof of Theorems 2.3 and 2.4. The proofs for Theorems 2.3 and 2.4
now pretty much follow in the same way as the proof for the cases satisfying the
BQ-conditions. We construct the finite tree T as in Step 2; the only difference
here is that the circular set C(T ) ⊂ ~E may have some directed edges ~e such that
log+ |φ| does not have lower Fibonacci bounds on Ω−(~e). These edges are adjacent
to regions on which φ takes the value ±2. We then apply Lemma 3.9 to complete
the proofs.
Lemma 3.11. Suppose a nontrivial µ-Markoff map φ ∈ Φµ is invariant under the
action of a parabolic subgroup 〈H〉 of PSL(2,Z) where H ∈ PSL(2,Z) fixes region
X0 ∈ Ω and is conjugated to
(
1 p
0 1
)
with p > 1. Then φ(X0) = 2 cos
qπ
p for an
integer q with 0 ≤ q < p.
Proof. Let Yn, n ∈ Z be the bi-infinite sequence of neighboring regions of X0.
Let x0 = φ(X0) = λ + λ
−1. If x0 6= ±2, then there exist A,B ∈ C such that
AB = (x20 − µ)/(x20 − 4) and yn = φ(Yn) = Aλn +Bλ−n. Now we may suppose H
acts on Ω by H(Yn) = Yn+p. Hence we have y−p = y0 = yp, that is,
Aλ−p +Bλp = A+B = Aλp +Bλ−p. (35)
Since φ is nontrivial, A and B are not both 0. Then it is easy to derive from (35)
that we always have λn = 1 or λn = −1, and the latter case only occurs when
A+B = 0. Hence φ(X0) has the desired form.
Remark 3.12. From the above proof we know that if yn 6= 0 for all n ∈ Z, then we
will have x0 = φ(X0) = 2 cos
qπ
p with 0 ≤ q < p.
Proof of Theorem 2.5. By Lemma 3.11, in this case φ(X0) = 2 cos(2qπ/p)
for some integers p > 1 and 0 < q < p with gcd(p, q) = 1. If φ(X0) 6= ±√µ, we can
follow the proof for the case where φ satisfies the BQ-conditions and use Lemma
3.9 to deal with the directed edges ~e in the circular set for which log+ |φ| does not
have lower Fibonacci bounds on Ω−(~e). The remaining case to take care of is when
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φ(X0) = ±√µ (in this case we cannot fully apply Theorem 3.8 since Ψµ(x, y, z) is
not defined when x2 or y2 is equal to µ). This is dealt in the following lemma.
Lemma 3.13. Suppose (φ(X0))
2 = µ in Theorem 2.5. Let (Yn), n ∈ Z be the
bi-infinite sequence of neighboring regions of X0. Let ~εn, n ∈ Z be the directed edge
on εn = Yn−1 ∩ Yn with its head on X0. Then∑2p
k=1 ψ(~εk) = 0 mod 2πi, (36)
where p > 1 is the index of 〈H〉 as a subgroup in a maximal parabolic subgroup of
PSL(2,Z), that is, H is conjugated to
( 1 p
0 1
)
.
Proof. In this case φ(X0) = 2 cos(qπ/p) and µ = 4 cos
2(qπ/p). It can be shown
that
ν = cosh−1
(
1− µ/2) = (π − 2qπ/p)i or (2qπ/p− π)i, (37)
depending on whether q ≤ p/2 or q ≥ p/2. Without loss of generality, we may
assume q ≤ p/2. Hence ν = (π − 2qπp )i and −eν = e−i 2qpip .
Following our convention, let yn = φ(Yn), n ∈ Z. By (8) we have either
yj
yj−1
= ei
qpi
p for all j ∈ Z (38)
or
yj
yj−1
= e−i
qpi
p for all j ∈ Z. (39)
In particular,
y2p+j = yj for all j ∈ Z. (40)
Recall that
ψ(~εj) = log
1 + (eν − 1)(x0/yj−1yj)√
1− µ/y2j−1
√
1− µ/y2j
. (41)
Hence the desired equality (36) holds if and only if
2p∏
j=1
1 + (eν − 1)(x0/yj−1yj)√
1− µ/y2j−1
√
1− µ/y2j
= 1; (42)
if and only if
2p∏
j=1
yj−1yj + (e
ν − 1)x0
y2j − µ
= 1; (43)
if and only if
y0y1 + (e
ν − 1)x0
y1y2 + (e−ν − 1)x0
y2y3 + (e
ν − 1)x0
y3y4 + (e−ν − 1)x0 · · ·
y2p−2y2p−1 + (e
ν − 1)x0
y2p−1y2p + (e−ν − 1)x0 = 1 (44)
since it can be easily checked that
[ yj−1yj + (e
ν − 1)x0] [ yj−1yj + (e−ν − 1)x0] = (y2j−1 − µ)(y2j − µ). (45)
Case 1. Suppose (38) holds. Then e−i
qpi
p yj = yj−1 for all j ∈ Z. Hence
(−eν)yjyj+1 = yj−1yj for all j ∈ Z, (46)
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and we have
LHS of (44) =
y0y1 + (e
ν − 1)x0
(−eν)(y1y2 + (e−ν − 1)x0)
y2y3 + (e
ν − 1)x0
(−eν)(y3y4 + (e−ν − 1)x0)
· · · y2p−2y2p−1 + (e
ν − 1)x0
(−eν)(y2p−1y2p + (e−ν − 1)x0)
= 1.
Case 2. Suppose (39) holds. Then e−i
qpi
p yj−1 = yj for all j ∈ Z. Hence
(−eν)yj−1yj = yjyj+1 for all j ∈ Z, (47)
and we have (noticing that y2p+j = yj)
LHS of (44) =
y0y1 + (e
ν − 1)x0
(−eν)[ y1y2 + (e−ν − 1)x0]
y2y3 + (e
ν − 1)x0
(−eν)[ y3y4 + (e−ν − 1)x0]
· · · y2p−2y2p−1 + (e
ν − 1)x0
(−eν)[ y2p−1y2p + (e−ν − 1)x0]
=
y0y1 + (e
ν − 1)x0
y2y3 + (eν − 1)x0
y2y3 + (e
ν − 1)x0
y4y5 + (eν − 1)x0
y4y5 + (e
ν − 1)x0
y6y7 + (eν − 1)x0
· · · y2p−4y2p−3 + (e
ν − 1)x0
y2p−2y2p−1 + (eν − 1)x0
y2p−2y2p−1 + (e
ν − 1)x0
y2py2p+1 + (eν − 1)x0
= 1.
This proves Lemma 3.13 and hence Theorem 2.5.
Proof of Theorem 2.6. Let us write X∞ for X 1
0
, and Xn for Xn
1
, n ∈ Z.
(The reader is referred to Figure 1 for an identification of Ω with Q ∩ { 10}.) By
our convention, we write x∞ = φ(X∞) and xn = φ(Xn) for n ∈ Z. Since Ωφ(2) =
{X∞}, we know that |xn| > 2 for all n ∈ Z.
First, we note that xn, n ∈ Z are bounded. Actually, let x∞ = λ+λ−1; then |λ| =
1 (since x∞ ∈ (−2, 2)), and there exist A,B ∈ C such that AB = (x2∞−µ)/(x2∞−4)
and xn = Aλ
n +Bλ−n for all n ∈ Z. Hence |xn| ≤ |A|+ |B| for all n ∈ Z.
Next, we show that x2n, n ∈ Z are bounded away from µ. Actually, since
x2n−1 + x
2
n + x
2
∞ − xn−1xnx∞ = µ and xn−1 + xn+1 = xnx∞,
we have
x2n − µ = xn−1(xnx∞ − xn−1)− x2∞ = xn−1xn+1 − x2∞,
hence
|x2n − µ| ≥ |xn−1| |xn+1| − x2∞ > 4− x2∞ > 0.
Case I. Suppose x2∞ 6= µ.
Let en, n ∈ Z be the edge X∞ ∩ Xn, and let ~en be the directed edge on en,
directed from en−1 to en+1. Then by (18)
ψ(~en) = log
x∞xn + (e
ν − 1)xn+1√
x2∞ − µ
√
x2n − µ
.
Now we claim that ψ(~en), n ∈ Z are bounded. Actually, it is clear that both
x∞xn + (e
ν − 1)xn+1 and
√
x2∞ − µ
√
x2n − µ
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is bounded away from 0 as just shown. That x∞xn+(e
ν−1)xn+1 is bounded away
from 0 follows from the following identity:
[x∞xn + (e
ν − 1)xn+1][x∞xn + (e−ν − 1)xn+1] = (x2∞ − µ)(x2n − µ). (48)
This proves the claim.
We further claim that hˆ(xn), n ∈ Z are also bounded. Recall that by definition
hˆ(xn) = log
1 + (eν − 1)h(xn)√
1− µ/x2n
.
It is clear that 1+ (eν − 1)h(xn), n ∈ Z are bounded. That they are bounded away
from 0 follows from the following identity:
[1 + (eν − 1)h(xn)][1 + (e−ν − 1)h(xn)] = 1− µ/x2n, (49)
together with the fact shown earlier that x2n, n ∈ Z are bounded away from µ. This
proves the claim.
Let εn, n ∈ Z be the edge Xn−1 ∩ Xn and ~εn, n ∈ Z be the directed edge
(Xn−1, Xn;X 2n−1
2
→ X∞) on εn.
By Proposition 3.8 we have for each n ∈ Z,
ψ(~εn) = hˆ(xn−1) + hˆ(xn) +
∑
r∈Q∩(n−1,n)h(xr) mod 2πi, (50)
and hence (noticing that 2hˆ = h mod 2πi)∑N
n=1ψ(~εn) = hˆ(x0) + hˆ(xN ) +
∑
r∈Q∩(0,N)h(xr) mod 2πi. (51)
Note that for N ≥ 1, CN = {~e0, ~ε1, · · · , ~εN ,−~eN} ⊂ ~E(Σ) is a circular set.
Actually, CN = C(TN ) for the subtree TN =
⋃N−1
k=1 ek of Σ (when N = 1, T is the
vertex v = X0 ∩X1 ∩X∞). Hence by (21) and (20), we have∑N
n=1ψ(~εn) = ν − ψ(−~eN)− ψ(~e0) = ψ(~eN )− ψ(~e0) mod 2πi. (52)
It follows from (51) and (52) that∑
r∈Q∩(0,N ] h(xr) = hˆ(xN )− hˆ(x0) + ψ(~eN )− ψ(~e0) mod 2πi. (53)
Since it is shown that ψ(~eN ) and hˆ(xN ), N ≥ 1 are all bounded, we have
lim
N→∞
ℜ
(∑
r∈Q∩(0,N ] h(xr)
N
)
= 0. (54)
This proves (13) for the case where x2∞ 6= µ.
Case II. Suppose x2∞ = µ.
In this case ψ(~en)(= ∞) is not defined. We have to evaluate
∑
r∈Q∩(0,N ] h(xr)
(mod 2πi) directly. We shall assume the notation used in Case I.
Note that ν is purely imaginary: ν = cosh−1(1 − µ/2) ∈ (0, π)i. Since AB = 0,
we may assume that xn = Aλ
n without loss of generality (recall that x∞ = λ +
λ−1). It is easy to check that we have either −eν = λ−2 or −eν = λ2; and hence
correspondingly, either (55) or (56) below holds:
xn−1xn + (e
ν − 1)x∞ = (−eν)[xnxn+1 + (e−ν − 1)x∞] for all n ∈ Z, (55)
xnxn+1 + (e
ν − 1)x∞ = (−eν)[xn−1xn + (e−ν − 1)x∞] for all n ∈ Z. (56)
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When N is even, we have, with similar calculations as in the proof of Lemma
3.13, that either (when −eν = λ−2 hence (55) holds)
N∑
n=1
ψ(~εn) = log
√
1− µ/x2N√
1− µ/x20
+ log
∏N
n=1[xn−1xn + (e
ν − 1)x∞]∏N
n=1(x
2
n − µ)
mod 2πi
= log
√
1− µ/x2N√
1− µ/x20
+ log
(
x0x1 + (e
ν − 1)x∞
x1x2 + (e−ν − 1)x∞
x2x3 + (e
ν − 1)x∞
x3x4 + (e−ν − 1)x∞
· · · xN−2xN−1 + (e
ν − 1)x∞
xN−1xN + (e−ν − 1)x∞
)
mod 2πi
= log
√
1− µ/x2N√
1− µ/x20
+
N
2
(ν + πi) mod 2πi (57)
or (when −eν = λ2 hence (56) holds)
N∑
n=1
ψ(~εn) = log
√
1− µ/x2N√
1− µ/x20
+
N
2
(ν + πi)
+ log
x0x1 + (e
ν − 1)x∞
xNxN+1 + (eν − 1)x∞ mod 2πi. (58)
When N is odd, we have similar expressions with one more term in each case since∑N
n=1ψ(~εn) = ψ(~εN ) +
∑N−1
n=1 ψ(~εn)
and N−1 is even. Hence we still have (54) in this case, noticing that (a) ν is purely
imaginary, (b) x2N , N ≥ 1 are bounded away from µ and 0, and (c) ψ(~εN ), N ≥ 1
are bounded. This proves (13) for the case where x2∞ = µ.
The proof of (14) is similar. Recall that x∞ = λ+ λ
−1 ∈ (−2, 2), hence |λ| = 1.
Thus there exists an increasing sequence (Nk)k≥1 of positive integers such that
limk→∞ λ
Nk = 1. Therefore we have limk→∞ xNk = x0, limk→∞ ψ(~eNk) = ψ(~e0)
and limk→∞ hˆ(xNk) = hˆ(x0). Hence if x
2
∞ 6= µ, we have from (53) (with N = Nk)
that ∑
r∈Q∩(0,Nk]
h(xr) = hˆ(xNk)− hˆ(x0) + ψ(~eNk)− ψ(~e0) mod 2πi. (59)
It follows that limk→∞
∑
r∈Q∩(0,Nk]
h(xr) = 0 (mod 2πi) in the case x
2
∞ 6= µ.
Now suppose x2∞ = µ. We may assume that Nk, k ≥ 1 are all even. Then in the
case when −eν = λ−2, we have from (51) and (57) (with N = Nk) that
∑
r∈Q∩(0,Nk]
h(xr) = hˆ(xNk)− hˆ(x0) + log
[√
1− µ/x2Nk
/√
1− µ/x20
]
+ log
[
(−eν)Nk/2] mod 2πi. (60)
We have again limk→∞
∑
r∈Q∩(0,Nk]
h(xr) = 0 (mod 2πi) in this case, noticing that
lim
k→∞
log
[
(−eν)Nk/2] = lim
k→∞
[
(λ−2)Nk/2
]
= log 1 = 0 mod 2πi.
The case when −eν = λ2 can be proved similarly, this time using (51) and (58).
This finishes the proof of (14) and hence also the proof of Theorem 2.6.
22 SER PEOW TAN, YAN LOI WONG, AND YING ZHANG
4. Geometric interpretations and examples
In this section we give some examples of (generalized) Markoff maps φ ∈ Φµ
which are extremal with respect to the conditions, namely where φ(X) = ±2 for
a finite number of X ∈ Ω (or [X ] ∈ Ω/〈H〉 in the case of Theorem 2.5), and the
geometric situations when they occur.
Example 4.1. We start with examples for Theorem 2.3. The Maskit embedding of
T1,1 parameterized by the complex number ζ, with corresponding Kleinian group
Γ(ζ) as studied by Linda Keen and Caroline Series in [7] corresponds to the 0-
Markoff triple (2,−iζ,−i(ζ + 2)) and the corresponding 0-Markoff map φζ ∈ Φ0
(they used the parameter µ instead of ζ; here we use ζ to avoid confusion as µ
is already used for the generalized Markoff maps). These satisfy the conditions
of Theorem 2.3 since the number of simple closed geodesics on the hyperbolic 3-
manifold H3/Γ(ζ) of length ≤ K, for any K > 0 is finite. For example, if we take
ζ such that its imaginary part ℑζ ≥ 2, then it is easy to see that the conditions
will be satisfied. These examples correspond to points on the boundary of quasi-
fuchsian space QF 1,1 for which McShane’s identity still holds. More generally, the
same is true even when we look at the cusp points on the boundary of the Maskit
embedding, these correspond to the case where exactly two curves are pinched, one
on each end of the 3-manifold. On the other hand, Minsky’s results from [10], see
also the references contained therein, imply that for any other boundary point of
QF 1,1, there is one or two degenerate ends, in which case there are infinitely many
homotopy classes of simple closed curves on the torus of bounded length, and hence
McShane’s identity does not hold. Hence, at least on ∂(QF 1,1), one can determine
completely the points where McShane’s identity holds. Now if Bowditch’s conjec-
ture is true, that is, if the set of Markoff maps satisfying the BQ-conditions are
exactly those which come from the quasifuchsian representations, this would give a
complete geometric description of all representations for which McShane’s identity
holds, in the type-preserving case.
Example 4.2. We next give an example of an extremal case for Theorem 2.4, in
the case where µ = 20. This is the Markoff map φ ∈ Φ20 corresponding to the
Markoff triple (−2,−2,−2), which arises from the representation coming from the
complete, finite volume hyperbolic structure on the thrice-punctured sphere. Note
that in this case |Ω(2)| = 3. It seems likely that there is a fixed constant N such
that |Ωφ(2)| ≤ N for all generalized Markoff maps φ for which McShane’s identity
holds.
Example 4.3. We finally give some examples for Theorem 2.5. Consider the
Markoff map φ ∈ Φ0 corresponding to the triple (0, 2, 2i). It is not difficult to
verify that this satisfies the conditions of Theorem 2.5 where the stabilizer H of φ
is conjugate to
( 1 4
0 1
)
∈ PSL(2,Z). More generally, so does the map φ ∈ Φ0
corresponding to the triple (0, ζ, ζi) for |ζ| > 2. It is not difficult to construct other
examples with other stabilizers, by replacing 0 with 2 cos(π/n), and the other val-
ues appropriately, for example, the µ-Markoff map φ ∈ Φµ, where µ = 4 cos2(π/n),
corresponding to the triple (2 cos(π/n), ζ, eiπ/nζ) where again |ζ| > 2. It seems
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that most of these examples should correspond to representations arising from hy-
perbolic three orbifolds. However, we are not sure about the detailed geometric
interpretations of these generalized Markoff maps.
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