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Introduction
All graphs considered in this text are connected, with vertex set V(G), |V(G)| = n, and edge set E(G), |E(G)| = m. If u, v ∈ V(G), a u-v shortest path of G is a path linking u and v with minimum number of edges; in this case, such a number is called the distance between u and v, and denoted by d G (u, v) . The closed interval I[u, v] of a pair u, v ∈ V(G) consists of all vertices lying in some u-v shortest path of G. If a vertex w lies on some u-v shortest path, we say that u and v generate w (or, equivalently, w is generated by u and v). The closed interval I [S] of a set S ⊆ V(G) is the union of all sets I [u, v] for u, v ∈ S. We say that S is a convex set if I[S] = S. The convex hull of S, denoted I h [S] , is the smallest convex set containing S.
A set S is a hull set of G if I h [S] = V(G). The cardinality of a minimum hull set of G is the hull number of G, denoted by hn(G).
Sometimes a subscript can be added to the notation (e.g., I [u, v] 
G , I[S] G , I h [S] G ) to indicate which graph G is being considered
in the definition of these sets.
The above definitions allow us to extend the notions of convex sets and convex hulls in Euclidean space to vertex sets of a graph. Among the fundamental works on convexity we mention [5, 7, 12] . With respect to the notion of hull set of a graph, in [6] characterizations of graphs having particular values of hn (G) as well as lower/upper bounds for hn (G) have been formulated. In particular, they describe an upper bound for the hull number of a general connected graph G. In [2] the notion of hull number of a digraph is dealt with. Some results on the hull number of the composition of two connected graphs are presented in [1] .
In this work we prove that deciding whether hn(G) ≤ k is NP-complete. Also, we present polynomial-time algorithms for computing hn (G) when G is a unit interval graph, a cograph or a split graph.
Preliminaries
Let G be a graph. Given a vertex v, denote by N(v) Proof. Suppose by contradiction that there exists a hull set S of G containing no element of S. 
Lemma 2. Let G be a graph and H an isometric subgraph of G. Then for every hull set S of H it holds that V(H)
Proof. It is sufficient to observe that for a given set
NP-completeness
In this section we prove that deciding whether the hull number of a graph G is less than or equal to k is NP-complete. The following problem will be used in our proof. Problem 1. SAT-am3.
• Instance: a set F = {C 1 , . . . , C m } of clauses, built on a finite set X = {x 1 , . . . , x n } of boolean variables, such that each clause contains at most three literals and each variable appears at most three times.
• Question: is there a truth assignment of the variables x 1 , x 2 , . . . , x n that satisfies all the clauses in F ?
It is well known [3, 8] that SAT-am3 is an NP-complete problem. We need some more definitions. A full binary tree is a rooted binary tree such that all non-leaf vertices have two children and all leaves are at a same distance to the root. The height h(v) of a vertex v in a full binary tree is the length of the path from v to any of its descendants that is a leaf.
Theorem 1. Given a graph G and an integer k it is NP-complete to decide whether
Proof. Since computing the convex hull of a set S can be done in O(|I h [S]|m) = O(nm) steps, as discussed in Section 2, this problem is in NP. We perform a reduction from SAT-am3. Consider a set F = {C 1 , . . . , C m } of clauses satisfying the constraints for an instance of SAT-am3. We can assume that F contains a positive and a negative literal of every variable of X, since variables appearing only positively (or negatively) can be removed. Also, we can assume that m is a power of 2, otherwise one can use new variables in order to add new clauses to F , obtaining a set F with 2 a clauses in such a way that To prove Claim I consider two vertices v, w ∈ V(T) \ {r}, and their parents v , w ∈ T, respectively. Note Claim II. The set L is a minimal hull set of H. 
It is clear that
. By applying Claim I repeatedly, it is easy to see that For the sufficiency we need the following claim. Therefore S defines the following truth assignment A to F . If y i = a i,1 , set x i as true, and if y i = b i,1 , set x i as false.
To complete the proof it is sufficient to show that there is a set U such that V(G) \ U is a convex set and U ∩ S = ∅. Since F is not satisfiable, there exists at least one clause C j not satisfied by A. Let U be the set of vertices belonging to the path from c j to r in T; and U formed by the vertices of T which are adjacent to some vertex of U in T. Define U ⊂ V(G) as the union of the following sets: • the union of the sets {a i,p , 1 ≤ p ≤ 7} ({b i,p , 1 ≤ p ≤ 7}) for which x i occurs positively (negatively) in C j .
Observe that U ∩ S = ∅. Then it remains to prove that V(G)\U is a convex set. In order to do this, we show that I[w, w ] ∩ U = ∅ for every pair w, w ∈ V(G)\U. Consider the following partition A 1 ∪ A 2 ∪ A 3 of V(G)\U:
• A 2 contains the vertices of the variable subgraphs which are not in U;
First consider w, w ∈ A 1 . We can assume that w, w ∈ V(T : a i,1 , a i,2 , v i , u, c k and a i,1 , a i,6 , a i,5 , u, c k . In all the above cases, I[w, w ] ∩ U = ∅.
An easy case analysis shows that I[w, w ] ∩ U = ∅ for w, w ∈ A 2 . The remaining three cases (w ∈ A 1 and w ∈ A 3 ; w ∈ A 2 and w ∈ A 3 ; and w, w ∈ A 3 ) are trivial.
We remark that for a fixed value of k, deciding whether hn(G) ≤ k is polynomial-time solvable: simply compute the convex hulls of all subsets with k or less vertices, and check if some of them is equal to V(G).
Polynomial-time algorithms

Unit interval graphs
A graph G is a unit interval graph when G is the intersection graph of a collection of equal-sized intervals on the real line. In this section we describe a linear-time algorithm for computing hn(G) when G is a unit interval graph.
Let G be a unit interval graph. Then we know that there exists a linear ordering v 1 , v 2 , . . . , v n of V(G) such that if there exists an edge joining v i to v j , then v i , . . . , v j form a complete subgraph [4, 11] . Let us call this order a canonical ordering of
V(G).
Since v 1 and v n are simplicial vertices, they belong to any hull set of G.
In a unit interval graph, a shortest path from v i to v j , i < j, can be computed by the following greedy algorithm.
Algorithm 1 (Constructing a Shortest Path in a Unit Interval Graph).
Let v i , v j , i < j, be two vertices in the canonical ordering.
Starting from v i , the next vertex in the shortest path is the rightmost neighbor of v i in the canonical ordering, say v k , such that k ≤ j. Now we repeat the same process for v k , and so on, until v j is reached. See Fig. 4 .
The correctness of Algorithm 1 follows from the following Lemma: It is interesting to note that Algorithm 1 can be applied from v j to v i in a similar way, taking at each step the leftmost neighbor. The correctness of this alternative procedure has a straightforward, analogous proof.
Proof. The proof is trivial if
Also, it can be proved that any shortest path in a unit interval graph is monotone in any canonical ordering, i.e., if
. . , u = w is a shortest path between v and w and Γ = v 1 , . . . , v n is a canonical ordering of G, then there exist indices i 1 , i 2 , . . . , i such that u j = v i j for j = 1, . . . , and either
shortest paths obtained from the greedy shortest path algorithm, applied on Γ , starting at v 1 and v n , respectively. Clearly, Note that a gray region can be an empty set. A vertex is gray if it belongs to a gray region, otherwise it is black. A gray edge is an edge such that its endpoints are vertices of distinct gray regions. A path is a gray path if it contains only gray edges. See Fig. 5 .
A gray vertex is restricted to the left (restricted to the right) if it does not contain gray edges to the right (left). The proof of the following lemma is straightforward. The above theorem is a consequence of the following three lemmas. In all of them consider a unit interval graph G with a minimum hull set S and a canonical ordering Γ .
Lemma 6. Let C be a component and
Proof. The statement is clear when |C| = 1. If |C| ≥ 2, then v = r i contains a gray edge to the right or to the left. Consider that r i contains a gray edge to the right. We first show that all vertices to the right of r i in C are generated. Let P be a maximal gray path from r i to the right. Let r j be the last vertex of P. All vertices in P are generated, because this gray path can be extended to a r i -v n shortest path.
Let r k ∈ P, i < k < j. Then every vertex of the same gray region of r k is also generated, because it is in a r i -v n shortest path or in a r j -v 1 shortest path. Furthermore, the vertices of the same gray region of r i (r j ) to the right of r i (to the left of r j ) are generated because each one is in a r j -v 1 (r i -v n ) shortest path.
If there is still some vertex of C, to the right of r i , which has not yet been generated, then such a vertex is precisely r j+1 . By the choice of P, r j is restricted to the left. By the definition of a component, r j+1 contains a left gray edge. Let r u be the other endpoint of such gray edge. Since r u was already generated and r j+1 is in a r u -v n shortest path, r j+1 is generated. Therefore, we can repeat the above process to r j+1 instead of r i and all vertices of C to the right of r i will be generated.
Let r ∈ C, ≥ i, be a vertex containing a gray edge to the left. It is clear that, by applying the above process leftward, we generate all vertices which are to the left of r in C. The last case, u ∈ R i , w ∈ R k and v ∈ B j , j ≤ k ≤ i, is analogous to the previous. Therefore, V \ C is a convex set. By applying Lemma 1, the result holds.
By making use of a canonical ordering of the vertices of the graph and employing standard algorithmic techniques, there is no difficulty for finding all the covered components in linear time. Consequently, we can determine the hull number of a unit interval graph in linear time.
Cographs and split graphs
A cograph is recursively defined as follows: a trivial graph is a cograph, and if G 1 , G 2 , . . . , G k are cographs then the disjoint union G 1 ∪ G 2 ∪ · · · ∪ G k and the joint G 1 ⊕ G 2 ⊕ · · · ⊕ G k are cographs (the graph G ⊕ H is formed by adding to G ∪ H all edges of the form {u, v} for u ∈ V(G) and v ∈ V(H)).
A graph G is a split graph if its vertex set admits a partition V(G) = S ∪ C such that S induces an edgeless subgraph and C a complete subgraph. In this case we write G = (S ∪ C, E), where E = E(G).
In this section, we show how to compute hn(G) when G is a cograph or a split graph. 
