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Abstract
After proving a multi-dimensional extension of Zalcman’s renor-
malization lemma and considering maximality problems about dimen-
sions, we find renormalizing polynomial families for iterated elemen-
tary mappings, extending this result to some kinds of correspondences
(by means of ’algebraic’ renormalizing families) and to the family of
the iterated mappings of an automorphism of C2 admitting a repulsive
fixed point (by means of a family of polunomial automorphisms com-
posed with a Fatou-Bieberbach one). All families will allow maximal-
dimension renormalizations.
1 Foreword
Renormalizing holomorphic families is a useful tool in complex analysis: in
one variable, for instance, it allows, via ’Zalcman’s renormalization lemma’
(see [ZAL], [BT1], pag. 9 or lemma 2 for a more general version) a quite
direct proof of both great Picard’s and Montel’s theorems. The process of
renormalization could be described as composing on the right the elements
of a nonnormal family F with a family of contracting mappings (depending
on the nature of the problem: affine, polynomial, biholomorphic ones etc...)
and then extracting a normally convergent subsequence from the new family.
It is worthwhile to recall that renormalization via Zalcman’s lemma is made
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up by means of affine functions and yields an entire limit function: this is
crucial in proving the quoted theorems (see again [BT1]). Moreover, as shown
in [MIL], chap. 8, it is always possible to renormalize linearly the familiy of
iterates of an endomorphism of P1 admitting a repulsive fixed point: however,
in general, this will not yield an entire function.
The situation is different in more than one variable: the following example,
adapted from [ROU] (9.2) shows, for instance, the existence of nonnormal
families of iterates of automorphisms of C2, admitting a repulsive fixed point
in 0, which are by no means linearly renormalizable.
Let F ∈ Aut(C2) be defined by F (z, w) = (αz, βw + z2), with |α| > 1,
|β| > 1; F admits a repulsive fixed point in 0, hence {F ok} cannot be
normal.
Now F o k(z, w) = (αkz, βkw + βk−1[1 + c + · · · ck−1]z2), where c = α2/β.
Suppose |β| < |α|2: then [F∗(0)]
−kF o k(z, w) = (z, w+β−1[1+c+ · · · ck−1]z2);
since c > 1, the coefficient of z2 in ([F∗(0)]
−kF ok)2 diverges. Thus, ’dividing’
by the differentials in 0 allows in general no kind of renormalization.
By contrast, Zalcman’s renormalization lemma holds in higher dimension
too (lemma 2); but, at least as far as affine renormalization is concerned,
once a renormalized family has been got, its limit function will generally
have lower-dimensional image. This fact seems to suggest the existence of
(complex) directions with a ’major degree’ of nonnormal behaviour: this is
not quite satisfactory, since one should also compare different directions.
By restricting our investigations to holomorphic dynamics, we shall show
that a nonnormal family I of iterates of a so-called elementary mapping E :
C2 → C2 can be globally renormalized by means of a family P of polynomial
mappings whose degrees are uniformly bounded by a quantity depending
only on the eignevalues of E∗, achieving in fact a limit mapping whose image
is two dimensional: this allows us to gain information about the chaotic
behaviour if I by comparison with the contracting one of P, easier to study.
Let G be the group of all polynomial automorphisms of C2: we recall that
an element of G is conjugated, within this group, to an elementary auto-
morphism or to a He´non mapping, according to its dynamical degree being
bounded or not (see [FRM]): in spite of being the dynamics of polynomial el-
ementary mappings well known, our techniques still keep some interest since
they are valid for nonpolynomial and for some kind of ’multi-valued’ ones
too (see section 4). Moreover, we shall show, as an application of our main
result, that the family of the iterates of an automorphism H of C2 (hence, in
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particular, a He´non mapping) with a repulsive fixed point p admits a glob-
ally renormalizing family of mappings on the repelling basin of p, i.e. the
attracting basin of p with respect to H−1.
2 Zalcman’s renormalization lemma extended
Lemma 1 Metric-space lemma (see [GRM], pag 256 and [BT2]). Let
(X, d) be a complete metric space and M : X → R+0 a locally bounded func-
tion: then for each σ > 0 and u ∈M−1(R+) there exists v ∈ X such that:
(i) d(u, v) ≤ 2/(σM(u)), (ii) M(v) ≥M(u);
(iii) d(x, v) ≤ 1/(σM(v))⇒M(x) ≤ 2M(v).
Proof: were there no such v, we could make up a sequence {vn} such that
v0 = u, M(vn+1) ≥ 2M(vn) ≥ 2
n+1M(u) and d(vn+1, vn) ≤ (σM(vn))
−1 ≤
2−n(σM(u))−1, implying that this sequence is Cauchy like: this is a contra-
diction.
Lemma 2 A family of F := {fα} ⊂ O(D
N , PN) is not normal at v ∈ DN
if and only if there exist sequences {vn} ⊂ D
N {vn} → v, {rn} ⊂ R
+, with
{rn} → 0, and {fn} ⊂ F such that {fn(vn + rnw)} converges normally to a
nonconstant entire mapping h such that, for each w ∈ CN , |h∗(w)| ≤ 2, with
|h∗(w)| = maxi=1···N [g(∂h/∂ui, ∂h/∂ui)]
1/2, where g is Fubini-Study’s metric
on PN .
Proof: we prove only (⇒). We can find sequences {ξn} → v in D
N and
{fn} ⊂ F such that |(fn)∗(ξn)| ≥ n
2. We may suppose that {ξn} is contained
in a closed subset X of DN . For each n, apply lemma 1 to X with the
euclidean metric, M(x) = |(fn)∗(x)|, u = ξn and σ = 1/n: an element
vn ∈ X is yielded such that: (a) d(ξn, vn) ≤ 2/n and (b) |(fn)∗(x)| ≤ 2
if d(x, vn) ≤ n/|(fn)∗(vn)|. Now set rn = |(fn)∗(vn)|
−1: then, if hn(w) =
fn(vn+ rnw), the family {gn} is normal, since by (b) |(hn)∗| ≤ 2 on B(0, n).
Thus we can extract from {hn} a normally convergent family, whose limit
we shall call h. By (a) vn → v and, by construction, |hn∗(0)| ≡ 1, hence
|hn∗(0)| = 1, proving that h is not a constant function. Finally, |hn∗(U)| =
lim |hn∗(U)| ≤ 2: this ends the proof.
Remark: consider the example in the foreword section: by nonnormality
at 0 and lemma 2 there exist: {(zn, wn)} → 0, {γn} → 0 in R
+ such that
(u, v) 7→
{(
αn(zn + γnu), βn(wn + γnv) + β
n−1(
n−1∑
l=0
cl)(zn + γnu)
2
)}
(1)
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converges normally to an entire function G on C2. However, since the hy-
pothesis |β| < |α|2 implies βn−1
∑n−1
l=0 c
l ∼ α2n as n → ∞, it is easily seen
that a necessary condition for convergence in (1) is that |γn| decreases as
fast as min(|α|−n, |β|−n). This easily implies dim(G(C2))=1, unless |α| = |β|.
This difficulty will be overcome by theorem 6.
3 Some definitions
We recall that G = (g1, g2) is an elementary mapping of C
2 if g1(z) = c1z1,
g2(z) = c2z2+h(z1), where the ck’s are complex constants and h is a holomor-
phic function of z1; G is an automorphism if and only if each ck is nonzero.
A germ of elementary mapping will be a germ of mapping in C2 of the form
G = L+(0,h), where L is the germ at 0 of the linear mapping L1(z) = c1z1,
L2(z) = c2z2 and h is a germ of holomorphic function, depending only on
u and with h(0) = 0. The branched maximal analytical continuation of G is
the holomorphic mapping G defined on S × C (where (S, pi) is the branched
maximal analytical continuation of h; see e.g. [CAS], chap.5) by setting
G(x, y) = L(pi(x), y) + (0, h(x)). The germ G will be told complete if so is
h, i.e. if pi(S) = C.
Definition 3 An elementary correspondence G of C2 is the correspondence
generated by a complete germ G of an elementary mapping, that is to say
(x1, x2)R(y1, y2) if and only if there exists x˜1 ∈ S such that x1 = pi(x˜1), and
G(x˜1, x2) = L(x1, x2)+(0, h(x˜1)), where G is the branched maximal analytical
continuation of G.
If R is a correspondence between the sets X and Y , S between Y and Z
then we can define their composition: if x ∈ X and z ∈ Z, then x (R oS) y
if and only if there exists y ∈ Y such that xR y and y S z. Note that it well
could be R oS = ∅: however, an elementary correspondence can be always
iterated preserving completeness and without yielding the empty set.
Definition 4 A correspondence R on a set X has a fixed point at x ∈ X if
xRx; it possesses a branch φ in a superset U of {x} ⊂ X if φ is a function
on U such that for every ξ ∈ U , (φ(ξ) = η)⇒ φRη
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4 Elementary mappings
Lemma 5 If F : C2 → C2 is defined by setting F (u, v) = (αu, βv + h(u)),
where h(u) =
∑
∞
l=0 ηlu
l and α, β are complex constants, then, for n ≥ 0,
F ◦n(u, v) =
(
αnu,
[∑n−1
k=0 β
kh(αn−1−ku)
]
+ βnv
)
.
Proof: by induction on n.
As a consequence, if α 6= 0, β 6= 0, then F is invertible and there holds
F−n(u, v) = (α−nu, [−
∑n
k=1 β
−kh(α−n−1+ku)] + β−nv).
Let now PN(u) =
∑N
l=0 ηlu
l be the N -th degree truncation of the develop-
ment of h and F−nN (u, v) = (α
−nu, [−
∑n
k=1 β
−kPN(α
−n−1+ku)] + β−nv) the
corresponding truncation of F−n; note that, if |α| > 1 and |β| > 1, then F−nN
is a polynomial contracting mapping.
Theorem 6 If |α| > 1, |β| > 1 (thus {F ◦n} is not a normal family) and
|β| < |α|N , then {F ◦n ◦ F−nN } converges normally to a triangular automor-
phism of the form G(u, v) = (u, ψ(u) + v) for a suitable entire function ψ
(hence G(C2) = C2).
Proof: trivially
(
F ◦n ◦ F−nN
)
1
(u, v) ≡ u and
(
F ◦n ◦ F−nN
)
2
(u, v) =
n−1∑
k=0
βkh(α−1−ku)−
n∑
k=1
βn−kPN(α−n− 1 + ku) + v
=
n−1∑
k=0
βkh(α−1−ku)−
n−1∑
k=0
βkPN(α−1− ku) + v
=
n−1∑
k=0
βkRN(α−1− ku) + v := ψn(u) + v,
where RN is the N -th remainder in the development of h.
Now ψn(u) =
∑n−1
k=0 β
k∑∞
l=N ηl(α
k+1)−lul; since, for N ≥ l, we have
|βkα−(k+1)l| ≤ |βα−N |k,
we can let n diverge and exghange the order of summation, getting, uniformly
on compact sets:
ψ(u) := lim
n→∞
ψn(u) =
∞∑
l=N
(
∞∑
k=0
βk(αk+1)−l)ηlu
l
= [
∞∑
k=0
(βα−l)k]α−lηlu
l =
∞∑
l=N
(αl − β)−1ηlu
l; (2)
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by comparison with h =
∑
∞
l=0 ηlu
l, we see that the last series in (2) represents
an entire function ψ.
An application: let now H be an automorphism of C2, with a repulsive
fixed point p, B the attracting basin of p with respect toH−1: by the theorem
in the appendix of [ROU], there exists a biholomorphic mapping Ψ : B →
C2 and an elementary one T : C2 → C2 such that H = Ψ−1 oT oΨ on
B: thus, if {fn} is a renormalizing polynomial family for {T
on} such that
{T on o fn} admits the normal limit F, then, as in section 4, it is easily seen
that {ψ−1 o fn} is a renormalizing family for {H
on} and {Hon oψ−1 o fn}
converges normally to Ψ−1 oF.
Remark: we end this section by recalling that, if f is a polynomial auto-
morphism of C2 whose iterates have uniformly bounded (algebraic) degrees,
then f is conjugate to an elementary mapping F , i.e. there exists a poly-
nomial automorphism φ of C2 such that f = φ−1Fφ (see [SIB], pag. 123):
then, as a consequence of our preceeding theorem, f too admits a polynomial
renormalizing family.
5 Elementary correspondences
Following the same lines of reasoning, theorem 6 could be extended to the
case in which h is the ’sum’ of an entire function and a ’Puisseux polyno-
mial’ with no ’branch points’ at 0. We shall also assume, as a simolifying
hypothesis, that h has a fixed point, as a corrspondence (see definition 4)
at 0. More precisely, let ĥ be the germ (at 0) of an entire function and
α =
∑M
i=1
∑N(i)
l=1 αil(z − ζi)
λli, as a correspondence, where {ζi} ⊂ C \ {0},
{λl} ∈ Q
+ (note α is, according to [AHL], pag. 300-306, an ’algebraic func-
tion’). Now α posesses a branch in a neighbourhood of 0, identifying a
holomorphic germ α. Let h = ĥ + α and G = L + (0,h), where L is an
expanding linear automorphism of C2, with germ L; suppose that h(0) = 0
and let R be the elementary correspondence generated by G (see definition
3). By construction, there exists exactly one branch, φn of R
on, defined on
a neighbourhood Vn of 0, such that φn(0) = 0. Then we have:
Theorem 7 The family {φn} admits a renormalizing family {χn}, where
χn = L
−n − (0, αn) for a suitable algebraic function αn; the family {φn oχn}
converges normally to a triangular automorphism of the form G(u, v) =
(u, ψ(u) + v) for a suitable entire function ψ (hence G(C2) = C2).
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Remark: the proof proceeds almost verbatim as in theorem 6: the only
difference is the degree of the polynomial truncations of h: we should indeed
consider an integer N so large that RN contains no fractional-degree terms.
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