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enhanced	  L2	  listening	  test,	  and	  then	  measured	  the	  amount	  of	  time	  the	  participants	  made	  eye	  contact	  with	  the	  screen	  while	  taking	  the	  test.	  	  Hence,	  what	  appears	  to	  be	  really	  missing	  in	  research	  on	  how	  visuals	  affect	  L2	  learners’	  performance	  on	  L2	  listening	  tests	  is	  the	  investigation	  of	  the	  learners’	  viewing	  behavior	  during	  the	  tests	  enhanced	  by	  different	  types	  of	  visuals.	  Without	  knowing	  how,	  why,	  and	  to	  what	  extent	  the	  test-­‐takers	  use	  the	  visual	  input	  provided	  to	  them	  during	  a	  visually	  enhanced	  L2	  listening	  assessment,	  it	  is	  impossible	  to	  draw	  any	  reliable	  conclusions	  about	  the	  effect	  that	  different	  types	  of	  visual	  information	  can	  have	  on	  their	  L2	  listening	  comprehension	  and	  performance	  on	  such	  tests.	  	  










these	  data,	  which	  included	  the	  calculation	  and	  comparison	  of	  the	  eye-­‐tracking	  measures	  that	  represent	  the	  viewing	  behavior	  of	  L2	  test-­‐takers	  when	  they	  were	  watching	  context	  and	  content	  videos,	  helped	  the	  researcher	  determine	  the	  extent	  of	  L2	  learners’	  use	  of	  both	  types	  of	  visuals	  during	  the	  test.	  Finally,	  to	  achieve	  the	  third	  objective,	  the	  researcher	  used	  cued	  retrospective	  reporting	  (Van	  Gog,	  Paas,	  Van	  Merriënboer,	  &	  Witte,	  2005),	  which	  is	  a	  method	  for	  collecting	  retrospective	  verbalizations	  by	  showing	  the	  participants	  the	  recording	  of	  their	  eye	  movements	  and	  asking	  them	  to	  verbalize	  their	  cognitive	  processes	  during	  the	  initial	  visual	  examination	  of	  the	  stimulus.	  Retrospective	  verbal	  data	  were	  collected	  by	  showing	  the	  33	  L2	  learners	  the	  recordings	  of	  their	  eye	  movements	  and	  asking	  them	  to	  share	  their	  perceptions	  regarding	  their	  use	  of	  different	  aspects	  of	  visual	  information	  while	  they	  were	  completing	  the	  VALT.	  The	  analysis	  of	  retrospective	  verbal	  data,	  which	  included	  the	  identification	  of	  emergent	  themes	  and	  the	  count	  of	  their	  instances,	  yielded	  details	  about	  L2	  learners’	  use	  of	  visual	  information	  when	  watching	  the	  videos	  and	  answering	  the	  questions	  on	  the	  test.	  	  





performance	  on	  the	  video-­‐mediated	  L2	  academic	  listening	  test,	  this	  study	  is	  the	  first	  in	  the	  field	  of	  CALT	  to	  elucidate	  how	  different	  types	  of	  videos	  affect	  L2	  test-­‐takers’	  performance	  on	  such	  listening	  tests.	  Finally,	  the	  use	  of	  cued	  retrospective	  reporting	  in	  combination	  with	  eye	  tracking	  offered	  valuable	  insights	  about	  L2	  learners’	  cognitive	  processes	  that	  are	  helpful	  for	  understanding	  what	  aspects	  of	  visual	  information,	  and	  why,	  these	  learners	  use	  during	  a	  video-­‐enhanced	  L2	  listening	  assessment.	  Overall,	  this	  dissertation	  makes	  an	  important	  contribution	  to	  the	  field	  of	  computer-­‐assisted	  language	  testing	  and	  provides	  practical	  and	  theoretical	  implications	  for	  media-­‐enhanced	  L2	  listening	  assessment.	  










information	  when	  watching	  the	  videos	  and	  answering	  the	  questions	  during	  the	  VALT.	  Chapter	  4	  also	  discusses	  and	  explicates	  the	  meaning	  of	  the	  findings	  for	  each	  of	  the	  five	  research	  questions.	  	  Finally,	  Chapter	  5	  summarizes	  and	  highlights	  the	  main	  findings	  of	  this	  study,	  discusses	  their	  practical	  and	  theoretical	  implications	  regarding	  the	  use	  of	  context	  and	  content	  videos	  in	  video-­‐enhanced	  L2	  listening	  tests,	  and	  proposes	  recommendations	  for	  a	  new	  taxonomy	  of	  visuals.	  In	  addition,	  it	  analyzes	  the	  limitations	  of	  the	  study,	  provides	  directions	  for	  future	  research,	  and	  draws	  an	  overall	  conclusion.	  	  	  	  	  	  	  	  	  	  







LITERATURE	  REVIEW	  	  
What	  we	  learn	  only	  through	  the	  ears	  makes	  less	  impression	  upon	  our	  minds	  





has	  been	  limited	  mostly	  to	  audio-­‐only	  tests	  might	  be	  related	  to	  a	  lack	  of	  systematic	  scientific	  evidence	  regarding	  how,	  why,	  and	  to	  what	  extent	  L2	  listeners	  use	  visual	  information	  during	  a	  media-­‐enhanced	  L2	  listening	  assessment—the	  evidence	  this	  study	  seeks	  to	  yield.	  	  To	  build	  a	  conceptual	  framework	  and	  basis	  for	  the	  study,	  this	  chapter	  presents	  a	  literature	  review	  that	  is	  organized	  in	  the	  following	  way.	  First,	  the	  review	  tackles	  the	  main	  issues	  related	  to	  the	  definitions	  of	  L2	  listening,	  models	  of	  listening	  comprehension,	  types	  of	  listening	  and	  visuals,	  and	  constructs	  of	  L2	  academic	  listening,	  followed	  by	  the	  discussion	  of	  existing	  research	  on	  visually	  enhanced	  L2	  listening	  assessment.	  Next,	  the	  literature	  review	  focuses	  on	  the	  topics	  pertaining	  to	  eye	  tracking,	  including	  theoretical	  perspectives	  on	  eye	  movements,	  eye-­‐tracking	  measures,	  and	  the	  use	  of	  eye	  tracking	  for	  research	  on	  auditory	  language	  processing,	  cognitive	  processes,	  and	  L2	  learning	  and	  assessment.	  In	  addition,	  this	  chapter	  analyzes	  existing	  methodological	  approaches	  to	  media-­‐based	  L2	  listening	  assessment	  and	  proposes	  a	  research	  design	  that	  uses	  eye	  tracking	  to	  investigate	  L2	  learners’	  use	  of	  visual	  information	  during	  a	  video-­‐mediated	  L2	  academic	  listening	  test.	  Finally,	  the	  chapter	  concludes	  with	  the	  statement	  of	  five	  research	  questions	  addressed	  in	  this	  dissertation.	  	  	  	  










control	  over	  hearings).	  Furthermore,	  Rost	  (2011)	  describes	  listening	  as	  a	  combination	  of	  neurological,	  linguistic,	  semantic,	  and	  pragmatic	  processing,	  once	  again	  underscoring	  the	  complex	  nature	  of	  this	  skill.	  Due	  to	  the	  number	  and	  complexity	  of	  these	  factors,	  the	  assessment	  of	  L2	  listening	  poses	  significant	  challenges	  for	  language	  testers	  and	  has	  received	  little	  attention	  compared	  to	  the	  assessment	  of	  other	  language	  skills	  (Alderson	  &	  Banerjee,	  2002).	  To	  better	  understand	  the	  types	  of	  challenges	  related	  to	  the	  assessment	  of	  L2	  listening,	  it	  is	  first	  necessary	  to	  take	  a	  closer	  look	  at	  how	  listening	  is	  defined	  (i.e.,	  What	  is	  listening?)	  and	  how	  it	  occurs	  (i.e.,	  What	  is	  the	  process	  of	  listening	  comprehension?).	  	  










the	  word	  “non-­‐verbal”	  open	  to	  the	  reader.	  Notwithstanding	  the	  growing	  consensus	  among	  researchers	  that	  visual	  stimuli	  play	  an	  important	  role	  in	  listening,	  there	  are	  situations	  when	  listening	  is	  based	  exclusively	  on	  auditory	  stimuli,	  such	  as	  listening	  during	  a	  phone	  conversation,	  listening	  to	  a	  radio,	  or	  listening	  used	  by	  blind	  people	  (Olson,	  2003;	  Wagner,	  2007).	  




















comprehension	  occurs),	  others	  (e.g.,	  Nagle	  &	  Sanders,	  1986;	  Wolvin	  &	  Coakley,	  1996)	  appear	  to	  be	  concerned	  with	  functional	  aspects	  (i.e.,	  how	  listening	  comprehension	  occurs).	  The	  diversity	  of	  existing	  models	  seems	  to	  represent	  different	  views	  on	  the	  process	  of	  listening	  comprehension	  and	  on	  the	  ways	  to	  define	  listening.	  Some	  researchers	  attribute	  this	  diversity	  to	  different	  purposes	  of	  listening	  (Olson,	  2003),	  which	  are	  used	  as	  the	  basis	  of	  several	  existing	  classifications	  of	  the	  types	  of	  listening.	  	  	  	  










conventionalised,	  functional	  configuration	  of	  language	  tied	  to	  certain	  broad	  societal	  situations,	  that	  is,	  variety	  according	  to	  use”	  (D.	  Lee,	  2001,	  p.	  46).	  	  	  	  	  	  Table	  2.1	  summarizes	  existing	  classifications	  of	  the	  types	  of	  listening.	  Table	  2.1	  





necessary	  for	  effective	  listening	  of	  particular	  types,	  or	  (c)	  engaging	  in	  different	  types	  of	  listening	  in	  different	  situations	  leads	  to	  different	  outcomes”	  (Bodie	  et	  al.,	  2008,	  p.	  5).	  Thus,	  in	  order	  to	  develop	  a	  comprehensive	  and	  universally	  accepted	  taxonomy	  of	  the	  types	  of	  listening,	  it	  is	  first	  necessary	  to	  resolve	  the	  terminological	  problem.	  	  	  





1994;	  King,	  1994),	  and	  other	  micro-­‐skills	  required	  for	  real-­‐time	  processing	  of	  the	  information	  (Richards,	  1983).	  Moreover,	  unlike	  L1	  academic	  listening	  where	  language	  comprehension	  is	  typically	  not	  an	  issue,	  L2	  academic	  listening	  comprehension	  starts	  with	  linguistic	  processing	  of	  the	  input	  and	  proceeds	  to	  the	  subsequent	  “application	  of	  the	  results	  of	  this	  linguistic	  processing	  to	  background	  knowledge	  and	  context”	  (Flowerdew,	  1994,	  p.	  9).	  	  	  Another	  important	  aspect	  of	  academic	  listening	  is	  the	  audio-­‐visual	  aspect	  (Smidt	  &	  Hegelheimer,	  2004).	  Scholars	  (e.g.,	  Ockey,	  2007;	  Picou,	  Ricketts,	  &	  Hornsby,	  2011;	  Sueyoshi	  &	  Hardison,	  2005;	  Wagner,	  2007,	  2010b)	  generally	  agree	  that	  both	  audio	  and	  visuals	  are	  important	  for	  academic	  listening	  because	  in	  most	  real-­‐life	  academic	  situations,	  such	  as	  class	  lectures,	  students	  integrate	  information	  from	  two	  modalities:	  (a)	  the	  aural	  modality,	  which	  provides	  information	  from	  acoustic	  signals	  (such	  as	  the	  lecturer’s	  speech);	  and	  (b)	  the	  visual	  modality,	  which	  provides	  visual	  information	  presented	  in	  the	  form	  of	  the	  lecturer’s	  gestures,	  facial	  cues,	  body	  language,	  as	  well	  as	  PowerPoint	  slides,	  charts	  and	  diagrams	  drawn	  on	  the	  board,	  or	  handouts.	  	  While	  academic	  listening	  appears	  to	  be	  an	  important	  register	  of	  language	  for	  many	  L2	  learners,	  its	  assessment	  poses	  a	  number	  of	  challenges	  for	  L2	  language	  testing	  experts.	  One	  of	  these	  challenges	  is	  related	  to	  the	  definition	  of	  the	  L2	  academic	  listening	  construct.	  	  






























to	  examine	  the	  types	  of	  visuals	  and	  the	  existing	  body	  of	  research	  on	  the	  effect	  of	  visual	  information	  on	  L2	  learners’	  listening	  comprehension	  and	  performance	  on	  L2	  listening	  tests.	  	  	  















visuals	  appears	  to	  be	  comprehensive.	  Although	  the	  content-­‐context	  distinction	  is	  commonly	  recognized	  by	  language	  assessment	  specialists,	  it	  is	  rather	  crude	  and	  ambiguous.	  For	  example,	  content	  videos	  can	  provide	  information	  not	  only	  about	  the	  content,	  but	  also	  about	  the	  context	  of	  the	  verbal	  message,	  thus	  overlapping	  with	  the	  functions	  of	  context	  videos.	  In	  fact,	  Pettersson’s	  (2002)	  analysis	  of	  visual	  languages	  and	  assertion	  that	  any	  visual	  possesses	  both	  content	  and	  context	  (namely,	  internal	  and	  external	  contexts)	  would	  raise	  serious	  questions	  about	  the	  context-­‐content	  classification	  of	  visuals.	  Moreover,	  many	  classifications	  of	  visuals	  appear	  to	  be	  developer-­‐centric,	  as	  they	  have	  been	  created	  without	  exploring	  the	  listeners’	  actual	  use	  of	  visuals.	  Hence,	  specific	  guidelines	  for	  selecting	  and	  labeling	  each	  particular	  visual	  need	  to	  be	  developed	  on	  the	  basis	  of	  research	  on	  the	  listeners’	  interaction	  with	  visuals.	  	  	  
Empirical	  and	  theoretical	  perspectives	  on	  the	  role	  of	  visuals	  in	  L2	  















obtained	  not	  only	  through	  the	  visual	  modality,	  but	  also	  auditorily	  (e.g.,	  from	  sound	  images).	  Furthermore,	  while	  Mayer’s	  (2005)	  theory	  postulates	  the	  construction	  of	  two	  mental	  models—a	  verbal	  and	  a	  pictorial	  model—that	  are	  subsequently	  integrated	  in	  the	  cognitive	  system,	  the	  integrated	  model	  presupposes	  the	  construction	  of	  one	  mental	  model	  that	  combines	  information	  from	  both	  channels.	  Figure	  2.1	  illustrates	  the	  above-­‐mentioned	  differences	  between	  Mayer’s	  (2005)	  cognitive	  theory	  of	  multimedia	  learning	  and	  Schnoltz’s	  (2005)	  integrated	  model	  of	  text	  and	  picture	  comprehension.	  	  





These	  two	  theoretical	  perspectives	  provide	  the	  following	  caveats	  regarding	  visually	  enhanced	  L2	  listening	  comprehension.	  First,	  the	  perception	  of	  visual	  and	  auditory	  information	  occurs	  via	  different	  channels,	  but	  both	  types	  of	  information	  are	  integrated	  during	  processing	  or	  after	  being	  processed.	  Such	  integration	  suggests	  that	  L2	  learners	  can	  construct	  the	  meaning	  of	  the	  input	  through	  cross-­‐channel	  representations	  (for	  instance,	  by	  processing	  visually	  the	  information	  that	  was	  presented	  orally).	  Second,	  one	  sensory	  channel	  is	  able	  to	  convey	  different	  types	  of	  information,	  both	  visual	  and	  auditory.	  This	  demonstrates	  that	  L2	  learners	  are	  able	  to	  perceive	  verbal	  and	  visual	  information	  during	  L2	  listening	  comprehension	  employing	  one	  sensory	  modality.	  Finally,	  each	  channel	  can	  process	  only	  a	  limited	  amount	  of	  information,	  suggesting	  that	  the	  large	  amount	  of	  presented	  information	  can	  have	  a	  negative	  impact	  on	  L2	  listeners’	  comprehension	  of	  the	  input.	  	  	  	  While	  the	  important	  role	  that	  visuals	  play	  in	  L2	  listening	  comprehension	  is	  generally	  acknowledged	  by	  researchers,	  the	  effect	  of	  visuals	  on	  L2	  learners’	  performance	  on	  L2	  listening	  tests	  is	  not	  fully	  understood,	  as	  evidenced	  from	  the	  following	  review	  of	  research	  in	  this	  area.	  	  






























looking	  at	  the	  screen,	  the	  56	  participants	  in	  his	  2010	  study	  watched	  it	  only	  47.9	  percent.	  	  While	  the	  use	  of	  video	  recordings	  can	  be	  useful	  for	  learning	  about	  L2	  test-­‐takers’	  interaction	  with	  visuals,	  this	  type	  of	  data	  can	  generally	  yield	  information	  about	  how	  long	  the	  test-­‐takers	  look	  at	  the	  screen,	  not	  what	  exactly	  they	  look	  at,	  





performance,	  like	  eye	  movements	  or	  response	  items,	  may	  also	  be	  relevant	  to	  some	  constructs.	  (AERA,	  APA,	  &	  NCME	  Standards,	  1999,	  p.	  12)	  To	  the	  author’s	  knowledge,	  there	  exists	  no	  research	  that	  employed	  eye-­‐tracking	  methodology	  to	  investigate	  the	  viewing	  behavior	  of	  L2	  test-­‐takers	  during	  a	  video-­‐mediated	  listening	  comprehension	  test.	  Therefore,	  the	  following	  section	  provides	  an	  overview	  of	  eye	  tracking	  in	  an	  attempt	  to	  elucidate	  how	  this	  methodology	  can	  be	  applied	  to	  research	  on	  visuals	  in	  L2	  listening	  assessment.	  	  	  





psychology,	  neurophysiology,	  human-­‐computer	  interaction,	  and	  usability	  testing	  (Rayner,	  2009).	  This	  surge	  has	  mostly	  been	  triggered	  by	  advances	  in	  computer	  hardware	  and	  software	  that	  have	  allowed	  for	  the	  development	  of	  sophisticated	  eye-­‐tracking	  systems	  capable	  of	  capturing	  a	  plethora	  of	  eye	  movement	  data	  (Duchowski,	  2007).	  The	  rationale	  for	  conducting	  eye-­‐tracking	  studies	  is	  oftentimes	  based	  on	  the	  assumption	  that	  by	  tracking	  the	  movements	  of	  eyes,	  one	  can	  better	  understand	  what	  the	  viewers	  draw	  their	  visual	  attention	  to	  (Duchowski,	  2007).	  The	  major	  research	  areas	  in	  eye	  tracking	  include	  visual	  search	  (Bertera	  &	  Rayner,	  2000;	  Kato	  &	  Fukuda,	  2002;	  Wolfe,	  1998),	  scene	  perception	  (Henderson,	  2003,	  2011;	  Rayner,	  T.	  Smith,	  Malcolm,	  &	  Henderson,	  2009),	  usability	  (Goldberg	  &	  Wichansky,	  2003;	  Jacob	  &	  Karn,	  2003;	  Poole	  &	  Ball,	  2006),	  and	  reading	  (Engbert,	  Longtin,	  &	  Kliegl,	  2002;	  Rayner,	  1998;	  Slattery	  &	  Rayner,	  2010;	  Warren	  &	  McConnell,	  2007;	  White,	  2008),	  with	  the	  latter	  being	  the	  most	  studied	  area	  (Rayner,	  2009).	  
Theoretical	  perspectives	  on	  eye	  movements,	  visual	  attention,	  and	  















visual	  perception	  occurs	  at	  the	  level	  of	  higher-­‐order	  cognition,	  whereas	  eye	  movements	  emerge	  at	  the	  level	  of	  visual	  sensation.	  To	  sum	  up,	  an	  eye-­‐tracking	  system	  can	  only	  record	  explicit	  information	  about	  vision	  (i.e.,	  what	  area	  of	  the	  visual	  field	  the	  viewer’s	  eyes	  are	  directed	  at),	  but	  not	  attention	  (i.e.,	  what	  area	  of	  the	  visual	  field	  the	  viewer	  concentrates	  on	  cognitively)	  or	  perception	  (i.e.,	  how	  the	  viewer	  encodes	  and	  interprets	  the	  information	  from	  the	  visual	  field).	  The	  ensuing	  implication	  is	  that	  eye-­‐tracking	  data	  should	  not	  be	  taken	  for	  their	  face	  value	  and	  interpreted	  in	  isolation,	  but	  should	  be	  included	  in	  methodological	  triangulation	  when	  explicating	  the	  obtained	  results.	  When	  combined	  with	  other	  types	  of	  data,	  such	  as	  performance	  data	  (Bojko,	  2006)	  or	  self-­‐reported	  data,	  eye-­‐tracking	  measures	  can	  provide	  insights	  into	  the	  viewers’	  visual	  and,	  potentially,	  cognitive	  processes.	  	  

















of	  eye-­‐tracking	  measures	  over	  time	  and	  over	  participants	  (Holmqvist	  et	  al.,	  2011).	  Another	  visual	  representation	  of	  eye	  movements	  is	  a	  scanpath,	  which	  is	  a	  path	  of	  the	  viewer’s	  eye	  movements	  in	  space	  and	  time.	  Scanpaths	  can	  be	  either	  static,	  such	  as	  an	  image	  of	  an	  eye-­‐movement	  trajectory	  over	  a	  certain	  period	  of	  time,	  or	  dynamic,	  such	  as	  gaze	  replays	  (Holmqvist	  et	  al.,	  2011).	  Figure	  2.4	  provides	  an	  example	  of	  a	  static	  scanpath	  that	  shows	  the	  eye	  movements	  of	  a	  viewer	  who	  watched	  a	  YouTube	  video.	  In	  this	  example,	  circles	  represent	  fixations	  and	  lines	  represent	  saccades.	  	  	  
	  
	  







Figure	  2.4.	  Example	  of	  a	  static	  scanpath	  with	  multiple	  fixations	  and	  saccades.	  	   Both	  heat	  maps	  and	  scanpaths	  can	  be	  generated	  by	  major	  types	  of	  software	  for	  eye-­‐tracking	  data	  analysis.	  It	  should	  be	  noted,	  however,	  that	  such	  eye-­‐tracking	  data	  visualizations	  provide	  only	  the	  information	  about	  the	  observer’s	  viewing	  patterns,	  whereas	  cognitive	  processes	  associated	  with	  these	  patterns	  are	  not	  explicitly	  evident	  (Hayhoe,	  2004).	  	  




















comprehension	  and	  processing	  of	  linguistic	  information	  (Frenck-­‐Mestre,	  2005),	  including	  auditory	  language	  processing.	  















perception	  indicates	  that	  the	  inclusion	  of	  visuals	  substantially	  improves	  information	  processing	  (Massaro	  &	  Jesse,	  2007).	  However,	  it	  appears	  that	  most	  of	  this	  research	  focuses	  on	  spoken	  word	  (or	  sentences)	  recognition	  (see,	  for	  example,	  Altmann	  &	  Kamide,	  2007)	  rather	  than	  continuous	  speech,	  even	  though	  Allopenna	  et	  al.	  (1998)	  claim	  that	  eye	  fixations	  on	  objects	  that	  are	  time-­‐locked	  to	  the	  corresponding	  words	  in	  the	  unfolding	  speech	  stream	  can	  be	  used	  as	  “a	  sensitive	  and	  nondisruptive	  measure	  of	  spoken	  language	  comprehension	  during	  continuous	  speech”	  (p.	  421).	  Although	  this	  might	  be	  the	  case,	  more	  research	  seems	  to	  be	  warranted	  to	  obtain	  more	  compelling	  evidence	  about	  how	  eye	  movements	  are	  related	  to	  the	  processing	  and	  comprehension	  of	  continuous	  speech	  rather	  than	  individual	  words.	  In	  addition,	  most	  of	  the	  existing	  eye-­‐tracking	  studies	  of	  auditory	  language	  processing	  seem	  to	  be	  limited	  to	  static	  images,	  whereas	  research	  involving	  dynamic	  stimuli	  is	  clearly	  lacking	  and	  much	  needed.	  	  





on	  a	  cell	  phone.	  To	  collect	  the	  data,	  the	  authors	  created	  a	  desktop	  driving	  simulator	  that	  was	  configured	  to	  record	  eye	  movements	  during	  simulations.	  In	  their	  analysis,	  Balk	  et	  al.	  (2006)	  counted	  the	  number	  of	  fixations	  in	  the	  areas	  of	  interest	  that	  contained	  moving	  vehicles.	  Another	  study	  involving	  dynamic	  stimuli	  examined	  gaze	  positions	  of	  human	  observers	  who	  were	  exposed	  to	  two	  types	  of	  treatments:	  continuous	  and	  scene-­‐shuffled	  video	  clips	  (Carmi	  &	  Itti,	  2006).	  The	  results	  indicated	  that	  eye-­‐movement	  patterns	  during	  continuous	  video	  were	  significantly	  different	  from	  those	  reported	  during	  the	  exposure	  to	  more	  static	  stimuli.	  	  Overall,	  it	  appears	  that	  the	  use	  of	  dynamic	  stimuli	  such	  as	  video	  is	  an	  under-­‐investigated	  area	  in	  eye-­‐tracking	  research.	  What	  seems	  to	  be	  an	  issue	  is	  not	  only	  the	  lack	  of	  eye-­‐tracking	  studies	  that	  employ	  dynamic	  stimuli,	  but	  also	  the	  absence	  of	  robust	  techniques	  and	  refined	  methodologies	  for	  analyzing	  eye-­‐tracking	  measures	  obtained	  in	  such	  studies.	  Although	  new	  techniques	  such	  as	  dynamic	  AOIs	  have	  been	  developed	  and	  implemented	  in	  some	  of	  the	  most	  recent	  commercial	  software	  for	  eye-­‐tracking	  data	  analysis,	  they	  typically	  require	  a	  lot	  of	  manual	  adjustments	  (Papenmeier	  &	  Huff,	  2010).	  Notwithstanding	  these	  current	  limitations,	  dynamic	  AOIs,	  which	  are	  capable	  of	  moving	  in	  sync	  with	  an	  object	  of	  interest	  in	  a	  dynamic	  stimulus	  (Holmqvist	  et	  al.,	  2011),	  appear	  to	  be	  a	  useful	  affordance	  in	  eye-­‐tracking	  research	  involving	  video.	  	  















durations.	  For	  example,	  Yarbus	  (1967)	  found	  that	  during	  visual	  inspection	  of	  stationary	  objects	  fixations	  lasted	  from	  200	  to	  800	  ms,	  with	  300	  ms	  being	  the	  most	  common	  fixation	  duration;	  whereas	  during	  reading	  this	  range	  was	  shorter	  (200-­‐400	  ms),	  with	  a	  mean	  of	  300	  ms.	  Similarly,	  Viviani	  (1990)	  discovered	  that	  the	  average	  duration	  of	  a	  typical	  fixation	  was	  250-­‐300	  ms.	  Furthermore,	  Rayner	  and	  Castelhano	  (2007)	  reported	  typical	  mean	  fixation	  durations	  for	  silent	  reading	  (225-­‐250	  ms),	  oral	  reading	  (275-­‐325	  ms),	  scene	  perception	  (260-­‐330	  ms),	  and	  visual	  search	  (180-­‐275	  ms)	  that	  are	  all	  well	  beyond	  the	  500-­‐ms	  threshold	  used	  in	  B.	  Smith’s	  (2010)	  study.	  Although	  the	  reported	  mean	  durations	  can	  be	  affected	  by	  participants’	  individual	  characteristics	  (for	  example,	  the	  level	  of	  their	  reading	  skills)	  and	  task	  difficulty	  (Rayner,	  2009),	  it	  is	  reasonable	  to	  assume	  that	  if	  a	  reader	  needs	  on	  average	  250-­‐300	  ms	  to	  make	  a	  fixation	  while	  reading	  a	  text,	  then	  noticing	  (in	  the	  sense	  of	  either	  attention	  or	  awareness)	  should	  typically	  occur	  within	  that	  time	  frame;	  otherwise,	  we	  would	  be	  compelled	  to	  conclude	  that	  the	  reader	  has	  not	  noticed	  (and	  consequently	  comprehended)	  any	  information	  during	  the	  reading	  process.	  It	  should	  be	  noted	  that	  B.	  Smith’s	  500-­‐ms	  threshold	  for	  noticing	  has	  also	  been	  criticized	  by	  other	  researchers	  (e.g.,	  Godfroid,	  Boers,	  &	  Housen,	  in	  press).	  	  The	  methodological	  flaws	  of	  B.	  Smith’s	  (2012)	  study	  published	  in	  Language	  










direction.	  The	  assumption	  also	  demonstrates	  that	  B.	  Smith	  (2012)	  fails	  to	  differentiate	  among	  vision,	  attention,	  and	  perception—a	  paramount	  distinction	  for	  eye-­‐tracking	  research	  (Duchowski,	  2007).	  	  This	  brief	  overview	  of	  the	  status	  of	  eye	  tracking	  in	  L2	  research	  indicates	  that	  despite	  the	  growing	  number	  of	  L2	  studies	  that	  use	  this	  technology,	  eye-­‐tracking	  research	  is	  still	  in	  its	  incipient	  stages	  and	  requires	  the	  development	  of	  a	  more	  solid	  theoretical	  and	  methodological	  foundation.	  Thus,	  when	  employing	  eye-­‐tracking	  data,	  L2	  researchers	  should	  avoid	  making	  arbitrary	  design	  decisions	  and,	  whenever	  possible,	  take	  into	  account	  empirical	  evidence	  from	  prior	  eye-­‐tracking	  research	  and	  strive	  for	  methodological	  rigor.	  The	  choice	  of	  a	  methodological	  approach	  should	  be	  grounded	  in	  a	  coherent	  theoretical	  framework	  and	  based	  on	  a	  clear	  research	  design.	  	  
Methodological	  Approaches	  to	  the	  Investigation	  of	  Video-­‐Enhanced	  L2	  


















Research	  Questions	  The	  present	  study,	  which	  is	  based	  on	  Creswell	  and	  Plano	  Clark’s	  (2007)	  data	  transformation	  model	  of	  the	  triangulation	  design,	  investigates	  how	  L2	  test-­‐takers	  use	  visual	  information	  from	  context	  and	  content	  videos	  during	  the	  Video-­‐based	  Academic	  Listening	  Test	  (VALT)	  and	  what	  effect	  visual	  information	  from	  the	  videos	  has	  on	  their	  test	  performance.	  Specifically,	  this	  study	  aims	  to	  provide	  answers	  to	  the	  following	  five	  research	  questions.	  	  
Research	  Question	  1:	  To	  what	  extent	  are	  the	  statistical	  properties	  of	  the	  scores	  on	  the	  VALT	  and	  on	  the	  AALT	  appropriate	  for	  making	  norm-­‐referenced	  decisions?	  	  Since	  the	  Video-­‐based	  Academic	  Listening	  Test	  (VALT)	  is	  a	  new	  test	  that	  was	  developed	  specifically	  for	  this	  study,	  it	  is	  important	  to	  ensure	  that	  the	  scores	  obtained	  by	  L2	  learners	  on	  this	  test	  are	  appropriate,	  accurate,	  and	  reliable	  measures	  of	  their	  L2	  academic	  listening	  abilities.	  This	  research	  question,	  therefore,	  tackles	  this	  issue	  by	  investigating	  statistical	  properties	  of	  the	  scores	  on	  the	  VALT	  and	  the	  AALT	  (which	  is	  an	  audio-­‐only	  version	  of	  the	  VALT)	  to	  ensure	  that	  they	  are	  appropriate	  for	  making	  norm-­‐referenced	  decisions.	  





Ginther,	  2002;	  Ockey,	  2007;	  Suvorov,	  2009;	  Wagner,	  2007,	  2008).	  To	  the	  author’s	  knowledge,	  there	  appears	  to	  be	  only	  one	  study	  that	  compared	  the	  effect	  of	  content	  and	  context	  still	  photos	  on	  participants’	  performance	  on	  the	  listening	  comprehension	  section	  of	  the	  TOEFL	  (Ginther,	  2002),	  whereas	  no	  research	  has	  compared	  the	  effect	  of	  content	  and	  context	  videos	  on	  L2	  listeners’	  test	  performance.	  Hence,	  Research	  Question	  2	  aims	  at	  addressing	  this	  gap	  by	  exploring	  whether	  there	  is	  a	  statistically	  significant	  difference	  between	  the	  L2	  test-­‐takers’	  scores	  on	  the	  subtest	  with	  context	  videos	  and	  their	  scores	  on	  the	  subtest	  with	  content	  videos	  within	  the	  VALT	  and	  the	  AALT.	  In	  addition,	  this	  research	  question	  seeks	  to	  determine	  if	  there	  is	  any	  statistically	  significant	  difference	  between	  the	  L2	  learners’	  scores	  on	  the	  VALT	  and	  their	  scores	  on	  the	  AALT.	  	  





our	  understanding	  of	  how	  L2	  test-­‐takers	  interact	  with	  context	  and	  content	  videos,	  and	  how	  they	  use	  visual	  information	  during	  a	  visually	  enhanced	  L2	  listening	  assessment.	  	  
Research	  Question	  4:	  How	  do	  L2	  test-­‐takers	  use	  visual	  information	  when	  watching	  context	  and	  content	  videos	  in	  the	  VALT,	  as	  indicated	  by	  cued	  retrospective	  reporting?	  In	  particular,	  	  
4.1.	  What	  aspects	  of	  visual	  information,	  and	  why,	  do	  L2	  test-­‐takers	  focus	  on	  when	  watching	  context	  and	  content	  videos	  in	  the	  VALT?	  	  





focus	  on	  when	  watching	  context	  and	  content	  videos,	  and	  their	  reasons	  for	  focusing	  on	  those	  aspects;	  and	  (b)	  the	  aspects	  of	  visual	  information	  in	  context	  and	  content	  videos	  that	  L2	  test-­‐takers	  perceive	  as	  helpful	  and	  as	  distracting	  for	  their	  test	  performance,	  and	  their	  reasons	  for	  finding	  these	  aspects	  helpful	  or	  distracting.	  
Research	  Question	  5:	  How	  do	  L2	  test-­‐takers	  use	  visual	  information	  when	  answering	  individual	  questions	  on	  the	  VALT,	  as	  indicated	  by	  cued	  retrospective	  reporting?	  In	  particular,	  
5.1.	  What	  is	  the	  difference	  between	  L2	  test-­‐takers’	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  questions	  on	  the	  context	  subtest	  vs.	  questions	  on	  the	  content	  subtest	  of	  the	  VALT?	  	  
5.2.	  To	  what	  extent	  are	  L2	  test-­‐takers’	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  each	  individual	  question	  associated	  with	  their	  scores	  on	  individual	  questions?	  	  Similarly	  to	  Research	  Question	  4,	  Research	  Question	  5	  will	  be	  answered	  by	  using	  cued	  retrospective	  reporting	  to	  elicit	  L2	  test-­‐takers’	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  in	  context	  and	  content	  videos	  in	  the	  VALT.	  However,	  the	  last	  research	  question	  will	  focus	  on	  examining	  how	  L2	  test-­‐takers	  use	  visual	  information	  when	  answering	  individual	  questions	  on	  the	  test,	  rather	  than	  















CHAPTER	  3	  	  
	  
METHODOLOGY	  	   This	  chapter	  delineates	  the	  research	  methodology	  of	  the	  study.	  Specifically,	  the	  chapter	  begins	  with	  an	  introduction	  of	  the	  research	  design	  used	  in	  the	  study.	  Next,	  a	  description	  of	  three	  groups	  of	  study	  participants	  is	  provided,	  followed	  by	  a	  detailed	  discussion	  of	  materials	  and	  instruments	  used	  for	  data	  collection:	  the	  Video-­‐based	  Academic	  Listening	  Test	  (VALT),	  the	  Audio-­‐only	  Academic	  Listening	  Test	  (AALT),	  a	  post-­‐test	  questionnaire,	  the	  eye-­‐tracking	  equipment	  with	  iMotions	  Attention	  Tool,	  and	  a	  cued	  retrospective	  reporting.	  In	  addition,	  the	  chapter	  explains	  the	  procedures	  used	  to	  collect	  three	  types	  of	  data:	  test	  performance	  data,	  eye-­‐tracking	  data,	  and	  retrospective	  verbal	  data.	  Finally,	  the	  chapter	  ends	  with	  a	  discussion	  of	  data	  analyses	  that	  were	  carried	  out	  to	  answer	  each	  of	  the	  five	  research	  questions	  in	  this	  study.	  	  





answered	  using	  a	  qualitative	  analysis	  of	  retrospective	  verbal	  data	  that	  enabled	  identification	  of	  major	  emergent	  themes,	  followed	  by	  counting	  the	  number	  of	  participants	  who	  commented	  on	  each	  theme.	  	  
	  
	  





method.	  Table	  3.1	  summarizes	  information	  about	  the	  three	  sets	  of	  data	  that	  were	  collected	  for	  this	  study.	  	  Table	  3.1	  	  





AALT	  (hereinafter	  context	  subtest	  scores	  and	  content	  subtest	  scores),	  and	  (c)	  scores	  for	  each	  individual	  question	  on	  both	  tests	  (hereinafter	  item	  scores).	  	  	  	  
	  
	  	  
Figure	  3.2.	  Types	  of	  test	  scores	  used	  in	  the	  study.	  	  	  	   Table	  3.2	  summarizes	  how	  each	  variable	  was	  used	  to	  answer	  the	  five	  research	  questions.	  	  	  	  
Overall	  test	  score	  	  (out	  of	  30)	  
Context	  	  	  subtest	  score	  	  (out	  of	  15)	  
Video	  1	   Video	  3	   Video	  5	  
Content	  	  subtest	  score	  	  (out	  of	  15)	  






Summary	  of	  Variables	  Used	  for	  Answering	  Research	  Questions	  Research	  Question	   Variable	   Data	  Set	  RQ1	   Overall	  test	  scores	  on	  the	  VALT	  and	  the	  AALT,	  context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT	  and	  the	  AALT,	  item	  scores	  on	  the	  VALT	  and	  the	  AALT,	  video	  type*	  
Test	  performance	  data	  
RQ2	   Overall	  test	  scores	  on	  the	  VALT	  and	  the	  AALT,	  context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT	  and	  the	  AALT,	  video	  type*	   Test	  performance	  data	  RQ3	   Fixation	  rate,	  dwell	  rate,	  and	  total	  dwell	  time;	  context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT;	  video	  type*	   Test	  performance	  data,	  eye-­‐tracking	  data	  RQ4	   	   	  	  	  	  	  	  RQ4.1	   Perceptions	  of	  the	  visual	  information	  focused	  on	  at	  the	  video	  level	  in	  the	  VALT,	  video	  type*	   Retrospective	  verbal	  data	  	  	  	  	  	  RQ4.2	   Perceptions	  of	  the	  helpfulness	  of	  visual	  information	  at	  the	  video	  level	  in	  the	  VALT,	  video	  type*	   Retrospective	  verbal	  data	  RQ5	   	   	  	  	  	  	  	  RQ5.1	  	  	   Perceptions	  of	  the	  helpfulness	  of	  visual	  information	  at	  the	  level	  of	  individual	  questions	  in	  the	  VALT,	  video	  type*	   Retrospective	  verbal	  data	  	  	  	  	  	  RQ5.2	   Perceptions	  of	  the	  helpfulness	  of	  visual	  information	  at	  the	  level	  of	  individual	  questions	  in	  the	  VALT,	  item	  scores	  on	  the	  VALT	   Retrospective	  verbal	  data,	  test	  performance	  data	  
*Note.	  Video	  type	  refers	  to	  two	  types	  of	  videos:	  context	  videos	  and	  content	  videos.	  	  










information	  included	  the	  participants’	  age,	  native	  language,	  number	  of	  years	  they	  had	  been	  learning	  English,	  and	  student	  status	  at	  the	  time	  of	  the	  study.	  	  Table	  3.3	  





Materials	  and	  Instruments	  
	  
Video-­‐based	  Academic	  Listening	  Test	  (VALT).	  	  
	  	   Developing	  the	  VALT.	  The	  Video-­‐based	  Academic	  Listening	  Test	  (VALT)	  was	  developed	  for	  this	  study	  using	  the	  test	  specifications	  provided	  in	  Table	  3.4.	  The	  test	  specifications	  were	  based	  on	  Bachman	  and	  Palmer’s	  (1996)	  approach	  to	  test	  specification	  format.	  Table	  3.4	  

















Figure	  3.3.	  A	  screenshot	  of	  a	  webpage	  with	  a	  context	  video	  from	  the	  VALT.	  	  
	  	  





To	  measure	  the	  difficulty	  level	  of	  the	  language	  used	  in	  each	  video	  clip	  (see	  Item	  3	  from	  the	  list	  of	  criteria	  above),	  the	  researcher	  used	  Flesch	  Reading	  Ease	  and	  Flesch-­‐Kincaid	  Grade	  Levels,	  which	  are	  two	  of	  the	  most	  widely	  used	  readability	  formulas	  for	  predicting	  the	  difficulty	  level	  of	  a	  written	  text.	  Although	  Flesch’s	  readability	  formulas	  were	  designed	  for	  assessing	  “readability”	  defined	  by	  DuBay	  (2007)	  as	  “what	  makes	  some	  texts	  easier	  to	  read	  than	  others”	  (p.	  4),	  many	  researchers	  appear	  to	  rely	  on	  these	  formulas	  to	  also	  evaluate	  “listenability”	  (i.e.,	  external	  factors	  that	  make	  listening	  difficult	  or	  easy,	  see	  Glenn,	  Emmert,	  and	  Emmert,	  1995),	  despite	  some	  concerns	  about	  a	  lack	  of	  “empirical	  validations	  of	  the	  listenability/readability	  equation”	  (D.	  Rubin,	  1993,	  p.	  263).	  Flesch	  Reading	  Ease	  scores	  are	  provided	  on	  a	  100-­‐point	  scale,	  with	  lower	  scores	  indicating	  more	  difficult	  levels	  of	  readability	  and	  vice	  versa.	  Flesch-­‐Kincaid	  Grade	  Levels,	  on	  the	  other	  hand,	  suggest	  estimated	  US	  grade	  levels,	  with	  a	  higher	  grade	  level	  denoting	  a	  more	  difficult	  text	  for	  reading.	  	  Flesch	  Reading	  Ease	  scores	  and	  Flesch-­‐Kincaid	  Grade	  Levels	  that	  were	  obtained	  for	  each	  video	  clip	  in	  the	  VALT	  are	  provided	  in	  Table	  3.5.	  	  Table	  3.5	  
Readability	  Statistics	  for	  the	  Scripts	  of	  Video	  Clips	  in	  the	  VALT	  Video	  Clip	   Visual	  Type	   Word	  Count	   Flesch	  Reading	  Ease	  Score	   Score	  Description	   Flesch-­‐Kincaid	  Grade	  Level	  Video	  1	   Context	   451	   65.2	   Standard	   8.6	  Video	  2	   Content	   550	   68.0	   Standard	   9.4	  Video	  3	   Context	   450	   39.5	   Difficult	   12.0	  Video	  4	   Content	   616	   63.2	   Standard	   9.9	  Video	  5	   Context	   567	   66.6	   Standard	   9.3	  Video	  6	   Content	   563	   65.1	   Standard	   10.8	  















classroom	  domain,	  in	  which	  language	  learners	  can	  hear	  and	  see	  the	  professor’s	  lecture	  only	  one	  time.	  	  	  	  
	  	  










Finally,	  some	  researchers	  believe	  that	  the	  administration	  of	  stimuli	  in	  the	  same	  order	  may	  lead	  to	  order	  effects	  such	  as	  a	  practice	  or	  fatigue	  effect	  (Buck,	  2001;	  Ginther,	  2002;	  Gravetter	  &	  Forzano,	  2011;	  H.	  Lee	  &	  Winke,	  2013).	  Since	  all	  six	  video	  clips	  in	  the	  pilot	  study	  were	  administered	  in	  the	  same	  order,	  lower	  scores	  on	  the	  items	  associated	  with	  the	  last	  video	  in	  the	  VALT	  could	  be	  explained	  by	  the	  participants’	  fatigue	  and/or	  lack	  of	  time	  to	  complete	  the	  test.	  As	  a	  matter	  of	  fact,	  the	  researcher	  observed	  several	  instances	  when	  some	  participants	  in	  the	  pilot	  study	  ran	  out	  of	  time	  and	  rushed	  through	  the	  last	  part	  of	  the	  VALT	  by	  randomly	  choosing	  the	  answers	  to	  the	  remaining	  questions	  or,	  in	  some	  cases,	  not	  even	  answering	  the	  last	  questions	  whatsoever.	  To	  control	  for	  order	  effects	  in	  this	  study,	  the	  sequence	  of	  stimuli	  was	  counterbalanced	  by	  creating	  the	  second	  version	  of	  the	  VALT	  with	  stimuli	  presented	  in	  the	  reverse	  order.	  This	  counterbalanced	  version	  of	  the	  test	  was	  called	  Form	  2,	  whereas	  the	  original	  version	  was	  called	  Form	  1.	  The	  final	  version	  of	  the	  VALT	  that	  was	  used	  in	  this	  study	  consisted	  of	  six	  short	  video	  clips	  and	  30	  multiple-­‐choice	  questions	  (see	  Appendix	  A).	  Table	  3.6	  outlines	  the	  structure	  of	  the	  final	  version	  of	  the	  VALT.	  	  Table	  3.6	  





Audio-­‐only	  Academic	  Listening	  Test	  (AALT).	  The	  AALT	  is	  the	  audio-­‐only	  version	  of	  the	  VALT.	  It	  was	  created	  by	  converting	  the	  video	  clips	  into	  audio	  files	  in	  an	  mp3	  format,	  all	  other	  features	  being	  the	  same	  as	  in	  the	  VALT.	  Similar	  to	  the	  VALT,	  the	  AALT	  was	  administered	  via	  Moodle	  using	  the	  Quiz	  module	  (see	  Figure	  3.6).	  The	  mp3	  audio	  files	  were	  embedded	  in	  the	  Quiz	  module	  using	  Respondus,	  a	  software	  application	  for	  creating	  and	  managing	  different	  types	  of	  online	  assessment.	  In	  this	  study,	  the	  AALT	  was	  used	  in	  combination	  with	  the	  VALT	  to	  explore	  the	  effect	  of	  visuals	  on	  NNS	  students’	  test	  performance,	  as	  well	  as	  to	  evaluate	  the	  appropriateness	  of	  the	  statistical	  properties	  of	  test	  scores	  for	  making	  norm-­‐referenced	  decisions.	  
	  
	  
Figure	  3.6.	  A	  screenshot	  of	  a	  webpage	  with	  an	  audio	  lecture	  from	  the	  AALT.	  





form	  the	  content	  subtest	  in	  the	  VALT	  and	  the	  AALT.	  The	  graphical	  representation	  of	  the	  overall	  structure	  of	  both	  tests	  is	  provided	  in	  Figure	  3.7.	  
	  
Figure	  3.7.	  Graphical	  representation	  of	  the	  VALT/AALT	  structure	  	  
	  
Post-­‐test	  questionnaire.	  A	  post-­‐test	  questionnaire	  was	  created	  in	  Moodle	  to	  collect	  background	  information	  about	  L2	  test-­‐takers.	  The	  questionnaire	  consisted	  of	  seven	  open-­‐ended	  questions	  that	  asked	  participants	  to	  provide	  information	  about	  their	  age,	  gender,	  native	  language,	  country	  of	  origin,	  current	  student	  status,	  current	  or	  expected	  major	  at	  the	  university,	  and	  the	  number	  of	  years	  that	  they	  had	  spent	  studying	  English.	  The	  questions	  selected	  for	  the	  questionnaire	  were	  based	  on	  the	  survey	  used	  in	  previous	  research	  on	  the	  effect	  of	  visuals	  in	  media-­‐enhanced	  L2	  listening	  assessment	  (Suvorov,	  2009).	  A	  copy	  of	  the	  post-­‐test	  questionnaire	  is	  provided	  in	  Appendix	  B.	  	  	  
Eye-­‐tracking	  equipment	  and	  software.	  A	  remote	  eye-­‐tracking	  system	  EyeTech	  Vision	  Tracker	  2	  (0.5°	  accuracy,	  80	  fps	  data	  sampling	  rate,	  65-­‐100	  cm	  operating	  range,	  1680	  ×	  1050	  display)	  was	  employed	  to	  collect	  eye-­‐tracking	  data.	  The	  eye-­‐tracker	  was	  physically	  connected	  to	  a	  computer	  display	  and	  run	  on	  an	  
VALT/AALT	  
Context	  subtest	  
Video/Audio	  1	  Items	  1-­‐5	   Video/Audio	  3	  Items	  11-­‐15	   Video/Audio	  5	  Items	  21-­‐25	  
Content	  subtest	  





iMac	  station	  (27	  inches,	  3.7	  GHz)	  using	  Windows	  7	  64-­‐bit	  OS.	  The	  display	  was	  also	  equipped	  with	  a	  web	  camera	  Logitech	  Webcam	  Pro	  9000.	  In	  addition,	  the	  second	  display	  was	  used	  by	  the	  researcher	  to	  monitor	  the	  data	  collection	  process.	  Figure	  3.8	  illustrates	  an	  eye-­‐tracking	  system	  set-­‐up	  generously	  provided	  by	  the	  User	  Experience	  (UX)	  Lab	  in	  the	  Human-­‐Computer	  Interaction	  Program	  at	  Iowa	  State	  University.	  
	  
	  





dynamic	  media	  such	  as	  videos,	  was	  used	  for	  the	  subsequent	  analysis	  of	  eye-­‐tracking	  data.	  





Furthermore,	  when	  the	  participants	  were	  watching	  the	  recording	  of	  their	  eye	  movements	  during	  their	  answers	  to	  each	  multiple-­‐choice	  question	  in	  the	  VALT,	  they	  were	  asked	  the	  following	  guiding	  questions:	  	  7. What	  were	  you	  thinking	  about	  as	  you	  were	  answering	  this	  question?	  	  	  8. Why	  did	  you	  choose	  this	  answer?	  Were	  you	  sure	  this	  was	  the	  correct	  answer	  or	  did	  you	  guess	  it?	  	  9. Did	  any	  visual	  information	  in	  the	  video	  help	  you	  answer	  this	  question?	  If	  yes,	  what	  information	  was	  it	  and	  how	  did	  it	  help?	  	  	  10. Did	  your	  notes	  help	  you	  answer	  this	  question?	  If	  yes,	  what	  information	  from	  the	  notes	  did	  you	  use?	  	  





Out	  of	  132	  students	  who	  were	  invited	  to	  participate	  in	  the	  study,	  121	  students	  (or	  92	  percent)	  agreed	  to	  participate	  and	  signed	  informed	  consent	  documents.	  These	  participants	  were	  divided	  into	  three	  groups:	  a	  video	  group,	  an	  audio	  group,	  and	  an	  eye-­‐tracking	  group.	  The	  video	  group	  consisted	  of	  42	  participants,	  including	  36	  lower-­‐level	  ESL	  students	  enrolled	  in	  two	  sections	  of	  English	  99L	  and	  six	  advanced-­‐level	  international	  graduate	  students	  from	  the	  ALT	  program.	  The	  audio	  group	  consisted	  of	  46	  participants,	  including	  36	  lower-­‐level	  ESL	  students	  enrolled	  in	  two	  sections	  of	  English	  99L	  and	  ten	  advanced-­‐level	  international	  students	  from	  the	  ALT	  program.	  Finally,	  the	  eye-­‐tracking	  group	  comprised	  33	  participants,	  including	  25	  lower-­‐level	  ESL	  students	  from	  two	  sections	  of	  English	  99L	  and	  eight	  advanced-­‐level	  international	  students	  from	  the	  ALT	  program	  at	  ISU.	  Table	  3.7	  summarizes	  information	  about	  the	  three	  groups	  of	  participants	  involved	  in	  this	  study.	  	  Table	  3.7	  
Three	  Groups	  of	  Participants	  (n	  =	  121)	  	  Recruitment	  Source	   Groups	   Total	  Number	  of	  Participants	  Video	   Audio	   Eye-­‐tracking	  English	  99L	   36	   36	   25	   97	  ALT	  program	   6	   10	   8	   24	  Total	   42	   46	   33	   121	  	   The	  following	  section	  delineates	  the	  procedures	  that	  were	  used	  to	  collect	  data	  from	  the	  three	  groups	  of	  the	  participants.	  	  










to	  their	  busy	  schedules,	  they	  were	  asked	  to	  complete	  the	  VALT	  and	  the	  post-­‐test	  questionnaire	  individually.	  Similarly	  to	  English	  99L	  students,	  each	  ALT	  student	  was	  administered	  one	  of	  the	  two	  forms	  of	  the	  VALT	  to	  control	  for	  order	  effects.	  Specifically,	  two	  ALT	  students	  completed	  Form	  1	  of	  the	  VALT	  with	  the	  video	  clips	  and	  associated	  test	  items	  in	  the	  order	  from	  1	  to	  6,	  whereas	  the	  other	  four	  ALT	  students	  completed	  Form	  2	  of	  the	  VALT	  with	  the	  video	  clips	  and	  associated	  test	  items	  presented	  in	  the	  reverse	  order	  (i.e.,	  from	  6	  to	  1).	  Figure	  3.9	  summarizes	  the	  data	  collection	  procedures	  for	  all	  42	  participants	  in	  the	  video	  group.	  	  	  
	  	  
Figure	  3.9.	  Data	  collection	  procedures	  for	  the	  researcher	  (in	  blue	  boxes)	  and	  participants	  in	  the	  video	  group	  (in	  white	  boxes).	  	  	  
Audio	  group.	  The	  audio	  group	  comprised	  lower-­‐level	  ESL	  students	  from	  two	  sections	  of	  English	  99L	  and	  advanced-­‐level	  international	  graduate	  students	  from	  the	  ALT	  program	  who	  were	  invited	  to	  complete	  the	  AALT	  and	  the	  post-­‐test	  questionnaire.	  Thus,	  only	  the	  AALT	  performance	  data	  and	  post-­‐test	  questionnaire	  data	  were	  collected	  from	  the	  participants	  in	  this	  group.	  
Study	  introduction	  (5-­‐10	  min.	  in	  class	  or	  by	  email)	  
• Signing	  consent	  forms	  for	  video	  group	  










were	  administered	  two	  forms	  of	  the	  AALT	  to	  control	  for	  order	  effects.	  Specifically,	  five	  ALT	  students	  completed	  Form	  1	  of	  the	  AALT	  with	  the	  audio	  lectures	  and	  associated	  test	  items	  in	  the	  order	  from	  1	  to	  6,	  whereas	  the	  other	  five	  ALT	  students	  completed	  Form	  2	  of	  the	  AALT	  with	  the	  audio	  lectures	  and	  associated	  test	  items	  presented	  in	  the	  reverse	  order	  (i.e.,	  from	  6	  to	  1).	  Figure	  3.10	  summarizes	  the	  data	  collection	  procedures	  for	  all	  46	  participants	  in	  the	  audio	  group.	  	  	  
	  	  
Figure	  3.10.	  Data	  collection	  procedures	  for	  the	  researcher	  (in	  blue	  boxes)	  and	  participants	  in	  the	  audio	  group	  (in	  white	  boxes).	  	  	  
Eye-­‐tracking	  group.	  Similarly	  to	  the	  other	  two	  groups,	  the	  eye-­‐tracking	  group	  consisted	  of	  lower-­‐level	  ESL	  students	  from	  two	  sections	  of	  English	  99L	  and	  advanced-­‐level	  international	  graduate	  students	  from	  the	  ALT	  program.	  The	  participants	  in	  the	  eye-­‐tracking	  group	  were	  invited	  to	  complete	  the	  VALT,	  the	  post-­‐test	  questionnaire,	  and	  the	  cued	  retrospective	  reporting	  in	  an	  eye-­‐tracking	  lab.	  Thus,	  three	  sets	  of	  data	  were	  collected	  from	  the	  participants	  in	  this	  group:	  the	  VALT	  score	  data,	  the	  eye-­‐tracking	  data,	  and	  the	  retrospective	  verbal	  data.	  Each	  participant	  in	  the	  eye-­‐tracking	  group	  was	  offered	  25	  dollars	  to	  compensate	  for	  his	  
Study	  introduction	  (5-­‐10	  min.	  in	  class	  or	  by	  email)	  
• Signing	  consent	  forms	  for	  audio	  group	  















retrospective	  verbal	  data	  were	  recorded	  using	  Audacity	  version	  1.2.5,	  a	  software	  application	  for	  audio	  recording	  and	  editing,	  and	  Camtasia	  Studio	  version	  8.0,	  a	  software	  application	  for	  screen	  recording	  and	  video	  editing.	  	  Figure	  3.11	  summarizes	  the	  data	  collection	  procedures	  for	  33	  participants	  in	  the	  eye-­‐tracking	  group.	  	  
	  
	  	  
Figure	  3.11.	  Data	  collection	  procedures	  for	  the	  researcher	  (in	  blue	  boxes)	  and	  participants	  in	  the	  eye-­‐tracking	  group	  (in	  white	  boxes).	  	  	  
	  
Data	  Analysis	  This	  mixed	  methods	  study	  was	  based	  on	  the	  analysis	  of	  both	  quantitative	  data	  (i.e.,	  test	  performance	  data	  and	  eye-­‐tracking	  data)	  and	  qualitative	  data	  (i.e.,	  retrospective	  verbal	  reports).	  Table	  3.8	  summarizes	  the	  types	  of	  data	  analyses	  that	  were	  carried	  out	  to	  answer	  each	  research	  question.	  	  	  	  
Study	  introduction	  during	  the	  class	  time	  or	  by	  email	  (10	  min.)	  • Signing	  consent	  forms	  • Signing	  up	  for	  date	  and	  time	  to	  participate	  in	  the	  study	  
Collection	  of	  three	  sets	  of	  data	  in	  the	  eye-­‐tracking	  lab	  (2	  hours)	  






Types	  of	  Data	  Analyses	  Used	  for	  Answering	  Research	  Questions	  Research	  Question	   Data	   Analysis	  RQ1:	  Statistical	  properties	  of	  test	  items	   Item	  scores,	  context	  subtest	  scores	  and	  content	  subtest	  scores,	  and	  overall	  test	  scores	  on	  the	  VALT	  (n	  =	  75)	  and	  the	  AALT	  (n	  =	  46)	  
Descriptive	  statistics,	  reliability	  analysis,	  item	  analysis,	  and	  distractor	  analysis	  
RQ2:	  Difference	  between	  context	  subtest	  scores	  and	  content	  subtest	  scores	  within	  the	  VALT	  and	  the	  AALT;	  difference	  between	  overall	  VALT	  scores	  and	  overall	  AALT	  scores	  
Context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT	  (n	  =	  75)	  and	  the	  AALT	  (n	  =	  46),	  overall	  scores	  on	  the	  VALT	  (n	  =	  75)	  and	  on	  the	  AALT	  (n	  =	  46)	  
Two	  paired-­‐samples	  t	  tests	  comparing	  subtest	  scores	  within	  the	  VALT	  and	  within	  the	  AALT,	  an	  independent-­‐samples	  t	  test	  comparing	  overall	  VALT	  scores	  and	  overall	  AALT	  scores	  
RQ3:	  Difference	  between	  patterns	  of	  viewing	  context	  videos	  and	  patterns	  of	  viewing	  content	  videos;	  correlation	  between	  viewing	  patterns	  and	  context/content	  subtest	  scores	  
Eye-­‐tracking	  data	  (n	  =	  33),	  context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT	  (n	  =	  33)	  
Descriptive	  statistics	  for	  eye-­‐tracking	  measures,	  three	  paired-­‐samples	  t	  tests	  comparing	  eye-­‐tracking	  measures	  for	  content	  and	  context	  videos,	  Pearson	  product-­‐moment	  correlation	  coefficient	  	  RQ4:	  Use	  of	  visual	  information	  when	  watching	  context	  and	  content	  videos	  	  
Retrospective	  verbal	  data	  (n	  =	  33)	   Transcribing	  cued	  retrospective	  reports,	  coding	  for	  emergent	  themes,	  and	  counting	  instances	  of	  the	  themes	  and	  the	  number	  of	  participants	  who	  commented	  on	  each	  theme	  RQ5:	  Difference	  between	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  questions	  on	  the	  context	  subtest	  vs.	  questions	  on	  the	  content	  subtest	  of	  the	  VALT;	  association	  between	  perceptions	  of	  the	  helpfulness	  of	  visuals	  and	  item	  scores	  
Retrospective	  verbal	  data	  (n	  =	  33),	  item	  scores	  (n	  =	  33)	  















attracting	  test-­‐takers	  with	  lower	  levels	  of	  the	  L2	  ability	  measured	  by	  the	  test,	  rather	  than	  more	  proficient	  test-­‐takers.	  	  Table	  3.9	  provides	  an	  overview	  of	  variables	  and	  the	  types	  of	  analyses	  that	  were	  used	  to	  answer	  the	  first	  research	  question.	  	  Table	  3.9	  
Variables	  and	  Types	  of	  Analyses	  Used	  to	  Answer	  Research	  Question	  1	  	  	  	  Variables	  
Types	  of	  Analyses	  Descriptive	  Statistics	   Reliability	  Analysis	   Item	  Analysis	   Distractor	  Analysis	  Overall	  test	  scores,	  context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT	  (n	  =	  75)	  and	  on	  the	  AALT	  (n	  =	  46)	  
Overall	  test	  scores,	  context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT	  (n	  =	  75)	  and	  on	  the	  AALT	  (n	  =	  46)	  
Item	  scores	  on	  the	  VALT	  (n	  =	  75)	  and	  on	  the	  AALT	  (n	  =	  46)	  
Item	  scores	  on	  the	  VALT	  (n	  =	  75)	  and	  on	  the	  AALT	  (n	  =	  46)	  
	  





group	  were	  used	  to	  determine	  whether	  any	  difference	  found	  between	  the	  context	  subtest	  scores	  and	  the	  content	  subtest	  scores	  on	  the	  VALT	  from	  the	  video	  and	  eye-­‐tracking	  groups	  was	  due	  to	  the	  effect	  of	  different	  types	  of	  visuals,	  and	  not	  due	  to	  different	  difficulty	  levels	  of	  items	  in	  the	  subtests.	  	  	  To	  answer	  the	  second	  part	  of	  Research	  Question	  2	  (i.e.,	  To	  what	  extent	  do	  L2	  test-­‐takers	  perform	  differently	  on	  the	  VALT	  versus	  the	  AALT?),	  an	  independent-­‐samples	  t	  test	  was	  carried	  out	  to	  compare	  the	  overall	  scores	  on	  the	  VALT	  (n	  =	  75)	  and	  the	  overall	  scores	  on	  the	  AALT	  (n	  =	  46).	  The	  results	  of	  this	  analysis	  were	  used	  to	  determine	  whether	  the	  use	  of	  videos	  had	  any	  effect	  on	  L2	  learners’	  test	  performance.	  	  







Figure	  3.12.	  Three-­‐step	  analysis	  of	  eye-­‐tracking	  data.	  	  	   During	  the	  first	  step,	  the	  Usability	  Module	  in	  Attention	  Tool	  was	  used	  to	  divide	  eye-­‐movement	  recordings	  for	  each	  participant	  into	  six	  scenes,	  with	  each	  scene	  containing	  the	  participants’	  eye	  movements	  during	  one	  of	  the	  six	  video	  clips	  in	  the	  VALT.	  Each	  of	  the	  six	  scenes	  had	  the	  same	  length	  across	  all	  the	  participants	  and	  was	  labeled	  to	  describe	  the	  video	  it	  contained	  (see	  Figure	  3.13).	  	  
	  
	  
Figure	  3.13.	  A	  screenshot	  of	  scenes	  created	  in	  Attention	  Tool.	  	   During	  the	  second	  step	  of	  the	  eye-­‐tracking	  data	  analysis,	  the	  Dynamic	  Media	  Module	  in	  Attention	  Tool	  was	  used	  to	  identify	  an	  area	  of	  interest	  (AOI)	  for	  





each	  scene.	  This	  AOI	  contained	  the	  area	  of	  the	  screen	  in	  which	  each	  video	  was	  played	  during	  the	  VALT.	  Since	  the	  video	  clips	  in	  the	  VALT	  occupied	  only	  about	  a	  quarter	  of	  the	  computer	  screen,	  using	  a	  video	  AOI	  per	  each	  scene	  enabled	  the	  researcher	  to	  calculate	  eye-­‐tracking	  measures	  associated	  with	  the	  participants’	  viewing	  of	  the	  actual	  videos	  in	  the	  VALT	  (see	  the	  red	  border	  of	  the	  AOI	  drawn	  around	  a	  video	  in	  Figure	  3.14)	  as	  opposed	  to	  eye-­‐tracking	  measures	  associated	  with	  their	  looking	  at	  the	  computer	  screen	  in	  general.	  Overall,	  six	  video	  AOIs	  (one	  AOI	  per	  video)	  were	  created	  for	  each	  participant.	  	  
	  
	  











Fixation	  rate	  (also	  known	  as	  fixation	  frequency)	  can	  be	  defined	  as	  “the	  number	  of	  fixations	  divided	  by	  a	  period	  such	  as	  the	  duration	  of	  a	  trail	  in	  seconds,	  giving	  the	  unit	  per	  second	  s–1”	  (Holmqvist	  et	  al.,	  2011,	  p.	  416).	  Fixation	  rate	  was	  chosen	  for	  this	  analysis	  because	  this	  eye-­‐tracking	  measure	  can	  indicate	  semantic	  importance	  of	  a	  visual	  area	  or	  an	  object	  that	  participants	  look	  at.	  Previous	  research	  has	  indicated	  that	  the	  more	  important	  an	  object	  is,	  the	  more	  it	  will	  be	  fixated	  on	  (Henderson,	  Weeks,	  &	  Hollingworth,	  1999;	  Jacob	  &	  Karn,	  2003;	  Yarbus,	  1967).	  In	  this	  study,	  the	  fixation	  rate	  was	  calculated	  using	  the	  following	  formula:	  
	   𝐹!"#$ =    𝑁!𝐷𝑡!!!!! 	  	  where	  𝐹!"#$ 	  is	  the	  fixation	  rate	  per	  second	  (s–1),	  𝑁! 	  is	  the	  number	  of	  fixations,	  and	  𝐷𝑡!!!!! 	  is	  the	  total	  dwell	  time	  in	  seconds.	  	  





dwell	  time	  measure	  comprised	  the	  durations	  of	  all	  eye	  movements,	  including	  fixations,	  non-­‐fixations	  (e.g.,	  blinks,	  saccades,	  and	  glissades),	  as	  well	  as	  fixations	  that	  are	  shorter	  than	  the	  algorithmic	  operational	  definition	  of	  a	  fixation	  in	  Attention	  Tool	  (i.e.,	  100	  milliseconds).	  According	  to	  Holmqvist	  et	  al.	  (2011),	  dwell	  time	  can	  indicate	  interest	  in	  the	  visual	  or	  higher	  informativeness	  of	  the	  visual.	  It	  has	  also	  been	  discovered	  that	  objects	  with	  lower	  probability	  of	  occurrence	  in	  a	  visual	  field	  have	  higher	  informativeness,	  and	  as	  such	  they	  are	  looked	  at	  longer	  than	  objects	  that	  are	  more	  common	  (e.g.,	  Friedman	  &	  Liebelt,	  1981;	  Pieters,	  Rosbergen,	  &	  Hartog,	  1996).	  Fixation	  rate,	  dwell	  rate,	  and	  the	  percentage	  of	  total	  dwell	  time	  were	  calculated	  for	  each	  participant	  per	  each	  individual	  video	  AOI,	  as	  well	  as	  per	  combined	  three	  video	  AOIs	  associated	  with	  context	  videos	  and	  combined	  three	  video	  AOIs	  associated	  with	  content	  videos	  (see	  Table	  3.11).	  Additionally,	  for	  each	  eye-­‐tracking	  measure	  the	  researcher	  calculated	  descriptive	  statistics,	  which	  included	  means,	  standard	  deviations,	  skewness,	  and	  kurtosis.	  	  	  Table	  3.11	  





The	  three	  eye-­‐tracking	  measures	  for	  the	  total	  context	  video	  AOIs	  and	  the	  total	  content	  video	  AOIs	  were	  compared	  using	  three	  paired-­‐samples	  t	  tests.	  This	  analysis	  made	  it	  possible	  to	  determine	  whether	  there	  was	  any	  statistically	  significant	  difference	  between	  the	  extent	  to	  which	  the	  participants	  in	  the	  eye-­‐tracking	  group	  watched	  context	  videos	  and	  the	  extent	  to	  which	  they	  watched	  content	  videos	  in	  the	  VALT.	  	  To	  answer	  the	  second	  part	  of	  Research	  Question	  3	  (i.e.,	  To	  what	  extent	  do	  L2	  test-­‐takers’	  viewing	  patterns,	  as	  indicated	  by	  eye-­‐tracking	  measures,	  correlate	  with	  their	  scores	  on	  the	  subtest	  enhanced	  by	  context	  videos	  and	  on	  the	  subtest	  enhanced	  by	  content	  videos?),	  each	  of	  the	  three	  eye-­‐tracking	  measures	  was	  correlated	  with	  context	  subtest	  scores	  and	  with	  content	  subtest	  scores	  using	  Pearson	  product-­‐moment	  correlation	  coefficient	  (r).	  The	  use	  of	  this	  correlation	  coefficient	  was	  appropriate	  because	  both	  variables	  were	  interval	  and	  had	  relatively	  normal	  distributions.	  	  





on	  these	  aspects	  (Research	  Question	  4.1),	  and	  (b)	  the	  aspects	  of	  visual	  information	  in	  context	  and	  content	  videos	  that	  the	  participants	  found	  helpful	  and/or	  distracting,	  and	  the	  reasons	  why	  they	  were	  helpful	  or	  distracting	  (Research	  Question	  4.2).	  	  To	  answer	  Research	  Question	  4,	  the	  analysis	  of	  the	  retrospective	  verbal	  data	  consisted	  of	  three	  steps:	  (a)	  data	  transcription,	  (b)	  data	  coding,	  and	  (c)	  manual	  analysis	  of	  coded	  data	  that	  consisted	  of	  identifying	  major	  emergent	  themes,	  counting	  instances	  of	  the	  themes	  and	  the	  number	  of	  participants	  who	  commented	  on	  each	  theme,	  selecting	  representative	  examples	  from	  the	  coded	  data	  that	  manifest	  these	  themes,	  and	  interpreting	  their	  meanings.	  











group	  yielded	  a	  written	  corpus	  of	  195,574	  words.	  Two	  sample	  transcripts	  for	  Participant	  23	  (ALT	  student)	  and	  Participant	  30	  (English	  99L	  student)	  are	  provided	  in	  Appendix	  C.	  

















(Kurasaki,	  2000)—was	  calculated	  in	  NVivo	  using	  Cohen’s	  kappa	  coefficient	  (κ).	  This	  coefficient	  was	  chosen	  for	  calculating	  intercoder	  reliability	  because	  it	  takes	  into	  account	  the	  codes	  that	  raters	  assign	  due	  to	  chance	  and,	  therefore,	  is	  considered	  to	  be	  a	  more	  robust	  measure	  than	  the	  simple	  percentage	  of	  agreement,	  which	  in	  this	  study	  was	  found	  to	  be	  99.77%.	  Although	  NVivo	  calculated	  Cohen’s	  kappa	  for	  each	  code	  (see	  an	  example	  in	  Figure	  3.16),	  the	  obtained	  individual	  values	  were	  averaged	  to	  calculate	  overall	  intercoder	  reliability	  (κ	  =	  .85).	  This	  value	  was	  within	  the	  benchmark	  of	  the	  .85-­‐.9	  range	  proposed	  by	  many	  qualitative	  researchers	  (e.g.,	  Miles	  &	  Huberman,	  1994;	  Nastasi,	  1999;	  Saldaña,	  2009)	  and	  provided	  evidence	  for	  the	  validity	  of	  the	  developed	  codes	  and	  the	  coding	  procedure.	  	  
	  
	  





	   Manual	  analysis	  of	  coded	  data.	  During	  the	  final	  step,	  the	  researcher	  analyzed	  coded	  data	  from	  those	  coding	  categories	  that	  were	  relevant	  for	  answering	  Research	  Question	  4.1	  (i.e.,	  What	  aspects	  of	  visual	  information,	  and	  why,	  do	  L2	  test-­‐takers	  focus	  on	  when	  watching	  context	  and	  content	  videos	  in	  the	  VALT?)	  and	  Research	  Question	  4.2	  (i.e.,	  What	  aspects	  of	  visual	  information	  in	  the	  VALT,	  and	  why,	  do	  test-­‐takers	  find	  helpful	  and/or	  distracting?).	  More	  specifically,	  the	  following	  six	  coding	  categories	  were	  analyzed	  to	  answer	  the	  fourth	  research	  question:	  V	  visual	  focus	  aspects,	  V	  visual	  focus	  reasons,	  V	  visual	  help	  aspects,	  V	  visual	  Y	  help	  reasons,	  V	  visual	  distract	  aspects,	  and	  V	  visual	  distract	  reasons	  (see	  Appendix	  D).	  The	  analysis	  involved	  identifying	  major	  emergent	  themes	  in	  the	  coded	  data,	  counting	  instances	  of	  the	  themes	  and	  the	  number	  of	  participants	  who	  commented	  on	  each	  theme,	  selecting	  representative	  examples	  from	  the	  coded	  data	  that	  manifest	  these	  themes,	  interpreting	  their	  meanings,	  and	  integrating	  these	  themes	  into	  arguments	  that	  address	  this	  research	  question.	  	  	  










scores	  were	  subsequently	  compared	  using	  a	  paired-­‐samples	  t	  test.	  This	  comparison	  enabled	  the	  researcher	  to	  determine	  whether	  there	  was	  any	  statistically	  significant	  difference	  between	  the	  helpfulness	  of	  visual	  information	  for	  answering	  questions	  on	  the	  context	  subtest	  and	  the	  helpfulness	  of	  visual	  information	  for	  answering	  questions	  on	  the	  content	  subtest	  within	  the	  VALT.	  	  Finally,	  to	  answer	  Research	  Question	  5.2	  (i.e.,	  To	  what	  extent	  are	  L2	  test-­‐takers	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  each	  individual	  question	  associated	  with	  their	  scores	  on	  individual	  questions?),	  the	  researcher	  used	  quantified	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  individual	  VALT	  questions	  and	  analyzed	  their	  association	  with	  item	  scores	  using	  the	  Cochran-­‐Mantel-­‐Haenszel	  chi-­‐square	  statistic.	  The	  use	  of	  the	  Cochran-­‐Mantel-­‐Haenszel	  chi-­‐square	  statistic	  allowed	  for	  determining	  the	  strength	  of	  the	  association	  between	  the	  participants’	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  questions	  on	  the	  test	  and	  their	  item	  scores,	  while	  controlling	  for	  the	  participant	  effect.	  	  





answer	  the	  last	  research	  question.	  In	  addition,	  this	  chapter	  provided	  detailed	  descriptions	  of	  the	  participants,	  materials	  and	  instruments	  used	  to	  collect	  the	  data,	  and	  the	  data	  collection	  procedures.	  Finally,	  the	  researcher	  expounded	  the	  types	  of	  data	  analyses	  that	  were	  employed	  for	  answering	  each	  research	  question	  in	  this	  study.	  	  	  	  







RESULTS	  AND	  DISCUSSION	  	   This	  chapter	  provides	  answers	  to	  research	  questions	  (RQ)	  using	  the	  results	  of	  multiple	  analyses	  outlined	  in	  the	  Methodology	  Chapter.	  Specifically,	  the	  discussion	  in	  this	  chapter	  covers	  such	  topics	  as	  the	  appropriateness	  of	  statistical	  properties	  of	  test	  scores	  for	  making	  norm-­‐referenced	  decisions,	  the	  effects	  of	  context	  and	  content	  videos	  on	  the	  participants’	  test	  performance,	  the	  viewing	  behavior	  of	  the	  participants	  during	  the	  VALT,	  and	  the	  participants’	  perceptions	  of	  helpfulness	  of	  visual	  information	  in	  the	  VALT.	  Three	  types	  of	  data—namely,	  test	  performance	  data,	  eye-­‐tracking	  data,	  and	  retrospective	  verbal	  data—were	  analyzed	  to	  answer	  the	  five	  research	  questions	  and	  sub-­‐questions.	  The	  first	  two	  research	  questions	  were	  answered	  by	  analyzing	  the	  VALT	  and	  the	  AALT	  performance	  data.	  Research	  Question	  3	  was	  answered	  by	  analyzing	  eye-­‐tracking	  data,	  whereas	  Research	  Question	  4	  was	  answered	  by	  analyzing	  retrospective	  verbal	  data	  both	  qualitatively	  and	  quantitatively.	  Finally,	  to	  answer	  Research	  Question	  5,	  retrospective	  verbal	  data	  were	  quantified	  and	  analyzed	  using	  inferential	  statistics.	  The	  presentation	  and	  discussion	  of	  the	  results	  in	  this	  chapter	  are	  structured	  around	  each	  individual	  research	  question.	  	  
RQ1:	  Appropriateness	  of	  Statistical	  Properties	  of	  Test	  Scores	  for	  Norm-­‐





scoring	  consistency,	  item	  difficulty,	  and	  item	  discrimination	  of	  items	  from	  the	  VALT	  and	  the	  AALT.	  In	  total,	  four	  types	  of	  analyses	  (i.e.,	  descriptive	  statistics,	  reliability	  analysis,	  item	  analysis,	  and	  distractor	  analysis)	  were	  carried	  out	  using	  the	  performance	  data	  from	  the	  VALT	  (n	  =	  75)	  and	  the	  AALT	  (n	  =	  46).	  The	  following	  sections	  describe	  the	  results	  of	  each	  analysis.	  	  
Descriptive	  statistics.	  Descriptive	  statistics,	  which	  included	  means,	  standard	  deviations,	  skewness,	  and	  kurtosis,	  were	  calculated	  for	  the	  overall	  test	  scores,	  as	  well	  as	  for	  context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT	  and	  the	  AALT.	  Table	  4.1	  provides	  summarized	  results	  of	  descriptive	  statistics.	  	  Table	  4.1	  
Descriptive	  Statistics	  for	  Overall	  Scores	  and	  Subtest	  Scores	  on	  the	  VALT	  (n	  =	  75)	  and	  
the	  AALT	  (n	  =	  46)	  Type	  of	  Scores	   Number	  of	  Test	  Items	   Mean	   SD	   Skewness	   Kurtosis	  	   Overall	  VALT	  scores	   30	   16.81	   5.54	   .179	   -­‐.426	  Overall	  AALT	  scores	   30	   16.65	   5.29	   .335	   -­‐.750	  
VALT	   Context	  subtest	  scores	   15	   8.21	   3.28	   .205	   -­‐.654	  Content	  subtest	  scores	   15	   8.60	   2.81	   .079	   -­‐.406	  












Figure	  4.1.	  Histogram	  of	  a	  distribution	  of	  item	  scores	  on	  the	  VALT.	  	  	  
	  
	  





























Reliability	  analysis.	  Reliability	  analyses	  were	  carried	  out	  by	  calculating	  internal	  consistency	  reliability	  coefficients	  and	  standard	  errors	  of	  measurement	  (SEM)	  for	  the	  overall	  test	  scores,	  as	  well	  as	  for	  context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT	  and	  the	  AALT.	  The	  results	  of	  reliability	  analyses	  shown	  in	  Table	  4.2	  revealed	  relatively	  high	  internal	  consistency	  reliability	  estimates	  both	  for	  the	  overall	  VALT	  scores	  (Cronbach’s	  alpha	  of	  .811	  and	  a	  standard	  error	  of	  measurement	  of	  2.39)	  and	  for	  the	  overall	  AALT	  scores	  (Cronbach’s	  alpha	  of	  .791	  and	  a	  standard	  error	  of	  measurement	  of	  2.39).	  	  Table	  4.2	  
Results	  of	  Reliability	  Analysis	  of	  the	  Overall	  Scores	  and	  Subtest	  Scores	  on	  the	  VALT	  (n	  





scores	  on	  the	  VALT	  and	  the	  AALT	  were	  reliable	  estimates	  of	  the	  test-­‐takers’	  L2	  language	  ability	  measured	  by	  each	  test.	  	  In	  addition,	  internal	  consistency	  reliability	  of	  the	  scores	  on	  the	  context	  subtest	  (α	  =	  .724,	  SEM	  =	  1.710)	  was	  found	  to	  be	  higher	  than	  internal	  consistency	  reliability	  of	  the	  scores	  on	  the	  content	  subtest	  (α	  =	  .645,	  SEM	  =	  1.665)	  within	  the	  VALT.	  The	  same	  finding	  was	  true	  for	  the	  scores	  on	  the	  corresponding	  subtests	  of	  the	  AALT	  (α	  =	  .642	  and	  SEM	  	  =	  1.719	  for	  the	  context	  subtest	  and	  α	  =	  .630	  and	  SEM	  =	  1.678	  for	  the	  content	  subtest	  within	  the	  AALT),	  even	  though	  this	  difference	  was	  smaller.	  These	  results	  indicate	  that	  the	  scores	  on	  context	  subtests	  within	  the	  VALT	  and	  the	  AALT	  were	  somewhat	  more	  reliable	  than	  the	  scores	  on	  content	  subtests,	  which	  appeared	  to	  be	  more	  affected	  by	  measurement	  error.	  Compared	  to	  the	  values	  of	  internal	  consistency	  reliability	  for	  the	  overall	  VALT	  scores	  and	  the	  overall	  AALT	  scores,	  internal	  consistency	  reliability	  of	  the	  scores	  on	  the	  subtests	  was	  lower	  due	  to	  the	  smaller	  number	  of	  items	  in	  each	  subtest	  (i.e.,	  15	  items	  in	  each	  subtest	  compared	  to	  30	  items	  in	  each	  test).	  






Item	  Facility	  and	  Point-­‐biserial	  Correlations	  for	  Each	  Item	  on	  the	  VALT	  (n	  =	  75)	  and	  
the	  AALT	  (n	  =	  46)	  Item	   VALT	   AALT	  IF	   rp-­‐bis	   IF	   rp-­‐bis	  1	   .787	   .444	   .717	   .475	  2	   .773	   .462	   .848*	   .018**	  3	   .600	   .309	   .733	   .190**	  4	   .520	   .506	   .522	   .644	  5	   .427	   .465	   .578	   .125**	  6	   .440	   .001**	   .435	   .008**	  7	   .387	   .554	   .435	   .427	  8	   .640	   .328	   .543	   .440	  9	   .413	   .584	   .261	   .371	  10	   .680	   .481	   .717	   .244**	  11	   .480	   .469	   .478	   .297**	  12	   .467	   .381	   .478	   .446	  13	   .467	   .547	   .413	   .495	  14	   .360	   .404	   .304	   .514	  15	   .440	   .430	   .435	   .394	  16	   .680	   .455	   .804*	   .512	  17	   .573	   .593	   .644	   .609	  18	   .267	   .251**	   .217	   .357	  19	   .840*	   .441	   .822*	   .419	  20	   .373	   .332	   .391	   .275**	  21	   .573	   .196**	   .667	   .286**	  22	   .581	   .550	   .522	   .452	  23	   .653	   .347	   .644	   .603	  24	   .427	   .259**	   .522	   .219**	  25	   .667	   .475	   .696	   .372	  26	   .893*	   .177**	   .733	   .478	  27	   .608	   .304	   .652	   .309	  28	   .653	   .291**	   .674	   .300	  29	   .800	   .183**	   .478	   .388	  30	   .360	   .429	   .391	   .411	  Mean	  values	   .56	   .39	   .56	   .37	  





Bachman	  (2004)	  advises	  that	  for	  an	  item	  to	  contribute	  to	  the	  overall	  reliability	  of	  the	  test,	  IF	  values	  should	  fall	  between	  .20	  and	  .80	  and	  discrimination	  indices	  should	  be	  greater	  than	  .30	  (p.	  138).	  As	  shown	  in	  Table	  4.3,	  two	  items	  in	  each	  test	  (i.e.,	  items	  19	  and	  26	  in	  the	  VALT	  and	  items	  16	  and	  19	  in	  the	  AALT,	  marked	  with	  an	  asterisk)	  had	  IF	  values	  greater	  than	  .80,	  which	  suggests	  that	  they	  were	  easy	  for	  the	  majority	  of	  the	  L2	  test-­‐takers.	  Meanwhile,	  no	  items	  had	  item	  facility	  values	  below	  .20,	  indicating	  that	  there	  were	  no	  extremely	  difficult	  items	  in	  either	  test.	  With	  regard	  to	  item	  discrimination,	  seven	  items	  in	  the	  VALT	  and	  nine	  items	  in	  the	  AALT	  (marked	  with	  a	  double	  asterisk	  in	  Table	  4.3)	  were	  found	  to	  have	  low	  point-­‐biserial	  correlation	  coefficients.	  These	  items	  were	  not	  capable	  of	  separating	  lower-­‐level	  test-­‐takers	  from	  test-­‐takers	  with	  more	  advanced	  L2	  listening	  skills,	  and	  therefore	  did	  not	  contribute	  much	  to	  the	  overall	  reliability	  of	  the	  test.	  At	  the	  same	  time,	  it	  should	  be	  noted	  that	  none	  of	  the	  items	  in	  either	  test	  had	  a	  negative	  discrimination	  index,	  which	  means	  that	  neither	  the	  VALT	  nor	  the	  AALT	  contained	  any	  items	  that	  would	  be	  hurting	  the	  test	  reliability.	  Overall,	  the	  results	  of	  item	  analysis	  evinced	  that	  the	  difficulty	  level	  and	  the	  ability	  of	  most	  items	  in	  the	  VALT	  and	  the	  AALT	  to	  discriminate	  between	  test-­‐takers’	  with	  different	  L2	  listening	  ability	  levels	  were	  appropriate	  for	  contributing	  to	  scores	  used	  for	  norm-­‐referenced	  decisions.	  	  





as	  well	  as	  keys	  (i.e.,	  correct	  answers).	  Table	  4.4	  presents	  the	  results	  of	  distractor	  analysis	  for	  item	  scores	  on	  the	  VALT,	  whereas	  Table	  4.5	  reports	  the	  findings	  of	  the	  same	  analysis	  for	  item	  scores	  on	  the	  AALT.	  Table	  4.4	  
Results	  of	  Distractor	  Analysis	  of	  Item	  Scores	  on	  the	  VALT	  (n	  =	  75)	  	  Item	   Response	  Frequencies	   Option	  Point-­‐biserials	  %	  A	   %	  B	   %	  C	   %	  D	   A	  rp-­‐bis	   B	  rp-­‐bis	   C	  rp-­‐bis	   D	  rp-­‐bis	  1	   78.7	   2.7	   17.3	   1.3	   .444	   -­‐.024	   -­‐.426	   -­‐.144	  2	   5.3	   77.3	   4.0	   13.3	   -­‐.078	   .462	   -­‐.327	   -­‐.329	  3	   5.3	   60.0	   33.3	   1.3	   -­‐.164	   .309	   -­‐.248	   .025*	  4	   25.3	   12.0	   52.0	   10.7	   -­‐.248	   -­‐.286	   .506	   -­‐.169	  5	   42.7	   6.7	   22.7	   28.0	   .465	   -­‐.020	   -­‐.161	   -­‐.351	  6	   5.3	   42.7	   8.0	   44.0	   -­‐.057	   .206*	   -­‐.329	   .001	  7	   13.3	   38.7	   22.7	   25.3	   -­‐.293	   .544	   -­‐.178	   -­‐.209	  8	   14.7	   0.0	   64.0	   21.3	   -­‐.383	   -­‐*	   .328	   -­‐.053	  9	   20.0	   41.3	   18.7	   20.0	   -­‐.389	   .584	   -­‐.046	   -­‐.286	  10	   68.0	   6.7	   22.7	   2.7	   .481	   -­‐.205	   -­‐.381	   -­‐.085	  11	   26.7	   48.0	   2.7	   22.7	   -­‐.336	   .469	   -­‐.024	   -­‐.196	  12	   5.3	   17.3	   46.7	   30.7	   -­‐.089	   -­‐.093	   .381	   -­‐.293	  13	   36.0	   9.3	   8.0	   46.7	   -­‐.318	   -­‐.289	   -­‐.133	   .547	  14	   36.0	   26.7	   30.7	   6.7	   .404	   -­‐.204	   -­‐.203	   -­‐.039	  15	   6.7	   44.0	   18.7	   30.7	   -­‐.020	   .430	   -­‐.133	   -­‐.340	  16	   68.0	   20.0	   9.3	   2.7	   .455	   -­‐.395	   -­‐.197	   .021*	  17	   25.3	   57.3	   16.0	   1.3	   -­‐.281	   .593	   -­‐.454	   -­‐.038	  18	   36.0	   21.3	   16.0	   26.7	   -­‐.171	   .006*	   -­‐.084	   .251	  19	   2.7	   84.0	   4.0	   9.3	   -­‐.130	   .441	   -­‐.191	   -­‐.356	  20	   30.7	   6.7	   25.3	   37.3	   -­‐.308	   -­‐.001	   -­‐.042	   .332	  21	   4.0	   18.7	   57.3	   20.0	   -­‐.166	   -­‐.301	   .196	   .132*	  22	   58.1	   2.7	   18.9	   20.3	   .550	   -­‐.180	   -­‐.231	   -­‐.378	  23	   6.7	   5.3	   65.3	   22.7	   -­‐.146	   -­‐.046	   .347	   -­‐.283	  24	   1.3	   42.7	   37.3	   18.7	   .067*	   .259	   -­‐.074	   -­‐.257	  25	   5.3	   66.7	   10.7	   17.3	   -­‐.294	   .475	   -­‐.184	   -­‐.266	  26	   2.7	   6.7	   89.3	   1.3	   -­‐.115	   -­‐.039	   .177	   -­‐.228	  27	   60.8	   13.5	   12.2	   13.5	   .304	   -­‐.300	   -­‐.142	   .002*	  28	   2.7	   8.0	   65.3	   24.0	   .021*	   -­‐.088	   .291	   -­‐.276	  29	   80.0	   5.3	   12.0	   2.7	   .183	   -­‐.111	   -­‐.084	   -­‐.130	  30	   29.3	   36.0	   24.0	   10.7	   -­‐.063	   .429	   -­‐.157	   -­‐.357	  






Results	  of	  Distractor	  Analysis	  of	  Item	  Scores	  on	  the	  AALT	  (n	  =	  46)	  Item	   Response	  Frequencies	   Option	  Point-­‐biserials	  %	  A	   %	  B	   %	  C	   %	  D	   A	  rp-­‐bis	   B	  rp-­‐bis	   C	  rp-­‐bis	   D	  rp-­‐bis	  1	   71.7	   2.2	   26.1	   0	   .475	   -­‐.218	   -­‐.415	   -­‐*	  2	   4.3	   84.8	   0	   10.9	   -­‐.108	   .018	   -­‐*	   .050*	  3	   2.2	   73.3	   22.2	   2.2	   .095*	   .190	   -­‐.229	   -­‐.019	  4	   17.4	   26.1	   52.2	   4.3	   -­‐.222	   -­‐.481	   .644	   -­‐.128	  5	   57.8	   8.9	   20.0	   13.3	   .125	   -­‐.158	   .126*	   -­‐.198	  6	   15.2	   30.4	   10.9	   43.5	   -­‐.053	   .152*	   -­‐.177	   .008	  7	   19.6	   43.5	   6.5	   30.4	   -­‐.344	   .427	   .236*	   -­‐.290	  8	   19.6	   4.3	   54.3	   21.7	   -­‐.240	   -­‐.108	   .440	   -­‐.247	  9	   32.6	   26.1	   21.7	   19.6	   -­‐.140	   .371	   .035*	   -­‐.282	  10	   71.7	   13.0	   8.7	   6.5	   .244	   -­‐.320	   .227*	   -­‐.269	  11	   21.7	   47.8	   2.2	   28.3	   -­‐.318	   .297	   -­‐.218	   .033*	  12	   15.2	   8.7	   47.8	   28.3	   -­‐.192	   -­‐.171	   .446	   -­‐.235	  13	   39.1	   10.9	   8.7	   41.3	   -­‐.355	   -­‐.003	   -­‐.245	   .495	  14	   30.4	   32.6	   23.9	   13.0	   .514	   -­‐.282	   -­‐.167	   -­‐.098	  15	   17.4	   43.5	   17.4	   21.7	   -­‐.123	   .394	   -­‐.156	   -­‐.217	  16	   80.4	   10.9	   8.7	   0	   .512	   -­‐.337	   -­‐.348	   -­‐*	  17	   15.6	   64.4	   17.8	   2.2	   -­‐.334	   .609	   -­‐.459	   .035*	  18	   45.7	   13.0	   19.6	   21.7	   -­‐.231	   -­‐.073	   -­‐.020	   .357	  19	   2.2	   82.2	   11.1	   4.4	   -­‐.226	   .419	   -­‐.300	   -­‐.158	  20	   34.8	   6.5	   19.6	   39.1	   -­‐.126	   -­‐.067	   -­‐.145	   .275	  21	   2.2	   13.3	   66.7	   17.8	   -­‐.225	   -­‐.359	   .286	   .053*	  22	   52.2	   2.2	   17.4	   28.3	   .452	   -­‐.161	   .052*	   -­‐.494	  23	   4.4	   4.4	   64.4	   26.7	   -­‐.252	   -­‐.190	   .603	   -­‐.447	  24	   6.5	   52.2	   28.3	   13.0	   -­‐.235	   .219	   -­‐.069	   -­‐.061	  25	   4.3	   69.6	   15.2	   10.9	   .096*	   .372	   -­‐.261	   -­‐.311	  26	   2.2	   17.8	   73.3	   6.7	   -­‐.217	   -­‐.295	   .478	   -­‐.267	  27	   65.2	   4.3	   23.9	   6.5	   .309	   -­‐.190	   -­‐.080	   -­‐.302	  28	   8.7	   13.0	   67.4	   10.9	   -­‐.245	   -­‐.085	   .300	   -­‐.137	  29	   47.8	   10.9	   26.1	   15.2	   .388	   -­‐.364	   .030*	   -­‐.261	  30	   13.0	   39.1	   26.1	   21.7	   .223*	   .411	   -­‐.244	   -­‐.408	  





attracts	  test-­‐takers	  who	  tend	  to	  receive	  higher	  overall	  scores	  on	  the	  test.	  The	  results	  of	  distractor	  analysis	  for	  the	  VALT	  (see	  Table	  4.4)	  revealed	  eight	  test	  items,	  each	  of	  which	  contained	  a	  distractor	  with	  a	  positive	  point-­‐biserial	  coefficient.	  In	  addition,	  one	  distractor	  for	  item	  8	  in	  the	  VALT	  was	  not	  chosen	  by	  any	  test-­‐taker.	  Regarding	  the	  AALT,	  distractor	  analysis	  identified	  14	  items	  containing	  distractors	  with	  positive	  discrimination	  indices.	  Moreover,	  items	  1,	  2,	  and	  16	  contained	  a	  distractor	  that	  none	  of	  the	  participants	  selected.	  A	  larger	  number	  of	  distractors	  with	  a	  positive	  point-­‐biserial	  coefficient	  in	  the	  AALT	  can	  be	  partially	  attributed	  to	  the	  smaller	  number	  of	  participants	  who	  took	  this	  test	  compared	  to	  the	  number	  of	  participants	  who	  took	  the	  VALT.	  	  In	  sum,	  although	  ten	  percent	  of	  the	  total	  number	  of	  distractors	  in	  the	  VALT	  and	  15.3	  percent	  of	  the	  total	  number	  of	  distractors	  in	  the	  AALT	  had	  positive	  discrimination	  indices,	  overall	  the	  distractors	  in	  both	  tests	  were	  found	  to	  perform	  relatively	  well.	  These	  findings	  suggest	  that	  distractors	  in	  the	  VALT	  and	  the	  AALT	  tend	  to	  be	  chosen	  by	  test-­‐takers	  with	  lower	  levels	  of	  L2	  listening	  ability	  and,	  as	  such,	  are	  appropriate	  for	  contributing	  to	  scores	  used	  for	  norm-­‐referenced	  decisions.	  	  





appropriate	  for	  making	  norm-­‐referenced	  decisions	  regarding	  test-­‐takers’	  L2	  listening	  ability.	  More	  specifically,	  the	  results	  of	  descriptive	  statistics	  showed	  that	  the	  distribution	  of	  scores	  in	  the	  VALT	  and	  the	  AALT	  was	  relatively	  normal,	  as	  indicated	  by	  measures	  of	  central	  tendency	  (i.e.,	  means)	  and	  dispersion	  (i.e.,	  standard	  deviations),	  as	  well	  as	  skewness	  and	  kurtosis.	  Based	  on	  the	  results	  of	  reliability	  analyses,	  internal	  consistency	  reliability	  estimates	  of	  the	  scores	  on	  both	  tests	  were	  found	  to	  be	  adequate	  (i.e.,	  α	  =	  .81	  for	  the	  overall	  scores	  on	  the	  VALT	  and	  α	  =	  .79	  for	  the	  overall	  scores	  on	  the	  AALT).	  Furthermore,	  item	  analyses	  and	  distractor	  analyses	  provided	  evidence	  that	  items	  on	  both	  tests	  were	  of	  an	  appropriate	  level	  of	  difficulty	  for	  the	  target	  population	  and	  discriminated	  among	  test-­‐takers’	  with	  different	  levels	  of	  the	  targeted	  L2	  abilities.	  Finally,	  these	  findings	  also	  revealed	  considerable	  similarities	  between	  the	  overall	  scores	  on	  the	  VALT	  and	  the	  overall	  scores	  on	  the	  AALT.	  The	  following	  section	  provides	  an	  in-­‐depth	  examination	  of	  the	  effect	  of	  different	  types	  of	  visuals	  on	  the	  participants’	  L2	  listening	  test	  performance	  by	  comparing	  their	  scores	  on	  the	  subtests	  associated	  with	  context	  and	  scores	  on	  the	  subtests	  associated	  with	  content	  videos,	  as	  well	  as	  their	  overall	  scores	  on	  the	  VALT	  and	  the	  AALT.	  	  	  
RQ2:	  Difference	  Between	  Scores	  on	  Context	  vs.	  Content	  Subtests	  and	  





subtest	  enhanced	  by	  content	  videos.	  Additionally,	  this	  research	  question	  sought	  to	  determine	  if	  there	  was	  any	  statistically	  significant	  difference	  between	  the	  test-­‐takers’	  overall	  scores	  on	  the	  VALT	  and	  their	  overall	  scores	  on	  the	  AALT.	  
Difference	  between	  context	  subtest	  scores	  and	  content	  subtest	  scores.	  To	  measure	  the	  difference	  between	  the	  participants’	  performance	  on	  the	  two	  subtests	  within	  the	  VALT,	  the	  researcher	  compared	  context	  subtest	  scores	  and	  content	  subtest	  scores	  on	  the	  VALT	  (n	  =	  75)	  using	  a	  paired-­‐samples	  t	  test.	  The	  results	  of	  this	  analysis	  are	  provided	  in	  Table	  4.6.	  Table	  4.6	  
Results	  of	  a	  Paired-­‐Samples	  T	  Test	  Comparing	  Context	  Subtest	  Scores	  and	  Content	  





context	  subtest	  scores	  and	  context	  subtest	  scores	  on	  the	  AALT	  (n	  =	  46).	  Table	  4.7	  presents	  the	  results	  of	  this	  analysis.	  Table	  4.7	  
Results	  of	  a	  Paired-­‐Samples	  T	  Test	  Comparing	  Context	  Subtest	  Scores	  and	  Content	  
Subtest	  Scores	  on	  the	  AALT	  (n	  =	  46)	  AALT	  Scores	   M	   SD	   df	   t	   p	   Effect	  Size	  (eta	  squared)	  	   	   	   45	   -­‐1.12	   .27	   .03	  Context	  Subtest	  	   8.50	   2.90	   	   	   	   	  Content	  Subtest	  	   8.15	   2.79	   	   	   	   	  	   Similarly	  to	  the	  results	  of	  the	  paired-­‐samples	  t	  test	  conducted	  to	  compare	  the	  two	  subtest	  scores	  on	  the	  VALT,	  no	  statistically	  significant	  difference	  was	  found	  between	  the	  context	  subtest	  scores	  (M	  =	  8.5,	  SD	  =	  2.90)	  and	  the	  content	  subtest	  scores	  (M	  =	  8.15,	  SD	  =	  2.79)	  within	  the	  AALT,	  t(45)	  =	  -­‐1.12,	  p	  =	  .27.	  The	  effect	  size	  for	  this	  t	  test	  was	  small	  (eta	  squared	  =	  .03),	  indicating	  the	  non-­‐significant	  magnitude	  of	  the	  difference	  between	  the	  scores	  on	  the	  subtests	  in	  the	  AALT.	  	  	  	  	  
Difference	  between	  overall	  scores	  on	  the	  VALT	  and	  overall	  scores	  on	  






Results	  of	  an	  Independent-­‐Samples	  T	  Test	  Comparing	  Overall	  Scores	  on	  the	  VALT	  (n	  
=	  75)	  and	  Overall	  Scores	  on	  the	  AALT	  (n	  =	  46)	  Overall	  Scores	   M	   SD	   df	   t	   p	   Effect	  Size	  (eta	  squared)	  	   	   	   98.8	   .160	   .87	   .001	  VALT	  	   16.81	   5.54	   	   	   	   	  AALT	  	   16.65	   5.29	   	   	   	   	  	   As	  shown	  in	  Table	  4.8,	  the	  results	  of	  the	  independent-­‐samples	  t	  test	  that	  was	  carried	  out	  to	  compare	  the	  overall	  scores	  on	  the	  VALT	  and	  the	  overall	  scores	  on	  the	  AALT	  evinced	  that	  the	  mean	  for	  the	  VALT	  scores	  (M	  =	  16.81,	  SD	  =	  5.54)	  was	  not	  statistically	  significantly	  higher	  than	  the	  mean	  for	  the	  AALT	  scores	  (M	  =	  16.65,	  





Furthermore,	  there	  is	  no	  reason	  to	  expect	  any	  systematic	  difference	  between	  the	  groups	  based	  on	  the	  way	  the	  samples	  of	  participants	  were	  selected	  for	  each	  group.	  	  















participants’	  interaction—or	  lack	  thereof—with	  the	  visual	  information.	  In	  other	  words,	  it	  is	  possible	  that	  the	  test-­‐takers	  might	  not	  have	  watched	  the	  videos	  to	  the	  extent	  that	  would	  have	  allowed	  them	  to	  benefit	  from	  the	  visual	  information	  and,	  instead,	  might	  have	  directed	  their	  attention	  to	  other	  tasks	  such	  as	  note-­‐taking.	  Hence,	  an	  examination	  of	  the	  participants’	  viewing	  patterns	  during	  the	  VALT	  may	  provide	  evidence	  about	  the	  extent	  of	  their	  interaction	  with	  visuals	  in	  the	  test.	  It	  may	  also	  shed	  light	  on	  why	  no	  difference	  was	  found	  between	  the	  effect	  of	  content	  and	  context	  videos	  on	  the	  participants’	  test	  performance.	  	  
















Overall,	  the	  distribution	  of	  eye-­‐tracking	  data	  was	  reasonably	  normal,	  as	  indicated	  by	  the	  values	  of	  skewness	  and	  kurtosis,	  all	  of	  which	  were	  less	  than	  two.	  	  
Comparison	  of	  L2	  test-­‐takers’	  viewing	  of	  context	  videos	  and	  content	  
videos.	  To	  address	  the	  first	  part	  of	  Research	  Question	  3,	  three	  paired-­‐samples	  t	  tests	  were	  run	  to	  compare	  the	  three	  eye-­‐tracking	  measures	  associated	  with	  the	  total	  context	  video	  areas	  of	  interest	  (AOIs)	  and	  with	  the	  total	  content	  video	  AOIs.	  The	  results	  of	  these	  three	  paired-­‐samples	  t	  tests	  are	  provided	  in	  Table	  4.10.	  Table	  4.10	  
Results	  of	  Three	  Paired-­‐Samples	  T	  Tests	  Comparing	  Three	  Eye-­‐Tracking	  Measures	  
for	  Context	  Videos	  and	  Content	  Videos	  (n	  =	  33)	  T	  Test	   Eye-­‐tracking	  Measures	   M	   SD	   df	   t	   p	   Effect	  Size	  (eta	  squared)	  1	   Fixation	  rate	   	   	   32	   4.73	   .01*	   .41	  	   	  	  	  Context	  Videos	   .71	   .40	   	   	   	   	  	   	  	  	  Content	  Videos	   .87	   .42	   	   	   	   	  2	   Dwell	  rate	   	   	   32	   .38	   .71	   .01	  	   	  	  	  Context	  Videos	   29.07	   17.26	   	   	   	   	  	   	  	  	  Content	  Videos	   29.40	   15.49	   	   	   	   	  3	   Total	  dwell	  time	   	   	   32	   5.02	   .01*	   .44	  	   	  	  	  Context	  Videos	   50.70	   22.49	   	   	   	   	  	   	  	  	  Content	  Videos	   57.99	   19.79	   	   	   	   	  

























Apart	  from	  the	  minor	  issues	  with	  calibration	  and	  the	  quality	  of	  some	  eye-­‐movement	  recordings,	  the	  variations	  among	  the	  viewing	  patterns	  can	  largely	  be	  attributed	  to	  the	  participants’	  individual	  differences.	  To	  understand	  the	  origins	  and	  the	  intrinsic	  nature	  of	  these	  differences,	  it	  is	  paramount	  to	  probe	  into	  L2	  test-­‐takers’	  perceptions	  regarding	  the	  helpfulness	  of	  visual	  information	  in	  context	  and	  content	  videos,	  and	  to	  explore	  how	  they	  use	  this	  visual	  information	  during	  video-­‐enhanced	  L2	  listening	  assessment.	  	  
Correlations	  between	  subtest	  scores	  and	  eye-­‐tracking	  measures.	  To	  address	  the	  second	  aspect	  of	  Research	  Question	  3,	  the	  Pearson	  product-­‐moment	  correlation	  coefficient	  (r)	  was	  calculated	  to	  measure	  the	  degree	  of	  relationship	  between	  the	  three	  eye-­‐tracking	  measures	  and	  the	  participants’	  scores	  on	  the	  two	  subtests	  within	  the	  VALT.	  The	  results	  of	  this	  analysis	  are	  presented	  as	  the	  correlation	  matrix	  in	  Table	  4.11.	  Table	  4.11	  
Correlations	  Between	  Three	  Eye-­‐Tracking	  Measures	  and	  VALT	  Subtest	  Scores	  	  	  	  	  	  	  	  	  	  	  
(n	  =	  33)	  Scores	   Fixation	  Rate	   Dwell	  Rate	   Total	  Dwell	  Time	  










information	  for	  answering	  questions	  on	  the	  VALT	  and	  their	  rationales	  for	  watching	  or	  not	  watching	  different	  aspects	  of	  context	  and	  content	  videos	  during	  the	  test.	  	  	  	  	  	  
Summary	  of	  RQ3.	  To	  answer	  Research	  Question	  3,	  three	  paired-­‐samples	  t	  tests	  were	  carried	  out	  to	  compare	  the	  three	  eye-­‐tracking	  measures	  (i.e.,	  the	  fixation	  rate,	  the	  dwell	  rate,	  and	  the	  percentage	  of	  the	  total	  dwell	  time)	  for	  context	  videos	  and	  for	  content	  videos.	  The	  results	  showed	  that	  the	  participants	  (a)	  spent	  significantly	  more	  time	  watching	  content	  videos	  than	  context	  videos,	  and	  (b)	  fixated	  their	  eyes	  more	  frequently	  on	  content	  videos	  than	  on	  context	  videos	  (and	  these	  differences	  were	  statistically	  significant	  at	  p	  <	  .01).	  Meanwhile,	  no	  statistically	  significant	  difference	  was	  found	  between	  the	  participants’	  rates	  of	  revisiting	  context	  and	  content	  videos.	  Furthermore,	  the	  correlation	  analysis	  revealed	  no	  relationship	  between	  the	  participants’	  viewing	  patterns	  and	  their	  scores	  on	  the	  context	  and	  content	  subtests	  within	  the	  VALT.	  The	  obtained	  results	  indicated	  a	  need	  for	  exploring	  how	  L2	  learners	  use	  visual	  information	  when	  watching	  context	  and	  content	  videos	  and	  when	  answering	  test	  questions.	  Hence,	  this	  need	  is	  addressed	  in	  the	  last	  two	  sections	  of	  this	  chapter.	  	  	  	  
RQ4:	  Participants’	  Use	  of	  Visual	  Information	  When	  Watching	  Context	  and	  





questions.	  The	  first	  sub-­‐question	  (i.e.,	  Research	  Question	  4.1)	  examined	  (a)	  L2	  test-­‐takers’	  perceptions	  with	  regard	  to	  the	  aspects	  of	  visual	  information	  that	  they	  focused	  on	  when	  watching	  context	  and	  content	  videos	  during	  the	  VALT,	  and	  (b)	  L2	  test-­‐takers’	  reasons	  for	  focusing	  on	  specific	  aspects	  of	  visual	  information	  in	  context	  and	  content	  videos.	  The	  second	  sub-­‐question	  (i.e.,	  Research	  Question	  4.2)	  investigated	  (a)	  the	  aspects	  of	  visual	  information	  that	  the	  L2	  test-­‐takers	  found	  helpful	  and	  the	  aspects	  they	  found	  distracting,	  and	  (b)	  L2	  test-­‐takers’	  reasons	  why	  certain	  aspects	  of	  visual	  information	  in	  context	  and	  content	  videos	  were	  helpful	  and	  distracting	  for	  them.	  	  
Visual	  information	  in	  context	  videos	  and	  content	  videos	  focused	  on	  by	  
participants.	  This	  section	  presents	  the	  results	  of	  the	  analysis	  of	  the	  coded	  retrospective	  verbal	  data	  that	  were	  used	  to	  address	  Research	  Question	  4.1.	  To	  answer	  this	  question,	  the	  researcher	  asked	  L2	  learners	  questions	  about	  (a)	  aspects	  of	  visual	  information	  that	  they	  focused	  on	  when	  watching	  context	  and	  content	  videos	  during	  the	  VALT,	  and	  (b)	  reasons	  why	  they	  focused	  on	  certain	  aspects	  of	  visual	  information	  in	  the	  videos.	  The	  analysis	  of	  L2	  learners’	  responses	  entailed	  identifying	  and	  coding	  themes	  pertaining	  to	  the	  research	  questions	  in	  the	  gathered	  data,	  and	  counting	  the	  number	  of	  participants	  whose	  comments	  revealed	  these	  themes,	  as	  well	  as	  the	  number	  of	  comments.	  	  
Aspects	  of	  visual	  information	  in	  context	  videos	  and	  content	  videos	  






















Visual	  Aspects	  of	  Three	  Content	  Videos	  Focused	  on	  During	  the	  VALT	  (n	  =	  33)	  Type	   Aspect	   Examples	   Number	  of	  Comments	   Number	  of	  Participants	  Who	  Commented*	  Speaker-­‐related	   Speaker’s	  appearance	  	   Speaker’s	  mouth,	  face,	  head,	  hands	   28	   18	  (55%)	  	   Speaker’s	  movements	  and	  actions	   Speaker’s	  body	  movements,	  gestures,	  pointing	  to	  visual	  aids	  
12	   10	  (30%)	  
	   Speaker’s	  presentation	  of	  visual	  content	   Speaker’s	  writing	  notes,	  showing	  a	  mushroom,	  drawing	  the	  structure	  of	  a	  mushroom	  on	  the	  board	  
20	   17	  (52%)	  
Lecture-­‐related	   Content-­‐based	  visual	  aids	   Image,	  graph	  on	  a	  PowerPoint	  slide,	  drawing	  on	  the	  board	  
94	   32	  (97%)	  





claiming	  that	  their	  attention	  was	  drawn	  to	  the	  speaker’s	  appearance	  (namely,	  to	  the	  speaker’s	  mouth,	  face,	  head,	  or	  hands).	  Slightly	  over	  one	  half	  of	  the	  participants	  (52%)	  also	  reported	  concentrating	  their	  attention	  on	  the	  speaker’s	  presentation	  of	  visual	  content	  (20	  comments),	  which	  included	  writing	  the	  notes,	  showing	  a	  mushroom,	  and	  drawing	  the	  structure	  of	  a	  mushroom	  on	  the	  board.	  Moreover,	  the	  speaker’s	  movements	  and	  actions	  were	  found	  to	  be	  the	  center	  of	  attention	  for	  30	  percent	  of	  the	  test-­‐takers	  (12	  comments).	  The	  examples	  of	  participants’	  comments	  about	  this	  aspect	  of	  visual	  information	  in	  content	  videos	  include	  the	  speaker’s	  gestures,	  body	  movements,	  and	  pointing	  to	  a	  visual	  aid.	  Finally,	  the	  researcher	  counted	  15	  comments,	  in	  which	  43	  percent	  of	  the	  participants	  claimed	  to	  have	  focused	  on	  the	  textual	  information,	  which	  included	  some	  notes	  written	  by	  the	  speaker	  on	  the	  board	  during	  one	  of	  the	  content	  video	  lectures	  (Video	  6),	  as	  well	  as	  the	  titles	  of	  some	  PowerPoint	  slides	  in	  Video	  4	  and	  the	  title	  of	  the	  picture	  in	  Video	  2.	  	  Contrary	  to	  context	  videos,	  in	  which	  the	  participants	  focused	  primarily	  on	  speaker-­‐related	  aspects	  of	  visual	  information,	  content	  videos	  were	  found	  to	  be	  attractive	  to	  the	  L2	  test-­‐takers	  in	  terms	  of	  both	  speaker-­‐related	  aspects	  and	  lecture-­‐related	  aspects	  of	  visual	  information.	  	  
Participants’	  reasons	  for	  focusing	  on	  visual	  aspects	  of	  context	  videos	  











Participants’	  Reasons	  for	  Focusing	  on	  Visual	  Aspects	  of	  Three	  Context	  Videos	  (n	  =	  33)	  Type	   Reason	   Number	  of	  Comments	   Number	  of	  Participants	  Who	  Commented*	  Speaker-­‐related	   Seeing	  the	  speaker’s	  mouth	  helps	  comprehension	  	   10	   6	  (18%)	  	   Seeing	  the	  speaker	  helps	  focus	   9	   6	  (18%)	  	   Nothing	  to	  look	  at	  except	  the	  speaker	   14	   11	  (33%)	  	   Speaker’s	  personality	  attracts	  attention	   8	   7	  (21%)	  	   Speaker	  is	  moving	   5	   5	  (15%)	  Lecture-­‐related	   Expecting	  to	  see	  visual	  content	   25	   17	  (52%)	  *Note.	  Percentages	  in	  parentheses	  refer	  to	  the	  percent	  of	  the	  total	  number	  of	  participants	  who	  commented	  in	  each	  category.	  	  Out	  of	  the	  six	  reasons	  listed	  in	  Table	  4.14,	  the	  most	  frequently	  mentioned	  one	  was	  the	  participants’	  expectation	  to	  see	  visual	  content	  (25	  comments	  from	  52	  percent	  of	  the	  test-­‐takers).	  More	  specifically,	  these	  L2	  test-­‐takers	  reported	  watching	  context	  videos	  because	  they	  were	  expecting	  the	  speaker	  to	  show	  some	  content-­‐based	  visual	  aids	  that	  would	  provide	  information	  about	  the	  lecture.	  The	  following	  examples	  demonstrate	  how	  the	  participants	  expressed	  this	  reason:	  
I	  thought	  maybe	  he	  will	  be	  showing	  some	  slide,	  the	  diagram	  or	  something	  
while	  he	  was	  explaining…	  hoping	  that	  he	  will	  show	  something	  on	  the	  
blackboard	  or	  slide.	  (Participant	  13,	  Video	  1)	  
	  
Hm,	  because	  I	  want	  to	  know	  he	  was	  speaking	  about	  what…	  Maybe	  I	  think	  he	  
will	  put	  something	  on	  the	  blackboard	  or	  the	  screen,	  so	  I	  see…	  (Participant	  26,	  Video	  1)	  
	  
And	  in	  this	  part	  I	  focused	  on	  the	  video	  because	  I	  guessed	  there	  could	  be	  some	  
information	  on	  the	  blackboard	  or	  screen.	  (Participant	  27,	  Video	  1)	  
	  
Actually,	  I	  think	  he	  has	  a	  PowerPoint	  about	  this	  lecture,	  but	  it	  doesn’t	  show,	  






I	  focus	  on	  the	  professor	  and	  I	  want	  him	  to	  show	  something…	  He	  do	  this	  act	  
[he	  pointed],	  but	  I	  didn’t	  see	  anything.	  (Participant	  8,	  Video	  1)	  
	  
I	  focus	  on	  the	  screen.	  I	  think	  the	  professor	  would	  show	  some	  information	  on	  
the	  screen.	  I	  think	  that	  information	  can	  be	  helpful.	  (Participant	  16,	  Video	  3)	  
	  
Because	  when	  I	  listen	  to	  the	  video,	  I	  think	  he	  will	  show	  the	  graph	  on	  the	  
screen.	  And	  I	  just	  wait	  here	  [hoping	  that]	  he	  is	  showing	  something…	  (Participant	  19,	  Video	  3)	  
	  
Yeah,	  because	  I	  hope	  that	  at	  some	  point	  he	  will	  show	  a	  PowerPoint.	  (Participant	  3,	  Video	  3)	  
	  
I	  hope	  he	  will	  write	  some	  key	  words,	  especially	  on	  the	  blackboard.	  (Participant	  3,	  Video	  5)	  
	  
I	  always	  want	  the	  instructor	  to	  draw	  something…	  so	  I	  can	  catch	  more	  
information.	  But	  he	  didn’t…	  (Participant	  8,	  Video	  5)	  
	  
At	  first	  I	  focus	  on	  this	  professor.	  And	  then	  I	  found	  that	  actually	  it	  is	  not	  
helpful.	  He	  did	  not	  write	  something	  on	  the	  blackboard,	  so	  I	  decided	  to	  just	  
take	  notes.	  (Participant	  9,	  Video	  5)	  	   There	  were	  also	  14	  comments,	  in	  which	  one	  third	  of	  the	  participants	  in	  the	  eye-­‐tracking	  group	  reported	  focusing	  on	  the	  speaker	  because	  there	  was	  nothing	  meaningful	  to	  look	  at	  in	  context	  videos.	  Below	  are	  some	  representative	  examples	  of	  this	  reason:	  
Because	  there	  is	  nothing	  else	  I	  can	  focus	  on.	  Focus	  on	  the	  teacher,	  he	  is	  the	  
only	  one	  who	  was	  talking	  in	  this	  video.	  (Participant	  2,	  Video	  1)	  
	  
Mostly	  you	  look	  at	  the	  professor,	  not	  the	  other	  things,	  because	  he	  didn't	  use	  
any	  pictures,	  he	  didn't	  show	  us	  visuals.	  Because	  of	  that,	  that	  was	  the	  reason	  
why	  he	  was	  like	  talking	  body,	  and	  I	  thought	  I	  should	  give	  attention	  to	  him.	  
Because	  these	  things	  around	  him,	  the	  chalkboard,	  these	  wooden	  things	  are	  
not	  related	  to	  the	  things	  that	  he	  was	  talking	  about.	  And	  they	  are	  like	  classic,	  
traditional	  classroom	  situation,	  so	  I	  thought	  I	  needed	  to	  look	  at	  the	  professor	  
rather	  than	  the	  things	  that	  seem	  to	  be	  trivial.	  (Participant	  22,	  Video	  1)	  
	  
His	  face,	  his	  gestures…	  I	  don’t	  know,	  mainly	  because	  there	  is	  nothing	  else	  to	  






Because	  there	  is	  no	  other	  things	  I	  can	  see.	  (Participant	  18,	  Video	  3)	  
	  
Focus	  on	  the	  professor.	  What	  else	  can	  I	  look?	  (Participant	  4,	  Video	  3)	  
	  
It’s	  no	  other	  place	  I	  can	  watch,	  so	  I	  focus	  on	  him.	  (Participant	  17,	  Video	  5)	  
	  
I	  tried	  to	  look	  at	  the	  instructor	  mostly	  because	  there	  was	  no	  other	  place	  that	  I	  
could,	  that	  could	  give	  me	  a	  little	  hint	  about	  what	  he	  was	  asking	  or	  talking	  
about.	  (Participant	  22,	  Video	  5)	  
	  
Hm,	  there	  was	  nothing	  else	  to	  look	  at…	  (Participant	  27,	  Video	  5)	  	   Next,	  18	  percent	  of	  the	  participants	  claimed	  that	  seeing	  the	  speaker’s	  mouth	  facilitated	  their	  comprehension	  of	  the	  lecture	  (ten	  comments).	  The	  following	  examples	  illustrate	  this	  reason:	  
Mouth,	  it	  can	  help	  me	  to	  understand	  more	  words.	  (Participant	  10,	  Video	  1)	  
	  
Yeah,	  look	  at	  his	  mouth,	  it’s	  the	  information…	  [I	  looked	  at	  his	  mouth]	  to	  get	  
the	  information,	  how	  many	  [words]	  did	  he	  say	  twice	  or	  more	  than	  twice.	  
When	  I	  didn’t	  see	  his	  mouth,	  I	  will	  think	  which	  word	  [he	  said].	  (Participant	  15,	  Video	  1)	  
	  
Just	  look	  at	  his	  mouth,	  because	  maybe	  I	  like	  to	  watch	  the	  teacher	  when	  he	  
talk	  because	  his	  lip	  can	  move.	  So	  maybe	  I	  can	  remember	  the	  word	  or	  
something	  like	  that.	  (Participant	  21,	  Video	  1)	  
	  
Since	  there	  is	  no	  information	  here	  that	  can	  help	  me	  with	  answering	  any	  
question,	  I	  think	  I	  just	  did	  what	  a	  normal	  human	  would	  do,	  which	  is	  focus	  on	  
the	  mouth,	  because	  that's	  what	  we	  usually	  do	  when	  we	  talk	  to	  somebody,	  like	  
focus	  on	  the	  face	  and	  the	  mouth...	  His	  mouth	  might	  help	  me	  in	  case	  I	  don't	  
understand	  the	  word	  he	  pronounces,	  lip	  reading	  might	  be	  useful.	  (Participant	  23,	  Video	  1)	  
	  
I	  was	  trying	  to	  look	  at	  him	  himself,	  like	  I	  was	  listening	  to	  a	  professor	  in	  a	  
class.	  Because	  still	  we	  are	  non-­‐natives	  and	  we	  are	  trying	  to	  understand	  from	  
the	  mouth.	  It	  helps,	  I	  mean	  when	  I	  see	  a	  person.	  (Participant	  32,	  Video	  1)	  
	  
Because	  he	  is	  not	  talk	  too	  clearly,	  so	  I	  really	  have	  to	  see	  maybe	  his	  expression	  
or	  his	  mouth,	  so	  I	  become	  more	  understandable.	  (Participant	  14,	  Video	  3)	  
	  





Seeing	  the	  speaker	  also	  helped	  18	  percent	  of	  the	  L2	  test-­‐takers	  to	  concentrate	  on	  the	  lecture,	  as	  demonstrated	  by	  the	  following	  quotes:	  
I	  think	  it	  make	  me	  to	  concentrate	  on	  what	  he	  says.	  (Participant	  11,	  Video	  1)	  
	  
Because	  I	  think	  if	  I	  look	  at	  the	  professor,	  I	  can	  concentrate	  on	  video,	  and	  
concentrate	  on	  what	  he	  said.	  (Participant	  16,	  Video	  1)	  
	  
Topic	  is	  kind	  of	  very	  abstract	  for	  me,	  so	  I	  had	  to	  make	  sure	  I	  didn’t	  lose	  track	  
of	  what	  was	  going	  on.	  So	  I	  kept	  my	  eyes	  on	  his	  face.	  (Participant	  33,	  Video	  1)	  
	  
I	  just	  look	  at	  him.	  I	  think	  I	  can	  focus	  on	  the	  lecture	  by	  looking	  at	  him.	  (Participant	  11,	  Video	  3)	  
	  
If	  I	  focus	  on	  someone,	  I	  don’t	  drift	  away,	  so	  keeping	  my	  eyes	  on	  his	  face	  I	  was	  
inside	  the	  lecture.	  (Participant	  33,	  Video	  3)	  
	  
Watching	  video	  maybe	  make	  you	  more	  focused	  on	  the	  teacher	  and	  the	  
content	  what	  he	  was	  talking.	  (Participant	  2,	  Video	  5)	  	   Another	  reason	  that	  prompted	  seven	  (or	  21	  percent	  of)	  L2	  test-­‐takers	  to	  focus	  on	  the	  speaker	  was	  the	  speaker’s	  personality.	  Most	  of	  the	  examples	  of	  this	  reason	  were	  related	  to	  the	  speaker	  from	  Video	  5:	  
The	  professor,	  he	  was	  active…	  I	  will	  have	  interested	  to	  listen	  to	  what	  he	  was	  
talking	  about.	  (Participant	  15,	  Video	  5)	  
	  
The	  professor,	  because	  I	  think	  he	  is	  very	  funny.	  (Participant	  20,	  Video	  5)	  
	  
I	  thought	  this	  guy	  has	  a	  very	  different	  style.	  First	  of	  all,	  he	  is	  sitting	  on	  the	  
table.	  And	  I	  think	  I	  was	  wondering	  like,	  'Huh,	  do	  students	  like	  professors	  who	  
are	  more	  relaxed	  and	  all?'	  I	  was	  just	  examining	  the	  guy,	  I	  think,	  his	  
personality,	  his	  style.	  (Participant	  23,	  Video	  5)	  
	  
He	  was	  funny	  too…	  You	  don’t	  see	  many	  teachers	  wearing	  sneakers	  like	  that.	  
So	  I	  liked	  him.	  (Participant	  25,	  Video	  5)	  
	  
I	  focused	  on	  the	  professor	  because	  I	  liked	  his	  way.	  He	  was	  so	  funny	  and	  cute!	  
He	  was	  just	  moving	  all	  the	  time,	  taking	  his	  legs	  under	  his	  ass	  and	  on	  the	  table.	  
He	  was	  so	  funny!	  I	  thought	  maybe	  for	  some	  students	  they	  could	  not	  maybe	  
listen	  to	  the	  lecture	  because	  he	  was	  so	  energetic.	  You	  want	  to	  look	  at	  him	  
instead	  of	  listening	  to	  the	  topic.	  But	  somehow	  he	  was	  just	  emphasizing	  





just	  classifying	  things:	  and	  this	  side,	  and	  that	  side.	  So	  it	  was	  kind	  of	  full	  of	  
energy,	  and	  he	  was	  directing	  his	  energy	  to	  the	  correct	  places.	  Actually,	  I	  really	  
liked	  listening	  to	  him;	  I	  could	  just	  listen	  to	  him	  during	  the	  whole	  day.	  (Participant	  28,	  Video	  5)	  
	  
He	  was	  fun,	  he	  is	  very	  clear,	  very	  interesting,	  the	  way	  he	  talks.	  So	  I	  was	  
focused	  on	  his	  face	  and	  sometimes	  where	  he	  sits…	  I	  was	  very,	  very	  focused	  on	  
his	  face,	  how	  he	  was	  explaining	  things	  in	  a	  very	  clear	  way.	  (Participant	  33,	  Video	  5)	  	   Finally,	  there	  were	  five	  comments,	  in	  which	  five	  out	  of	  33	  participants	  (or	  15	  percent)	  reported	  focusing	  on	  the	  speaker	  because	  of	  his	  body	  movements.	  The	  following	  four	  comments	  demonstrate	  this	  reason:	  	  
Yeah,	  because	  he	  is	  the	  only	  movement	  object	  in	  [the	  video].	  So	  I	  look	  at	  
professor,	  because	  he	  is	  move	  in	  the	  video,	  other	  things	  are	  staying…	  (Participant	  12,	  Video	  1)	  
	  
The	  professor,	  because	  he	  was	  moving.	  (Participant	  20,	  Video	  1)	  
	  
Because	  I	  think	  the	  professor	  move,	  it’s	  a	  little	  interesting.	  (Participant	  19,	  Video	  5)	  
	  
Hm,	  I	  just…	  because	  his	  gestures	  have	  many	  kinds	  of…	  Maybe	  I	  think	  he	  will	  






Participants’	  Reasons	  for	  Focusing	  on	  Visual	  Aspects	  of	  Three	  Content	  Videos	  
(n	  =	  33)	  Type	   Reason	   Number	  of	  Comments	   Number	  of	  Participants	  Who	  Commented*	  Speaker-­‐related	   Speaker	  is	  pointing	  to	  a	  visual	  aid	   8	   6	  (18%)	  Lecture-­‐related	   Visual	  aids	  help	  comprehension	   22	   15	  (45%)	  	   Visual	  aids	  help	  note-­‐taking	   3	   3	  (9%)	  	   Visual	  aids	  are	  related	  to	  the	  talk	  	   21	   18	  (55%)	  	   Topic	  is	  interesting	   4	   3	  (9%)	  *Note.	  Percentages	  in	  parentheses	  refer	  to	  the	  percent	  of	  the	  total	  number	  of	  participants	  who	  commented	  in	  each	  category.	  	  The	  results	  of	  the	  analysis	  provided	  in	  Table	  4.15	  evinced	  four	  main	  lecture-­‐related	  reasons	  why	  the	  participants	  concentrated	  their	  attention	  on	  content	  videos	  during	  the	  VALT.	  The	  most	  common	  reason	  that	  was	  mentioned	  by	  55	  percent	  of	  the	  participants	  concerned	  the	  relevance	  of	  visual	  aids	  to	  the	  content	  of	  the	  lecture	  given	  by	  the	  speaker.	  Some	  representative	  examples	  of	  this	  reason	  are	  provided	  below:	  	  
Because	  he	  was	  talking	  about	  the	  structure	  of	  the	  star,	  so	  I	  tried	  to	  relate	  to	  
it,	  like	  what	  this,	  through	  the	  picture.	  (Participant	  13,	  Video	  2)	  
	  
He	  showed	  the	  star.	  I	  focused	  on	  the	  star	  and	  looked	  at	  this	  arrow,	  because	  
the	  first	  professor	  introduced	  about	  the	  light,	  about	  the	  star.	  And	  then	  
introduced	  something	  about	  in	  the	  middle	  of	  the	  star,	  it’s	  a	  point.	  Then	  I	  listen	  
to	  this	  star	  is	  brightest,	  and	  then	  he	  introduced	  the	  arrow,	  it’s	  pointing	  to	  the	  
point	  up	  here.	  He	  told	  something	  about	  this,	  why	  it’s	  arrow...	  (Participant	  19,	  Video	  2)	  
	  






Because	  he	  talked	  something	  about	  in	  this	  picture,	  so	  I	  just	  focused	  on	  what	  
he	  is	  talking	  and	  the	  picture,	  and	  I	  can	  understand.	  (Participant	  24,	  Video	  2)	  
	  
He	  was	  saying	  things	  related	  directly	  to	  the	  picture.	  He	  was	  describing	  the	  
picture…	  It	  made	  total	  sense	  to	  listen	  and	  make	  connection	  between	  what	  I	  
saw	  and	  what	  I	  heard.	  (Participant	  29,	  Video	  2)	  
	  
I	  did	  focus	  on	  the	  lecture,	  but	  the	  picture	  actually	  helped	  me	  a	  lot	  because	  he	  
described	  it	  as	  he	  was	  going	  on.	  So	  the	  lecture	  was	  actually	  a	  little	  about	  the	  
picture	  that	  he	  had.	  (Participant	  7,	  Video	  2)	  
	  
Because	  in	  his	  talking	  about	  the	  price	  control	  and	  rent	  control,	  and	  he	  give	  
me	  the	  pictures	  to	  show	  to.	  (Participant	  17,	  Video	  4)	  
	  
Because	  I	  think	  he’s	  talking	  about	  price	  control.	  It’s	  more	  connect	  with	  the	  
graph	  rather	  than	  the	  picture	  of	  the	  room.	  (Participant	  3,	  Video	  4)	  
	  
Because	  he	  was	  talking	  about	  those	  things	  [drawings	  on	  the	  board].	  (Participant	  22,	  Video	  6)	  
	  
I	  would	  say	  this	  out	  of	  all	  the	  videos	  was	  the	  one	  where	  the	  visuals	  were	  the	  
most	  important…	  In	  contrast	  to	  the	  economics	  video	  where	  he	  shows	  the	  price	  
and	  everything,	  his	  words	  are	  very	  much	  aligned	  with	  his	  drawing.	  So	  I	  could	  
make	  sense	  of	  everything.	  I	  could	  interpret	  the	  drawing.	  And	  because	  he	  talks	  
about	  structures,	  it’s	  nice	  to	  be	  able	  to	  visualize	  when	  you	  are	  talking	  about	  
parts	  of	  something…	  (Participant	  23,	  Video	  6)	  	   Another	  common	  lecture-­‐related	  reason	  mentioned	  by	  45	  percent	  of	  L2	  test-­‐takers	  was	  that	  visual	  aids	  in	  content	  videos	  facilitated	  comprehension	  of	  the	  lecture.	  The	  following	  quotes	  illustrate	  this	  reason:	  	  
It	  [the	  image]	  helped	  me	  a	  lot	  just	  to	  understand	  a	  little	  bit	  better.	  (Participant	  22,	  Video	  2)	  
	  
And	  the	  visual	  that	  he	  showed	  was	  really	  nice,	  this	  one,	  and	  this	  really	  helped	  
me.	  And	  I	  tried	  to	  focus	  on	  the	  things	  and	  also	  this	  arrow,	  because	  I	  knew	  he	  
was	  gonna	  talk	  about	  that…	  (Participant	  28,	  Video	  2)	  
	  
When	  I	  listened	  to	  the	  lecture,	  I	  just	  used	  the	  graph	  to	  help	  me	  understand	  it.	  (Participant	  5,	  Video	  4)	  
	  
Because	  it	  [the	  drawing	  on	  the	  board]	  helped	  me	  to	  understand	  what	  the	  






I	  think	  when	  he	  write	  on	  the	  blackboard,	  he	  was	  introduced	  the	  mushroom	  
and	  he	  introduced	  the	  structure	  of	  the	  mushrooms,	  and	  he	  write	  down	  
something	  on	  blackboard.	  So	  I	  think	  this	  may	  be	  help	  me	  to	  understand	  the	  
structure	  of	  mushroom	  well.	  (Participant	  26,	  Video	  6)	  
	  
His	  drawing,	  because	  it’s	  very	  useful.	  Because	  he	  is	  speaking	  when	  he	  was	  
drawing,	  it	  can	  help	  me	  to	  understand	  what	  he	  is	  saying.	  (Participant	  3,	  Video	  6)	  	   For	  the	  following	  three	  participants	  (or	  nine	  percent	  of	  the	  total	  number	  of	  the	  participants),	  the	  interest	  in	  the	  topic	  served	  as	  a	  motivation	  to	  focus	  on	  content	  videos:	  
Because	  I	  think	  it’s	  interesting,	  so	  I	  just	  focus	  on	  the	  object	  [image	  of	  a	  star].	  (Participant	  14,	  Video	  2)	  
	  
[I	  watched]	  not	  only	  the	  professor,	  but	  also	  some	  screen,	  the	  screen	  in	  the	  
video,	  because	  I	  am	  a	  little	  more	  interested	  in	  physics.	  (Participant	  20,	  Video	  2)	  
	  
Because	  it’s	  interesting.	  I	  think	  I	  like	  this	  subject,	  and	  I	  know	  about	  
mushrooms…	  (Participant	  14,	  Video	  6)	  
	  
Yeah,	  because	  I	  think	  it’s	  interesting	  and	  I	  don’t	  know	  about	  the	  mushroom	  
underground	  and	  nutrition,	  mass,	  or	  something.	  (Participant	  19,	  Video	  6)	  	   There	  were	  also	  three	  participants	  who	  focused	  their	  attention	  on	  content	  videos	  because	  seeing	  the	  visual	  aids	  helped	  them	  with	  note-­‐taking.	  Two	  of	  their	  comments	  are	  provided	  below:	  	  	  	  
So	  my	  strategy	  was	  I	  did	  exactly	  the	  same	  drawing	  that	  he	  did	  on	  the	  video	  
when	  I	  was	  taking	  my	  notes.	  I	  was	  just	  repeating	  everything	  that	  he	  did,	  yeap,	  
basically	  copying	  from	  the	  board.	  Because	  I	  was	  pretty	  sure	  the	  questions	  
would	  ask	  about	  individual	  parts.	  (Participant	  23,	  Video	  6)	  
	  
I	  was	  kind	  of	  listening	  to	  both	  what	  he	  was	  talking	  about,	  but	  a	  little	  more	  on	  
the	  board,	  because	  he	  mentioned	  some	  terms	  that	  I	  never	  heard	  before.	  Like	  I	  
was	  taking	  notes,	  I	  don’t	  know	  what	  to	  write,	  so	  he	  would	  write	  those	  words	  





Finally,	  there	  were	  six	  L2	  test-­‐takers	  (or	  18	  percent	  of	  the	  total	  number	  of	  the	  test-­‐takers)	  who	  focused	  their	  attention	  on	  content	  videos	  because	  of	  a	  speaker-­‐related	  reason,	  namely	  because	  the	  speaker	  was	  pointing	  to	  some	  visual	  aids	  during	  the	  lecture.	  Below	  are	  several	  examples	  of	  this	  reason	  found	  in	  the	  data:	  	  
One	  of	  the	  reasons	  that	  the	  guy	  is	  pointing	  at	  it,	  so	  if	  I	  don't	  look	  at	  that,	  I	  
won't	  know	  exactly	  what	  he	  is	  talking	  about.	  So	  he	  is	  talking	  about	  these	  
spikes,	  he	  is	  talking	  about	  the	  bumps.	  So	  the	  moment	  the	  teacher	  points	  at	  
something,	  I	  would	  follow	  that	  gaze,	  I	  would...	  like	  in	  a	  real	  class:	  if	  he	  is	  
pointing	  at	  something,	  it's	  because	  it's	  important	  information.	  	  (Participant	  23,	  Video	  2)	  
	  
Because	  he	  has	  some	  behavior.	  I	  think	  it’s	  easier	  for	  me	  to	  understand…	  The	  
different	  parts	  of	  mushrooms,	  he	  points.	  (Participant	  24,	  Video	  6)	  
	  
Everything	  he	  said	  he	  was	  pointing	  at	  something,	  the	  actual	  mushroom.	  Then	  
he	  drew	  something	  on	  the	  board	  and	  it	  was	  always	  clear.	  He	  was	  talking	  





comprehension,	  as	  well	  as	  note-­‐taking.	  Interestingly,	  semantically	  rich	  visual	  information	  was	  also	  the	  most	  frequently	  mentioned	  reason	  why	  the	  participants	  watched	  context	  videos	  as	  they	  were	  hoping	  to	  find	  this	  type	  of	  information	  in	  them	  too.	  	  
Helpful	  and	  distracting	  aspects	  of	  visual	  information	  in	  context	  videos	  
and	  content	  videos.	  This	  section	  presents	  the	  results	  of	  the	  analysis	  of	  the	  coded	  retrospective	  verbal	  data	  that	  were	  used	  to	  address	  Research	  Question	  4.2.	  To	  answer	  this	  question,	  the	  researcher	  asked	  L2	  learners	  questions	  about:	  (a)	  aspects	  of	  visual	  information	  that	  they	  found	  helpful	  when	  watching	  context	  and	  content	  videos,	  (b)	  reasons	  why	  they	  found	  certain	  aspects	  of	  visual	  information	  helpful,	  (c)	  aspects	  of	  visual	  information	  in	  context	  and	  content	  videos	  that	  they	  learners	  found	  distracting,	  and	  (d)	  reasons	  why	  they	  found	  certain	  aspects	  of	  visual	  information	  distracting.	  The	  analysis	  of	  L2	  learners’	  responses	  entailed	  identifying	  and	  coding	  major	  themes	  in	  the	  gathered	  data,	  and	  counting	  the	  number	  of	  participants	  whose	  comments	  revealed	  these	  themes,	  as	  well	  as	  the	  number	  of	  comments.	  
Helpful	  aspects	  of	  visual	  information	  in	  context	  videos	  and	  content	  





both	  speaker-­‐related	  and	  lecture-­‐related	  types	  of	  visual	  aspects	  that	  the	  test-­‐takers	  described	  as	  helpful.	  	  Table	  4.16	  presents	  the	  results	  showing	  the	  helpful	  aspects	  of	  visual	  information	  in	  context	  videos,	  as	  reported	  by	  the	  L2	  learners.	  	  Table	  4.16	  





the	  same	  slide,	  which	  was	  the	  most	  frequently	  mentioned	  helpful	  aspect	  of	  context	  videos	  (16	  comments	  from	  36	  percent	  of	  the	  test-­‐takers).	  	  With	  regard	  to	  content	  videos,	  three	  main	  aspects	  of	  visual	  information	  were	  found	  to	  be	  helpful	  (see	  Table	  4.17).	  	  Table	  4.17	  
Helpful	  Aspects	  of	  Visual	  Information	  in	  Three	  Content	  Videos	  (n	  =	  33)	  Type	   Aspect	   Examples	   Number	  of	  Comments	   Number	  of	  Participants	  Who	  Commented*	  Speaker-­‐related	   Speaker’s	  gestures	   	   6	   6	  (18%)	  Lecture-­‐related	   Content-­‐based	  visual	  aids	  	   Image	  of	  a	  star,	  graph	  on	  a	  PowerPoint	  slide,	  drawing	  of	  a	  mushroom	  structure	  on	  the	  board	  
86	   33	  (100%)	  





takers.	  Finally,	  the	  speaker’s	  gestures	  were	  another	  helpful	  visual	  aspect	  in	  content	  videos	  (six	  comments	  from	  18	  percent	  of	  the	  L2	  learners).	  
Participants’	  reasons	  for	  considering	  visual	  aspects	  of	  context	  videos	  
and	  content	  videos	  helpful.	  The	  data	  that	  were	  coded	  and	  analyzed	  to	  answer	  this	  part	  of	  Research	  Question	  4.2	  consisted	  of	  L2	  test-­‐takers’	  responses	  regarding	  the	  reasons	  why	  some	  aspects	  of	  visual	  information	  were	  helpful	  for	  them	  when	  they	  watched	  context	  and	  content	  videos	  during	  the	  VALT	  (i.e.,	  data	  included	  in	  the	  coding	  category	  called	  “V	  visual	  Y	  help	  reasons”	  in	  Appendix	  D).	  The	  results	  of	  the	  data	  analysis	  revealed	  both	  speaker-­‐related	  reasons	  and	  lecture-­‐related	  reasons.	  	  Table	  4.18	  presents	  a	  summary	  of	  the	  participants’	  reasons	  explaining	  why	  visual	  information	  in	  the	  three	  context	  videos	  was	  helpful.	  	  Table	  4.18	  
Participants’	  Reasons	  for	  Finding	  Visual	  Aspects	  of	  Three	  Context	  Videos	  Helpful	  	  





The	  results	  in	  Table	  4.18	  indicate	  that	  one	  of	  the	  most	  common	  reasons	  why	  the	  participants	  found	  context	  videos	  helpful	  was	  because	  the	  speaker’s	  movements	  drew	  their	  attention	  and,	  in	  some	  cases,	  facilitated	  comprehension	  of	  the	  lecture	  (14	  comments	  from	  21	  percent	  of	  the	  L2	  test-­‐takers).	  Below	  are	  some	  of	  the	  most	  representative	  quotes	  from	  the	  participants	  who	  expressed	  this	  reason:	  
Maybe	  it’s	  [the	  speaker’s	  hand	  gestures]	  helpful	  just	  because	  he	  alerts	  me,	  like	  
he	  is	  going	  to	  talk	  about	  something	  important.	  (Participant	  22,	  Video	  1)	  
	  
Because	  I	  won’t	  be	  distracted	  if	  I	  watch	  him	  talk	  about	  the	  content.	  If	  I	  just	  
listen	  to	  him,	  if	  I	  can’t	  understand,	  I	  will	  be	  distracted.	  If	  I	  am	  listening	  to	  
something	  but	  the	  contents	  I	  don’t	  understand,	  I	  will	  be	  distracted.	  But	  if	  I	  am	  
watching	  professor’s	  movements,	  it	  will	  be	  easier	  for	  me	  to	  understand	  the	  
contents.	  (Participant	  4,	  Video	  1)	  
	  
Make	  me	  relaxed,	  because	  he	  was	  not	  standing	  still	  and	  move	  a	  lot,	  and	  
emotion	  I	  can	  feel	  a	  lot	  of	  these	  things.	  I	  found	  it’s	  funny,	  he	  is	  very	  relaxed,	  so	  
I	  am	  relaxed.	  (Participant	  12,	  Video	  5)	  
	  
I	  think	  it	  depends	  on	  the	  professor’s	  actions.	  I	  think	  he	  was	  quite	  good	  at	  
absorbing	  you	  to	  the	  video,	  to	  what	  he	  was	  talking.	  He’s	  quite	  attracting.	  (Participant	  22,	  Video	  5)	  
	  
When	  he	  was	  just	  classifying	  things,	  he	  was	  just	  turning	  to	  his	  right-­‐	  or	  left-­‐
hand	  side,	  trying	  to	  show	  that	  this	  thing	  belongs	  to	  this	  part,	  this	  
classification	  belongs	  to	  that	  part,	  they	  are	  different.	  So,	  his	  body	  movements,	  
sometimes	  his	  directions	  helped	  me	  to	  understand	  that	  there	  was	  a	  
distinction	  between	  two	  things.	  (Participant	  28,	  Video	  5)	  
	  
I	  thought	  that	  it	  was	  funny	  that	  he	  sits	  on	  top	  of	  the	  desk	  and	  he	  moves	  a	  lot.	  
That	  was	  like,	  you	  know,	  a	  relaxing	  lecture.	  (Participant	  33,	  Video	  5)	  
	  
I	  think	  it’s	  helpful	  because	  if	  a	  person	  sits	  rigidly,	  it	  will	  be	  distraction	  because	  
you	  will	  think,	  “Why	  he	  will	  do	  that?”…	  If	  people	  use	  more	  gestures,	  you	  think	  
their	  personality	  is	  enthusiastic,	  full	  of	  passion.	  So	  sometimes	  the	  professor’s	  





In	  addition,	  the	  same	  number	  of	  the	  participants	  (21	  percent)	  mentioned	  that	  seeing	  the	  speaker	  also	  helped	  them	  better	  concentrate	  on	  the	  lecture,	  as	  illustrated	  by	  the	  following	  examples:	  
Yeap,	  it	  helps	  to	  concentrate	  on	  what	  he	  said,	  what	  he	  taught.	  	  (Participant	  12,	  Video	  1)	  
	  
I	  think	  it	  helps.	  As	  I	  mentioned,	  it	  can	  help	  me	  to	  concentrate	  on	  video.	  If	  I	  
look	  at	  the	  professor,	  I	  won’t	  just	  try	  to…	  my	  mind	  will	  focus	  on	  video	  and	  I	  
can	  try	  to	  grasp	  some	  key	  words,	  which	  will	  help	  me	  a	  lot	  to	  understand	  the	  
video.	  (Participant	  16,	  Video	  1)	  
	  
I	  can	  focus	  more	  on	  what	  the	  professor	  is	  saying.	  When	  I	  don’t	  see	  the	  
professor,	  then	  I	  get	  more	  distracted.	  (Participant	  32,	  Video	  1)	  
	  
Because	  I	  think	  if	  we	  watch	  a	  person	  while	  listening,	  it	  will	  be	  helpful	  to	  let	  us	  
to	  focus	  on	  the	  content.	  (Participant	  4,	  Video	  1)	  
	  
Just	  not	  thinking	  about	  other	  things.	  (Participant	  11,	  Video	  3)	  
	  
I	  think	  for	  me	  having	  the	  physical	  thing	  helps	  me	  focus…	  Because	  if	  I	  have	  
only	  the	  listening,	  it’s	  very	  easy	  for	  me	  sometimes	  to	  wander	  away	  a	  little	  bit.	  
But	  then	  with	  the	  video	  I	  treated	  it	  as	  I	  am	  sitting	  in	  a	  class,	  and	  I	  am	  paying	  
attention	  to	  the	  instructor.	  So	  looking	  at	  him	  is	  a	  point	  for	  me	  not	  to	  get	  
distracted	  and	  start	  thinking	  about	  something	  else.	  (Participant	  33,	  Video	  5)	  	   Another	  speaker-­‐related	  reason	  concerned	  seeing	  the	  speaker’s	  mouth,	  which	  three	  L2	  test-­‐takers	  (or	  nine	  percent)	  considered	  helpful	  for	  understanding	  the	  lecture.	  Below	  are	  the	  examples	  of	  this	  reason:	  
I	  think	  it	  [the	  mouth]	  will	  be	  more	  clearly	  to	  see	  what	  he	  talks	  about.	  (Participant	  14,	  Video	  1)	  
	  
Maybe	  some	  of	  people	  when	  they	  talk,	  their	  face…	  Maybe	  I	  cannot	  remember	  
when	  I	  listen,	  but	  when	  they	  talk,	  I	  know	  what	  the	  words,	  what	  he	  said.	  Like	  
you	  speak	  a	  word—I	  cannot	  listen	  very	  clearly.	  But	  when	  you	  talk,	  your	  
mouth	  was	  move,	  your	  lip	  was	  move,	  so	  I	  can	  say	  it.	  (Participant	  21,	  Video	  1)	  
	  
It	  [the	  mouth]	  does	  because	  it	  helps	  me	  see,	  visualize	  the	  pronunciation	  of	  the	  





Finally,	  there	  were	  five	  participants	  (15	  percent)	  who	  claimed	  that	  seeing	  the	  word	  “Enlightenment”	  on	  the	  PowerPoint	  slide	  in	  Video	  3	  helped	  them	  comprehend	  the	  information	  better.	  The	  following	  examples	  from	  the	  data	  illustrate	  this	  reason:	  
Yeah,	  because	  I	  don’t	  know	  “Enlightenment,”	  so	  I	  can	  see	  this	  word	  and	  guess	  
it.	  (Participant	  10,	  Video	  3)	  
	  
Because	  first	  when	  he	  referred	  to	  the	  Enlightenment,	  I	  am	  not	  sure	  which	  
word	  it	  is.	  And	  then	  the	  PowerPoint	  shows	  and	  I	  know	  this	  word,	  and	  I	  tried	  to	  
think	  what	  this	  word	  means.	  (Participant	  2,	  Video	  3)	  
	  
In	  his	  first	  sentence	  he	  mentioned	  Enlightenment,	  and	  then	  when	  the	  picture	  
appears,	  I	  see	  the	  “early	  Enlightenment,”	  so	  I	  understand	  his	  purpose	  about	  
this	  lecture.	  (Participant	  26,	  Video	  3)	  
	  
This	  lecture	  about	  Enlightenment,	  so	  yeah,	  just	  that	  word.	  I	  think	  it’s	  the	  key	  






Participants’	  Reasons	  for	  Finding	  Visual	  Aspects	  of	  Three	  Content	  Videos	  Helpful	  	  
(n	  =	  33)	  Type	   Reason	   Number	  of	  Comments	   Number	  of	  Participants	  Who	  Commented*	  Speaker-­‐related	   Speaker	  is	  pointing	  at	  the	  visual	   10	   9	  (27%)	  Lecture-­‐related	   Visual	  aids	  help	  comprehension	   92	   32	  (97%)	  	   Textual	  information	  helps	  comprehension	   8	   8	  (24%)	  	   Visual	  aids	  help	  note-­‐taking	   4	   3	  (9%)	  	   Visual	  aids	  help	  answer	  questions	   12	   10	  (30%)	  	   Textual	  information	  helps	  answer	  questions	   3	   3	  (9%)	  	   Visual	  aids	  are	  related	  to	  the	  talk	   33	   17	  (52%)	  	   Topic	  is	  familiar/not	  familiar	   11	   10	  (30%)	  *Note.	  Percentages	  in	  parentheses	  refer	  to	  the	  percent	  of	  the	  total	  number	  of	  participants	  who	  commented	  in	  each	  category.	  	  These	  results	  revealed	  one	  speaker-­‐related	  and	  seven	  lecture-­‐related	  reasons	  explaining	  why	  the	  L2	  test-­‐takers	  found	  visual	  aspects	  helpful	  when	  watching	  content	  videos	  during	  the	  VALT.	  The	  only	  speaker-­‐related	  reason	  expressed	  by	  nine	  test-­‐takers	  (or	  27	  percent)	  was	  that	  it	  was	  helpful	  for	  them	  to	  see	  the	  speaker	  in	  Video	  2	  because	  he	  was	  pointing	  at	  the	  visual	  while	  giving	  the	  lecture.	  Some	  representative	  examples	  of	  this	  reason	  are	  provided	  below:	  	  
It’s	  helpful	  than	  I	  thought	  because	  the	  professor	  later	  on,	  when	  he	  began	  to	  
talk	  about	  the	  key	  points,	  he	  pointed	  out,	  use	  his	  hand.	  (Participant	  1,	  	  Video	  2)	  
	  






Professor	  point	  at	  some	  structure	  of	  this	  star	  and	  it’s	  really,	  I	  think	  it’s	  really	  
important	  because	  his	  topic	  is	  about	  the	  structure	  of	  the	  star	  and	  he	  point	  at	  
something	  that	  I	  think	  it	  will	  be	  more	  clear	  for	  me	  to	  understand.	  (Participant	  16,	  Video	  2)	  
	  
Because	  in	  this	  video	  the	  professor	  use	  his	  hands,	  point	  some	  places	  in	  the	  
graph.	  And	  meanwhile	  he	  explains	  something	  about	  what	  he	  is	  pointing.	  So	  I	  
think	  this	  is	  more	  helpful	  to	  my	  listening.	  (Participant	  19,	  Video	  2)	  
	  
Like	  he,	  when	  talk	  about	  something	  brightest,	  he	  just	  point	  this	  one,	  so	  I	  know	  
what	  that	  he	  talk	  about.	  (Participant	  21,	  Video	  2)	  
	  
He	  mentions	  it,	  he	  goes	  there,	  and	  he	  points	  to	  the	  center	  saying	  that	  the	  star	  
would	  be	  right	  here.	  (Participant	  33,	  Video	  2)	  	   In	  terms	  of	  lecture-­‐related	  reasons,	  an	  overwhelming	  majority	  of	  L2	  learners	  (97	  percent)	  said	  that	  content-­‐based	  visual	  aids	  were	  helpful	  because	  they	  facilitated	  comprehension	  of	  the	  lecture.	  Below	  are	  some	  of	  the	  most	  vivid	  examples	  from	  the	  92	  comments	  found	  in	  the	  data:	  	  
If	  he	  didn’t	  show	  this	  picture,	  I	  must	  to	  imagine	  the	  picture	  about	  that,	  so	  it	  
may	  be	  waste	  of	  the	  time	  to	  listen	  this	  lecture.	  If	  he	  didn’t	  show,	  I	  must	  take	  
this	  time	  to	  imagine	  this	  picture.	  (Participant	  10,	  Video	  2)	  
	  
Because	  if	  he	  didn't	  show	  this	  thing	  [image],	  even	  though	  I	  would	  understand	  
the	  content	  a	  little	  bit,	  I	  wouldn't	  completely	  understand	  what	  he	  was	  talking	  
about.	  Because	  I	  knew	  it	  was	  something	  about	  space,	  like	  a	  star	  or	  something,	  
but	  probably	  I	  wouldn't	  understand	  what	  he	  meant	  by	  saying	  “bump”	  and	  
“spikes,”	  so	  this	  picture	  really	  helped	  me.	  (Participant	  28,	  Video	  2)	  
	  
I	  think	  that	  without	  this	  video	  it	  would	  have	  been	  hard	  to	  understand	  what	  he	  
was	  talking	  about	  because	  he	  keeps	  referring,	  basically	  describing	  the	  
picture.	  (Participant	  29,	  Video	  2)	  
	  
If	  I	  had	  not	  had	  a	  picture,	  I	  wouldn’t,	  I	  think	  I	  wouldn’t	  understand	  anything	  
at	  all.	  (Participant	  32,	  Video	  2)	  
	  
Because	  it	  [image]	  illustrates	  everything	  he	  is	  talking	  about.	  He	  mentions	  the	  
image	  being	  distorted,	  the	  spikes,	  and	  he	  explains	  why	  the	  image	  is	  distorted,	  
because	  of	  the	  distortion	  by	  atmosphere	  and	  then	  by	  the	  optics	  of	  the	  






It	  [graph]	  showed	  when	  the	  price	  change,	  it’s	  the	  equilibrium.	  And	  when	  the	  
price	  change,	  what’s	  the	  demand,	  and	  what’s	  the	  supply.	  It’s	  helpful	  me	  to	  
understand.	  (Participant	  15,	  Video	  4)	  
	  
If	  I	  didn’t	  see	  this	  graph,	  I	  will	  be	  more	  confused.	  (Participant	  19,	  Video	  4)	  
	  
Even	  though	  some	  words	  of	  professor	  I	  can’t	  understand,	  I	  can	  guess	  what	  he	  
said	  by	  this	  picture.	  (Participant	  20,	  Video	  4)	  
	  
It	  [graph]	  was	  useful	  in	  the	  sense	  that	  he	  was	  showing	  when	  something	  goes	  
up,	  like	  when	  the	  price	  goes	  up,	  you	  don’t	  have	  enough	  units.	  So	  then	  the	  
quantity	  of	  units	  goes	  down.	  So	  as	  he	  is	  explaining,	  the	  graph	  is	  helping	  me	  
understand	  this	  relationship	  between	  one	  and	  the	  other.	  (Participant	  33,	  Video	  4)	  
	  
According	  to	  the	  graph,	  I	  can	  understand	  well	  about	  he	  said,	  like	  if	  the	  supply	  
rises,	  what	  will	  change	  about	  the	  price	  and	  quality.	  (Participant	  4,	  Video	  4)	  
	  
It	  [drawing]	  gives	  a	  clearer	  picture	  of	  what	  he	  meant	  by	  what	  he	  was	  
delivering	  the	  message	  to	  us.	  (Participant	  13,	  Video	  6)	  
	  
Because	  from	  this	  graph	  you	  know	  the	  mushroom	  is	  underground	  and	  on	  the	  
ground,	  there	  is	  something	  like	  some	  cells.	  [The	  drawing	  helped]	  to	  
understand	  what	  he	  said.	  (Participant	  19,	  Video	  6)	  
	  
It	  [drawing]	  helped	  me	  to	  understand	  the	  knowledge	  the	  professor	  said,	  even	  
though	  I	  don’t	  know	  what	  does	  this	  mean	  and	  some	  other	  words.	  	  (Participant	  20,	  Video	  6)	  
	  
I	  found	  it	  pretty	  interesting	  while	  I	  was	  listening	  to	  his	  lecture,	  because	  the	  
graph	  he	  showed	  us,	  the	  picture	  he	  drew	  to	  us,	  it	  helped	  me	  to	  understand	  
more	  about	  the	  concept.	  (Participant	  4,	  Video	  6)	  
	  
Usually	  we	  use	  language	  to	  communicate,	  so	  people	  can	  understand	  what	  you	  
want	  to	  express.	  But	  image,	  graph,	  notes,	  they	  can,	  they	  are	  more.	  Sometimes	  





Because	  all	  the	  things	  he	  taught	  is	  related	  to	  the	  picture.	  And	  he	  talk	  to	  the	  
students	  and	  then	  point	  to	  the	  picture,	  so	  maybe	  help	  more.	  (Participant	  12,	  Video	  2)	  
	  
I	  think	  this	  picture	  about	  exoplanet	  is	  helpful	  because	  this	  picture	  shows	  what	  
the	  teacher	  was	  talking	  about,	  kind	  of	  planet.	  So	  I	  think	  it’s	  helpful.	  (Participant	  2,	  Video	  2)	  
	  
He	  was	  talking	  about	  these	  sharp	  edges	  in	  the	  picture,	  and	  there	  was	  another	  
like	  coming	  out.	  Yeah,	  the	  arrow.	  So	  it	  helped	  because	  he	  was	  talking	  about	  
that	  point	  and	  he	  was	  referring	  to	  the	  arrow.	  (Participant	  32,	  Video	  2)	  
	  
For	  starters,	  the	  lecture	  was	  about	  the	  picture.	  But	  as	  he	  was	  mentioning	  the	  
star	  about	  its	  qualities,	  I	  could	  look	  at	  the	  picture	  and	  when	  he	  mentioned	  the	  
dot,	  I	  mainly	  imagined	  this	  guy	  just	  a	  little	  dot.	  He	  talked	  about	  spikes,	  that	  
was	  actually	  an	  illusion,	  and	  I…	  But	  I	  never	  noticed	  the	  arrow	  until	  he	  
actually	  mentioned	  it.	  (Participant	  7,	  Video	  2)	  
	  
The	  professor	  taught	  things	  are	  all	  related	  to	  this	  picture,	  so	  it’s	  help	  a	  lot.	  (Participant	  12,	  Video	  4)	  
	  
I	  think	  the	  video	  it’s	  really	  helpful	  because	  I	  can	  see	  most	  of	  the	  information	  
that	  the	  professor	  said	  based	  on	  the	  picture	  he	  draw	  and	  the	  words	  he	  wrote.	  (Participant	  16,	  Video	  6)	  
	  
Because	  he	  is	  just	  showing	  what	  he	  is	  talking	  about.	  It	  makes	  sense	  to	  see.	  (Participant	  32,	  Video	  6)	  
	  
He	  speaks	  very	  clearly	  and	  his	  articulation	  is	  really	  good,	  so	  that	  helps.	  
Combined	  with	  the	  visual,	  I	  could	  get	  the	  entire	  lecture	  and	  I	  was	  able	  to	  
connect,	  I	  didn’t	  miss	  part	  of	  it.	  (Participant	  33,	  Video	  6)	  	   Furthermore,	  content-­‐based	  visual	  aids	  were	  deemed	  helpful	  because	  they	  helped	  almost	  a	  third	  of	  test-­‐takers	  (i.e.,	  30	  percent)	  answer	  the	  questions	  on	  the	  VALT,	  as	  evidenced	  from	  these	  statements:	  	  
It’s	  helpful	  because	  when	  I	  answer	  the	  questions,	  he	  mention	  two	  questions	  
about	  this	  picture.	  The	  professor	  introduced	  this	  picture,	  introduced	  many	  
information	  about	  this	  picture,	  so	  I	  think	  this	  is	  useful.	  (Participant	  26,	  	  Video	  2)	  
	  
I	  remember	  there	  is	  a	  question	  I	  use	  the	  information	  of	  this	  star.	  I	  think	  the	  





arrow	  points	  to	  on	  the	  image].	  So	  I	  use	  this	  information	  to	  answer	  one	  
question.	  (Participant	  8,	  Video	  2)	  
	  
I	  just	  understand	  this	  graph,	  the	  picture,	  and	  I	  didn’t	  focus	  more	  on	  what	  the	  
professor	  said.	  Because…	  I	  think	  all	  the	  professor’s	  main	  idea	  is	  just	  displayed	  
on	  the	  blackboard,	  so	  I	  think	  I	  need	  to	  understand	  the	  information	  on	  the	  
blackboard,	  and	  I	  think	  it	  helped	  me	  to	  do	  the	  questions.	  (Participant	  16,	  Video	  6)	  
	  
When	  I	  watching	  he	  write	  down	  something	  [drawing	  of	  the	  mushroom],	  I	  
learn	  more	  about	  the	  structure	  of	  the	  mushroom	  and	  I	  write	  down	  some	  notes	  
in	  my	  paper.	  And	  I	  think	  this	  must	  be	  helpful	  to	  answer	  the	  questions	  for	  this	  
video.	  (Participant	  26,	  Video	  6)	  
	  
I	  think	  he	  draw	  the	  picture;	  the	  picture	  is	  helpful	  to	  me	  answer	  the	  questions.	  (Participant	  8,	  Video	  6)	  
	  
I	  think	  that	  it	  [drawing]	  can	  help	  me	  to	  answer	  the	  questions.	  (Participant	  9,	  Video	  6)	  	   A	  similar	  number	  of	  participants	  (i.e.,	  30	  percent)	  considered	  visual	  information	  in	  content	  videos	  helpful	  because	  of	  their	  familiarity—or	  lack	  thereof—with	  the	  topics	  of	  content	  videos.	  The	  first	  two	  quotes	  are	  from	  the	  participants	  who	  considered	  the	  visuals	  in	  content	  videos	  helpful	  because	  they	  were	  not	  familiar	  with	  the	  topic,	  whereas	  the	  last	  two	  quotes	  are	  from	  the	  participants	  who	  found	  visual	  information	  in	  content	  videos	  helpful	  because	  they	  had	  some	  background	  knowledge	  about	  the	  topic	  and	  could	  connect	  what	  they	  saw	  with	  what	  they	  already	  knew:	  	  
Yes,	  [the	  image	  of]	  the	  planet,	  because	  I	  didn’t	  see	  it	  before,	  so	  I	  think	  it’s	  
helpful.	  (Participant	  11,	  Video	  2)	  
	  
Because	  this	  is	  a	  really	  important	  visual	  to	  me.	  I	  didn’t	  have	  much	  
background	  information	  about	  mushroom,	  so	  yes	  [the	  visual	  is	  helpful].	  (Participant	  27,	  Video	  6)	  	  
	  
Of	  course	  [visuals]	  helped.	  When	  I	  see	  this	  picture,	  I	  will	  connect	  with	  my	  






Because	  I	  take	  economics	  class	  last	  year.	  I	  try	  to	  recall	  some	  things	  from	  my	  
courses,	  because	  I	  think	  I	  learn	  this	  picture	  from	  my	  course…	  Because	  in	  one	  
year	  ago	  I	  think	  I	  just	  recall	  it	  a	  little,	  about	  this	  picture.	  (Participant	  8,	  	  Video	  4)	  	   There	  were	  also	  three	  participants	  (nine	  percent)	  who	  found	  content-­‐based	  visual	  aids	  helpful	  because	  the	  visuals	  facilitated	  their	  note-­‐taking	  process.	  Below	  are	  three	  quotes	  that	  reveal	  this	  reason:	  	  
Because	  maybe	  he	  can	  use	  the	  picture	  and	  say	  what	  this	  or	  that,	  so	  I	  can	  write	  
down.	  (Participant	  21,	  Video	  2)	  
	  
If	  the	  professor	  didn’t	  show	  up	  the	  pictures,	  I	  might	  not	  draw	  by	  myself,	  like	  
this	  kind	  of	  equilibrium	  about	  the	  demand,	  supply,	  price.	  (Participant	  4,	  Video	  4)	  
	  
I	  think	  like	  he	  draw	  something	  and	  write	  down	  the	  word,	  and	  I	  take	  notes	  the	  
same	  thing,	  I	  take	  the	  same	  words.	  (Participant	  21,	  Video	  6)	  	   Content-­‐based	  visual	  aids,	  however,	  were	  not	  the	  only	  lecture-­‐related	  visual	  aspect	  of	  content	  videos	  that	  the	  participants	  considered	  helpful.	  Another	  such	  aspect	  was	  textual	  information	  (namely,	  notes	  in	  Video	  6),	  which	  helped	  24	  percent	  of	  the	  participants	  in	  the	  eye-­‐tracking	  group	  with	  comprehending	  the	  lecture	  and	  nine	  percent	  of	  them	  with	  answering	  some	  of	  the	  questions	  on	  the	  VALT.	  The	  following	  examples	  illustrate	  the	  participants’	  arguments	  about	  the	  helpfulness	  of	  textual	  information	  for	  lecture	  comprehension:	  
I	  think	  the	  video	  it’s	  really	  helpful	  because	  I	  can	  see	  most	  of	  the	  information	  
that	  the	  professor	  said	  based	  on	  the	  picture	  he	  draw	  and	  the	  words	  he	  wrote.	  (Participant	  16,	  Video	  6)	  
	  
In	  this	  case	  the	  visuals	  were	  helpful	  because	  there	  were	  words	  there	  that	  he	  
used	  that	  I	  haven’t	  heard	  before.	  Well,	  for	  example,	  “filaments”	  I	  could	  relate	  
to	  Spanish	  “filamentos,”	  so	  I	  could	  guess	  that	  one.	  But	  he	  used	  other	  words	  






I	  think	  he	  wrote	  down	  the	  “large	  mycelium,”	  so	  I	  got	  the	  idea	  of	  the	  size.	  (Participant	  27,	  Video	  6)	  
	  
Because	  I	  wanted	  to	  write	  down	  these	  words,	  I	  was	  like	  “Should	  I	  take	  notes	  
or	  not?”	  But	  then	  I	  didn’t	  know	  how	  to	  spell	  them,	  but	  then	  I	  saw	  them	  on	  the	  
board	  and	  then	  I	  realized	  that	  first	  of	  all	  now	  I	  knew	  how	  to	  spell.	  I	  didn’t	  
have	  to	  write	  down	  anymore	  because	  I	  think	  I	  could	  make	  the	  connection	  
easily.	  (Participant	  29,	  Video	  6)	  	   The	  following	  are	  two	  examples	  of	  the	  participants’	  talking	  about	  textual	  information	  being	  helpful	  for	  answering	  questions:	  
Yes,	  it	  [notes	  on	  the	  board]	  helps.	  I	  can	  answer	  some	  questions.	  	  (Participant	  11,	  Video	  6)	  
	  
Mostly	  the	  words	  he	  wrote	  [were	  helpful].	  If	  I	  didn’t	  know	  how	  to	  say	  them,	  





visual	  aids	  and	  textual	  information.	  They	  found	  these	  lecture-­‐related	  visual	  aspects	  helpful	  because	  they	  helped	  the	  test-­‐takers	  comprehend	  the	  stimuli,	  take	  notes,	  and	  answer	  the	  questions	  on	  the	  VALT.	  These	  findings	  suggested	  that	  the	  visual	  information	  that	  was	  semantically	  congruent	  with	  the	  orally	  presented	  information	  was	  perceived	  to	  be	  more	  helpful	  than	  the	  visual	  information	  that	  provided	  only	  contextual	  clues.	  	  
Distracting	  aspects	  of	  visual	  information	  in	  context	  videos	  and	  content	  






Distracting	  Aspects	  of	  Visual	  Information	  in	  Three	  Context	  Videos	  (n	  =	  33)	  Type	   Aspect	   Examples	   Number	  of	  Comments	   Number	  of	  Participants	  Who	  Commented*	  Speaker-­‐related	   Speaker’s	  movements	   Gestures,	  pointing	  aimlessly,	  walking	  back	  and	  forth,	  sitting	  with	  legs	  on	  the	  desk	  	  
31	   24	  (73%)	  





13	  L2	  test-­‐takers	  (i.e.,	  39	  percent)	  reported	  that	  the	  graph	  and	  the	  floor	  plan	  of	  an	  apartment	  from	  the	  PowerPoint	  slides	  shown	  in	  Video	  4	  were	  distracting	  for	  them.	  These	  findings	  are	  intriguing	  because	  content-­‐based	  visual	  aids	  were	  also	  found	  to	  be	  helpful	  by	  all	  33	  participants,	  as	  indicated	  in	  Table	  4.17.	  Thus,	  it	  appears	  that	  the	  same	  visual	  aspects	  were	  perceived	  by	  some	  L2	  test-­‐takers	  as	  both	  helpful	  and	  distracting.	  In	  order	  to	  explicate	  these	  results,	  it	  is	  necessary	  to	  examine	  why	  some	  participants	  considered	  visual	  aspects	  of	  context	  and	  content	  videos	  to	  be	  distracting.	  
Participants’	  reasons	  for	  considering	  visual	  aspects	  of	  context	  videos	  






Participants’	  Reasons	  for	  Finding	  Visual	  Aspects	  of	  Three	  Context	  Videos	  and	  Three	  
Content	  Videos	  Distracting	  (n	  =	  33)	  Video	  Type	   Reason	   Number	  of	  Comments	   Number	  of	  Participants	  Who	  Commented*	  Context	  videos	   Speaker’s	  body	  movements	  distract	  from	  listening	  and/or	  note-­‐taking	   26	   19	  (58%)	  	   Problems	  with	  interpreting	  contextual	  visual	  aids	   4	   3	  (9%)	  Content	  videos	   Problems	  with	  interpreting	  content-­‐based	  visual	  aids	   14	   10	  (30%)	  *Note.	  Percentages	  in	  parentheses	  refer	  to	  the	  percent	  of	  the	  total	  number	  of	  participants	  who	  commented	  in	  each	  category.	  	  According	  to	  Table	  4.21,	  two	  major	  reasons	  were	  found	  in	  the	  data	  with	  regard	  to	  the	  visual	  aspects	  of	  context	  videos	  that	  the	  participants	  considered	  distracting.	  The	  first	  reason	  was	  related	  to	  the	  speaker’s	  body	  movements,	  as	  they	  distracted	  the	  participants’	  attention	  from	  concentrating	  on	  the	  lecture,	  and	  in	  some	  cases	  from	  note-­‐taking.	  This	  reason	  was	  mentioned	  by	  58	  percent	  of	  the	  test-­‐takers,	  with	  some	  of	  their	  quotes	  provided	  below:	  	  
I	  think	  he	  walk	  around	  and	  may	  distract	  because	  he	  walks	  around	  and	  it	  
makes	  me	  feel	  sleep.	  (Participant	  11,	  Video	  1)	  
	  
Yeah,	  I	  think	  [it	  was	  distracting].	  I	  don’t	  know	  how	  to	  describe	  it…	  I	  think	  the	  
professor	  did	  the	  movement,	  like	  walk	  around,	  turn	  around,	  point	  at	  
something…	  I	  think	  the	  most	  distracting	  thing	  is	  that	  he	  pointed	  at	  
something.	  If	  he	  point	  at	  something,	  I	  will	  try	  to	  think	  what	  he	  point	  at.	  (Participant	  16,	  Video	  1)	  
	  
Because	  sometimes	  when	  I	  don't	  see	  any	  information	  from	  the	  visuals,	  if	  the	  
only	  thing	  that	  I	  see	  is	  the	  man	  moving	  around,	  and	  he	  doesn't	  give	  any	  





better	  because	  his	  movements	  sometimes	  distract	  my	  attention.	  (Participant	  28,	  Video	  1)	  
	  
Because	  it	  [gestures]	  make	  me	  not…	  pay	  attention	  to	  what	  he	  said.	  (Participant	  20,	  Video	  5)	  
	  
Yeah,	  his	  gesture	  made	  me	  to	  focus	  some	  mind	  on	  his	  gesture	  and	  miss	  some	  
taking	  notes	  on	  the	  paper.	  (Participant	  26,	  Video	  5)	  	   The	  second	  reason	  why	  some	  L2	  test-­‐takers	  found	  visual	  aspects	  of	  context	  videos	  distracting	  was	  because	  they	  had	  to	  focus	  their	  attention	  on	  interpreting	  the	  contextual	  visual	  aid—namely,	  a	  PowerPoint	  slide	  with	  a	  picture	  of	  John	  Locke	  and	  the	  words	  “Early	  Enlightenment”	  and	  “John	  Locke”—in	  Video	  3.	  There	  were	  three	  test-­‐takers	  who	  mentioned	  this	  reason,	  with	  two	  quotes	  from	  the	  data	  given	  below:	  
Because	  you	  see	  that	  the	  camera	  focus	  more	  on	  this	  [slide]…	  And	  this	  is	  really	  
not	  a	  simple	  picture,	  it	  very	  detailed,	  so	  it	  was	  kind	  of	  disorienting.	  (Participant	  7,	  Video	  3)	  
	  
Yeah,	  those	  kinds	  of	  words	  [on	  the	  slide	  were	  distracting].	  I	  just	  tried	  to	  guess	  
what	  these	  words	  mean.	  At	  first	  I	  think	  this	  word	  will	  be	  helpful,	  and	  I	  just	  
tried	  to	  understand	  those	  words…	  Because	  these	  words	  just	  attract	  my	  
curiosity	  and	  I	  just	  try	  to	  guess	  the	  meaning	  of	  the	  words,	  and	  sometimes	  I	  
can’t	  concentrate	  on	  the	  information	  that	  the	  professor	  said.	  (Participant	  16,	  Video	  3)	  	   In	  terms	  of	  content	  videos,	  the	  researcher	  discovered	  that	  watching	  content-­‐based	  visuals	  aids	  was	  distracting	  for	  30	  percent	  of	  the	  L2	  test-­‐takers	  because	  they	  had	  problems	  interpreting	  these	  visuals.	  Most	  of	  the	  test-­‐takers’	  comments	  about	  this	  reason	  were	  related	  to	  visual	  aids	  in	  Video	  4,	  as	  illustrated	  by	  the	  following	  examples:	  
I	  didn’t	  understand,	  but	  I	  had	  to	  look	  at	  this	  image,	  which	  reminded	  me	  from	  
time	  to	  time	  that	  I	  didn’t	  understand.	  This	  is	  hard…	  I	  didn’t	  understand	  






Distracting	  is,	  as	  I	  said	  before,	  there	  are	  lots	  of	  lines.	  And	  then	  I	  couldn’t	  
understand	  what	  they	  meant.	  There	  is	  no	  something	  like	  guide	  to	  understand	  
that	  picture	  or	  diagram.	  (Participant	  22,	  Video	  4)	  
	  
I	  would	  say	  it	  [the	  graph]	  was	  distracting	  because	  I	  didn’t	  get	  anything	  out	  of	  
it,	  but	  I	  was	  trying	  to	  understand,	  but	  I	  didn’t.	  And	  if	  I	  really	  wanna	  focus,	  I	  
would	  close	  my	  eyes.	  When	  I	  am	  really	  trying	  to	  understand	  something,	  I	  close	  
my	  eyes.	  But	  since	  I	  was	  trying	  to	  make	  sense	  of	  that	  [graph],	  it	  prevented	  me	  
from	  using	  a	  100	  percent	  of	  my	  brain	  power.	  (Participant	  23,	  Video	  4)	  
	  
It	  [the	  graph]	  is	  distracting	  because	  I	  did	  spend	  some	  time	  looking	  at	  this	  
graph	  and	  trying	  to	  figure	  out…	  Because	  the	  professor	  explained	  this	  graph,	  I	  
guess,	  and	  he	  talked	  about	  when	  you	  set	  up	  a	  maximum	  rent	  price,	  there	  
could	  be	  some	  kind	  of	  effect.	  So	  I	  spent	  some	  time	  on	  it.	  (Participant	  27,	  Video	  4)	  
	  
It	  was	  [distracting]	  because	  all	  those	  arrows	  going	  down	  and	  up,	  and	  then	  the	  
things	  that	  he	  was	  adding.	  I	  always	  thought	  that	  he	  could	  use	  something	  else,	  
something	  more	  simple.	  Maybe	  the	  students	  in	  that	  department	  really	  
understand	  those	  dots	  and	  arrows.	  But	  to	  me	  the	  arrows	  coming	  from	  the	  air	  
all	  of	  a	  sudden,	  they	  don’t	  really	  add	  anything	  to	  my	  understanding.	  (Participant	  28,	  Video	  4)	  
	  
I	  mean	  for	  me	  to	  understand	  the	  graph	  I	  need	  to	  tune	  him	  out…	  Yeah,	  I	  feel	  
like	  I’ve	  missed	  a	  lot	  of	  things	  he	  said	  because	  I	  was	  trying	  to	  understand	  how	  
the	  graph	  works.	  (Participant	  29,	  Video	  4)	  
	  
I	  couldn’t	  understand	  the	  picture,	  and	  I	  always	  focus	  on	  the	  picture	  and	  
maybe	  I	  lost	  some	  point	  from	  the	  professor.	  Because	  I	  want	  to	  try	  to	  
understand	  the	  picture	  and	  then	  lost.	  (Participant	  31,	  Video	  4)	  
	  
Just	  the	  first	  picture	  [was	  distracting].	  It	  take	  me	  long	  time	  to	  think	  about	  
what	  does	  that	  picture	  mean.	  I	  cannot	  understand	  that,	  so	  I	  need	  to	  spend	  
time	  to	  think	  about	  that	  picture.	  But	  I	  also	  need	  to	  listen	  carefully	  about	  his	  










some	  L2	  learners	  found	  one	  of	  them	  to	  be	  helpful	  and	  another	  one	  to	  be	  distracting.	  Thus,	  these	  differences	  among	  and	  within	  the	  videos	  should	  be	  taken	  into	  account	  when	  interpreting	  the	  results	  for	  this	  research	  question.	  	  The	  results	  also	  showed	  that	  visual	  aids	  might	  be	  deemed	  by	  some	  L2	  learners	  to	  be	  distracting	  because	  they	  require	  interpretation.	  For	  instance,	  it	  was	  found	  that	  those	  L2	  test-­‐takers	  who	  were	  able	  to	  interpret	  the	  graph	  in	  Video	  4	  perceived	  it	  as	  helpful,	  whereas	  the	  test-­‐takers	  who	  were	  not	  able	  to	  interpret	  the	  graph	  found	  it	  distracting.	  Consequently,	  these	  findings	  imply	  that	  whether	  a	  specific	  visual	  aid	  is	  perceived	  as	  helpful	  or	  distracting	  may	  depend	  on	  the	  L2	  learners’	  ability	  to	  interpret	  it.	  	  	  There	  is	  one	  possible	  reason	  that	  can	  account	  for	  L2	  test-­‐takers’	  problems	  with	  interpreting	  visual	  aids.	  With	  respect	  to	  contextual	  visual	  aids,	  it	  is	  possible	  that	  the	  test-­‐takers	  were	  not	  able	  to	  interpret	  them	  because	  they	  were	  semantically	  deficient	  and,	  in	  some	  cases,	  not	  relevant	  to	  the	  content	  of	  the	  lectures.	  For	  example,	  those	  contextual	  visual	  aids	  that	  were	  considered	  distracting	  were	  the	  ones	  that	  did	  not	  provide	  any	  meaningful	  information	  and,	  as	  mentioned	  by	  Participant	  23,	  were	  not	  aligned	  with	  the	  content	  of	  the	  lecture:	  
I	  think	  it	  was	  distracting	  to	  the	  point	  that	  I	  was	  waiting	  for	  it	  to	  change,	  and	  
it	  never	  did.	  So	  I	  was	  just	  looking	  at	  it,	  hoping	  that	  it	  would	  change	  and	  be	  





required	  mental	  processing	  of	  semantically	  more	  complex	  visual	  information,	  which	  placed	  an	  additional	  sensory	  and	  informational	  load	  on	  the	  L2	  test-­‐takers	  and	  distracted	  them	  from	  focusing	  on	  listening	  to	  the	  lecture	  and/or	  taking	  notes.	  	  










RQ5:	  Participants’	  Use	  of	  Visual	  Information	  When	  Answering	  Questions	  on	  
the	  VALT	  The	  overall	  purpose	  of	  Research	  Question	  5	  was	  to	  examine	  how	  the	  L2	  learners	  in	  the	  eye-­‐tracking	  group	  (n	  =	  33)	  used	  visual	  information	  from	  context	  and	  content	  videos	  when	  answering	  individual	  questions	  on	  the	  VALT.	  This	  last	  research	  question	  consisted	  of	  two	  main	  sub-­‐questions.	  The	  first	  sub-­‐question	  (i.e.,	  Research	  Question	  5.1)	  explored	  the	  difference	  between	  L2	  test-­‐takers’	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  questions	  on	  the	  context	  subtest	  vs.	  questions	  on	  the	  content	  subtest	  of	  the	  VALT.	  The	  second	  sub-­‐question	  (i.e.,	  Research	  Question	  5.2)	  investigated	  the	  association	  between	  L2	  test-­‐takers’	  item	  scores	  and	  their	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  the	  same	  questions	  on	  the	  VALT.	  	  
Difference	  between	  participants’	  perceptions	  of	  the	  helpfulness	  of	  
visual	  information	  for	  answering	  questions	  on	  the	  context	  subtest	  vs.	  the	  





the	  scores	  representing	  the	  helpfulness	  of	  visual	  information	  for	  answering	  questions	  on	  the	  content	  video	  subtest	  (out	  of	  15).	  A	  paired-­‐samples	  t	  test	  was	  used	  to	  compare	  these	  quantified	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  for	  answering	  the	  questions	  on	  the	  context	  subtest	  vs.	  questions	  on	  the	  content	  subtest	  within	  the	  VALT.	  The	  results	  of	  this	  test	  are	  presented	  in	  Table	  4.22.	  Table	  4.22	  
Difference	  Between	  Participants’	  Perceptions	  of	  the	  Helpfulness	  of	  Visual	  
Information	  for	  Answering	  Questions	  on	  the	  Context	  Subtest	  vs.	  the	  Content	  Subtest	  
(n	  =	  33)	  Subtest	   M	   SD	   df	   t	   p	   Effect	  Size	  (eta	  squared)	  	   	   	   32	   12.66	   .01	   .83	  Context	  Subtest	  	   .76	   1.06	   	   	   	   	  Content	  Subtest	   5.58	   2.09	   	   	   	   	  
	   As	  evidenced	  by	  the	  results	  of	  the	  paired-­‐samples	  t	  test	  in	  Table	  4.22,	  the	  participants	  perceived	  the	  visual	  information	  from	  content	  videos	  (M	  =	  5.58,	  SD	  =	  2.09)	  to	  be	  more	  helpful	  than	  the	  visual	  information	  from	  context	  videos	  (M	  =	  .71,	  





on	  the	  content	  subtest	  compared	  to	  the	  helpfulness	  of	  the	  visual	  information	  from	  context	  videos	  for	  answering	  questions	  on	  the	  context	  subtest	  of	  the	  VALT.	  These	  findings	  corroborate	  the	  idea	  that	  content	  videos	  convey	  visual	  information	  that	  is	  semantically	  richer	  than	  the	  visual	  information	  in	  context	  videos.	  	  
Association	  between	  participants’	  perceptions	  of	  the	  helpfulness	  of	  






Percentage	  of	  Participants	  Who	  Answered	  Items	  Correctly	  and	  Incorrectly	  When	  
Visual	  Information	  Was	  Helpful	  and	  Unhelpful	  (k	  =	  30,	  n	  =	  33)	  	  Visual	  Information	   Item	  Scores	  incorrect	   correct	  unhelpful	   45.33%	   54.67%	  helpful	   28.71%	   71.29%	  	   According	  to	  Table	  4.23,	  among	  the	  test	  items,	  for	  answering	  which	  the	  participants	  found	  visual	  information	  to	  be	  helpful,	  71.29%	  of	  the	  items	  were	  answered	  correctly	  and	  28.71%	  were	  answered	  incorrectly.	  On	  the	  other	  hand,	  among	  the	  test	  items,	  for	  answering	  which	  the	  participants	  perceived	  visual	  information	  to	  be	  unhelpful,	  54.67%	  of	  the	  items	  were	  answered	  correctly	  and	  45.33%	  of	  the	  items	  were	  answered	  incorrectly.	  	  The	  results	  of	  the	  Cochran-­‐Mantel-­‐Haenszel’s	  test	  indicated	  that	  there	  was	  a	  statistically	  significant	  positive	  association	  between	  the	  test-­‐takers’	  item	  scores	  and	  their	  perceptions	  of	  visuals	  being	  helpful,	  χ2	  =	  13.72,	  p	  <	  .01.	  These	  results	  suggested	  that	  when	  the	  L2	  test-­‐takers	  believed	  that	  the	  visual	  information	  was	  helpful	  for	  answering	  specific	  questions	  on	  the	  VALT,	  they	  tended	  to	  answer	  those	  questions	  correctly.	  On	  the	  other	  hand,	  their	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  tended	  to	  be	  the	  opposite	  for	  those	  questions	  that	  they	  answered	  incorrectly.	  	  





questions	  on	  the	  content	  subtest	  than	  the	  visual	  information	  from	  context	  videos	  for	  answering	  questions	  on	  the	  context	  subtest	  of	  the	  VALT.	  Furthermore,	  the	  results	  also	  revealed	  that	  there	  was	  a	  statistically	  significant	  positive	  association	  between	  the	  test-­‐takers’	  item	  scores	  and	  their	  perceptions	  of	  the	  helpfulness	  of	  the	  visual	  information	  for	  answering	  the	  VALT	  questions.	  These	  results	  suggest	  the	  importance	  of	  visuals	  at	  the	  level	  of	  students’	  perceptions	  of	  their	  listening	  process	  during	  test	  taking.	  Moreover,	  if	  their	  perceptions	  are	  to	  be	  interpreted	  as	  reflecting	  test-­‐taking	  processes,	  the	  results	  also	  indicate	  that	  L2	  test-­‐takers’	  processing	  of	  visual	  information	  also	  affects	  their	  test	  performance	  at	  the	  item	  level.	  	  

















This	  chapter	  begins	  with	  a	  concise	  summary	  of	  the	  results	  provided	  in	  the	  context	  of	  each	  research	  question.	  Second,	  it	  outlines	  theoretical	  and	  practical	  implications	  for	  L2	  listening	  instruction	  and	  assessment,	  provides	  recommendations	  for	  a	  multidimensional	  taxonomy	  of	  visuals,	  and	  examines	  the	  principal	  limitations	  of	  the	  study.	  Finally,	  the	  chapter	  ends	  with	  a	  discussion	  of	  the	  directions	  for	  future	  research	  on	  the	  use	  of	  visuals	  in	  L2	  listening	  assessment	  and	  draws	  overall	  conclusions.	  	  





The	  second	  research	  question	  addressed	  the	  difference	  between	  L2	  test-­‐takers’	  performance	  on	  the	  context	  subtest	  and	  their	  performance	  on	  the	  content	  subtest	  of	  the	  VALT	  (n	  =	  75),	  as	  well	  as	  the	  difference	  between	  the	  performance	  on	  the	  VALT	  (n	  =	  75)	  and	  that	  on	  the	  AALT	  (n	  =	  46).	  The	  results	  of	  the	  paired-­‐samples	  






























videos,	  content	  videos	  that	  contain	  semantically	  rich	  visual	  information	  are	  perceived	  by	  L2	  learners	  as	  helpful	  for	  answering	  questions	  on	  the	  listening	  test.	  The	  last	  sub-­‐question	  in	  Research	  Question	  5	  explored	  the	  association	  between	  L2	  test-­‐takers’	  item	  scores	  on	  the	  VALT	  and	  their	  perceptions	  of	  the	  helpfulness	  of	  visual	  information	  from	  each	  individual	  video	  (i.e.,	  both	  context	  and	  content	  videos)	  for	  answering	  each	  individual	  test	  item.	  The	  results	  of	  the	  Cochran-­‐Mantel-­‐Haenszel	  chi-­‐square	  statistic	  showed	  a	  statistically	  significant	  positive	  association	  between	  the	  L2	  test-­‐takers’	  item	  scores	  and	  their	  perceptions	  regarding	  the	  helpfulness	  of	  visuals	  (p	  <	  .01),	  demonstrating	  that	  those	  test-­‐takers	  who	  considered	  visual	  information	  from	  the	  videos	  to	  be	  helpful	  for	  answering	  individual	  questions	  on	  the	  test	  had	  a	  tendency	  to	  answer	  those	  questions	  correctly.	  	  	  




















content	  visuals	  statistically	  significantly	  more	  than	  context	  visuals,	  and	  (b)	  L2	  learners	  perceived	  content	  visuals	  as	  being	  more	  helpful	  than	  context	  visuals	  for	  answering	  questions	  on	  the	  VALT.	  These	  findings	  suggest	  that	  incorporating	  content	  visuals	  in	  the	  next	  generation	  of	  L2	  listening	  tests	  is	  justified	  because	  visuals	  appear	  to	  play	  an	  important	  role	  in	  the	  test-­‐taking	  process.	  	  















questions	  on	  the	  test.	  These	  findings	  suggest	  that	  the	  context-­‐content	  classification	  can	  enable	  researchers	  to	  detect	  a	  difference	  in	  the	  way	  L2	  learners	  use	  the	  two	  types	  of	  visuals,	  but	  it	  might	  be	  not	  subtle	  enough	  for	  identifying	  differences	  in	  performance.	  Hence,	  the	  main	  implication	  of	  these	  findings	  is	  that	  the	  current	  classification	  should	  be	  refined	  and	  further	  developed	  to	  include	  other	  dimensions	  of	  visuals.	  	  The	  following	  section	  provides	  recommendations	  for	  refining	  and	  expanding	  the	  context-­‐content	  classification	  by	  embracing	  a	  more	  eclectic	  approach	  that	  considers	  different	  dimensions	  of	  visuals.	  Using	  the	  findings	  of	  the	  present	  study,	  this	  section	  outlines	  three	  dimensions	  of	  visuals	  that	  are	  combined	  in	  a	  multidimensional	  taxonomy	  of	  visuals.	  	  





prime	  and	  the	  target	  (i.e.,	  congruent,	  neutral,	  and	  incongruent),	  visuals	  in	  this	  dimension	  can	  be	  classified	  according	  to	  the	  extent	  of	  semantic	  congruity	  into	  semantically	  congruent,	  semantically	  neutral,	  and	  semantically	  incongruent.	  	  The	  second	  dimension	  should	  take	  into	  account	  the	  amount	  of	  dynamism	  










intervals.	  Such	  visuals	  possess	  the	  features	  of	  static	  visuals	  in	  the	  sense	  that	  the	  semantic	  content	  remains	  static	  for	  t1	  seconds	  when	  the	  first	  slide	  is	  being	  shown,	  but	  then	  changes	  at	  t1+1	  when	  the	  next	  slide	  with	  a	  different	  content	  is	  displayed.	  In	  other	  words,	  liminal	  visuals	  are	  not	  completely	  static,	  yet	  they	  are	  not	  fully	  dynamic	  both	  from	  the	  spatial	  and	  from	  the	  temporal	  perspectives.	  Finally,	  the	  third	  dimension	  should	  take	  into	  account	  the	  degree	  of	  










visual	  languages,	  it	  should	  be	  noted	  that	  the	  analogy	  between	  the	  three	  domains	  of	  a	  verbal	  language	  (i.e.,	  semantics,	  syntax,	  and	  pragmatics)	  and	  the	  proposed	  dimensions	  of	  a	  visual	  language	  is	  rather	  tenuous.	  Figure	  5.1	  illustrates	  the	  three	  dimensions	  for	  the	  taxonomy	  of	  visuals	  represented	  on	  three	  continua,	  one	  for	  each	  dimension.	  	  
	  
Figure	  5.1.	  Three	  dimensions	  of	  visuals	  proposed	  for	  a	  multidimensional	  taxonomy	  of	  visuals.	  




















for	  instance,	  that	  those	  test-­‐takers	  who	  watched	  some	  videos	  to	  a	  lesser	  extent	  than	  other	  videos	  did	  so	  not	  because	  they	  found	  the	  visual	  information	  in	  the	  videos	  unhelpful,	  but	  because	  they	  were	  busy	  taking	  notes.	  At	  the	  same	  time,	  it	  should	  not	  be	  assumed	  that	  the	  participants	  were	  taking	  notes	  every	  time	  their	  eye	  movements	  were	  not	  recorded	  by	  the	  eye-­‐tracking	  system.	  In	  addition,	  one	  can	  hypothesize	  that	  had	  note-­‐taking	  not	  been	  allowed	  during	  the	  test,	  the	  results	  of	  the	  eye-­‐tracking	  data	  analysis	  would	  have	  been	  different.	  Hence,	  because	  the	  effect	  of	  note-­‐taking	  was	  not	  taken	  into	  consideration	  during	  the	  analysis	  of	  the	  eye-­‐tracking	  data,	  the	  results	  of	  this	  analysis	  and	  the	  conclusions	  about	  the	  viewing	  behavior	  of	  L2	  learners	  in	  this	  study	  should	  be	  interpreted	  with	  caution.	  	  	  
Directions	  for	  Future	  Research	  The	  findings	  and	  limitations	  of	  this	  study	  suggest	  several	  directions	  for	  future	  research	  on	  the	  use	  of	  visuals	  in	  L2	  listening	  assessment.	  The	  ideas	  for	  these	  directions	  can	  be	  organized	  into	  three	  general	  groups:	  comparative	  studies	  of	  test	  performance,	  eye-­‐tracking	  research,	  and	  research	  on	  new	  dimensions	  of	  visuals.	  	  










tasks	  that	  are	  intended	  for	  measuring	  not	  only	  the	  L2	  learners’	  ability	  to	  listen,	  but	  also	  their	  ability	  to	  interact	  with	  an	  interlocutor.	  	  	  In	  addition,	  future	  comparative	  studies	  should	  explicitly	  investigate	  the	  types	  of	  information	  elicited	  by	  questions,	  as	  well	  as	  the	  relationship	  between	  the	  visual	  information	  and	  the	  questions	  used	  in	  media-­‐enhanced	  L2	  listening	  tests.	  As	  suggested	  by	  Ockey	  (2007;	  also	  G.	  Ockey,	  personal	  communication,	  February	  10,	  2012),	  the	  effect	  of	  visuals	  on	  L2	  learners’	  listening	  test	  performance	  may	  greatly	  depend	  on	  the	  types	  of	  questions	  included	  in	  the	  test.	  For	  instance,	  if	  a	  stimulus	  contains	  a	  specific	  visual	  (e.g.,	  a	  graph)	  that	  many	  test-­‐takers	  find	  useful,	  but	  none	  of	  the	  questions	  on	  the	  test	  is	  asking	  about	  this	  visual	  information,	  then	  it	  is	  reasonable	  to	  surmise	  that	  such	  a	  visual	  might	  not	  have	  any	  direct	  impact	  on	  test	  scores.	  Thus,	  this	  is	  an	  important	  factor	  that	  needs	  to	  be	  considered	  in	  future	  research.	  	  










viewing	  patterns	  can	  enable	  researchers	  to	  scrutinize	  how	  the	  learners	  use	  specific	  aspects	  of	  visual	  information—rather	  than	  visuals	  in	  general—during	  media-­‐enhanced	  L2	  listening	  assessment.	  It	  should	  be	  noted	  that	  obtaining	  eye-­‐tracking	  data	  at	  such	  a	  fine	  level	  of	  granularity	  would	  require	  eye-­‐trackers	  with	  the	  data	  sampling	  rate	  of	  at	  least	  250-­‐500	  Hz	  and	  software	  for	  creating	  areas	  of	  interest	  in	  dynamic	  media	  (e.g.,	  Dynamic	  Media	  Module	  developed	  by	  iMotions).	  	  Finally,	  future	  research	  should	  consider	  exploring	  L2	  learners’	  use	  of	  visuals	  by	  combining	  eye	  tracking	  with	  electroencephalography	  (EEG),	  functional	  magnetic	  resonance	  imaging	  (fMRI),	  or	  galvanic	  skin	  responses	  (GSR).	  These	  technologies	  can	  glean	  valuable	  data	  about	  L2	  learners’	  emotions,	  neural	  activity,	  and	  other	  biometrics.	  Synchronizing	  neurophysiological	  measures	  obtained	  via	  the	  above-­‐mentioned	  technologies	  with	  eye-­‐tracking	  measures	  and	  analyzing	  them	  in	  a	  triangulation	  design	  can	  create	  new	  affordances	  for	  research	  in	  this	  area	  and	  yield	  information	  not	  only	  about	  the	  participants’	  eye	  movements,	  but	  also	  about	  their	  neural,	  subconscious	  responses	  to	  visual	  stimuli.	  	  





visuals	  might	  require	  further	  extension	  to	  include	  new	  dimensions,	  such	  as	  the	  
degree	  of	  interaction	  between	  the	  test-­‐taker	  and	  the	  visual	  input,	  as	  well	  as	  the	  operationalization	  of	  the	  new	  types	  of	  visuals.	  Although	  fully	  operational	  interactive	  media-­‐enhanced	  L2	  listening	  tests	  do	  not	  seem	  to	  exist	  yet,	  future	  advances	  in	  technology	  may	  create	  affordances	  for	  L2	  test-­‐takers	  to	  interact	  with	  the	  visual	  content	  during	  L2	  listening	  assessment.	  This	  can	  be	  achieved	  by	  enhancing	  L2	  listening	  tests	  with	  technology	  that	  would	  enable	  each	  test-­‐taker	  to	  liaise	  with	  others.	  For	  instance,	  in	  an	  online	  webinar,	  L2	  learners	  can	  not	  only	  watch	  dynamic	  visual	  content	  delivered	  via	  a	  combination	  of	  PowerPoint	  slides	  interspersed	  with	  short	  video	  clips	  and	  images,	  but—depending	  on	  the	  way	  the	  course	  is	  set	  up—they	  can	  also	  see	  the	  talking	  head	  of	  the	  speaker,	  chat	  with	  the	  speaker	  and	  other	  participants,	  and	  perform	  various	  mini	  tasks	  provided	  by	  the	  speaker.	  The	  inclusion	  of	  such	  webinar-­‐like	  formats	  in	  L2	  listening	  tests	  would	  discourage	  passive	  listening	  and	  promote	  active,	  or	  rather	  interactive,	  listening.	  Combined	  with	  integrated	  assessment	  tasks,	  interactive	  listening	  can	  contribute	  to	  the	  authenticity	  of	  tasks	  that	  are	  designed	  to	  measure	  L2	  learners’	  ability	  to	  listen	  and	  respond	  in	  the	  target	  language	  use	  situation.	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Questions	  for	  Part	  1	  	  Question	  1:	  What	  is	  the	  main	  purpose	  of	  this	  lecture?	  
a) To	  describe	  the	  structure	  and	  functions	  of	  neurons1.	  b) To	  argue	  that	  neurons	  can	  change	  their	  length	  and	  quantity.	  c) To	  explain	  the	  importance	  of	  neurons	  in	  the	  body	  signals.	  d) To	  demonstrate	  that	  neurons	  are	  similar	  to	  other	  brain	  cells.	  	  Question	  2:	  According	  to	  the	  professor,	  which	  of	  the	  following	  is	  true	  about	  neurons?	  a) Neurons	  send	  sixty	  types	  of	  signals	  to	  the	  body.	  
b) Neurons	  consist	  of	  three	  major	  components.	  c) Neurons	  do	  not	  affect	  the	  work	  of	  muscles.	  d) Neurons	  do	  not	  regrow	  in	  the	  brain	  once	  they	  are	  lost.	  	  Question	  3:	  What	  was	  one	  piece	  of	  information	  given	  about	  the	  dendrites?	  a) They	  can	  insulate	  a	  Myelin	  sheath.	  
b) They	  receive	  excitatory	  or	  inhibitory	  signals.	  c) They	  can	  connect	  sensation	  and	  action.	  d) They	  have	  the	  same	  length	  as	  axons.	  	  Question	  4:	  	  The	  professor	  compares	  a	  neuron	  to	  a	  gun	  to	  show	  that	  ___________	  a) neurons	  rely	  on	  quick	  chemical	  reactions.	  b) neurons	  can	  fire	  as	  fast	  as	  guns.	  
c) neurons	  either	  fire	  or	  they	  do	  not.	  d) neurons	  are	  as	  powerful	  as	  guns.	  	  Question	  5:	  	  According	  to	  the	  professor,	  which	  of	  the	  following	  is	  true	  about	  axons?	  	  








                                                










Questions	  for	  Part	  2	  	  Question	  6:	  	  What	  is	  the	  main	  purpose	  of	  this	  lecture?	  	  a) To	  argue	  that	  it	  is	  impossible	  to	  see	  exoplanets	  from	  telescopes.	  b) To	  describe	  the	  size	  and	  shape	  of	  an	  exoplanet.	  c) To	  explain	  the	  large	  number	  of	  exoplanets	  in	  science	  fiction	  stories.	  
d) To	  show	  an	  exoplanet	  in	  orbit	  around	  a	  nearby	  star.	  	  Question	  7:	  	  What	  was	  one	  piece	  of	  information	  given	  about	  exoplanets?	  a) Exoplanets	  are	  different	  from	  planets	  in	  our	  galaxy.	  
b) Exoplanets	  were	  discovered	  only	  a	  decade	  ago.	  c) Exoplanets	  are	  visible	  with	  a	  naked	  eye.	  d) Exoplanets	  were	  first	  found	  near	  the	  star	  Sirius.	  	  Question	  8:	  According	  to	  the	  lecture,	  which	  of	  the	  following	  is	  true	  about	  Sirius?	  	  a) It	  is	  a	  unique	  star	  because	  of	  the	  spikes.	  b) It	  is	  the	  largest	  star	  in	  our	  galaxy.	  
c) It	  is	  the	  brightest	  star	  in	  the	  sky.	  d) It	  is	  believed	  to	  have	  an	  atmosphere.	  	  Question	  9:	  	  According	  to	  the	  professor,	  which	  of	  the	  following	  is	  true	  about	  the	  spikes	  around	  Sirius?	  a) The	  spikes	  can	  predict	  the	  size	  and	  shape	  of	  an	  exoplanet’s	  orbit.	  
b) The	  spikes	  are	  caused	  by	  the	  optics	  of	  the	  telescope.	  c) The	  spikes	  indicate	  that	  there	  is	  an	  exoplanet	  near	  Sirius.	  d) The	  spikes	  show	  that	  Sirius	  has	  a	  bright	  atmosphere.	  	  Question	  10:	  	  For	  what	  reason	  did	  the	  professor	  mention	  a	  swimming	  pool	  in	  his	  lecture?	  





















Questions	  for	  Part	  3	  	  Question	  11:	  	  What	  is	  the	  main	  purpose	  of	  this	  lecture?	  a) To	  analyze	  the	  differences	  between	  the	  naturalists	  and	  the	  antinaturalists.	  
b) To	  argue	  that	  the	  history	  of	  political	  theory	  can	  be	  divided	  in	  multiple	  
ways.	  c) To	  describe	  philosophies	  that	  can	  be	  traced	  back	  to	  Plato.	  d) To	  evaluate	  the	  philosophical	  boundaries	  of	  Western	  political	  thinking.	  	  	  Question	  12:	  What	  was	  one	  piece	  of	  information	  given	  about	  naturalists?	  a) They	  were	  supporters	  of	  Machiavelli	  laws.	  b) They	  believed	  that	  God	  created	  everything.	  
c) They	  based	  their	  views	  on	  Aristotle’s	  ideas.	  	  d) They	  started	  to	  appear	  in	  the	  17th	  century.	  	  	  	  	  Question	  13:	  	  According	  to	  the	  lecture,	  which	  of	  the	  following	  is	  true	  about	  the	  division	  of	  thought	  into	  naturalists-­‐antinaturalists	  versus	  ancients-­‐moderns?	  a) Both	  were	  displaced	  by	  Enlightenment	  thinking.	  b) Neither	  has	  proven	  to	  be	  accurate.	  c) Both	  have	  similar	  purposes	  
d) Neither	  is	  better	  than	  the	  other.	  	  Question	  14:	  According	  to	  the	  professor,	  which	  of	  the	  following	  is	  true	  about	  the	  Enlightenment	  thinkers?	  	  
a) Their	  views	  evolved	  from	  the	  views	  of	  ancient	  thinkers.	  b) They	  reconciled	  the	  differences	  between	  naturalists	  and	  antinaturalists.	  c) They	  distinguished	  themselves	  from	  Western	  political	  thinkers.	  d) Their	  purpose	  was	  to	  understand	  human	  nature	  and	  God.	  	  Question	  15:	  According	  to	  the	  lecture,	  which	  of	  the	  following	  is	  true	  about	  Utilitarianism?	  a) It	  traces	  all	  the	  way	  back	  to	  Plato	  and	  Aristotle.	  	  















on	  the	  market.	  What	  happens	  here	  is	  some	  people	  who	  are	  willing	  to	  supply	  rental	  units,	  as	  grandmother	  units	  or	  whatever,	  in	  their	  apartments	  or	  whatever,	  at	  lower	  rent,	  they	  are	  just	  not	  willing	  to	  –	  it’s	  not	  profitable,	  it’s	  not	  worth	  the	  hassle,	  and	  they	  take	  their	  units	  off	  the	  market.	  And	  so	  you	  have	  actually	  fewer	  markets,	  fewer	  units	  available	  to	  this	  mass	  of	  people	  that	  wanna	  have	  them.	  So	  the	  basic	  problem	  is	  not	  enough	  units,	  and	  by	  putting	  on	  this	  rent	  control,	  you	  make	  that	  problem	  even	  worse	  by	  having	  fewer	  units	  available.	  	  
	  
Questions	  for	  Part	  4	  Question	  16:	  What	  is	  the	  main	  purpose	  of	  this	  lecture?	  	  
a) To	  argue	  against	  using	  price	  control	  to	  regulate	  the	  economy.	  b) To	  discuss	  the	  reasons	  why	  prices	  change	  on	  a	  regular	  basis.	  	  c) To	  analyze	  the	  impact	  of	  price	  control	  on	  people	  with	  low	  income.	  d) To	  investigate	  why	  there	  is	  a	  lack	  of	  rental	  units	  in	  Berkeley.	  	  Question	  17:	  According	  to	  the	  professor,	  which	  of	  the	  following	  is	  true	  about	  price	  control?	  a) It	  is	  regularly	  used	  to	  reduce	  rising	  prices.	  
b) It	  can	  be	  harmful	  to	  consumers.	  	  c) It	  can	  be	  effective	  for	  regulating	  the	  housing	  market.	  	  d) It	  is	  only	  called	  for	  during	  a	  crisis.	  	  Question	  18:	  What	  was	  one	  piece	  of	  information	  given	  about	  rent	  prices	  in	  a	  freely	  operating	  market?	  a) Rent	  prices	  can	  rise	  or	  fall	  depending	  on	  a	  city	  and	  location.	  b) The	  lack	  of	  cheap	  housing	  can	  negatively	  affect	  the	  rental	  market.	  c) Rent	  prices	  can	  be	  raised	  without	  permission	  from	  the	  government.	  	  
d) The	  cost	  of	  rent	  may	  be	  unfair	  for	  people	  with	  low	  incomes.	  	  Question	  19:	  According	  to	  the	  professor,	  which	  of	  the	  following	  will	  most	  likely	  happen	  if	  the	  rental	  market	  comes	  under	  price	  control?	  a) Finding	  cheap	  apartments	  will	  be	  an	  easy	  process.	  
b) The	  number	  of	  available	  rental	  units	  on	  the	  market	  will	  decrease.	  c) Rental	  business	  will	  further	  develop	  and	  become	  more	  profitable.	  d) More	  rental	  properties	  will	  be	  constructed.	  	  	  Question	  20:	  	  According	  to	  the	  lecture,	  how	  are	  demand,	  supply,	  and	  price	  related	  in	  a	  price-­‐controlled	  market?	  	  a) When	  the	  supply	  rises,	  the	  price	  and	  the	  demand	  fall.	  b) When	  the	  demand	  falls,	  the	  price	  and	  the	  supply	  rise.	  c) The	  demand	  is	  affected	  by	  the	  supply	  but	  not	  by	  the	  price.	  










Questions	  for	  Part	  5	  	  Question	  21:	  	  What	  is	  the	  main	  purpose	  of	  this	  lecture?	  a) To	  imply	  that	  the	  physicalist	  view	  is	  inferior	  to	  the	  dualist	  view.	  b) To	  analyze	  various	  abilities	  of	  a	  human	  body	  and	  mind.	  
c) To	  introduce	  the	  physicalist’s	  view	  on	  what	  a	  person	  is.	  	  d) To	  contrast	  the	  dualist	  and	  the	  physicalist	  views	  of	  mind.	  	  	  Question	  22:	  	  According	  to	  the	  professor,	  from	  the	  dualist	  perspective	  what	  is	  a	  person?	  
a) A	  person	  is	  a	  soul	  that	  is	  connected	  with	  a	  body.	  b) A	  person	  is	  a	  physical	  object	  that	  can	  talk	  .	  c) A	  person	  is	  a	  body	  capable	  of	  rational	  thinking.	  d) A	  person	  is	  a	  soul	  that	  performs	  various	  functions.	  	  	  	  Question	  23:	  What	  was	  one	  piece	  of	  information	  given	  about	  the	  physicalists?	  a) They	  support	  the	  existence	  of	  a	  human	  soul.	  b) They	  expand	  the	  findings	  of	  cognitive	  science.	  
c) They	  believe	  a	  person	  has	  mental	  abilities.	  d) They	  perceive	  any	  physical	  object	  as	  a	  person.	  	  Question	  24:	  According	  to	  the	  professor,	  which	  of	  the	  following	  is	  true	  about	  a	  p-­‐functioning	  body?	  a) A	  p-­‐functioning	  body	  can	  refer	  to	  any	  existing	  human	  body.	  
b) A	  p-­‐functioning	  body	  is	  a	  human	  body	  that	  can	  talk	  and	  think.	  	  c) A	  p-­‐functioning	  body	  can	  be	  described	  by	  a	  canonical	  hierarchy	  of	  p	  functions.	  d) In	  a	  p-­‐functioning	  body,	  mind	  is	  an	  illusion	  that	  emerges	  from	  p	  functions.	  	  Question	  25:	  	  What	  was	  one	  piece	  of	  information	  given	  about	  a	  mind?	  a) A	  mind	  differs	  from	  a	  soul	  in	  several	  important	  ways.	  















continue	  talking	  about	  the	  life	  cycle	  of	  the	  fungi	  beginning	  with	  this	  monokaryon	  state.	  
	  
Questions	  for	  Part	  6	  	  Question	  26:	  What	  is	  the	  main	  purpose	  of	  this	  lecture?	  	  a) To	  summarize	  the	  life	  cycle	  of	  a	  mushroom.	  b) To	  classify	  different	  types	  of	  cells	  in	  mushrooms.	  
c) To	  describe	  the	  structural	  elements	  of	  mushrooms.	  	  d) To	  introduce	  methods	  for	  analyzing	  mushrooms.	  	  Question	  27:	  	  According	  to	  the	  professor,	  which	  of	  the	  following	  is	  true	  about	  mushrooms?	  
a) Most	  of	  the	  mass	  of	  mushrooms	  is	  underground.	  b) Only	  certain	  mushrooms	  can	  develop	  mycelia.	  	  c) Typical	  mushrooms	  can	  have	  only	  one	  nucleus.	  d) Mushrooms	  decrease	  enzyme	  activity	  in	  the	  soil.	  	  Question	  28:	  	  What	  was	  one	  piece	  of	  information	  given	  about	  the	  life	  cycle	  of	  mushrooms?	  	  a) Large	  mushrooms	  can	  reproduce	  without	  a	  mycelium.	  b) The	  life	  cycle	  of	  mushrooms	  can	  last	  only	  for	  one	  year.	  	  c) A	  healthy	  mycelium	  can	  produce	  many	  mushrooms.	  d) Mushrooms	  can	  grow	  faster	  in	  a	  monokaryon	  state.	  	  Question	  29:	  What	  was	  one	  piece	  of	  information	  given	  about	  a	  mycelium?	  	  
a) It	  provides	  nourishment	  for	  a	  mushroom.	  b) It	  is	  killed	  when	  mushrooms	  are	  harvested.	  c) It	  connects	  the	  mushroom’s	  stock	  to	  a	  cap.	  d) It	  reduces	  the	  number	  of	  filaments	  in	  a	  mushroom.	  	  	  Question	  30:	  What	  does	  the	  professor	  suggest	  is	  true	  about	  cells	  in	  mushrooms?	  a) They	  are	  relatively	  independent	  of	  each	  other.	  







Post-­‐test	  Questionnaire	  	  







Sample	  Transcripts	  of	  Retrospective	  Verbal	  Data	  from	  Two	  Participants	  	  Participant	  23	  (ALT	  student)	  	  
Timespan	   Transcript2	  0:00.0	  -­‐	  1:20.0	  	   V1:	  What	  did	  you	  focus	  on	  when	  you	  were	  watching	  this	  video?	  1:20.0	  -­‐	  2:10.3	  	   Since	  there	  is	  no	  information	  here	  that	  can	  help	  me	  with	  answering	  any	  question,	  I	  think	  I	  just	  did	  what	  a	  normal	  human	  would	  do,	  which	  is	  focus	  on	  the	  mouth,	  because	  that's	  what	  we	  usually	  do	  when	  we	  talk	  to	  somebody,	  like	  focus	  on	  the	  face	  and	  the	  mouth,	  because	  his	  clothes	  don't	  help	  me	  at	  all.	  His	  mouth	  might	  help	  me	  in	  case	  I	  don't	  understand	  the	  word	  he	  pronounces,	  lip	  reading	  might	  be	  useful.	  	  2:10.3	  -­‐	  2:16.2	  	   V1:	  why	  do	  you	  think	  focusing	  on	  the	  lips	  is	  useful?	  How	  is	  it	  useful?	  2:16.2	  -­‐	  2:51.5	  	   Well,	  because	  if	  I	  don't	  understand	  a	  word,	  for	  example,	  when	  you	  are	  in	  a	  party,	  where	  is	  a	  lot	  of	  background	  noise	  and	  you	  can't	  exactly	  hear	  what	  the	  person	  says,	  focusing	  on	  the	  mouth	  is	  another	  clue	  to	  what	  the	  person	  said.	  So,	  if	  the	  audio	  input	  is	  not	  good	  enough,	  lip	  reading	  can	  give	  you	  a	  clue	  to	  what	  a	  person	  says.	  Or	  even	  their	  face,	  the	  expression,	  to	  see	  if	  it's	  ironic,	  you	  know,	  where	  he	  emphasizes	  the	  words,	  we	  think	  that's	  the	  question	  that's	  gonna	  pop	  up	  in	  the	  exam.	  	  2:51.5	  -­‐	  2:55.1	  	   V1:	  helpful?	  2:55.0	  -­‐	  3:07.9	  	   Not	  at	  all.	  I	  mean	  I	  like	  looking	  at	  a	  human,	  so	  that's	  the	  only	  thing.	  	  3:07.9	  -­‐	  3:10.1	  	   V1:	  comprehending	  video	  vs.	  audio?	  3:10.1	  -­‐	  3:47.9	  	   I	  personally	  prefer	  watching	  a	  video	  because	  it's	  more	  realistic.	  Since	  I	  am	  a	  student,	  that's	  what	  I	  am	  used	  to,	  like	  looking	  at	  teachers	  as	  they	  are	  explaining.	  And	  some	  teachers,	  they	  really	  move	  their	  hands	  a	  lot	  and	  their	  movements	  are	  interesting,	  so	  it's	  another	  reason	  for	  me	  to	  
                                                






















































































































































1:25:02.0	  -­‐	  1:25:12.5	  	   Q30:	  so	  you	  did	  interpret	  that	  as	  one	  nucleus-­‐one	  nucleus?	  1:25:12.5	  -­‐	  1:25:23.7	  	   Yeah,	  I	  have	  the	  drawing	  for	  one	  cell,	  one	  nucleus	  per	  cell.	  So	  this	  one	  I	  got	  right	  only	  because	  I	  misinterpreted	  the	  prompt.	  But	  now	  I	  wonder	  if...	  1:25:23.7	  -­‐	  1:25:25.3	  	   Q30:	  but	  you	  said	  you	  heard	  him	  saying	  that	  they	  can	  have	  more	  than	  one	  nucleus...	  1:25:25.2	  -­‐	  1:25:35.9	  	   Cells,	  not	  mushroom	  cells.	  And	  because	  I	  ignored	  this	  in	  the	  prompt,	  I	  marked	  [b].	  	  1:25:35.8	  -­‐	  1:26:11.9	  	   We	  are	  done.	  Thank	  you!	  
 
 	  	  Participant	  30	  (English	  99L	  student)	  
 

















































































































































APPENDIX	  D	  	  
Coding	  Categories	  Used	  for	  Coding	  Retrospective	  Verbal	  Data	  in	  NVivo	  
	  	   Name	  of	  Coding	  
Category	  
Description	  of	  Coding	  
Category	  
Guiding	  Question	  from	  
Cued	  Retrospective	  
Reporting	  1	   V	  visual	  focus	  aspects	   Aspects	  of	  videos	  that	  the	  participants	  focus	  on	  during	  the	  test	   What	  did	  you	  focus	  on	  when	  you	  watched	  this	  video?	  2	   V	  visual	  focus	  reasons	   Reasons	  why	  the	  participants	  focus	  on	  videos	  during	  the	  test	   Why	  did	  you	  focus	  on	  these	  aspects	  of	  the	  video	  when	  you	  watched	  it?	  3	   V	  visual	  help	  aspects	   Aspects	  of	  videos	  that	  the	  participants	  find	  helpful	   What	  visual	  information	  in	  the	  video	  was	  helpful?	  4	   V	  visual	  Y	  help	  reasons	   Reasons	  why	  the	  participants	  find	  videos	  helpful	   Why	  was	  visual	  information	  in	  the	  video	  helpful?	  5	   V	  visual	  unhelp	  aspects	   Aspects	  of	  videos	  that	  the	  participants	  find	  not	  helpful	   What	  visual	  information	  in	  the	  video	  was	  not	  helpful?	  6	   V	  visual	  N	  help	  reasons	   Reasons	  why	  the	  participants	  find	  videos	  not	  helpful	   Why	  was	  visual	  information	  in	  the	  video	  not	  helpful?	  7	   V	  visual	  distract	  aspects	   Aspects	  of	  videos	  that	  that	  participants	  find	  distracting	   What	  visual	  information	  in	  the	  video	  was	  distracting?	  8	   V	  visual	  distract	  reasons	   Reasons	  why	  the	  participants	  find	  videos	  distracting	   Why	  was	  visual	  information	  in	  the	  video	  distracting?	  	  9	   V	  vs.	  notes	  focus	  reasons	   Reasons	  why	  the	  participants	  focus	  on	  the	  video	  more	  than	  on	  the	  notes,	  or	  vice	  versa	  
What	  did	  you	  focus	  on	  more:	  watching	  this	  video	  or	  taking	  notes?	  Why?	  10	   V	  vs.	  notes	  help	  reasons	   Reasons	  why	  the	  participants	  find	  the	  video	  more	  helpful	  than	  the	  notes,	  or	  vice	  versa	  







Descriptive	  Codes	  in	  12	  Coding	  Categories	  	  	   Coding	  Category	   Descriptive	  Code	  1	   V	  visual	  focus	  aspects	   V1	  focus	  expecting	  PPT	  V1	  focus	  listening	  only	  V1	  focus	  mouth	  V1	  focus	  notetaking	  V1	  focus	  professor	  V1	  focus	  professor	  movements	  V2	  focus	  arrow	  in	  the	  image	  V2	  focus	  BB	  V2	  focus	  expecting	  professor	  to	  write	  notes	  V2	  focus	  image	  on	  the	  screen	  V2	  focus	  mouth	  V2	  focus	  professor	  V2	  focus	  professor	  writing	  on	  paper	  V2	  focus	  word	  on	  the	  slide	  V3	  focus	  expecting	  info	  on	  PPT	  V3	  focus	  listening	  only	  V3	  focus	  mouth	  V3	  focus	  notetaking	  V3	  focus	  PPT	  slide	  V3	  focus	  professor	  V3	  focus	  word	  in	  PPT	  slide	  V4	  focus	  graph	  V4	  focus	  image	  V4	  focus	  professor	  V4	  focus	  words	  on	  PPT	  slide	  V5	  focus	  body	  movements	  V5	  focus	  expecting	  notes	  on	  BB	  V5	  focus	  legs	  on	  the	  desk	  V5	  focus	  listening	  only	  V5	  focus	  mouth	  V5	  focus	  notetaking	  V5	  focus	  professor	  V6	  focus	  professor	  V6	  focus	  professor	  actions	  V6	  focus	  real	  mushroom	  V6	  focus	  writing	  or	  drawing	  on	  BB	  










funny	  V5	  focus	  R	  seeing	  mouth	  helps	  guess	  words	  V5	  focus	  R	  seeing	  professor	  helps	  focus	  on	  talk	  V6	  focus	  R	  drawing	  aids	  comprehension	  V6	  focus	  R	  information	  not	  familiar	  V6	  focus	  R	  notes	  on	  BB	  related	  to	  talk	  V6	  focus	  R	  professor	  pointing	  V6	  focus	  R	  professor	  showing	  content	  V6	  focus	  R	  professor	  uses	  gestures	  V6	  focus	  R	  seeing	  mouth	  helps	  guess	  words	  V6	  focus	  R	  seeing	  mushroom	  helps	  focus	  V6	  focus	  R	  seeing	  professor	  helps	  focus	  on	  talk	  V6	  focus	  R	  seeing	  words	  on	  BB	  aids	  notetaking	  V6	  focus	  R	  topic	  is	  interesting	  V6	  focus	  R	  whatever	  on	  BB	  is	  important	  V6	  focus	  R	  words	  on	  BB	  help	  connect	  ideas	  
	  3	   V	  visual	  help	  aspects	   V1	  help	  mouth	  V1	  help	  professor	  V2	  help	  gestures	  V2	  help	  picture	  of	  star	  V3	  help	  mouth	  V3	  help	  PPT	  slide	  V3	  help	  seeing	  professor	  V3	  help	  seeing	  written	  words	  V4	  help	  gestures	  V4	  help	  graph	  V4	  help	  mouth	  V4	  help	  picture	  V4	  help	  professor	  V5	  help	  gestures	  V5	  help	  mouth	  V5	  help	  seeing	  professor	  V6	  help	  drawing	  on	  BB	  V6	  help	  passionate	  professor	  V6	  help	  pointing	  V6	  help	  writing	  words	  on	  BB	  





V2	  Yhelp	  image	  helps	  take	  notes	  V2	  Yhelp	  image	  relevant	  to	  talk	  V2	  Yhelp	  pointing	  to	  the	  image	  V2	  Yhelp	  seeing	  visual	  helps	  focus	  V2	  Yhelp	  video	  has	  content	  V3	  Yhelp	  PPT	  aids	  comprehension	  V3	  Yhelp	  PPT	  helped	  answer	  questions	  V3	  Yhelp	  seeing	  professor	  aids	  comprehension	  V3	  Yhelp	  seeing	  professor	  helps	  focus	  V3	  Yhelp	  seeing	  words	  helps	  answer	  q-­‐s	  V3	  Yhelp	  seeing	  written	  word	  aids	  comprehension	  V3	  Yhelp	  words	  on	  PPT	  relevant	  to	  talk	  V4	  Yhelp	  graph	  aids	  comprehension	  V4	  Yhelp	  graph	  helps	  notetaking	  V4	  Yhelp	  graph	  related	  to	  talk	  V4	  Yhelp	  has	  background	  knowledge	  about	  graph	  V4	  Yhelp	  image	  helps	  understand	  the	  topic	  V4	  Yhelp	  visual	  helps	  focus,	  is	  more	  authentic	  V5	  Yhelp	  gestures	  affect	  interest	  V5	  Yhelp	  gestures	  are	  relaxing	  V5	  Yhelp	  gestures	  helpful	  V5	  Yhelp	  professor	  has	  passion-­‐helps	  focus	  V5	  Yhelp	  professor's	  narration	  helped	  visualize	  V5	  Yhelp	  seeing	  mouth	  helps	  visualize	  pronunciation	  V5	  Yhelp	  seeing	  professor	  helps	  focus	  V5	  Yhelp	  seeing	  professor	  helps	  notetaking	  V6	  Yhelp	  has	  background	  knowledge	  V6	  Yhelp	  not	  familiar	  with	  topic	  V6	  Yhelp	  seeing	  written	  words	  aids	  comprehension	  V6	  Yhelp	  seeing	  written	  words	  helps	  answer	  q-­‐s	  V6	  Yhelp	  talk	  followed	  by	  notes	  and	  pic	  V6	  Yhelp	  visual	  aids	  comprehension	  V6	  Yhelp	  visual	  helps	  answer	  q-­‐s	  V6	  Yhelp	  visuals	  aids	  notetaking	  V6	  Yhelp	  visuals	  related	  to	  talk	  V6	  Yhelp	  visuals	  show	  content	  that	  is	  hard	  to	  imagine	  V6	  Yhelp	  written	  words	  related	  to	  picture	  





V2	  unhelp	  not	  much	  content-­‐only	  one	  image	  V3	  unhelp	  looking	  at	  professor	  V3	  unhelp	  mouth	  V3	  unhelp	  PPT	  slide	  V4	  unhelp	  graph	  V4	  unhelp	  image	  V4	  unhelp	  looking	  at	  professor	  V5	  unhelp	  gestures	  V5	  unhelp	  looking	  at	  professor	  V6	  unhelp	  everything	  except	  BB	  V6	  unhelp	  looking	  at	  professor	  





V5	  Nhelp	  gestures	  not	  helpful	  V5	  Nhelp	  no	  content	  in	  video	  V5	  Nhelp	  professor	  not	  putting	  anything	  on	  BB	  V5	  Nhelp	  video	  not	  related	  to	  talk	  V6	  Nhelp	  video	  not	  interesting	  
	  7	   V	  visual	  distract	  aspects	   V1	  distr	  gestures	  V1	  distr	  lights	  go	  off	  V1	  distr	  pointing	  at	  smth	  not	  visible	  V1	  distr	  professor	  walking	  V2	  distr	  image	  of	  star	  V2	  distr	  nervous	  professor	  V2	  distr	  overhead	  projector	  V2	  distr	  watermark	  Yale	  University	  V3	  distr	  PPT	  slide	  V3	  distr	  professor's	  voice	  V4	  distr	  graph	  V4	  distr	  image	  V4	  distr	  professor	  V5	  distr	  legs	  on	  the	  desk	  V5	  distr	  movements	  V5	  distr	  professor's	  appearance	  V6	  distr	  focusing	  on	  listening	  and	  looking	  at	  BB	  V6	  distr	  focusing	  on	  unknown	  words	  





listening	  V5	  Ydistr	  legs	  on	  desk	  not	  appropriate	  V5	  Ydistr	  lost	  focus	  because	  of	  legs	  on	  desk	  V5	  Ydistr	  movements	  distract	  from	  focusing	  V5	  Ydistr	  professor	  different	  from	  previous	  experience	  V5	  Ydistr	  professor	  moving	  V5	  Ydistr	  professor	  too	  lively	  V5	  Ydistr	  video	  draws	  attention	  away	  from	  listening	  V6	  Ydistr	  unknown	  words	  distract	  from	  focusing	  










notes	  VN4	  focus	  understanding	  graph	  helps	  answer	  q-­‐s	  VN4	  focus	  video	  illustrates	  talk	  VN5	  focus	  can	  understand-­‐doesn't	  need	  notes	  VN5	  focus	  can't	  multitask	  VN5	  focus	  can't	  understand-­‐focuses	  on	  video	  VN5	  focus	  look	  at	  professor's	  mouth	  VN5	  focus	  lots	  of	  repetition-­‐info	  load	  is	  light	  VN5	  focus	  professor	  is	  interesting	  VN6	  focus	  can	  remember,	  doesn't	  want	  to	  miss	  info	  VN6	  focus	  can't	  multitask	  VN6	  focus	  notes	  are	  in	  video	  already	  VN6	  focus	  notes	  copied	  from	  notes	  on	  BB	  VN6	  focus	  video	  aids	  comprehension	  VN6	  focus	  video	  more	  important	  VN6	  focus	  video	  provides	  content	  X5	  focus	  not	  helpful	  





NV6	  help	  notes	  include	  notes	  from	  BB	  and	  more	  NV6	  help	  professor's	  notes	  and	  explanation	  clear	  VN1	  help	  can	  remember	  info	  without	  notes	  VN1	  help	  lecture	  difficult-­‐can't	  take	  notes	  VN2	  help	  prof's	  pointing	  helps	  guide	  attention	  VN2	  help	  takes	  notes	  only	  when	  info	  is	  important	  VN2	  help	  talk	  related	  to	  the	  picture	  VN2	  help	  video	  easy,	  can	  remember-­‐no	  need	  for	  notes	  VN2	  help	  video	  helps	  guess	  information	  VN3	  help	  can	  understand	  lecture-­‐no	  needs	  for	  notes	  VN3	  help	  lecture	  not	  clear-­‐needs	  to	  focus	  on	  video	  VN4	  help	  can	  understand	  lecture-­‐no	  need	  for	  notes	  VN4	  help	  familiar	  info-­‐no	  need	  for	  notes	  VN4	  help	  graph	  is	  better	  language	  than	  text	  VN4	  help	  graph	  is	  important-­‐focus	  on	  graph	  VN4	  help	  lecture	  easy	  to	  understand	  VN4	  help	  understand	  graph-­‐no	  need	  to	  take	  notes	  VN5	  help	  prof	  speaks	  fast-­‐can't	  take	  notes	  VN5	  help	  professor	  is	  interesting	  VN5	  help	  will	  miss	  info	  if	  takes	  notes	  VN6	  help	  can	  take	  notes	  only	  if	  understands	  talk	  VN6	  help	  drawing	  aids	  comprehension	  VN6	  help	  not	  good	  note-­‐taker	  VN6	  help	  video	  activates	  background	  knowledge	  VN6	  help	  video	  has	  much	  info	  VN6	  help	  video	  helps	  notetaking	  VN6	  help	  visual	  helped	  answer	  q-­‐s	  X3	  help	  can't	  understand	  anything,	  unfamiliar	  major	  X3	  help	  can't	  understand-­‐can't	  take	  notes	  X5	  help	  relies	  on	  audio	  and	  memory	  





V	  no	  notes	  no	  q-­‐s	  preview-­‐notetaking	  useless	  V	  no	  notes	  note-­‐taking	  distracting	  V	  no	  notes	  professor	  wrote	  notes	  on	  BB-­‐no	  need	  for	  notes	  V	  no	  notes	  short	  lectures	  V	  no	  notes	  talking	  too	  fast	  V	  no	  notes	  topic	  not	  familiar-­‐can't	  take	  good	  notes	  V	  no	  notes	  uncomfortable	  desk	  V	  no	  notes	  video	  distracted	  from	  notetaking	  







Pattern	  Codes	  in	  Six	  Coding	  Categories	  	  	   Coding	  Category	   Pattern	  Code	  1	   V	  visual	  focus	  aspects	   V	  focus	  listening	  only	  V	  focus	  note-­‐taking	  V	  focus	  professor's	  appearance	  and	  talk	  V	  focus	  professor's	  movements	  and	  actions	  V	  focus	  professor's	  visual	  content	  delivery	  V	  focus	  textual	  information	  V	  focus	  visual	  aids	  
	  2	   V	  visual	  focus	  reasons	   V	  focus	  R	  expecting	  visual	  content	  to	  be	  shown	  V	  focus	  R	  nothing	  to	  look	  at	  except	  professor	  V	  focus	  R	  professor	  moves	  and	  acts	  V	  focus	  R	  seeing	  mouth	  aids	  comprehension	  V	  focus	  R	  seeing	  professor	  helps	  focus	  V	  focus	  R	  professor's	  personality	  attracts	  attention	  V	  focus	  R	  topic	  is	  interesting	  or	  familiar	  V	  focus	  R	  visual	  helps	  comprehension	  V	  focus	  R	  visual	  is	  related	  to	  the	  talk	  V	  focus	  R	  expecting	  visual	  to	  be	  helpful	  V	  focus	  R	  visual	  helps	  note-­‐taking	  V	  focus	  R	  miscellaneous	  
	  3	   V	  visual	  help	  aspects	   V	  help	  professor	  V	  help	  professor's	  mouth	  V	  help	  gestures	  V	  help	  visual	  aids	  V	  help	  textual	  information	  
	  4	   V	  visual	  Y	  help	  reasons	   V	  Yhelp	  professor's	  actions	  are	  helpful	  V	  Yhelp	  seeing	  mouth	  helps	  comprehension	  V	  Yhelp	  seeing	  professor	  helps	  focus	  V	  Yhelp	  familiarity	  with	  topic	  V	  Yhelp	  seeing	  visual	  helps	  answer	  questions	  V	  Yhelp	  seeing	  visual	  helps	  comprehension	  V	  Yhelp	  seeing	  visual	  helps	  focus	  V	  Yhelp	  seeing	  visual	  helps	  note-­‐taking	  V	  Yhelp	  visual	  is	  related	  to	  the	  talk	  V	  Yhelp	  seeing	  text	  helps	  answer	  questions	  V	  Yhelp	  seeing	  text	  helps	  comprehension	  V	  Yhelp	  text	  is	  relevant	  to	  the	  talk	  V	  Yhelp	  miscellaneous	  





V	  distr	  visual	  aid	  V	  distr	  miscellaneous	  
	  6	   V	  visual	  distract	  reasons	   V	  Ydistr	  professor's	  movements	  and	  actions	  distracting	  V	  Ydistr	  problems	  with	  interpreting	  visuals	  V	  Ydistr	  watching	  visual	  distracts	  from	  listening	  V	  Ydistr	  miscellaneous	  







Scores	  Representing	  the	  Helpfulness	  (1)	  and	  Unhelpfulness	  (0)	  of	  Visual	  
Information	  for	  Answering	  Questions	  on	  the	  VALT	  (n	  =	  33)	  	  1.	  Context	  Video	  Subtest	  (Videos	  1,	  3,	  and	  5),	  k	  =	  15	  	  
Participants	   	  Scores	  for	  Visual	  Helpfulness/Unhelpfulness	  	  
Video	  1	  (Q	  1-­‐5)	   Video	  3	  (Q	  11-­‐15)	   Video	  5	  (Q	  21-­‐25)	  	  





2.	  Content	  Video	  Subtest	  (Videos	  2,	  4,	  and	  6),	  k	  =	  15	  	  
Participants	   Scores	  for	  Visual	  Helpfulness/Unhelpfulness	  
Video	  2	  (Q	  6-­‐10)	   Video	  4	  (Q	  16-­‐20)	   Video	  6	  (Q	  26-­‐30)	  	  







Results	  of	  Eye	  Calibration	  for	  Each	  Participant	  in	  the	  Eye-­‐tracking	  Group	  	  
(n	  =	  33)	  	  Participant	  1	  







	  	  	  	  Participant	  4	  






	  	  	  	  Participant	  6	  






	  	  	  	  Participant	  8	  






	  	  	  	  Participant	  10	  






	  	  	  	  Participant	  12	  






	  	  	  	  Participant	  14	  






	  	  	  	  Participant	  16	  






	  	  	  	  Participant	  18	  






	  	  	  	  Participant	  20	  






	  	  	  	  Participant	  22	  






	  	  	  	  Participant	  24	  






	  	  	  	  Participant	  26	  






	  	  	  	  Participant	  28	  






	  	  	  	  Participant	  30	  






	  	  	  	  Participant	  32	  














Quality	  of	  Eye-­‐tracking	  Data	  Obtained	  from	  the	  Eye-­‐tracking	  Group	  
Participants	  (n	  =	  33)	  	  
Participant	   Average	  Quality	  of	  Eye-­‐tracking	  Data,	  %	  1	   99	  2	   97	  3	   92	  4	   98	  5	   89	  6	   92	  7	   92	  8	   94	  9	   93	  10	   93	  11	   85	  12	   95	  13	   96	  14	   96	  15	   97	  16	   93	  17	   93	  18	   94	  19	   94	  20	   94	  21	   94	  22	   95	  23	   93	  24	   95	  25	   95	  26	   95	  27	   97	  28	   94	  29	   97	  30	   96	  31	   98	  32	   93	  33	   94	  Average	   94	  	  	  
