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Abstract
We study projective functors (i.e. direct summands of compositions
of translations through walls) for parabolic versions of O as well as for
integral regular blocks outside the critical hyperplanes in the symmetriz-
able Kac-Moody case. It turns out that in both situations the functors
are completely determined by their restriction to the additive category
generated by (the limit of) a ‘full projective tilting’ object. We describe
how projective functors in the parabolic setup give rise to an invariant of
tangle cobordisms and formulate a conjectural direct connection to Kho-
vanov homology. Our main result, however, is the classification theorem
for indecomposable projective functors in the Kac-Moody case verifying
a conjecture of F. Malikov and I. Frenkel.
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Introduction
The original motivation of this paper was the spectacular “categorification pro-
gram” described in [BFK99], where the authors propose a way to get tangle
invariants via the representation theory of the Lie algebras sln. A first step in
this programmewas carried out in [Str05] where the main conjectures of [BFK99]
were proved, thus providing a functorial tangle invariant. The functors there
are built up from the so-called projective functors by some cone construction;
these give tilting complexes and derived equivalences which provide a functorial
action of the braid groups. The beautiful and amazing fact is that these func-
tors lead to an “enriched” Jones invariant: the combinatorics of these functors
(on the level of the Grothendieck group) is given by the Jones polynomial for
tangles (see [Str05, Remark 7.3]). In the present paper we will mainly address
the following three topics:
Invariants of tangles and cobordisms.
We follow the philosophy of [Rou] for example and consider not only the func-
tors, which provide an invariant of tangles, but also natural transformations
between them. This gives us (Theorem 2.5, Theorem 2.6) a “functorial realiza-
tion” of the tangle 2-category: The functorial invariant from [Str05] associates
to each tangle diagram a functor leading to a tangle invariant (up to shifts). In
the present paper we will show that the indeterminacy up to shifts disappears if
we work with oriented tangles instead and get therefore a functorial invariant of
oriented tangles. Moreover, the tangle invariants will be enriched by assigning
to each cobordism between two oriented tangles a natural transformation be-
tween the corresponding functors. We will prove that, up to scalars, this defines
an invariant of cobordisms. Hence, we construct a 3-dimensional TQFT for ma-
nifolds with corner. It would be interesting to know whether the indeterminacy
up to scalars can be explained in terms of an additional geometric or topological
structure on the cobordisms.
Projective functors in the parabolic case and Khovanov homology.
We show that projective functors (and their morphisms) for the parabolic ver-
sions of the Bernstein-Gelfand-Gelfand categoryO are determined by evaluating
at what we call a full projective tilting object (Theorem 1.8). This generalises
the classification result of [BG80] for the projective functors of the category O
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to the parabolic versions of O, as well as the result of W. Soergel [Soe90] which
says that the combinatorics of the category O is given by the endomorphism
ring of a full projective tilting module. We conjecture that this result provides a
direct link between the functorial invariants from [Str05] and the Khovanov ho-
mology introduced in [Kho00] and [Kho02] (Conjecture 2.9 and Example 2.10).
In particular, the combinatorics of Khovanov’s homology should give a combi-
natorial description of the category of projective functors for certain parabolic
categories O corresponding to sln. On the other hand the approach towards
invariants of tangles and cobordisms we will describe is much “richer” than the
one of [Kho02], since the underlying categories can be used to categorify (at
least the main structures of) the tensor category of finite dimensional modules
over the quantum group Uq(sl2). It provides for example a categorical interpre-
tation of the (dual) canonical bases and the Schur-Weyl duality. The first steps
in this direction (using a Koszul dual setup) can be found in [FKS], based on
[BFK99].
The classification of projective functors in the Kac-Moody case:
The classification theorem of projective functors in [BG80] and the Kazhdan-
Lusztig combinatorics together can be formulated (in “modern” language) as
follows: The projective endofunctors of the principal block of the category O
associated with a semisimple complex Lie algebra g form a ringoid which is iso-
morphic to the ringoid Z[W ] of the associated Coxeter group. We will generalise
this result to the case where g is a symmetrizable Kac-Moody algebra. The first
problem which occurs there is how to define projective functors. In [MF99a],
[MF99b] such functors (so-called tilting functors) were defined for blocks of
the category O outside the critical hyperplanes associated to a symmetrizable
Kac-Moody algebra. The definition uses the highly non-trivial Kazhdan-Lusztig
tensoring. In [MF99a] and [MF99b], I. Frenkel and F. Malikov also formulated
a classification theorem in analogy to [BG80]. Unfortunately, there is a gap in
the proof which, so far, cannot be fixed. Therefore, instead of following this
path and using the Kazhdan-Lusztig tensoring, we define projective functors
in terms of translation functors as they appear in [Nei88], [Nei89] and [Fie03],
and then prove the classification theorem proposed by I. Frenkel and F. Malikov.
We begin the paper by recalling the basics about parabolic category O. The
first result is Theorem 1.8 which gives a description of homomorphism spaces
between projective functors on the parabolic categoryO. This result is probably
well-known to specialists, but we were unable to find it in the literature. The
theorem states that the morphisms between projective functors F and G are the
bimodule homomorphisms between F (T ) and G(T ), where T is a full projective
tilting module. In the special case of the principal block O0 of O this comes
down to the well-known statement that morphisms between projective functors
are simply the bimodule morphisms between certain special bimodules defined
by W. Soergel. As an illustration we reprove the classification of projective
functors from [BG80] using the Theorem 1.8 and Soergel’s bimodules. Although
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the arguments are all taken from [Soe92], there is a slight (but for our purposes
important) difference between our approach and the ones in [Soe92] and [BG80]:
they work either with Harish-Chandra bimodules or with a deformed version of
category O0 with deformation ring being the (localised) universal enveloping
algebra S(h); we work with a specialisation with respect to the centre C of the
category O0. For our purposes this is much stronger, since it can be generalised
to the case of Kac-Moody algebras where it is not clear how to define Harish-
Chandra bimodules. It fits also better with the combinatorics of O0 described
in [Soe90] and generalised in [Fie04] to blocks (outside the critical hyperplanes)
of category O for any symmetrizable Kac- Moody algebra.
This will be helpful in the last section when we define projective functors for
blocks (outside the critical hyperplanes) of symmetrizable Kac–Moody algebras
based on the translation functors defined in [Nei88], [Nei89] and [Fie03]. By
definition, a projective functor is nothing else than a direct summand of direct
sums of compositions of translations through walls. This definition works over
any deformation ring, in particular we will deform with the centre Z of the
category. Any projective functor F will have a deformed version FZ .
For the principal block O0 of the classical category O of some semisimple
Lie algebra g, the centre Z is the endomorphism ring of a full projective-tilting
module T , namely the indecomposable projective module with anti-dominant
highest weight ([Soe90]). On the other hand, Z is also the endomorphism ring
of any Z-deformed Verma module ∆Z(λ) in the principal block ([Soe92]). As
a special case of Theorem 1.8 we get that any projective endofunctor F is
completely determined by the g ⊗C Z-module F (T ) which is isomorphic (as a
bimodule) to FZ∆Z(0). The latter is a projective object in the Z-deformed
category O. If we specialise to the usual category O we get a projective object
in the principal block of O. This procedure gives a natural bijection between
(indecomposable) projective endofunctors of O0 and (indecomposable) projec-
tive objects in O0 and a description of homomorphisms between such projective
functors (see Section 1).
For Kac-Moody algebras the principal idea will be the same, but there are
several obstacles to pass. Given a block OΛ (outside the critical hyperplanes)
it could happen that we have either (in the so-called positive level) enough pro-
jective modules, but no tilting modules and no anti-dominant weight, or we
have tilting modules and an anti-dominant weight, but not necessarily projec-
tive modules (in the negative level). In particular, there need not to be a full
projective-tilting module. We first concentrate on blocks, where there is an
anti-dominant weight and use the idea of [RCW82] (in the special situation of
[Fie03]) that one should use a limit of projective modules from truncated cate-
gories to get an analogue for Soergel’s antidominant projective module and then
construct a fake full projective tilting module. We show in Theorem 3.5 that its
endomorphism ring coincides with the centre Z of the category OΛ (verifying
a conjecture of P. Fiebig). Applying the tilting equivalence τ from [Soe97a],
which is based on independent work of S. Arkhipov and A. Voronov, one ob-
tains some block Oτ(Λ) which contains a dominant weight τ(λ). There, we have
the deformed Verma module ∆Z(τ(λ)) with endomorphism ring Z and have
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also translation functors (through walls) as defined in [Fie03]. In particular,
our previous definition of projective endofunctors makes sense. Via the equiv-
alence τ any such projective functor F induces some endofunctor, say τ(F ), of
the block we started with. We call these functors also projective. Via τ , the
projective modules in blocks of positive level become tilting modules in blocks
of negative level, hence these projective functors τ(F ) map tilting modules to
tilting modules. This is the reason why what we call “projective functors” are
called “tilting functors” in [MF99b]. In analogy to the classical situation we
will prove the following result which is a natural generalisation of [BG80] and
coincides with the conjectural classification theorem in [MF99a] (note the typo
in the formulation there).
Theorem. Let g be a symmetrizable Kac-Moody algebra over C. Let OC,Λ be a
regular block, outside the critical hyperplanes, of the corresponding category O
such that Λ contains an antidominant weight λ.
(a) Let Z denote the centre of OC,Λ. Let FC, GC : OC,Λ → OC,Λ be compositions
of translations through walls with corresponding deformed functors FZ , GZ :
OZ,Λ → OZ,Λ. Let ∆Z(λ) be the Z-deformed Verma module with highest
weight λ. Then there is an isomorphism of vector spaces (or even of rings
if FC ∼= GC)
Hom(FC, GC) ∼= Homg⊗Z(FZ∆Z(λ), GZ∆Z(λ)).
(b) There are natural bijections of isomorphism classes
{
indecomposable projective endofunctors of OC,Λ)} F
l 1:1 ↓{
indecomposable tilting objects of OC,Λ
}
F (∆C(λ))
l 1:1 ↓{
indecomposable projective objects of OC,τ(Λ)
}
τ(F (∆C(λ)))
l 1:1 ↓{
indecomposable projective endofunctors of OC,τ(Λ)} τ(F )
The theorem implies in the classical case of a finite dimensional Lie algebra
the results of [Bac01, Section 4]. With the results from Kazhdan-Lusztig the-
ory, it follows that the projective functors from OΛ to itself categorify the group
algebra of the Coxeter group corresponding to the block OΛ.
Certainly, one would like to have an explicit description of the centre Z. A
first step to solve this problem was done in [Fie03], where the centre of a certain
deformation OS(0),Λ of OC,Λ was determined. However, it remained an essential
open question if specialisation gives rise to the specialised centre (as was im-
plicitly claimed in [Fie03]). The methods of [Fie03] are not sufficient to confirm
this claim. In general, the deformed situation is quite different from and much
”easier” than the specialised one (see e.g. [Fie04, Theorem 3.12] in comparison
to Soergel’s Structure Theorem [Soe90]). However, we prove in Theorem 3.5
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that the centre behaves well under specialisation, and together with the main
result of [Fie03] it turns out that the endomorphism ring of the fake full projec-
tive module mentioned above is a completion of the cohomology ring (see e.g.
[KK79]) of the full flag manifold corresponding to the Langlands dual group.
In particular, it has a natural grading. Therefore, the next step would be to
consider a graded version of the category O for Kac–Moody algebras in analogy
to [BGS96] and define graded versions of projective functors using the approach
of [Str03a]. In this way one should get a categorification of the generic Hecke
algebra instead of just a categorification of the group algebra.
Let us come back to our invariants of tangles and cobordisms mentioned
earlier. A classical knot is an embedded circle in R3. Knot diagrams are generic
projections of the image of such an embedding onto the plane. Two knot dia-
grams represent (up to ambient isotopy) the same knot if and only if they are
related via a sequence of Reidemeister moves. These moves can be considered
as surfaces in R3× [0, 1] properly mapped into R2× [0, 1], where the boundaries
R2×{0} and R2×{1} are strings before and after the move. On the other hand,
any such knot diagram can be decomposed into generating elementary parts by
introducing a so-called height function. We have (see e.g. [CRS97, Theorem
2.2.1]) the following
Fact(R): two knot diagrams with a height function represent (up to ambient
isotopy) the same knot if and only if they are related via a sequence
of Reidemeister, T -, H- and N -moves. (see Section 2, Figure 2.3.1).
Instead of working with knots we will consider tangles. That means we fix
a finite number (say m and n) of points in R2 × {0} and R2 × {1} respectively.
An (m,n)-tangle is a set of disjoint smooth curves in R2 × [0, 1], intersecting
the boundary in n+m points, which are exactly the n+m endpoints of all the
non-closed smooth curves. Any generic projection to the plane gives a tangle
diagram. As for knot diagrams, Fact (R) holds and all the tangles can be writ-
ten as a composition of elementary tangles which are depicted in Figure 2.2.1.
Just as for knots, the moves have interpretations in terms of generic (knotted)
surfaces (or cobordisms) properly embedded into R3 × [0, 1], where the bound-
aries are the tangles before and after the move. Such a surface can be described
via a family Dt, t ∈ [0, 1] of tangle diagrams by first projecting the surface to
R2 × [0, 1], and then letting Dt be the diagram representing the intersection
with the planes R2 × {t}. There are only finitely many critical points for t,
which means between these points the diagrams undergo just planar isotopies.
One can therefore describe the surfaces by a finite sequence of diagrams which
represent the intersections at critical points. These sequences are called movies.
In this way, any cobordism (or knotted surface in [CRS97]) between tangles can
be described via a movie. In Figure 2.2.2 one can find 8 movies displayed. D.
Roseman [Ros98] defined Reidemeister moves for surfaces and proved that two
movies represent (up to ambient isotopy) the same knotted surface if and only
if they are related via a sequence of Reidemeister moves.
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In [CRS97] the authors gave a combinatorial description in form of a list
of elementary string interactions and proved that the diagrams associated to
any knotted surface is a finite sequence of elementary string interactions and
that to each such finite sequence there exists in fact a corresponding knotted
surface. Some elementary string interactions are depicted in Figure 2.2.2. The
main theorem of [CRS97] gives a list of movie moves such that two sequences
of elementary string interactions represent (up to ambient isotopy) the same
knotted surface if and only if they are related via a sequence of movie moves.
Examples of such movie moves are depicted in Figure 2.2.2.
In Theorem 2.6 we will extend the functorial invariant of tangles from [Str05]
to an invariant of (oriented) tangles and cobordisms. To any tangle diagram
we associate a functor and to each elementary string interaction we associate a
natural transformation and show that these natural transformations satisfy (up
to scalars) the relations from [CRS97]. Hence we get as a result a functorial
invariant of oriented tangles and cobordisms which can be formulated as follows
(using the notation from Section 1 and Section 2):
Theorem. There is a 2-functor Φor : T anor → Func such that
1. if t1 and t2 are 1-morphisms which differ by a sequence of Reidemeister, T-
, H- or N-moves then there in isomorphism of functors Φor(t1) ∼= Φor(t2).
2. if c1 and c2 are sequences of generating 2-morphisms which differ by a
sequence of movie moves then Φor(c1) = Φ
or(c2).
Invariants of tangles and cobordisms were already obtained by M. Jacobsson
and M. Khovanov ([Jac04], [Kho06]). These two papers contain an “enrichment”
of the knot and tangle invariant introduced by M. Khovanov ([Kho00], [Kho02])
who assigned to each tangle or link diagram the homology of a combinatorially
defined complex of Hn-bimodules for some explicit given algebra Hn. (For a
very nice overview with simplified arguments we refer to [Bar05]).
In the first sight, there is no connection between the homology introduced
by M. Khovanov and the approach proposed in [BFK99] and [Str05]. However,
it turns out that the arguments which establish the extension of [Str05] to an
invariant of cobordisms just mimic the arguments given in [Kho06], provided
one actually proves that the functors have similar properties to the functors
given by tensoring with the complexes of Hn-bimodules considered in [Kho02].
In Section 2 we will establish this and show that the functors share all the
important nice properties. In [Bra02] it is already mentioned that a certain
parabolic category O for sln is equivalent to a module category over an alge-
bra A such that the algebra Hn used in [Kho02] is a subquotient of A. The
algebra A is described in terms of quivers and relations in [Bra02]. Built on
the results of T. Braden, we will formulate a conjecture (Conjecture 2.9) which
bridges the approaches of [BFK99] and [Kho00]. It says the following. Based
on [BFK99], we associate in particular to each (2m, 2n)-tangle t a functor
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Φor(t) :
⊕2n
k=0D
b(gmof -Ak2n) →
⊕2m
k=0D
b(gmof -Ak2m), where D
b(gmof -Akn)
denotes the bounded derived category of the graded version of Opk0 (sl2n) which
is the principal block of the parabolic category O corresponding to sl2n with
parabolic Weyl group isomorphic to Sk ×S2n−k. Recall that for each O
pk
0 (sl2n)
we have a full projective tilting module T k2n. If we first restrict Φ
or(t) to a functor
fromDb(gmof -An2n) toD
b(gmof -Ak2m), and then to perfect complexes of projec-
tive tilting modules we finally assign to each (2m, 2n)-tangle a functor which can
be realized as tensoring with a complex Xˇ(Φor(t)) of (Endg(T2m),Endg(T2n))-
bimodules. We conjecture the following direct connection to Khovanov homol-
ogy:
Conjecture. 1. For any natural number m, there is an isomorphism of al-
gebras pm : Endg(T2m) ∼= Hm, where Hm denotes Khovanov’s algebra.
2. The homological tangle invariant t 7→ H•(XˇΦor(t)) is Khovanov’s invari-
ant.
This conjecture will be illustrated for n = m = 2 in Example 2.10. If this
conjecture is true, we get Khovanov’s tangle homology as a special case of our
much more general approach. Given such a direct connection would embed Kho-
vanov’s approach into the much richer structure coming from [BFK99], where
most of the monoidal category of (quantised) sl2-modules can be seen (see for
example [FKS]), and vice versa it would provide the beautiful, computable and
understandable combinatorics from Khovanov homology to describe the functo-
rial tangle invariants.
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1 The finite dimensional parabolic situation
In this section we study the principal block of parabolic versions of the Bernstein-
Gelfand-Gelfand category O. We define the notion of projective functors gen-
eralising the definition in [BG80] and show that they are determined already
by their restriction to projective modules which are also injective or tilting.
The main result will be a theoretical description of morphism spaces between
projective functors. It turns out that they are naturally graded. With the cor-
rect choice of a parabolic in type A, conjecturally the endomorphism ring of
projective-injective modules gives rise to the algebra which defines Khovanov’s
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homology and therefore provides a representation theoretic interpretation of
Khovanov’s combinatorial approach.
1.1 Notations and Preliminaries
For any ring R we denote by mod -R (mof -R) and R-mod (R-mof) respectively
the category of (finitely generated) right/left R-modules. Likewise, R-mof -S =
R⊗Sopp-mof = mof -Ropp⊗S denotes the category of finitely generated (R,S)-
bimodules. If, additionally, R and S are graded rings the symbols R- gmof,
gmof -R, R- gmof -S etc. denote the corresponding categories of graded modules
with degree preserving morphisms. In the following graded always means Z-
graded. If M = ⊕i∈ZMi ∈ gmof -R is a graded module and n ∈ N, we denote
by M〈n〉 the object in gmof -R such that M〈n〉 = M as right R-module, but
the grading shifted by n, i.e. (M〈n〉)i = Mi−n. By an algebra we always mean
a finite dimensional unitary associative algebra over the complex numbers.
Let g be a finite dimensional semisimple complex Lie algebra with its uni-
versal enveloping algebra U(g). We fix b ⊃ h, a Borel and a Cartan subalgebra.
Let U(b) and U(h) be the corresponding universal enveloping algebras. Let
O = O(g, b) denote the corresponding highest weight category defined by Bern-
stein, Gelfand and Gelfand ([BGG76]). The objects of this category are finitely
generated U(g)-modulesM which are locally U(b)-finite and have a weight space
decomposition M = ⊕Mλ, where Mλ = {m ∈M | hm = λ(h)m} for any h ∈ h.
For precise definitions and properties of O we refer for example to [BG80],
[Jan79], [Jan83].
Let W be the Weyl group corresponding to g with longest element w0 ∈
W and let ρ denote the half-sum of positive roots. The category O has a
decomposition into blocks, more precisely O =
⊕
Oλ−ρ, where λ runs through
the set of dominant weights and Oλ−ρ denotes the block containing the simple
module with highest weight λ − ρ. In particular, O−ρ is semisimple and O0 is
the principal block containing the trivial representation.
We fix a parabolic subalgebra p containing b and consider the parabolic
category Op defined as the full subcategory of O given by locally p-finite ob-
jects. We refer to [RC80] and [Irv85] for properties. We fix P p, a minimal
projective generator of the main block Op0 of O
p and denote Ap = Endg(P
p)
its endomorphism ring. The block decomposition of O induces a decomposition
Op =
⊕
Opλ−ρ. Note that the direct summands could become decomposable or
even trivial. This is however not the case for the principal block Op0 on which
we will focus our attention.
1.2 The algebras Ap = Endg(P
p)
Since P p is a projective generator, the functor Homg(P
p, •) defines an equiva-
lence of categories
ǫp : Op0→˜mof -A
p, (1.1)
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where mof -Ap denotes the category of finitely generated right Ap-modules (see
e.g. [Bas68, Section 2]).
Example 1.1. For g = sln and p a maximal parabolic subalgebra with corre-
sponding Weyl group isomorphic to S1 × Sn−1, the algebra Ap is isomorphic to
the path algebra of the quiver
•
a1
((
•
b1
hh
a2
((
•
b2
hh •
an−1
((
•
bn−1
hh
with vertices 1, 2, . . . , n and the 2n arrows as indicated, with the relations b1a1 =
0, ai+1ai = 0 = bibi+1 and aibi = bi+1ai+1 whenever the expression makes sense.
This is exactly the algebra appearing in [KS02].
In general, a (handy) explicit description of the algebra Ap is not known.
However one can find partial information in the literature. Let us mention some:
For type A or D and p a maximal parabolic, the paper [Bra02] of T. Braden
gives a very nice and useful, but unfortunately not very handy, description
of the algebras Ap in terms of quivers with relations. For the non-parabolic
case p = b some explicit examples can be found in [Str03b], obtained by an
algorithm based on [Soe90] and recently generalised and substantially improved
in [Vyb]. All the algebras Ap can be equipped with a grading which turns them
into Koszul algebras ([BGS96]). In the Example 1.1 the grading is obtained
by putting every path in degree one. The dimension of the algebra can be
determined using the combinatorics of parabolic Kazhdan-Lusztig polynomials
(namely the nx,y in the notation of [Soe97b]; see e.g. [BGS96, Theorem 3.11.4]).
The representation type of the algebras in question is determined in [BN05]. The
categories Op are highest weight categories (in the sense of [CPS88]), hence the
algebras Ap are quasi-hereditary in the sense of [Don98, Appendix].
1.3 Op
0
as highest weight category
For λ ∈ h∗ let Wλ = {w ∈ W | w · λ} denote the stabiliser of λ under the
dot-action w ·λ = w(λ+ ρ)− ρ. We denote by Wp ⊆W the parabolic subgroup
corresponding to p. Let W p denote the set of minimal coset representatives
in Wp\W . The category O
p
0 is a highest weight category where the standard
objects are the (generalised) Verma modules ∆p(x · 0) with highest weights x · 0
for x ∈ W p. Recall that ∆p(x · 0) is the maximal quotient, contained in Op, of
the Verma module ∆(x · 0) = U(g)⊗U(b)Cx·0. We denote by L(x · 0) = L
p(x · 0)
the simple head of ∆p(x · 0) and by P p(x · 0) its projective cover. (The latter
is always considered as a direct summand of P p.) By abuse of language, the
standard, simple and projective modules in mof -Ap are denoted by the same
symbols. A module in Op0 (or in mof -A
p respectively) has a standard flag, if it
has a filtration with subquotients isomorphic to generalised Verma modules (or
standard objects). Any projective module has a standard flag.
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1.4 The full projective tilting module
Let T = T p ∈ mof -Ap be a full projective tilting module, i.e. the direct sum
over all modules constituting a system of representatives for the isomorphism
classes of indecomposable objects which are at the same time projective, tilting
and injective in mof -Ap. (Note that two of these three properties automati-
cally force the third one, since there is a contravariant duality which preserves
simple objects.) In [Irv85], Irving studied projective modules in Op0 and found
a very nice characterisation of projective modules which are also injective. We
summarise the main results of his paper in the following proposition:
Proposition 1.2. ([Irv85]) Let P ∈ Op0 be projective. Then the following are
equivalent
(i) P is injective in Op0 ,
(ii) P is tilting in Op0 ,
(iii) the head of P contains only simple modules of maximal possible Gelfand-
Kirillov dimension,
(iv) any composition factor of the head of P occurs as a submodule in some
standard module ∆p(x · 0),
(v) P is isomorphic to some direct sum of injective hulls of standard modules.
We choose T as a submodule of P p and its endomorphism ringDp = Endg(T )
as a subalgebra of Ap. Note that Dp is always a finite dimensional Frobenius
algebra. If we are in the special situation, where p = b then T is the unique
indecomposable projective-injective module (equivalent to the projective cover
of the simple Verma module) with endomorphism ring C = U(h)/(U(h)W+ ), the
algebra of coinvariants ([Soe90]). In particular, Db is a commutative symmetric
algebra.
Example 1.3. Let us consider the Example 1.1 and denote the indecomposable
projective module corresponding to vertex i by P (i).
a.) If n = 3 then the vertices 1, 2, 3 correspond to the simple objects L(0),
L(s ·0) and L(st ·0), where s, t are simple reflections. The socle series of the
indecomposable projective modules are of the form P p(0) = L(0)|L(s · 0),
P p(s · 0) = L(s · 0)|L(0) ⊕ L(st · 0)|L(s · 0) and P p(st · 0) = L(st · 0)|L(s ·
0)|L(st · 0). Note that P p(0) = ∆p(0), ∆p(s · 0) = L(s · 0)|L(st · 0) and
∆p(st · 0) = L(st · 0). We have T = P (2) ⊕ P (3). For arbitrary n ≥ 2, we
have T =
⊕n
i=2 P (i). If n = 2 then T = P (2) and its endomorphism algebra
is the graded algebra C[x]/(x2), where x is of degree 2. This is exactly the
algebra A〈1〉 in [Kho00].
In general, the module T is quite difficult to describe and its endomorphism
algebra is not known. It is known, however, that for g = sln this algebra is
symmetric, and depends only on the composition describing p, but not on the
partition (see [MS]). Conjecturally the centre of this algebra is the cohomology
ring of the associated Springer fibre (see [Kho04]).
11
1.5 The structure theorem for the category Op
0
The philosophy behind our approach and one reason why we want to consider full
projective-tilting modules is that from the knowledge of the full-tilting module
T with its endomorphism ring Endg(T ) one could in principle recover the whole
category Op. This point of view fits perfectly well with the special case of
Soergel’s description of Ob0 in terms of modules over the coinvariant algebra
Endg(T
b).
An important property of the full tilting module is given by the following
proposition whose proof relies on the fact that projective objects in Op0 can
be built up from the projective Verma module using translation functors and
makes clear how one should understand Irving’s result from Proposition 1.2.
It naturally generalises Soergel’s structure theorem ([Soe90]). To formulate it
we need a little bit more notation. Let θs : O0 −→ O0 denote the translation
through the s-wall as defined for example in [GJ81, Section 3]. The functor
θs is exact and its own biadjoint, hence a so-called Frobenius functor. Note
that θs maps the Verma module ∆(0) to the indecomposable projective module
P (s ·0). By abuse of language we denote by the same symbol also its restriction
θs : O
p
0 −→ O
p
0 as well as the induced endofunctor of mof -A
p (via (1.1)).
Definition 1.4. We call a functor F : Op0 −→ O
p
0 (or F : mof -A
p −→ mof -Ap)
projective if it is a direct sum of direct summands of some composition of trans-
lations through walls. In this case we also say F is a projective functor on Op0
or mof -Ap respectively.
Remark 1.5. Note, that the classification theorem of projective functors from
[BG80] (see Theorem 1.14 below) implies that our usage of the notation projec-
tive functor on Ob0 is compatible with the definition in [BG80]. In this classifi-
cation the functor θs is then the (up to isomorphism unique) projective functor
mapping ∆(0) to the projective module P (s·0). Since P (s·0) is indecomposable,
so is the functor θs (for a direct proof see Lemma 1.10 below).
In the Example 1.3 (a), we have an inclusion of P (0) into P (s · 0) such that
the cokernel can be embedded into P (st · 0). In general the following holds:
Proposition 1.6. Let P ∈ gmof -Ap be projective. Then there exists a projective-
tilting-copresentation, that is an exact sequence of the form
0→ P −→
⊕
I
T −→
⊕
J
T,
for some finite index sets I, J .
Proof. By Proposition 1.2, a module from Op0 is indecomposable projective-
tilting if its socle (=head) is contained in the socle of a Verma module; and visa
versa the projective hull of any simple composition factor occurring in the socle
of a Verma module is injective. Therefore, any standard module, or even any
module from gmof -Ap having a standard flag, embeds into a finite direct sum
of copies of T . If P = ∆p(0) is the projective standard module, then (by weight
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considerations) the cokernel of this embedding has again a standard filtration.
Therefore, the statement of the lemma is true for P = ∆p(0). Hence, there is a
copresentation
0→ ∆p(0)
i
−→
⊕
I
T −→
⊕
J
T,
for some finite sets I and J . Now, any projective module is of the form
F∆p(0) for some projective functor F ([Irv85, Proposition (v)]). On the other
hand, the socles of the indecomposable projective-injective modules in Op0 are
exactly the simple objects with maximal Gelfand-Kirillov dimension (this is
Proposition 1.2). Recall the following general fact: Assume M ∈ Op0 and
Homg(L,M) = 0 for any simple object in O
p
0 not having maximal Gelfand-
Kirillov dimension and let F : Op0 → O
p
0 be a projective functor. Then, by
definition, FM ∈ Op0 , but we also claim that Homg(L, FM) = 0 for any simple
object in Op0 not having maximal Gelfand-Kirillov dimension. To show this let
G be the adjoint functor of F . This is again a projective functor and we get
Homg(L, FM) = Hom(GL,M) = 0, since G does not increase the Gelfand-
Kirillov dimension ([Jan83, Lemma 8.8]), and therefore any quotient of GL has
smaller Gelfand-Kirillov dimension than any arbitrary non-zero submodule of
M ([Jan83, Lemma 8.6]). The claim follows.
In particular, the socle of the cokernel K of F (i) has only composition factors
of maximal Gelfand-Kirillov dimension. Applying again the Proposition 1.2 we
know that the injective hull of K is also projective, hence a direct summand of
some
⊕
I′ T . On the other hand F (T ) is also projective and injective, hence a
direct summand of some
⊕
I′ T . The statement for general P follows.
The following generalises [Soe90, Struktursatz] (see [Str03b, Theorem 10.1])
Corollary 1.7. The functor Vp = Hommof -Ap(T, ǫ(•)) : O
p
0 → mof -D
p is fully
faithful on projectives, i.e. it induces a natural isomorphism
Homg(P1, P2) ∼= Hommof -Dp(V
pP1,V
pP2)
for projective objects P1, P2 ∈ O
p
0 .
Proof. Since any simple object occurring in the socle of a projective object in
Op0 is not annihilated by V
p (Proposition 1.2), the natural map is injective. It
is obviously an isomorphism if P2 = T , since the dimension on both sides is just
the number of simple composition factors of P1 of maximal Gelfand dimension
which equals the dimension of VpP1. Then it is also an isomorphism if P2 is a
finite direct sum of copies of T . For the general case, we take a copresentation
C of P2 coming from an injective-tilting copresentation for ǫP2 via ǫ−1. Then
VpC is exact and stays exact when applying Hommof -Dp(VpP1, •). On the other
hand, applying Homg(P1, •) to C is also exact, since P1 is projective. The desired
result follows then using the Five lemma.
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1.6 Projective functors and projective tilting objects
Any projective functor from mof -Ap to mof -Ap preserves the additive category
of projective tilting objects. In the following we want to show that the functor
is already determined by its restriction to this additive category.
Let F be a projective functor from mof -Ap to mof -Ap then F (T ) ∈ mof -Ap
by definition. It has also a left Dp-module structure given by d.t = F (d)(t)
for any d ∈ Dp, t ∈ F (T ) giving rise to a (Dp, Ap)-bimodule structure. By
abstract nonsense ([Bas68, Section2]), since F is (right) exact, the functor F
is isomorphic to tensoring with the Ap-bimodule F (P p), however we claim the
following stronger result describing the natural transformations Hom(F,G) be-
tween projective functors F and G:
Theorem 1.8. Let F , G be projective functors on mof -Ap. Let T ∈ mof -Ap be
a full projective tilting module. There is an isomorphism of vector spaces (even
of rings if F = G)
Hom(F,G) →˜ HomDp-mof -Ap(F (T ), G(T ))
φ 7→ φT .
Proof. By naturality of the transformation φ, the map φT is in fact a D
p-Ap-
bimodule morphism and therefore, our map is well-defined. We first show that
it is injective. Assume φT = 0. Let P ∈ mof -Ap be projective. There is an
injective-tilting copresentation as in Lemma 1.6. Since F and G are exact and
commute with finite direct sums we get a commutative diagram with exact rows
of the form
0 // F (P ) //
φP

F (
⊕
T )
0

0 // G(P ) // G(
⊕
T ).
Since the vertical map on the right hand side is zero, we have φP = 0 as well.
Using a projective resolution we get φM = 0 for any M ∈ O
p
0 . Therefore, the
map φ 7→ φT is injective.
Let φT ∈ HomDp- mof -Ap(F (T ), G(T )) and let P ∈ mof -Ap be projective with
an injective-tilting copresentation
0→ P
f
−→
⊕
I
T
g
−→
⊕
J
T,
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Since F and G commute naturally with
⊕
, we get a diagram of the form
0 // F (P )
F (f)
// F (
⊕
T )
F (g)
//
≀

F (
⊕
T )
≀
⊕
F (T )
⊕
φT

⊕
F (T )
⊕
φT
⊕
G(T )
≀

⊕
G(T )
≀

0 // G(P )
G(f)
// G(
⊕
T )
G(g)
// G(
⊕
T ),
where the rows are exact. The isomorphisms exist and are natural, since
projective functors commute with direct sums (via the natural isomorphisms
(⊕M)⊗E ∼= ⊕(M ⊗E) for M ∈ O
p
0 and E a finite dimensional module). Since
φT is a (D
p, Ap)-bimodule morphism, it follows that the rectangle in the diagram
above commutes. Since the rows are exact, restriction of the first vertical com-
position to F (P ) induces a unique morphism φP ∈ Hommof -Ap(F (P ), G(P )).
Standard arguments show that φP does not depend on the chosen representation
and defines in fact a natural transformation φ between F and G restricted to the
category of projective right Ap-modules. For N ∈ mof -Ap arbitrary we choose
a projective resolution P •. The naturality of φ defines a morphism of complexes
ΦN : F (P
•) −→ G(P •) inducing a unique map φN ∈ Hommof -Ap(F (N), G(N))
by exactness of F and G. Again, standard arguments show that φN is indepen-
dent of the chosen projective resolution. Moreover, this construction is natural
in the sense that it defines a natural transformation between F and G as functors
on mof -Ap.
Note that VpF (T ) is a Dp-bimodule, where df = F (d) ◦ f and fd = f ◦ d
for d ∈ Dp, f ∈ VpF (T ). From Corollary 1.7 we directly get the following
Corollary 1.9. With the assumptions of Theorem 1.8 there is an isomorphism
of vector spaces
Hom(F,G) →˜ HomDp-mof -Dp(V
pF (T ),VpG(T ))
φ 7→ Vp(φT ).
1.7 The graded version
To make the result stronger we would like to work in a graded setup. From
[BGS96], it is known that Ap can be equipped with a non-negative grading
turning it into a Koszul algebra. (In the example 1.1 the grading is given by
putting all the arrows in degree 1).
We call a module P˜ ∈ gmof -Ap a graded lift of P ∈ mof -Ap if it is isomorphic
to P after forgetting the grading. Projective modules, standard objects and
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simple modules, for each of them exists a graded lift ([Str03a] or for a more
general setup [Zhu04]). Moreover, these lifts are unique up to isomorphism and
grading shift ([Str03a, Lemma 1.5]), since all these modules are indecomposable.
We fix standard lifts with the property that their heads are concentrated in
degree zero. In [Str03a], graded lifts of translation functors are defined. By a
graded lift we mean the following:
Assume C, B are graded rings and let F : C-mod → B-mod be a functor.
Then a functor F˜ : C- gmod→ B-gmod is a graded lift of F if it is a Z-functor
(i.e. it commutes with the grading shifts in the sense of [AJS94, E.3]), such that
fB F˜ ∼= F fC , where fC : gmof -C → mof -C, fB : gmof -B → mof -B denote the
functors which forget the grading.
In [Str03a], it is shown that the translation functors θs : mof -A
p → mof -Ap,
for any simple reflection s, have graded lifts
θ˜s : gmof -A
b → gmofAb.
On the other hand the natural projection of Koszul algebras A→ Ap is graded
and therefore, the functor θ˜s restricts to a graded lift of θs : mof -A
p → mof -Ap
for any p. The following statement can be obtained as a direct consequence of the
classification theorem of projective functors ([BGS96]). We give an easy direct
proof. Recall that a functor F between abelian categories is indecomposable if
F ∼= F1 ⊕ F2 implies Fi = 0 for at least one i ∈ {1, 2}.
Lemma 1.10. For any simple reflection s, the functor θs : mof -A
b → mof Ab
is indecomposable. A graded lift θ˜s is unique up to isomorphism and grading
shift.
Proof. Let F = F1 ⊕ F2 such that Fi 6= 0 for i = 1, 2. In particular, FM =
F1M ⊕ F2M for any standard module M . On the other hand, θs∆(x · 0) ∈ O0
is indecomposable. (From the properties of translation functors it follows easily
that the socle of θs(M) is simple, hence θsM is indecomposable.) In particular,
Fi(M)(M) = 0 for some i(M) ∈ {1, 2}. The socle of any standard module
∆(x · 0) ∈ Ob is of the form ∆(w0 · 0), hence not annihilated by any θs. From
the exactness of F we get that i := i(∆(w0 ·0)) = i(M) for any standard module
M . Hence Fi is zero when restricted to the category of modules with standard
flags. Since any projective module has a standard flag, the functor is zero on
projectives, hence vanishes completely, since it is exact. Therefore, Fi = 0.
This contradicts our assumption and therefore F is indecomposable. Since F
is (right) exact, it is given by tensoring with some Ab-bimodule X . Since X
is indecomposable, a graded lift is unique up to isomorphism and shift in the
grading (this is [Str03a, Lemma 1.5] applied to Ab ⊗ (Ab)opp).
Remark 1.11. Lemma 1.10 only holds in the case p = b. In general, the
restriction of an indecomposable projective functor on Ob0 to a functor on O
p
0
could be decomposable or even zero (see [Str05, Examples 3.7, Theorem 5.1]).
In general it is not known how the restrictions decompose, not to mention a
possible classification.
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For any simple reflection s we fix a standard lift θ˜s of θs : gmof -A
p →
gmof -Ap such that the standard lift of ∆(0) is mapped to the standard lift of
P (s · 0). An endofunctor of gmof -Ap is called graded projective, if it is a direct
sum of (graded) direct summands of compositions of graded lifts of translation
functors. If M , N ∈ gmof -B for some graded ring B, then HomB(M,N) is
graded by putting
HomB(M,N)n = {f ∈ HomB(M,N) | f(Mk) ⊆Mk+n, ∀k ∈ Z}.
If C is also a graded ring and F : gmof -B → gmof -C is an exact functor then
F is given by tensoring with some graded B −C-bimodule XF . If G is another
such functor we set
Hom(F,G) =
⊕
n∈Z
Hom(F,Q)n =
⊕
n∈Z
HomB⊗Copp-mof(XF , XG)n.
We get the following refinement of Theorem 1.8:
Theorem 1.12. Let F , G : gmof -Ap −→ gmof -Ap be graded projective func-
tors. There is an isomorphism of graded vector spaces (even of rings if F = G)
Hom(F,G) ∼= HomDp-mof -Ap(F (T˜ ), G(T˜ ))
φ 7→ φT˜ .
Proof. Let ∆p(0) ∈ gmof -Ap be the standard lift of the projective standard
object. There is an inclusion ∆p(0) into
⊕
i∈I T˜ 〈i〉 for a finite multiset I with
elements from Z, because the injective hull of ∆p(0) is a direct sum of indecom-
posable projective-injective modules (compare the proof of Lemma 1.6). Since
T˜ has a graded Verma flag ([Str03a, Theorem 7.2]), the cokernel of this inclusion
has again a graded Verma flag by weight considerations. Therefore P = ∆p(0)
has an injective-projective resolution of graded right Ap-modules, i.e. there is
an exact sequence of graded modules of the form
0→ P −→
⊕
i∈I
T˜ 〈i〉 −→
⊕
j∈J
T˜ 〈j〉 (1.2)
for some finite multisets I and J with entries in Z. The statement follows then
analogously to Proposition 1.6 and Theorem 1.8.
We denote by Z(R) the centre of any ring R. We want to give at least some
description of the centre of Op0
∼= gmof -Ap which is by definition the centre of
the ring Ap. Note that it inherits a grading from Ap.
Corollary 1.13. Let id denote the identity functor on gmof -Ap. There are
isomorphisms of (graded) rings
End(id)
(1)
∼= EndDp-mof -Ap(T˜ )
(2)
∼= Z(D)
(3)
∼= Z(Ap).
In particular, the homogeneous part of degree zero in Z(Ap) has dimension one.
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Proof. The existence of the first two isomorphism follows directly from the pre-
vious two theorems and Corollary 1.9. The isomorphism (3) is just obtained
from the natural isomorphism End(id) ∼= Z(Ap) given by φ 7→ φAp(1). The last
statement follows directly from the definition of the grading on Ap, since Ap is
indecomposable and its homogeneous part of degree zero is semisimple.
Let x ∈W and [x] = s1s2 · . . . ·sr be a fixed composition of simple reflections.
We denote by θ[x] = θsr · . . . · θs2θs1 the corresponding composition of transla-
tion functors and its graded version θ˜[x] = θ˜sr · · · θ˜s2 θ˜s1 , where θ˜s denotes the
standard graded lift of θs. Let R be a C-algebra with a W -action. For s ∈ W
a simple reflection let Rs be the invariants under s. For x ∈ W as above we
denote R[x] = •⊗Rs1 R⊗Rs2 ⊗ · · ·⊗Rsr R considered as a functor on mod -R. If
additionally R is graded and the action of W is homogeneous, then R[x] is even
an endofunctor of gmod -R. In case C is any category having direct sums and A
is a list of objects of C then we write IndC(A) for the set of iso-classes of direct
summands of elements in A.
The next theorem is the classification theorem from [BG80]. We indicate a
proof using Theorem 1.8, Corollary 1.9 and the deformation theory from [Soe92]:
Theorem 1.14. Let p = b. There are natural bijections of isomorphism classes
{
indecomposable projective functors onmof -Ab} F
l 1:1 ↓
IndDb-mof -Ab(θ[x]T, x ∈W ) F (T )
l 1:1 ↓{
indecomposable projective objects of mof -Ab
}
F (∆b(0))
Proof. Theorem 1.8 implies that there is a bijection between indecomposable
projective functors on mof -Ab and the set IndDb- mof -Ap(θ[x]T, x ∈ W ), where
T is the indecomposable projective-injective module in mof -Ab. Consider the
algebra S = U(h) as a graded algebra with S2 = h. Set S+ = (h). By Soergel’s
Endomorphismensatz ([Soe90]) we have a canonical isomorphismDb ∼= S/(SW+ ),
the coinvariant algebra which we denote by C. By Corollary 1.9, the functor Vb
defines a bijection between the isomorphism classes of indecomposable functors
on mod -Ap and
IndC-mof -Db(V
bθ[x]T, x ∈W ) = IndC- mof -C(C[x](C), x ∈W ),
since it is known from [Soe90] that for any simple reflection s, there is an
isomorphism of functors
V
bθs ∼= V
b(• ⊗Cs C). (1.3)
There are isomorphisms of C-bimodules, or S-bimodules as follows:
C[x](C) =
(
S/(SW+ )
)
[x]
(S/(SW+ ) = S[x](S/(S
W
+ ),
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since SW ⊆ Ss for any simple reflection s, and S[x](S)(S/(S
W
+ ) = S[x](S) ⊗S
(S/(SW+ ). Now, the S-bimodules S[x](S) are exactly the Soergel special bimod-
ules as defined in [Soe92] and [Soe05, Bemerkung 5.12]. By [Soe92, Propo-
sition 11] specialisation gives a bijection between IndS- mof -S(S[x](S), x ∈ W )
and IndC- mof -C(C[x](C), x ∈ W ). The theorem follows therefore directly from
[Soe05, Section 6].
Remark 1.15. a.) Let p = b. Since all the constructions are compatible with
gradings we get also a natural bijection of iso-classes of indecomposable
graded projective endofunctors and indecomposable projective objects of
gmof -A.
b.) Theorem 1.14 is not true for arbitrary p (see [Str05, Examples 3.7]).
c.) Using the results from Kazhdan-Lusztig theory one can view Theorem 1.14
as a categorification of the integral group algebra Z[W ] as follows: There
is an isomorphism of Z-algebras between Z[W ] and the Grothendieck ring
of the indecomposable projective functors on Ob0 mapping the Kazhdan-
Lusztig basis element Cw in the notation of [Soe97b] to the indecomposable
projective functor which maps the projective Verma module in Ob0 to the
indecomposable projective module with highest weight w ·0. More generally,
the graded versions of projective functors categorify the (generic) Hecke
algebra corresponding to the Weyl group of g (a precise formulation can be
found in [Str05, Corollary 2.5]).
2 An invariant of tangle cobordisms
Now we would like to go one step further in the categorification program pro-
posed in [BFK99]. The main result of [Str05] describes a functorial tangle
invariant in terms of bounded derived categories of certain Op0 for g of type A.
More precisely we associated to each (m,n)-tangle diagram a functor between a
bounded derived category defined by certain Op0 for slm and a bounded derived
category defined by certain Op0 for sln. It was shown that, up to shifts, this
assignment defines a functorial invariant. In this section we will prove what
was already announced in [Str05], namely that this assignment can be extended
firstly to a functorial invariant of oriented tangles (such that the discrepancy
with respect to shifts disappears) and secondly to a 2-functor, which means one
can associate to each oriented cobordism between two oriented tangles a (up
to scalars) well-defined homomorphism between the corresponding functors. In
this way the functorial tangle invariant is extended to an invariant of tangles
with cobordisms.
2.1 The relevant functors and their morphisms
Let now be g = sln. We have W = Sn generated by the simple reflections si,
1 ≤ i < n with the relations sisj = sjsi if |i − j| ≥ 2 and sisjsi = sjsisj if
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|i − j| = 1. For 1 ≤ k < n let pk denote the maximal parabolic subalgebra
corresponding to the simple root αk (i.e. the corresponding parabolic subgroup
is generated by all sj , where j 6= k). Set p0 = pn = g. To simplify notation let
Opiµ denote the zero category if n < i or i < 0 and µ ∈ h
∗.
Fix 1 ≤ i < n, k ∈ {0, . . . , n}. Let θi = θsi denote the translation functor
through the i-th wall with its standard lift θ˜i. Let λi ∈ h∗ be integral with
stabiliser Wλi = {e, si}. In the following we need the translation functors
θi0 : O
pk
0 (sln) −→ O
pk
λi
(sln) (2.1)
θ0i : O
pk
λi
(sln) −→ O
pk
0 (sln) (2.2)
on and out off the i-th wall. These are adjoint functors such that θ0i θ
i
0
∼= θi (see
e.g. [GJ81]). Enright and Shelton ([ES87, chapter 11]) defined an equivalence
of categories
ζn,k : O
pk
λ1
(sln)→˜O
pk−1
0 (sln−2). (2.3)
We consider the following functors
∩ki,n : O
pk
0 (sln) −→ O
pk−1
0 (sln−2)
∪ki,n : O
pk
0 (sln) −→ O
pk+1
0 (sln+2)
defined as
∩ki,n = ζn,kθ
1
0θ2θ3 · · · θi
∪ki,n = θiθi−1 · · · θ2θ
0
1ζ
−1
n+2,k+1
For P pkn ∈ O
pk(sln) a minimal projective generator we denote its endomorphism
ring by Akn. For the following we fix equivalences (1.1) for any A
k
n and, con-
cerning the notation, we will not distinguish the objects and functors on each
side. We have graded versions θ˜i, θ˜
λi
0 , θ˜
0
λi
of translation through, on and out of
the wall as defined in [Str03a]. They are normalised such that θ˜λi0 (resp. θ˜
0
λi
)
maps a simple module concentrated in degree zero to a simple module (resp. a
module with head) concentrated in degree −1. Since the equivalences ζk,n are
compatible with the grading ([RH04]), we get also (standard) graded lifts ∩˜
k
i,n
and ∪˜
k
i,n of ∩
k
i,n and ∪
k
i,n respectively. They have the following properties:
Lemma 2.1. a.) The functors ∩ki,n and ∪
k
i,n are indecomposable. In particular,
a graded lift is unique up to isomorphism and grading shift.
b.) The standard lifts provide adjoint pairs of functors
(
∩˜
k
i,n〈−1〉, ∪˜
k−1
i,n−2
)
and
(
∪˜
k
i,n−2〈1〉, ∩˜
k+1
i,n
)
.
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Proof. a.) Assume that ∩ki,n decomposes as ∩
k
i,n
∼= F1⊕F2. Then ∪
k−1
i,n−2∩
k
i,n
∼=
∪k−1i,n−2F1 ⊕ ∪
k−1
i,n−2F2. Since ∪
k−1
i,n−2∩
k
i,n
∼= θi is indecomposable ([Str05,
Lemma 6.3, Theorem 5.1]) it follows say ∪k−1i,n−2F1 = 0. Assume ∪
k−1
i,n−2(L) =
0 for some simple object L. Then 0 = θi−1 ∪
k−1
i,n−2 (L)
∼= θi−1θi · · · θ2θ01(L
′)
for some simple object L′. Since θjθj′θj ∼= θj for |j − j′| = 1 ([Str05, Theo-
rem 4.1]) it follows inductively that θ2θ
0
1(L
′) = 0, hence 0 = θ10θ2θ
0
1(L
′) ∼= L′
because of [BFK99, Lemma 4]. Therefore, F1 = 0 contradicting our assump-
tion. That means ∩ki,n is indecomposable. The uniqueness of a graded lift
follows form [Str03a, Lemma 1.5] (applied to the rings Akn ⊗ (A
k−1
n−2)
opp
and
Akn ⊗ (A
k+1
n+2)
opp
respectively).
Assume ∪ki,n decomposes as ∪
k
i,n
∼= F1 ⊕ F2 is decomposable. As above
we deduce that, without loss of generality, F1∩
k+1
i,n+2 = 0. Hence, 0 =
F1 ∩
k+1
i,n+2 ∪
k
i,n
∼= F1 ⊕ F1 by [Str05, Theorem 6.2]. We get F1 = 0 con-
tradicting our assumption.
b.) The adjointnesses follow directly from the definitions and the adjoint pairs
(θ˜01〈1〉, θ˜
1
0), (θ˜
1
0〈−1〉, θ˜
0
1), and (θ˜i, θ˜i) ([Str03a, Theorem 8.4, Corollary 8.3]).
We describe the endomorphism rings of these functors.
Theorem 2.2. For any 1 ≤ i ≤ n the following holds:
a.) There is an isomorphism of graded vector spaces
End(∪˜
k
i,n)
∼= Z(Akn)⊕Z(A
k
n)〈2〉 ∼= End(∩˜
k
i,n).
Hence they are non-negatively graded and one-dimensional in degree zero.
b.) The vector spaces Hom(id, θ˜i) and Hom(θ˜i, id) are both strictly positively
graded and one-dimensional in degree one (with basis the adjunction mor-
phism).
Proof. There are isomorphisms of graded vector spaces
Hom(∪˜
k
i,n, ∪˜
k
i,n)
∼= Hom(id〈−1〉, ∩˜
k+1
i,n+2∪˜
k
i,n) (Lemma 2.1)
∼= Hom(id〈−1〉, id〈−1〉 ⊕ id〈1〉) ([Str05, Theorem 6.2])
∼= Hom(id, id⊕ id〈2〉).
The existence of the first isomorphism follows therefore from Corollary 1.13. As-
suming the existence of the second isomorphism from part (a), part (b) follows
by adjunction (Lemma 2.1) and the self-adjointness of θ˜i ([Str03a, Corollary
6.3]), since θ˜i ∼= ∪
k−1
i,n−2∩˜
k
i,n (see [Str05, Proposition 6.7]), and the adjunction
morphisms are both of degree one ([Str03a]). To establish the second isomor-
phism of part (a) we have to work more. Let for the moment P be the chosen
minimal projective generator of Opk0 (sln) with endomorphism ring A = A
k
n
and let Pλ be a minimal projective generator of O
pk
λ where λ is an integral
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weight with stabiliser Wλ = {e, s1}. Set B = Endg(Pλ). The composition
F = θ10θ2 · · · θi : mof −A → mof −B is therefore given as tensoring with the
bimodule
F := Homg(Pλ, F (P )) ∈ A-mof −B
with the actions af = F (a) ◦ f and fb = f ◦ b, where f ∈ F, a ∈ A, b ∈
B. Let Fˆ = θi · · · θ2θ01 be the adjoint functor with describing bimodule Fˆ =
Homg(P, Fˆ (Pλ)) ∈ B-mof −A. Since F ∈ A-mof and B ∈ B-mof, the space
Hommof−B(F, B) becomes naturally a (B,A)-bimodule. We claim that there
are isomorphisms of (B,A)-bimodules
Hommof−B
(
F, B
) Φ
←− Homg
(
F (P ), Pλ
) Ψ
−→ Fˆ,
Here (Φ(g))(b) = g ◦ b and Ψ is given by adjointness, i.e. g 7→ Fˆ (g) ◦ η, where
η : id → FˆF is the adjunction morphism. We calculate with a ∈ A and b ∈ B
explicitly Ψ(bga) = Fˆ (bga) ◦ η = Fˆ (bg ◦ F (a)) ◦ η = Fˆ (bg) ◦ (FˆF (a)) ◦ η =
Fˆ (bg) ◦ η ◦ a = Fˆ (b) ◦ Ψ(g) ◦ a = bΨ(g)a. Hence, Ψ is in fact an isomorphism
of bimodules. Since Φ(bga)(h) = Φ(b ◦ g ◦ F (a))(h) = Φ(b ◦ g)(F (a) ◦ h) =
(bΦ(g))(F (a) ◦ h) = (bΦ(g)a)(h), the map Φ is compatible with the bimodule
structures. It is obviously an isomorphism, since Pλ is a projective generator.
Now, Hommof−B(•, B) defines an equivalence e : A-mof −B→˜B-mof −A with
inverse functor HomB- mof(•, B). Therefore,
End(F ) ∼= EndA- mof−B(F) ∼= EndB- mof−A(Fˆ) ∼= End(Fˆ ).
From the definitions of the graded translation functors it follows directly that
all the isomorphisms are grading preserving. The Theorem follows.
To simplify the setup, instead of working with derived categories, we will
work with homotopy categories of complexes. To make it consistent with [Str05],
one only has to replace all bounded derived categories appearing there by the
bounded homotopy category of perfect complexes (for the general setup we re-
fer for example to [KZ98]). Given a complex (X•, d) we have the differentials
d : X i → X i−1 and (X [k])i = X i+k for any k ∈ Z.
LetKbper(gmof −A
k
n) denote the bounded homotopy category of perfect com-
plexes of graded Akn-modules. Let C
k
i be the endofunctor of K
b
per(gmof −A
k
n)
given by tensoring with the complex of graded Akn-bimodules
· · · → 0→ Akn〈1〉 → θ˜iA
k
n → 0→ · · · (2.4)
where the map is the adjunction morphism (see Theorem 2.2) and θ˜iA
k
n is
concentrated in position zero. The functor Cki defines an auto-equivalence of
Kbper(gmof −A
k
n) ([Str05, Section 7]). Let K
k
i be its inverse, that is the functor
given by tensoring with the complex
· · · → 0→ θ˜iA
k
n → A
k
n〈−1〉 → 0→ · · · (2.5)
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If F is a finite composition of functors of the form Cki , K
k
i for some fixed k,
then we have (via (2.4) and (2.5)) the corresponding complex, say X(F ) of
graded Akn-bimodules. We consider X(F ) as an object in K
b(Akn- gmof -A
k
n),
the homotopy category of complexes of graded Akn-bimodules and denote by
End(F ) its endomorphism ring.
Lemma 2.3. Let F be a finite composition of functors of the form Cki , K
k
i for
some fixed k.
a.) There is an isomorphism of graded rings End(F ) ∼= Z(Akn).
b.) If G = ∩˜k,nF and there exists a grading preserving isomorphism f : G ∼= H
for some functor H : Kbper(gmof −A
k
n) → K
b
per(gmof −A
k−1
n−2). Then f is
unique up to a scalar.
Proof. The first statement follows directly from [Ric89]. For a nice direct argu-
ment we refer to [Kho06, Proposition 1]. For the second statement we assume
there is another isomorphism f ′, then f ′−1 ◦ f ∈ End(G) is of degree zero and
by Theorem 2.2 a scalar multiple of the identity.
We set Ci := ⊕nk=0C
k
i , considered as an auto-functor of
⊕n
k=0K
b
per(gmof −A
k
n)
and let Ki = ⊕nk=0K
k
i be its inverse.
2.2 The tangle 2-category and its generators
Let An = ⊕nk=1A
k
n. In [Str05], we assigned to a plane diagram of a tangle withm
bottom and n top points a functor from Kbper(gmof −Am) to K
b
per(gmof −An).
Up to shifts, this assignment provided an invariant of isomorphism classes of
tangles. We also looked at the category COB of 2-cobordisms, where the ob-
jects are a finite number of labelled oriented one-manifolds and the morphisms
are cobordisms. By considering the objects as special oriented (0, 0)-tangles we
assigned (in a 2-functorial way) to each object some functor and to each mor-
phisms a natural transformation between the corresponding functors ([Str05,
Theorem 8.1]) satisfying the defining relations for the isotopy classes of cobor-
disms. In the following we will show that this can be extended to arbitrary
oriented tangles giving rise to a functorial invariant of tangles and cobordism.
More precisely, let T an denote the category of tangles, i.e. objects are the
positive integers and morphisms are unframed tangle diagrams. Let T anor be
the 2-category of oriented tangles and cobordisms, i.e. objects are the posi-
tive integers, morphisms are unframed oriented tangles and 2-morphisms are
diagrams of tangle cobordisms. For details see for example [BL03], [CRS97],
[CS98], [Fis94]. This 2-category is of interest, since the 1-morphisms give rise
to an algebraic description of tangles (and hence of knots and links), whereas
the 2-morphisms describe compact surfaces smoothly embedded in R4.
The 1-morphisms are generated by the elementary tangles as depicted in
Figure 2.2.1. i.e. the 1-morphisms are just the products of elementary tangle
diagrams. For an (m,n)-tangle diagram T1 and an (m
′, n′)-tangle diagram T2,
the composition T2T1 is defined if and only if n = m
′. In this case T2T1 is an
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1 i n
The i−th left and right curls
the i−th cap and the i−th cup
1
i
n−2i−11 i n
1 2 n
the identity            
ni1
Figure 2.2.1: Elementary tangle diagrams generating the 1-morphisms
(m,n′)-tangle diagram and obtained by putting T2 on top of T1 and identifying
the bottom points of T2 with the top points of T1. The 2-morphisms in the cat-
egory T an are diagrams of cobordisms generated by birth, death, saddle points,
Reidemeister moves, shifting relative heights of distant crossings, local extrema,
the identity morphisms, cusps on fold lines, and double point arcs crossing a
fold line. The typical generators (apart from the identities) are depicted in Fig-
ure 2.3.1. These are the elementary string interactions from [CRS97], where one
can also find the corresponding surfaces displayed. Any 2-morphism is a compo-
sition of generating 2-morphisms, the generating 2-morphisms are obtained by
reading the typical generators either upwards or downwards, taking their ver-
tical and horizontal mirror images and changing between negative and positive
crossings. For details we again refer to [CRS97].
Recall that two tangle diagrams represent (up to ambient isotopy) the same
tangle if they differ by a sequence of Reidemeister moves. As briefly mentioned
in the introduction, to any cobordism (more precisely to any knotted surface in
the sense of [CRS97]) there is an associated sequence of generating 2-morphisms.
Moreover to any sequence of generating 2-morphisms there is a cobordism (knot-
ted surface) whose diagram sequence is the given one ([CRS97, Theorem 3.5.4]).
By [CRS97, Theorem 3.5.5], two sequences of generating 2-morphisms represent
(up to ambient isotopy) the same cobordism if they differ by a sequence of so-
called movie moves (see also [CRS97], [CS98], [BL03] or [Fis94]). Examples of
movie moves are depicted in Figure 2.2.2. For a complete list of movie moves
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we refer to [CRS97, Theorem 3.5.5].
11
12
13
14
Figure 2.2.2: The movie moves 11 to 14
2.3 The functorial invariant of tangles
As suggested in [BFK99], we associated in [Str05] functors to elementary tangles
as follows: To the identity tangle with n strands we associate the identity functor
on Kbper(gmof -An) =
⊕n
k=0K
b
per(gmof −A
k
n). For the U-turns we assign
1   2       i-1  i   i+1 i+2     n-1 n
.... ....
 ∩˜i,n〈1〉 : K
b
per
(
gmof -An
)
−→ Kbper
(
gmof -An−2
)
.
1   2       i-1            i       n-1  n
.... ....
 ∪˜i,n〈−1〉 : K
b
per
(
gmof -An
)
−→ Kbper
(
gmof -An+2
)
.
To the i-th right twisted curl we associate the functor Ci := Ci〈1〉. To the i-th
left twisted curl we associate the inverse functor Ki := Ki〈−1〉.
Remark 2.4. The assignments differ slightly from the ones in [Str05] as follows:
In [Str05] we took ∩˜i,n instead of ∩˜i,n〈1〉 and also ∪˜i,n instead of ∩˜i,n〈−1〉.
25
Moreover, we swapped the assignments for left and right twisted curls. We
introduced this renormalisation to make it compatible with Khovanov homology
(see Conjecture 2.9).
Let Fun denote the category which we define as follows: The objects are the
bounded homotopy categories Kbper(gmof -An) (i.e. the objects are indexed by
the natural numbers). The 1-morphisms are functors between the corresponding
categories.
Theorem 2.5. (see [Str05, Theorem 7.1]) There is a functor
Φ : T an→ Fun
which is given on objects by
n ∈ N 7→ Kbper(gmof -An),
and on elementary 1-morphisms by the assignments above, such that if t1 and
t2 are 1-morphisms which differ by a sequence of Reidemeister moves then there
is an isomorphism of functors Φ(t1) ∼= Φ(t2)〈3r〉[r] for some r ∈ Z.
Proof. This is [Str05, Theorem 7.1] and Remark 2.4, since the renormalisation
is compatible with the Reidemeister, N , H , and T -moves.
Hence, the functor Φ defines, up to shifts, a functorial invariant of tangles.
Moreover (see [Str05, Proof of Theorem 7.1]), it turns out that the shift problems
only occur in H-moves.
2.4 Oriented tangles and cobordisms
Theorem 2.5 can be improved and made more natural by working with ori-
ented tangles and cobordisms instead. Let Func denote the 2-category with
underlying category Fun: The objects are the bounded homotopy categories
Kbper(gmof -An), the 1-morphisms are functors between the corresponding cat-
egories, the 2-morphisms are the natural transformations between the functors,
but after forgetting the grading and only up to a multiplication with a homo-
geneous element of degree 0 of the centre of the source or image category. We
would like to construct a functorial invariant of oriented tangles and cobordisms.
To any elementary oriented tangle without crossing we associate the same
functors as before. Let us consider the four H-moves of non-oriented tangles
depicted in Figure 2.4.1, and let Fi 1 ≤ i ≤ 8 be the corresponding functors.
Then it is known that we have isomorphisms of Z-functors F1〈−3〉[−1] ∼= F2,
F3〈−3〉[−1] ∼= F4, F5〈3〉[1] ∼= F6, F7〈3〉[1] ∼= F8 (see [Str05, Proof of Theorem
7.1], note the signs appear because of Remark 2.4).
For oriented crossings we modify the assignment as follows: To an oriented
crossing as depicted in Figure 2.4.2
we associate the functor Ci〈−3〉[−1] and to an oriented crossing as depicted
in Figure 2.4.3 we associate the functor Ki〈3〉[1]. We get the oriented versions
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Birth: Death: Saddle points:
Reidemeister moves: 
type I type II type III
T−move:
A cusp on
a fold line.
A double point arc
crossing a fold line
H−move:
N−move:
Shifting relative
heights of distant
crossings and
local extrema:
Figure 2.3.1: Typical generating 2-morphisms
Figure 2.4.1: The H-moves
Figure 2.4.2: Oriented crossing
inducing a shift 〈−3〉[−1].
Figure 2.4.3: Oriented crossings
inducing a shift 〈3〉[1].
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of the H-moves as depicted in Figure 2.4.4. On can see immediately that our
renormalisation precisely implies that the two functors corresponding to a move
are now isomorphic (without any shifts!).
Theorem 2.6. There is a functor of 2-categories
Φor : T anor → Func
which is given on objects by
n ∈ N 7→ Kbper(gmof -An),
and on elementary 1-morphisms by the assignments above, such that
1. if t1 and t2 are 1-morphisms which differ by a sequence of Reidemeister
moves then there is an isomorphism of functors Φor(t1) ∼= Φor(t2).
2. if c1 and c2 are sequences of generating 2-morphisms which differ by a
sequence of movie moves then Φor(c1) = Φ
or(c2).
The proof of this result requires the following auxiliary lemma:
Lemma 2.7. Let n be any positive integer and let 1 ≤ i, k ≤ n. There is an
isomorphism of functors
φi,n : ∩˜
pk
i,n+2∪˜
pk
i,n
∼= id〈1〉 ⊕ id〈1〉 : gmof −Akn → gmof −A
k
n.
Proof. Since pk is a maximal parabolic, we have by [Str05, Theorem 4.1] iso-
morphisms of endofunctors of gmof−Akn as follows
θ˜iθ˜j θ˜i ∼= θ˜j θ˜iθ˜j if |i− j| = 1, (2.6)
It is well-known (see e.g. [BG80]) that θi0θ
0
i
∼= id⊕ id and θ˜i0θ˜
0
i
∼= id〈1〉⊕ id〈−1〉
(the latter by [Str03a, Theorem 8.2 (4)]). For i = 1, the statement of the lemma
follows then directly from the definitions, since the Enright-Shelton equivalences
are compatible with the grading [RH04]. For i > 1 we can deduce, by applying
the relations (2.6), that it is enough to consider the case i = 2. Then, by
[BFK99, Lemma 4], the lemma is true if we forget the grading. To determine
the graded shifts we just apply [Str03a, Theorem 8.2 (2), Theorem 5.3] and the
lemma follows.
From now on we fix an isomorphism φi,n as in Lemma 2.7 for any i, n.
Proof of Theorem 2.6. From Theorem 2.5 we have the functor Φ. Since Rei-
demeister moves of type I do not involve any crossings of the form displayed
in Figure 2.4.3 or Figure 2.4.2 we do not have to check anything there. For
type II moves we are either in the situation as for tangles without orientation
or we have the assignments from Figure 2.4.3 and Figure 2.4.2 and hence the
statement follows. The moves of type III can be easily checked, since we know
the result for the non-oriented case. For T -moves and N -moves nothing is to
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Figure 2.4.4: oriented H-moves
check. Finally, the functors are defined such that the H-moves work. Therefore
Φor defines a functorial invariant of oriented tangles.
We have now to assign to each generating 2-morphism a functor between the
corresponding functors.
Reidemeister moves: All different types of Reidemeister moves correspond
to two isomorphic functors ([Str05, Proof of Theorem 7.1]). For any such move
m we fix an isomorphism i(m) which is grading preserving such that if we
read the move upside down we get the inverse isomorphism. Then we define
Φ(m) = i(m).
T-moves: By [Str05, Theorem 6.2, (6.1), (6.2)] we know that all the T-moves
correspond to pairs of isomorphic functors if we forget the grading. Assume
∩˜
pk
i+1,n+2∪˜
pk
i,n
∼= id〈k〉 for some k ∈ Z. Then we have ∪˜
pk
i+1,n∩˜
pk
i+1,n+2∪˜
pk
i,n∩˜
pk
i,n+2
∼=
∪˜
pk
i+1,n∩˜
pk
i,n+2〈k〉. However [Str05, Proposition 6.7] tells us that the left hand
side of this isomorphism is isomorphic to θ˜i+1θ˜i, whereas the right hand side
is isomorphic to θ˜i+1θ˜i〈k〉. Hence k = 0. For any typical T-move m we fix
a grading preserving isomorphism t(m) such that if we read the move upside
down we have the inverse isomorphism. Then we define Φ(m) = t(m).
H-move: All different types of H-moves correspond to two isomorphic func-
tors. For any such movem we fix an isomorphism h(m) which is grading preserv-
ing such that if we read the move upside down we get the inverse isomorphism.
Then we define Φ(m) = h(m).
N-moves: All different types of N -moves correspond to two isomorphic func-
tors. For any such movem we fix an isomorphism n(m) which is grading preserv-
ing such that if we read the move upside down we get the inverse isomorphism.
Then we define Φ(m) = n(m).
Saddle point: There are the degree preserving adjunction morphisms id〈1〉 →
θ˜i and θ˜i → id〈−1〉 (Theorem 2.2). We fix isomorphisms ψi,n : ∪˜i,n∩˜i,n ∼= θ˜i
which exist by [Str05, Proposition 6.7]. To each saddle point move we associate
the natural transformation which is induced from the corresponding adjunction
morphism.
Births/Deaths: Via the isomorphisms φi,n we get a surjection ∩˜
pk
i,n+2∪˜
pk
i,n →
id〈1〉 and an inclusion id〈−1〉 → ∩˜
pk
i,n+2∪˜
pk
i,n (both maps homogeneous of degree
zero). To each birth move we associate the corresponding natural transformation
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(which is then homogeneous of degree −1).
It is left to show that the natural transformations satisfy the relations given
by the movie moves. Because of our results in Section 2, the arguments are
quite routine and mimic the arguments in [Kho06]. Now the statement fol-
lows directly by copying the arguments from [Kho06] if we make the following
correspondences: Proposition 2 there corresponds to our Corollary 1.13; the
Corollaries 1 and 2 to our Lemma 2.3 and Corollary 1.13. Khovanov’s Propo-
sition 3 with Corollary 3 should be replaced by Lemma 2.1 and Theorem 2.2.
Corollary 4 corresponds to our Lemma 2.3 again. By repeating the arguments
from [Kho06] the theorem follows.
Remark 2.8. Although we have the invariant of the non-oriented tangles only
up to shifts, the corresponding natural transformations would nevertheless sat-
isfy the relations from [CRS97], since the only movie moves including H-moves
are the moves 11 to 14 from Figure 2.2.2 and one can easily check that the
corresponding natural transformations agree up to scalars, i.e. are well-defined.
2.5 A conjectural connection with Khovanov homology
In [Kho00] and [Kho02], M. Khovanov introduced a homological tangle and
link invariant, now known as Khovanov homology. To any (2n, 2m)-tangle dia-
gram he associated a certain complex of graded (Hn,Hm)-bimodules for some
combinatorially defined algebras Hn, Hm. He proved that taking the graded
cohomology groups defines an invariant of tangles and links. As already men-
tion in [Bra02], there is a connection between the algebras Ap from Section 1
where g = sl2n and p is the parabolic subalgebra given by all (n, n)-upper block
matrices and Khovanov’s algebra Hn.
On the other hand, to each (2n, 2m)-tangle diagram t we associated a functor
F = Φor(t) : Kbper
(
gmof -A2n
)
−→ Kbper
(
gmof -A2m
)
which can be described
by tensoring with a complex XF of graded (A2m, A2n)-bimodules. Let F
′ denote
the restriction of F to a functor F ′ : Kbper
(
gmof -An2n
)
−→ Kbper
(
gmof -Am2m
)
and let X ′F be the associated complex of bimodules. From Theorem 1.8 we know
that we do not loose any information if we restrict the functors to the categories
of projective-tilting modules. Let XˇF denote the corresponding complex of
graded (Dm2m, D
n
2n)-bimodules. Let H
•(F ) denote the graded cohomology of
XˇF .
The following conjecture relates the functorial invariant with Khovanov’s
invariant:
Conjecture 2.9. The homological tangle invariant t 7→ H•(XˇΦor(t)) is Kho-
vanov’s invariant.
We would like to illustrate this on an
Example 2.10. Let us consider the 2-category of oriented (2, 2)-tangles. It has
a single object, 2, and the functorial invariant Φor from Theorem 2.6 assigns to
each oriented (2, 2) tangle t an endofunctor of the bounded derived category of
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mof-A2 and, via restriction, of mof-A
1
2. Recall that mof-A
1
2
∼= O0(sl2). From
Example 1.3 we have D22
∼= C[x]/(x2) = A〈1〉. Set C = D22. Let us describe
XˇΦor(t) explicitly in terms of graded C-bimodules. To the flat diagram with two
vertical strands we associated the identity functor which is given by tensoring
with the graded (C,C)-bimodule C. To the other flat (cap-cup) diagram we
associated the translation functor θ˜1. Via the functor V
b from Corollary 1.7
this becomes tensoring with C ⊗CC〈−1〉 (see [Soe90]). To the left twisted curls
depicted in Figure 2.4.3 we associated the functor given by tensoring with the
complex of graded C-bimodules
(
· · · → 0→ C ⊗C C〈−1〉
m
−→ C〈−1)→ 0 · · ·
)
〈−1〉〈3〉[1],
which is
· · · → 0→ C ⊗C C〈1〉
m
−→ C〈1〉 → 0→ · · · , (2.7)
where m is the multiplication map and C〈1〉 is concentrated in position zero of
the complex (see also [Str05, Section 8]). To the right twisted curl depicted in
Figure 2.4.3 we associated the functor given by tensoring with the complex
(
· · · → 0→ C〈1〉
∆
−→ C ⊗C C〈−1〉 → 0 · · ·
)
〈1〉〈−3〉[−1],
where ∆ is mapping 1 to X ⊗ 1 +X ⊗ 1. Hence we get the complex
· · · → 0→ C〈−1〉
∆
−→ C ⊗C C〈−3〉 → 0 · · · , (2.8)
where C〈−1〉 is concentrated in position zero of the complex.
On the other hand Khovanov associated to the flat diagram with two vertical
strands the algebra A〈1〉 = C and to the other flat tangle the C-bimodule
A ⊗ A〈1〉 ∼= C ⊗C C〈−1〉. To the left twisted curls depicted in Figure 2.4.3
corresponds the complex
(
· · · → 0→ A⊗A〈1〉
m
−→ A〈1− 1〉 → 0→ · · ·
)
〈2〉[−1],
=
(
· · · → 0→ A⊗A〈3〉
m
−→ A〈2〉 → 0→ · · ·
)
where A〈2〉 ∼= C〈1〉 is concentrated in position zero. Hence the complex coin-
cides with (2.7). The complex associated in [Kho02] to the right twisted curl
depicted in Figure 2.4.2 is exactly the complex (2.8).
Therefore, in the example of (2, 2)-tangles, Khovanov homology is nothing
else than the homology of the functorial invariant from 2.6 restricted to the
underlying category given by projective-tilting modules.
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3 Kac-Moody algebras
In this section we consider projective (respectively tilting) functors for sym-
metrizable Kac-Moody algebras. Given any regular block outside the critical
hyperplanes, the main result is the classification theorem of these projective
endofunctors - which can be viewed as a categorification of the group algebra
of the integral Weyl group associated to the block. The result was conjec-
tured in [MF99b], where the authors defined tilting functors via the so-called
Kazhdan-Lusztig tensoring. Since this construction is highly non-trivial we de-
cided to work with an alternative definition instead. Our approach is based on
the translation functors introduced and described in [Nei88], [Nei89] and [Fie03].
Let now g be a symmetrizable Kac-Moody algebra (in the sense of [Kac90])
over the complex numbers with a fixed triangular decomposition g = n−⊕h⊕n =
n− ⊕ b. Let U = U(g), B = U(b) and S = U(h) denote the corresponding
universal enveloping algebras. LetW be the Weyl group. Let T be a deformation
algebra, i.e an associative commutative noetherian unital S-algebra. Important
examples will be T = C ∼= S/(h) and T = S(0) which is the localisation of S at
(h). Let t : S → T be the morphism defining the S-structure on T .
Since g is symmetrizable we have a non-degenerated symmetric bilinear form
on g inducing a non-degenerated bilinear form (•, •) : h∗ × h∗ → C on h via
restriction and dualising. This extends T -linearly to a bilinear form (•, •)T :
h∗ ⊗ T × h∗ ⊗ T → T . We consider the restriction th of t to h as an element of
HomC(h, T ) = h
∗ ⊗ T and define hµ = (µ, th)T for any µ ∈ h∗ ⊂ h∗ ⊗ T . Let
(•, •)C be the specialisation of (•, •)T . A weight λ ∈ h∗ lies outside the critical
hyperplanes if (λ+ρ+th, β)C /∈ Z(β, β)C for any imaginary root β. We fix ρ ∈ h∗
such that (ρ, α) = 1 for any simple root α. The dot-action of the Weyl group
on h∗ is defined as in the finite dimensional case. In the following we assume
the reader to be familiar with the definition and results of [Fie03] and [Fie04].
3.1 The deformed category OT
We consider the T -deformed category O denoted by OT . It is the full subcat-
egory of the category of U ⊗ T -modules given by locally B ⊗ T -finite objects
having a weight decomposition M =
⊕
λ∈h∗ Mλ, such that
Mλ = {m ∈M | hm = (λ+ t)(h)m, for all h ∈ h},
where the (λ + t)(h) are considered as elements of T , see e.g. [Fie03, Section
2.1]. Set gT = g ⊗ T . For λ ∈ h∗ the composition B → S
λ+t
−→ T defines a
B-structure on T which commutes with the usual left T -action. The resulting
B ⊗ T -structure on T will be denoted by Tλ. We denote by ∆T (λ) ∈ OT
the T -deformed Verma module ∆T (λ) = U ⊗B Tλ with highest weight λ. If T
is local with maximal ideal m or T = C then the isomorphism classes LT (λ)
of simple objects in OT are parametrised by elements λ ∈ h∗ by taking their
highest weights. Under the specialisation functor T/m⊗T • the simple objects
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in OT become the simple objects in the ordinary BGG-category OT/m (where
the modules need not to be finitely generated). For details we refer to [Fie03,
Proposition 2.1].
3.2 Blocks outside the critical hyperplanes
Let now T be a local deformation algebra with maximal ideal m and residue
field isomorphic to C. There is a block decomposition ([Fie03, Section 2.4])
OT = ΠΛOT,Λ
indexed by certain sets Λ of weights (the highest weights of the simple objects
in the block). The block OT,Λ is the full subcategory of OT given by all objects
where the highest weights of any subquotient are contained in Λ. If all the
weights of Λ are outside the critical hyperplanes then we call OT,Λ a block
outside the critical hyperplanes. If moreover T is a local deformation domain
then Λ is the dot-orbit of any of its elements under the corresponding integral
Weyl groupWT (Λ) (which is generated by reflections corresponding to real roots
only, [Fie03, page 699]). If T → T ′ is a homomorphism of local deformation
algebra domains, then the base change functor T ′ ⊗T • maps the blocks of OT
to the blocks of OT ′ ([Fie03, Corollary 2.10]). On the other hand, for T ′ = T/m
the resulting decomposition is exactly the block decomposition from [KK79,
Theorem 2]. In case T → T ′ is a homomorphism of deformation algebras we
denote by OT ′,Λ the image of a block OT,Λ under the base change functor. In
general, this is not a block, but a direct sum of blocks ([Fie03, Lemma 2.9,
Corollary 2.10]). For any OT,Λ we denote byMT,Λ the full subcategory of OT,Λ
given by all modules having a finite Verma flag.
3.3 Translation through walls
Let T be any local deformation algebra domain. Let OT,Λ, OT,Λ′ be two blocks,
outside the critical hyperplanes. Let λ ∈ Λ, λ′ ∈ Λ′. Assume that
(1) λ− λ′ is integral and there is a dominant weight ν in the W-orbit of λ− λ′
(in particular WT (Λ) =WT (Λ′)),
(2) λ and λ′ lie in the closure of the same Weyl chamber,
(3) under the dot-action, theWT (Λ)-stabiliser of λ is contained in theWT (Λ′)-
stabiliser of λ′,
then there are the translation functors onto the wall and out of the wall
θon :MT,Λ →MT,Λ′ θout :MT,Λ′ →MT,Λ
as defined in [Fie03]. The definition of θon is completely analogous to the finite
dimensional case, and given by tensoring with the simple integrable highest
weight module L(ν) and projection onto the block. The functor θout is defined by
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taking a limit of certain truncations of the functor tensoring with the restricted
dual of L(ν) (see [Fie03, 4.1]). If λ′ lies exactly on the s-wall, i.e. the WT (Λ′)-
stabiliser of λ′ is {e, s} and λ is regular, then we have the translation functor θs =
θoutθon through the s-wall. Note that translation functors commute with base
change in the sense of [Fie03, 5.2]. In particular, it gives translation functors
for any S(0)-algebra T
′.
3.4 The fake antidominant projective module
Let OT,Λ ⊂ OT denote a regular block where all the corresponding weights
are outside the critical hyperplanes. In general, OT,Λ does not have enough
projectives. In particular, in the Kac-Moody case, Soergel’s famous “antidom-
inant projective module” does not need to exist. However, there are ([Fie03,
Theorem 2.7]) enough projectives in the truncated categories OνT,Λ given by all
objects in OT,Λ whose weights are ≤ ν (with ν ∈ h∗ fixed). If Λ contains an
antidominant weight λ, we denote by PnT (λ) the projective cover of the simple
module LT (λ) in O
λ+nχ
T,Λ , where χ is the sum of all simple roots. We choose a
compatible system of surjections pm,n : P
m
T (λ)→P
n
T (λ) for m ≥ n and denote
P∞T (λ) = lim←−P
n(λ). By definition, there is a canonical isomorphism
HomgT (P
∞
T (λ), lim←−P
n
T (λ))
∼= lim←−Homg(P
∞
T (λ)P
n
T (λ)).
Since the largest quotient of P∞T (λ) contained in O
λ+nχ is PnT (λ), the induced
inclusion
HomgT (P
n
T (λ), P
n
T (λ)) →֒ HomgT (P
∞
T (λ), P
n
T (λ))
is in fact an isomorphism. Therefore, we have canonically
lim←−EndgT (P
n
T (λ))
∼= lim←−HomgT (P
∞
T (λ), P
n
T (λ))
∼= HomgT (P
∞
T , lim←−P
n
T (λ))
= EndgT (P
∞
T (λ)). (3.1)
If F : MT,Λ → MT,Λ is a composition of translations through walls we set
FP∞T (λ) = lim←−FP
n
T (λ), where the defining maps are the F (pm,n) for m ≥ n.
3.5 Blocks containing an antidominant weight
The definition of translation functors through walls is based on the existence of
some dominant weight ν as stated above. Such a dominant weight need not to
exist in general for any block OT,Λ outside the critical hyperplanes. However,
in these cases there will be an antidominant weight λ ∈ Λ. We will study such
blocks now. Let T be a local deformation algebra and let OT,Λ be a regular block
outside the critical hyperplanes. Let us assume Λ to have an antidominant
weight λ. Let τ(Λ) = {−2ρ − λ | λ ∈ Λ}. In particular, τ(Λ) contains a
dominant weight, and therefore OΛ,T has enough projectives. We consider the
(Chevalley-)anti-automorphism σ interchanging root spaces gα and g−α and the
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principal anti-automorphism γ : S → S, h 7→ −h for any h ∈ h. For a g-module
M , we denote by σM the space M but with σ-twisted g-action. Likewise, given
an S-module N , the symbol γN denotes N with γ-twisted action of S. The
semi-infinite bimodule S−2ρ with respect to the semi-infinite character −2ρ is
defined in [Soe97a] (and relies on the work of Arkhipov, Frenkel and Voronov).
It provides an equivalence of categories
τ :MT,Λ→˜M
opp
γT,τ(Λ) (3.2)
which maps short exact sequences to such ([Soe97a]). More precisely, the equiv-
alence is constructed as follows: We consider the functor
T−2ρ : M 7→
σ
(
(S−2ρ ⊗U M)
⊛
)
from the category of gT -modules whose weight spaces are free T -modules of finite
rank. Hence (S−2ρ ⊗U M)⊛ :=
⊕
λ∈h∗HomT ((S−2ρ ⊗U M)λ, T ) is again a free
T -module. The natural right g-action becomes a left g-action after twisting with
σ. Hence T−2ρ(M) is a gT -module. The arguments in [Soe97a] show that T−2ρ
restricts to an equivalence (3.2), called the tilting equivalence, sending ∆T (µ)
to ∆γT (τ(µ)) for any µ ∈ Λ. Note that if T = S(0) or T = C, then
γT ∼= T as
S-modules. Therefore, if P ∈ OT,τ(Λ) is projective and finitely generated, hence
in MT,Λ, then τ(P ) ∈ M
opp
T,Λ is tilting, i.e. it has a finite Verma flag and
Ext1OT,Λ(∆(µ), τ(P )) = Ext
1
OγT ,τ(Λ)
(P,∆(τ(µ)) = 0
for any µ ∈ Λ. It follows directly from the definitions that T−2ρ commutes
with base change. Via these tilting equivalences the translation functors θs
from Section 3.2 give rise to translation functors θs for blocks containing an
antidominant weight.
In the following an antidominant block means a regular block OT,Λ outside
the critical hyperplanes such that Λ contains an antidominant weight which we
denote by λ.
We first need an analogue of Proposition 1.2, namely that the simple objects
occurring in the socle of a Verma module in Op are of maximal Gelfand-Kirillov.
Lemma 3.1. Let OC,Λ be an antidominant block. Let X ∈ MC,Λ. Then
Homg
(
P∞
C
(λ), X ′
)
6= 0 for any submodule X ′ of X.
Proof. As a submodule of a module with Verma flag, X ′ contains a Verma
module, hence also ∆C(λ) by [Fie04, Theorem 3.10].
The following result is again well-known in the finite dimensional situation
(see e.g. [Jan83, 4.13 (1)]):
Lemma 3.2. Let T be a local deformation algebra domain or T = C. Let OT,Λ
be an antidominant block. Then PnT (λ) has a finite Verma flag and for any
µ ∈ Λ we have (PnT (λ) : ∆T (µ)) = 1 if n≫ 0.
Proof. The existence of a finite Verma flag is given by [Fie03, Theorem 2.7].
The multiplicity formula is [Fie04, Lemma 3.8].
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3.6 The centre
Recall from Section 1 that the centre C of the algebra Ab, or equivalently the
centre of the category Ob0 , is isomorphic to the endomorphism ring of the full
tilting module T , which is Soergel’s ”antidominant projective module”, and
the classification theorem of projective functors can be obtained by consider-
ing certain special C-bimodules. We would like to generalise this approach to
the Kac-Moody case. Therefore we first describe the centre of the deformed
categories OT,Λ (generalising the main result of [Fie03]).
Lemma 3.3. Let T = S(0) or TC. Let OT,Λ be an antidominant block and
s ∈ W(Λ) a simple reflection. Then θsP∞T (λ)
∼= P∞T (λ) ⊕ P
∞
T (λ).
Proof. By definition of the translation functors, θsP
n
T (λ) is projective in a suit-
able truncation O′T,Λ of OT,Λ. Since T = S(0) or T = C the functor θs is
self-adjoint ([Fie03, Corollary 5.10]). Since dimCHomgT (P
n
C
(λ), θs∆C(λ)) = 2
by [Fie03, Corollary 5.10, Proposition 4.1] and [Fie04, Remark 3.9 (2)] we get
that the indecomposable cover of ∆C(λ) ∈ O′C,Λ occurs with multiplicity 2 as
a direct summand of θsP
n
C
(λ). Therefore, in θsP
n
S(0)
(λ), the indecomposable
cover of ∆S(0)(λ) occurs with multiplicity 2 as well ([Fie03, Proposition 2.6,
Lemma 5.4]), since the blocks in OC are the specialisations of the blocks of
OS(0) . If another direct summand occurs, than it has to occur for any m > n.
However, Lemma 3.2 says that any Verma module occurs in θsP
∞
T (λ) once, and
[Fie03, Proposition 4.1] implies that any Verma module occurs in θsP
∞
T (λ) with
multiplicity 2. It follows θsP
∞
T (λ)
∼= P∞T (λ) ⊕ P
∞
T (λ).
Remark 3.4. If T is any local deformation algebra then θsP
∞
T (λ) is isomorphic
to a finite direct sum of fake antidominant projective modules P∞T (λ
′), each
occurring with finite multiplicity. ([Fie03, Lemma 5.4], [Fie04, Remark 3.9]).
Theorem 3.5. Let OS(0),Λ be an antidominant block. Let T = C or S(0) → T
be a morphism of local deformation algebras. There is a natural isomorphism
I = IT,Λ : End(idOT,Λ) ∼= EndgT (T ⊗S(0) P
∞
S(0)(λ))
Proof. Using the identifications (3.1) we claim that φ 7→ φ∞ := {φPnT (λ)} defines
the required isomorphism.
Injectivity: If T = C then the injectivity follows directly from Lemma 3.1.
For the general case we have to work more. Assume φ∞ = 0. Assume now
T = S(0) and let X ∈ OT,Λ be a tilting module (having a finite Verma flag).
Let us assume X is indecomposable. By [Fie04, Section 4] X is a direct sum-
mand of some F∆T (λ), where F is a composition of translations through walls.
Since PnT (λ) has a finite Verma flag with ∆T (λ) at the top, and F preserves
short exact sequences of modules with finite Verma flag ([Fie03, Proposition
4.1]), FPnT (λ) surjects onto X . By Lemma 3.3, a (finite) direct sum of P
∞
T (λ)
surjects onto X . Hence φX = 0. Since OT,Λ is generated by modules having a
finite Verma flag ([Fie03, Theorem 2.7]), I is injective. The general case follows
by base change using Remark 3.4.
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Surjectivity: Via restriction the modules {ZnT,Λ := End(idOλ+nχ
T,Λ
)}n∈N form a
projective system and ZT,Λ := End(idOT,Λ) ∼= lim←−Z
n
T,Λ. It is sufficient to show
that End(id
O
λ+nχ
T,Λ
) →֒ EndgT (T ⊗S(0) P
n
S(0)(λ)), φ 7→ φPnT (λ) defines an isomor-
phism for any n ∈ N. If T = S(0) then the statement is true by [Fie04, Lemma
3.12]. Let now Q = Quot(S(0)) be the quotient field of S(0). Since there are no
extensions between Verma modules, there are canonical isomorphisms
End
(
id
O
λ+nχ
Q,Λ
)
∼=
∏
λ+nχ≥µ∈Λ
EndgQ
(
∆Q(µ)
)
∼=
∏
λ+nχ≥µ∈Λ
Q.
On the other hand
EndgQ
(
Q⊗S(0) P
n
S(0)(λ)
)
∼= EndgQ
( ∏
λ+nχ≥µ∈Λ
∆Q(µ)
)
∼=
∏
λ+nχ≥µ∈Λ
EndgQ
(
∆Q(µ)
)
by Lemma 3.2. Since the maps in question are morphisms of freeQ-modules of fi-
nite rank, I becomes an isomorphism IQ,Λ at the generic point. We have to show
that it also becomes an isomorphism IC,Λ at the closed point to get the surjectiv-
ity in general. For this let f ∈ EndgC(C⊗S(0) P
∞
S(0)). Recall that specialisation
defines an isomorphism EndgC(C ⊗S(0) P
∞
S(0)(λ))
∼= C ⊗S(0) EndgS(0) (P
∞
S(0)(λ))
([Fie03, Proposition 2.4] or [Fie04, Remark 3.9]) under which f corresponds to
some 1⊗g. Since IS(0),Λ is an isomorphism, there exists some φ ∈ End(idOS(0),Λ)
such that IS(0),Λ(φ) = g. Then 1 ⊗ φ ∈ End(idOC,Λ) ([Fie03, Proposition 3.1])
and by definition of I we get IC,Λ(1 ⊗ φ) = IS(0),Λ(1 ⊗ φ) = 1 ⊗ g = f . This
means IC,Λ is surjective. The statement of the theorem follows.
We denote ZT,Λ = End(idOT,Λ), the centre of OT,Λ.
Corollary 3.6. Let OS(0),Λ be an antidominant block. Let T = C or S(0) → T be
a morphism of local deformation algebras. Then there is a natural isomorphism
ZT,Λ ∼= T ⊗S(0) ZS(0),Λ.
Proof. Let n ∈ N. There are isomorphisms of rings
T ⊗S(0) EndgS(0)
(
PnS(0)(λ)
)
∼= EndgT
(
T ⊗S(0) P
n
S(0)(λ)
)
by [Fie03, Proposition 2.4] and [Fie03, Proposition 2.6]. Taking limits the the-
orem gives the statement.
3.7 The structure theorem
Let OS(0),Λ be an antidominant block. Let S(0) → T be a morphism of local de-
formation algebras. We consider the functor VT = HomgT (T ⊗S(0)P
∞
S(0)(λ), •) :
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OT,Λ → mod -ZT,Λ. Note that with the assumptions of Corollary 3.6 and the
formulas (3.1) there are canonical isomorphisms of ZT,Λ-modules
VS(0) lim←−P
n
S(0)(λ)
∼= lim←−VS(0)P
n
S(0)
∼= lim←−EndgS(0)(P
n
S(0)(λ))
∼= EndgS(0)(P
∞
S(0))
∼= ZS(0),Λ.
(3.3)
Using Corollary 3.6, specialisation gives an isomorphism
VT lim←−(T ⊗S(0) P
n
S(0)(λ))
∼= lim←−VS(0)(T ⊗S(0) P
n
S(0))
∼= T ⊗S(0) (lim←−EndgS(0)(P
n
S(0)(λ)))
∼= T ⊗S(0) EndgS(0)(P
∞
S(0))
∼= T ⊗S(0) ZS(0),Λ
∼= ZT,Λ.
(3.4)
Recall that the deformed Verma modules in an antidominant block OS(0),Λ
are exactly the ones with highest weight in Λ = W(Λ) · λ. In [Fie03, Theorem
3.6] one can find an explicit description of the centre ZS(0),Λ as a subring of
Πw∈W(Λ)S(0) by looking at the acting on each deformed Verma module. To-
gether with Corollary 3.6 we get a concrete description of ZC,Λ. From this
description we also get a natural right action of W(Λ) on Z := ZS(0),Λ. For any
simple reflection s ∈ W(Λ) we denote by Zs its invariants and get the following
important result
Lemma 3.7. Z is a free Zs-module and gives rise to a self-adjoint functor
functor
•ZsZ : mof -Z → mof -Z.
Moreover, there is an isomorphism of functors VS(0)θs(•) ∼= VS(0)(•)⊗Zs Z.
Proof. Set R = S(0). The following argument is due to P. Fiebig: Let α be
the simple root corresponding to s. For w ∈ W such that w · λ ∈ Λ we set
zw = hw(α). In particular, zw = −zws and also {zw} ∈ Z by [Fie03, Theorem
3.6]. Let now a = {aw} be an element of Z. We claim that there are uniquely
defined elements c+, c− ∈ Zs such that a = c+ + c−z and (hence 1, z the
desired basis). From the general equality ws = swαw, we get aws = asw(α) ≡ aw
mod zw by [Fie03, Theorem 3.6]. Let now r1, r2 ∈ R such that r1 ≡ r2 mod h
for some 0 6= h ∈ h. Then the equation (r1, r2) = c+(1, 1) + c−(h,−h) has the
unique solution c∓ =
1
2h (r1∓ r2). By [Fie03, Theorem 3.6] the elements x+, x−
exist and are contained in Z, because a ∈ Zs. The self-adjointness follows then
as in [Soe05, Proposition 5.10]. The last statement is [Fie04, Theorem 4.1].
Lemma 3.8. Let OS(0),Λ be an antidominant block. Let T = C or let S(0) → T
be a morphism of local deformation algebras. Then VT induces an isomorphism
Φ : HomgT (X,Y )
∼= HomZT,Λ(VTX,VTY )
for X = T ⊗S(0) P
∞
S(0)(λ) and any Y ∈ OT,Λ or Y = T ⊗S(0) FP
∞
S(0)(λ), where
F is a finite composition of translation functors through walls.
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Proof. Let first Y ∈ OT,Λ. By definition of VT we have
VTY = HomgT (T ⊗S(0) P
∞
S(0)(λ), Y )→ HomZT,Λ(VTX,VTY )
∼= VTY,
the latter by evaluating f at the identity morphism id. This composition is
mapping f ∈ VTY to VT (f)(id) = f ◦ id = f , hence the middle arrow is an
isomorphism and the statement follows for any Y ∈ OT,Λ. Then the lemma
follows by taking limits.
The following is a crucial refinement of [Fie04, Theorem 3.25].
Theorem 3.9 (Structure theorem). Let OS(0),Λ be an antidominant block.
Let T = C or let S(0) → T be a morphism of local deformation algebras. Let X,
Y ∈ OT,Λ be tilting modules. Then VT induces a natural inclusion
Φ : HomgT (X,Y ) →֒ HomZT,Λ(VTX,VTY ) (3.5)
which is an isomorphism (at least) if T = S(0) or T = C.
Proof. Recall from [Fie04] that any indecomposable tilting module X ∈ OT,Λ
is a direct summand of some T ⊗S(0) (F∆S(0)(λ)) for some composition F
of translations through walls. Hence it is enough to show the statement for
X = T ⊗S(0) (F∆S(0)(λ)). Choose compatible surjections P
n
S(0)(λ)→ ∆S(0)(λ)
for n ≥ 0. Then FPnS(0)(λ)→ F∆S(0)(λ) is again surjective ([Fie03, Proposition
4.1]) and so is the specialisation T⊗S(0)(FP
n
S(0)(λ))→ T⊗S(0)(F∆S(0)(λ)), and
it stays surjective if we apply the exact functor VT . Thanks to Lemma 3.3 it is
enough to verify (3.5) forX = T⊗S(0)P
∞
S(0)(λ). This is however Lemma 3.8. Let
now T = S(0) or T = C. Because of the self-adjointness of translations through
walls [Fie04, Corollary 5.10, Proposition 3.11 (4)] and Lemma 3.7 we may as-
sume that F is isomorphic to the identity, hence X ∼= ∆T (λ). Let I be the max-
imal ideal of ZT,Λ = EndgT (P
∞
T (λ)). Then HomgT (X,Y ) can be identified with
the space {f ∈ HomgT (P
∞
T (λ), Y ) | f ◦ g = 0, g ∈ I} and HomgT (VTX,VTY )
can be identified with the space {f ∈ HomZT,Λ(VTP
∞
T (λ), Y ) | f ◦g = 0, g ∈ I}.
So, the theorem follows from Lemma 3.8.
3.8 The combinatorics of natural transformations
Our next step is to prove a generalisation of Theorem 1.8 for Kac-Moody al-
gebras. We start with some preparations. From now on we fix an antidom-
inant block OS(0),Λ. Let T = S(0) or T = C and denote P
m = PmT (λ) and
P = P∞T (λ). Note that, for any finite composition F of translation functors
through walls, the module FP has naturally a ZT,Λ-module structure, by defi-
nition of the centre. This action commutes with the second left ZT,Λ-structure
given by z.m = F (z)(m) for any z ∈ ZT,Λ = EndgT (P ), m ∈ FP . Via the func-
tor VT the first left action converts into the usual right ZT,Λ-action on VTFP
and the second actions turns into the left ZT,Λ-action z.f = F (zP )◦f . We have
a projective system{
Hm := HomgT (P, FP
m(λ)) = VTFP
m(λ)
}
n∈N
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given by the maps F (pm,n) ◦ · : Hm → Hn for m ≥ n. Set VTFP (λ) =
HomgT
(
P, lim←−FP
n(λ)
)
∼= lim←−HomgT (P (λ), FP
n(λ)). We get the following
generalisation of Theorem 1.8:
Theorem 3.10. Let T = S(0) or T = C and let OT,Λ be an antidominant block.
Let F , G : MT,Λ →MT,Λ be finite compositions of translations through walls.
There is a natural isomorphism of vector spaces (even of rings if F = G)
Hom(F,G) ∼= HomZT,Λ-mod -ZT,Λ(VTFP
∞(λ),VTGP
∞(λ))
Proof. We claim that φ 7→ aφ ∈ H where (aφ)n({gj}j∈N) = φn ◦ gn with φn =
φPn defines the required isomorphism, where H is defined as follows
HomZ-mod -Z(VTFP,VTGP )
= HomZ-mod -Z
(
HomgT
(
P, lim←−
m
FPm
)
,HomgT
(
P, lim←−
n
GPn
))
= lim←−
n
HomZ-mod -Z
(
lim←−
m
HomgT
(
P, FP
)
,HomgT
(
P,GP
))
=: H
Well-defined: Since φ is a natural transformation, one easily deduces that aφ is
a ZT,Λ-bimodule morphism. For m ≥ n we have G(pm,n) ◦ (aφ)m({gj}j∈N) =
G(pm,n)◦φm ◦ gm = φn ◦F (pm,n)◦ gm = φn ◦ gn = (aφ)n({gj}j∈N) and our map
is therefore well-defined.
Injectivity: Assume aφ = 0, in particular φn = 0 for any n ∈ N. For any
tilting module X ∈ OT,Λ we choose compatible surjections pn : PnS(0)(λ) →
∆S(0)(λ) for n ≥ 0. Then F (pn) is again surjective ([Fie03, Proposition 4.1]).
Since φ is a natural transformation we get φX ◦F (pn) = G(pn) ◦φn = 0 for any
n > 0, so φX = 0. Since MT,Λ is generated by tilting modules (see Section 3.5)
the injectivity follows.
Surjectivity: Since (under the assumptions on T ) any translation through the
wall is self-adjoint ([Fie03, Corollary 5.10]), using Lemma 3.7 we are allowed to
assume F = id. Let f ∈ HomZ-mod -Z(VTP,VTGP ). Let X ∈ MT,Λ. We
choose a complex
K : ⊕i∈IP
∞ → ⊕j∈JP
∞ → X → 0
with finite sets I and J such that VK is exact; in other words the homology
of K does not contain LT (λ) as a composition factor. We get a commutative
diagram of the form
⊕i∈IVP //
⊕f

⊕j∈JVP //
⊕f

VX //
fX

0
⊕i∈IVGP // ⊕j∈JVGP // VGX // 0
where the rows are complexes and where, by assumption, the first row is ex-
act. Since f is a ZT,Λ-bimodule map, the left part of the diagram commutes
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inducing a unique morphism fX as indicated. If X is tilting, then the Struc-
ture Theorem 3.9 induces a unique map fX ∈ HomgT (X,GX) which is natural.
By standard arguments, this induces a natural transformation id → G when
restricted to the additive category of tilting modules. Since MT,Λ is generated
by tilting modules the surjectivity follows.
3.9 Towards the classification theorem
We still fix an antidominant block OS(0),Λ and denote R = S(0), Z = ZR,Λ, and
will use the notation from Section 1.7.
Proposition 3.11. Let [x] = s1s2 · · · sr and [y] = sr+1sr+2 · · · sr+q be fixed
compositions of simple reflections in W(Λ). Then the following hold
a.) Hommod -Z(Z[x](R),Z[y](R)) = HomR-mod -Z HomZ(Z[x](R), Z[y](R)), where
R acts in the latter by multiplication from the left hand side.
b.) The space HomR-mod -Z(Z[x](R), Z[y](R)) is a (graded) free left R-module of
finite rank.
c.) The canonical map defines an isomorphism of vector spaces
C⊗RHomR-mod -Z(Z[x](R),Z[y](R)) ∼= HomC⊗RR-mod -Z(Z[x](R⊗RC),Z[y](R⊗RC)).
d.) The canonical map defines an isomorphism
Z ⊗R HomR-mod -Z(Z[x](R),Z[y](R))
∼= HomZ-mod -Z(Z[x](Z ⊗R R),Z[y](Z ⊗R R))
= HomZ-mod -Z(Z[x](Z),Z[y](Z)).
Proof. a.) The ring R is obviously included in the centre Z = ZOR,Λ via the
diagonal embedding R →֒
∏
µ∈W(Λ)R, r 7→ {r}µ. The image is s-invariant
for any simple reflection s. The claim follows then from the definitions.
b.) We consider the following compositions of translations through walls FR =
θsr · · · θs2θs1 , GR = θsr+q · · · θsr+2θsr+1 : OR,Λ → OR,Λ with its specialisa-
tions FC and GC. The Structure Theorem 3.9 together with [Fie04, Theorem
4.1] provides a natural isomorphism of vector spaces, compatible with the
left R-action, as follows
Hommod -Z(Z[x](R),Z[y](R)) ∼= HomgR(FR∆R(λ), GR∆R(λ)).
The latter is a free R-module of finite rank, because via the tilting equiv-
alence from Section 3.5 we are in the situation of [Fie03, Proposition 2.4]
where it is shown that the morphism spaces between truncated projective
modules are free R-modules of finite rank. Using part (a) we are done.
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c.) We claim that there are natural isomorphisms
C⊗R Hommod -Z(Z[x](R),Z[y](R))
(1)
∼= C⊗R HomgR
(
FR∆R(λ), GR∆R(λ)
)
(2)
∼= HomgC
(
FC∆C(λ), GC∆C(λ))
(3)
∼= Hommod -C⊗RZ
(
VC(FC∆C(λ)),VC(GC∆C(λ)))
(4)
∼= Hommod -C⊗RZ
(
VR(FR∆R(λ)) ⊗R C,VR(GR∆R(λ)) ⊗R C)
∼= HomC⊗RR- mod -Z(Z[x](R⊗R C),Z[y](R ⊗R C)).
The isomorphism (1) follows from the Structure Theorem 3.9, Lemma 3.7
and Part (b). The isomorphism (2) exists by [Fie03, Proposition 2.4, Corol-
lary 5.11] and the tilting equivalence. Thanks again to the Structure Theo-
rem and Corollary 3.6 we have (3). Finally (4) is given by [Fie04, Proposition
3.11]. Using part (a), the proposition follows.
d.) This is completely analogous to [Soe92, Lemma 12].
3.10 The classification of projective functors
In this section we formulate and prove the classification theorems for projective
functors. The crucial result is given by the following description of morphisms
between compositions of translation functors as morphisms between translated
deformed Verma modules, where the deformation ring is the centre of the orig-
inal category.
Theorem 3.12. Let T = S(0) or T = C and let OT,Λ be an antidominant
block with centre ZT . Let FT , GT : OT,Λ → OT,Λ be compositions of translation
through walls with corresponding compositions FZT , GZT : OZT ,Λ → OZT ,Λ.
Then there is an isomorphism of vector spaces (or even of rings if F = G)
Hom(FT , GT ) ∼= HomgZT (FZT∆ZT (λ), GZT∆ZT (λ)).
Proof. Let first be T = S(0) = R. Let Fˆ , Gˆ denote the functors obtained
from Lemma 3.7 such that VRF ∼= FˆVR and VRG ∼= GˆVR. Then we have
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isomorphisms of vector spaces (or rings)
Hom(FR, GR)
∼= HomZ-mod -Z
(
VRFRP
∞
R (λ),VRGRP
∞
R (λ)
)
(Theorem 3.10)
∼= HomZ-mod -Z
(
FˆRVRP
∞
R (λ), GˆRVRP
∞
R (λ)
)
∼= HomZ-mod -Z
(
FˆR(Z), GˆR(Z)
)
(Theorem 3.5)
∼= Z ⊗R HomR- mod -Z
(
FˆR(R), GˆR(R)
)
(Proposition 3.11 (d))
∼= Z ⊗R Hommod -Z
(
FˆR(R), GˆR(R)
)
(Proposition 3.11 (a))
∼= Z ⊗R Hommod -Z
(
FˆRVR∆R(λ), GˆRVR∆R(λ)
)
∼= Z ⊗R Hommod -Z
(
VRFR∆R(λ),VRGR∆R(λ)
)
∼= Z ⊗R HomgR
(
FR∆R(λ), GR∆R(λ)
)
(Structure Theorem)
∼= HomgZ
(
FR∆Z(λ), GR∆Z(λ)
)
,
the latter by [Fie03, Proposition 2.4] and the tilting equivalence. Hence the
Theorem follows for T = S(0). The case T = C follows then by specialisation or
by copying the arguments.
We call an endofunctor F of OT,Λ projective if it is a direct sum of direct
summands of some compositions of translation through walls. The following
classification of projective functors (justifying their name) follows immediately:
Corollary 3.13 (The Classification Theorem).
Let T = S(0) or T = C and let OT,Λ be an antidominant block with centre ZT .
There are natural bijections of isomorphism classes
{
indecomposable projective functors on OT,Λ}
l 1:1{
indecomposable tilting objects of OT,Λ
}
l 1:1{
indecomposable projective objects of OT,τ(Λ)
}
Proof. The FT∆ZR(λ)’s for F a projective functor are tilting modules in OZT ,Λ
(via the tilting equivalence using [Fie03, Corollary 5.11, Proposition 2.4]). Any
tilting module is obtained in such a way ([Fie04, Section 4]). Moreover, the
isomorphism classes of (indecomposable) tilting objects in OZT ,Λ correspond
exactly to the ones in OS(0),Λ via specialisation, because Z is local. Hence the
classification follows.
We have a Krull-Remak-Schmidt property for projective functors:
Corollary 3.14. Let F : OC,Λ → OC,Λ be a projective functor. Then
a.) F ∼=
⊕r
i=1 Fi for some indecomposable functors Fi and r ∈ N.
b.) Moreover, F (∆C(λ)) ∼=
⊕r
i=1 Fi(∆C(λ)) is a decomposition into indecom-
posable direct summands.
Proof. The claim follows directly from the previous Theorem 3.12 and Corol-
lary 3.13.
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