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CONVOLUTION ESTIMATES AND MODEL SURFACES OF
LOW CODIMENSION
DANIEL M. OBERLIN
Abstract. For k ≥ d/2 we give examples of measures on k-surfaces
in Rd. These measures satisfy convolution estimates which are nearly
optimal.
Suppose that S is a smooth k-dimensional surface in Rd and that µ is a
smooth positive Borel measure on S. Suppose further that µ satisfies the
convolution estimate
(1) ‖µ ∗ f‖Lq(Rd) ≤ C ‖f‖Lp(Rd),
where the norms are computed using Lebesgue measure md on R
d. Then
it is well-known that p ≤ q. Convolution with the characteristic function
of a small ball shows that (1/p, 1/q) must lie in the triangle ∆(k, d) with
vertices (0, 0), (1, 1), and
(
d/(2d − k), (d − k)/(2d − k)
)
. And a result of
Ricci ([5]), which extends an observation of Carbery and Christ, shows that
if k(k + 3) < 2d, then (1) also implies that
(2)
1
p
−
1
q
≤
2k
6d− k2 − 5k
.
Let T (k, d) be ∆(k, d) if k(k +3) ≥ 2d and the subset of ∆(k, d) defined by
(2) if k(k + 3) < 2d. Suppose now that S has the form
(3) {
(
y; Φ1(y),Φ2(y), . . . ,Φl(y)
)
: y ∈ G}
where G is a nonempty open subset of Rk, where l = d − k, and where the
functions Φj : R
k → R are homogeneous polynomials. Let µ be the measure
on S induced by mk on G. Then we will say that S is a model surface if (1)
holds whenever (1/p, 1/q) lies in the interior of T (k, d).
Examples:
(i) the paraboloids {(y; |y|2) : y ∈ Rd−1, |y| < 1} (see, e.g., pp. 370–371
in [6]);
(ii) the moment curves {(y; y2, . . . , yd) : 0 < y < 1} (see [1]);
(iii) the monomial surfaces {
(
y; Φ1(y), . . . ,Φl(y)
)
: y ∈ Rk, |y| < 1} where
l = k + k(k−1)2 and the functions Φj are the distinct quadratic monomials
(see [5]);
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(iv) the 3-surface {(y1, y2, y3; y
2
1 + y
2
2 , y
2
2 + y
2
3) : 0 < yj < 1} in R
5 (see
[4]);
(v) certain surfaces of the form {
(
y; Φ1(y), . . . ,Φl(y)
)
: y ∈ Rk, |y| < 1}
where l = k (see [2]).
Of course most polynomial surfaces S of the form (3) are not model sur-
faces in our sense: the convolution requirement rules out degeneracies which
result from the presence of “flatness” or the lack of “curvature”. When
k = 1 or k = d− 1 there are obvious and simple technical interpretations of
“curvature”. In a few other cases there are technical interpretations which
are neither obvious nor simple. For example, when k = 2 and d = 4 the
interpretation is that
(Φ1y1y1Φ2y1y2 − Φ2y1y1Φ1y1y2)(Φ2y2y2Φ1y1y2 − Φ2y1y2Φ1y2y2)
−
(
(Φ1y1y1Φ2y2y2 − Φ2y1y1Φ1y2y2)
)2
not vanish. At any rate, the examples mentioned above, along with certain
of their Cartesian products, constitute a fairly complete list of the known
model surfaces. The aim of this note is to extend that list by providing
examples of model surfaces whenever k ≥ d2 .
Fix positive integers k and l with 1 ≤ l ≤ k and put d = k + l. Let
C = [cji ] be a k by l matrix of real numbers. For 1 ≤ j ≤ l define bilinear
forms Lj : R
k × Rk → R by
Lj(x, y) =
k∑
i=1
cjixiyi
and put Φj(y) = Lj(y, y). We will say that C satisfies condition (*) if every
l by l submatrix of C is nonsingular.
Theorem. With the Φj as above, with G = B(0, 1), and with S given by
(3), suppose that (*) holds. Then S is a model surface.
Proof of theorem: Since k(k+3) ≥ 2d, it is required to establish (1) whenever
(1p ,
1
q ) lies in the interior of ∆(k, d). With q0 =
2d−k
d−k , an interpolation
argument shows that it is suffices to prove that
(4) ‖µ ∗ χE‖q0 ≤ C(p)md(E)
1/p
for measurable E ⊂ Rd and p > 2d−kd . And, since µ has compact sup-
port, we can also assume that E ⊂ B(0, 1). For such E, (4) will follow,
as in [4], from the auxiliary inequality (6) below. Thus, writing Φ(y) =(
y; Φ1(y), . . . ,Φl(y)
)
,
(5)
‖µ ∗ χE‖
q0
q0
=
∫
Rd
∫
B(0,1)
χE
(
z − Φ(x)
)
dmk(x)
( ∫
B(0,1)
χE
(
z − Φ(y)
)
dmk(y)
)q0−1
dmd(z)
=
∫
Rd
χE(z)
∫
B(0,1)
(∫
B(0,1)
χE
(
z +Φ(x)− Φ(y)
)
dmk(y)
)q0−1
dmk(x) dmd(z).
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Now assume, for the moment, the inequality
(6)(∫
B(0,1)
[ ∫
B(0,1)
χ eE
(
Φ(x)− Φ(y)
)
dmk(y)
]d/l
dmk(x)
)l/d
≤ C(p˜)md(E˜)
1/ep
for p˜ > dk and E˜ ⊂ B(0, 2). Since q0 − 1 =
d
l , (5) and (6) yield
‖µ ∗ χE‖q0 ≤ C(p˜)md(E)
(1+ 1
ep
d
l
) 1
q0 .
If 1p = (1+
1
ep
d
l )
1
q0
, then p˜ > dk if and only if p >
2d−k
d . Thus, as claimed, (4)
will follow from (6). Now (6) is equivalent to the inequality, for nonnegative
f ,
(7)∫
B(0,1)
∫
B(0,1)
f(x)χ eE
(
x− y;
∑
c1i (x
2
i − y
2
i ), . . . ,
∑
cli(x
2
i − y
2
i )
)
dmk(y) dmk(x)
≤ C(p˜) ‖f‖Ld/k(Rk)md(E˜)
1/ep,
where
∑
means
∑k
i=1. In the y-integral we change variables to obtain∫
B(0,1)
∫
B(0,1)
f(x)χ eE
(
y;
∑
c1i (2xiyi−y
2
i ), . . . ,
∑
cli(2xiyi−y
2
i )
)
dmk(y) dmk(x).
If E ⊂ Rd is defined by
χE(y1, . . . , yk;u1, . . . , ul) = χ eE
(
y1, . . . , yk, 2u1−
∑
c1i y
2
i , . . . , 2ul−
∑
cliy
2
i
)
,
then md(E) = 2
−lmd(E˜) and the left hand side of (7) may be written∫
B(0,1)
∫
B(0,1)
f(x)χE
(
y;L1(x, y), . . . , Ll(x, y)
)
dmk(y) dmk(x).
Thus (7) will follow from
(8)∫
B(0,1)
∫
B(0,1)
f(x)χE
(
y;L1(x, y), . . . , Ll(x, y)
)
dmk(y) dmk(x) ≤ C ‖f‖Ld/k(Rk)md(E)
1/ep
whenever f is nonnegative, p˜ > dk , and E ⊂ B(0, 2). (The constant C will
depend on p˜ and C.) For an multi-index n = (n1, . . . , nk) we will write
{|yi| ∼ 2
ni} to stand for the set of y ∈ Rk for which the k inequalities
2ni ≤ |yi| < 2
ni+1 hold. Our main task will be to establish the estimate
(9)∫
Rk
∫
{|yi|∼1}
f(x)χE
(
y;L1(x, y), . . . , Ll(x, y)
)
dmk(y) dmk(x)
≤ C ‖f‖Ld/k(Rk)md(E)
k/d
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for all nonnegative f and E ⊂ Rd. From this a change of variables shows
that the inequalities
(10)∫
Rk
∫
{|yi|∼2ni}
f(x)χE
(
y;L1(x, y), . . . , Ll(x, y)
)
dmk(y) dmk(x)
≤ C ‖f‖Ld/k(Rk)md(E)
k/d
hold uniformly in n. This implies (8): suppose E ⊂ [−2, 2]d. For a multi-
index n let En be the set of (y1, . . . , yk;u1, . . . , ul) ∈ E for which |yi| ∼ 2
ni .
Then md(En) ≤ 2
P
i(ni+1) and so, if 1ep =
k
d − ǫ,
md(En)
k/d ≤ md(E)
1/ep2ǫ
P
i(ni+1).
Applying (10) with E replaced by En and then summing over n for which
−∞ < nj ≤ 0 yields (8).
Moving to the proof of (9), we write, for suitable functions g on Rd,
(11)∫
Rk
∫
{|yi|∼1}
f(x)g
(
y;L1(x, y), . . . , Ll(x, y)
)
dmk(y) dmk(x) = 〈Tf, g〉
=
∫
Rl
∫
{|yi|∼1}
Tf(y;u) g(y;u) dmk(y) dml(u).
Then (9) is a consequence of the fact, which we will establish below, that
(12) T : Ld/k(Rk)→ Ld/l(Rd).
Although it does not figure here, one can regard the operator T as a re-
stricted (k− l)-plane transform operating on a function f defined on Rk by
integrating f over the (k − l)-plane
{x ∈ Rk : L1(x, y) = u1, . . . , Ll(x, y) = ul}.
Since the indices in (12) are conjugate, it is natural to attempt to prove (12)
by embedding T in an analytic family of operators {Tz} and then interpo-
lating between L1 → L∞ and L2 → L2 estimates. Thus we define
Tzf(y;u) = C(z)f(y; · ) ∗ | · |
z(u),
where the convolution is in the u variable and C(z) is chosen to compensate
for the singularities of the distributions | · |z on Rl – see p. 363 in [3]. Next
we will observe that
(13) ‖Tzf‖L∞(Rd) ≤ c0(y) ‖f‖L1(Rk)
if z = 0 + is and then prove (using the hypothesis (*) )that
(14) ‖Tzf‖L2(Rd) ≤ c1(y) ‖f‖L2(Rk)
if z = −d2 + is.
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Note that (11) implies that Tf(y;u) = 0 unless |yj| ∼ 1. If |yj | ∼ 1 we
will need the following formula:
(15)
∫
Rl
Tf(y;u)h(u) dml(u) =
∫
Rk
f(x)h
(
L1(x, y), . . . , Ll(x, y)
)
dmk(x),
valid for nice functions h on Rl. To see (15) with y = y˜, fix y˜ with |y˜i| ∼ 1,
take g(y;u) = χB(ey,δ)(y)h(u) in the extreme terms of (11), and then let
δ → 0.
Now (13) follows immediately from (15).
To prove (14) we start by setting some notation. For fixed y ∈ Rk we
consider the mapping Ly of R
k into Rl defined by
Lyx =
(
L1(x, y), . . . , Ll(x, y)
)
along with the adjoint map L∗y of R
l to Rk defined by
〈L∗yζ, x〉 = 〈ζ,Lyx〉.
Then (15) implies that
(16) ̂Tf(y, · )(ζ) = f̂(L∗yζ).
In order to prove (14) by exploiting (16), we need a lemma.
Lemma. Under the assumption (*) on C, there is c, depending on C and
ρ ∈ R, such that the inequality
(17)
∫
{|yj |∼1}
∫
Rl
|ζ|ρw(L∗yζ) dml(ζ) dmk(y) ≤ c
∫
Rk
|τ |ρ−k+lw(τ) dmk(τ)
holds for nonnegative functions w on Rk.
Proof of Lemma: If x, y ∈ Rk, we may write x(i) instead of xi and xy
to stand for the vector with xy(i) = x(i)y(i). Let 1 stand for the vector
(1, 1, . . . , 1). One may check that, for i = 1, . . . , k, L∗
1
ζ(i) =
∑
j c
j
i ζj and also
that L∗yζ = yL
∗
1
ζ. In particular, the hypothesis (*) on C has the following
interpretation in terms of the
(k
l
)
coordinate projections π of Rk onto Rl:
for each such π, π ◦ L∗
1
: Rl → Rl is nonsingular. It follows that there is
M <∞ such that if P ⊂ {1, . . . , k} satisfies |P | = l, then
(18) |ζ| ≤M sup
i∈P
|L∗
1
ζ(i)|.
Next note that if ζ ∈ Rl, then there are 1 ≤ il+1 < il+2 < · · · < ik ≤ k,
dependent on ζ, such that
(19) |ζ| ≤M |L∗
1
ζ(ia)| if a = l + 1, . . . , k.
(Having |ζ| > M |L∗
1
ζ(i)| for even l i’s would contradict (18).) In this
situation, write Q = {il+1, . . . , ik} and ζ ∈ FQ so that R
l = ∪QFQ, where
the union is taken over all Q ⊂ {1, . . . , k} such that |Q| = k − l. Then (17)
will follow by summing over Q the estimates
(20)
∫
{|yi|∼1}
∫
FQ
|ζ|ρw(L∗yζ) dml(ζ) dmk(y) ≤ c
∫
Rk
|τ |ρ−k+lw(τ) dmk(τ).
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To establish (20), fix firstQ = {il+1, . . . , ik}, then i1, . . . , il with {i1, . . . , ik} =
{1, . . . , k}, and finally yi1 , . . . , yil with |yia | ∼ 1. Consider the map
(21) (ζ1, . . . , ζl, yil+1 , . . . , yik) 7→ τ
.
=
(
yi1L
∗
1
ζ(i1), . . . , yikL
∗
1
ζ(ik)
)
⋍ L∗yζ,
where the⋍ indicates a permutation of the coordinates. We want to estimate
the absolute value J of the Jacobian determinant of (21) when ζ ∈ FQ. To
do this, write τ as(
yi1
∑
cji1ζj, . . . , yil
∑
cjilζj , yil+1
∑
cjil+1ζj , . . . , yik
∑
cjikζj
)
,
where
∑
means
∑l
j=1. Computing the Jacobian matrix, one sees that
J =
l∏
a=1
|yia | × |D(i1, . . . , il)| ×
k∏
a=l+1
|L∗
1
ζ(ia)|,
whereD(i1, . . . , il) is the determinant of the l by l matrix obtained by retain-
ing only the rows of C corresponding to i = i1, . . . , il. By (*), |D(i1, . . . , il)| ≥
c(C) > 0. Since ζ ∈ FQ, |L
∗
1
ζ(ia)| ≥
|ζ|
M for a = l + 1, . . . , k. It then follows
from |yi| ∼ 1 that
(22) J ≥ c |ζ|k−l.
It is also easy to check (see (18)) that |ζ|ρ ≤ c |L∗
1
ζ|ρ. So the inequality∫
{|yi|∼1}
∫
FQ
|ζ|ρ w(L∗yζ) dml(ζ) dyil+1 · · · dyik ≤ c
∫
Rk
|τ |ρ−k+lw(τ) dmk(τ)
follows by change of variables, and then (20) follows by integrating with
respect to yi1 , . . . , yil (since |yi| ∼ 1). This concludes the proof of the lemma.
With (17) we can prove (14): suppose z = −d2 + is. Then∫
{|yi|∼1}
∫
Rl
|Tzf(y, u)|
2dml(u) dmk(y) =
∫
{|yi|∼1}
∫
Rl
| ̂Tzf(y, ·)(ζ)|
2dml(ζ) dmk(y)
= c(s)
∫
{|yi|∼1}
∫
Rl
|f̂(L∗yζ)|
2
∣∣|ζ|d/2−l∣∣2dml(ζ) dmk(y)
≤ c(s)
∫
Rk
|f̂(τ)|2|τ |d−2l−(k−l)dmk(τ) = c(s)‖f‖
2
L2(Rk),
where: the second equality follows from (16) and the fact that, on Rl,
|̂ · |z(ζ) = c(z) |ζ|−z−l ([3], p. 363); the inequality follows from (17); and
the last equality follows from d = k+ l. This proves (14). Now interpolating
between (13) and (14) shows that
Tz : L
d/k(Rk)→ Ld/l(Rd)
if z = −l + is. Since T−l is a scalar multiple of T , (12) follows, concluding
the proof of the theorem.
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