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Abstract
The 1rst result is a homogenization theorem for the Dirichlet eigenvalues of reversible random
walks on Zd with stationary and uniformly elliptic conductances. It is then used to prove that
the CLT holds in -almost all environments and to study the law of the exit times. Applications
to the almost sure convergence of capacities and currents are given in the last section.
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1. Introduction
The interest in homogenization of di;erential operators with random coe<cients
started in the early 1980s. A comprehensive presentation of this theory can be found
in the book by Jikov et al. (1994). The construction of the homogenized operator by
an auxiliary problem, introduced in the study of homogenization of di;erential opera-
tors with periodic coe<cients by Tartar (1977), turned out to be very useful. Among
the results of Jikov et al. (1994), there is a generalization of the spectral homogeniza-
tion theorem proved by Kesavan (1979) for elliptic partial di;erential equations with
periodic coe<cients.
Concurrently, Kozlov (1985a, 1986) studied certain classes of random walks in Zd
in a random environment with analogous properties. In these models, it is assumed that
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the transition probabilities of the random walks are stationary and have 1nite range, or
equivalently, that there is a group {Tx; x∈Zd} of measure preserving transformations of
a probability space (;F; ) and a 1nite subset  of Zd such that for every z ∈, there
is pz(·)∈L1() such that the probability transitions of the walk in the environment !
are given by
p(x; x + z; !) = pz(Tx!); x∈Zd; z ∈:
An invariant measure for the random walk is a measurable function a(!) such that∑
z∈
a(T−z!)p(−z; 0; !) = a(!);  − a:s:
Most known results in Zd; d¿ 1, and in particular all the results of Kozlov (1985a,
1986) that are surveyed below, are for random walks with uniformly elliptic transition
probabilities, that is, there is ¿ 0 such that pz(·)¿ a.s. for all z ∈.
Under the assumptions of uniform ellipticity and the existence of an integrable in-
variant measure, the strong law of large numbers holds (Kozlov, 1985a, p. 84). The
validity of the Central Limit Theorem for some classes of random walks was then
considered in Kozlov (1985a, 1986) and Kozlov and Molchanov (1984).
The 1rst class are balanced random walks in a random environment, that is p(x; x+
ei; !) = p(x; x − ei; !) for all x∈Zd and i = 1; : : : ; d, where {ei; 16 i6d} is the
canonical basis of Rd (this is called reEective symmetry in Kozlov (1985a). Kozlov
(1985a, Lemma 1, p. 111) is a su<cient condition for the existence of an integrable
invariant measure. Under these conditions, the quenched CLT holds, that is, the CLT
holds for -almost all environments. The proof of this theorem is given in detail in
the lecture notes of Zeitouni (2002) using arguments from Lawler (1983).
The second class are symmetric walks, that is p(x; x+ ei; !) =p(x+ ei; x; !) for all
x∈Zd and 16 i6d. All these walks have a(·) ≡ 1 as a invariant measure. In this case,
if the transition probabilities are uniformly elliptic, two methods to obtain a CLT are
available. In Kozlov (1986), a weak quenched CLT is proved using a discrete version of
the homogenization theorem for parabolic partial di;erential equation. Kozlov (1985a),
using a martingale CLT, proved a quenched CLT under an additional condition on
the range of the transition probabilities which is called smallness of Euctuations. This
condition depends on the dimension of the lattice. See also Astrauskas (1989). An
attempt to eliminate this additional condition was done in Boivin (1993). But, as in
Kozlov (1985a), a martingale decomposition was used and the condition eliminated
only for two-dimensional random walks.
Reversible random walks are a generalization of the symmetric walks. They are walks
with an invariant measure such that for all x; y∈Zd, a(Tx!)p(x; y; !)=a(Ty!)p(y; x; !)
a.s. In Kozlov (1985a), they are called symmetrizable. Kozlov (1985a, Lemma 7), gives
a su<cient condition, similar to Kolmogorov’s cycle condition, for the existence of an
invariant measure a(·) such that a and a−1 are in L1(). When this is the case, then
the CLT holds in the mean. Under similar assumptions, De Masi et al. (1989) showed
that an invariance principle holds in measure.
Reversible random walks in Zd in random environments have properties analo-
gous to second-order partial di;erential operators in divergence form considered in
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Jikov et al. (1994) and Osada (1983). Here we pursue the study of Kozlov (1985a,
1986) and Piatnitski and Remy (2001) with the spectral properties of the reversible
random walk in a random environment. The one-dimensional case was treated in
Anshelevich and Vologodskij (1981). The spectral homogenization theorem is then
used to prove a weak quenched CLT for these walks. Then using the Harnack inequal-
ity of Delmotte (1999), the quenched CLT for reversible random walk is obtained
without the additional condition on the smallness of Euctuations. Appropriate discrete
versions of classical theorems, of the div-curl theorem and of G-convergence are proved
in the 1rst sections without using interpolation. They are then used to prove the spectral
homogenization theorem which 1nally yields a CLT. This proof of the CLT does not
require a martingale CLT. Note the short discussion of Delmotte (1999, Section 1.5)
on some di<culties that arise when working in discrete-time. The invariance principle
(Remy, 1999, Theorem 3.3.3) holds if the Markov chain build from the environment
viewed from the particule (see Kozlov (1985a, p. 83) is positive Harris recurrent, which
is essentially the periodic case. Other cases where there are su<cient conditions for
the invariance principle can be found in Derriennic and Lin (2001) and Kipnis and
Varadhan (1986).
Before focusing on this problem, we mention a few other known properties of random
walks on Zd in a random environment for d¿ 1. See also the St. Flour lecture notes
of Molchanov (1994) and Zeitouni (2002).
A transience criterion is given in Durrett (1987, Theorem 1). Note, however, that
the random walks studied in Durrett (1987, Theorems 2 and 3), are reversible, with
stationary transition probabilities but the conductances are not stationary.
For random walks with independent identically distributed transition probabilities
vectors, a law of large number is proved in Sznitman and Zerner (1999) when the tran-
sition probabilities are bounded below and “Kalikow’s condition” is veri1ed. Su<cient
conditions for an invariance principle were subsequently given in Sznitman (2000).
KPunnemann (1983) proved that the CLT holds in the mean for the jump process asso-
ciated with a reversible random walk in a random environment when the conductances
are bounded away from 0 and +∞.
Delmotte (1999) proved a parabolic Harnack inequality which implies a HPolder reg-
ularity property for solutions of discrete parabolic equations. This is useful to complete
the proof of the CLT in Section 9. Harnack inequalities for reversible walks in Zd can
also be found in Zhou (1993, Sections 3 and 4).
Conlon and Naddaf proved a homogenization theorem for a reversible walk with a
constant potential in Conlon and Naddaf (2000a,b), they proved annealed estimates for
the Green function. Some properties that hold without the uniform ellipticity condition
can be found in Stroock and Zheng (1997).
Two vertices x; y∈Zd are neighbours, and we write x ∼ y, if |x−y|=1, where | · |
denotes the Euclidean norm in Rd. For n=1; 2; : : : ; let Qn := [1; n]d∩Zd. The boundary
of Qn is @Qn := {y∈Zd \ Qn; there is x∈Qn such that x ∼ y} and SQn := Qn ∪ @Qn.
To each sequence {a(x; y); x; y∈Zd; x ∼ y} of positive numbers on Zd such that
a(x; y) = a(y; x) for all x ∼ y, associate a random walk on Zd with transition proba-
bilities given by p(x; y)=a(x; y)=a(x) if x ∼ y and p(x; y)=0 elsewhere, where a(x)=∑
y∼x a(x; y). This random walk is reversible with a(x) as an invariant
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measure. For each n¿ 1, we consider a random walk on Qn ∪ {‡} with Dirichlet
boundary conditions with transition probabilities given by
pn(x; y) =

a(x; y)=a(x) if x; y∈Qn; x ∼ y;∑
z∈@Qn
a(x; z)=a(x) if x∈Qn and y = ‡;
1 if x = y = ‡;
0 elsewhere:
(1)
Let Hn be the set of real-valued functions u on SQn satisfying Dirichlet boundary
conditions, that is, u(x) = 0 for all x∈ @Qn. A scalar product on Hn is given by
(u; v)n :=
∑
x∈Qn u(x)v(x)a(x). For a function u on
SQn, de1ne Pu(x) for x∈Qn by
Pu(x)=
∑
y∈Qn p(x; y)u(y). To de1ne P as an operator from Hn to Hn, put Pu(x)=0
for x∈ @Qn.
For two functions u; v de1ned on SQn, the Dirichlet form En is
En(u; v) :=
∑
a(x; y)(u(x)− u(y))(v(x)− v(y));
where the sum is over all ordered pairs {x; y} such that x∈ SQn and y∈Qn. Let Hu(x)=
u(x)−Pu(x). It is de1ned for a function u on SQn and for x∈Qn. As an operator from
Hn to Hn, H is linear and self-adjoint as we see from the Green–Gauss Theorem:
Proposition 1. For all functions u; v de<ned on SQn,
En(u; v) = (u; Hv)n +
∑
x∈@Qn
u(x)
∑
y∈Qn
a(x; y)(v(x)− v(y))
 (2)
and in particular, if u∈Hn, then
En(u; v) = (u; Hv)n: (3)
If a(x; y) is interpreted as the electrical conductance of the edge with endpoints x
and y and, for u∈Hn, u(x) is interpreted as the potential at the vertex x then the
Dirichlet form En(u; u) can be interpreted as the total energy of the network Qn.
Let {n;j; 16 j6 nd} be the Dirichlet eigenvalues of H := I − P in Hn numbered
in an increasing order
0¡n;1 ¡n;26 · · ·6 n;nd ¡ 2:
The strict inequalities are given by Perron–Frobenius Theorem. The corresponding nor-
malized eigenfunctions in Hn will be denoted by { n;j; 16 j6 nd}.
The higher-order transition probabilities of the random walk on Zd and on Qn∪{‡},
will be denoted by p(x; y; k) and pn(x; y; k), respectively. The latter have the following
spectral representations:
pn(x; y; k) :=
∑
j
(1− n;j)k n; j(x) n;j(y)a(y); x; y∈Qn: (4)
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The spectral representation of the simple symmetric random walk on Zd can be
computed explicitly. It is used in Spitzer (2001, Chapter V), to study the asymptotic
behaviour of exit times. Let us recall the close relationship between these random walks
and the Laplacian with Dirichlet boundary conditions.
The Dirichlet eigenvalues of − 12! in H10(Q) where Q is the unit cube Q := ]0; 1[d
are easily calculated to be
" = 12#
2|"|2; "∈{1; 2; 3; : : :}d (5)
with corresponding eigenfunctions given by
 "(s) = 2d=2
d∏
i=1
sin(#"isi); "∈{1; 2; 3; : : :}d: (6)
The probability transitions of the simple symmetric random walk can be obtained
from the sequence of conductances given by a(x; y)=1 if x ∼ y. Then the eigenvalues
and the normalized eigenfunctions of the random walk in Qn ∪ {‡} are
(s)n;" =
2
d
d∑
i=1
sin2
(
#"i
2(n+ 1)
)
; "∈{1; : : : ; n}d; (7)
 (s)n;" (x) = An
d∏
i=1
sin
(
#"i
xi
(n+ 1)
)
; where A2n =
1
2d
(
2
n+ 1
)d
:
It is interesting to note that for each "∈{1; 2; 3; : : :}d and n¿ 1,
 (s)n;" (x) = 2
−d=2An "
(
x
n+ 1
)
and n2(s)n;" →
1
d
" as n →∞: (8)
It is these relations, analogous to a change of scale for second-order di;erential
operator, that we are going to generalize by the spectral homogenization theorem for
stationary sequences of conductances. Before introducing a random environment, we
recall a comparison theorem which holds when the conductances are bounded away
from 0 and ∞.
Proposition 2. Let {a(x; y); x; y∈Zd; x ∼ y} be a sequence of conductances such
that for some constant &¿ 1, 0¡& −1 ¡a(x; y)¡&¡∞ for all x ∼ y.
Then for all n¿ 1 and for all 16 j6 nd,
& −2(s)n; j ¡n;j ¡&
2(s)n; j ; (9)
where (s)n; j are the Dirichlet eigenvalues, {(s)n;"}, of the simple symmetric random walk
on Qn ∪ {‡} numbered in nondecreasing order.
Proof. This is obtained by comparison with the eigenvalues of the simple symmetric
walk on Zd by a minimax formula. The version given in Davies (1989, p. 6) is quite
suitable since it involves only the norm and the Dirichlet form.
n;j = inf{(M);M is a subspace of Hn of dimension j};
where (M) = sup{En(u; u); u∈M; ‖u‖n = 1}.
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An immediate consequence of this proposition and (7), is that there are constants
0¡C1; C2 ¡∞, which depend only on & and d such that for all n¿ 1 and for all
u∈Hn,
‖u‖2n ¡C1n2En(u; u)¡C2n4‖Hu‖2n: (10)
We now look at conductances on Zd that are given by random variables de1ned on a
probability space (;F; ). Let {a(x; y; !); x; y∈Zd; x ∼ y} be a stationary sequence
of positive random variables such that a.s. a(x; y; !) = a(y; x; !). Equivalently, assume
that there is a group {Tx; x∈Zd} of measure preserving transformations of (;F; )
and d positive measurable functions ai(!) such that, for x∈Zd,
a(x; x + ei; !) = ai(Tx!); 16 i6d:
Let a(x; !)=
∑
y∼x a(x; y; !). For a function f in L
1(;F; ),
∫
 f d will also be
denoted by 〈f〉. In particular, with this notation, 〈a〉 =∑y∼x〈a(x; y; ·)〉 = 2∑di=1〈ai〉,
by stationarity.
The sequence of conductances is said to be uniformly elliptic if there is a constant
&¿ 1 such that for all 16 i6d, -almost surely,
0¡& −1 ¡ai(!)¡&¡∞: (11)
The following theorem, which is a spectral homogenization theorem, is the 1rst goal
of the paper. It is a generalization of the change of scale formula to the reversible walk
in a random environment. Its proof consists of two applications, given in Sections 7
and 8, of the main lemma, Lemma 3, which is proved in Section 6. The theorem is
then used in Section 9 to prove a quenched CLT and to study the law of the exit
times.
Theorem 1. Let {a(x; y; !); x; y∈Zd} be a stationary and ergodic sequence of uni-
formly elliptic conductances. Then, there is a nonrandom symmetric matrix A0 such
that for all j¿ 1, -almost surely,
n2n;j → j as n →∞;
where {j; j¿ 1} are the Dirichlet eigenvalues of
H0 := −〈a〉−1divA0∇ on the Sobolev space H10(Q): (12)
For instance, see Davies (1989, Theorem 1.2.5) for a construction of the operator H0.
The homogenized matrix might be nondiagonal even if the random walk is symmetric
with stationary conductances.
2. Convergence of the spectral distributions
The spectral distribution function of the Dirichlet problem on Qn is de1ned by
Fn() := n−d]{j; n;j6 };
where ]{·} is the cardinal of the set. See Kozlov (1985b, 1988).
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In Jikov et al. (1994, Theorem 11.10), the almost sure convergence of the spectral
distributions is proved for conductances that are stationary and uniformly elliptic using
the Nash–Aronson estimate. In our case however, stationarity is enough to prove this
weak result.
Theorem 2. Let {a(x; y; !); x; y∈Zd; x ∼ y} be a stationary and ergodic sequence of
conductances. Then there is a nonrandom distribution function F such that, -a.s., Fn
converges weakly to F .
Proof. Note that if x∈ [k; n− k]d, where n¿k, then pn(x; x; k) = p(x; x; k). Then∫ ∞
0
(1− )k dFn() = n−d
∑
j
(1− n;j)k
= n−d
∑
x∈Qn
∑
j
(1− n;j)k 2n; j(x)a(x)
= n−d
∑
x∈Qn
pn(x; x; k)
= n−d
∑
x∈[k;n−k]d
pn(x; x; k) + n−d
∑
x∈Qn\[k;n−k]d
pn(x; x; k)
→
∫

p(0; 0; k; !) d as n →∞
by the ergodic theorem since ](Qn\[k; n−k]d)=]Qn → 0. The theorem then follows from
the continuity theorem for Laplace transforms since all Fn have support in [0; 2].
3. The pointwise Ergodic Theorem
This theorem is a generalization of Birkho; ergodic theorem (Krengel, 1985, p. 9).
See Jikov et al. (1994, p. 225), for the continuous case. The point is that the null set
depends only on f∈L1() and in all subsequent proofs, it will be used for a countable
number of functions f∈L1().
The following notations will be used. For a function f in L1(;F; ), @if(!) =
f(Tei!)−f(!), @∗i f(!)=f(T−ei!)−f(!), 16 i6d, and 〈f〉=
∫
 f d. In a 1xed
environment !∈, we will also write f(x) for f(Tx!). When applied to a function
’∈C1(Q), @i’ will denote the partial derivative with respect to the ith coordinate.
To each ’∈C( SQ) and n¿ 1, associate ’ˆn, a function on SQn de1ned by
’ˆn(x) := ’
(
x
n+ 1
)
; x∈ SQn:
Note that if ’∈Cc(Q), the set of continuous functions with compact support in Q,
then ’ˆn ∈Hn.
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Theorem 3. For all f∈L1(; ), -almost surely,
n−d
∑
x
’ˆn(x)f(Tx!)→ 〈f〉
∫
Q
’ ds as n →∞ (13)
for all ’∈C( SQ). The null set does not depend on ’.
Proof. If f is constant, f = c, then n−d
∑
x ’ˆn(x)c → c
∫
Q ’(s) ds as n →∞.
If f = @1h for some h∈L∞() and ’∈C2( SQ), then
n−d
∑
x
’ˆn(x)@1h(x) = n−d
(∑
x
@∗1 ’ˆn(x)h(x) + boundary terms
)
:
But @∗1 ’ˆn(x) =−(n+ 1)−1(@̂1’)n(x) + O(n−2). Hence there is a.s. convergence to 0.
By Banach’s principle (Krengel, 1985), there is a.s. convergence for all f∈L1()
if there is a maximal inequality. But,∣∣∣∣∣supn¿1 n−d∑x ’ˆn(x)f(x)
∣∣∣∣∣6 ‖’‖∞ supn¿1 n−d∑x∈Qn|f(x)|¡∞ a:s:
It remains to show that given f∈L1() there is a set 0 of full measure such that
for all !∈0, and for all ’∈C( SQ), n−d
∑
x ’ˆn(x)f(x) converges. Let {’k ; k¿ 1} be
a subset of C2c(Q) which is dense for the sup norm in C( SQ). Then for each k¿ 1, there
is a set k of full measure such that n−d
∑
x (̂’k)n(x)f(x) converges for all !∈k .
Then for all !∈ ∩k¿1 k and for all ’∈C( SQ), n−d
∑
x ’ˆn(x)f(x) → 〈f〉
∫
Q ’ ds,
n →∞.
4. Compactness lemma
Lemma 1. Let {a(x; y); x; y∈Zd; x ∼ y} be a sequence of conductances such that for
some constant &¿ 1, 0¡& −1 ¡a(x; y)¡&¡∞.
Let (un; n¿ 1) be a sequence such that un ∈Hn and n2En(un; un) is bounded. Then
there are a subsequence (nk ; k¿ 1) and a function q =
∑
" 4" " in H
1
0(Q), where
"∈{1; 2; 3; : : :}d, 4" ∈R and  " are the eigenfunctions of − 12! given in (6), such that
for all 5¿ 0, there is J ¿ 0 such that for all k su>ciently large,
‖unk − n−d=2k qˆ(J )nk ‖nk ¡ 5; (14)
where qˆ(J )n (x) =
∑
|"|6J 4"(̂ ")n(x); x∈Qn.
Remark. If the function q(s) is known to be continuous on SQ, for example when d=1,
then (14) can be written more concisely as ‖unk − n−1=2k qˆnk‖nk → 0.
Proof. Since the conductances are uniformly elliptic, it su<ces to consider the sim-
ple symmetric random walk on Zd with conductances given by a(x; y) = 1 if x ∼
y = 1. Denote the corresponding norms and Dirichlet forms by ‖ · ‖n; s and En; s(·; ·),
respectively.
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Recall that by (8), for "∈{1; : : : ; n}d,  ˆ ";n := ( ̂ ")n are Dirichlet eigenfunctions
of the simple symmetric random walk on Qn ∪ {‡} with eigenvalue n;" and norm
‖ ˆ ";n‖2n; s = 2d(n+ 1)d.
Then un ∈Hn can be written as un =
∑
"∈[1; n]d 4n;" ˆ ";n for some 4n;" ∈R.
The Dirichlet form of un is En; s(un; un) =
∑
"∈[1; n]d n;"4
2
n;"‖ ˆ ";n‖2n; s = 2d(n + 1)d∑
"∈[1; n]d n;"4
2
n;". Since for 0¡x¡ 1=2, sin #x¿ 2x, then (n+ 1)
2n;" ¿ (2=d)|"|2 for
all "∈{1; : : : ; n}d and, since n2En; s(un; un) is bounded, there is a constant M such that
for all n¿ 1,
nd
∑
"∈[1; n]d
|"|242n;" ¡nd(n+ 1)2
d
2
∑
"∈[1; n]d
n;"42n;" ¡M:
Then, by a diagonalization process, there is a subsequence (nk ; k ∈N) such that for
each "∈{1; 2; : : :}d,
nd=2k 4nk ;" → 4" as k →∞:
Then, q(s)=
∑
" 4" "(s) is inH
1
0(Q) since
∑
" |"|242"6lim inf k ndk
∑
"∈[1; n]d |"|242n;"¡M
by Fatou’s lemma.
For n¿J , put u(J )n =
∑
|"|6J 4n;" ˆ ";n. Then for some constant C ¿ 0,
‖un − u(J )n ‖2n; s =
∑
|"|¿J
42";n‖ ˆ ";n‖2n; s
= 2d(n+ 1)d
∑
|"|¿J
42";n
¡ d2(n+ 1)d+2
1
J 2
∑
|"|¿J
n;"42";n ¡
C
J 2
M
and
‖u(J )n − n−d=2qˆ(J )n ‖2n; s =
∑
|"|6J
|4n;" − n−d=24"|2‖ ˆ ";n‖2n; s
¡ C
∑
|"|6J
|nd=24n;" − 4"|2
which is smaller than 5=2 for some J and for all n su<ciently large along the
subsequence.
5. The auxiliary problem and the construction of the homogenized matrix A0
Let (L2())d be the Hilbert space with norm ‖(fi)‖2 =
∑d
i=1
∫
 f
2
i d.
Let E2() be the closure in (L2())d of {(@1h; : : : ; @dh); h∈L∞()}.
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Let {a(x; y); x; y∈Zd} be a stationary and ergodic sequence of uniformly elliptic
conductances. For z ∈Rd, let (gzi ; 16 i6d) be the solution of the auxiliary problem
(gzi )∈ E2()
∑
i
@∗i (aig
z
i ) =−
∑
i
zi@∗i ai: (15)
The existence and unicity of (gi)∈ E2() follow from Lax–Milgram lemma since the
conductances are uniformly elliptic.
In particular, this implies that for all z; z′ ∈Rd,
(gzi ) + (g
z′
i ) = (g
z+z′
i ): (16)
Since z → (〈(zi + gzi )ai〉; 16 i6d) de1nes a linear map, there is a real matrix A0
such that
(zA0)i = 〈(zi + gzi )ai〉: (17)
The matrix A0 is symmetric. Indeed, since for all z; z′ ∈Rd, 〈
∑
i(zi + g
z
i )g
z′
i ai〉=0 by
(15), then zA0z′= 〈
∑
i(zi + g
z
i )z
′
i ai〉= 〈
∑
i (zi + g
z
i )(z
′
i + g
z′
i )ai〉= 〈
∑
i zi(z
′
i + g
z′
i )ai〉=
z(z′A0).
6. Homogenization lemma
The notations @i and @∗i , 16 i6d, will also be used for a function u de1ned on
SQn: @iu(x) = u(x + ei)− u(x) and @∗i u(x) = u(x − ei)− u(x). They are de1ned at least
for all x∈Qn.
Lemma 2. Let {a(x; y); x; y∈Zd} be a stationary and ergodic sequence of uniformly
elliptic conductances. Suppose that, -almost surely, there is a sequence (un; n¿ 1)
such that un ∈Hn and n4‖Hun‖2n is bounded. Moreover, suppose that there are a
subsequence (nk ; k¿ 1) and a function q∈L2(Q) such that for all ’∈C∞c (Q) and
f∈{1; ai; aigeji ; 16 i; j6d}, as n →∞ along (nk),
n−d=2
∑
x
un(x)’ˆn(x)f(x)→ 〈f〉
∫
Q
q(s)’(s) ds: (18)
Then, -almost surely, q∈H1(Q) and as n →∞ along (n′k), a subsequence of (nk),
n(2−d)=2
∑
x
@iun(x)’ˆn(x)ai(x)→
∫
Q
9i(s)’(s) ds; (19)
where 9=A0∇q.
Proof. Since
n(2−d)=2
∣∣∣∣∣∑
x
@iun(x)’ˆn(x)ai(x)
∣∣∣∣∣6√&
(
n−d
∑
x
’ˆ2n(x)
)1=2 (
n2En(un; un)
)1=2
;
it is bounded for each ’∈C∞c (Q) by (10). Therefore, there is a subsequence along
which the left-hand side of (19) converges for a countable subset of C∞c (Q) which is
dense in L2(Q). It can then be extended to a continuous linear functional on L2(Q).
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Hence there are (n′k), a subsequence of (nk), and 9˜i ∈L2(Q) such that for all
’∈C∞c (Q), as n →∞ along (n′k),
n(2−d)=2
∑
x
@iun(x)’ˆn(x)ai(x)→
∫
Q
9˜i(s)’(s) ds: (20)
To 1nd a relation between 9˜i and q, we identify, in two di;erent ways,
lim
n→∞; n∈{n′k}
n(2−d)=2
∑
x
∑
i
(zi + gzi (x))ai(x)@iun(x)’ˆn(x); (21)
where z ∈Rd and gz ∈ E2() is the solution of the auxiliary problem (15).
Using the fact that gz ∈ E2() is the solution of the auxiliary problem, we obtain a
1rst representation of (21), in terms of q.∑
x
∑
i
(zi + gzi (x))ai(x)@iun(x)’ˆn(x)
=
∑
x
∑
i
un(x)@∗i [(zi + g
z
i )ai](x)’ˆn(x − ei)
+
∑
x
∑
i
un(x)(zi + gzi (x − ei))ai(x − ei)@∗i ’ˆn(x)
= 0 +
∑
x
∑
i
un(x)(zi + gzi )ai(x)@
∗
i ’ˆn(x):
Therefore by (10), (16), (18) and since @∗i ’ˆn(x) =−(n+1)−1 [(@i’)n(x) +O(n−2), the
limit in (21) equals
−
∑
i
〈(zi + aigzi )〉
∫
Q
q@i’ ds=
∫
Q
’z ·A0∇q ds: (22)
A second representation for this limit can be obtained from the claim below.
Claim. For all h∈L∞() and all ’∈C∞c (Q), as n →∞,
n(2−d)=2
∑
x
∑
i
ai(x)@ih(x)’ˆn(x)@iun(x)→ 0: (23)
Proof. Write
∑
x
∑
i @ih(x)ai(x)@iun(x)’ˆn(x) as∑
x
∑
i
h(x)@∗i [ai(x)@iun(x)]’ˆn(x) +
∑
x
∑
i
h(x)ai(x − ei)@iun(x − ei)@∗i ’ˆn(x)
=
∑
x
h(x)(Hun(x))’ˆn(x)a(x) +
∑
x
∑
i
h(x)ai(x − ei)@iun(x − ei)@∗i ’ˆn(x):
Since ’ˆn = 0 on @Qn.
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For the 1rst term we have, n(2−d)=2|∑x h(x)(Hun(x))’ˆn(x)a(x)|
6 n(2−d)=2‖Hun‖n‖h’ˆn‖n6 n‖Hun‖n‖h‖∞n−d=2‖’ˆn‖n:
Hence there is convergence to 0, as n →∞ by (13) and since n2‖Hun‖n is bounded.
Similarly, for the second term,
n−d=2
∣∣∣∣∣∑
x
∑
i
h(x)ai(x − ei)@iun(x − ei) [(@i’)n(x)
∣∣∣∣∣
6 n−d=2
√
&‖h‖∞ (En(un; un))1=2 nd=2‖∇’‖∞ → 0
as n →∞, since n2En(un; un) is bounded. This proves the claim.
This claim and (20) imply that for all h∈L∞(),
n(2−d)=2
∑
i
(zi + @ih)ai(x)@iun(x)’ˆn(x)→
∑
i
∫
Q
zi9˜i’ ds: (24)
But for every 5¿ 0 there is h∈L∞() such that ∑i ∫ |gzi − @ih|2 d¡52. Therefore,
by the pointwise ergodic theorem, with a null set that depends on the approximations
of gz ∈ E2(), for all n su<ciently large,
lim sup
n
n(2−d)=2
∣∣∣∣∣∑
x
∑
i
(gzi (x)− @ih(x))ai(x)@iun(x)’ˆn(x)
∣∣∣∣∣
6 lim sup
n
(
n−d
∑
x
∑
i
(gzi (x)− @ih(x))2
)1=2√
&(n2En(un; un))1=2‖’‖∞¡C5:
Then by (22) and (24), 9˜= 9˜ where
9˜=A0∇q: (25)
Hence the convergence in (19) holds.
Lemmas 2 and 1 yield the following lemma. In this paper, it will have two applica-
tions given in Sections 7 and 8. They are the major steps in the proof of the spectral
homogenization theorem.
Lemma 3 (Homogenization lemma). Let {a(x; y); x; y∈Zd} be a stationary and
ergodic sequence of uniformly elliptic conductances. Suppose that, -almost surely,
there is a sequence (un; n¿ 1) such that un ∈Hn and n4‖Hun‖2n is bounded.
Then, -almost surely, any sequence (nk ; k¿ 1) contains a further subsequence
(n′k ; k¿ 1) such that there is a function q∈H10(Q) such that for all ’∈C(Q)∩L2(Q)
and f∈{1; ai; 16 i; j6d} and for all 16 i6d, as n →∞ along (n′k ; k¿ 1),
n−d=2
∑
x
un(x)’ˆn(x)f(x)→ 〈f〉
∫
Q
q(s)’(s) ds; (26)
n(2−d)=2
∑
x
@iun(x)’ˆn(x)ai(x)→
∫
Q
9i(s)’(s) ds; (27)
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where 9˜=A0∇q. And for all 5¿ 0 there is J ∈N such that for all su>ciently large
n in (n′k ; k¿ 1),
‖un − n−d=2qˆ(J )n ‖n ¡ 5; (28)
where q(J ) and q(J )n are given in (14).
Proof. Since n2En(un; un) is bounded, by (10), the existence of a further subsequence
(n′k) and of q∈H10(Q) such that (28) holds, is immediate from Lemma 1. It re-
mains to show that (28) implies (26) along a further subsequence for ’∈C∞c (Q) and
f∈{1; ai; aigeji ; 16 i; j6d} and therefore, by Lemma 2, (27) holds as well.
Indeed by (11), (28), by the continuity of the Dirichlet eigenfunctions  ", and by
the ergodic theorem (13), given ’∈C∞c (Q), f∈{1; ai; aigeji ; 16 i; j6d} and 5¿ 0
there is J ¿ 0 such that along the subsequence, for all k su<ciently large,
n−d=2
∣∣∣∣∣∑
x
un(x)’ˆn(x)f(x)−
∑
x
n−d=2qˆ(J )n (x)’ˆn(x)f(x)
∣∣∣∣∣
+
∣∣∣∣∣n−d∑
x
qˆ(J )n (x)’ˆn(x)f(x)− 〈f〉
∫
Q
q(J )(s)’(s) ds
∣∣∣∣∣
+ 〈f〉
∣∣∣∣∫
Q
q(J )(s)’(s) ds−
∫
Q
q(s)’(s) ds
∣∣∣∣¡5:
Since (‖un‖2n; n¿ 1) and (n2En(un; un); n¿ 1) are bounded sequences and f∈L2(),
(26) and (27) hold for ’∈C∞c (Q).
But for f∈{1; ai; 16 i6d}, (26) holds for ’∈C(Q) ∩ L2(Q).
7. First corollary
Recall that { n;j; 16 j6 nd} is an orthonormal basis of Hn of Dirichlet eigenfunc-
tions of H with corresponding eigenvalues, {n;j; 16 j6 nd}. In particular, by (9),
for all j¿ 1 and n¿ j1=d
n4‖H n;j‖2n = n42n; j is bounded: (29)
By Lemma 3, applied successively to un= n;j and by the diagonalization process, a.s.,
there is a subsequence (nk) such that for each j¿ 1, there are j ∈R+ and qj ∈H10(Q)
such that for 16 i6d and for all ’∈C∞c (Q), as n →∞ along (nk),
n2n;j → j; (30)
n−d=2
∑
x
 n; j(x)’ˆn(x)a(x)→ 〈a〉
∫
Q
qj(s)’(s) ds; (31)
n(2−d)=2
∑
x
@i n; j(x)’ˆn(x)ai(x)→
∫
Q
9ji(s)’(s) ds; (32)
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where 9˜j =A0∇qj. And, for all 5¿ 0, there is J such that for all n su<ciently large,
‖ n;j − n−d=2 [(q(J )j )n‖n6 5: (33)
Corollary 1. Let H0 := −〈a〉−1divA0∇ acting on H10(Q).
Almost surely, whatever the subsequence (nk) used above may be, for all j¿ 1, j
is a Dirichlet eigenvalue of H0 with qj as a corresponding eigenfunction. Moreover,
0¡1 ¡26 · · · → +∞ and
∫
Q
q‘(s)qj(s) ds= 〈a〉−1j;‘:
Proof. As n →∞ along (nk), by (32),
n(4−d)=2En( n;j; ’ˆn)→
∑
i
∫
Q
9ji(s)@i’(s) ds=
∫
Q
A0∇qj(s) · ∇’(s) ds:
But by (3), (30) and (31) for all ’∈C∞c (Q), n(4−d)=2En( n;j; ’ˆn)
= n(4−d)=2(H n;j; ’ˆn)n = n2n;jn−d=2( n;j; ’ˆn)n → 〈a〉j
∫
Q
qj(s)’(s) ds:
Hence j is an eigenvalue of H0 with eigenvector qj ∈H10(Q).
By the spectral theorem for elliptic operators ((Zimmer, 1990, p. 146) is ample), qj
is in C∞(Q) ∩H10(Q). Therefore, (33) can be written more precisely as
‖ n;j − n−d=2(̂qj)n‖n → 0; n →∞ along (nk): (34)
Therefore, as n →∞ along the subsequence,
|( n;j;  n;‘)n − (n−d=2(̂qj)n; n−d=2(̂q‘)n)n| → 0:
By the ergodic theorem (13) for f = a, as n → ∞, (n−d=2(̂qj)n; n−d=2(̂q‘)n)n →〈a〉 ∫Q qj(s)q‘(s) ds. Hence ∫Q qj(s)q‘(s) ds= 〈a〉−1j;‘.
By (9) and since 0¡n;16 n;26 · · ·6 2, we have that 06 16 26 · · · → +∞.
The 1rst two inequalities are strict since 1 is the principal Dirichlet eigenvalue of an
elliptic operator.
8. Second corollary
In the previous section, we showed that for almost all !∈, there is a subsequence
(nk) and there are sets {j; j = 1; 2; : : :} and {qj; j = 1; 2; : : :} of Dirichlet eigenval-
ues and eigenfunctions of H0 obtained by taking a limit along (nk). The next step
is to show that a.s. {j; j = 1; 2; : : :} is the entire spectrum of H0 and hence n2n;j
converges a.s.
Corollary 2. -almost surely, {j; j = 1; 2; : : :} is the Dirichlet spectrum of H0 =
−〈a〉−1divA0∇. In particular, it is nonrandom. Moreover, -almost surely, for any
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subsequence along which there is convergence, the set of corresponding eigenfunctions,
{qj; j = 1; 2; : : :}, is a basis of L2(Q).
Proof. Following Kesavan (1979), assume to the contrary that there is an eigenvector
 of H0 with eigenvalue  such that
( ; qj) = 0 ∀j¿ 1: (35)
Since  is a Dirichlet eigenfunction of an elliptic di;erential operator,  ∈C∞ ∩
H10(Q). Then put un = n
−2−d=2H−1 ˆ n. n4‖Hun‖2n = n−d‖ ˆ n‖2n is a bounded sequence.
The conditions of Lemma 3 being veri1ed, a.s., there is a further subsequence (n′k)
and a function q∈H10(Q) such that (26)–(28) hold. In particular, for all ’∈C∞c (Q),
as n →∞ along (n′k), by (27),
n2−d=2En(un; ’ˆn) = n1−d=2
d∑
i=1
∑
x
@iun(@̂i’)nai +O(n−1)→
∫
Q
A0∇q∇’:
On the other hand, by (13),
n2−d=2En(un; ’ˆn) = n2−d=2(Hun; ’ˆn)n = n−d( ˆ n; ’ˆn)n → 〈a〉
∫
Q
 ’ ds:
Hence 〈a〉 =−divA0∇q, that is q=H−10  =−1 . Then, since q∈C∞(Q)∩H10(Q),
by (28),
n−d=2<(n) := n−d=2‖n−2H−1 ˆ n − −1 ˆ n‖n = ‖un − n−d=2qˆn‖n → 0
as n →∞ along the subsequence (n′k).
Let  be such that 0¡ 2¡−1. Since for all j¿ 1, n2n;j → j along the sub-
sequence (nk), where j are Dirichlet eigenvalues of H0, there is an integer J large
enough so that, for all n large enough along this subsequence,
−1 − ¿−1J + ¿ n−2−1n;J
and the interval [−1−; −1 +] contains no other eigenvalues of n−2H−1, acting on
Hn, than, possibly, (n2n;1)−1; : : : ; (n2n;J )−1.
By the Hilbert space lemma (see below), for all n large enough, in the subsequence
(n′k) there is
Sun =
J∑
j=1
cn;j n; j ; ‖ Sun‖n = ‖ ˆ n‖n; and such that
‖ ˆ n − Sun‖n ¡ 2<(n): (36)
Choose a further subsequence (n′′k ) along which n
−d=2cn;j → cj. Since by (34) we
have that ‖ n;j − n−d=2(̂qj)n‖n → 0, then n−d=2‖ Sun − uˆ n‖n → 0 where u =
∑J
j=1 cjqj.
By (36), n−d=2‖ ˆ n − uˆ n‖n → 0 and by (13),  = u, in contradiction with (35).
Lemma 4. Let B :H → H be a linear self-adjoint compact operator in a Hilbert
space H.
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Let ˜∈R and let u∈H be such that ‖Bu− ˜u‖= <¿ 0.
Then there exists an eigenvalue 0 of B such that |˜ − 0|6 <‖u‖−1.
Moreover, for any ¿<‖u‖−1, there is a vector Su which is a linear combination
of eigenvectors of B corresponding to the eigenvalues in [˜ − ; ˜ + ] such that
‖u− Su‖¡ 2<=‖ Su‖= ‖u‖:
9. The central limit theorem for reversible RWRE on Zd
Beside the spectral homogenization theorem, two other properties of reversible ran-
dom walks will be needed. These properties, a Harnack inequality and Gaussian bounds
for the transition probabilities, hold for reversible random walks on weighted graphs
which verify conditions (37)–(39) given below. The stationarity of the conductances
is not needed.
For two vertices x; y of a graph >, x ∼ y means that there is an edge between x
and y. Given a sequence {a(x; y); x ∼ y} of positive conductances, or weights, on
the graph >, the transition probabilities of the associated random walk are p>(x; y) =
a(x; y)=a(x) where, as before, a(x) =
∑
y∼x a(x; y). It is an invariant measure. The
higher-order transition probabilities will be denoted by p>(x; y; k). Let d(x; y) be the
smallest number of vertices on a path from x to y. The ball of radius r ¿ 0 centered
at x and its volume are de1ned by B(x; r) := {y∈>;d(x; y)¡r} and V (x; r) :=∑
y∈B(x; r) a(y), respectively.
The conductances are said to be uniformly elliptic diagonal included if for all x∈>,
x ∼ x and if there is a constant &¿ 1 such that for all x ∼ y,
0¡& −1 ¡a(x; y)¡&¡∞: (37)
They are said to have the doubling volume property if there is a constant C ¿ 0 such
that
for all x0 ∈> and r ¿ 0; V (x0; 2r)¡CV (x0; r): (38)
And they are said to verify Poincar(e inequality if there is a constant C ¿ 0 such that
for all u :> → R, for all x0 ∈> and r ¿ 0,∑
x∈B(x0 ;r)
a(x)(u(x)− uB)26Cr2
∑
x;y∈B(x0 ;2r)
a(x; y)(u(y)− u(x))2; (39)
where uB := V (x0; r)−1
∑
x∈B(x0 ;r) a(x)u(x).
Let us 1rst recall the Gaussian bounds that hold under these conditions.
Theorem (Delmotte, 1997, ThVeorWeme 1): Let a(x; y) be conductances on a graph >
which verify (37)–(39).
Then there are constants 0¡C1 ¡C2 ¡∞ such that for all x; y∈> and for all
k¿ 1, if d(x; y)6 k then
C1k−d=2 exp(−C2d(x; y)2=k)¡p>(x; y; k)¡C2k−d=2 exp(−C1d(x; y)2=k):
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From the Harnack inequality, the following HPolder regularity result for solutions of
the discrete parabolic equation is obtained.
Theorem (Delmotte, 1997, Proposition 4.1): Let a(x; y) be conductances on a graph
> which verify (37)–(39).
Then there are <¿ 0 and C such that for all x0 ∈Zd, k0; r ∈N, if u is a solution
of the discrete-time parabolic equation on B˜ := B(x0; 2r)× (Z ∩ [k0 − 2r2; k0]):
u(x; k + 1)− u(x; k) =−
∑
y
p>(x; y)(u(x; k)− u(y; k))
then for all x1; x2 ∈B(x0; r) and k1; k2 ∈Z ∩ [k0 − r2; k0],
|u(x2; k2)− u(x1; k1)|6C
(
1
r
max{
√
|k2 − k1|; d(x1; x2)}
)<
sup
B˜
|u|: (40)
To prove the quenched central limit theorem for the walk starting at the origin, only
the Gaussian upper bound, which goes back to Varopoulos (1985), and a particular
case of the regularity result will be needed:
Let {a(x; y); x; y∈Zd} be a sequence of uniformly elliptic conductances.
Then there are constants 0¡C1 ¡C2 ¡∞ such that for all x; y∈Zd and for all
n¿ 1,
p(x; y; n2)¡C2n−d exp(−C1n−2|x − y|2) (41)
and there are <¿ 0 and C3 such that for all z ∈Zd, for all k¿ 1, for all x∈Zd such
that |x|16
√
k=4 and |x|1 is even
|p(x; z; k)− p(0; z; k)|¡C3k−d=2
( |x|√
k
)<
: (42)
To obtain this inequality from the last two theorems, consider the reversible ran-
dom walk on > := {x∈Zd; |x|1 is even } with conductances given by a˜(x; y) :=
a(x)p(x; y; 2). These conductances are uniformly elliptic diagonal included. Then a(x)=∑
y∼x a˜(x; y) and it is still an invariant measure. The transition probabilities of the walk
are p˜(x; y; k) = p(x; y; 2k).
The doubling volume property is clear and PoincarVe inequality can be obtained
directly from the argument of Diaconis and Stroock (1991). See also Coulhon and
Salo;-Coste (1993).
Note that for z ∈> 1xed, u(x; k) := p˜(x; z; k) is a solution on > × [0;∞] of the
discrete-time parabolic equation u(x; k + 1) =
∑
y p˜(x; y)u(y; k). In (40), take x0 = 0,
k0 = k and r =
√
k=2. Then k0 − 2r2 = k=2 and use the Gaussian upper bound.
The next proposition is a weak central limit theorem. It is proved using the spectral
homogenization theorem and the Gaussian upper bound (41). Then the quenched CLT
is obtained using (42). The integer part of
√
n is denoted by [
√
n].
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Proposition 3. Let {a(x; y); x; y∈Zd} be a stationary and ergodic sequence of uni-
formly elliptic conductances. For -almost all environments, for all ’;  ∈Cc(Rd),
n−d=2
∑
x
∑
y
’ˆ[√n](x)p(x; y; n) ˆ [√n](y)→
∫ ∫
Rd×Rd
’(s)K0(s; s′; 1) (s′) ds ds′;
(43)
where K0(s; s′; t) is the heat kernel of
@
@t
=−H0.
The proof is broken into three steps. It is done for the sequence (n2; n¿ 1) to lighten
the notations. So, instead of n, we write n2, and instead of [
√
n], the integer part of√
n, we write n.
Step 1. For N¿ 1, let Q(N ) be the box ]−N; N [d. Let Qn(N ) := nQ(N )∩Zd and
consider the transition probabilities pn(x; y; k) of the random walk on Qn(N ) de1ned
by (1). Then a.s. as n →∞, for all ’;  ∈Cc(Q(N ))
n−d
∑
x
∑
y
’ˆn(x)pn(x; y; n2) ˆ n(y)→
∫ ∫
Rd×Rd
’(s)K0;Q(N )(s; s′; 1) (s′) ds ds′;
where K0;Q(N )(s; s′; t) is the heat kernel of
@
@t
=−〈a〉−1divA0∇ on H10(Q(N )).
Proof. First recall that by (4), the spectral representation of the transition probabilities,∑
x
∑
y
’ˆn(x)pn(x; y; n2) ˆ n(y)
=
∑
j
(1− n;j)n2
∑
x
’ˆn(x) n;j(x)
∑
y
 ˆ n(y) n;j(y)a(y):
By the spectral homogenization theorem, a.s., every subsequence contains a further
subsequence along which n2n;j → j where {j; j¿ 1} is the full spectrum of H0 on
H10(Q(N )) with {〈a〉1=2qj; j¿ 1} as the corresponding orthonormal basis of L2(Q(N )).
For all ’∈Cc(Q(N )) and f∈{1; ai; 16 i6d}, n−d=2
∑
x ’ˆn(x) n;j(x)f(x) →
〈f〉 ∫Q ’(s)qj(s) ds and
K0;Q(N )(s; s′; t) = 〈a〉
∑
j
e−jtqj(s)qj(s′):
Fix two functions ’ and  in Cc(Q(N )). Then for any integer J¿ 1, as n →∞,
n−d
J∑
j=1
(1− n;j)n2
∑
x
’ˆn(x) n;j(x)
∑
y
 ˆ n(y) n;j(y)a(y)
→ 〈a〉
J∑
j=1
e−j
∫
’(s)qj(s) ds
∫
 (s′)qj(s′) ds′
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=〈a〉
∫ ∫
Rd×Rd
’(s)
J∑
j=1
e−jqj(s)qj(s′) (s′) ds ds′
:=
∫ ∫
Rd×Rd
’(s)K0;Q(N )(s; s′; 1) (s′) ds ds′ + R1(J ):
The remainder R1(J ) veri1es
|R1(J )|6
∑
j¿J
e−j |<jDj|6 e−J ‖’‖2‖ ‖2; (44)
where <j = 〈a〉1=2
∫
’qj and Dj = 〈a〉1=2
∫
 qj are the Fourier coe<cients of ’ and  ,
respectively. Similarly, let
R2(n; J ) := n−d
∑
j¿J
(1− n;j)n2
∑
x
’ˆn(x) n;j(x)
∑
y
 ˆ n(y) n;j(y)a(y):
Then
|R2(n; J )|6 n−d
∑
j¿J
<n;jDn; j6
n−d∑
j¿J
<2n; j
1=2n−d∑
j¿J
D2n; j
1=2 ;
where <n;j =
∑
x ’ˆn(x) n;j(x) and Dn;j =
∑
x  ˆ n(x) n;j(x)a(x). Note that n
−d=2<n;j →
〈a〉−1=2<j and n−d=2Dn;j → 〈a〉1=2Dj as n →∞.
Since
<n;j =
∑
x
’ˆn(x)
a(x)
 n;j(x)a(x);
∑
j
<2n; j =
∣∣∣∣∣∣∣∣ ’ˆna(·)
∣∣∣∣∣∣∣∣2
n
=
∑
x
’ˆ2n(x)
a2(x)
a(x)6
&
d
∑
x
’ˆ2n(x):
Hence, there is a constant C such that for all n¿ 1, n−d
∑
j <
2
n; j6C‖’‖22. And, as
n →∞,
n−d
∑
j¿J
D2n; j = n
−d‖ ˆ n‖2n − n−d
J∑
j=1
D2n; j → 〈a〉
∫  2(s) ds− J∑
j=1
D2j
 :
To conclude, write
lim sup
n
∣∣∣∣∣∑
x
∑
y
’ˆn(x)pn(x; y; n2) ˆ n(y)−
∫ ∫
Rd×Rd
’(s)K0;Q(N )(s; s′; 1) (s′) ds ds′
∣∣∣∣∣
6 0 + R1(J ) + lim sup
n
R2(n; J )
6R1(J ) + C‖’‖22〈a〉
‖ ‖22 − J∑
j=1
D2j

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which converges to 0 as J → ∞ by (44) and since {qj} is always a basis of
L2(Q(N )).
Step 2. Given ’∈Cc(Rd), -almost surely, for any sequence (nk) there is a further
subsequence and a probability measure E such that for all  ∈BC(Rd), the set of
bounded continuous functions on Rd, as n →∞ along the subsequence,
n−d
∑
x
∑
y
’ˆn(x)p(x; y; n2) ˆ n(y)→
∫
Rd
’(s) ds
∫
Rd
 (s′) dE(s′): (45)
Proof. Let ’∈Cc(Rd) be not identically zero. De1ne a sequence of probability
measures (En; n¿ 1) by∫
Rd
 (s) dEn(s) = bnn−d
∑
x
∑
y
’ˆn(x)p(x; y; n2) ˆ n(y)
for  ∈BC(Rd) and where bn is the normalization constant (n−d
∑
x ’ˆn(x))
−1.
To show that (En; n¿ 1) is a tight sequence of probability measures, we use the
Gaussian upper bound (41).
Suppose that supp’ ⊂ {s; |s|6 r}. Let R¿ 2r and n¿r. Then
En({s; |s|¿R}) = bnn−d
∑
x
∑
|y|¿nR
’ˆn(x)p(x; y; n2)
¡bnn−d
∑
x
∑
|y|¿nR
’ˆn(x)C2n−dexp
(
−C1
4
∣∣∣y
n
∣∣∣2)
by (41) and since |x − y=n|¿ |y=n| − r ¿ 12 |y=n|
¡C3
∫
|s|¿R
exp
(
−C4
4
|s′|2
)
ds′:
Step 3. There is convergence along the full sequence in (45) and the limit is∫ ∫
’(s)K0(s; s′; 1) (s′) ds ds′:
Proof. Given ’∈Cc(Q(N0)) for some N0¿ 1, ’¿ 0, and !∈, let E be a probability
measure obtained in step 2 from some subsequence (nk). Denote the expression of the
limit,
∫
Rd ’(s) ds
∫
Rd  (s
′) dE(s′), by I(’;  ). We must show that for all  ∈BC(Rd),
I(’;  ) =
∫∫
’(s)K0(s; s′; 1) (s′) ds ds′.
Let  ∈Cc(Q(N )), for some N¿ 1, such that  ¿ 0, then,
n−d
∑
x
∑
y
’ˆn(x)pn(x; y; n2) ˆ n(y)6 n−d
∑
x
∑
y
’ˆn(x)p(x; y; n2) ˆ n(y):
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Therefore, by step 1, taking the limit along (nk), we 1nd that for N¿N0,∫ ∫
’(s)K0;Q(N )(s; s′; 1) (s′) ds ds′6 I(’;  ):∫∫
’(s)K0(s; s′; 1) (s′) ds ds′6 I(’;  ) since K0;Q(N )(s; s′; 1) ↑ K0(s; s′; 1) as N→∞.
Hence, this inequality holds for all  ∈BC(Rd) such that  ¿ 0. Then, for any  ∈
BC(Rd) such that 06  6M ,
M
∫
’(s) ds = I(’;M) = I(’;  ) + I(’;M −  )
¿
∫ ∫
’(s)K0(s; s′; 1) (s′) ds ds′
+
∫ ∫
’(s)K0(s; s′; 1)(M −  (s′)) ds ds′
= M
∫
’(s) ds:
And therefore these are actually two equalities.
Theorem 4. Let {a(x; y); x; y∈Zd} be a stationary and ergodic sequence of uniformly
elliptic conductances. For -almost all environments, for all  ∈C∞c (Rd),∑
y
p(0; y; n) 
(
y√
n
)
→
∫
Rd
K0(0; s′; 1) (s′) ds′; (46)
where K0(s; s′; t) is the heat kernel of @=@t =−H0 on L2(Rd).
Proof. Let  ∈Cc(Rd). Given 0¡F¡ 1=(4d), let ’∈Cc(Rd) such that
supp’ ⊂ ]− F; F[d;
∫
Rd
’ ds= 1‖’‖∞¡F−d:
Then, by (42), for all n¿ 1,∣∣∣∣∣n−d∑
x
∑
y
’ˆn(x)p(x; y; n2) ˆ n(y)−
∑
y
p(0; y; n2) ˆ n(y)
∣∣∣∣∣
6 n−d
∑
x
∑
y
|’ˆn(x)(p(x; y; n2)− p(0; y; n2)) ˆ n(y)|+ Rn;
where Rn := |n−d
∑
x ’ˆn(x)− 1‖| ‖∞, and since |x|=n¡F¡ 1=(4d),
6Cn−2d
∑
x
∑
y
|’ˆn(x)|
( |x|
n
)<
| ˆ n(y)|+ Rn
6CF<
(
n−d
∑
x
|’ˆn(x)|
)(
n−d
∑
y
| ˆ n(y)|
)
+ Rn:
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From this inequality, (43), and by the mean value theorem for K0(s; s′; 1), we obtain
that there is a constant C′, that does not depend on F, such that
lim sup
n
∣∣∣∣∣∑
y
p(0; y; n2) ˆ n(y)−
∫
Rd
K0(0; s′; 1) (s′) ds′
∣∣∣∣∣
6C′F<
∫
 (s′) ds′ + 0 + C′F
∫
 (s′) ds′:
The spectral representation of the transition probabilities was introduced in Spitzer
(2001) to study the law of the exit times. The proof of Spitzer (2001, p. 21.5) for the
reversible random walks in a random environment requires only the spectral homoge-
nization theorem and a few of the previous arguments.
Let Q := ] − 1; 1[ and, for n¿ 1, Qn := nQ ∩ Zd. Let (Xk ; k¿ 0) be the random
walk on Qn ∪ {‡} with transition probabilities given by (1). Consider the exit time
of the random walk, Hn := inf{k¿ 0;Xk ∈ Qn}. Denote by Px the probability on the
paths originating from x∈Qn.
Theorem 5. Let {a(x; y); x; y∈Zd} be a stationary and ergodic sequence of uniformly
elliptic conductances. For -almost all environments, n−2Hn converges in law to the
exit time of Q of the diCusion process with covariance matrix A0 that is, for all
t ¿ 0, as n →∞,
P0(Hn ¿n2t)→
∫
Q
K0;Q(0; s′; t) ds′: (47)
Proof. As for the CLT, we start by proving a weak version of the theorem.
Since Px(Hn ¿n2t) =
∑
y∈Qn pn(x; y; [n
2t] + 1), by (4), the spectral representation of
the transition probabilities,
Px(Hn ¿n2t) =
∑
j
(1− n;j)[n2t]+1
∑
y∈Qn
 n; j(x) n;j(y)a(y):
By the spectral homogenization theorem, a.s., every subsequence contains a further
subsequence along which n2n;j → j where {j; j¿ 1} is the full spectrum of H0
on H10(Q(N )) with {〈a〉1=2qj; j¿ 1} as the corresponding orthonormal basis of L2(Q).
Then
K0;Q(s; s′; t) = 〈a〉
∑
j
e−jtqj(s)qj(s′)
and for all ’∈C( SQ) and f∈{1; ai; 16 i6d}, as n →∞ along this subsequence,
n−d=2
∑
x
’ˆn(x) n;j(x)f(x)→ 〈f〉
∫
Q
’(s)qj(s) ds:
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Fix ’ in Cc(Q). Then for any integer J¿ 1, as n →∞,
n−d
J∑
j=1
(1− n;j)[n2t]+1
∑
x∈Qn
’ˆn(x) n;j(x)
∑
y∈Qn
 n; j(y)a(y)
converges along this subsequence to
〈a〉
∫ ∫
Q×Q
’(s)
J∑
j=1
e−jtqj(s)qj(s′) ds ds′
:=
∫ ∫
Q×Q
’(s)K0;Q(s; s′; t) ds ds′ + R1(J );
where the remainder veri1es |R1(J )|6Ce−J ‖’‖2 for a constant C that depends
neither on n nor on J (but does depend on Q).
Let R2(n; J )
:= n−dPx(Hn ¿n2t)− n−d
J∑
j=1
(1− n;j)[n2t]+1
∑
x∈Qn
’ˆn(x) n;j(x)
∑
y∈Qn
 n; j(y)a(y):
Then, for all J¿ 1,
lim sup
n
∣∣∣∣∣n−d∑
x
’ˆn(x)pn(x; y; [n2t] + 1)−
∫ ∫
Q×Q
’(s)K0;Q(s; s′; t) ds ds′
∣∣∣∣∣
6 0 + R1(J ) + lim sup
n
R2(n; J )
which, as previously, converges to 0 as J → ∞ since  = 1 is in L2(Q). Therefore,
since the limit does not depend on the subsequence, there is convergence as n →∞.
To complete the proof, in the Harnack inequality (40), take x0 = 0, k0 = 9n2t + 8
and r2 = 4n2t + 4. Then k0 − 2r2 = n2t. To bound supB˜ u, use the fact that for all
k¿ 0, pn(x; y; k)6p(x; y; k) and the Gaussian upper bound. Then for all |x|16 n
√
t
with |x|1 even,
|pn(x; y; [n2t] + 1)− pn(0; y; [n2t] + 1)|6Ct−d=2n−d
( |x|
n
√
t
)<
:
10. Two applications to potential theory
The 1rst application is an ergodic theorem for the capacity of a set relative to a
larger one. The second application is the discrete analogue of the convergence of the
energies of Jikov et al. (1994). For both these applications we need the following
version of Lemma 2.
Lemma 5. Let {a(x; y); x; y∈Zd} be a stationary and ergodic sequence of uniformly
elliptic conductances.
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Suppose that, -almost surely, there is a sequence (un; n¿ 1) such that un ∈L2( SQn)
and, n2En(un; un) and n4‖Hun‖2n are bounded. Moreover, suppose that there are a
subsequence (nk ; k¿ 1) and a function q∈L2(Q) such that for all ’∈C∞c (Q) and
f∈{1; ai; aigeji ; 16 i; j6d}, as n →∞ along (nk),
n−d=2
∑
x
un(x)’ˆn(x)f(x)→ 〈f〉
∫
Q
q(s)’(s) ds: (48)
Then, -almost surely, q∈H1(Q) and as n →∞ along (n′k), a subsequence of (nk),
n(2−d)=2
∑
x
@iun(x)’ˆn(x)ai(x)→
∫
Q
9i(s)’(s) ds where 9=A0∇q: (49)
Let Q := ]0; 1[d and let B be a ball inside Q. The capacity of B relative to Q for
the di;usion process with covariance A0 is given by CapQ(B) := E(v; v) where v, the
equilibrium potential, is the solution of (see Sznitman, 1998, pp. 87, 61)
v∈H10(Q); H0v= 0 on Q \ B; v= 1 on B: (50)
Similarly, for the reversible random walk on Qn, the capacity of A ⊂ Qn is given
by Capn(A) := En(v; v) where v is the solution of
v∈Hn; Hv= 0 on Qn \ A; v= 1 on A: (51)
Theorem 6. Let {a(x; y); x; y∈Zd} be a stationary and ergodic sequence of uniformly
elliptic conductances. Let Q := ]0; 1[d, let B be a ball inside Q and let Bn = nB∩Zd.
Then, a.s., as n →∞,
n2−dCapn(Bn)→ CapQ(B):
The theorem is proved in three steps. Let h∈C∞c (Q) be some 1xed function which
veri1es the condition h= 1 on B.
Step 1. Let un := n−d=2vn where vn is the solution of (51) for A= Bn.
First note that by the maximum principle, |vn(x)|61. Hence, ‖un‖2n6Cn−dnd·1. Since
the solution of the boundary value problem minimizes the energy (Doyle and Snell,
1984), En(vn; vn)6En(hˆn; hˆn). Hence n2En(un; un)6 n−d+2En(hˆn; hˆn)6C by (11) with
a constant that depends on ∇h.
Then, by Lemma 1, a.s., any sequence (nk ; k¿ 1) contains a further subsequence
(n′k ; k¿ 1) such that there is a function q∈H10(Q) such that for all ’∈C(Q)∩L2(Q)
and f∈{1; ai; i6 i6d} as n →∞ along (n′k ; k¿ 1),
n−d
∑
x
vn(x)’ˆn(x)f(x)→ 〈f〉
∫
Q
q(s)’(s) ds; (52)
and, for a further subsequence there are function 9i ∈L2(Q) such that
n−d+1
∑
x
@ivn(x)’ˆn(x)ai(x)→
∫
Q
9i(s)’(s) ds: (53)
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It is clear from (51) that on B, q=1 and 9i=0, 16i6d. Moreover, since n2En(un; un)
is bounded and Hun = 0 on Qn \ Bn, 9=A0∇q on Q \ B by (49).
Step 2. q is the equilibrium potential de1ned in (50). Therefore the convergence in
(52) and (53) hold along the full sequence:
It remains to show that H0q=0 on Q \B. On the one hand, for all ’∈C∞c (Q \B),
by (3), En(vn; ’ˆn) = (Hvn; ’ˆn)n = 0. On the other hand, by (53),
n−d+2En(vn; ’ˆn)
= n−d+2
∑
i
∑
x
@ivn(x)@i’ˆn(x)ai(x)→
∫
Q
A0∇q(s) · ∇’(s) ds: (54)
Step 3. By (3), n−d+2Capn(Bn)= n−d+2En(vn; vn)= n−d+2En(hˆn; vn) which, by (53)
converges to∫
Q
∇h ·A0∇q= E(q; q):
As a second application, consider a particular case of the convergence of the energies.
Kozlov (1986) solved the problem with mixed boundary conditions of Kesten (1982,
p. 385) under some additional assumptions. In this case, step 2 must be modi1ed to
show that the limit function q veri1es the corresponding boundary conditions.
Theorem 7. Let {a(x; y); x; y∈Zd} be a stationary and ergodic sequence of uniformly
elliptic conductances. Fix z ∈Rd and de<ne h :Zd → R by h(x) = zx.
Let vn : SQn → R be the solution of the problem:
vn − h∈Hn; Hvn = 0 on Qn:
Then the average energy of the network, n−dEn(vn; vn), converges a.s. as n →∞.
Proof. The theorem is proved in three steps.
Step 1. wn := n−(d+2)=2vn veri1es the conditions of the lemma:
First note that by the maximum principle, |vn(x)|6 n|z|. Hence, ‖wn‖2n6 &n−(d+2)nd ·
n2|z|2. Since the solution of the boundary value problem minimizes the energy (Doyle
and Snell, 1984), En(vn; vn)6En(h; h). Hence n2En(wn; wn)6n−dEn(h; h)6C by (11).
Then a.s. any sequence (nk ; k¿ 1) contains a further subsequence (n′k ; k¿ 1) such
that there is a function q∈H1(Q) such that for all ’∈C(Q) ∩ L2(Q) and f∈{1; ai;
i6 i6d} as n →∞ along (n′k ; k¿ 1),
n−d−1
∑
x
vn(x)’ˆn(x)f(x)→ 〈f〉
∫
Q
q(s)’(s) ds; (55)
n−d
∑
x
@ivn(x)’ˆn(x)ai(x)→
∫
Q
9i(s)’(s) ds: (56)
This is proved by Lemma 1. Let  ∈Cc(Q) such that 06  6 1. Then  ˆ nwn ∈Hn
and since ‖wn‖2n and n2En(wn; wn) are bounded, n2En( ˆ nwn;  ˆ nwn) is bounded and
therefore q can be de1ned on { = 1}.
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Moreover since Hvn = 0 on Qn, by (49), 9˜=A0∇q.
Step 2. q is the unique solution in H1(Q) of −divA0∇q= 0 and q∈ h+H10(Q).
Therefore the convergence in (55) and (56) hold along the full sequence:
On the one hand, for all ’∈C∞c (Q), by (3), En(vn; ’ˆn) = (Hvn; ’ˆn)n = 0. On the
other hand, by (56),
n−d+1En(vn; ’ˆn)
= n−d+1
∑
i
∑
x
@ivn(x)@i’ˆn(x)ai(x)→
∫
Q
A0∇q(s) · ∇’(s) ds: (57)
To show that the boundary conditions are veri1ed, let un(x) := vn(x) − h(x). Since
un ∈Hn, for 16 i6d,
∑
x∈Qn un(x)@i’ˆn(x)=
∑
x∈Qn @
∗
i un(x)’ˆn(x) if ’ˆn =0 on @Qn ∩
{x; x · ei = n + 1} and
∑
x∈Qn un(x)@
∗
i ’ˆn(x) =
∑
x∈Qn @iun(x)’ˆn(x) if ’ˆn = 0 on @Qn ∩{x; x · ei = 0}.
Let ’∈C1c(Rd). Write ’=’1+’2 where, for ‘=1; 2, ’‘ ∈C1c(Rd) and ‖’‖2¿ ‖’‘‖2
and where ’1 =0 on {s; s · ei ¿ 2=3} and ’2 =0 on {s; s · ei ¡ 13}. Take the limit along
(n′k) on both sides of
n−d
∑
x∈Qn
un(x)@i (̂’1)n(x) = n
−d∑
x∈Qn
@∗i un(x)(̂’1)n(x):
By (55) with f=1, and since n−d−1
∑
x h(x)(̂’1)n(x)→
∫
Q h(s)’1(s) ds, we 1nd that∣∣∣∣∫
Q
(q− h)(s)@i’1(s) ds
∣∣∣∣6 lim sup
n
n−d=2En(un; un)1=2
(∫
Q
’21(s) ds
)1=2
6C‖’1‖L2(Q):
Similarly, using the second identity, | ∫Q −(q − h)(s)@i’2(s) ds|6C‖’2‖L2(Q). Then
by BrVezis (1983, Proposition IX.18 and Remark 10), and since Q has the extension
property, q− h∈H10(Q).
Step 3. By (2) and then by (56),
n−dEn(vn; vn) = 0 + n−dEn(h; vn)
= n−d
∑
i
∑
x
zi@ivn(x)ai(x)→
∑
i
zi
∫
Q
9i(s) ds:
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