Dual-execution/checkpointing based transient error tolerance techniques have been widely used in the high-end mission critical systems. These techniques, however, are not very attractive for cost-sensitive embedded systems because they require extra resources (e.g., large memory, special hardware, etc), and thus increase overall cost of the system. In this paper, we propose a transient error tolerant Java Virtual Machine (JVM) implementation for embedded systems. Our JVM uses dual-execution and checkpointing to detect and recover from transient errors. However, our technique does not require any special hardware support (except for the memory page protection mechanism, which is commonly available in modern embedded processors), and the memory space overhead it incurs is not excessive. Therefore, it is suitable for memory-constrained embedded systems. We implemented our approach and performed experiments with seven embedded Java applications.
INTRODUCTION
Java is increasingly being used in embedded environments [2, 3] . The success of Java technology in the embedded systems can be ascribed to several factors, including portability, safety, ease of programming, and mature developer community. Many non-trivial Java applications, such as web browsers and email processors, are popular on the small devices such as mobile phones and PDAs. In the near future, one can even see mission-critical applications (e.g., online transaction processing) running on mobile-phone-like devices. Following this trend, fault-tolerance will be an important issue for Java-enabled embedded environments.
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A certain class of transient hardware faults in modern microprocessors are usually caused by cosmic rays to which we are exposed everyday [4] . As the feature size and the voltage of integrated circuits keep scaling down, the future microprocessors are becoming increasingly susceptible to transient hardware faults. Many solutions have been proposed for improving the reliability of computer systems against these faults. For example, dual-execution techniques enable us detect the transient errors in the datapath [9, 12] . However, such solutions require special hardware support, and thus, increase the overall cost of the system. Embedded systems are usually sold in huge quantities and thus tend to be more sensitive to the per device cost as compared to their highperformance counterparts. Consequently, the existing faulttolerance solutions for high-end systems may not be attractive for low-cost embedded systems. Further, an embedded system may run a set of applications and not all of them may require fault-tolerance. Employing expensive hardware for just a few applications that need fault-tolerance may not be the best economic option.
Intuitively, a transient fault tolerant JVM can be designed as follows. First, we use two bytecode execution engine instances (E1 and E2) to execute the same copy of an application, and compare their states (including the state of each object in the heap 1 , and the state of each register of the CPU) at certain points of the execution. A mismatch in these two states normally indicates an error. Second, from time to time, we take checkpoints by copying the current states of E1 and E2 to a reserved memory area so that we can roll back to the state of the previous checkpoint in case an error is detected. However, this approach has two major drawbacks. First, we need memory space to store three copies of the execution state, two copies for the two execution engine instances and one copy for the checkpoint. Consequently, compared to a JVM without transient fault tolerance, this approach increases the memory requirement of a Java application by 200%, which makes it unsuitable for memory-constrained systems. Second, comparing the states of each corresponding pair of Java objects incurs a heavy performance overhead.
The contribution of this paper is that we focus on embedded JVM as a case study and develop a scheme that allows E1, E2, and the checkpoint to share a significant portion of the objects in the heap. Our approach has the following advantages, which make it very attractive for a low-budget embedded environment. (1) By sharing objects, the memory overhead due to fault-tolerance mechanism is significantly reduced. (2) Performance overhead due to comparing the states of E1 and E2 is reduced since there is no need to compare the states of the objects that are shared by both the execution engine instances. (3) Our scheme does not require any special hardware support, except for the memory page protection mechanism, which is currently supported by the MMU (Memory Manage Unit) of many embedded processors. (4) Our scheme is flexible in the sense that E1 and E2 can be scheduled either dynamically or statically. In the dynamic scheduling approach, each execution engine instance is implemented as a system thread that is scheduled by the operating system. E1 and E2 synchronize with each other using the synchronization APIs provided by the operating system. This approach is suitable for multiprocessor environments where two execution engine instances can run in parallel to achieve high performance. On the other hand, the static scheduling approach uses a single system thread to run both the execution engine instances. In this case, the programmer of the JVM inserts scheduling points in the code of the execution engines to explicitly switch contexts between E1 and E2. This scheme is suitable for the single-processor environments or for the environments where the operating system does not support multi-threaded execution. When using the static scheduling, the synchronization overhead is reduced since, at any time, there is only one thread running.
The two execution engine instances (E1 and E2) synchronize with each other at checkpoints to compare their states. Our approach can detect any type of transient error that causes the states of the two execution engine instances differ from each other. To recover from the errors by rolling back, we assume that the memory system (including MMU and the main memory) is reliable, which can be achieved by using well-known error detection and correction codes.
The rest of this paper is organized as follows. The next section presents the implementation of our transient fault tolerant JVM in detail. In Section 3, we study the memory space and performance overheads caused by our JVM using seven embedded Java applications. Section 4 discusses the related work. Finally, in Section 5, we conclude the paper. Figure 1 shows the object model for our transient fault tolerant JVM. In this model, each object has a two-word header, containing the size and ID of the object. The ID is also be used as the default hash code for the object [10] . Each object is referenced by an entry of the object table, which is indexed by the object ID. The reference fields of the objects contain the IDs of the target objects, instead of direct pointers. A drawback of such indirect object references is that we need an extra dereferencing when accessing the contents of an object, and that the object table incurs some space overhead. The main advantage is that the objects can be moved freely without updating the reference fields in other objects, and this is why we adopt this object representation in our implementation.
IMPLEMENTATION 2.1 Object Model
In our implementation, almost all the data structures, including the user created objects, the code of the Java applications, the execution stacks of the Java threads, and the other data structures internal to the implementation of the JVM, are allocated in the heap. Many objects are accessed very frequently. Accessing these objects using the indirect reference each time incurs performance/power overheads. To address this problem, we employ pre-dereference optimization to avoid the indirect reference overheads for the most frequently accessed data structures. For example, the execution stacks of Java threads are the most frequently accessed data structures in the heap. Each execution engine instance maintains a pointer to the execution stack of the thread that is currently being executed. To avoid the cost for indirect reference at each access to the execution stack, whenever a thread is scheduled, we load the actual address of the execution stack of the scheduled thread into a register, i.e., we pre-dereference the indirect pointer to the execution stack. When the memory block for the execution stack of the scheduled thread is moved during garbage collection, we need to update the register that contains the address of the current execution stack. Similarly, we pre-dereference the pointer to the memory block that contains the bytecode of the method that is currently being executed to avoid the indirect reference overhead in fetching bytecode instructions.
Object Sharing
Our approach reduces the memory space overhead by allowing the two execution engine instances and the checkpoint to share as many objects as possible. In this section, we explain this sharing mechanism. Figure 2 depicts the architecture for our transient fault tolerant JVM. Our JVM maintains a heap that is physically divided into pages. Each page can be either in the read-only mode or writable (read/write) mode. Writing to a read-only page triggers a memory protection exception. Each execution engine instance has its own object table. Each entry in each object table contains a pointer to an object in the heap. The heap is logically divided into three subheaps: a global subheap (Hg) and two local subheaps (H1 for E1 and H2 for E2). The size of each subheap can change during execution. The boundary between two adjacent subheaps aligns with the page boundaries. The objects in Hg may be shared by both the execution engine instances, i.e., a pair of entries in the two object tables indexed by the same object ID may refer to the same object in Hg. The pages in Hg are read only during the execution time. During global garbage collection (which will be discussed in Section 2.4.2) time, however, a page of Hg can be put in writable mode. During the execution, writing to an object in a Hg triggers a memory protection exception. The exception handler copies the object being accessed to the free area of Hi (i = 1, 2), assuming that it is Ei that causes the exception. The corresponding entry of Ei's object table is also updated so that the future accesses to this object made by Ei are redirected to the new copy of this object (in Hi). The state of the object before the write access, however, is preserved in Hg. Since Hg is read-only, this state cannot be modified by transient errors in the processor core. Consequently, when any error is detected, we are guaranteed to be able to roll back to the correct state. Figure 3 illustrates the procedure of writing to an object O in Hg. Note that, in embedded operating systems, the overhead for exception handling is usually much smaller than that in high-end operating systems. In addition, this overhead can be further reduced by integrating the JVM to the kernel of the embedded operating system. The objects in Hi are moved to Hg during the global garbage collection.
Transient errors may also cause the JVM to mistakenly put an Hg page into writable mode. Our scheme can not completely prevent the failure of execution due to such errors. However, we can significantly reduce such risk by using "page mode checking" exception. Specifically, a "page mode checking" exception is triggered whenever an execution engine instance tries to place a read-only page into the writable mode. The exception handler checks if the JVM is performing a global garbage collection. Only during global garbage collections can a page of Hg be put in writable mode. Any attempt to put a read-only page into writable mode in occasions other than global garbage collections indicates an error and causes the execution engine instance that triggers the "page mode checking" exception to roll back to the previous checkpoint.
Checkpointing and Rolling Back
Our transient fault tolerant JVM implicitly takes checkpoints at two occasions: (1) right after the global garbage collection, and (2) at the invocation and return points of a non-dual-executable method. The following subsections will discuss the details of taking the checkpoints. To roll back to the previous checkpoint, we first set each entry in the object tables of both the execution engine instances to NULL. Then, we scan the objects in Hg in the order of their allocation times, and use the address and the ID field of each scanned object to set up the corresponding entry in the object table. Note that the order used in this scanning is critical, i.e., if an object O1 is created before O2, O1 must be scanned earlier than O2. This is due to the possibility that an object might be duplicated multiple times, and only the latest copy contains the correct state of the object before the previous checkpoint. By scanning the objects in the order of their creation times, we guarantee that the object table entry contains the pointer to the newest version of each object. Finally, both the execution engine instances load the processor state that was stored at the previous checkpoint and resume execution.
Garbage Collection
JVM relies on garbage collector to manage heap memory. Letting some object to be shared by two execution engine instances requires modifications to how garbage collection is carried out. Specifically, our transient fault tolerant JVM uses two different garbage collectors: a local collector operating on local subheaps, and a global collector operating on the entire heap. When execution engine instance Ei (i = 1, 2) uses up the memory in Hi, it invokes the local garbage collector to reclaim the space occupied by the garbage objects (i.e., the objects that are unreachable from the root set) in Hi. If the local garbage collector cannot find sufficient space for the new object, the global garbage collector will be invoked to collect garbage objects in the entire heap (H1, H2, and Hg).
Local Collector
Each execution engine instance invokes the local collector to collect its local subheap when it uses up the space in its local subheap. The two execution engine instances do not necessarily invoke local collectors simultaneously, and, during the garbage collection process, they do not synchronize with each other. The local collection is performed in two phases: a mark phase and a compact phase. In the remaining part of this section, we describe our local collector in detail. We assume that we are collecting subheap Hi (i = 1 or 2).
Mark phase: In this phase, the collector for Ei traverses the reference graph 2 to mark the objects that are reachable from the root set along the pointers in the reference fields of each object. The root set is the set of objects that are known to be live when the garbage collector is invoked. For local collection, the root set includes the following objects:
(1) The objects that were copied from Hg by the memory protection exception handler; (2) The stack frames of the live threads in Hi; (3) The instances of class "Class" in Hi; and (4) Other JVM implementation-specific data structures in Hi.
Compact phase: In this phase, we slide the live objects that were marked in the mark phase to one end of subheap Hi. Consequently, we obtain a contiguous free area in the other end of Hi. When an object is moved, the corresponding pointer in the object table entry (see Section 2.1) should also be updated accordingly. Since there is no need to update the reference fields of the objects, the implementation of the compact phase is straightforward.
Errors happening during local garbage collection will cause the states of the two execution engine instances to diverge 3 , and this divergence will be detected at the next checkpoint. Since the local garbage collector does not change the contents of the objects in Hg (which are in the read only mode), it cannot damage the state of the previous checkpoint. Therefore, we can recover from the errors that happen during the local garbage collection by rolling back to the state of the previous checkpoint.
Global Collector
The global collector collects the garbage in the entire heap. Since global garbage collection affects the states of both the execution engine instances, it requires E1 and E2 to synchronize with each other. When designing the global garbage collector, there are two major challenges. The first one is how to detect errors during global garbage collection. Note that we have only one copy of Hg, and thus it is impossible to detect errors by comparing the states of two global collector instances. The second challenge is how to recover from the errors that occur during the global garbage collection. Since the global collector changes the contents Hg, it damages the state of the previous checkpoint. A straightforward solution is to copy the entire Hg to a safe place. When an error happens, we can roll back to the previous state by copying back the state of Hg. However, this solution is not attractive for a memory-constrained embedded system due to its heavy memory overhead. The rest of this section presents our solution to these challenges. Our solution requires the global garbage collector follow the steps below:
Step 1. Each execution engine instance (Ei) independently traverses the reference graph in both Hg and its local subheap (Hi) to mark the objects reachable from the root set. We use the least significant bit of each object table entry as the mark flag. Note that, since the objects are aligned to word (4 bytes) boundaries, this bit is not used by a reference. When marking objects, we also compute the CRC checksum of the contents of all the live objects using a tablebased algorithm [14] .
Step 2. E1 and E2 synchronize with each other to compare the checksums computed in step 1. If the two checksums do not match, both E1 and E2 have to roll back to the previous checkpoint because errors might have occurred since the previous checkpoint. Otherwise, we continue with step 3.
Step 3. Reaching this step indicates that E1 and E2 have the same live objects. Now, we are going to compact life objects. Note that, at this point, the contents of H1 and H2 are identical. We combine Hg and H1 into a "collection area" and set all the pages in this area to read-only mode. We also make the object table of E1 (where the live objects are marked) readable to both E1 and E2. From now on, both E1 and E2 work on the collection area and the object table of E1. H2 and the object table of E2 are not used in the following steps. Setting the collection area and the object table to read-only is to prevent any error during garbage collection from damaging the state of the heap.
Step 4. We use cursor Si (i = 1, 2) to indicate the object that is currently being processed by Ei. Si is initialized to the beginning of the collection area. We use pointer P to indicate the target page into which the live objects will be compacted. P is initialized to 0, i.e., to point to the first page of the heap.
Step 5. We use a buffer page to temporarily store a set of live objects (Figure 4(a) ). The size of the buffer page is the same as the size of the pages of the heap. E1 uses S1 to scan the heap and copies the scanned live objects into the buffer page until the buffer page is full. E2 uses S2 to scan the heap and computes the checksum (C1) of the scanned live objects until the total size of the scanned objects reaches the size of the buffer page. An object with ID x is considered to be live if and only if the x th entry of the object table of E1 is marked and points to the address of this object.
Step 6. E1 sets the buffer page to read-only mode, computes the checksum (C2) of the objects in this page, and then compares it against C1 (Figure 4(b) ). If C1 = C2, we rewind S1 and S2 to their previous positions and then go to step 5.
Step 7. E1 sets the mode of page P to writable, copies the objects in the buffer page into this page, and then sets the mode of page P back to read only. After setting page P to read only, E1 computes the checksum (C3) of the objects in this page (Figure 4(c) ). If C3 = C2, there might be errors during copying. Therefore, we repeat step 7 until we have C3 = C2.
Step 8. We increase P by one (i.e., move to the next page). If all the objects in page P have been scanned by S1 and S2 (i.e., the end address of page P < S1 = S2), we continue with step 9; otherwise, we jump back to step 5.
Step 9. Reaching this step indicates that we have collected enough free space so that the gap between the compacted area and the uncompacted area is larger than a page. Consequently, in the following steps, we are able to compact the live objects to the target page P directly, without using the buffer page. E1 sets the mode of page P to writable and then uses S1 to scan and copy the live objects to page P until P is full. E2 uses S2 to scan the heap and computes the checksum (C1) of the scanned live objects until the total size of the scanned objects reaches the size of page P (Figure 4(d) ).
Step 10. E1 sets the mode of page P to read-only, and then computes the checksum (C2) of the objects in this page (Figure 4(e) ). If C1 = C2, we rewind S1 and S2 to the previous positions, and then go back to step 9.
Step 11. We increase P by one (i.e., move to the next page). If S1 and S2 have not reached the end of the collected area, go to step 9 (Figures 4(f) and (g) ).
Step 12. Mark page0 through pageP −1 as Hg. The rest of the pages in the heap are equally distributed between H1 and H2. Make the pages in H1 and H2 writable to E1 and E2, respectively (Figure 4(h) ). Step 13. Both E1 and E2 set the entries of their object tables to NULL, and then they scan Hg, using the addresses and the ID fields of the scanned objects to update the entries of their object tables.
Step 14. Both E1 and E2 resume execution of the application code.
From the above description, we observe that, during the global collection, no two pages can be in the writable mode simultaneously. This is to minimize the risk that a transient error damages the state of the heap. Writing to a read-only page during garbage collection indicates an error. Further, the pages in the heap are put in the writable mode one-byone in the order of their addresses. This information can be exploited to enhance the reliability of the global collection. Specifically, when putting pagei into the writable mode, the page mode checking exception handler checks if the page in the writable mode last time was pagei−1. If it is not pagei−1, we know that an error must have occurred.
Handling Non-Dual-Executable Methods
A non-dual-executable method is a method whose side effects or return value is sensitive to the time of invocation. Such a method may return a different value or affect the state of the application differently when invoked at different times. Executing a non-dual-executable method on two execution engine instances may cause the states to diverge. To avoid such a divergence, we execute such methods using only one execution engine instance and then copy the return values and the objects that are created by the nondual-executable methods into the Hg so that they can be accessed by the other execution engine instance as well. To invoke a non-dual-executable method, we follow the following steps:
Step 1. Both E1 and E2 invoke a local collection and then compute the checksums of the live objects in the their local subheaps.
Step 2. E1 and E2 synchronize with each other to compare the checksums computed in step 1. The difference in the checksums indicates an error, and then both E1 and E2 must roll back. If no error is detected, we promote the live objects in H1 to Hg. Note that H1 is adjacent to Hg, therefore, a promotion can be performed by simply increasing the size of Hg. After the promotion, the pages that do not belong to Hg are equally distributed between subheaps H1 and H2.
Step 3. At this point, both H1 and H2 are empty. E2 pauses while E1 continues with the execution of the nondual-executable method.
Step 4. E1 returns from the method.
Step 5. E1 invokes a local collection, promotes the live objects in H1 into Hg, and distributes the pages that do not belong to Hg equally between H1 and H2.
Step 6. E2 updates the references to the promoted objects in its object table.
Step 7. Both E1 and E2 resume execution. In the above description, it should be noted that we invoke the local garbage collection twice. The overall performance overhead due to non-dual-executable methods, however, is not as significant as it seems to be. The first reason for this is that most of the non-dual-executable methods are methods performing I/O operations, such as reading user input from the keyboard. Compared to the long pauses incurred by these types of I/O operations, the additional overhead due to two local collections is not expected to be very significant. The second reason is that the non-dual-executable I/O methods usually create only a small number of objects (if any); and consequently, the extra cost due to the second local collection tends to be very small. Further, these two local collections reclaim free space in the local heaps, and thus postpone the future invocation of garbage collection.
Scheduling Java Threads
A Java program can create multiple Java threads. In our transient fault tolerant JVM, all the Java threads are user level threads that are scheduled by the JVM; and a Java thread that is created by Ei is scheduled only by Ei. Further, to prevent the state divergence, E1 and E2 schedule the Java threads in the identical order.
EXPERIMENTS 3.1 Experimental Setup
We implemented our transient fault tolerant JVM based on KVM [1] . KVM is a JVM implementation for the embedded devices with limited memory budget. The total memory space required for loading KVM and its Java class library is about 350KB. The memory size for the heap, however is determined by the specific application being executed. The fourth column of Table 1 shows the minimum heap size that is required to run each of our benchmarks on the original KVM. To evaluate our approach, we execute our JVM in an embedded environment, which is simulated using the Shade [8] instruction level simulation toolkit. set of benchmarks that are executed in embedded Java environments. The third column in this table gives the total size of the objects that are allocated during the execution of each benchmark. The fourth column gives the maximum heap occupancy (i.e., the maximum value of the total size of the objects that are live simultaneously in the heap) for each benchmark. Finally, the last column is the maximum value of the number of objects that are live in the heap simultaneously. This value determines the minimum number of entries in the object table.
Experimental Results
Our dual-execution based error detection and checkpoint based error recovery mechanism incurs both memory space and performance overheads. In this section, we quantify these overheads. Table 2 gives the memory overheads incurred by our transient fault tolerance mechanism. The memory page size used in the experiments is 2KB. The second column in this table gives the original maximum heap occupancy for each benchmark, which is also shown in Table 1 . The third and fourth columns give the absolute and normalized (with respect to the original maximum heap occupancy) values of the minimum heap size that is required by our fault tolerance JVM to execute each benchmark without an "out-of-memory" exception. In Table 2 , we observe that, for the benchmark hello, an application whose original memory requirement is small, the memory overhead incurred by the transient fault tolerant mechanism is large (100%). This is because the size of each subheap must be rounded up to the minimum multiplier of the page size. Note that, the page size used (2KB) is large, compared to the maximum heap occupancy of this benchmark. For the applications whose original memory requirements are large, the impact of the page round-up problem reduces. We also observe that the memory overhead of the benchmark edge is larger (62%) than most of the other benchmarks. This can be explained by observing that this benchmark allocates large arrays (about 64KB each) and that we need to keep up to three copies of each array in three subheaps simultaneously when the array is write-accessed. For most of our benchmarks, however, the memory overheads are within 20%, which indicates that our object sharing technique reduces the memory overheads significantly. Figure 5 shows the breakdown of the execution times when no error occurs during the entire execution time. We experiment with both single-CPU and two-CPU based embedded environments. In the two-CPU environment, E1 and E2 execute in parallel; and in the single-CPU environment, E1 and E2 are scheduled on the same CPU. We conduct experiments with two different heap sizes: the minimum heap size that allows each benchmark to execute without an "out-ofmemory" exception, which is shown in the fourth column of Table 1 ( Figure 5(a) ); and the heap size that is four times of the minimum heap size ( Figure 5(b) ). The execution time of each benchmark is normalized with respect to the overall execution time of the original KVM with the same heap size. Each bar is broken into five components as explained in the caption of this figure. In Figure 5 , we observe that, when using single CPU, our JVM increases the execution of each benchmark by more than 100%, compared to the original KVM. The major reason for this overhead is that we execute the application twice in the single CPU. In the two-CPU environment where we can execute E1 and E2 in parallel, the performance of our transient fault tolerant JVM gets closer to the original KVM (that uses single CPU). In Figure 5 (a), we also observe that, when using the minimum heap size, the garbage collection in the JVM can incur significant overheads (up to 53% in the two-CPU environment) since the collector has to be invoked very frequently. By increasing the heap size to four times of the minimum heap size, the overhead due to garbage collection is reduced to a marginal extent. Besides the garbage collection, indirect object references via the object tables incur another important performance overhead. By using the pre-dereference optimization described in Section 2.1, we managed to reduce this overhead to less than 10% (3% on the average) of the overall execution time.
RELATED WORK
Transient error detection and recovery has been an active research area for several years. Ray et al. [11] , and Reinhardt and Mukherjee [12] propose architectural schemes that use the spare functional units in a superscalar processor to detect and recover from the errors in the datapath. Gomaa et al. [9] use on-chip multiprocessors for transient error detection and recovery. These approaches require hardware support that is not commonly available in low-end embedded systems. Satyanarayanan et al. [13] propose a lightweight recoverable virtual memory system for Unix applications with persistent data structures that must be updated in a faulttolerant manner. Caldwell and Rennels [5] present a transient fault tolerant scheme for embedded spacecraft computing. Their schemes use multiple processors to perform the same computing and let them vote for the correct results. Chen et al. [6] report fault injection experiments that investigate memory error susceptibility of JVMs. Chen et al. [7] analyze the heap error behavior in embedded JVM environments. As compared to these studies, our approach detects and recovers from transient errors using dual execution. An important characteristic of our approach is that it reduces memory overheads brought by dual execution and checkpointing.
CONCLUSIONS
In this paper, we present transient fault tolerant JVM for embedded environments. Our JVM use two execution engine instances to execute the bytecode of the same application and compare the states of the two execution engine instances to detect any transient errors in the datapath that can cause the states of the two execution engine instances to differ from each other. Our JVM recovers from transient errors by rolling back to the state of the last checkpoint. The two execution engine instances and the checkpoint share the objects in the heap to reduce the memory space overhead. Our experiments with seven embedded Java applications show that the average memory overhead due to our transient error tolerant mechanism is 35%, and the average performance overhead is not too much in a two-CPU environment.
