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SUMMARY
Single-reference many-body perturbation theory and coupled-cluster theory, combined
with carefully constructed basis sets, can be used to accurately compute the properties of
small molecules. We applied a series of such methods and basis sets aimed at reaching
the ab initio limit to determine the barrier to planarity for ethylene cation. For potential
energy surfaces corresponding to bond dissociation, a single Slater determinant is no longer
an appropriate reference, and the single-reference hierarchy breaks down. We computed full
configuration interaction benchmark data for calibrating new and existing quantum chem-
ical methods for the accurate description of potential energy surfaces. We used the data
to calibrate single-reference configuration interaction, many-body perturbation theory, and
coupled-cluster theory and multi-reference configuration interaction and many-body per-
turbation theory, using various types of molecular orbitals, for breaking single and multiple
bonds on ground-state and excited-state surfaces. We also developed a determinant-based
method which generalizes the formulation of many-body wave functions and energy ex-
pectation values. We used the method to calibrate single-reference and multi-reference
configuration interaction and coupled-cluster theories, using different types of molecular or-
bitals, for the symmetric dissociation of water. We extended the determinant-based method
to work with general configuration lists, enabling us to study, for the first time, arbitrarily
truncated coupled-cluster wave functions. We used this new capability to study the impor-
tance of configurations in configuration interaction and coupled-cluster wave functions at




Computational quantum chemists strive to develop methods for the computation of molec-
ular wave functions and properties derived therefrom to assist with the rationalization of
experimental observations, and when possible, to make predictions. Significant advances
in accuracy and system size have been made in the past twenty years, partly because of
better methods for describing electron correlation and more efficient and parallel software,
and because of advances in computer technology.
Quantum chemical methods can be divided into two categories, wave function-based
methods and density functional theory. The 1998 Nobel Prize in Chemistry was awarded
for pioneering contributions in both areas. The work presented in this thesis utilizes wave
function-based methods because they can be applied in a systematic manner to approach
the ‘exact’ solution to a given chemical problem. The present state of density functional
theory does not allow strict control of the accuracy, i.e. it is not possible to systematically
improve the density functional toward the exact solution.
Two recent studies [1, 2] describe state-of-the-art calculations of molecular properties.
They report atomization energies converged to less than 1 kcal/mol, heats of formation to
1 kJ/mol, 0.1 pm for bond distances, and 1 cm−1 for vibrational frequencies. This level
of accuracy requires the systematic application of coupled-cluster theory and basis sets
constructed to converge to the complete basis set limit. In Chapter 2, we applied a similar
strategy to obtain the ab initio limit to the vibrationless barrier to planarity of ethylene
cation.
The procedures detailed in Chapter 2 assume a single configuration is an appropriate
reference on which to build the hierarchy of coupled-cluster methods. However, there are
many situations where the single configurational description breaks down. The primary
focus of this thesis is the failure of the single-reference hierarchy for potential energy surfaces
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corresponding to bond dissociation. Even in the simple case of H2, two configurations
strongly interact at stretched geometries and become degenerate at dissociation. Of course,
molecules that are multiply bonded will have many more strongly-interacting electronic
configurations. A quantum chemical method should be able to efficiently and, with equal
accuracy, describe the electron correlation at all regions of a potential energy surface.
Multi-reference methods are currently the method of choice for accurately computing
potential energy surfaces of small molecules [3]. They utilize a multi-configurational refer-
ence to account for the quasi-degenerate or strongly-interacting configurations (referred to
as non-dynamical correlation), followed by configuration interaction, perturbation theory,
or coupled-cluster theory to accurately treat the short-range electron repulsion (referred to
as dynamical correlation). Including all single and double excitations from two reference
configurations, where for example, one configuration has two electrons in the bonding or-
bital and the other has two in the anti-bonding orbital, means the final expansion of the
wave function will include all single and double excitations in addition to a limited set of
triple and quadruple excitations. Consequently, multi-reference methods are more com-
putationally expensive than the single-reference counterpart. The computational scaling
with respect to the number of configurations in the reference can be significantly decreased
for multi-reference configuration interaction and perturbation theory [4–6]; however, con-
figuration interaction does not scale properly with system size (size-extensivity error) and
perturbation theory does not adequately describe the dynamical correlation required to
achieve high accuracy.
Developing new methods to accurately compute potential energy surfaces is a thriving
area of research [7]. Since the methods are often computationally expensive and may not
translate directly to experimental measurement, comparisons are made to full configuration
interaction (FCI). FCI includes all possible excitations of N electrons in M molecular or-
bitals and is the solution to the electronic Schrödinger equation in a given basis set. The
number of configurations grows exponentially with the number of electrons or molecular
orbitals restricting the application to small molecules with a modest basis set.
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Chapters 3, 4, and 5 contain FCI benchmark data for spectroscopic constants and po-
tential energy curves for several small molecules. Using the FCI data we calibrated single-
reference configuration interaction, perturbation theory, and coupled-cluster theory and
multi-reference configuration interaction and perturbation theory for breaking single and
multiple bonds on ground-state and excited-state surfaces.
The molecular orbitals are also affected by the inadequacies of a single configurational
reference. If the molecular orbitals of H2 are determined from Hartree-Fock theory, the
atomic hydrogen orbitals will not be obtained at dissociation, instead the orbitals would
be intermediate between the orbitals for a hydrogen atom and those of a hydrogen anion.
Usually, the molecular orbitals and the multi-configurational reference are simultaneously
optimized, but the procedure is computationally expensive and often difficult to converge.
In Chapter 6 we explore an alternative set of molecular orbitals for accurately computing
potential energy surfaces.
In Chapter 2 we were unable to apply coupled-cluster theory with connected quadruple
excitations (CCSDTQ) and in Chapters 4 and 5 we were unable to calibrate single-reference
coupled-cluster theory beyond connected triples or multi-reference coupled-cluster theory
of any kind because the software was unavailable (even for purchase). Beyond CCSD, the
coupled-cluster equations become tedious to derive and time consuming to program and
arbitrarily high levels of excitation are required to develop a multi-reference coupled-cluster
code for general reference spaces. Chapter 7 describes our implementation of a general-order
single-reference and multi-reference coupled-cluster algorithm and the calibration of these
methods for bond breaking.
Clearly, higher-order excitations (with respect to the Hartree-Fock reference) must be in-
cluded in an approximate wave function when (quasi)-degeneracies are present. A carefully
defined active space can help decrease the number of configurations included in the wave
function, but as the system size increases the orbital active spaces become more difficult to
define. A general selection scheme, independent of “chemical intuition”, could minimize the
number of configurations, particularly the more expensive higher-order excitations, included
in the coupled-cluster wave function.
3
Chapter 8 describes a study of the important configurations in configuration interaction
and coupled-cluster wave functions, with the goal of constructing compact truncated wave
functions to attain chemical accuracy across a potential energy surface.
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CHAPTER 2
A THEORETICAL STUDY OF ETHYLENE CATION
2.1 Abstract
The equilibrium geometry, barrier to planarity, and harmonic vibrational frequencies were
determined for the ground state of the ethylene cation using several quantum mechani-
cal methods and basis sets. The minimum energy structure is a non-planar D2 conformer
separated from its symmetry equivalent by a planar transition state. The CCSD(T)/cc-
pVTZ level of theory obtained an equilibrium C-C bond length and torsion angle of 1.4004
Å and 21◦, respectively, which are 0.005 Å and 4.0◦ less than the experimentally derived
values. The documented reliability of CCSD(T)/cc-pVTZ equilibrium geometries may call
into question the experimentally derived geometry. In addition, the barrier to planarity
has been determined using a series of basis sets and methods aimed at reaching the com-
plete basis set limit. The final vibrationless barrier was determined to be 116 ± 35 cm−1.
Also, to aid in the interpretation of a recent infrared cavity ring-down experiment, the
harmonic vibrational frequencies were determined at the CCSD(T)/ TZ2P level of theory.
After the harmonic frequencies were scaled by a factor accounting for incompleteness in the
basis set and electron correlation treatment, the difference between the theoretically and
experimentally deduced ω7(b1) frequency was a mere 1.4%.
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2.2 Introduction
The values for the torsion angle and barrier to planarity of the ethylene cation have been
the topic of controversy for nearly twenty years. This is surprising considering that this
molecule is the simplest possible unsaturated hydrocarbon radical cation. The controversy
began in 1978 when Köppel and co-workers [8] computed the vibrational structure of the
1M. L. Abrams, E. F. Valeev, C. D. Sherrill, and T. D. Crawford, J. Phys. Chem. A 106, 2671-2675
(2002).
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first band (2B3u) in the photoelectron spectrum (PES) of neutral ethylene. The Hartree-
Fock and many-body methods utilized in the study took into account the vibronic coupling
of the 2B3u ground state and
2B3g first excited state of the ion, both in D2h symmetry. After
adjusting the energy separation between the 2B3u and
2B3g states, the frequency of the ω4
vibrational mode, and the vibronic coupling constant to fit the PES of neutral ethylene,
they concluded that the ground state was non-planar with a torsion angle and barrier to
planarity of approximately 25 and 234 cm−1, respectively.
Prior to the study by Köppel and co-workers, there was no definitive prediction of the
torsion angle of the cation. Semiempirical studies [9, 10] predicted a twisted D2 structure,
but disagreed with Hartree-Fock studies [11–13] that predicted a planar D2h structure. How-
ever, in 1984 Handy and co-workers [14] found a torsion angle of 20.1◦ using second order
Møller-Plesset perturbation theory (MP2) and a small 3-21G basis. These co-workers also
estimated the barrier to planarity to be approximately 100 cm−1 using CEPA-1 (coupled
electron pair approximation) and a series of Pople basis sets from 3-21G to 6-311G(df,p).
More recently, Salhi-Benachenhou co-workers [15] using the quadratic configuration inter-
action method with single, double, and perturbative triple excitations [QCISD(T)] and a
6-311G(d,p) basis set found a torsion angle of 20.2◦. At that geometry, coupled cluster
with single, double, and perturbative triple excitations [CCSD(T)] and QCISD(T) with a
6-311++G(2df,p) basis set found the barrier to planarity to be 87 and 104 cm−1, respec-
tively.
Density functional methods have also been used to address the ethylene cation structural
dilemma. Eriksson and co-workers [16], using the gradient-corrected Becke exchange and
Perdew correlation functional (BP) and a DZP basis, found a torsion angle of 33◦, while Liu
and co-workers [17], using B3LYP [the Becke three-parameter hybrid exchange functional
(B3) with the correlation functional of Lee-Yang-Parr (LYP)] and a 6-311G(d,p) basis,
found a torsion angle of 28.4◦.
On the experimental front, more recent studies by Toriyama and Okazaki [18, 19] utilized
ESR techniques to analyze the hyperfine couplings of 1H and 13C. They estimated that the
torsion angle of the cation is between 8◦ and 3◦. Therefore, the most recent theoretical
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and experimental data suggest a twisted D2 structure for the ethylene cation with a torsion
angle and barrier to planarity as small as 8 and 80 cm−1 or as large as 35 and 250 cm−1,
respectively.
Several research groups have also analyzed the vibrational spectrum of the cation. From
the photoelectron spectrum of neutral ethylene, Pollard and co-workers [20] assigned the
ω2(ag) C-C stretching mode and the ω3(ag) H-C-H bending mode of the cation. Somasun-
dram and Handy [21] used scaled Hartree-Fock calculations of neutral ethylene to verify the
results of Pollard and co-workers but only for two of the possible twelve modes. Recently,
Draves and Taylor [22] utilizing infrared cavity ring-down spectroscopy have observed and
assigned the ω7(b1) CH2 wagging mode.
The goals of the present study are threefold: (1) to determine the equilibrium geometry
of the cation using state of the art ab initio techniques; (2) to obtain a definitive estimate for
the barrier to planarity using the basis set limit extrapolation techniques suggested by Feller
[23, 24] and Helgaker and co-workers [25]; (3) to obtain harmonic vibrational frequencies for
comparison to experimental assignments.
2.3 Methods Section
We determined the equilibrium geometry, barrier to planarity, and harmonic vibrational







3) of the ethylene cation
using several theoretical methods and basis sets. Geometry optimizations were performed
using all-electron B3LYP [26, 27], MP2 [28], CCSD [29], and CCSD(T) [30] methods with
spin-unresticted orbitals. Energy gradients were evaluated analytically in all cases [31–
33]. The four methods employed three different Gaussian basis sets: DZP, TZ2P, and
cc-pVTZ [34]. The DZP basis is the standard double-zeta set of Huzinaga and Dunning
augmented with a set of d-functions on carbon and a set of p-functions on hydrogen, de-
noted C(9s5p1d/4s2p1d) and H(4s1p/2s1p). The TZ2P basis is the standard triple-zeta set
of Dunning augmented with two sets of d-functions on carbon and two sets of p-functions
on hydrogen, denoted C(10s6p2d/5s3p2d) and H(5s2p/3s2p). The largest basis used in
optimizing the geometry is the correlation-consistent polarized valence triple-zeta set of
7
Dunning and co-workers with the C(10s5p2d1f/4s3p2d1f) and H(5s2p1d/3s2p1d) contrac-
tion scheme. Spherical harmonics were employed throughout except for the DZP and TZ2P
basis sets.
The barrier to planarity was determined by subtracting the energy of the fully optimized
structure of D2 symmetry from the energy of the planar transition state. The Hartree-Fock
contribution to the barrier was determined using Dunning’s cc-pVXZ (X = 3, 4, 5) and
aug-cc-pVXZ (X = 3, 4, 5) basis sets, where aug- specifies the cc-pVXZ basis augmented by
a single diffuse function per angular momentum (1s1p1d1f for X = 3, 1s1p1d1f1g for X =
4, and 1s1p1d1f1g1h for X = 5) [34]. The valence MP2 and valence CCSD(T) contributions
to the barrier were determined using Dunning’s cc-pVXZ (X = 3, 4) and aug-cc-pVXZ
(X = 3, 4) basis sets. The valence CCSD with complete treatment of triple excitations
(CCSDT) [35] contribution to the barrier was determined using Dunning’s cc-pVXZ (X =2,
3) basis sets. The effect of quadruple excitations was estimated by the Brueckner-reference
coupled-cluster method with double excitations (B-CCD) [36]. To isolate the contribution
of the quadruple excitations to the barrier, labeled [Q], the total energy of B-CCD(T) [36]
was subtracted from the total energy of B-CCD(TQ) [37] at both the twisted minimum and
the planar transition state. Due to the high expense of the B-CCD(TQ) calculations, we
were restricted to the small cc-pVDZ basis set.
For the valence contribution to the barrier, the 1s core orbitals of the carbon atoms
were constrained to be doubly occupied. Core correlation effects were then determined at
the MP2 level of theory from all electron treatments with Dunning’s cc-pCVXZ (X = 3,
4) basis sets [34]. Harmonic vibrational frequencies were determined using analytic second
derivatives [38, 39] for B3LYP/cc-pVTZ and CCSD(T)/(DZP, TZ2P, cc-pVTZ) levels of
theory. The Hartree-Fock calculations were performed with PSI 3.0 [40], MP2 and B3LYP
calculations were performed with Q-Chem 2.0 [41], CCSD, CCSD(T),and CCSDT calcula-
tions were performed with ACESII [42], and B-CCD(T) and B-CCD(TQ) calculations were
performed with Gaussian 98 [43].
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2.4 Results and Discussion
2.4.1 Geometry analysis
The geometrical parameters of the equilibrium structure of ethylene cation and the barrier
to planarity with respect to the constrained planar transition state are presented in Table
1. For all theoretical methods employed in this study, there is a substantial change in
the optimized geometry when going from a double-zeta quality basis set with a single set
of polarization functions to a triple-zeta quality basis set with two sets of polarization
functions: rCC decreases by ∼ 0.02 , rCH decreases by ∼ 0.01 , θHCC increases by ∼ 0.1
◦,
and τ changes as little as 1.6◦ for B3LYP and as much as 10.3◦ for MP2. The only major
change in geometry that occurs by adding f-functions to the carbon atoms and d-functions
to the hydrogen atoms (i.e. going from the TZ2P basis to the cc-pVTZ basis) is the change
in τ , which increases by 2.2◦ at the MP2 level. In general, our results show that rCC and
rCH contract, θHCC is nearly static, and both the torsion angle and the barrier to planarity
increase as the basis set is improved and/or as the amount of dynamical correlation energy
recovered is increased from MP2 to CCSD to CCSD(T).
Presumably, cc-pVTZ should be the best basis set for both B3LYP and CCSD(T).
Though the CCSD(T) geometry approaches that of Köppel and co-workers [8] as size of
the basis set is increased, the B3LYP results move further away. The B3LYP/cc-pVTZ
geometry contracts rCC by 0.012 Å and overestimates the torsion angle by 7.7
◦ with re-
spect to the CCSD(T)/cc-pVTZ geometry. The experimentally derived geometry of Köppel
and co-workers [8] is between the B3LYP/cc-pVTZ and CCSD(T)/cc-pVTZ results. The
QCISD(T)/6-311G(d,p) results of Salhi-Benachenhou and co-workers [15] compare well with
our CCSD(T)/cc-pVTZ results, though rCC differs by 0.01 Å. Overall, the B3LYP/cc-pVTZ
and CCSD(T)/cc-pVTZ geometries are similar and exemplify the expected change of remov-
ing a π-bonding electron from neutral ethylene (rCC 1.339 Å, rCH 1.086 Å, θHCC 124.8
◦)
[44] . The more pressing issue is the magnitude of the barrier to planarity considering the
dramatic differences between the experimentally derived barrier, the Salhi-Benachenhou
QCISD(T)/6-311++G(2df,p) barrier, and our B3LYP/cc-pVTZ and CCSD(T)/cc-pVTZ
values for the barrier.
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Table 1: Geometry and barrier to planarity of the ethylene cation.a,b
Method/Basis rCC rCH θHCC τ ∆Ee
MP2/DZP 1.4271 1.0906 120.4 0.0 0.0
1.4271 1.0906 120.4 0.0
MP2/TZ2P 1.4099 1.0804 120.5 10.3 3.7
1.4127 1.0800 120.5 0.0
MP2/cc-pVTZ 1.4049 1.0785 120.5 12.5 7.7
1.4090 1.0780 120.4 0.0
CCSD/DZP 1.4256 1.0933 120.5 11.0 5.9
1.4287 1.0929 120.4 0.0
CCSD/TZ2P 1.4073 1.0827 120.6 15.2 21.7
1.4139 1.0819 120.5 0.0
CCSD/cc-pVTZ 1.4022 1.0804 120.6 16.0 27.0
1.3940 1.0794 120.5 0.0
CCSD(T)/DZP 1.4253 1.0950 120.5 16.7 31.6
1.4316 1.0940 120.4 0.0
CCSD(T)/TZ2P 1.4058 1.0849 120.6 20.2 69.8
1.4178 1.0833 120.5 0.0
CCSD(T)/cc-pVTZ 1.4004 1.0827 120.6 21.0 82.5
1.4132 1.0809 120.4 0.0
B3LYP/DZP 1.4079 1.0949 120.9 26.8 271.6
1.4295 1.0920 120.6 0.0
B3LYP/TZ2P 1.3891 1.0884 121.1 28.4 354.6
1.4153 1.0848 120.7 0.0
B3LYP/cc-pVTZ 1.3880 1.0892 121.2 28.7 378.4
1.4146 1.0854 120.7 0.0
QCISD(T)/6-311G(d,p) 1.414 1.092 120.7 20.2 103.7c
1.425 1.091 121.9 0.0
experimentally derivedd 1.405 1.091 121.8 25 233.9
a Bond lengths are in Å, angles are in degrees, and the barrier is in cm−1. b For each
level of theory, the first line contains the data for the equilibrium geometry and the sec-
ond line contains the data for the planar transition state. c Salhi-Benachenhou and co-
workers [15] obtained the barrier to planarity using QCISD(T)/6-311++G(2df,p) at the
the QCISD(T)/6-311G(d,p) geometry. d Köppel and co-workers [8]
2.4.2 Barrier to planarity
Although the barrier to planarity is rather small, probably less than 400 cm−1, we have
attempted to make as accurate a determination as is possible at this time. Previous theoret-
ical determinations of the barrier utilized standard Pople basis sets, and even though high
level theoretical methods [ i.e. QCISD(T) and CCSD(T)] were also utilized, no attempt was
made to estimate the ab initio limit of the barrier, which can be achieved through schemes
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similar to Allen’s focal-point analysis [45]. Feller [23, 24] has shown that the lowering of
the Hartree-Fock energy exhibits an exponential convergence with respect to the cardinal
number X of the Dunning correlation consistent basis sets:
EX = ECBS + ae
(−bX) (1)
The extrapolated Hartree-Fock barrier obtained by fitting equation 1 to the cc-pV(3,4,5)Z
HF energies is -291.4 cm−1 (see Table 2). The difference between the cc-pV(3,4,5)Z and
aug-cc-pV(3,4,5)Z extrapolated Hartree-Fock barriers is only 0.3 cm−1, thus showing that
the Hartree-Fock basis set limit has confidently been converged to within 1 cm−1. The
extrapolation of the correlation energy uses a two-point inverse power scheme proposed by
Helgaker and co-worker [25]:
ECBS(X,Y ) =
EXX3 − EY Y 3
X3 − Y 3
(2)
where EX and EY denote the correlation energies obtained from correlation consistent
basis sets with cardinal numbers X and Y. The cc-pV(3,4)Z MP2 contribution is estimated
at +279 cm−1, still not enough to stabilize the twisted structure. The addition of diffuse
functions stabilizes the planar transition state by 11 cm−1. The bulk of the total electronic
barrier is due to higher-order electron correlation effects. The CCSD and CCSD(T) results
do show a stabilizing effect for the twisted conformation, contributing an additional +29
and +71 cm−1, respectively. The CCSDT results show a +19 cm−1 contribution, still a
considerable portion of the total. The correlation energy from quadruple excitations [Q]
contributes only -2 cm−1, thus suggesting that quadruple and higher excitations contribute
very little to the barrier.
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Table 2: Valence focal-point analysis of the barrier to planarity (in cm−1) of ethylene cation. a
∆Ee(UHF) δMP2 δCCSD δCCSD(T) δCCSDT δ[Q]
b ∆Ee(Total)
cc-pVDZ (76)c -281 +219 +32 +58 +18 -2 +44
cc-pVTZ (116) -290 +256 +29 +67 +19 [-2] [+61]
cc-pCVTZ (142) -290 +273
aug-cc-pVTZ (182) -283 +277 +29 +69 [+19] [-2] [+92]
cc-pVQZ (230) -291 +270 +29 +71 [+19] [-2] [+78]
cc-pVCQZ (288) -290 +286
aug-cc-pVQZ (344) -289 +272 [+29] [+71] [+19] [-2] [+100]
cc-pV5Z (402) -291 [+29] [+71] [+19] [-2] [+100]
aug-cc-pV5Z (574) -291 [+29] [+71] [+19] [-2] [+100]
extrapolate limit (∞) [-291] [+274] [+29] [+71] [+19] [-2] [+100]
a The values in brackets under ∆Ee(UHF) is the average of the barrier obtained by fitting eq 1 to the cc-pV(3,4,5)Z and aug-cc-pV(3,4,5)Z
Hartree-Fock energies. The value in brackets under δMP2 is the average of the barrier obtained by fitting eq 2 to the cc-pV(3,4)Z and
aug-cc-pV(3,4) MP2 energies. All the values in brackets under the coupled-cluster columns were obtained by assuming that the basis
set is saturated for the given correction. b The contribution of the quadruple excitations to the barrier is determined by δBCCD(TQ) -
δBCCD(T). c Numbers in parentheses are the numbers of contracted Gaussian functions in the given basis sets.
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The core correlation contribution was determined by subtracting the the frozen-core
MP2/cc-pCVQZ contribution from the all-electron MP2/cc-pCVQZ contribution, which
yielded a core correlation contribution of +16 cm−1. To reach a final estimate of the barrier
to planarity, the valence contribution is added to the core correlation contribution. We
also include the possible error in the magnitude of the barrier to planarity due to basis
set truncation and neglect of higher-order correlation. The basis set truncation error was
estimated by the difference between contributions to the barrier from the cc-pVXZ and aug-
cc-pVXZ series of basis sets, while the neglect of higher-order correlation was estimated by
the reduction in the contribution to the barrier from the UHF→MP2→CCSD→CCSD(T)
→CCSDT→[Q] series. Given the small contribution from [Q] we estimate that the effect of
higher-order correlation contributions is probably less than 10 cm−1. The final vibrationless
barrier to planarity, without relativistic or non-Born-Oppenheimer corrections, is (100 +
16) ± (25 + 10) = 116 ± 35 cm−1.
2.4.3 Vibrational analysis
The calculated harmonic vibrational frequencies of the cation are reported in Table 3.
Our primary emphasis is on the second, third, fourth, and seventh modes since we have
experimental and theoretical data for comparison. The results of previous theoretical deter-
minations of the harmonic vibrational frequencies started from a D2h reference geometry,
though the cation is now established to have D2 symmetry at equilibrium. Another problem
encountered in previous theoretical studies was that the highest level of theory used was the
Hartree-Fock method. Hartree-Fock theory is known to overestimate the vibrational fre-
quencies, though Somasundram and Handy [21] scaled their results with (ωexpt/ωcalc) for the
neutral to compensate for basis set incompleteness and neglect of higher-order correlation
effects.
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Table 3: Harmonic vibrational frequencies (in cm−1) of the ethylene cation
Mode B3LYP/cc-pVTZ CCSD(T)/DZP CCSD(T)/TZ2P CCSD(T)/cc-pVTZ Other
ω1(a) 3082 (0) 3168 (0) 3133 (0) 3149 (0)
ω2(a) 1502 (0) 1563 (0) 1550 (0) 1557 (0) 1510
b
ω3(a) 1273 (0) 1275 (0) 1269 (0) 1290 (0) 1264
b
ω4(a)
c 616 (0) 328 (0) 402 (0) 420 (0) 887d
ω5(b1) 3176 (3) 3284 (1) 3243 (2) 3229 (2)
ω6(b1) 1206 (11) 1229 (7) 1240 (11) 1237 (13)
ω7(b1) 887 (37) 944 (74) 943 (69) 955 (70) 908
e
ω8(b2) 3196 (84) 3300 (80) 3261 (108) 3249 (110)
ω9(b2) 1078 (1) 1069 (0) 1110 (1) 1122 (1)
ω10(b2) 785 (5) 819 (7) 822 (8) 815 (9)
ω11(b3) 3086 (87) 3160 (69) 3129 (90) 3143 (91)
ω12(b3) 1432 (55) 1467 (62) 1470 (71) 1472 (76)
a Values in parentheses are the infrared intensities in km mol−1. b Experimentally derived harmonic vibrational frequencies from Pollard
and co-workers [20] c The ω4 mode is highly anharmonic and should not be estimated by a harmonic potential.
d Köppel and co-workers
[8] e Draves and Taylor [22]
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The four levels of theory used for determining the harmonic vibrational frequencies
are, B3LYP/cc-pVTZ, CCSD(T)/DZP, CCSD(T)/TZ2P, CCSD(T)/cc-pVTZ, all at their
respectively optimized geometries. The CCSD(T)/(DZP, TZ2P, cc-pVTZ) level of theory
was chosen for two reasons. First, the computational cost of determining the harmonic
vibrational frequencies with the CCSD(T) method and a larger basis set is beyond our reach.
Second, Thomas and co-workers [46, 47] performed a systematic study on the accuracy
of CCSD(T) with these three basis sets. These studies provided an approximate scaling
factor of (2.4, 2.3, 2.2)% for the CCSD(T)/(DZP, TZ2P, cc-pVTZ) harmonic vibrational
frequencies, respectively. The density functional results are included for comparison to
the CCSD(T) results. The harmonic frequency of the C-C stretching mode, ω2(a), was
experimentally derived by Pollard and co-workers [20]. All four levels of theory compare
very well to the experimentally derived harmonic frequency with unscaled values varying
by (-8, +53, +40, +47) cm−1 and the scaled CCSD(T) values varying by (+15, +4, +13)
cm−1 from experiment. The harmonic frequency of the H-C-H bending mode, ω3(a), also
agrees very well with the experimentally derived harmonic frequency with unscaled values
varying by (+9, +11, +5, +26) cm−1 and the scaled CCSD(T) values varying by (-20, -24,
-2) cm−1 from experiment.
The fourth vibrational mode, ω4(a), is a torsion mode and is highly sensitive to the
optimized torsion angle as well as the level of theory. Pollard and co-workers [20] did
measure the 2ν4 = 441± 4 cm
−1 transition and noted that the (0001) transition is too
weak to be observed in the 21.2 eV PES, even with observed resolution of 12-13 meV
FWHM. The harmonic frequency of the ω4(a) mode is more than five times the height of
the barrier to planarity at the CCSD(T)/cc-pVTZ level of theory. We followed the procedure
of Valeev and co-workers [48] for determining the bound eigenstates of a one-dimensional
potential: the Mathematica package [49] was used to evaluate the G(ν,ν) matrix element
along the torsional path, to construct an interpolating function for the CCSD(T)/cc-pVTZ
potential, and to apply the Cooley-Numerov procedure for determining the exact torsional
eigenstates, though the splitting of energy levels due to the ∼ 10,500 cm−1 barrier at τ
= 90◦ was neglected. The first five energy levels were determined to be: ετ = (122, 324,
15
688, 1093,1545) cm−1. Assuming the torsion mode does not couple to any other vibrational
modes, the fundamental transition and the first three overtones are G(ν4) = (202, 566, 971,
1423) cm−1 compared to the experimentally derived values of G(ν4) = ([not observed], 438,
766, 1158) cm−1. At the CCSD(T)/cc-pVTZ level of theory, the ground vibrational state is
above the barrier to planarity (83 cm−1), thus one has to consider the possibility that the
ethylene cation is a quasiplanar molecule with a large amplitude torsional motion. However,
as the previous section of the paper has shown, the estimated ab initio limit of the barrier
to planarity is 116 ± 35 cm−1. Therefore, to reach a definitive conclusion as to the nature of
the lowest vibrational energy level due to the low energy barrier, the torsion potential must
be determined using methods approaching the ab initio limit, which is currently beyond
our capability. Köppel and co-workers used 887 cm−1 for ω4 (see Table 3) in their empirical
vibronic coupling model; however, our results show that the fundamental transition of the
fourth vibrational mode is approximately 200 cm−1.
Our motivation for determining the harmonic vibrational frequencies of the cation was
to aid in the assignment of the infrared cavity ring-down spectrum of Draves and Taylor
[22]. Their results showed a two-peak signature that was duly assigned to the ω7(b1) CH2
wag. The second peak was assigned as the first overtone with an anharmonicity (ωexe)
of ∼ 9 cm−1. From their analysis, they determined that the harmonic ω7(b1) frequency
is ∼ 908 cm−1. Using the unscaled and scaled CCSD(T)/(DZP, TZ2P, cc-pVTZ) result,
theory and experiment are in agreement within (3.8, 3.7, 4.9)% and (1.4, 1.4, 2.8)% and
B3LYP/cc-pVTZ is underestimated by 2.4%.
2.5 Conclusions
The following conclusions can be drawn from the results presented in this study: (1)
The CCSD(T)/cc-pVTZ equilibrium geometry compares well with the results of Salhi-
Benachenhou and co-workers [15], but contracts rCC by 0.005 Å and τ decreased by 4.0
◦
compared to Köppel and co-workers’s experimentally derived values [8] , (2) The barrier to
planarity has been estimated using a series of methods and basis sets designed to extrap-
olate to the ab initio limit. The final vibrationless barrier of 116 ± 35 cm−1 is the result
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of the most systematic and comprehensive examination of this barrier to date, the B3LYP
harmonic vibrational frequencies are more accurate than the unscaled CCSD(T) harmonic
vibrational frequencies, though both the B3LYP and the scaled CCSD(T) harmonic vibra-
tional frequencies compare very well with the experimental results of Pollard and Draves
and Taylor, exact torsion vibrational energy levels evaluated at the CCSD(T)/cc-pVTZ level
of theory, (3) neglecting mode-coupling, all lie above the barrier to planarity. A definitive
conclusion of the torsion vibrational mode will require a torsion potential approaching the






We compare several standard polarized double-zeta basis sets for use in full configura-
tion interaction benchmark computations. The 6-31G**, DZP, cc-pVDZ, and Widmark-
Malmqvist-Roos atomic natural orbital (ANO) basis sets are assessed on the basis of their
ability to provide accurate full configuration interaction spectroscopic constants for several
small molecules. Even though highly correlated methods work best with larger basis sets,
predicted spectroscopic constants are in good agreement with experiment; bond lengths and
harmonic vibrational frequencies have average absolute errors no larger than 0.015 Å and
1.6%, respectively, for all but the ANO basis. For the molecules considered, 6-31G** gives
the smallest average errors, while the ANO basis set gives the largest. The use of variation-
ally optimized basis sets and natural orbitals are also explored for improved benchmarking.
Although optimized basis sets do not always improve predictions of molecular properties,
taking a DZP-sized subset of the natural orbitals from a singles and doubles configuration
interaction computation in a larger basis significantly improves results.1
3.2 Introduction
Wave function based quantum chemical methods approach the exact solution to the elec-
tronic Schrödinger equation as the basis set and the treatment of electron correlation are
simultaneously improved. In recent years, considerable progress has been made in un-
derstanding convergence toward the complete basis set limit [50–56]. It has been more
1M. L. Abrams and C. D. Sherrill, J. Chem. Phys. 118, 1604-1609 (2003).
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challenging to investigate convergence of electron correlation because full configuration in-
teraction (FCI), which provides the exact solution of the electronic Schrödinger equation
within a given basis set, has a computational cost that increases factorially with the number
of electrons or orbitals.
Fortunately, both algorithmic advances [57–64] and improvements in computer hardware
have made FCI benchmarks less computationally expensive. Whereas FCI benchmarking
in the 1980s and early 1990s focused almost exclusively on single-point energies, it is now
possible to perform geometry optimizations and even frequency analysis for very small
molecules using FCI to examine the effect of higher-order correlation on molecular properties
[65–73]. It is also now possible to afford enough FCI computations to generate potential
energy curves, [74–77] which are beneficial for assessing the reliability of standard quantum
chemistry methods for bond-breaking reactions.
In light of these expanded possibilities, it is important to ask which basis sets are best for
FCI benchmarking. Since FCI computations with basis sets larger than polarized double-
zeta are rarely possible, we compare several standard basis sets of this size to determine their
suitability for the computation of FCI molecular properties. Specifically, Dunning’s DZP
[78] and cc-pVDZ [50] basis sets, Pople’s 6-31G** basis,[79] and the Widmark-Malmqvist-
Roos atomic natural orbital (WMR ANO) [80] polarized double zeta basis sets are used to
compute spectroscopic constants for the ground states of the BH, CH+, NH, OH+, HF, and
C2 molecules.
The use of variationally optimized scale factors and natural orbitals are examined for
their ability to provide improved one-particle spaces for the FCI. Natural orbitals (NOs)
are those orbitals which diagonalize the one-particle density matrix; they provide the most
rapidly convergent CI expansion in the sense that to achieve a given accuracy requires fewer
configurations in a natural orbital basis than in any other orthonormal basis for a given
underlying one-particle space [81]. The NOs are ordered according to their occupation
numbers (one-particle density matrix eigenvalues), and larger occupation numbers reflect
larger contributions to the CI wave function from which the orbitals are derived. Hence,
one might expect that the most important m orbitals from a natural orbital computation
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should provide a compact orbital subspace for a subsequent FCI computation. Here we
investigate the efficiency of performing CI singles and doubles (CISD) computations in the
large cc-pVQZ basis set and taking the m most important NOs, where m is equal to the
number of orbitals present in a polarized double-zeta basis. This procedure gives far better
results than any of the standard basis sets considered.
3.3 Theoretical Approach
Several spectroscopic constants and dissociation energies of the ground states of BH, CH+,
NH, OH+, HF, and C2 were determined using the FCI method as implemented in the detci
program [82] in PSI 3.0 [40].
The customary rotational and vibrational energy level expressions for a diatomic molecule
are
Fυ(J) = BυJ(J + 1)−Dυ[J(J + 1)]













· · · (4)
with Bυ and Dυ defined as






· · · (5)






+ · · · (6)
We have determined the harmonic vibrational frequency, ωe, anharmonicity constant, ωexe,
rotational constant, Be, vibration-rotation coupling constant, αe, and the centrifugal dis-
tortion constant, De, using second through fourth-order force constants, frr − frrrr. The
force constants were computed using tightly converged energies (∼ 10−10 hartrees) from
5 geometries equally distributed around the equilibrium bond distance. The dissociation
energies were computed using the supermolecule approach for all cases.2
Computations were performed using five standard basis sets. The 6-31G** basis set
is contracted as (10s4p1d/3s2p1d) and (4s1p/2s1p) for first-row elements and hydrogen,
2CISD is not size consistent, so the quality of CISD natural orbitals will degrade at extended geometries.
Computing dissociation energies by a fragment approach makes predictions even better on average; the
difference ranges from 0.04 eV for BH to 0.32 eV for HF. The performance of CISD natural orbitals beyond
equilibrium remains to be fully explored.
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respectively [79]. The Huzinaga-Dunning DZP basis set [78, 83] is contracted as (9s 5p
1d / 4s 2p 1d) and (4s 1p / 2s 1p), and Dunning’s correlation consistent cc-pVDZ basis
set [50] is contracted as (9s4p1d/3s2p1d) and (4s1p/2s1p). The WMR-ANO basis set is
contracted as (14s9p4d/3s2p1d) and (8s4p/2s1p) [80]. The five basis sets use a different
number of d functions: 6-31G**, DZP, and WMR-ANO use six cartesian d functions, while
it is customary to use five pure angular momentum d functions for cc-pVDZ. The effect
of varying the number of d polarization functions was examined by using cc-pVDZ with 6
cartesian d functions and 6-31G** with 5 pure angular momentum d functions, designated
cc-pVDZ(6d) and 6-31G**(5d), respectively.
To investigate the possibility of improving results without increasing the size of the
basis, a modified 6-31G** basis for BH was constructed by optimizing a scale factor for each
atom, i.e. the primitive gaussian exponents are multiplied by the square of the scale factor
(excluding the core function). This basis set is denoted 6-31G**(opt). In an alternative
strategy, separate CISD/cc-pVQZ natural orbital computations were performed at each
geometry and the NOs with the largest occupation numbers were retained to form a set
of molecular orbitals, denoted DZP-NO, having the same number of orbitals as cc-pVDZ
(the remaining weakly occupied NOs were discarded). Core orbitals were constrained to be
doubly-occupied in all computations, and for the DZP basis the corresponding high-lying
virtual orbitals were deleted.
3.4 Results and Discussion
Total electronic energies and spectroscopic constants are presented in Tables 4 (BH), 5
(CH+), 6 (NH), 7 (OH+), 8 (HF), and 9 (C2). Experimental results are taken from Huber
and Herzberg [84] except for CH+, where results are from Carrington and Ramsey [85] (the
Huber and Herzberg value for ωe of CH
+, cited in many theoretical works, is more than
100 cm−1 too low). Experimental dissociation energies D0 have been converted to De using
the experimental ωe and ωexe for a more direct comparison to the theoretically computed
results. Table 10 presents average absolute errors for the set of molecules considered.
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3.4.1 Comparison of standard basis sets
In general, improved descriptions of electron correlation result in larger predicted bond
lengths, while larger basis sets result in shorter predicted bond lengths. Systematic studies
have shown that highly correlated methods such as CCSD(T) can require large basis sets
(often triple or quadruple zeta) to provide very accurate predictions of bond lengths[86, 87],
although CCSD(T) harmonic vibrational frequencies are predicted surprisingly well by the
modest DZP or cc-pVDZ basis sets [46]. One might expect that FCI, representing the com-
plete treatment of electron correlation for a given basis set, might require even larger basis
sets. However, the present FCI spectroscopic constants are generally in good agreement with
experiment. Bond lengths are systematically overestimated, with the most severe overesti-
mates occurring for the WMR ANO basis (errors of about 0.03 Å for BH, CH+, and C2).
The average absolute errors (cf. Table 10) are around 0.01 - 0.02 Å for the standard basis
sets except for 6-31G**, which gives lower errors of 0.006 Å. This compares to an average
overestimation of 0.02 Å for single bonds in several small molecules at the CCSD(T)/cc-
pVDZ level of theory reported by Martin [86]; hence, the basis set requirements of FCI do
not seem significantly different from those of CCSD(T). The rotational constant Be, which
depends on the equilibrium bond length, is likewise predicted most accurately for 6-31G**
(1.2% error) and least accurately for WMR-ANO (4.3% error).
Table 4: Spectroscopic constants of X 1Σ+ BH.a
Method Energy re ωe ωexe Be De αe De
FCI/DZP -25.208881 1.2491 2339 47.6 11.700 0.12e-02 0.399 3.48
FCI/6-31G**(5d) -25.206493 1.2346 2392 52.2 11.977 0.12e-02 0.429 3.51
FCI/6-31G** -25.207157 1.2344 2388 52.0 11.980 0.12e-02 0.431 3.51
FCI/cc-pVDZ -25.215324 1.2559 2340 48.8 11.574 0.11e-02 0.396 3.44
FCI/cc-pVDZ(6d) -25.216182 1.2553 2343 49.0 11.584 0.11e-02 0.398 3.44
FCI/WMR-ANO -25.214743 1.2675 2309 49.5 11.364 0.11e-02 0.388 3.47
FCI/6-31G**(opt) -25.211093 1.2446 2376 52.5 11.786 0.12e-02 0.415 3.49
FCI/DZP-NO -25.229338 1.2366 2354 50.9 11.940 0.12e-02 0.457 3.57
FCI/DZP-NO(5Z) -25.229704 1.2362 2350 51.8 11.948 0.12e-02 0.446 3.57
Experiment 1.2324 2367 49.4 12.021 0.12e-02 0.412 3.57
a Energy is in a.u., re in Å, De in eV, and all other quantities in cm
−1.
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Table 5: Spectroscopic constants of X 1Σ+ CH+.a,b
Method Energy re ωe ωexe Be De αe De
FCI/DZP -38.004943 1.1365 2923 66.2 14.038 1.29e-03 0.503 4.02
FCI/6-31G**(5d) -37.998840 1.1246 2939 66.9 14.334 1.36e-03 0.532 3.97
FCI/6-31G** -38.000644 1.1241 2939 67.1 14.350 1.37e-03 0.537 3.98
FCI/cc-pVDZ -38.002366 1.1460 2892 64.6 13.807 1.26e-03 0.492 3.97
FCI/cc-pVDZ(6d) -38.003779 1.1449 2898 65.9 13.843 1.26e-03 0.497 3.94
FCI/WMR-ANO -38.002902 1.1623 2805 58.8 13.421 1.23e-03 0.457 3.94
FCI/DZP-NO -38.023851 1.1319 2840 59.3 14.153 1.41e-03 0.495 4.15
Experiment 1.1309 2858 59.3 14.176 1.37e-03 0.493 4.27
a Energies in a.u., re in Å, De in eV, and all other quantities in cm
−1. b Experimental data
from Carrington and Ramsey [85].
Table 6: Spectroscopic constants of X 3Σ− NH.a
Method Energy re ωe ωexe Be De αe De
FCI/DZP -25.208881 1.2491 2339 47.6 11.700 0.12e-02 0.399 3.48
FCI/6-31G**(5d) -25.206493 1.2346 2392 52.2 11.977 0.12e-02 0.429 3.51
FCI/6-31G** -25.207157 1.2344 2388 52.0 11.980 0.12e-02 0.431 3.51
FCI/cc-pVDZ -25.215324 1.2559 2340 48.8 11.574 0.11e-02 0.396 3.44
FCI/cc-pVDZ(6d) -25.216182 1.2553 2343 49.0 11.584 0.11e-02 0.398 3.44
FCI/WMR-ANO -25.214743 1.2675 2309 49.5 11.364 0.11e-02 0.388 3.47
FCI/6-31G**(opt) -25.211093 1.2446 2376 52.5 11.786 0.12e-02 0.415 3.49
FCI/DZP-NO -25.229338 1.2366 2354 50.9 11.940 0.12e-02 0.457 3.57
FCI/DZP-NO(5Z) -25.229704 1.2362 2350 51.8 11.948 0.12e-02 0.446 3.57
Experiment 1.2324 2367 49.4 12.021 0.12e-02 0.412 3.57
a Energies in a.u., re in Å, De in eV, and all other quantities in cm
−1.
Although most quantum chemical methods generally overestimate harmonic vibrational
frequencies, highly correlated methods such as CCSD(T) occasionally underestimate them
[86]. Here, too, we find that several FCI harmonic vibrational frequencies underestimate
experiment. The WMR ANO basis, which gives the largest overestimations of bond lengths,
usually provides the lowest predicted vibrational frequencies. The average absolute errors for
harmonic frequencies are close to 1-2% for any of the standard basis sets considered, which
is again similar to the average error in CCSD(T)/cc-pVDZ harmonic frequencies reported
by Martin [86]. Vibrational anharmonicities are predicted with roughly similar accuracies
for all of the standard basis sets (4-7%), although cc-pVDZ is best on average. Likewise,
23
Table 7: Spectroscopic constants of X 3Σ− OH+.a
Method Energy re ωe ωexe Be De αe De
FCI/DZP -75.113655 1.0347 3173 89.8 16.606 0.18e-02 0.763 4.76
FCI/6-31G**(5d) -75.092302 1.0323 3165 87.8 16.682 0.19e-02 0.757 4.80
FCI/6-31G** -75.094766 1.0323 3161 86.1 16.684 0.19e-02 0.756 4.80
FCI/cc-pVDZ -75.110738 1.0383 3123 81.8 16.492 0.18e-02 0.719 4.73
FCI/cc-pVDZ(6d) -75.112752 1.0377 3124 81.1 16.511 0.18e-02 0.718 4.74
FCI/WMR-ANO -75.124602 1.0397 3103 89.9 16.448 0.18e-02 0.769 4.66
FCI/DZP-NO -75.157488 1.0287 3121 83.0 16.804 0.19e-02 0.746 5.10
Experiment 1.0289 3113 78.5 16.794 0.19e-02 0.749 5.29
a Energies in a.u., re in Å, De in eV, and all other quantities in cm
−1.
Table 8: Spectroscopic constants of X 1Σ+ HF.a
Method Energy re ωe ωexe Be De αe De
FCI/DZP -100.242690 0.9243 4173 94.7 20.618 2.01e-03 0.794 5.74
FCI/6-31G**(5d) -100.199160 0.9213 4171 97.2 20.750 2.05e-03 0.822 5.55
FCI/6-31G** -100.201597 0.9214 4172 95.0 20.746 2.05e-03 0.813 5.56
FCI/cc-pVDZ -100.228652 0.9202 4144 92.8 20.799 2.10e-03 0.806 5.49
FCI/cc-pVDZ(6d) -100.231198 0.9200 4147 92.7 20.810 2.10e-03 0.804 5.50
FCI/WMR-ANO -100.277950 0.9286 4068 92.5 20.428 2.06e-03 0.797 5.81
FCI/DZP-NO -100.308531 0.9189 4126 90.5 20.862 2.13e-03 0.791 5.74
Experiment 0.9168 4138 89.9 20.956 2.15e-03 0.798 6.13
a Energies in a.u., re in Å, De in eV, and all other quantities in cm
−1.
predictions of vibration-rotation interaction constants αe are of comparable quality across
the standard basis sets (3-5% errors). These results compare to average absolute errors of
6-9% (ωexe) and 5-8% (αe) for CCSD(T) with polarized double-zeta basis sets for a few
diatomic molecules [88]. Centrifugal distortion constants, depending on Be and ωe, are
predicted best by 6-31G** and with roughly similar accuracy among the other standard
basis sets.
Dissociation energies are more challenging to compute because accurate estimates can
require very large basis sets. For example, in N2, i-type polarization functions were found to
contribute 0.4 kcal/mol to the dissociation energy [89]. For the standard polarized double-
zeta basis sets considered, the errors in De are generally within 0.5 eV except for HF and
C2, and the average absolute errors are 8-10%. The 6-31G** and DZP basis sets perform
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Table 9: Spectroscopic constants of X 1Σ+g C2.
Method Energy re ωe ωexe Be De αe De
FCI/DZP -75.731641 1.2695 1813 13.3 1.743 6.44e-06 0.017 5.74
FCI/6-31G**(5d) -75.723459 1.2603 1859 13.1 1.769 6.40e-06 0.017 6.00
FCI/6-31G** -75.726127 1.2596 1859 13.2 1.771 6.43e-06 0.017 5.99
FCI/cc-pVDZ -75.729852 1.2727 1813 13.5 1.734 6.35e-06 0.017 5.67
FCI/cc-pVDZ(6d) -75.732244 1.2717 1814 13.6 1.737 6.37e-06 0.017 5.69
FCI/WMR-ANO -75.732305 1.2793 1766 15.8 1.716 6.49e-06 0.018 5.44
FCI/DZP-NO -75.766448 1.2500 1834 12.8 1.797 6.90e-06 0.017 5.99
Experiment 1.2425 1855 13.3 1.820 6.92e-06 0.018 6.33
a Energies in a.u., re in Å, De in eV, and all other quantities in cm
−1.
Table 10: Absolute average error of the molecular test set.a
Method re ωe ωexe Be De αe De
FCI/DZP 0.011 1.6 7.3 2.2 5.1 2.6 7.7
FCI/6-31G**(5d) 0.006 1.2 8.0 1.3 2.1 4.4 7.8
FCI/6-31G** 0.006 1.1 7.3 1.2 2.0 4.6 7.7
FCI/cc-pVDZ 0.015 1.3 3.9 2.9 6.3 2.6 9.6
FCI/cc-pVDZ(6d) 0.014 1.3 4.2 2.8 6.3 2.8 9.6
FCI/WMR-ANO 0.022 2.2 6.9 4.3 6.7 3.1 9.0
FCI/DZP-NO 0.003 0.7 2.7 0.6 0.7 3.4 4.5
a Error in bond lengths are in Å and all other quantities are in %.
slightly better on average. The FCI results underestimate De because the polarized double-
zeta basis sets are not sufficient to accurately describe dynamic electron correlation around
equilibrium.
Since the basis set requirements for CI singles and doubles (CISD) are less severe than
for FCI, it is possible for CISD to be more accurate than FCI when a polarized double-
zeta basis set is used. For the CISD/cc-pVDZ level of theory, the average absolute errors
in spectroscopic constants of the first row hydrides [54] are 0.013 Å(re), 0.7% (ωe), 3.0%
(ωexe), 2.2% (Be), 3.7% (αe), and 11% (De). These results are comparable to and in some
cases slightly better than our present FCI results due to a cancellation of errors between
the CISD approximation and the limited cc-pVDZ basis set. This error cancellation cannot
happen for FCI, since the treatment of electron correlation is exact. Fortunately, however,
this lack of error cancellation between FCI and polarized double-zeta basis sets does not
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lead to large errors in predicted spectroscopic constants. This suggests that basis sets of
this size are already large enough for meaningful benchmark studies on the effects of higher
levels of electron correlation on molecular properties.
In the present study, 6d functions were used for the 6-31G**, DZP, and WMR-ANO
basis sets. One might suppose that the additional d function could offer a slight advantage
to these basis sets. This possibility was explored by performing additional computations
with the cc-pVDZ basis using 6d functions, denoted cc-pVDZ(6d); spectroscopic constants
changed very little compared to 5d functions, with bond lengths shortening by about 0.01
Å or less and frequencies changing by just a few cm−1. This suggests that 6d functions
offer very little advantage over 5d, while the computational cost of adding an additional
d function per heavy atom will increase the cost of the FCI significantly. The differences
between 6-31G**(5d) and 6-31G**(6d) are also insignificant, thus supporting the idea of
using pure angular momentum d functions if limited by computational resources.
Overall, the average absolute errors in Table 10 show that FCI properties computed with
the 6-31G** basis are generally better than for the other standard basis sets considered,
while the WMR ANO basis gives some of the largest errors compared to experiment. How-
ever, except for bond lengths, there is not a large difference among the basis sets considered.
3.4.2 Variationally optimized basis sets
We investigated the possibility of obtaining better results using optimized basis sets. For
BH, the 6-31G** basis was modified by optimizing the scale factors for the boron and
hydrogen valence functions to give the lowest FCI energy at R(B–H)=1.20 Å. The scale
factors thus obtained were 0.93 (B) and 0.92 (H), and the optimized basis sets multiplied
the primitive Gaussian exponents by the square of the scale factor except for the primitives
comprising the B 1s function. The resulting spectroscopic constants in Table 4, labeled
6-31G**(opt), are improved in some cases, but worse for others compared to the regular
6-31G** basis. The equilibrium bond length prediction is made worse by 0.01 Å.
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3.4.3 Natural orbitals
As discussed in the introduction, natural orbitals can provide a very compact orbital sub-
space for use in CI computations. Here we obtained CISD/cc-pVQZ natural orbitals and
deleted the most weakly occupied NOs to achieve the same number of orbitals as in a po-
larized double-zeta basis set like cc-pVDZ. Full CI computations were then performed in
this truncated natural orbital set denoted DZP-NO.
The equilibrium FCI energies are much lower with the DZP-NO orbitals than for any of
the standard basis sets, and the spectroscopic constants are much more reliable on average.
The average absolute error in re drops to a mere 0.003 Å, while for ωe it is reduced to 0.7%.
Similarly, Be, De, and the dissociation energy are all improved substantially. The quality
of the DZP-NO results does not appear to improve significantly by using a larger basis to
generate the natural orbitals. For BH, the natural orbitals were also obtained from the
cc-pV5Z basis, yielding a set labeled DZP-NO(5Z) in Table 4; the results are very similar
to the cc-pVQZ generated DZP-NO values.
3.5 Conclusions
Several standard polarized double-zeta basis sets have been compared for their suitability
in full configuration interaction benchmarking by determining their reliability for the spec-
troscopic constants of several diatomics. The performance of the basis sets is similar, but
6-31G** is better on average. Although FCI might be expected to have very large basis set
requirements, the predicted spectroscopic constants are in good agreement with experiment
and exhibit errors similar to those of CCSD(T) and not much worse than CISD with simi-
lar basis sets. This suggests that the effects on molecular properties of electron correlation
beyond CCSD(T) can be reasonably examined in DZP-sized basis sets. The optimization
of basis scaling factors did not significantly improve spectroscopic constants for BH. The
use of DZP-sized sets of natural orbitals gave results far superior to those of the standard
basis sets and may provide considerably more rapid convergence to the complete basis set






Complete-active-space self-consistent field (CASSCF), complete-active-space second-order
perturbation theory (CASPT2), and two restricted active-space variants of multi-reference
configuration interaction (singles, doubles, and limited triples and quadruples, or CISD[TQ],
and second-order configuration interaction, or SOCI), have been assessed for bond breaking
in BH, HF, and CH4 by comparison to the full configuration interaction limit. These
results allow one, for the first time, to ascertain typical errors for such reactions across the
entire potential energy curve. They also provide an assessment of different prescriptions
for choosing an active space. A valence active space and a one-to-one active space were
considered along with the basis sets cc-pVQZ, 6-31G**, and 6-31G* for BH, HF, and CH4,
respectively. The valence active space performs better than the one-to-one active space for
BH, but is inferior for HF. Always choosing the larger of the two active spaces for a given
molecule leads to the best results. When using the larger of the two active spaces, the
non-parallelity errors for CASPT2, CISD[TQ], and SOCI were less than 3.3, 1.4, and 0.3
kcal/mol, respectively. These results are superior to those of unrestricted coupled-cluster
with perturbative triples [UCCSD(T)] for these same systems.1
4.2 Introduction
The last decade has seen a major advancement in electron correlation methods based on a
multi-configuration wave function, i.e., multi-reference versions of configuration interaction
(MRCI), perturbation theory (MRPT), and coupled-cluster theory (MRCC) [3]. Although
1M. L. Abrams and C. D. Sherrill, J. Phys. Chem. A 107, 5611-5616 (2003).
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the idea of such methods is rather old,[90–92] significant new approximations and algorithms
[3, 5, 6, 82, 93–99] have been developed. While these methods remain too computationally
expensive to use on molecules with more than a few heavy atoms, they are nonetheless
the only methods capable of accurately describing many chemical processes, particularly
bond-breaking and bond-forming reactions.
Multi-reference configuration interaction has been the standard model for determining
accurate potential energy surfaces of polyatomic molecules for the last thirty years. Prob-
lems with size-consistency still remain, but thus far alternative size-consistent methods are
not yet in common use for generating potential energy surfaces of spectroscopic accuracy.
Multi-reference perturbation theory has been applied to a number of chemical problems
including molecular structure, electronic spectra, and transition metal chemistry. Perhaps
the most popular variation of MRPT is the complete-active-space second order perturba-
tion theory (CASPT2) method of Andersson and Roos [93]. Errors in geometries, binding
energies, and excitation energies have been systematically studied [100]; however, the error
in CASPT2 along a full potential energy curve has not been thoroughly evaluated.
The most straightforward way to determine the error of a given correlation model is
to compare it to the exact solution of the electronic Schrödinger equation for the given
one-electron basis, which is the full configuration interaction (FCI) result. A series of
studies by Bauschlicher in the late 1980s provided FCI energies at a few geometries along
the potential energy curves of several small molecules [101–105]. Advances in CI algorithms
and computer hardware have made it possible to obtain more complete FCI potential energy
curves [74–77, 106, 107] for some simple systems. For example, Olsen and co-workers studied
polarized double-zeta FCI potential energy curves for bond breaking in several electronic
states of the N2 molecule [76, 108] and the symmetric dissociation (breaking both bonds)
of H2O. The benchmark FCI results were compared to perturbation theory and coupled-
cluster models to indicate how these approximate methods perform for very challenging
cases. Such benchmarks are essential for the calibration of new theoretical models meant
to describe bond-breaking processes [109–114].
In the present study, we compare to FCI potential energy curves for three molecules
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(BH, HF, CH4) in which a bond to hydrogen is broken. This should represent a com-
mon, chemically important process which one might expect to be the easiest type of bond-
breaking reaction for standard quantum chemical methods to describe accurately. However,
we have recently shown [77] that single-reference methods, even when based on an unre-
stricted Hartree-Fock reference, are not very accurate for these simple systems; unrestricted
coupled-cluster with perturbative triple excitations [UCCSD(T)] yields non-parallelity er-
rors of about 4 kcal/mol. It is therefore of interest to compare the performance of multi-
reference approaches for these molecules.
Here we assess the popular complete-active-space self-consistent field (CASSCF) [115,
116] method and complete-active-space second-order perturbation theory (CASPT2) with
the nondiagonal zero-order operator [93]. We also consider two multi-reference configuration
interaction singles and doubles (MRCISD) methods. One of these, the second-order CI
(SOCI) [90], generates all possible singly and doubly substituted configurations from every
active space configuration which can be formed by distributing the active electrons among
the active orbitals. This is perhaps the most complete type of a MRCISD wave function.
The second MRCISD approach considered here is the CISD[TQ] wave function of Schaefer
and co-workers [117, 118], which generates all single and double substitutions from the
reference set of all singly and doubly substituted configurations which can be formed in the
active space. As such, CISD[TQ] may be thought of as an approximation to SOCI in which
all configurations which are more than quadruply substituted (relative to the Hartree-Fock
reference) are discarded.
Previous high-quality benchmarks for the molecules considered in this study include a
cc-pVTZ FCI potential energy curve for BH [119], a cc-pVDZ FCI potential energy curve for
HF [119], and 6-311++G(df,p) multi-reference CI results [120] for the breaking of a single
C–H bond in CH4. We have previously assessed [77] several single-reference correlated
methods by comparison to FCI for BH, HF, and CH4 in the aug-cc-pVQZ, 6-31G**, and 6-
31G* basis sets, respectively, and we will refer to the FCI results of that study in the present
work. Because of additional difficulties in converging CASSCF wave functions with basis
sets containing many diffuse functions, for BH we will compare to cc-pVQZ FCI results,
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which were also generated in our previous study.
4.3 Theoretical Approach
Here we use the cc-pVQZ, 6-31G**, and 6-31G* basis sets for BH, HF, and CH4, respectively
[34]. We have examined CASSCF [115, 116], CISD[TQ] [118], SOCI [90], and CASPT2 with
the nondiagonal zero-order operator [93]. The CISD[TQ] and SOCI computations were
performed using CASSCF orbitals.
Two orbital active spaces were used in this study. The first active space is a valence
active space, by which we mean that there is one active space orbital of a given irreducible
representation for each molecular orbital of the same irreducible representation which can
be formed from the valence orbitals on the atoms in the molecule. The valence orbitals of
the atoms are of course the usual 1s or hydrogen and 2s, 2px, 2py, 2pz for B-F. The valence
active space is commonly used in CASSCF computations, where it is sometimes referred
to as full-valence CASSCF. This approach was also introduced by Ruedenberg under the
name full optimized reaction space (FORS) [116].
The second active space, which we will refer to as one-to-one or 1:1, includes the occupied
valence orbitals plus an active virtual orbital (of the same symmetry) for every occupied
valence orbital. This is the active spaced used in generalized valence bond perfect pairing
computations, and it is being considered in recent work by Head-Gordon and co-workers
[121, 122]. Its use in CASSCF computations dates back at least to a 1980 paper by Roos
which shows much better agreement with experiment than full-valence CASSCF for equi-
librium properties of the water molecule [123]. The benefit of these two choices of active
spaces, full-valence and one-to-one, is that they are a priori definitions which can be used
to define the active space of a molecule in the absence of any preliminary computations or
arbitrary choices of thresholds. These two active spaces were previously compared for the
more challenging case of double dissociation in H2O by Olsen and co-workers [75].
More specifically, the active spaces for the molecules in the study are: BH val=(4e-/3011)
and 1:1=(4e-/4000); HF val=(8e-/3011) and 1:1=(8e-/4022); and CH4 val=1:1=(8e-/62),
where the notation indicates (number of active electrons/number of active orbitals per irrep
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of the largest Abelian subgroup). For CH4, definitions the valence and 1:1 active spaces are
equivalent. Note that the valence active space is larger than the 1:1 active space for the BH
molecule, but it is smaller for HF. The core 1s orbitals were constrained to remain doubly
occupied in all cases.
The CASPT2 calculations were performed with MOLCAS 5.2 [124]. All other calcula-
tions were performed with the DETCAS and DETCI [82] modules of PSI 3.2 [125]. The
potential energy curve for methane was obtained by constraining three C–H bonds to their
equilibrium bond length (1.086Å)[126] and the H–C–H angles at the tetrahedral value while
stretching a single C–H bond. FCI results are taken from our previous work [77].
4.4 Results and Discussion
The potential energy curves for BH are shown in Figure 1. From the figure, it is clear that all
of the methods considered here provide qualitatively correct potential energy curves. This
contrasts to the behavior of many single-reference correlation methods, evaluated previously
[77]. Although the CASSCF potential energy curves are significantly higher in energy than
the exact FCI curve (because of the limited treatment of electron correlation), they have
approximately the correct shape. The CASPT2 curve with the smaller active space is also
significantly higher than the FCI curve, but again it has the correct shape. The other
methods considered are accurate enough that they are hard to distinguish from the FCI
curve at this scale. Since the qualitative behavior of the potential energy curves is similar for
the other two molecules, we omit figures of the curves for HF and CH4. More instructive are
plots of the errors versus FCI as a function of bond length, which are presented in Figures
2, 3, and 4 for BH, HF, and CH4, respectively. These are discussed below.
Tables 11, 12, and 13 contain the error versus FCI, and Tables 14, 15, and 16 contain the
maximum, minimum, and non-parallelity errors (NPE) for BH, HF, and CH4, respectively.
The NPEs are computed as the difference between the maximum and minimum errors along
the potential energy curve, and they provide a measure of how well each method mimics
the overall shape of the exact, FCI potential energy curve. An NPE of zero would imply a


















































Figure 2: Error versus FCI (in kcal/mol) for BH using the cc-pVQZ basis set. The cc-pVQZ



























Figure 3: Error versus FCI (in kcal/mol) for HF using the 6-31G** basis set. The 6-31G**

























Figure 4: Error versus FCI (kcal/mol) for CH4 using the 6-31G* basis set. The equilibrium
bond distance is 1.086 Å from Ref. [126].
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Table 11: FCI energy and error versus FCI (in a.u.) for BH using the cc-pVQZ basis set.
RBH/Å FCI CASSCF(val) CASSCF(1:1) SOCI(val) SOCI(1:1) CASPT2(val) CASPT2(1:1)
0.80 -25.081355 0.052543 0.081702 0.000543 0.003673 0.008719 0.022021
0.90 -25.162408 0.052480 0.081161 0.000536 0.003764 0.008986 0.022119
1.00 -25.206390 0.051187 0.080188 0.000496 0.003628 0.008822 0.021979
1.10 -25.227709 0.049855 0.079181 0.000490 0.003451 0.008685 0.021784
1.20 -25.235155 0.048658 0.078273 0.000479 0.003286 0.008565 0.021599
1.40 -25.228283 0.046621 0.076734 0.000447 0.002988 0.008338 0.021225
1.60 -25.209491 0.044943 0.075332 0.000408 0.002717 0.008073 0.020788
1.80 -25.188268 0.043511 0.073798 0.000365 0.002477 0.007742 0.020088
2.00 -25.168318 0.042268 0.071984 0.000325 0.002256 0.007346 0.019317
2.20 -25.151002 0.041200 0.070005 0.000289 0.002032 0.006895 0.018594
2.40 -25.136762 0.040307 0.068116 0.000256 0.001833 0.006396 0.017990
2.60 -25.125628 0.039581 0.066450 0.000224 0.001676 0.005871 0.017526
2.80 -25.117376 0.039010 0.065052 0.000193 0.001557 0.005366 0.017217
3.00 -25.111577 0.038575 0.063942 0.000164 0.001471 0.004929 0.017045
3.20 -25.107695 0.038256 0.063116 0.000138 0.001410 0.004589 0.016965
3.40 -25.105194 0.038032 0.062538 0.000119 0.001369 0.004343 0.016933
3.60 -25.103629 0.037878 0.062151 0.000106 0.001342 0.004174 0.016923
3.80 -25.102666 0.037775 0.061901 0.000097 0.001325 0.004065 0.016921
4.00 -25.102081 0.037706 0.061740 0.000091 0.001315 0.004002 0.016921
4.20 -25.101726 0.037660 0.061638 0.000088 0.001308 0.003975 0.016922
4.40 -25.101512 0.037629 0.061573 0.000087 0.001304 0.003962 0.016922
4.60 -25.101383 0.037609 0.061531 0.000086 0.001302 0.003956 0.016922
4.80 -25.101305 0.037594 0.061503 0.000086 0.001300 0.003957 0.016922
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Table 12: Error versus FCI (in a.u.) for HF using the 6-31G** basis set.
RHF /Å CASSCF(val) CASSCF(1:1) CISD[TQ](1:1) SOCI(val) SOCI(1:1) CASPT2(val) CASPT2(1:1)
0.70 0.162876 0.063955 0.000867 0.009195 0.000716 0.011912 0.005343
0.75 0.163972 0.064196 0.000886 0.008197 0.000726 0.010698 0.005374
0.80 0.164811 0.064369 0.000904 0.007510 0.000733 0.009819 0.005404
0.85 0.165401 0.064491 0.000920 0.007037 0.000738 0.009168 0.005434
0.90 0.165754 0.064589 0.000936 0.006706 0.000742 0.008688 0.005466
0.95 0.165890 0.064691 0.000951 0.006469 0.000744 0.008328 0.005504
1.00 0.165824 0.064822 0.000967 0.006293 0.000746 0.008056 0.005552
1.20 0.163754 0.065908 0.001045 0.005878 0.000756 0.007540 0.005872
1.40 0.159260 0.067861 0.001147 0.005585 0.000761 0.007543 0.006140
1.60 0.153437 0.069764 0.001267 0.005257 0.000747 0.007666 0.005996
1.80 0.147734 0.070855 0.001421 0.004894 0.000731 0.007659 0.005766
2.00 0.143307 0.071317 0.001593 0.004572 0.000719 0.007561 0.005612
2.20 0.140478 0.071503 0.001756 0.004347 0.000712 0.007494 0.005529
2.40 0.138900 0.071590 0.001891 0.004216 0.000709 0.007484 0.005494
2.60 0.138081 0.071633 0.001993 0.004146 0.000707 0.007501 0.005483
2.80 0.137669 0.071651 0.002069 0.004112 0.000706 0.007521 0.005481
3.00 0.137462 0.071655 0.002125 0.004095 0.000706 0.007537 0.005484
3.20 0.137360 0.071654 0.002167 0.004089 0.000706 0.007551 0.005485
3.40 0.137309 0.071651 0.002197 0.004088 0.000705 0.007565 0.005486
3.60 0.137285 0.071648 0.002218 0.004090 0.000705 0.007556 0.005486
3.80 0.137273 0.071646 0.002232 0.004094 0.000705 0.007576 0.005486
4.00 0.137268 0.071645 0.002242 0.004133 0.000705 0.007579 0.005486
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Table 13: Error versus FCI (in a.u.) for CH4 using the 6-31G* basis set.
RCH/Å CASSCF(val=1:1) CISD[TQ](val=1:1) SOCI(val=1:1) CASPT2(val=1:1)
0.70 0.082722 0.001716 0.001550 0.012026
0.80 0.081922 0.001733 0.001551 0.012138
0.90 0.080894 0.001722 0.001523 0.012128
1.00 0.079746 0.001696 0.001475 0.012034
1.10 0.078547 0.001663 0.001415 0.011883
1.20 0.077354 0.001628 0.001350 0.011698
1.40 0.075191 0.001583 0.001226 0.011309
1.60 0.073614 0.001601 0.001134 0.010986
1.80 0.072781 0.001702 0.001082 0.010742
2.00 0.072627 0.001885 0.001061 0.010533
2.20 0.072942 0.002137 0.001060 0.010326
2.40 0.073469 0.002429 0.001069 0.010122
2.60 0.073997 0.002724 0.001081 0.009943
2.80 0.074414 0.002991 0.001091 0.009815
3.00 0.074697 0.003213 0.001099 0.009734
3.20 0.074872 0.003384 0.001104 0.009689
3.40 0.074971 0.003510 0.001107 0.009667
3.60 0.075024 0.003599 0.001109 0.009657
3.80 0.075051 0.003659 0.001110 0.009652
4.00 0.075064 0.003699 0.001110 0.009650
It is well known that the CASSCF wave function provides qualitatively correct poten-
tial energy surfaces if a proper active space is chosen, because it describes the interaction
between important near-degenerate configurations, called non-dynamical correlation. How-
ever, the method does not contain enough configurations to accurately describe the usual
short-range electron-electron repulsions, called dynamical correlation. Since more electrons
are closer together near equilibrium than at the dissociation limit, the degree of dynamical
correlation is larger there, and so are the CASSCF errors. This is seen quantitatively in
Tables 11-13. The only exception is for HF with the 1:1 active space, where the CASSCF
error is fairly constant and rises slightly with distance. Here, the 1:1 active space is sufficient
to capture a significant portion of the dynamical correlation near equilibrium.
Given that the degree of dynamical correlation is larger near equilibrium, one would
expect that increasing the size of the active space would cause a greater improvement in
the error at equilibrium than at dissociation. The non-parallelity errors in Tables 14 and 15
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Table 14: Maximum, minimum, and non-parallelity error (in kcal/mol) for BH using the
cc-pVQZ basis set. Values in parentheses indicate the corresponding bond distance (in Å).
Method Max error Min error NPE
CASSCF(val) 32.97 (0.80) 23.59 (4.80) 9.38
CASSCF(1:1) 51.27 (0.80) 38.59 (4.80) 12.68
SOCI(val) 0.34 (0.80) 0.05 (4.40) 0.29
SOCI(1:1) 2.36 (0.90) 0.82 (4.00) 1.54
CASPT2(val) 5.64 (0.90) 2.48 (4.60) 3.16
CASPT2(1:1) 13.88 (0.90) 10.62 (3.60) 3.26
Table 15: Maximum, minimum, and non-parallelity error (in kcal/mol) for HF using the
6-31G** basis set. Values in parentheses indicate the corresponding bond distance (in Å).
Method Max error Min error NPE
CASSCF(val) 104.10 (0.95) 86.14 (3.80) 17.96
CASSCF(1:1) 44.96 (2.80) 40.13 (0.70) 4.83
SOCI(val) 5.77 (0.70) 2.57 (3.00) 3.20
SOCI(1:1) 0.48 (1.40) 0.44 (2.40) 0.04
CISD[TQ](1:1) 1.41 (4.00) 0.54 (0.70) 0.87
CASPT2(val) 7.47 (0.70) 4.70 (2.20) 2.77
CASPT2(1:1) 3.85 (1.40) 3.35 (0.70) 0.50
Table 16: Maximum, minimum, and non-parallelity error (in kcal/mol) for CH4 using the
6-31G* basis set. Values in parentheses indicate the corresponding bond distance (in Å).
Method Max error Min error NPE
CASSCF(val=1:1) 51.91 (0.7) 45.57 (2.0) 6.34
CISD[TQ](val=1:1) 2.32 (4.0) 0.99 (1.4) 1.33
SOCI(val=1:1) 0.97 (0.7) 0.67 (2.0) 0.30
CASPT2(val=1:1) 7.62 (0.8) 6.06 (3.6) 1.56
verify this expectation, keeping in mind that the valence active space is larger for BH but
smaller for HF. Enlarging the active space from 1:1 to valence for BH decreases the error
at 1.2 Å by 18.6 kcal/mol and at 4.8 Å by 15.0 kcal/mol. Likewise, for HF enlarging the
active space from valence to 1:1 reduces the error at 0.9 Å by 63.5 kcal/mol and at 4.0 Å
by 41.2 kcal/mol.
Across all three molecules, the CASSCF non-parallelity error is as small as 4.8 kcal/mol
and as large as 18.0 kcal/mol. This is roughly comparable to the NPEs for CCSD based on
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RHF orbitals (8-13 kcal/mol) and represents a definite improvement over UHF or UMP2,
but not UCCSD, UCCSD(T), or UB3LYP [77]. However, for more challenging bond break-
ing cases, CASSCF should continue to work as well, while the quality of the single-reference
approaches will degrade, as demonstrated by Olsen and co-workers [75] for the simultaneous
breaking of both bonds in H2O. We plan to examine bond breaking in additional molecules
in future work.
CISD[TQ] is a restricted active space [57] variant of MRCI where RAS I is composed
of active occupied orbitals and RAS II is composed of the active unoccupied orbitals. The
inactive virtual orbitals comprise RAS III. The configurations are selected according to the
following criteria: a maximum of two electrons are allowed in RAS III, and a maximum of 4
holes are allowed in RAS I. There are no restrictions on the occupancy of the orbitals in RAS
II. These rules are equivalent to generating a MRCISD in which the reference configurations
are all singles and doubles within the active space. Results are not given for CISD[TQ] for
BH because for 4 valence electrons, CISD[TQ] is equivalent to SOCI (discussed below).
Likewise, for the small valence active space in HF (only one active virtual orbital), again
CISD[TQ] and SOCI are equivalent.
It has been shown [118] that the error versus FCI for CISD[TQ] along a potential energy
curve is the opposite of CASSCF: the maximum error occurs near dissociation while the
minimum error occurs near equilibrium. Figures 3 and 4 verify this trend. The error at 0.7
Å is quite small for HF and CH4 (0.5 and 1.1 kcal/mol, respectively). The error begins to
increase at 1.0 Å for HF, but decreases slightly for CH4 before beginning to climb at 1.8
Å. The non-parallelity error does achieve chemical accuracy (1.0 kcal/mol) for HF. In both
cases, the NPE is two to four times less than UCCSD(T) [77].
The SOCI wave function can also be defined in the restricted active space framework by
placing the active space orbitals in RAS II and the inactive virtual orbitals in RAS III. It
is not necessary to employ the RAS I orbital space in this case. Configurations are selected
by allowing all possible distributions of electrons in RAS II but a maximum of two electrons
in RAS III. Because this is equivalent to a MRCISD in which every possible active space
configuration is used as a reference, SOCI represents an idealized limit of MRCISD which
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would be very difficult to employ for all but the smallest chemical systems.
When the active space is small, SOCI describes the region near dissociation more accu-
rately than that around equilibrium. This trend is seen for BH with SOCI (1:1) and HF
with SOCI (val); the associated non-parallelity errors (1.5 and 3.2 kcal/mol) are surprisingly
large considering the very extensive description of electron correlation in SOCI. However, it
must be kept in mind that the valence active space contains only one active unoccupied or-
bital for HF, and no b1 or b2 orbitals for BH, which are important for dynamical correlation
near equilibrium.
When one uses the larger active space in each case, the SOCI parallels the FCI limit very
well, as seen for BH with SOCI (val), HF with SOCI (1:1), and CH4 with SOCI (val=1:1).
The non-parallelity errors for SOCI with the larger active space (0.29-0.04 kcal/mol) are
about an order of magnitude smaller than for UCCSD(T) for these molecules [77]. The
significantly larger non-parallelity errors for the smaller active space show that even for
very extensive MRCISD computations, the active space must be chosen carefully if sub-
chemical accuracy is to be achieved.
Since its inception in 1990 [127], many papers have been published using the CASPT2
variant of MRPT. Since CASPT2 is approximately size-consistent [128] and will generally be
more computationally efficient than MRCI, it may be attractive as an alternative approach
for the determination of accurate potential energy surfaces. Previous studies [127, 129] have
shown that the CASPT2 error mimics the trend of SOCI–maximum error near equilibrium
and minimum error near dissociation. This trend is seen here in Figures 2 and 3. As
one would expect, the error for CASPT2 decreases with the larger active space. In the
case of HF, the larger active space also leads to a smaller NPE, but in BH the NPE is
hardly improved. It is interesting to note that the NPEs for CASPT2 are less sensitive
to the active space than are the NPEs for SOCI. Except for HF with the valence active
space, the CASPT2 NPEs are always larger than the SOCI NPEs, by a factor of around
2-10. This indicates that SOCI or similar large MRCISD wave functions are preferable to
CASPT2 for obtaining very accurate potential energy surfaces, such as might be required
for high-accuracy vibrational level prediction. Nevertheless, the CASPT2 errors are modest,
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and they tend to compare well with CISD[TQ]. Compared to the single-reference results
of our previous study, we find that CASPT2 does as well as UCCSD(T) for BH and much
better for HF and CH4. We expect the improvement over UCCSD(T) to be larger for more
challenging cases such as the homolytic dissociation of bonds between two non-hydrogen
atoms.
4.5 Conclusions
We have assessed various multi-reference methods for their performance in bond breaking
reactions in BH, CH4, and HF. This represents the first detailed evaluation of multi-reference
methods across the entire potential energy curve for single bond breaking reactions, and
it is made possible by our determination of computationally demanding full configuration
interaction potential curves, which represent the exact solution for the given basis set.
Although breaking bonds to hydrogen should represent one of the easiest types of bond
breaking reactions for theoretical methods, nevertheless our recent evaluation of single-
reference methods indicated surprisingly large errors [77]. For the present molecules, the
multi-reference methods including dynamical correlation (CISD[TQ], SOCI, and CASPT2)
all give more accurate results than the best standard single-reference method, UCCSD(T),
even for these simple reactions.
With current technology, multi-reference configuration interaction is the only method
in common use for determining spectroscopic quality potential energy surfaces. As the
size of the system increases, the quality of the MRCI wave function will degrade, leading
to a need for size-consistent (or at least approximately size-consistent) methods, including
multi-reference perturbation theory or multi-reference coupled-cluster theory. The CASPT2
approach is a widely used multi-reference perturbation theory method which, according to
the present study, appears to be somewhat less sensitive to the choice of active space than
MRCI. However, the perturbative treatment of dynamical electron correlation does not
seem as effective as extensive MRCI for the small systems considered here. Unfortunately,
the prospects of improving the CASPT2 model by employing higher orders of perturba-
tion theory does not seem promising, as Olsen and co-workers [130] have shown that the
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multi-reference perturbation expansion does not converge. Nevertheless, if the proper ac-
tive orbital space is chosen, CASPT2 is still preferred to spin-unrestricted single-reference
methods for describing potential energy curves.
Comparing active space definitions, valence or one-to-one, demonstrates that the best
definition for a given molecule is that which produces the larger active space. The smaller
active space led to relatively large errors in some cases. The ideal active space for multi-
reference computations—which may be too large to employ in practice—would be one which
is the union of the valence and one-to-one active spaces: i.e., it should include all valence







The C2 molecule exhibits unusual bonding and several low-lying excited electronic states,
making the prediction of its potential energy curves a challenging test for quantum chem-
ical methods. We report full configuration interaction results for the X 1Σ+g , B
1∆g, and
B′ 1Σ+g states of C2 which exactly solve the electronic Schrödinger equation within the
space spanned by a 6-31G* basis set. Within the D2h subgroup used by most electronic
structure programs, these states all have the same symmetry (1Ag), and all three states
become energetically close for interatomic distances beyond 1.5 Å. The quality of several
single-reference ab initio methods is assessed by comparison to the benchmark results. Un-
fortunately, even coupled-cluster theory through perturbative triples using an unrestricted
Hartree-Fock reference [UCCSD(T)] exhibits large non-parallelity errors (>20 kcal/mol) for
the ground state. The excited states are not accurately modeled by any commonly-used
single-reference method, nor by configuration interaction including full quadruple substitu-
tions. The present benchmarks will be helpful in assessing theoretical methods designed to
break bonds in ground and excited electronic states.1
5.2 Introduction
The C2 molecule is a common intermediate in combustion reactions and is central to the
chemistry of the interstellar medium. As such, its spectroscopy has been heavily studied.
The X 1Σ+g ground electronic state exhibits very unusual bonding, having two π bonds but
no σ bond. There is also an exceptionally low-lying electronic excited state, the 3Πu state,
1M. L. Abrams and C. D. Sherrill, J. Chem. Phys. 121, 9211-9219 (2004).
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only 716 cm−1 higher in energy, and about 16 other electronic states have been observed
[131]. The molecule’s unusual bonding and the presence of many low-lying electronic excited
states make it a challenging target for theoretical studies.
In the present article, C2 is used to test the reliability of quantum chemical methods
in bond-breaking reactions. Unfortunately, even sophisticated ab initio methods can have
severe difficulties accurately modeling bond-breaking or bond-forming processes, because
the single Slater determinant upon which they are usually built is incapable of properly de-
scribing degeneracies among electron configurations which arise at the dissociation limit. It
is well known that a restricted Hartree-Fock (RHF) determinant includes unphysical, ionic
terms at dissociation for homolytic cleavage of covalent bonds, artificially increasing the
energy at large distances. Allowing different orbitals for different spins in the unrestricted
Hartree-Fock (UHF) method can yield a potential energy curve which is qualitatively cor-
rect, but which is often quantitatively poor; moreover, the wave function is no longer an
eigenfunction of the spin operator Ŝ2. The deficiencies in RHF or UHF wave functions
are so severe that, in general, they cannot be adequately corrected by the addition of elec-
tron correlation via standard approaches such as single-reference perturbation theory or
coupled-cluster theory. In principle, multi-reference methods such as complete-active-space
self-consistent-field with second-order perturbation theory corrections (CASPT2) [93] can
accurately model such problems; unfortunately, however, they are more computationally
expensive, harder to use by non-experts, and not as widely available in program packages.
Thus it is critical to assess the reliability of both single- and multi-reference methods for
bond-breaking reactions.
The most straightforward way to determine the accuracy of predicted potential energy
curves is to compare them to exact results for a given one-electron basis set. This is possible
using full configuration interaction (FCI), which solves the electronic Schrödinger equation
exactly by including all possible Slater determinants of the appropriate symmetry which can
be formed from the given basis set. Because the number of interacting determinants grows
factorially with the number of electrons or basis functions, unfortunately FCI computations
are usually only feasible for small molecules with modest basis sets. Several studies in
44
the 1980s by Bauschlicher and co-workers presented FCI energies at a small number of
geometries along a potential energy curve [101–105]. In the last decade, more complete FCI
potential curves have been presented for a few systems [74–77, 106–108], and benchmarks
such as these have been useful in testing new theoretical methods designed for bond-breaking
reactions [109–114, 132].
Among the FCI studies of potential energy curves, two notable ones by Olsen and co-
workers examine several states of N2 [76, 108] and the symmetric dissociation of H2O.[75] By
breaking two bonds (H2O) or three bonds (N2) simultaneously, these potential energy curves
represent particularly challenging test cases for standard quantum chemical methods. Sur-
prisingly, very little FCI data was available on less challenging cases, such as breaking single
bonds to hydrogen, until recently. In a study of bond breaking in BH, HF, and CH4, which
should present the least challenge to single-reference theories, unexpectedly large errors were
found for otherwise very sophisticated methods [77]. For example, the non-parallelity errors
(NPEs), determined as the difference between the maximum and minimum errors along the
curve, for UHF-based coupled-cluster theory with singles, doubles, and perturbative triple
excitations [UCCSD(T)][133] were as large as 4 kcal/mol. The CASPT2 approach, although
it uses a much simpler model of dynamical electron correlation, improved non-parallelity
errors for these reactions to about 3 kcal/mol when a large active space was used [134].
In this study, we provide FCI benchmarks for the ground state of C2, which having two
bonds should be a challenging test case, but not as challenging as N2. We also help alleviate
the extreme scarcity of FCI curves for excited states [76, 107, 108] by presenting results for
the B 1∆g and B
′ 1Σ+g states, which both dissociate to the same limit, 2 C (
3P ). The B 1∆g
state is particularly interesting because, in the D2h computational subgroup used by most
programs, it has the same symmetry (1Ag) as the ground state. Hence, quantum chemistry
programs may happen to find a solution representing the B 1∆g state rather than the X
1Σ+g ground state. As we will show, the FCI energy of the the B
1∆g state actually drops
below that of the the X 1Σ+g state at larger distances. The reliability of various standard
single-reference methods is assessed by comparison to the exact results for the ground state.
In future work, we will compare results from more elaborate, multi-reference methods which
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are specifically designed to describe bond-breaking reactions.
Previous, high-quality computations of the twelve lowest singlet and triplet electronic
states of C2 have been obtained by Halvick and co-workers [135] using contracted multi-
reference configuration interaction wave functions and a large cc-pV5Z basis set. Although
these results should be quite reliable, they nevertheless fall short of an exact treatment of
electron correlation, and hence they are not ideal as benchmarks for electronic structure
methods. Full CI computations using a 3s2p1d atomic natural orbital basis were reported
for one geometry each of the X 1Σ+g , a
3Πu, and b
3Σ−g states by Bauschlicher and co-
workers [136], who also reported spectroscopic constants of these states using approximate
methods and larger basis sets. Christiansen and co-workers [137] reported FCI vertical
excitation energies for four singlet states of C2 in a cc-pVDZ basis augmented by diffuse s
and p functions in an examination of the quality of coupled-cluster excited state methods.
Spectroscopic constants for the X 1Σ+g state, including the vibrational anharmonicity ωexe
and the vibration-rotation coupling constant αe, have also been reported using FCI and
various polarized double-zeta basis sets [73, 138]. FCI potential curves obtained with a
DZ basis set (without polarization) have been reported by Piecuch and co-workers and
used for benchmarking the method of moments and completely-renormalized coupled-cluster
methods [139, 140]. Here we present the first report of the FCI potential energy curve for
the X 1Σ+g ground state using a more reliable, polarized double-zeta basis set. We also
present the first FCI study of the avoided crossing of the X 1Σ+g and B
′ 1Σ+g states, and
the first FCI study of the B 1∆g state potential energy curve. The present results support
earlier conclusions that the standard single-reference coupled-cluster methods can fail badly
for reactions breaking multiple bonds [139–142].
5.3 Theoretical Approach
We have used the standard basis set 6-31G* [79, 143], which is, perhaps surprisingly, among
the most reliable polarized double-zeta basis sets for FCI benchmarking [138]. All six
Cartesian d-type polarization functions were used. Energies have been evaluated for a large
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number of interatomic distances using FCI, second-order Møller-Plesset perturbation the-
ory (MP2), configuration interaction with single and double substitutions (CISD), coupled-
cluster theory with singles and doubles (CCSD),[29] and CCSD plus perturbative triples
[CCSD(T)].[133] To obtain a UHF energy lower than the RHF energy, it is necessary in this
case to break the inversion symmetry and perform the computations in the C2v subgroup
(UHF solutions were obtained through Hartree-Fock stability analysis, following the eigen-
vectors corresponding to negative eigenvalues). The C2 molecule is unusual in that this
procedure yielded lower-energy UHF solutions not only at large internuclear distances, but
at all geometries considered (this does not happen, for example, in H2). For convenience,
methods based on unrestricted orbitals are denoted with a prefix ‘U’, as in UMP2, UCCSD,
etc. The frozen core approximation was used in all correlated wave functions. All restricted
computations were run using the PSI 3.2 package [144], and all unrestricted computations
were run using ACES II [42]. FCI procedures employed the latest version of our DETCI
program [82]. For the electronic states considered, the FCI wave function consisted of
52,407,353 determinants.
States were assigned as 1Σ+g or
1∆g by examination of the leading CI coefficients; the









appear with equal coefficients but different signs (here we use labels σ and π for readability,
but strictly speaking the computations are run under the D2h point group and the labels of
that group’s irreducible representations would apply). For 1Σ+g states, these determinants
appear with equal coefficients and the same sign. For this project, we adapted our code
to allow the user to filter out unwanted electronic states by specifying the desired phase
between any two determinants. It should also be mentioned that it is possible to obtain
higher-multiplicity spin states inadvertently in a determinant-based code. We can easily
exclude Ms = 0 components of triplets because we use the time reversal symmetry [57]
C(Iα, Iβ) = (−1)
SC(Iβ, Iα), where Iα and Iβ label the α and β strings [145]. However,
quintets may appear, because S = 2 has the same phase as S = 0. We computed <
S2 > values explicitly to ensure that only singlets were considered. This is not normally a
problem, but here we observed some low-lying quintet roots for truncated CI wave functions
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at large distances.
5.4 Results and Discussion
5.4.1 FCI results
The potential energy curves for the X 1Σ+g , B
1∆g, and B
′ 1Σ+g states of C2 are presented in
Figure 5, and the total energies are given in Table 17. The B 1∆g state has a more shallow
potential energy well and crosses below the X 1Σ+g state around 1.7 Å, and the two states
remain very close in energy (with differences of less than 5 millihartrees, or 3 kcal/mol) as
they approach the dissociation limit. The B′ 1Σ+g state is below the B
1∆g state at short
distances, but they cross around 1.15 Å. Near 1.6 Å, the B′ 1Σ+g state begins to rise in
energy relative to the other two (it cannot cross the X 1Σ+g state because these two states
have the same symmetry). At larger distances, the B′ 1Σ+g state again approaches the other
two states. All three states approach the same asymptotic limit 2 C (3P ) and are nearly
degenerate at 2.8 Å. At intermediate distances, the closest approach between the two 1Σ+g
states comes near 1.6 Å, which is the same value obtained from the cc-pV5Z multireference
CI data of Halvick and co-workers [135]. This indicates that some of the qualitative features
of the FCI potential energy curves are accurately captured even using the modest 6-31G*
basis set. Spectroscopic constants for the ground state computed at the 6-31G* FCI level
of theory are also in good agreement with experiment [138].
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Figure 5: Full configuration interaction potential energy curves using the 6-31G* basis set
for the X 1Σ+g , B
1∆g, and B
′ 1Σ+g states of C2.
qualitatively similar to their form near the ground-state equilibrium geometry. However,
by 1.80 Å, the B 1∆g state has dropped below the X
1Σ+g state, and the character of the
two 1Σ+g states is reversed due to an avoided crossing. Note that this avoided crossing leads
to a rather unusual shape for the ground state potential energy curve, which does not look
like a typical Morse potential. We will observe below that the approximate, single-reference
methods have great difficulty reproducing this shape. For all three states, the contribution
of additional determinants grows with increasing internuclear separation, and by 2.8 Å, the
number of determinants with coefficients greater than 0.20 in each state are: 8 (B 1∆g), 6
(X 1Σ+g ), and 6 (B
′ 1Σ+g ).
5.4.2 Standard Single-Reference Results for the X 1Σ+g State
Correlated wave functions based on a single RHF reference are compared to FCI for the
ground state potential energy curve in Figure 6. As one would expect, the behavior of RHF
is completely incorrect, with a dissociation energy which is unrealistically high. Adding a
description of electron correlation via CISD leads to a curve which is vastly improved but
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0.90 -75.317618 -75.028726 -75.117717
0.95 -75.457665 -75.210060 -75.264774
1.00 -75.558335 -75.346351 -75.376449
1.05 -75.628645 -75.447724 -75.461663
1.10 -75.675637 -75.522009 -75.526003
1.15 -75.704813 -75.575291 -75.573273
1.20 -75.720475 -75.612329 -75.606636
1.25 -75.725995 -75.636861 -75.628883
1.30 -75.724026 -75.651835 -75.642414
1.35 -75.716657 -75.659574 -75.649224
1.40 -75.705544 -75.661902 -75.650929
1.50 -75.677127 -75.655726 -75.643794
1.60 -75.646930 -75.641311 -75.627561
1.70 -75.621163 -75.623392 -75.604839
1.80 -75.600442 -75.604708 -75.580101
1.90 -75.582417 -75.586820 -75.558438
2.00 -75.566646 -75.570609 -75.541479
2.20 -75.542142 -75.544773 -75.520806
2.40 -75.526459 -75.527876 -75.511848
2.60 -75.517449 -75.518088 -75.508225
2.80 -75.512568 -75.512809 -75.506703
3.00 -75.509925 -75.509987 -75.506025
nevertheless qualitatively incorrect at large distances; we expect a reasonable description
of the simultaneous breaking of two bonds to require at least quadruple excitations. The
effective, higher-order excitations included in coupled-cluster theory (products of single
and double excitations) make the CCSD curve much better than the CISD curve, but
even so, there are very large differences between CCSD and FCI, and the difference grows
at intermediate C–C distances. Perturbation theory, whether for the doubles in MP2 or
for the triples in CCSD(T), fails badly — the correlation energy becomes unphysically
large (energies below FCI are possible for perturbation and coupled-cluster theories because
they are non-variational). Thus none of these standard, single-reference methods yields a
potential curve which is close to the exact solution.
Qualitatively, the behavior of the RHF-based correlated methods for the ground state






























Figure 6: Potential energy curves for X 1Σ+g C2 in a 6-31G* basis set using various approx-
imate correlation methods with an RHF reference.
to hydrogen atoms [77]. In both cases, MP2 and CCSD(T) are qualitatively incorrect at
large distances; however, for breaking bonds to hydrogen, CCSD(T) levels off below the
FCI energy at large distances, whereas it appears to diverge for C2. In both cases, CCSD
is the best of the methods considered here, but it falls too high above the exact curve at
dissociation. For the single-bond examples, the error in CCSD leveled off but was greatest
at large distances, whereas for C2 the maximum error is found at intermediate distances.
The errors may be examined more quantitatively in Figure 7, which presents the errors
versus FCI as a function of distance. One desires a perfectly flat error curve, which would
indicate a mere shifting of the potential. None of the error curves in Figure 7 are close
to being flat. The non-parallelity error (NPE), computed as the difference between the
maximum and minimum errors found along the curve, is reported for each method in Table
18. Even CCSD, the best of the methods currently considered, exhibits errors which range
from 17 kcal/mol near equilibrium to 41 kcal/mol at 2.0 Å, with an NPE of 24 kcal/mol,


























Figure 7: Errors in potential energies for X 1Σ+g C2 using various approximate correlation
methods with an RHF reference and a 6-31G* basis. RHF errors have been shifted down
by 150 kcal/mol.
Table 18: Maximum, minimum, and non-parallelity error (in kcal/mol) versus FCI for the X
1Σ+g state of C2 using the 6-31G* basis set. Values in parentheses indicate the corresponding
bond distance (in Å).
Method Max error Min error NPE
RHF 339.3 (3.00) 206.4 (0.90) 132.9
MP2 33.8 (2.00) -47.5 (3.00) 81.3
CISD 109.6 (3.00) 37.0 (0.90) 72.6
CCSD 41.4 (2.00) 17.2 (0.95) 24.3
CCSD(T) 14.7 (1.90) -46.6 (3.00) 61.3
UHF 142.4 (1.30) 93.7 (3.00) 48.7
UMP2 61.4 (1.80) 20.7 (0.90) 40.7
UCCSD 31.0 (1.80) 4.0 (3.00) 27.0
UCCSD(T) 24.4 (1.90) 2.8 (3.00) 21.6
CISDT 79.7 (3.00) 24.9 (0.90) 54.8
CCSDT 17.3 (2.00) -14.2 (3.00) 31.5
CISDTQ 18.9 (2.40) 2.3 (0.90) 16.6
atom in BH, HF, and CH4.[77] From the five energy points reported by Olsen co-workers
[75] for the symmetric dissociation of H2O (breaking two O–H bonds), the NPE is around 11
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kcal/mol. Thus C2 is a much more challenging case for CCSD than H2O double dissociation.
On the other hand, as one would expect, the non-parallelity observed here for C2 is less
severe than that seen for N2.[76, 108, 141, 146]















g〉 become very important to the
ground-state FCI wave function. Choosing one or the other of these degenerate determi-







y〉 determinant for distances of 1.20 Å or greater. The results of
using such a symmetry-broken reference function are displayed in Figure 5.4.2. CCSD and
CCSD(T) results are greatly improved in the intermediate region between 1.6 and 2.6 Å.
However, energies for the correlated wave functions are much worse near equilibrium, and




























Figure 8: Potential energy curves for X 1Σ+g C2 in a 6-31G* basis set us-
ing various approximate correlation methods with a · · · 1π2x1π
2


































Figure 9: Potential energy curves for X 1Σ+g C2 in a 6-31G* basis set using various approx-
imate correlation methods with a UHF reference.
at least give qualitatively correct potential energy curves for bond-breaking reactions. UHF-
based results are presented in Figure 9. None of the potential energy curves diverge, but all
of them rise too rapidly in the intermediate region compared to the exact FCI curve; they
have difficulty in properly modeling the interaction between the two diabatic states which
give rise to the adiabatic X 1Σ+g and B
′ 1Σ+g states.
Error curves for UHF-based methods are plotted in Figure 10, which shows disappoint-
ingly large non-parallelities. While the restricted methods tend to have the greatest diffi-
culty at large distances, unrestricted methods have more trouble in the intermediate region.
Errors near equilibrium and the dissociation limit are actually quite small for UCCSD and
UCCSD(T), but they become as large as 31 and 24 kcal/mol, respectively, at intermediate
distances. The non-parallelity errors of these two methods are 27 and 22 kcal/mol, respec-
tively. For C2, then, the non-parallelity error of UCCSD is not improved over that of CCSD,
unlike the results found for breaking bonds to hydrogen, where the NPE fell from 8-13 to























Figure 10: Errors in potential energies for X 1Σ+g C2 using various approximate correlation
methods with a UHF reference and a 6-31G* basis. UHF errors have been shifted down by
50 kcal/mol.
CCSD [75].
5.4.3 Highly-correlated single-reference results for the X 1Σ+g state
Given the disappointing performance of these otherwise reliable single-reference theoreti-
cal methods, one might ask what approximations are sufficient to describe these potential
energy curves correctly. The multireference methods discussed in the introduction are
designed to handle difficult problems like this, as are some improved single-reference meth-
ods,[139, 140] and a variety of these will be presented separately. However, in the context
of the “black box” single-reference methods being discussed here, one can certainly go to
higher levels of correlation, although it is not typically possible to do so for larger molecules
because of the extreme increase in computational cost.
Figure 11 presents potential energy curves for the ground state using coupled-cluster
theory will full, iterative triples (CCSDT) and configuration interaction through triples
























Figure 11: Potential energy curves for X 1Σ+g C2 in a 6-31G* basis set using highly corre-
lated methods based on an RHF reference.
worse than CCSD at large distances. This is due to the disconnected quadruple substitutions
(included in CCSD via the T̂ 22 term) being more important than triples. By including such
disconnected terms, CCSDT performs much better than CISDT. At large distances, the
CCSDT curve turns over and drops below the FCI energy, but the failure is not as dramatic
as for CCSD(T). The variational CISDTQ method gives a curve which always stays above
the FCI curve, but the error is large near dissociation (∼16-19 kcal/mol), even though it
is small near equilibrium (∼ 4 kcal/mol). The non-parallelity error of CISDTQ for this
double-bond breaking example, 17 kcal/mol, is similar to the 21 kcal/mol non-parallelity
error of CISD for a single-bond example (BH in an aug-cc-pVQZ basis) [147]. It seems
that in the single-reference truncated CI framework, two excitation levels are required for
each broken bond to achieve semi-quantitative results, and an additional two excitation
levels are required for quantitative results. If we use a CI wave function including all
determinants through 5-fold excitations—one excitation level short of the 6-fold excitations
we postulate are necessary for accurate results—we find a non-parallelity of 9 kcal/mol
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between the energies at R = 0.9 and 2.8 Å, which is only moderately reduced from a value
of 14 kcal/mol for CISDTQ. This is consistent with the modest improvement afforded by
odd-numbered excitation levels in CI noted in previous studies.[75, 148]
5.4.4 Single-reference results for the B 1∆g and B
′ 1Σ+g states
Potential energy curves computed using EOM-CCSD, CISDT, and CISDTQ are presented
for the B 1∆g and B
′ 1Σ+g states in Figures 12 and 13, respectively. The most commonly
used excited state methods, configuration interaction singles or time-dependent density
functional theory, are completely inapplicable to these states of C2 because of the critical
importance of double substitutions. EOM-CCSD provides highly reliable results for singly-
excited states, and less reliable results for doubly-excited states, when the underlying CCSD
is appropriate. In this case, the CCSD ground-state curves are rather poor, but they do
not fail catastrophically. The figures show that the EOM-CCSD curves for the B 1∆g and
B′ 1Σ+g states lie much higher in energy than the FCI curves except at very short bond
lengths. Although they roughly parallel the shape of the FCI curves at intermediate to
large distances, neither could be considered a useful approximation to the FCI results. As
for the ground state, CISDT falls far short of the FCI due to the importance of disconnected
quadruples. CISDTQ is qualitatively correct for both curves, but quantitatively poor at
large distances. The non-parallelity errors for CISDTQ are 23-24 kcal/mol for the two
excited states. Modeling these two excited states is thus a great challenge for single-reference
excited state theories.
5.5 Conclusions
We have presented FCI benchmark potential energy curves for the X 1Σ+g , B
1∆g, and
B′ 1Σ+g states of C2 using a 6-31G* basis. The standard, single-reference methods MP2,
CISD, CCSD, and CCSD(T) have been assessed for their ability to reproduce the exact,
FCI results for the ground state of C2, using both restricted and unrestricted Hartree-
Fock references. Many of the restricted methods are qualitatively incorrect, while all of
the unrestricted methods are qualitatively correct. However, in no case are any of these






















Figure 12: Potential energy curves for B 1∆g C2 in a 6-31G* basis set using EOM-CCSD





















Figure 13: Potential energy curves for B′ 1Σ+g C2 in a 6-31G* basis set using EOM-CCSD
and highly correlated methods based on an RHF reference.
any of these methods for the ground state is 22 kcal /mol, for the UCCSD(T) method.
Even iterative triples in full CCSDT or triples and quadruples in CISDTQ are insufficient
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to achieve quantitatively reliable results, and it appears that some inclusion of sextuple
excitations is necessary. The excited states proved at least as difficult to model as the
ground state.
The non-parallelity errors indicate that double bond breaking in C2 is much more chal-
lenging than that in the symmetric dissociation of H2O [75]. The great difficulty of single-
reference methods in reproducing the FCI curves makes C2 a very interesting test case for
the calibration of theoretical methods designed for bond breaking and related problems.





Complete-active-space self-consistent-field (CASSCF) orbitals are computationally expen-
sive and are sometimes difficult to converge. We assess complete-active-space configuration
interaction (CASCI) in a basis of natural orbitals as a less expensive alternative to CASSCF.
Natural orbitals are generated from various single-reference wave functions. The approach
is applied to bond breaking in methyl fluoride and ethylene. With natural orbitals from
correlated wave functions, CASCI parallels CASSCF potential curves, and coupled-cluster
singles and doubles natural orbitals give non-parallelity errors of only 1-3 kcal/mol even for
a very large active space in methyl fluoride or double bond breaking in ethylene.1
6.2 Introduction
The development of efficient and reliable theoretical methods for bond breaking is one of the
frontier areas of modern quantum chemistry [7]. The zeroth-order Hartree-Fock wave func-
tion used in standard single-reference methods is inappropriate for describing the degenera-
cies that occur along a potential energy surface. Restricted Hartree-Fock (RHF) references
contain unphysical ionic terms at the dissociation limit, while unrestricted Hartree-Fock
(UHF) references feature incorrect behavior in the intermediate bond breaking region and
massive spin contamination. A more appropriate zeroth-order wave function for breaking
bonds is a multi-configurational self-consistent-field wave function (MCSCF) with a com-
plete treatment of electron correlation in the active space; this is called complete-active-
space self-consistent-field (CASSCF) [115] or full optimized reaction space (FORS) [116].
CASSCF is generally applicable to bond breaking when the active space is appropriately
chosen [149]; however, the optimization of the molecular orbitals can become prohibitively
1M. L. Abrams and C. D. Sherrill, Chem. Phys. Lett. 395, 227-232 (2004).
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expensive due to the repeated active space full configuration interaction computations. The
efficiency of the CASSCF procedure is also dependent upon the quality of the starting or-
bitals. Modern algorithms have quadratic [150, 151] or near-quadratic [152] convergence in
the local region, but can have difficulty locating the local region if the starting orbitals are
a poor approximation to the final CASSCF orbitals [153].
One alternative to orbital optimization is to use natural orbitals (NOs) [81, 154], defined
by Löwdin [81] as the orbitals that diagonalize the one-particle density matrix. Löwdin and
Shull [155] showed that for a two-electron system, the basis of natural orbitals is the basis
which requires the fewest configurations to achieve a given accuracy in the energy. Since
then, several authors have demonstrated advantages of NOs over canonical Hartree-Fock
orbitals [118, 156–160]. Jensen and co-workers [161] examined second-order Møller-Plesset
perturbation theory (MP2) and showed that the eigenvalues of the one-particle density
matrix (i.e., natural orbital occupation numbers) can be used to guide the selection of
an active space. They also found that the MP2 natural orbitals provided a much better
guess for a subsequent CASSCF computation than canonical Hartree-Fock orbitals. Pulay
and Hamilton [162] made similar observations about UHF natural orbitals. Bofill and
Pulay [158] went on to examine complete-active-space configuration interaction (CASCI)
using UHF natural orbitals, which they labeled UNO-CAS, as an inexpensive alternative
to CASSCF. Grev and Schaefer found that natural orbitals from a singles and doubles
configuration interaction (CISD) wave function provided a good alternative to CASSCF
orbitals for use in highly correlated multi-reference CI procedures [118]. More recently,
Gordon and co-workers [159] showed that natural orbital occupation numbers generated
from correlated wave functions can be used as a diagnostic for determining the multi-
configurational character of a molecule.
A very recent paper by Bytautas, Ivanic, and Ruedenberg [163] shows that although
CI wave functions may converge most rapidly in a natural orbital basis for two-electron
systems [155], this result does not generalize to many-electron systems. They demonstrate
that a split-localized basis derived from natural orbitals gives a more rapidly convergent CI
expansion. This fascinating result indicates that other choices of orbitals may provide even
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greater advantages than natural orbitals. Finally, it should be mentioned that Freed and
co-workers have considered improved virtual orbitals as replacements for CASSCF orbitals
in excited state computations [164], and Hirao and co-workers have explored canonical
Hartree-Fock orbitals in CASCI computations [165].
The goal of the present work is to assess the accuracy of alternatives to CASSCF which
replace the variationally optimized orbitals with natural orbitals. A preliminary compu-
tation is performed to obtain natural orbitals, and then a single CASCI computation is
performed using those fixed orbitals. This is a much more demanding test than replacing
CASSCF orbitals with natural orbitals in multi-reference CI or multi-reference perturbation
theory, because those wave functions will be less dependent on the choice of orbitals (in the
FCI limit, the wave function is invariant to orbital rotations). For large active spaces, the
cost of the CASCI will dwarf that of the natural orbital computation, even when the natu-
ral orbitals are obtained from otherwise expensive methods such as coupled-cluster singles
and doubles (CCSD). In such cases, if n iterations are required to converge the CASSCF
orbitals, then the cost savings of the natural orbital CASCI approach will be approximately
a factor of n. One disadvantage of this approach is that analytic energy gradients will be
more difficult to formulate [166]; however, they have already been worked out for UNO-CAS
[167].
In this work, CASCI in a basis of natural orbitals is compared to CASSCF for two
prototypes of breaking a covalent bond: stretching the C–F bond in methyl fluoride involves
breaking a σ bond between two heavy (non-hydrogen) atoms, and rotating ethylene around
the HCCH torsion angle breaks a π bond. For methyl fluoride, we consider a very large,
“one-to-one” active space that will provide a challenge for natural orbitals. Although most
chemical reactions break only one bond at a time (even for nitrogen fixation [168]), as
another challenging test case we also consider the simultaneous breaking of the σ and π
C–C bonds in ethylene.
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6.3 Theoretical Approach
A one-to-one active space is used for all three reactions: (12e−/3a 3b1 3b2 3b3) for ethy-
lene, and (14e−/10a′ 4a′′) for methyl fluoride, where the notation indicates (number of
electrons/active orbitals per irrep). The active space includes the occupied valence orbitals
plus a virtual, correlating orbital of the appropriate symmetry for each occupied valence
orbital (the correlating virtual orbital usually has the same irreducible representation as
the occupied orbital to which it corresponds; however, this may not be true for higher-
symmetry point groups such as D∞h, where the σ bonding orbital is σg and the correlating
orbital is σ∗u). The result is an equal number of electrons and active orbitals. Our previous
work suggests that when the one-to-one active space is larger than the valence space, it
has a smaller non-parallelity error versus FCI for bond breaking [75, 169] (additional work
along these lines is in progress). For ethylene, the one-to-one active space happens to be
equivalent to the valence active space. Core orbitals were constrained to be doubly occupied
during the CASCI.
The natural orbitals are generated from MP2, configuration interaction singles and
doubles (CISD), and coupled-cluster singles and doubles (CCSD) wave functions based
on an RHF reference. We also employed UHF references for the MP2 and CCSD wave
functions, which we will denote as UMP2 and UCCSD. Natural orbital computations used
unrelaxed density matrices and correlated all electrons (preliminary checks indicated little
difference for relaxed densities). For unrestricted wave functions, the total density matrix
(the sum of alpha and beta densities) was diagonalized, yielding a restricted set of natural
orbitals. For comparison purposes, we also use UHF natural orbitals, as in the UNO-CAS
method of Bofill and Pulay [158], and RHF orbitals. For RHF orbitals, the active orbitals
are chosen as those with the lowest energy. For NOs, the active orbitals are those with the
largest occupation numbers.
The reliability of the natural orbital CASCI compared to CASSCF is quantified by the
non-parallelity error (NPE), defined as the difference between the maximum and minimum
error along the potential energy curve. A non-parallelity error of zero indicates a potential
energy curve exactly parallel to that of CASSCF. The basis sets used in this study are
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6-31G** for methyl fluoride and DZP for ethylene [34, 106].
The potential energy curves for methyl fluoride were obtained constraining r(C–H)=2.069
a.u. and θ(HCF)=108.6◦ while stretching the C–F bond from 2.012 a.u. to 7.212 a.u. The
potential energy curves for twisted ethylene used the constraints r(C–C)=1.330 Å, r(C–
H)=1.076 Å, and θ(HCC)=121.7o while varying the HCCH torsion angle from 0◦ to 90◦.
For breaking both C–C bonds, r(C–C) was varied from 1.2 to 4.0 Å, keeping other parame-
ters fixed. All calculations were performed with PSI 3.2 [144]. Due to length limitations, we
are unable to report the total energies here; however, they are available from the authors.
CASSCF energies for CH3F and C2H4 are -139.23370 (at 2.612 bohr) and -78.18947 (at 0
o),
respectively.
6.4 Results and Discussion
6.4.1 CH3F 
 CH3 + F
The first test case involves breaking the C–F bond in methyl fluoride, for which the σ
(7a′) and σ∗ (8a′) orbitals should become degenerate at dissociation. It is well understood
that the RHF wave function does not dissociate to the correct homolytic limit, CH3· + F·.
Because the orbitals are constrained to be doubly occupied, the wave function at dissociation
contains contributions from both CH+3 + F
− and CH−3 + F
+. Figure 14, which shows the
CASCI potential curves for CH3F using different choices of orbitals, demonstrates that the
errors in CASCI versus CASSCF are much larger when RHF orbitals are used. However,
Figure 15 indicates that the RHF CASCI errors decrease with increasing distance, opposite
to the behavior of the underlying RHF wave function. Grev and Schaefer [118] observed
a similar phenomenon when CASSCF orbitals were replaced with RHF orbitals in multi-
reference CI wave functions. This demonstrates that the behavior of the CASCI is not
necessarily predictable from the behavior of the underlying wave function which generated
the orbitals. The UHF-NO CASCI (i.e., UNO-CAS) curve begins at 3.4 bohr, the first
point considered where the UHF orbitals are different than the RHF orbitals. This curve
lies well below the RHF CASCI curve and is much closer to the CASSCF curve. However,



























Figure 14: CASCI potential energy curves for CH3F 

























Figure 15: CASCI error curves versus CASSCF for CH3F 
 CH3 + F using a 6-31G**
basis set. The CASCI RHF and UHF-NO error curves are shifted by -70 and -20 kcal/mol,
respectively.
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Tremendous improvements are observed in Figure 14 when correlated wave functions
are used to generate the natural orbitals. Indeed, all the CASCI curves based on correlated
NOs lie close to the CASSCF curve, and only MP2-NO CASCI is qualitatively incorrect at
large distances. The erratic behavior of the MP2-NO CASCI energy after 4.5 bohr may be
attributed to the catastrophic failure of MP2 for large distances, where the energy diverges
toward negative infinity. Because UHF-based MP2 dissociates single bonds qualitatively
correctly, the UMP2-NO CASCI curve is much improved. Likewise, CISD, CCSD, and
UCCSD curves do not exhibit qualitative failures at large distances for breaking single
bonds [77], and CASCI’s based on their natural orbitals perform very well.
Table 19: Maximum, minimum, and non-parallelity errors (in kcal/mol) versus CASSCF
for CH3F 
 CH3 + F using the 6-31G** basis set. Values in parentheses indicate the
corresponding bond distance (in bohr).
Orbitals Max error Min error NPE
RHF 83.61 (2.012) 73.45 (5.412) 10.16
UHF-NO 40.18 (3.412) 22.73 (7.212) 17.45
MP2-NO 18.00 (5.412) 3.97 (2.112) 14.03
UMP2-NO 7.40 (4.012) 2.11 (7.212) 5.29
CISD-NO 12.79 (6.212) 3.59 (3.812) 9.20
CCSD-NO 4.57 (2.012) 2.01 (7.212) 2.88
UCCSD-NO 4.72 (4.612) 1.57 (7.212) 3.15
Examining the errors in Figure 15, CISD-NO CASCI exhibits increasing errors at large
distances, presumably due to the size-consistency error of the underlying CISD wave func-
tion. UMP2-NO CASCI has nearly flat errors at short and long distances and a peak in the
error curve at intermediate distances. CCSD and UCCSD NOs give the CASCI curves most
parallel to the CASSCF. A more quantitative assessment is given in Table 19, which displays
the non-parallelity errors (NPEs), computed as the difference between the minimum and
maximum errors versus CASSCF for the geometries considered. UMP2-NO CASCI has a
smaller NPE (5.29 kcal/mol) than CISD-NO CASCI (9.20 kcal/mol), but NPEs for CCSD
and UCCSD NOs are superior to both (2.88 and 3.15 kcal/mol, respectively). For CASCI
computations using NOs generated from unrestricted wave functions, the maximum error
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occurs at intermediate distances, where the error of the underlying unrestricted wave func-
tions is the greatest. The minimum error, perhaps surprisingly, occurs at large distances,
not small distances. It appears that the NO CASCIs have a harder time capturing the
dynamical correlation near equilibrium (partially included in CASSCF due to the large ac-
tive spaces tested) than the non-dynamical correlation dominant at larger distances. NPEs
should be smaller than this for smaller active spaces, and in principle such large active
spaces as the 14-in-14 used here are not necessary to mimic the true (FCI) potential curve
if a sufficient treatment of dynamical correlation is used for orbitals beyond the active space.
This general question is under investigation in our laboratory. However, we note that for
a minimal active space (2-in-2), the performance of the UNO-CAS method is much better
than it is in the large active space [170]. Overall, the close agreement between CASSCF
and CCSD-NO CASCI across this wide range of geometries is remarkable and indicates the
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Figure 16: CASCI potential energy curves for twisted ethylene using a DZP basis set. The
minimum energy at each level of theory has been set to zero. The inset contains the points
nearest the cusp at 90◦.
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6.4.2 Twisted ethylene
The π (1b2) and π
∗ (2b2) orbitals in ethylene should become degenerate when the HCCH
torsion angle is 90o. Standard spin-restricted single-reference methods are unable to handle
this degeneracy properly and exhibit an unphysical cusp in the torsion potential near 90o.
The UHF wave function eliminates the unphysical cusp, but it yields a torsion barrier which
























Figure 17: CASCI error curves versus CASSCF for twisted ethylene using a DZP basis
set. The CASCI RHF and UHF-NO error curves are shifted by -57 and -6.5 kcal/mol,
respectively.
Figure 16 shows the torsion potential with an inset of the region around the cusp, Figure
17 shows the error curves versus CASSCF, and Table 20 contains the non-parallelity errors
and barrier heights. The RHF orbitals perform surprisingly well in this case. The RHF
CASCI potential energy curve does not exhibit the unphysical cusp at 90o, the barrier
is only 0.04 eV less than CASSCF, and the non-parallelity error is less than UMP2-NO
CASCI. As seen above for methyl fluoride, however, this is not a general result for RHF
CASCI.
Both the MP2-NO and CISD-NO based CASCI potential energy curves have the sharp
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Table 20: Maximum, minimum, non-parallelity errors (in kcal/mol), and barrier heights
(in eV) for CASCI versus CASSCF for twisted ethylene using the DZP basis set. Values in
parentheses indicate the corresponding torsion angle (in ◦).
Orbitals Max error Min error NPE ∆E
RHF 66.62 (50.0) 64.43 (85.0) 2.19 3.36
UHF-NO 17.94 (20.0) 11.72 (90.0) 6.22
MP2-NO 17.96 (89.9) 5.19 (0.00) 12.77 3.95
UMP2-NO 5.99 (40.0) 3.29 (90.0) 2.69 3.31
CISD-NO 9.57 (89.9) 3.17 (50.0) 6.40 3.67
CCSD-NO 2.86 (89.9) 2.22 (80.0) 0.64 3.40
UCCSD-NO 3.27 (70.0) 2.40 (90.0) 0.87 3.38
CASSCF 3.40
unphysical cusp at 90o, and the barrier heights and non-parallelity errors are much too high.
These two potential energy curves mimic the potential energy curves of the underlying wave
functions. UMP2-NO CASCI produces a smooth curve, and compared to MP2-NO CASCI,
it reduces the non-parallelity error by more than 10 kcal/mol and the barrier height by
0.64 eV. As for the CH3F molecule, UMP2-NO CASCI has its largest error at intermediate
geometries. Both CCSD and UCCSD natural orbitals both produce CASCI potential curves
which are smooth around 90◦, and both have non-parallelity errors below 1 kcal/mol.
6.4.3 C2H4 
 2 CH2
Finally, we consider the dissociation of ethylene to form two methylenes, an example used
as one of the first tests of the FORS or CASSCF approach [171]. The single-reference
methods used to generate the natural orbitals are already taxed by reactions breaking a
single bond, and one might suppose them incapable of providing good natural orbitals for
reactions breaking a double bond. Remarkably, however, the CASCI curves in Figure 18 are
not qualitatively different than those for the methyl fluoride example. Most errors in Figure
19 also appear qualitatively similar to those in Figure 15 for CH3F. One difference is that
the UMP2-NO CASCI error, rather than showing a broad peak at intermediate distances as
in CH3F, decreases gradually for C2H4. Conversely, the RHF CASCI error, which decreased
gradually for CH3F, shows a large increase centered around 1.6 Å. Other NOs perform quite
similarly for both CH3F and C2H4. Non-parallelity errors are not greatly increased for this
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double bond breaking example, and for some choices of natural orbitals, they are actually
smaller. The UHF NOs in particular seem to be much better in this case. As for CH3F,
the best results are seen for CASCI with natural orbitals, with NPEs of 1.91 kcal/mol for
CCSD NOs and 1.77 kcal/mol for UCCSD NOs. These errors are actually smaller than



























Figure 18: CASCI potential energy curves for C2H4 
 2 CH2 using a DZP basis set.
Table 21: Maximum, minimum, and non-parallelity errors (in kcal/mol), for CASCI versus
CASSCF for C2H4 
 2 CH2 using the DZP basis set. Values in parentheses indicate the
corresponding bond distance (in Å).
Orbitals Max error Min error NPE
RHF 69.10 (1.6) 58.66 (3.0) 10.44
UHF-NO 17.14 (1.4) 12.37 (3.5) 4.77
MP2-NO 24.97 (3.5) 5.13 (1.2) 19.84
UMP2-NO 5.60 (1.4) 2.63 (4.0) 2.97
CISD-NO 11.85 (4.0) 2.74 (1.8) 9.12
CCSD-NO 3.19 (1.1) 2.40 (1.3) 1.91


































Figure 19: CASCI error curves versus CASSCF for C2H4 
 2 CH2 using a DZP basis set.
The CASCI RHF error curve is shifted by -50 kcal/mol.
6.5 Conclusions
We have investigated natural orbitals from standard single-reference methods as alternatives
to CASSCF orbitals in CASCI computations of bond-breaking reactions. When using RHF
orbitals or UHF NOs, non-parallelity errors versus CASSCF can be 10 kcal/mol or larger.
However, with the exception of restricted MP2, natural orbitals based on correlated wave
functions generally gave CASCI energies which faithfully followed the CASSCF potential
energy curves, with non-parallelity errors of a few kcal/mol. Remarkably, the reliability
of this approach does not degrade significantly even when the double bond in ethylene
is broken. Even if true CASSCF orbitals are desired, the present work provides the first
demonstration that natural orbitals from UMP2, CCSD, or UCCSD wave functions should
serve as very high quality initial guesses.
The best performance is seen for CCSD natural orbitals, for which the non-parallelity
error in the CASCI is approximately 1-3 kcal/mol, even for double bond breaking and large
active spaces. Although CCSD scales as N6, this will be negligible when compared to the
cost of a CASCI with a large active space, which scales factorially with the number of
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active electrons and orbitals. Hence, the savings over CASSCF can be dramatic. Because
multi-reference wave functions containing dynamical correlation, such as multi-reference
CI, should be less sensitive to the choice of orbitals, natural orbitals should be even more
successful as replacements for CASSCF orbitals in those procedures. This question will be





We present a determinant-based method used to formulate many-body wave functions and
energy expectation values of any quantum chemical model which can be written in terms
of second-quantized operators. The method is used to apply single- and multi-reference
configuration interaction and coupled-cluster theories, with restricted Hartree-Fock (RHF),
unrestricted Hartree-Fock (UHF), and complete-active-space self-consistent-field (CASSCF)
orbitals, to the symmetric dissociation of water. Results from unrestricted state-selective
multi-reference coupled-cluster theory are presented for the first time.1
7.2 Introduction
One of the great challenges in quantum chemistry is to develop efficient black-box meth-
ods for computing potential energy surfaces [7]. The difficulty is that different types of
(quasi)-degeneracies can occur at different regions of the surface. For example, bonding
and antibonding orbitals may become nearly degenerate near dissociation; a single config-
uration may dominate near equilibrium, but as a bond is broken a different configuration
may have a weight close to that of the reference; and electronic states can become nearly
degenerate at an avoided crossing or degenerate at a conical intersection. These (quasi)-
degeneracies cause the electron correlation to be radically different at different regions of the
surface. A quantum chemical method must be able to efficiently and, with equal accuracy,
describe the electron correlation at all regions of a potential energy surface.
It is well known that restricted Hartree-Fock can dissociate to the wrong products.
This is possible to correct by including electon correlation via single-reference configuration
1M. L. Abrams and C. D. Sherrill, Chem. Phys. Lett, accepted.
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interaction, perturbation theory, or coupled-cluster theory. However, the closer the quasi-
degeneracies become, i.e. the more bonds that are broken, the more excitations must be
included in the single-reference method. This is computationally expensive and does not
guarantee the same accuracy for all regions of a potential energy surface. If broken spin-
symmetry unrestricted Hartree-Fock orbitals are used instead, the dissociative products
may be correct but the wave function becomes spin-contaminated and multiple broken
spin-symmetry solutions may exist. Multi-reference methods are currently the method of
choice for accurately computing potential energy surfaces of small molecules [3]. However,
multi-reference methods are not black-box, often relying on the ambiguous selection of
reference configurations or active orbitals.
General-order algorithms were developed to ease the implementation of quantum chem-
ical methods that include higher-order excitations, particularly in coupled-cluster theory.
The first algorithms to appear in the literature used techniques from determinant-based
configuration interaction [172, 173] to construct the many-body wave function and compute
the expectation value of the energy [174–176]. More recently the problem was separated
into two parts, the derivation of the working equations from second-quantized operators or
diagrams and the efficient computer implementation of the working equations in terms of
tensor contractions [177]. Kállay and co-workers were able to combine the derivation and
factorization of the working equations using diagrams and the graphical techniques from
determinant-based configuration interaction to efficiently perform the tensor contractions
[178, 179].
Here we present our initial implementation of a determinant-based method used to im-
plement general-order single- and multi-reference configuration interaction and coupled-
cluster theories. Our efficient program for general-order configuration interaction and
Møller-Plesset perturbation theory, DETCI, has been described previously [180–182]. The
methods are then applied to the symmetric dissociation of water, using RHF, UHF, and
CASSCF orbitals. This study represents the first report of state-selective multi-reference
coupled-cluster theory using unrestricted orbitals.
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7.3 Formalism
The general-order determinant-based procedure is divided into two parts, the construction
of the many-body wave function and the computation of the energy expectation value. The
many-body wave function, |Ψ〉, is expanded as a linear combination of Slater determinants,




by acting on the reference determinant |Φ0〉 with the wave operator, Ω̂. The many-body
wave function, in a basis of determinants, is represented by the vector c. We use the direct
configuration interaction approach [183],






to compute the energy expectation value, i.e. by acting the Hamiltonian on the many-
body wave function. The resulting vector can be used to iteratively update the wave
function in a variety of ways [174, 182, 184]. The difference between coupled-cluster theory
[185–187] and configuration interaction theory [188] in this determinant-based method is
the functional form of the wave operator.
The coupled-cluster wave operator, Ω̂CC , is the well known exponential cluster operator,
Ω̂CC = e
T̂ (9)








where τ̂I is a spin-orbital excitation operator and tI is the corresponding amplitude
indexed according to the determinant |ΦI〉. The configuration interaction wave operator,
Ω̂CI , is defined as the first two terms, the linear terms, in the series expansion of Ω̂CC ,
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Ω̂CI = 1 + T̂ (11)
The coupled-cluster wave function, |ΨCC〉, is constructed recursively with each iteration
corresponding to the power of the cluster operator in the series expansion of Ω̂CC . Three



















The first iteration, n = 1, includes the linear terms in c, the second iteration, n = 2,
includes the pair-wise disconnected terms in c etc., until all the connected and disconnected
terms are included in c. For a more detailed explanation see references [174] or [175].
The state-selective multi-reference wave operators use the same general form as the
single-reference wave operators [186, 189, 190]. Using the label multi-reference is perhaps a
misnomer, since it is an approximate version of the corresponding single-reference theory
that exploits the active space concept to truncate the higher-order excitations. Either the
restricted active space technique [191] or a more general active space technique [175] can
be used to restrict the occupations of each subspace.
The determinant-based method is very general, making it easy to implement quantum
chemical methods in terms of second-quantized operators. Unfortunately, the determinant-
based general-order method is much less efficient than the standard approach. For example,
the CCSD wave operator includes the disconnected doubles term, T̂ 22 , which creates a
quadruply-excited determinant when it acts on the reference determinant,
T̂ 22 |Φ0〉 = cQ|ΦQ〉 (13)
The general-order coupled-cluster wave function vector is expanded in a basis of de-
terminants including up to m+2-fold excitations, while the configuration interaction wave
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function vector includes only up to m-fold excitations, where m is the maximum level of
excitation in the cluster operator. The Hamiltonian can connect a quadruply-excited de-
terminant to a doubly-excited determinant, via Slater-Condon Rules,
σD = HDQcQ (14)
therefore the determinant expansion of the Hamiltonian would also include up to m+2-
fold excitations. The determinant-based general-order representation of |ΨCC〉 results in a
formal scaling of Om+2V m+2, where O indicates the number of occupied orbitals and V the
number of virtual orbitals. The tensor formulation with factorized intermediates scales as
OmV m+2 [177]. Two general-order coupled-cluster algorithms have been reformulated to
have the correct formal scaling [178, 192].
7.4 Computational Details
The energy of H2O in a 6-31G basis set is computed at three points along the symmetric
dissociation potential energy curve. The O-H bond distances are 0.967 Å, 1.934 Å, and
2.901 Å, corresponding to Re, 2Re, and 3Re in Tables 22, 23, 24, and 25, with the H-O-H
bond angle fixed at 107.6◦. The RHF, UHF, and CASSCF(4e-/2a12b2) calculations were
performed using PSI 3.2 [144]. All general-order single- and multi-reference configuration
interaction and coupled-cluster calculations were performed with DBQC [193], using or-
bitals and transformed molecular integrals from PSI 3.2. The 1a1 core orbital was rotated
during the UHF and CASSCF orbital optimizations, but was constrained to remain doubly
occupied in all the correlated calculations. Therefore, calculations using UHF or CASSCF
orbitals introduce an error on the order of 10−5 − 10−6 hartree compared to FCI computa-
tions in which the 1a1 core orbital is frozen in its RHF form. This error is negligible for the
results presented in this study.
7.5 Results
In Tables 22, 23, 24, and 25 we report the total energy, error from full CI (FCI), and the
non-parallelity errors (NPEs) for the single- and multi-reference methods. NPE is defined
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as the difference between the maximum and minimum error from FCI. Though the results
are for a small basis set, there are several interesting observation to be made. Since this
test case has been investigated previously using larger basis sets [179, 194], we can gauge
the basis set dependence of our observations.
Table 22: The FCI total energies, the error from FCI for the three reference methods, and
the non-parallelity error in hartrees (kcal/mol in parentheses).
Method Re 2Re 3Re NPE
RHF 0.136672 0.295881 0.505063 0.368392 (231.17)
UHF 0.136672 0.095935 0.099397 0.040736 (25.56)
CAS(4,4) 0.083260 0.068682 0.060733 0.022528 (14.14)
FCI -76.121174 -75.876474 -75.836657
Table 23: The error from FCI and the non-parallelity error in hartrees (kcal/mol in paren-
theses).
Method Re 2Re 3Re NPE
CISD 0.006858 0.055476 0.178951 0.172093 (107.99)
CISDT 0.005854 0.045535 0.158994 0.153140 (96.10)
CISDTQ 0.000175 0.003742 0.010179 0.010004 (6.28)
CISDTQP 0.000103 0.001522 0.004136 0.004032 (2.53)
CISDTQPH 0.000001 0.000039 0.000101 0.000100 (0.06)
UCISD 0.006858 0.022895 0.002173 0.020721 (13.00)
UCISDT 0.005854 0.019551 0.001821 0.017730 (11.13)
UCISDTQ 0.000175 0.006567 0.000588 0.006393 (4.01)
UCISDTQP 0.000103 0.003375 0.000437 0.003272 (2.05)
UCISDTQPH 0.000001 0.000147 0.000160 0.000159 (0.10)
The single-reference methods using RHF orbitals exhibit similar patterns to previously
published results. To achieve an NPE less than 0.001 hartree (0.6 kcal/mol), configuration
interaction and coupled-cluster theory require up to hextuple and pentuple excitations,
respectively. Most of the error in the coupled-cluster results occur because the energy drops
below FCI at extended geometries. As pointed out by Paldus and co-workers [195], the
disconnected terms can become unphysically large for (quasi)-degenerate configurations.
To correct the disconnected terms, the appropriate higher-order connected terms should
be included. It is surprising to see that at 3Re the CCSDTQ energy using RHF orbitals
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Table 24: The error from FCI and the non-parallelity error in hartrees (kcal/mol in paren-
theses).
Method Re 2Re 3Re NPE
CCSD 0.001545 0.009846 -0.020882 0.030728 (19.28)
CCSDT 0.000449 -0.001965 -0.040860 0.041309 (25.92)
CCSDTQ 0.000012 0.000102 -0.002782 0.002884 (1.81)
CCSDTQP 0.000003 0.000023 -0.000046 0.000069 (0.04)
UCCSD 0.001545 0.012696 0.001359 0.011337 (7.11)
UCCSDT 0.000449 0.005351 0.000390 0.004961 (3.11)
UCCSDTQ 0.000012 0.001211 0.000266 0.001199 (0.75)
UCCSDTQP 0.000003 0.000156 0.000132 0.000153 (0.10)
Table 25: The error from FCI and the non-parallelity error in hartrees (kcal/mol in paren-
theses).
Method Orbitals Re 2Re 3Re NPE
MRCISD RHF 0.004876 0.003943 0.004211 0.000933 (0.59)
MRCCSD RHF 0.000867 0.000824 0.000898 0.000074 (0.05)
MRCISD UHF 0.004876 0.005645 0.002008 0.003637 (2.28)
MRCCSD UHF 0.000867 0.001415 0.000986 0.000548 (0.34)
MRCISD CAS(4,4) 0.001476 0.001485 0.001250 0.000235 (0.15)
MRCCSD CAS(4,4) 0.000291 0.000299 0.000381 0.000091 (0.06)
is approximately 2.0 kcal/mol lower than the FCI energy. When pentuple-excitations are
included, the error from FCI decreases by a factor of 50, but remains below the FCI energy.
The trends do change when UHF orbitals are used. The largest error for the single-
reference methods is now at 2Re instead of 3Re and the lower-order methods have a sig-
nificantly smaller NPE. The NPE does not drop below 0.001 hartree until hextuple and
pentuple excitations are included in the wave function, just as with the RHF orbitals. The
UCCSDTQ NPE is only 0.8 kcal/mol; however, the method scales formally as N10 or O4V 6,
which precludes its application to systems with more than a few heavy atoms or a large
basis set.
As expected, the multi-reference methods exhibit significantly smaller NPEs. Except
for MRCISD with UHF orbitals, all the NPEs are below 0.001 hartree. The MRCCSD
energy, regardless of the choice of orbitals, does not drop below the FCI energy. According
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to Paldus and co-workers [195] this occurs because the MRCCSD wave operator includes
the important connected pentuple and hextuple excitations required to correct the unphys-
ically large disconnected terms from the single, double, triple, and quadruple excitations.
The difference between the MRCISD and the MRCCSD NPEs is only 0.000144 hartree,
significantly smaller than one might expect. The difference between these two methods is
similar for the potential energy curves of HF [175] and N2 [196, 197].
Previous studies [179, 194] using the cc-pVDZ basis set showed that MRCISD using
different active spaces, including the (4,4) used in the present study, have NPEs greater
than 0.001 hartree, indicating that correlation effects are somewhat more challenging for
the larger basis set. An NPE of less than 1 kcal/mol was achieved, but only with the much
larger one-to-one active space. It is interesting to note that CASSCF with a one-to-one
active space was the only method to have an NPE of approximately 0.001 hartree for the
cc-pVDZ basis set, which can only be attributed to a fortuitous cancellation of errors.
We have described our initial implementation of a general-order determinant-based
method using restricted occupations of orbital subspaces. Our single- and multi-reference
results for the symmetric dissociation of water show that excitations beyond quadruples
are required to achieve an NPE of 0.001 millihartree (0.6 kcal/mol). Using multi-reference
methods with UHF orbitals only increased the NPE compared to RHF or CASSCF orbitals.
Work on developing compact CI and CC wave functions without using active spaces or or-
bital optimization are presently underway. We also plan to explore alternative general-order





Using a new general-order determinant-based program, we construct compact configuration
interaction and coupled-cluster wave functions by selecting the most important configura-
tions, by weight, from a full configuration interaction or full coupled-cluster wave function.
Our results show that for the symmetric dissociation of water, chemical accuracy can be
achieved across the surface with ∼ 2% of the full coupled-cluster expansion compared to ∼
10% of the full configuration interaction expansion.
8.2 Introduction
Single-reference methods and algorithms in quantum chemistry have made tremendous
progress in the last 20 years. As an example, a recent study [1] reported 1 kJ/mol ac-
curacy (compared to experiment) for the computed enthalpy of formation (at 0 K) for 31
atoms and molecules. For (quasi)-degenerate molecular systems this level of accuracy, com-
monly referred to as “chemical accuracy,” has yet to be achieved and is currently one of the
primary areas of development [3, 7].
The calculation of accurate potential energy surfaces is a particularly challenging prob-
lem. As a chemical bond is stretched to dissociation, triple, quadruple, and even higher
excitations can become important. Including an entire set of excitations beyond doubles
is too expensive for all but the smallest molecules and basis sets and, for non-variational
methods, the energy can drop significantly below the full CI energy.
Two principal techniques are currently used to include subsets of these higher-order
excitations. The first is to divide the orbitals into subspaces and restrict the occupations
of each subspace. This has been applied in configuration interaction [175, 182, 188, 191, 198,
199], perturbation theory [199–202], and coupled-cluster theory [189, 190, 203, 204]. The
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other, primarily used in configuration interaction, is to select a configuration by estimating
its contribution to the energy or to the wave function [182, 188, 205–208].
The recent development of general-order coupled-cluster programs has extended the
ability to develop and test coupled-cluster methods with higher-order excitations [175, 179,
209]. As new techniques are developed to construct compact coupled-cluster wave functions
for accurately describing (quasi)-degenerate molecular systems, it is important to determine
how compact such a coupled-cluster wave function can be. Additionally, we desire a wave
function which is size extensive and avoids a non-variational divergence of the energy.
In the present study, we construct truncated CI and, for the first time, truncated CC
wave functions from an a posteriori selection, by weight, of the configurations from a full
CI (FCI) and full CC (FCC) wave function, respectively. By selecting the most important
configurations from a full expansion, we can gauge the limit of the accuracy and the size of
the expansion to expect from future work on developing a priori selection schemes. A similar
procedure was applied by Ivanic and Reudenberg [210] for constructing CI wave functions.
We apply this technique for CI and CC wave functions to three points corresponding to
the symmetric dissociation of water, where comparisons can be made to previous studies of
single and multi-reference methods [179, 194, 209].
8.3 Computational Details
Three points on the potential energy curve corresponding to the symmetric dissociation of
H2O are obtained by fixing the H-O-H bond angle to 107.6
◦ and simultaneously stretching
the O-H bonds from Re to 2Re and 3Re, with Re equal to 0.967 Å. The 6-31G basis set
was used and the 1a1 core orbital was frozen. All configuration interaction and coupled-
cluster calculations were performed with DBQC [193], using the orbitals and transformed
molecular integrals from PSI 3.2 [125].
The procedure used to construct the truncated CI and CC wave functions begins with
solving for the FCI and FCC wave functions. At this stage, we do not use an a priori
selection scheme to efficiently include configurations. Instead we use the best possible wave
function to determine, in principle, how accurate a truncated wave function can be. The
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importance of a CI or CC coefficient is determined by its weight in the FCI or FCC wave
function vector. Of course, FCI and FCC are equivalent procedures, but they use different
parameterizations of the wave function. The coefficients with a weight greater than a chosen
threshold (10−3.0, 10−3.5, 10−4.0) become the basis for the expansion of the truncated wave
function. This selection procedure does not guarantee that the truncated expansion will
yield an eigenfunction of Ŝ2. Additional coefficients, which have a weight lower than the
threshold, are added to maintain the proper spin-symmetry of the truncated wave function.
Finally, the truncated wave function is re-optimized.
8.4 Results
Tables 26 and 27 show the energy of the truncated CI and CC wave functions, respectively,
for the three thresholds and the three points corresponding to the symmetric dissociation of
H2O. We also report the non-parallelity error (NPE), defined as the difference between the
maximum error and the minimum error from FCI along the potential energy curve. Using
a threshold of 10−3.0, the CI NPE is nearly 2.5 times as large as the CC NPE. The CI and
CC errors from FCI are nearly the same at 2Re and 3Re, but at Re the CC error from
FCI is much smaller. As the threshold is decreased and more configurations are included
in the truncated wave function, the difference between CI and CC becomes smaller. Using
a threshold of 10−4.0, the CI NPE is actually smaller than the CC NPE.
Table 26: Truncated CI total energy, error from FCI, and non-parallelity error (in hartree,
kcal/mol in parentheses) using one of three thresholds for three O-H bond distances (in Å)
corresponding to the symmetric dissociation of H2O. The FCI energy is -76.121174 at Re,
-75.876474 at 2Re, and -75.836657 at 3Re.
Threshold ROH Energy Error NPE
10−3.0 0.967 -76.117703 0.003471 0.002522 (1.58)
10−3.0 1.934 -75.874554 0.001920
10−3.0 2.901 -75.835708 0.000949
10−3.5 0.967 -76.120624 0.000550 0.000398 (0.25)
10−3.5 1.934 -75.876069 0.000405
10−3.5 2.901 -75.836505 0.000152
10−4.0 0.967 -76.121049 0.000126 0.000102 (0.06)
10−4.0 1.934 -75.876416 0.000058
10−4.0 2.901 -75.836634 0.000023
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Table 27: Truncated CC total energy, error from FCI, and non-parallelity error (in hartree,
kcal/mol in parentheses) using one of three thresholds for three O-H bond distances (in Å)
corresponding to the symmetric dissociation of H2O. The FCI energy is -76.121174 at Re,
-75.876474 at 2Re, and -75.836657 at 3Re.
Threshold ROH Energy Error NPE
10−3.0 0.967 -76.119863 0.001311 0.000952 (0.60)
10−3.0 1.934 -75.874711 0.001763
10−3.0 2.901 -75.835846 0.000811
10−3.5 0.967 -76.120634 0.000540 0.000377 (0.24)
10−3.5 1.934 -75.876041 0.000433
10−3.5 2.901 -75.836494 0.000163
10−4.0 0.967 -76.120983 0.000191 0.000157 (0.10)
10−4.0 1.934 -75.876379 0.000095
10−4.0 2.901 -75.836622 0.000035
Tables 28 and 29 show the number of configurations of each excitation level included
in the truncated CI and CC wave functions, respectively, for the three thresholds. In
general, as the two O-H bonds are stretched the number of configurations increases and the
maximum excitation level increases. The truncated CI wave function, using a threshold of
10−3.0, includes up to quadruple excitations at Re, hextuple excitations at 2Re, and octuple
excitations at 3Re. A similar distribution of configurations for the symmetric dissociation
of water was report by Greer [208] when the CI configurations were randomly selected. The
truncated CC wave function, using the same threshold, only includes up to triple excitations
at Re, quadruple excitations at 2Re, and pentuple excitations at 3Re. The truncated CC
wave function includes far fewer configurations for all three thresholds. An NPE of less
than 1 millihartree is achieved with approximately 2% of the CC configurations, while more
than 10% of the CI configurations would be required to achieve the same accuracy.
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Table 28: Number of configurations according to excitation level for the truncated CI wave function using one of three thresholds for
three O-H bond distances (in Å) corresponding to the symmetric dissociation of H2O. Also given are the total number of configurations
and the percentage of the full configuration space. Total number of configurations in the full wave function according to excitation level:
24, 384, 2792, 10550, 19936, 18680, 7840, 1234; for a total of 61440.
Threshold ROH |Φ1〉 |Φ2〉 |Φ3〉 |Φ4〉 |Φ5〉 |Φ6〉 |Φ7〉 |Φ8〉 Total %Full
10−3.0 0.967 20 370 38 700 0 0 0 0 1128 1.8
10−3.0 1.934 22 342 822 1454 322 102 0 0 3064 5.0
10−3.0 2.901 24 342 1152 1910 1034 259 24 1 4746 7.7
10−3.5 0.967 22 374 1352 3805 4 0 0 0 5557 9.0
10−3.5 1.934 22 376 1596 3454 1188 433 42 1 7112 11.6
10−3.5 2.901 24 362 1866 3610 3204 1190 176 11 10443 17.0
10−4.0 0.967 24 378 2302 6545 358 750 0 0 10357 16.9
10−4.0 1.934 22 379 2338 6190 4026 1845 228 11 15039 24.5
10−4.0 2.901 24 374 2270 5743 6102 2995 620 39 18167 29.685
Table 29: Number of configurations according to excitation level for the truncated CC wave function using one of three thresholds for
three O-H bond distances (in Å) corresponding to the symmetric dissociation of H2O. Also given are the total number of configurations
and the percentage of the full configuration space. Total number of configurations in the full wave function according to excitation level:
24, 384, 2792, 10550, 19936, 18680, 7840, 1234; for a total of 61440.
Threshold ROH |Φ1〉 |Φ2〉 |Φ3〉 |Φ4〉 |Φ5〉 |Φ6〉 |Φ7〉 |Φ8〉 Total %Full
10−3.0 0.967 20 372 70 0 0 0 0 0 462 0.8
10−3.0 1.934 22 332 588 64 0 0 0 0 1006 1.6
10−3.0 2.901 24 332 718 161 116 0 0 0 1351 2.2
10−3.5 0.967 22 374 1408 3 0 0 0 0 1807 2.9
10−3.5 1.934 22 376 1354 582 56 0 0 0 2390 3.9
10−3.5 2.901 24 360 1244 984 350 55 0 0 3017 4.9
10−4.0 0.967 24 378 2302 585 0 0 0 0 3289 5.4
10−4.0 1.934 22 379 2180 2331 406 7 0 0 5325 8.7
10−4.0 2.901 24 374 2058 3432 1196 613 3 0 7699 12.586
When (quasi)-degeneracies are present, the disconnected terms in the exponential wave
function can become unphysically large thus causing the CC energy to drop below the
FCI energy [195]. This can occur even if the orbitals are optimized in conjunction with the
coupled-cluster amplitudes [211]. The CC energy can be corrected if higher-order connected
terms are included in the expansion of the wave function. Other researchers have explored
amplitude-corrected and energy-corrected coupled-cluster theory as a way to include the ef-
fects of higher-order connected configurations [139, 212]. These methods produce accurate
potential energy curves, but at the expense of losing rigorous size-extensivity. The trun-
cated CC wave functions are size-extensive and include the most important higher-order
configurations. However, the a priori selection of the higher-order connected configurations
could be a delicate process. For example, if the 116 pentuply-excited configurations are re-
moved from the truncated CC wave function (at 3Re and a threshold of 10
−3.0), the energy
drops below the FCI energy by approximately 2.0 kcal/mol!
Selecting the important configurations by weight can, in principle, produce a truncated
CC wave function that accurately describes the electron correlation at equilibrium and
at stretched geometries. It is interesting to note that at equilibrium the singular value
decomposition (SVD) of the triples amplitudes [213] and the truncated CC wave function
from the present study produce similar absolute errors from FCI (∼ 0.2-2.0 millihartree)
and a similar ratio of triples amplitudes to doubles amplitudes (∼ 2-20%). Since the SVD
of the CC amplitudes has only been applied to doubles [214] and triples [213] amplitudes,
the compressed wave functions will be unable to achieve chemical accuracy for breaking
double or triple bonds.
8.5 Conclusions
We show that a compact CC wave function, including ∼ 2% of the full configuration space,
can accurately describe the symmetric dissociation of water without the non-varitional
divergence of the energy and without any type of post-Hartree-Fock orbital optimization.
It is well known that the CC formalism is less dependent on the choice of orbitals than
the CI formalism. Future work will investigate the dependence of the number and type of
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important configurations on the choice of orbitals, and how the important configurations




The ultimate goal of any computational science is to develop models that rival or even ex-
ceed the accuracy of experimental measurements. A more realistic goal would be the ability
to specify a system, a property of the system, and the accuracy to which the property should
be computed, and only be limited by computational resources at hand. The introduction of
coupled-cluster theory to quantum chemistry was a major step toward predictive accuracy
for molecules with more than a few atoms [215]. The hierarchy of coupled-cluster meth-
ods and systematically constructed basis sets have reached unprecedented accuracy often
equal to or exceeding experimental measurements [1, 2]. However, if (quasi)-degeneracies
are present in the molecular wave function, the hierarchy of coupled-cluster methods greatly
deteriorates. Systematically increasing the excitation level is not guaranteed to provide a
more accurate result, and often does not, until the excitation level is so high that the
computation becomes intractable. The general-order, general-configuration selection pro-
cedure, presented in this thesis, can extend the application of the coupled-cluster method
to predictive accuracy for (quasi)-degenerate molecular wave functions.
If the general-order, general-configuration selection coupled-cluster method is to become
a practical method in quantum chemistry, two principal theoretical and computational
advances must be made. First, an a priori selection scheme, similar to one developed
for truncating the full configuration interaction wave function [182, 188, 205–208], must be
developed and calibrated. The procedure should include an appropriate starting list of
configurations, a method to estimate the contribution an interacting configuration will have
on the energy and the wave function, and the interacting configurations must be chosen
in an efficient and systematic way. Recent insights from amplitude-corrected and energy-
corrected coupled-cluster methods [139, 212] should help guide this development. Second,
the determinant-based algorithm presented in Chapter 7 is too computationally expensive.
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More efficient [correct O(N2m+2) scaling with N orbitals and highest excitation level m]
general-order coupled-cluster algorithms have been developed for the standard hierarchy
(CCSD, CCSDT, CCSDTQ, ...) [177, 178] and for restricted active spaces [179], but would
need to be significantly altered to handle general lists of configurations.
With current computational facilities, the scaling of traditional coupled cluster meth-
ods [ CCSD O(N6) and CCSD(T) O(N7)] will rapidly become the bottleneck for systems
containing more than a dozen atoms. An intelligent selection scheme will naturally exclude
configurations corresponding to spatially-distant weakly-interacting electrons because the
contribution to the energy and the wave function will be small. However, the enormous
number of configurations must first be tested in order to be excluded, resulting in unreason-
able computation times. An alternative approach for large molecules would be to transform
the molecular orbitals to a local basis [216–219], which would make it possible to exclude
a large percentage of the configurations at the beginning of the calculation, making the
method much more efficient.
The general-order, general-configuration selection coupled-cluster method can be ex-
tended to anything that can be done with traditional coupled-cluster theory [185–187], in-
cluding ground-state and excited-state energies and properties. The standard approach to
excitation energies and excited-state properties is the equation-of-motion or linear-response
method [220, 221]. It involves the diagonalization of the non-Hermitian similarity trans-
formed Hamiltonian (e−T̂ ĤeT̂ ) in a space spanned by a linear set of determinants. The
linear set of determinants, as in configuration interaction, lead to size-extensivity errors.
Equation-of-motion coupled-cluster theory has been so successful because the excitation
energy is size-intensive, meaning the excitation energy of the non-interacting subsystems
is obtained as the excitation energy of the supermolecule [222]. Furthermore, the coupled-
cluster bra state (〈ΨCC |), which is required for molecular properties, contains disconnected
terms resulting in size-extensivity errors. The standard coupled-cluster method can be
modified to generate a size-extensive bra state [223, 224]; however, the increased computa-
tional scaling has prohibited its application to larger molecular systems. The application
of coupled-cluster theory to general open-shell molecules has met similar difficulties [186].
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The most formidable hurdle has been the number of equations resulting from the exten-
sion of the Cambell-Baker-Hausdorff expansion of the similarity transformed Hamiltonian
from four commutators to eight. Coupled-cluster theory still requires new formal and com-
putational advances to enable the routine computation of any molecular system and any
property.
Perhaps it is surprising that higher-order connected clusters must be included in the
expansion of the wave function at all. The results from Chapters 7 and 8 showed that
the number of higher-order clusters can be greatly reduced by an appropriately chosen
active space or numerical selection criterion. But as the number and strength of (quasi)-
degeneracies increases (potential energy curve of Cr2), clusters beyond hextuples, which
already scale O(N14), will become important. There are alternative approaches to solving
the electronic Schrödinger equation that are less sensitive to (quasi)-degeneracies, though
less “mature” than wave function-based methods in quantum chemistry, e.g. quantum
Monte Carlo [225–228], density matrix renormalization group [197, 229–231], and reduced
density matrix methods [232–235]. It is possible that an alternative method could eventu-
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