Abstract -We investigate the problem of tuning and selecting among interestingness measures for association rules. We first derive a parametric normalization factor for such measures that addresses imbalanced itemset sizes, and show how it can be generalized across many previously derived measures. Next, we develop a validationbased framework for both the normalization and selection tasks, based upon mutual information measures over attributes. We then apply this framework to market basket data and user profile data in weblogs, to automatically choose among or fine-tune alternative measures for generating and ranking rules. Finally, we show how the derived normalization factor can significantly improve the sensitivity of interestingness measures when used for pure association rule mining and also for a classification task. We also consider how this data-driven approach can be used for fusion of association rule sets: either those elicited from subject matter experts, or those found using prior background knowledge.
INTRODUCTION
One of the most important aspects of association rule mining is ranking rules by their significance, according to some quantitative measure that expresses their interestingness with respect to a decision support or associative reasoning task. Rules take the form X → Y, where both X and Y are subsets of an observed itemset L = {I 1 , I 2 , …, I k }. Two well-known measures for association rule interestingness are the support, P(X) and the confidence, P(Y | X). These probabilistic measures have been used with other statistical formulae to derive compound measures used in discovering the most significant rule. One limitation of existing binary measures of rule interestingness is that they do not account for the relative size of the itemsets to which each candidate pair of associated subsets (X, Y) belongs. Moreover, there are some hidden associations related to candidates appearing in small groups. Thus, giving some attention and weight to these small groups may lead us to a different relationship perspective. This kind of data behavior can be seen, for example, in social network data where each user record consists of features such as interests, communities, schools attended, etc. In particular, user's list of interests, each of which corresponds to a list of interest holders. Some interests such as "DNA replication" have low membership; whether this is because the interests are less popular or more specialized, it often suggests a more significant association between users naming them than between those who have interests such as "Music" or "Games" in common. In general, an extremely large number of interest holders tends to correspond to a more tenuous link. The size of the itemsets produces further information that can be used to increase the sensitivity of measures applicable to a candidate association.
In this paper, we propose an itemset size-sensitive joint probability estimator by derving a normalization factor which is expressed by the size n i of each itemset L i to which the rule antecedent X and consequent Y belong. The new size-sensitive measure is flexible and applicable to a wide range of previously developed interestingness measures. The advantage of itemset size normalization factor is more prominent in domains where common occurrence of sets X and Y within very large itemsets are poor predictors of true association between X and Y.
OBJECTIVE INTERESTINGNESS MEASURES
Deriving an objective interestingness measure usually involves estimating some aspect of a candidate rule's structure, analytical performance and statistical significance with respect to observed itemset data. Compound measures are based on primitive measures grounded in probability density functions, with some -such as the normalization approach described in this paper -based on parametric fusion of these primitive measures, while others are based on more ad hoc rules of combination.
Piatetsky-Shapiro (1991) first proposed using statistical independence of rules as an interestingness measure. More methods have since been proposed using different statistical approach. Brin, et al. (1997) proposed lift and χ2 (chi-squared) as correlation measures and developed an efficient mining method. Hilderman, et al. (2001) and Tan, et al. (2002) have comparative studies of different interestingness measures and address the concept of null-transactions. Since the probability of an item appearing in a particular transaction is usually very low, it is desirable that a correlation measure should not be influenced by these transactions which they call it "null-transactions".
Three measures for capturing relatedness between item pairs are proposed by Shekar (2004) . These measures use the concept of function embedding to appropriately weigh the relatedness contributions due to Mutual Interaction, complementarity and substitutability between items. At the end they propose interestingness coefficient by combining the three relatedness measures. All the three measures are calculated based on the probability without taking into account the transaction itself (large or small).
Following these studies, Tan, Kumar and Srivastava (2002) discussed the properties of twenty-one objective interestingness measures and analyze the impacts of supportbased pruning and contingency table standardization. This study ends with conclusion that there is no measure that is consistently better than others in all application domains. However, using the new concept of itemset size-sensitive joint probability change the way of how these measures capture the co-occurrence membership relation. 
From the previous studies we can see how the Probability Based objective interestingness measures (some of them in Table 1 ) contain joint probability (cooccurrence) as important part which may affect measurement value. However, in the calculation of joint probability, items relations in the dataset tuples are treated equally in all interestingness measures without differentiation between one tuple and others. Even if some of interestingness measures adopt attributes values to adjust the final result, there is still no change in the value of the joint probability. We are looking for making the joint probability more sensitive to items relation with each tuple using itemset size to reflect the real relation between items which is going to be the first step to make the interestingness measures more promising.
ITEMSET SIZE-SENSITIVE JOINT PROBABILITY
Normalization knowledge has been used to discover the correlation between a single numeric feature and multiple intermediate concepts. This concept will make the difference of the results' order which improves the measurer quality. Normalization Knowledge reduce unrelated correlation making axis-parallel division in the instance space more useful (Steven 1996) .
The main concept of the current objective measures is based on the probability. When Hilderman, et al. (1998) proposed a concept of share-confident and support, they believe that involve the quantity and price of the items in the confident and support computation will improve the measurement quality.
Statistical joint probability has been used as important part in the interestingness measures. In the data mining applications, this may not reflect the true relationship interpretation between some items if there is a large variance among the number of items in each tuple. Frequent items in small-sized item sets may be more informative about the relationship between their constituent items than the large ones. We now consider how to extend the interestingness factor to take in account the size of the tuple to construct a new concept of size-sensitive probability. Let m be a constant such as the minimum given tuple size (we can also use a trim-mean 1 ), so for each tuple with size n i there is a real number C i ≥ 1 such that:
(1)
R represents a relational factor that describes the relationship between m and the size n i of each tuple. Moreover, the value of will become more efficient if we involve the number of target items in the equation. For example, if the target items are (x 1 , x 2 , x 3 ) the value of for tuple K should be slightly larger than the value of of the same tuple when the target items are ( x 1 , x 2 ). Therefore, the q th root is used to adjust the value of R i based on the number of target items q in X ∪ Y. Then:
If we consider in calculating the joint probability, we can define an itemset sizesensitive joint probability. Let L ≡ {x 1 , x 2 … x k } be the set of items. Let D be a set of transactions (|D| = N), where each transaction T is a set of items such that T ⊆ L. Then: 
The lower bound of this equation is achieved where the number of items q in one tuple is 2, which is also the smallest possible tuple size.
From Equation 3, Figure 1 illustrates the curve of the normalization factor under three assumptions of the size of the target items. When the size of tuple n i = 5 the value of = 1 (the max for ) which is exactly equal to the normal value when we compute the normal joint probability. Moreover, the has correlated relation with the size of target items. We can see from Figure 1 that the value of increased with the increasing of the number of target items q which makes get close to 1. This can give a logical explanation of the relation and interpretation of the tuple size and the target items' size in the new normalization factor equation.
Based on Equation 3, let m = 5 and 5 ≤ n i ≤ 100, q = {2, 3, 4}
CONCEPT HIERARCHY (ONTOLOGY)
A concept hierarchy or ontology is an explicit description (similar to the formal specification of a program) of the concepts and relationships that exist in a domain (Gruber 1994) . Ontologies can be seen as metadata that are used provide a better understanding of the data. In social networks, ontologies can provide a crisp semantic organization of the knowledge available in the domain. In particular the interest ontology can be used to make explicit the relationships between various interests, thus helping in the process of understanding the data. Moreover, the accuracy can be improved if an interest ontology is exploited (Bahirwani, et al. 2008) when constructing features using association rule measures.
EXPERIMENTAL RESULTS
In this section we illustrate the result of three experiments. First one uses original lift measures of users' common interests as friendship prediction feature and compares it with the normalized lift (using size-sensitive probability). The second experiment demonstrates the improvement of the classification measures when we use some interestingness measures for users' common communities as new features with graph features as were used in Hsu et al. (2007) . The last experiment shows the advantage of using an ontology and the effect on the classification result of the normalized and unnormalized measures in small datasets First Experiment: Link Mining in Social Networks using User Interests. The first experiment presents the results of classification using some measures with and without the normalization factor for users' common interest on the LiveJournal data set.
This experiment uses users' common interest measures to predict link existence (friendships). This dataset was developed by Hsu et al. (2007) for link prediction based on graph features where they found that using mutual interests alone results in relatively poor prediction accuracy. Uncategorized interests in LiveJournal (each user indicates his/her own interests) increase the weakness of the mutual interests feature because of misspellings, or the addition of stop words such as "the" or "of", or by adding symbols such as underscores. However, by using our new normalization factor we show that we can improve prediction results over previously poor results (Claim 1).
To evaluate our new normalization factor, we designed a three phase framework as shown in Figure 2 for comparing the classification results of two different methods i.e. Interestingness Measure (IM) withR and withoutR (for user-interests information).
Figure 2: Three phases of evaluation process (using Classification)
We produced two random 10,000 user-pair datasets: one with original measures (support, lift) features and another with normalized measures features (normalized support, normalized lift) where the number of actual friends is ≈2.2%. These files contain the following attributes: identification numbers of u and v, Support and Lift of common interests (for the rule v → u, which the same as u → v) .
Claim (1):
From the LiveJournal dataset we can construct feature baskets such that 1 , ,
, where is association rule measure for some E is a set of connected user pairs , represent the actual friendship relation. Table 2 presents results using two different inducers: Random Forest and IB1. In each case, the normalization factor boosted the accuracy measures, which was a result of improving the sensitivity of interestingness measures when used as features for link prediction. This improvement was achieved across all accuracy measures, with different ranges of improvement depending on the base inducer used except the precision of Random Forest which has recovered by higher improvement in Recall and F-measures where the
Comparison Phase
Classification phase Pre-possessing phase last one is a combination of precision and recall. For example, the best accuracy improvement in this experiment occurred when we used the IB1 inducer with one attribute, support of common interests. This attribute improves classification accuracy by 10.83% (from 68.59 to 76.02).
In the classification process we collected accuracy measures for each 10-fold crossvalidated run to illustrate the significance of normalized measures. In the detailed results of IB1 with one attribute (lift), all measures (Precision, Recall and F-measure) are improved using normalized lift. Moreover, we used a T-test to evaluate the significance of the results at 95% level of confidence (the alpha level is 0.05). Table 3 shows the pvalue of the T-test results for validation set precision, recall and F-measure. In all measures, the results of T-test show that there is a significant improvement (t < .05) when we use normalized lift.
Second Experiment: Link Mining with Graph Features and Community Associations. The second experiment shows that by selecting proper interestingness measures we can improve the link prediction. In previous research, Hsu, et al. (2007) found that using mutual interests as the only features results in very poor prediction accuracy using any inducer, because of the limited information contained in interests alone. In this experiment, we conceder all graph features with the user communities membership information measures as new feature. Table 4 shows the J48 classification results for 5,980 user pairs with 10-fold cross validation. The classification results show how link prediction improved when we used the interestingness measures of user interests as new features. This improvement was further augmented using normalized interestingness measures.
In the classification process we collected accuracy measures for each 10-fold crossvalidations run to illustrate the significance of normalized measures. In the detailed results of J48 with different selection of features (GF and GF+N-AR), a significant improvement was observed across all measures (Accuracy, Precision, Recall and Fmeasure), especially when we use the normalized interestingness measures.
We again use a T-test to evaluate the significance. Table 5 shows the p-value of Ttest result for accuracy, precision, recall and F-measure.
For all measures, the results of the T-test reflect a significant improvement attained by using normalized association rules measures with graph features. Third Experiment: Ontology-Based Refinement of User Interests. Our third experiment addresses the prediction of friendships in LiveJournal using association rule based measures for users' common interests with the use of the ontology. In related work, Bahirwani et al. (2008) have implemented a hybrid clustering algorithm, HAD, to automatically extract the concept hierarchy of interests. Like mentioned earlier, the accuracy of predicting friendship links in a social network, for instance, in absence of graph features is very low (Hsu, et al. 2006) . In the paper (Bahirwani, et al. 2008) , explore how ontologies can be used to improve this performance.
We are going to use eight normalized association rule measures as new friendship prediction features (plus number of common interest): Support, Confidence, Confidence, Lift, Conviction, Match, Accuracy, and Leverage.
We use six different inducers (we show only three because of space in Table 6 and Table 7 ). In this experiment, the training and test data set consists of 1000 user pairs. Training data set consists of about 50% friend pairs and 50% non-friend pairs while the test data consists of randomly selected user pairs to preserve the original distribution of positive-negative instances in LiveJournal. Even though in this experiment we use only 1000 user pairs, the normalized measures improve the classification measurers when we use the ontology. These normalized measures take into account the popularity that particular interests hold in common, where the most popular interests (held by a significant proportion of users) being slightly less revealing than rarer interests. Furthermore, we investigate how the ontology improves the classification measurers especially when we use normalized measures which boost the measures sensitivity regarding to interest popularity. When computing the measures, we modify the interests of users by viewing the interests at the "best" level of abstraction as suggested in by Bahirwani, et al. (2008) . This process will give some enhancement to the normalized measures apically with small datasets. Table 6 and Table 7 summarize the expected improvements. For example, without an ontology, better results are observed for unnormalized measures using the Random Forest inducer (in most of the classification measures) but when we modify the data according to a concept hierarchy, the improvement using normalized measures consistently exceeds that achieved using unnormalized measures (even with the small dataset).
CONCLUSIONS
In this paper, we showed that normalized measures (using itemset size-sensitive joint probability) increase the sensitivity of the interestingness measure to the distribution of data in the context of item set size, thus improving upon measures such as unnormalized lift. We have used this method with several datasets, and have obtained statistically significant improvements in link prediction problems using classification methods.
In future work we will investigate the impact of this normalization approach on other interestingness measures, datasets, and association and classification tasks. In addition, we plan to apply ontologies with graph features and both user interest and community associations to larger datasets. We hypothesize that this will reduce semantic ambiguities in the relational data model of user profile data, which may lead to further improvement in link prediction.
