ABSTRACT Imbalanced data are very common in the real world, and it may deteriorate the performance of the conventional classification algorithms. In order to resolve the imbalanced classification problems, we propose an ensemble classification method that combines evolutionary under-sampling and feature selection. We employ the Bootstrap method in original data to generate many sample subsets. V -statistic is developed to measure the distribution of imbalanced data, and it is also taken as the optimization objective of the genetic algorithm for the under-sampling sample subsets. Moreover, we take F 1 and Gmean indicators as two optimization objectives and employ the multiobjective ant colony optimization algorithm for feature selection of resampled data to construct an ensemble system. Ten low-dimensional and four high-dimensional typical imbalanced datasets are used in experiments. The six state-of-the-art algorithms and four measures are taken for a fair comparison. The experimental results show that our proposed system has a better classification performance compared with other algorithms, especially for the high-dimensional imbalanced data.
I. INTRODUCTION
With the development of information technology and industry applications, the volume of data is increasing rapidly. It is a popular trend that adopting machine learning, artificial intelligence and deep learning to get latent information from data for providing users with more smart service [1] - [3] . Traditional classification algorithms take the assumption that data has a good distribution; however, it is common that training data are imbalanced over classes, which leads to the bias of learning algorithms. The research on imbalanced classification has recently drawn much attention [4] - [6] .
Taking binary classification as an example, the imbalanced problem means that the instances of one class are more than another, and the class of major samples is the major class and another is the minor class. We usually pay more attention to the classification performance of minor class. The problem of imbalanced distribution is widely existing in real world
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applications, such as fraud detection, cancer diagnosing, network intrusion detection, and entity resolution [7] , [8] . Imbalanced problems can be divided into two types, i.e. relative imbalance and absolute imbalance. Relative imbalance means that the ratio of minor instances to major instances is less than one, but the number of minor instances may be also large, such as 1000 or more. Absolute imbalance denotes there are very few samples in minority class such as 10 or less in dataset. We can classify the causes of imbalance problem as intrinsic and extrinsic. The intrinsic reason indicates the inherent property of data. For example, the probability that an equipment fails is much lower than it runs normally. And the number of people having cancer is obviously less than that of healthy people. Extrinsic reason means other factors are leading to the imbalance of data. For example, sporadic interruptions occur when the balanced data is transmitting to the database [9] .
There are some effective methods proposed to adapt traditional algorithms to imbalanced data, including data-level methods, algorithm-level methods and ensemble learning methods. Data-level methods employ sampling technologies to rebalance imbalanced data, including under-sampling, and over-sampling. Algorithm-level methods construct new algorithms or modify traditional algorithms to reduce the disadvantages of imbalanced data, including cost-sensitive learning, one class learning and feature methods. Ensemble learning methods combine ensemble learning with data-level or algorithm-level methods to further improve their performance.
Evolutionary under-sampling is an important data-level method, which selects the sample subset that maximizes or minimizes the predefined objective functions to eliminate the effect of imbalanced data [10] . Meanwhile, researchers also use feature selection to choose relevant variables to eliminate the disadvantages of imbalanced distribution and promote the performance of classifiers [11] . Additionally, integrating ensemble learning method into algorithms can further improve their classification and robust performance [12] .
Previous methods use one or two advantages of basic algorithms. However, in this paper, we propose a more powerful imbalanced classification method called Genetic Under-sampling and Multiobjectie Ant Colony Optimization based Feature selection (GU-MOACOFS) which combines ensemble learning, evolutionary under-sampling and feature selection simultaneously. We employ Bootstrap to sample original data. When the dimension of data is high, we use symmetrical uncertainty (SU) to implement feature selection to reduce computation costs. Then we develop a new indicator called V -statistic to measure the distribution of data, which is adopted as an optimization objective of genetic algorithm for under-sampling without classifier. After that, we implement feature selection on sample subsets by multi-objective ant colony optimization to get training subsets as inputs of classifiers. GU-MOACOFS takes advantage of ensemble learning, under-sampling and feature selection at the same time. Exhaust experiments show its superiority compared with other state-of-art algorithms. This paper is organized as follows. Section 2 reviews the related works of imbalanced classification methods. Section 3 describes our method in detail. Section 4 presents the results of the experiments based on 14 classical data sets. Conclusion is given in section 5.
II. RELATED WORKS A. DATA-LEVEL METHODS
Under-sampling methods are to balance data by selecting some majority class instances and combining them with all minority class instances. Random under-sampling (RUS) is one of the most popular under-sampling methods [13] . It is obvious that under-sampling is a combinatorial problem, so the under-sampling methods based on evolutionary algorithms are widely used in real applications [14] . Yu et al. propose an under-sampling method based on ant colony optimization [15] . It encodes instances of majority class as edges traveled by ants and uses 0 or 1 to denote whether the current edge is selected or not. In order to avoid over-fitting, it divides original data into three groups randomly; two of them are training sample datasets and the rest is testing sample dataset. Then it selects instances from the majority class and repeats this process for 100 times to ensure every sample can be chosen as one of the training samples at least once. At last, the 100 results are united, and the algorithm selects majority class instances based on their frequencies.
Krawczyk et al. develop an algorithm based on Boosting and regard genetic algorithm under-sampling as its component, which is different from adopting an evolutionary algorithm under-sampling directly [16] . Boosting is an ensemble learning method, and diversity is important for its classifiers. Hence, they propose an indicator to measure classification performance and diversity among classifiers at the same time, and apply it to guide genetic algorithm to select samples maximizing classifiers' classification performance and diversity simultaneously.
In order to balance big imbalanced data, Triguero et al. combine genetic algorithm under-sampling with MapReduce framework [17] . They split original data into M partitions at Mapper stage, use genetic algorithm to implement undersampling on every partition to balance samples to train classifiers and integrate results at Reduce stage.
It is obvious that the evolutionary algorithm's undersampling is straight and deployed easily, and it has attracted attention and been widely used. However, the most disadvantage of evolutionary algorithm under-sampling is timeconsuming. Besides, traditional RUS may lose important information.
Over-sampling methods reduce the effects of imbalanced data by adopting over-sampling or generating new minority instances. There are two popular methods, i.e. random oversampling (ROS) and synthetic minority over sampling technique (SMOTE), including its variants [18] - [20] .
SMOTE is a very famous over-sampling method [19] . It selects one instance of minority class and gets its k nearest neighbors by Euclidean metric based on their features' space. Then it chooses one instance from its k nearest neighbors randomly, and generates new minority class instance by the difference between itself and its selected neighbors.
Adaptive synthetic sampling (ADASYN) is an excellent algorithm based on SMOTE. It tunes the instances of minority class generated by SMOTE according to the probability distribution of minority class to improve the classification accuracy of classifiers. In detail, it yields fewer instances if the distribution of minority class is simple and more instances if the boundary of the minority class is complexity [21] .
Other variants of SMOTE select more reasonable instances generally through some specific approaches. Ramentol et al. use fuzzy rough set to measure the degrees of newly generated instances and original instances, and remove samples whose degrees are lower than predefined value [22] . It is a key that they use two different predefined values, the one is lower for majority class instances in order to preserve original information, and another is higher for newly generated instances in order to save more suitable data.
ROS is simple and direct for users, but it is over-fitting easily. SMOTE and its variants can handle the disadvantage of ROS effectively, however many real-world applications rely on real data such as medical diagnose and fault detection etc., so it is not possible to adopt those methods [23] , [24] .
B. ALGORITHM-LEVEL METHODS
Unlike under-sampling and over-sampling methods, cost-sensitive methods do not change data distribution. They construct cost matrices to assign higher costs for the misclassification of minority class instances with respect to majority class instances. There are three categories of cost-sensitive methods, i.e. methods based on translation theorem, methods based on meta cost framework and methods directly design appropriate cost functions for specific classifier. Though it is superior to the data-level method, it is difficult to predefine an appropriate cost function when facing complex imbalanced problem [25] , [26] .
One class learning methods also do not change data distribution. They obtain similarity degree values between instances by their features and classify each instance on the basis of predefined similarity thresholds. One class learning methods have better predictive performance and could resolve over-fitting in part. However, their accuracy dependent on the similarity thresholds which need to be empirically tuned to achieve the desired performance [27] , [28] Feature methods include feature selection and feature extraction. Classifiers may regard instances of minority class as outliers or noise data as features of imbalanced data may have a bias towards majority class. Feature selection method can shift the focus on the features optimizing the contrast between classes rather than the training examples.
Yin et al. propose a feature selection method based on decomposition for the binary imbalanced problem [29] . They cluster training data into C virtual classes, measure feature's correlation based on its relationship with class labels, and select former N best features based on their evaluation values.
It attracts much attention that implementing feature selection for resolving the imbalanced problem. Moayedikia et al. apply feature selection based on harmony search to eliminate the influence of high dimensional imbalanced data [30] . They measure the feature's correlation by SU firstly, and adopt harmony search to implement feature selection. Besides, they introduce a vector tuning operation to add or remove features from feature subset according to their values obtained by SU. Du et al. employ a genetic algorithm to implement feature selection on multiclass imbalanced data to improve classifier's performance [31] . Moreover, they combine the extension of geometric mean and the ratio between the number of selected features and the number of original features as optimization objectives. Besides, Fernandez et al. integrate sampling with feature selection, encode training samples w and features n into chromosome whose length is |w|+|n| [32] .
They take the area under the ROC curve and the difference between the number of selected samples and original samples as two optimization objectives simultaneously, and nondominated sorting genetic algorithm ćò is selected to realize their method.
It is a new research direction that using feature selection to eliminate the drawback of imbalanced data, and it is becoming a hot point though it has a short history.
Feature selection chooses features from original data, and it does not change original features. Feature extraction, which is different from feature selection, transforms data into a low-dimensional space based on original features information by some methods. Feature extraction contains some technologies such as singular value decomposition, principal component analysis and non-negative matrix factorization etc. [33] , [34] . The disadvantage of feature extraction is the difficulty to interpret new generated features, and some technologies are time-consuming, such as non-negative matrix factorization.
C. ENSEMBLE LEARNING METHODS
Ensemble learning methods combine ensemble learning technologies with data-level methods or algorithm-level methods to improve algorithms' classification performance. Some popular ensemble learning methods include Bagging, Boosting and Adaboost. Bagging is an inherent parallel ensemble learning technology whose components can be running at the same time, and uses majority voting or weighted majority voting to aggregate results. Boosting and Adaboost are iterative ensemble learning methods, and they train a classifier every iteration and focus on the misclassification samples classified at the next iteration to promote whole classifiers' performance [35] .
There are some ways that combine ensemble learning with data-level algorithms. Sun et al. propose a multiple classifier system based on Bagging [36] . They develop samples balancing methods to obtain different balanced data sets, and use those to construct multiple classifier systems to get a high-performance classifier. They introduce two samples balancing methods, one uses a clustering algorithm to gather instances of majority class into some clusters and combines them with all minority class samples to generate many balanced data sets, and another splits majority class samples according to the number of minority class instances in order to ensure the number of majority class instances of new generated data sets is the same with that of minority class instances.
SMOTEBoost is a famous modified algorithm based on Adaboost, it integrates SMOTE with Adaboost, and uses SMOTE to construct a new balanced data set to train classifier at each time in Adaboost to increase misclassification samples' weights in next iteration [37] .
The other way is to union ensemble learning technologies with algorithm-level methods. Guo et al. adopt Adaboost and feature selection on the basis of binary particle swarm optimization to resolve the multiclass imbalanced classification problem [38] . They regard Adaboost as a component of binary particle swarm optimization which implements feature selection, and employ Adaboost to construct multiple classifier system by new training samples.
Li et al. develop a self-adapted ensemble classification algorithm which uses ensemble learning, data-level methods and algorithm-level methods simultaneously to solve multiclass imbalanced classification problem specifically [39] . They apply feature selection on original data, and take resampling strategy based on ensemble learning to construct multiple classifier systems. Then they use some alternate methods to realize the proposed algorithm, such as employing Fast Correlation Based Filter or binary particle swarm optimization to realize feature selection, and applying Adaboost, under-sampling balanced ensemble, or over-sampling balanced ensemble to realize resampling.
Except for those mentioned algorithms, RUSBoost, EUSBoost, EasyEnsemble and BalanceCascade etc. have been widely used in resolving imbalanced classification problems [40] - [42] . The applications of ensemble learning technologies can improve original algorithms' adaptability and robustness, and they have become a hot direction of imbalanced classification researches. However, ensemble learning methods have an embarrassing drawback, i.e. they are very time-consuming, especially Boosting and Adaboost. Besides, the development of big data has made high dimensional data become the main data type, which leads to a difficult situation for current ensemble learning methods.
III. GU-MOACOFS A. FRAMEWORK OF GU-MOACOFS
The framework of the proposed GU-MOACOFS is described in Fig. 1 .
FIGURE 1. Framework of GU-MOACOFS.
Now we explain the reasons why GU-MOACOFS looks like that.
• There are some general ensemble learning frameworks such as Bagging, Boosting, and Adaboost, etc. We choose Bagging because of the following factors. First, Bagging has a better performance than other frameworks under same time [43] . Second, Bagging is an inherent parallel framework which is easy to be deployed. Besides, it has less time costs than other iterative methods, and it is more popular than iterative based ensembles in applications [44] .
• Any sampling method has its own principle. For example, RUS implements random under-sampling until the number of instances of majority class is the same as that of minority class. We propose V -statistic to measure the distribution of under-sampling data by genetic algorithm, and it can improve the efficiency of sampling compared with other evolutionary under-sampling approaches combining with classifiers. Besides, GU-MOACOFS applies SU to abandon noise and useless features to reduce time costs when data dimensionality is very high.
• Multiobjective ant colony optimization is a discrete optimization algorithm which is more fit for feature selection compared with continuous optimization algorithms such as genetic algorithm or particle swarm optimization. There is more than one objective that we want to optimize in imbalanced classification problems, and they may conflict with each other. It is better to use multiobjective optimization technology to get better solutions than single objective optimization methods. So GU-MOACOFS employs multiobjective ant colony optimization to implement feature selection.
• GU-MOACOFS applies sampling first and then feature selection, so multiobjective ant colony optimization can try its best to make use of distribution information in different sampling subsets.
B. V-STATISTIC
Some indicators are used to measure the complexity of imbalanced data, and the most popular indicator is imbalanced ratio (IR) which is defined as the ratio between the number of majority class samples and the number of minority class samples, and it is shown in eq. (1).
where N major denotes the number of majority class samples, and N minor denotes the number of minority class samples. But it is not enough to use IR to measure the complexity and distribution of imbalanced data. Fig. 2 shows two different distributions under the same IR.
We can find that though they have the same IR, the distribution of subfigure (a) is simpler than subfigure (b) which has a worse boundary. Moreover, the classifier trained by samples in subfigure (a) will have a better performance. However, it cannot be measured only by IR.
Ho and Base summarize 12 indications that measure the complexity of imbalanced data, and they divide them into three categories, i.e. measures of overlap individual feature values, measures of separability of classes and measures of geometry, topology and density of manifolds [45] . Luengo et al. make some comparison experiments between those 12 measures, and they conclude that maximum Fisher's discriminant has a better ability [14] . The maximum Fisher's discriminant is defined as eq. (2).
where µ i1 , µ i2 , δ i1 , δ i2 are the means and variances of the two classes. fd(i) denotes the fisher's discriminant value of feature i, and MF is the maximum fd over all the features. In order to reflect the distribution of imbalanced data comprehensively, we combine those two measures to propose V -statistic which is defined to be eq. (3).
It means the distribution of data is better if the value of V -statistic is higher.
C. GENETIC ALGORITHM BASED UNDER-SAMPLING
It is an important method to use an evolutionary algorithm to resample data. In traditional researches, it often combines with classifiers and adopts classification performance as optimization objectives. That way has some disadvantages which we want to solve. First, its results have a strong correlation with classifiers, and it does not make use of samples' information. Second, it may be time-consuming because of using classifiers. GU-MOACOFS performs genetic algorithmbased under-sampling (GAUS) which is independent of classifier and uses V -statistic as its optimization objective to resolve conventional algorithms' disadvantages and improve the efficiency of resampling.
Algorithm 1 shows how GAUS works. There are many crossover operations in genetic algorithms, such as single-point crossover, multiple-point crossover and uniform crossover etc. We use single-point crossover familiarly in this paper.
D. MULTIOBJECTIVE ANT COLONY OPTIMIZATION
It is a very common preprocessing way to apply feature selection to find relevant features in order to improve model's interpretation, reduce time-consuming and storage of data, and improve classification performance. Fig. 3 illustrates this observation. We randomly select a data set and plot its sample distribution on three dimensions space, and then remove the noise feature. We can find that it is easier to detect boundary after removing noise feature. Though conventional feature selection algorithms work well in balanced data, they may deteriorate in imbalanced data and resulting in a higher error rate [29] . In order to utilize the advantage of feature selection and avoid the effect of imbalanced data, we employ multiobjective ant colony optimization to implement feature selection.
Feature selection is a subset problem in math, and multiobjective ant colony optimization has a better performance in resolving subset problems. Cao et al. propose a graph-based ant system which constructs a structure graph composed of a directed graph and some mappings which map the problems onto directed graphs [46] . Then they apply a method called equivalent routes pheromone strengthening policy to update the pheromone matrix. However, it is only used , we make it being fit for multiobjective optimization problems. Then we employ it to choose feature subsets. Algorithm 2 shows the feature selection process of the modified multiobjective ant colony optimization.
In step 7, the transition probability is given by eq. (4).
where p k ij denotes the probability that ant k travels from node d j to node d j+1 by edge e ij . τ ij is the pheromone value of edge e ij at current iteration, η i a statistic expectation heuristic information of selecting node i. visit k denotes the edges which are visited by ant k. αandβ are constants to control the relative importance of the pheromone versus the heuristic information.
We use Fisher discriminant as the heuristic information of multiobjective ant colony optimization. As GU-MOACOFS has n sample subsets because of using Bagging method, we calculate Fisher discriminant value of each feature in every sample subset, then aggregate them to generate heuristic information, which is given by eq. (5).
In order to get better quality of Pareto solutions, we set more than one pheromone matrix. And weight product method is applied to aggregate values of pheromone matrices to calculate transition probability. Supposing there are two optimization objectives, Eq. (6) shows us how to obtain transition probability.
where λ is a weight parameter and its range is [0, 1].
After obtaining new Pareto archive, pheromone matrices must be updated for further evolution by solutions from Pareto archive. The way to update edge tabu t at time t is described in eq. (7).
where ρ is evaporation rate, tabu t is the equivalent routes of edges tabu t , tabu t is the increasing pheromone value [46] . We use fitness values of selected solutions to update pheromone matrices to improve the algorithm's ability to find better results. tabu t is calculated by eq. (8) .
where m is the number of objectives, f h (tabu t ) denotes the fitness value of edge in hth objective, and Q is a constant value.
E. PREPROCESSING AND DESCRIPTION OF PROPOSED METHOD
In this part, we describe the preprocessing steps of the proposed algorithm when the dimension of data is high. Then we give the pseudo code of GU-MOACOFS and its complexity.
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Our method may have a shortcoming when the dimension of data is very high. As we apply V -statistic as an optimization objective, it is very time-consuming when dimensionality is high. So we employ SU which is an indicator to measure feature correlations based on entropy. SU is effective in feature selection for large scale data sets [47] . Supposing x and y are two variables, and their uncertain is given by eqs. (9) and (10) .
where P(x i ) is the prior probability over all values of x, and P(x i |y j ) is the posterior probability of x. Based on eqs. (9) and (10), we can get information gain defined in eq. (11).
it gives the entropy loss of x when y is considered. Apparently, x contains more information if G is higher. To compare each combination of x, y meaningfully, the values in eq. (11) have to be normalized as eq. (12).
S(x, y) = 2G(x|y)
The range of S is between 0 and 1. S = 1 means that x and y are fully correlated, while S = 0 implies that x and y are independent.
If there are many dimensions, we can apply SU to measure the correlations of features to abandon noise and redundant features firstly. By this way, we can reduce the time costs of genetic algorithm and multiobjective ant colony optimization at the same time. As it is clear that it will cost more time to select 20 features from 2000 features than from 100 features. Eq. (12) can only give the SU of one feature against a single target class label. We use eq. (13) to measure the weight of feature f i over two class labels.
FS(f i
where ∀j, i = j. If feature f i is strongly correlated with class c i , then its FS will have the greatest value for all S(f j |c). Now, we can give the pseudo code of GU-MOACOFS in algorithm 3 . Now, we analyze the complexity of GU-MOACOFS. Supposing the number of data subsets is n, original data dimension is C, GAUS iteration number is ite_g, GAUS population size is N_g, MOACO iteration number is ite_m, MOACO population size is N_m. The time of Bootstrap sampling is O(n), the overall complexity of crossover and mutation operation of GAUS is O(N_g), the evaluation time of GAUS for each solution by V -statistic is O(C), so the overall time of GAUS is O(n×ite_g×N_g×C). In MOACO, the most time-consuming part is searching for solutions by ants and its complexity is O(ite_m×N_m×C 2 ). The overall time of GU-MOACOFS is O (n×ite_g×N_g×C +ite_m×N _m×C 2 ) . 
IV. EXPETIMENTS AND ANALYSIS A. DATASETS AND MEASURES
In this part, we use fourteen data sets which include ten low dimensional data sets and four high dimensional data sets to make comparison experiments. Four low dimensional data sets come from website http://www.keel.es/datasets.php, three high dimensional data sets, i.e. DLBCL, CNS and COLON, come from reference [30] , and the last dimensional data set comes from reference [15] . Table 1 gives the characteristics of fourteen data sets, and the last column denotes the number of features which are selected by our algorithm and compared algorithms. We have mentioned that we will use SU to implement feature selection preprocessing steps in order to improve our method's efficiency, and we set the number of selected features by SU as 100 for all high dimensional data sets. Indicator is very important for measuring the performance of algorithms in imbalanced data. For balanced binary classification data, we often use the classification success rate (also known as overall accuracy) which is the total classification accuracy of two classes. But it is not enough for imbalanced problems. Supposing there are 90 negative samples and 10 positive samples, a classifier's classification success rate will be 90% though it misclassifies all positive samples. So we must employ some more effective indicators. Table 2 gives the confusion matrix for two-class classification problem, and the positive class is minority class and negative class is majority class. TP (FP) is the number of positive (negative) instances classified correctly, and FN (TN) is the number of positive (negative) instances classified wrongly.
As we usually care about positive instances classification results, we can use F indicator which is given as eq. (14) to measure classifier's performance.
where TP rate = TP TP+FN , PP value = TP TP+FP , TP rate is also called recall, and PP value is usually called precision. F indicator is a comprehensive measure for recall and precision, and β is a coefficient which is used to adjust the important degree of recall compared with precision. Usually, we set β = 1 (also known as F 1 indicator) and it means that recall and precision are important equally.
The area under ROC curve (AUC) is also a popular indicator used to measure the classification performance in imbalanced data. And it can be obtained by eq. (15) .
where FP rate = FP TN +FP . The range of AUC is [0.5, 1], and the classifier is better if AUC is higher. If AUC value is equal to 0.5, it means the classifier is a random classifier.
Besides, we often adopt geometric mean (Gmean) to get classifier's performance, and it is given by eq. (16) .
Gmean is the geometric mean of the accuracies of two classes, and it attempts to maximize them while obtaining good balance.
At last, we will still use classification success rate to evaluate the results as it can give us the overall performance evaluation of classifier in a sort of way. It is computed as eq. (17) .
First, we make some tests to evaluate the performance of the proposed genetic algorithm based under-sampling (GAUS). We use ROS, RUS and SMOTE as compared algorithms. The parameters of GAUS are set as follows, maximum number of iterations ite_g =200, population size N _g =80, crossover percentage is 0.7, mutation percentage is 0.3, and mutation rate is 0.25. We implement twenty times fivefold cross tests. In order to make a fair comparison between algorithms, we employ feature selection by SU before running each algorithm in four high dimensional data sets. Table 3 to table 6 give the F 1 , Gmean, AUC and Acc results of four compared algorithms.
We analyze the performance of four compared algorithms from low to high dimensional data aspects. We count the number of best results provided by four algorithms in ten low dimensional data sets firstly. From table 3, we can find that GAUS, SMOTE and RUS get seven, four and one best values separately. GAUS obtains seven best results, SMOTE provides three highest values, and ROS and RUS obtain one maximum separately in table 4. In AUC experiments, GAUS performs better in eight data sets, ROS is better on GLASS4 and RUS is the best in YEAST2VS8. In Acc results, GAUS and SMOTE perform better in six data sets simultaneously although RUS is better than others in YEAST2VS8. From statistic results, we can find that random sampling methods (ROS and RUS) are worse than sampling methods based on criteria (GAUS and SMOTE) as random algorithms are uncertain inherently. Besides, it is indicated that RUS is better than ROS though ROS is over fitting easily and RUS may lose information. And it also means under-sampling is more effective than over-sampling in a way. At last, it is clear that GAUS performs better than SMOTE in most cases as SMOTE only uses the distance information of training samples, while GAUS adopts V -statistic as criterion which considers feature's classification ability and sample's quantity at the same time. So GAUS can provide sampling subsets which have a better classification performance. Now we take a glance at the results in four high dimensional data sets. GAUS provides all four best values while the precision and recall of ROS and RUS are all zeros. It means that they cannot find minority class samples. In table 4, GAUS get the best results in GLI85 and COLON, SMOTE is better in DLBCL, and RUS performs better in CNS. In AUC results, GAUS has a better performance in three data sets except CNS whose highest value is provided by RUS. Besides, the AUC of ROS is 0.5 in GLI85, and it indicates that the performance of ROS is equal to that of the random classifier which does not eliminate drawbacks brought by high dimension and imbalanced distribution. In Acc experiments, ROS gets the best result in DLBCL and RUS obtains the highest value in CNS, but GAUS performs better in GLI85 and COLON. We can make a conclusion that random sampling methods are not fit in high dimensional imbalanced data sets, and GAUS has a better comprehensive classification performance than other compared algorithms. It is because that we employ SU to implement feature selection to reduce the effects of irrelevant and noise features, and only GAUS based on Vstatistic makes full use of information of training samples to improve classifier's performance, though other three compared algorithms are also running in processed data sets.
Finally, we can see that the results of GAUS in F 1 , Gmean and AUC are better than those in Acc, it demonstrates that GAUS has an excellent performance in resolving imbalanced classification problems, and Acc indicator is inappropriate to measure imbalanced classification results.
C. VALIDATION OF GU-MOACOFS
In this section, we make exhaust experiments to evaluate the performance of our proposed GU-MOACOFS. We choose six state-of-art algorithms to make comparisons with the proposed method, i.e. ADASYN, RUSBoost, support vector machine recursive feature elimination (SVMRFE), minimum redundancy maximum relevance (MRMR), instance selection feature selection multiobjective evolutionary algorithm (IS+FS-MOEA) [32] , and SYMON [30] . ADASYN and RUSBoost are two popular methods for imbalanced classification problems. As GU-MOACOFS employs MOACO to selects feature subsets for improving classification performance, we introduce two excellent feature selection algorithms, SVMRFE and MRMR, to demonstrate the advantages of our algorithm. IS+FS-MOEA is the first method based on the multiobjective evolutionary algorithm for the imbalanced classification problem, and it is realized by non-dominated sorting genetic algorithm II and has an outstanding capability. SYMON is a powerful feature selection algorithm for high dimensional imbalanced classification.
The parameters of GU-MOACOFS are set as follows, GAUS's parameters are unchanged, the number of data subsets generated by Boostrap is 21 (i.e. n = 21), maximum number of iterations of MOACO ite_m = 200, pheromone importance degree α =1, heuristic information importance degree β = 1, the number of solutions in Pareto archive is 60, MOACO population size is N _m = 30, pheromone evaporation rate ρ = 0.1, weight parameter λ = 0.5. SVM is used as classifier, and it uses RBF kernel, σ = 0.4 and C = 100. The parameters of other algorithms are set the same as those in their original papers. Table 7 to table 10 give the F 1 , Gmean, AUC and Acc results of seven compared algorithms.
We still compare those algorithms in the opinion of low and high dimensional data. We analyze the results in ten low dimensional data sets firstly. In F 1 results, GU-MOACOFS provides best values in eight data sets while SYMON only performs better in ECOLI0146VS5 and YEAST2VS8. The results of SVMRFE and MRMR in three data sets do not exist, which means their precision or recall values are zero and they cannot find minority class samples. In Gmean experiments, GU-MOACOFS gets the best solutions in eight data sets, while IS+FS-MOEA obtains better outcomes in ECOLI0347VS56 and ECOLI01VS235. In AUC results, GU-MOACOFS performs better in eight data sets except the previous two data sets where IS+FS-MOEA also provides the best solutions. It indicates that SVMRFE and MRMR cannot resolve imbalanced classification problems as their results are 0.5 in YEAST05679VS4 and YEAST4. In table 10, GU-MOACOFS is better in five data sets, SYMON performs best on three data sets, and SVMRFE outstands in two data sets. From previous statistic results, we can find that conventional feature selection algorithms, i.e. SVMRFE and MRMR, are not suitable for imbalanced data classification VOLUME 7, 2019 problems, and ADASYN and RUSBoost can settle drawbacks brought by imbalanced distribution at a certain extent. It is better to combine instance selection and feature selection than only use feature selection as IS+FS-MOEA is superior to SYMON in ten data sets. In the end, GU-MOACOFS is superior to other six algorithms in ten data sets in the opinion of four indicators, and it indicates that employing ensemble learning, sampling policy and feature selection at the same time can achieve a better result, and ensemble learning can further promote algorithm's performance. Now, we see the results given by seven algorithms in four high dimensional data sets. It is easy to find out that GU-MOACOFS is the best algorithm in all four testing data sets. IS+FS-MOEA is better than SYMON in GLI85 and COLON while SYMON is better in DLBCL and CNS.
Besides, conventional sampling methods, ADASYN and RUSBoost, and feature selection algorithms, SVMRFE and MRMR, cannot handle high dimensional imbalanced data classification problems effectively. As high dimension property and imbalanced distribution interact with each other, and the combination of them brings more difficulties. Sampling policy only resolves imbalanced problems and feature selection merely settles high dimension difficulties, so they may not account for high dimension and imbalanced characteristics at the same time. Experiments show that SYMON performance is not superior to IS+FS-MOEA significantly though SYMON is designed for solving high dimensional imbalanced classification problems. With the results in ten low dimensional data sets, we can make a conclusion that adopting instance selection and feature selection simultaneously can obtain a universal fine performance, and ensemble learning can further promote algorithm's ability. So GU-MOACOFS could resolve high dimensional imbalanced data classification problems more effectively.
At last, we talk about an interesting finding. In the results of Gmean and AUC, we mark three values generated by GU-MOACOFS through underline, and they are the outcomes in two low dimensional data sets, i.e. ECOLI0347VS56 and YEAST05679VS4. We focus on them as they are worse than the results provided by GAUS in table  4 and table 5 . It indicates that though GU-MOACOFS performs better in most cases, feature selection may lead to the deterioration of the algorithm in some data sets. A possible reason is that features have a high relevance in those data sets, and removing features may result in a worse situation. So we have to be careful about using feature selection in some situations.
V. CONCLUSIONS
Imbalanced classification problems widely exist in realworld engineering applications, and conventional algorithms' precondition is balanced data. Imbalanced distribution may undermine the performance of previous methods; thus, we propose a new method called GU-MOACOFS which combines ensemble learning, evolutionary under-sampling and multiobjective feature selection for resolving imbalanced classification problems. It employs Bootstrap to generate some data subsets based on the Bagging framework, implements under-sampling on data subsets to produce sampling subsets by genetic algorithm based on proposed V -statistic, and uses F 1 and Gmean indicator as objectives of multiobjective ant colony optimization to select feature subset to improve the performance of classifiers. Experiments show GU-MOACOFS can resolve imbalanced classification problem efficiently, especially in high dimensional data sets. Besides, some conclusions are made as follows.
Firstly, V -statistic for the genetic algorithm can better measure the complexity of data distribution and make use of data information to resample more discriminant sampling subsets.
Secondly, high-dimensional imbalanced data has high dimensionality and imbalanced property at the same time, which leads to a more complex situation of classification. The traditional sampling method or feature selection algorithm cannot handle it completely. Hence, it is more reasonable to combine resampling and feature selection to perform classification in high-dimensional imbalanced data.
Thirdly, it is demonstrated again that ensemble learning can further improve algorithm's performance and robustness.
Finally, though feature selection can promote the ability of classification algorithm in most cases, it may not work well because of strong correlation between features in some data sets. Therefore, we should be more careful when using feature selection.
The proposed GU-MOACOFS is more a framework than a pure algorithm. Its components can be replaced by other alternative methods according to user's demands. For example, the genetic algorithm can be replaced with RUS or SMOTE; also, MOACO can be replaced with other feature selection methods. Thus, GU-MOACOFS can be regarded as a flexible prototype of the imbalanced classification framework. Besides, we acknowledge that our proposed method is timeconsuming compared with other algorithms in this paper, but it is the cost of its better performance, which is consistent with conclusion of thesis ''No free lunch''. In the future, we will use GU-MOACOFS to resolve the problem of some realworld applications and further promote its performance.
