We consider boundary value problems for stochastic differential equations of second order with a small parameter. For this case we prove a special existence and unicity theorem for strong solutions. The asymptotic behavior of these solutions as small parameter goes to zero is studied. The stochastic averaging theorem for such equations is shown. The limits in the explicit form for the solutions as a small parameter goes to zero are found.
Introduction
This paper is devoted to a limiting problem for the stochastic differential equations with the small parameters. Such problems remount to the papers on the asymptotic theory for the ordinary differential equations. There exist two general methods for study these problems: the Bogolubov averaging principle [6] and the singularly perturbation Tikhonov method [20] - [21] . In the first case the quick variables have not limit, but in the second case the quick variables go to some limit. Usually, to find this limit one has to replace in the equations the small parameter by zero, and the solution of the limiting problem gives the limit for the quick variables. The situation becomes essentially difficult if we consider the boundary problems. So, let us consider, for example, the ordinary second order differential equation with the small parameter on the interval [0, 1], i.e.
x ε (t) = ε (px ε (t) + f (t)) ,
where p > 0. In this paper we consider the following boundary conditions: First Neumann boundary conditions Note that if we replace in the equation (1.1) the parameter ε by zero, we obtain the following limit problemẍ = 0 .
It should be noted that this equation with the first boundary condition has unique solution x = 0. However, for the boundary conditions (1.3) or (1.4) this limiting problem has not unique solution, since any constant satisfies this equation, i.e. in this case the limiting problem does not give any information about the asymptotic (as ε → 0) behavior of the solution of the equation (1.1). Therefore, a natural question arises, haw to calculate this constant. For the boundary conditions (1.3) or (1.4) through the Green functions method (see Remark 3.1 in Section 3) one can show, that for any 0 < t < 1
There exists a vast literature on the stochastic differential equations with small parameters and its applications (see, for example, [10] , [11] and [15] for details and references therein). It turns out that the small parameter methods for stochastic differential equations are useful for the optimal stochastic control problems ( [1] , [2] , [3] ), for stochastic volatility financial markets ( [4] , [5] , [9] ), for the statistical estimation in multi-scale stochastic systems ( [17] , [18] [19] ) and for many other applied problems. Usually, one considers initial or terminal conditions for the stochastic differential equations. In this paper we propose to extent both these problems, i.e. we introduce the stochastic differential equation of the second order with the boundary conditions of the forms (1.2) -(1.4). For such models we study the stochastic averaging principle. This problem is well known for the diffusion processes (for example, [10] or [14] ). To understand the averaging principle problem we start with the following example. We consider on the interval [0, ε] (for some small parameter 0 < ε < 1) the linear stochastic differential equation of second order with quickly oscillating and "small" random force ("white noise"), i.e.
where p > 0 is some fixed parameter and δ is a R → R square integrated function, i.e.
Moreover, (w t ) t≥0 is a standard Brownian motion and, therefore, (ẇ t ) t≥0 is "white noise". By putting here t = u/ε and x ε (t) = y ε (tε) we obtain on the time interval [0, 1] the following stochastic differential equation with small parameterẍ
where W t = w tε / √ ε is a standard Brownian motion as well. In this paper we consider a more general nonlinear case, i.e. the equation of the following form dẋ
where A is some R + × R → R nonrandom function and (W t ) 0≤t≤1 is the standard Brownian motion. The problem is to study the asymptotic (as ε → 0) behavior of the equation (1.7) . First of all we have to provide an existence and unicity theorem for strong solutions for nonlinear stochastic equations of the second order with the boundary conditions (1.2) -(1.4). To this end we make use of a some uniform version of the implicit function theorem. Moreover, to study the asymptotic behavior we propose an averaging method based on the Green functions approach introduced in [12] for deterministic differential equations.
The paper is organized as follows. In Section 2 we state existence and unicity theorem. In Section 3 we state averaging theorems. In Section 4 we study the corresponding Green functions. In section 5 we give the principal proofs. In Appendix we prove some technical results.
Existence and unicity theorem
In this section we consider the stochastic equation (1.7) with an arbitrary Brownian motion. The first problem is to find sufficient conditions for existence of unique strong solution. To this end we assume that the function A(t, x) satisfies the following conditions. C 1 ) There exists a positive constant p such that
where the function B(t, x) is bounded, i.e.
and, moreover, it is uniformly continuous, i.e.
For example, we can take B(t, x) = β * sin(ωtx) for 0 ≤ β * |ω| < p.
Theorem 2.1. Assume that the conditions C 1 )-C 2 ) hold. Then there exists nonrandom parameter ε 0 > 0 such that for all 0 < ε ≤ ε 0 the equation (1.7) with one of the boundary conditions (1.2), (1.3) or (1.4) has unique strong continuously differentiable almost sure solution.
The proof of this theorem is given in Section 5.
Remark 2.1. It should be noted that the well-known example of a stochastic process satisfying a stochastic differential equation of a special type with the boundary conditions (1.2) is the Brownian Bridge (see, for example, [13] , p. 360), which is defined as
where
It easy to check directly that this process satisfies the following stochastic equation.
One of the possible extensions of the Brownian bridge is the backward stochastic equations. (see, for example, in in [8] ). In this paper we extent the usual and backward stochastic equations by introducing the stochastic differential equations of the second order of the form (1.7) with the boundary conditions. Remark 2.2. Note also that we can use the equation (1.7) -(1.1) in the bond markets (see, for example, Chapter 6 in [16] ) for the modeling of the risk asset as
where B 0 > 0 is any fixed initial price.
Averaging theorems
In this section we study the asymptotic (as ε → 0) properties of the solutions of the equation (1.7) with boundary conditions (1.2)-(1.4). To state the first theorem we set the following process
where Υ(t, s) = − min(t, s)(1 − max(t, s)).
In the sequel we denote by | · | * the uniform norm in C([0, 1]) and in
Moreover, for any function
Theorem 3.1. Assume that the conditions C 1 )-C 2 ) hold. Then the solution of the problem (1.7)-(1.2) possess the following limiting form
Now we introduce the function
and we define the random variable (if it exists)
Theorem 3.2. Assume that the conditions C 1 )-C 2 ) hold. Then the the function (3.4) is invertible on R. Moreover, the solutions of the problems (1.7)-(1.3) and (1.7)-(1.4) satisfy the following property
Remark 3.1. It is easy to see, that for δ ≡ 0 and B(t, x) ≡ 0 we obtain the convergence (1.5).
Remark 3.2. It should be noted that the theorems 2.1, 3.1-3.2 are true for any finite dimension state space also.
Properties of the Green functions
Let p > 0 be arbitrary fixed constant. We make use of the following differential equationü
One can check directly, that for the problem (4.1) -(1.2) the Green function is defined as
and
Proposition 4.1. The function (4.2) satisfies the following limit properties
where the norms | · | * and | · | 1, * are defined in (3.2) and (3.3).
For the problem (4.1) -(1.3) the Green function is
and g 4,ε (t, s) = 1 + e −2ε
√ p(max(t,s)) .
Moreover, for the problem (4.1) -(1.4) the Green function has the form 
where G i,ε (t, s) = ε 2 G i,ε (t, s) and the corresponding Green functions G i,ε are defined in (4.2), (4.3) and (4.5) respectively and the function B(t, x) is given in the condition C 1 ).
To show this theorem we have to check the conditions of Theorem A.3. Note that Ψ 1 (0, x)(t) = x(t) and
Therefore, the conditions AP 1 )-AP 2 ) are obvious for i = 1. Let us check these conditions for i = 2 and i = 3. To this end we introduce for any
It is clear that
and by the inequality (2.2)
Therefore, for any φ ∈ C[0, 1] the equation
has an unique solution. This implies directly that in tis case for any φ ∈ C[0, 1] the inverse function in the condition AP 1 ) is given as
where v φ is the solution of the equation (5.3).
As to the condition AP 2 ), note that, the Fréchet derivative of the function (5.2) is given by the following linear
Taking into account the inequality (2.1) we can directly check that this operator is isomorphism and
Now we calculate directly, that for any
This implies condition AP 2 ). Moreover, the boundedness of the function B(t, x) given in the condition C 1 ) implies the condition AP 3 ) for all 1 ≤ i ≤ 3. Condition C 2 ) enables the conditions AP 4 ) and AP 5 ). Therefore, by making use of Theorem A.3 for the random functions
we obtain that there exists some nonrandom parameter ε * > 0 such that for any 0 ≤ ε ≤ ε * and for any 1 ≤ i ≤ 3 there exist random functions
i.e.
By Lemma A.2 this function satisfies the stochastic differential equation (1.7) with ith boundary condition in (1.2)-(1.4). Now we show that this solution is unique. To this end note that through Lemma A.2 we obtain that the uniqueness of the equation (1.7) is equivalent to the uniqueness of the equation (5.4). Moreover, taking into account the asymptotic properties (4.3), (4.7) and the inequality (2.2) we can find some parameters 0 < ε 0 ≤ ε * and 0 < θ < 1 such that
This implies immediately that the equation (5.4) has unique solution. Hence Theorem 2.1.
Proof of Theorem 3.1
First, we set
By making use of the representation (5.4) for i = 1, we obtain Furthermore, taking into account that
Lemma A.1 yields
First of all, note that in view of the property (4.3)
and, therefore, in view of the property (4.4)
Now we rewrite the equality (5.5) as
Taking into account here the conditions C 1 ) and C 2 ) we obtain that
Therefore, for sufficiently small ε we get
as ε → 0. Hence Theorem 3.1.
Proof of Theorem 3.2
First of all note that the boundedness of the function B(s, x) in the condition
Moreover, by the inequality (2.2) we get
These properties imply that for any a ∈ R the equation
has an unique solution, i.e. the function B 0 defined in (3.4) is invertible on R. Moreover, the representation (5.4) implies
The limit (4.7) implies directly
Now we show that
Indeed, by Lemma A.1 process v ε (t) is almost sure continuously differentiable and taking into account that ∆V ε (t, t) = 0 we find that
Moreover, by (4.7)
and by (4.8)
This implies immediately (5.10). Therefore, taking into account that
we obtain Theorem 3.2.
Conclusion
In this paper we introduced and studied the stochastic differential equations of the second order containing a small parameter with boundary conditions. We proved an existence and unicity theorem for strong solutions and we shown an average principle as the small parameter goes to zero. Through the Green functions method we obtained the explicit limit forms for solutions.
Appendix

A.1 Technical Lemmas
Lemma A.1. Let G(t, s) be a function having the following form
Assume that the functions g 1j and g 2j belong to C 2 [0, 1]. Then the stochastic process
Proof. First, note that
Taking into account here the definition of the function G we get
Now, this Lemma follows directly from the Ito formula. Now we make use of the following conditions for the Green functions
is continuous and has the following form
where the functions g 11 (·), g 12 (·), g 21 (·) g 22 (·) are two times continuously differentiable such that
The first partial derivative of the function G has the jump
Lemma A.2. Assume that the function G satisfies the conditions
and ϕ is arbitrary function from C[0, 1]. Then the stochastic process
is continuously almost sure differentiable and satisfies the following second order stochastic equationξ i.e. the derivativeξ t satisfies the following stochastic equation
Proof. First of all we set
It is easy to check directly thaẗ
Moreover, note that Condition H 1 ) implies ∆G(t, t) = 0. Therefore, by Lemma A.1 we obtain
where the process D(t) is defined in (A.1). From here we obtain thaṫ
Therefore, by Lemma A.1 we find
Now in view of the equations (A.3) and the definition (A.5) we obtain that
Therefore, the condition H 2 ) implies this lemma.
A.2 Green functions
In this section we consider the second order
with the boundary conditions
where α 1 , β 1 , α 2 and β 2 are some fixed constants. We will consider also the following mixed conditions
The operator L is called regular if the equation
with the boundary conditions (A.6) has only trivial solution x ≡ 0. If the operator L is regular, then the problem
with the boundary conditions (A.6) may be written as
Here the [0, 1] 2 → R function G is called Green function generated by the operator L and the boundary conditions (A.6). The function G has the following properties 1. G(t, s) is continuous with respect to t and s.
2. For t = s the function G(t, s) is two times continuously differentiable with respect to t and s. Moreover, for t = s 3. The function G is symmetric, i.e.
G(t, s) = G(s, t)
4. The partial derivative with respect to t has the unitary jump, i.e.
∂ ∂t G(t + 0, t) − ∂ ∂t G(t − 0, t) = 1 . Proof. By the same way as in [7] (page 57) we introduce the following special function F (ε, z) = z − Υ −1 (φ) (Ψ(ε, z) − φ) .
A.3 Uniform implicit function theorem
Note that the conditions AP 2 ), AP 4 ) and H 5 ) imply that there exist ε * > 0, δ > 0 and 0 < θ < 1 such that for any 0 ≤ ε ≤ ε 0 and x, y from B(x
