Section C: INVESTMENT PROJECT IMPLEMENTED
In this section we aim to collect some information about the investment project for which you have received the Technological Credit and signed an agreement with BGK.
In 
Appendix 2

Methodological annex − the Bayesian search algorithm and DAG parameters
The graphical structure of the BN resulting from our analysis (see Figure 11 ) is determined by the application of a data-driven learning algorithm, the Bayesian Search Algorithm. The approach combines analysts' knowledge with statistical data (Cooper & Herkovitz, 1992; Heckerman et al., 1994) : the causal relations revealed by the DAG are validated by an expert with prior knowledge of the issue. In our case, this means expertise gained from previous work on the functioning of SMEs and EU policy instruments for technological innovation (see EC, 2015a) .
The algorithm produces a directed acyclic graph (DAG) that gives the maximum score following a hill-climbing procedure (guided by a scoring heuristic) with random restarts. The score is proportional to the probability of the data given the structure, which, assuming the same prior probability for any structure, is also proportional to the probability of the structure given the data. In other terms, applied to our set of data containing policy inputs and expected outcomes, the algorithm seeks the graphical structure that best explains the dependencies between them. This is based on three main parameters (we used the default): 2 -Max Parent Count (default 8) limits the number of parents that a node can have. Because the size of conditional probability tables of a node grows exponentially in the number of parents, it is generally sensible to cap the number of parents in order to keep the construction of the network from exhausting the available computer memory. -Iterations (default 20) sets the number of restarts of the algorithm. Generally, the algorithm is searching through a hyper-exponential search space -looking, one might say, for a needle in a haystack. Restarts allow for probing more areas of the search space and increase the chances of finding a structure that will fit the data better. The computing time is roughly linear in the number of iterations. -Sample size (default 50) is a factor in the calculation of the Bayesian Dirichlet equivalent uniform score (BDeu), representing the inertia of the current parameters when introducing new data. In BN structure learning, the Dirichlet distribution is used to express the prior probability over the parameters. For example, for variable X the prior probability over the parameters q = (q x ) is expressed as
multiplied by a constant, where q x is the probability of X = x and a(x) is a positive constant associated with X = x. Therefore, the choice of the constant a(x) determines the solution of the Bayesian structure learning. In the (BDeu) score ( ) 
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