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Discussant's Response to "Practical Experiences with 
Regression Analysis" 
Peter R. Gillett 
Formerly with Grant Thornton, U.K. 
Introduction 
It has become a contemporary commonplace to characterise approaches to 
audit methodologies as either "quantitative" or "judgemental", and within the 
profession  Price Waterhouse has traditionally been seen as occupying a place at 
the judgemental end of  the spectrum. A study of  the application of  regression 
analysis within such a firm,  examining its acceptability within a culture where 
quantified  methods—statistical sampling, for  example—have not been widely 
used, is of  particular interest to those who have not yet found  a place for  it with-
in their own armoury of  audit tools. 
My own firm,  Grant Thornton, has adopted a structured audit approach 
incorporating a number of  quantified  audit methods, and yet even so regression 
analysis has not found  favour.  My discussion of  this paper is no doubt coloured 
both by my own interest in quantified  audit methods and by the limited accep-
tance of  regression analysis within the auditing profession  in general. It may be 
helpful  if  I begin, then, by making explicit some of  my prior expectations before 
reading this paper. They could be summed up, I suppose, by saying that I was 
looking to see what answers I might find  to a number of  difficulties  that may be 
encountered by auditors seeking to apply regression analysis. These include: 1. Theoretical problems, such as: 
• How are the calculations for  regression analysis carried out? 
• How is the validity of  a regression model controlled? 
• What do the various statistical terms associated with regression 
analysis mean? 
2. Conceptual problems, such as: 
• When is regression analysis applicable? 
• What audit conclusions can be drawn from  a regression analysis? 
• How can regression analysis be integrated with other audit proce-
dures? 
• How are the results of  regression analysis related to planning mate-
riality? 
• What degree of  reliance can be placed on the results of  regression 
analysis? 
3. Practical problems, such as: 
• Can plausible models be built within acceptable audit timeframes? 
• Is sufficient  client data available for  regression analysis to be car-
ried out? 
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• What is the auditor's position when the regression analysis does not 
appear to support the client's reported results? 
I shall comment a little later on the extent to which the paper addresses my 
prior concerns. 
Background 
In a paper presented to this symposium in 1990, Kinney and Haynes [1990] 
traced the history of  analytical procedures back over sixty years. The discussant 
at that time (Abe Akresh) generally agreed with the analysis of  the usefulness  of 
analytical procedure results as substantive evidence. In recent years, competi-
tive pressures driving the never-ending search for  improved audit cost-effective-
ness have created greater emphasis on analytical procedures, as have changes in 
professional  literature in the U.S. (see, e.g., SAS 56 [AICPA, 1988]) and else-
where (e.g., Auditing  Guideline  417 in the U.K. [ICAEW, 1988]). The idea  of 
using regression analysis in auditing goes back at least twenty years, and per-
haps even longer, but as the authors of  the present paper note, actual use of 
regression analysis has been relatively rare [See, e.g., Daroca and Holder, 
1985]. David Scott and Wanda Wallace cite numerous advantages of  using 
regression analysis, as do other authors [see, e.g., Stringer, 1975], and yet it has 
never been widely used in the auditing profession.  Certainly, it has long been a 
disappointment to me that auditors are generally so reluctant to take advantage 
of  mathematical tools. The questions that the authors of  this paper have chosen 
to address, then, are both important and interesting ones. I commend them for 
that. 
General Observations 
Nevertheless, there are a number of  criticisms of  a general nature that can be 
made of  this paper: 
• Firstly, there are several important questions that the authors do not 
deal with, which I shall comment on in detail later; in the authors' 
defence,  it may be said that these are not issues that they intended to 
address—however, to take one specific  example, it seems a great 
shame that the authors have not tackled the integration of  regression 
analysis with other forms  of  audit evidence. 
• Secondly, it may be said that the results reported in this paper do not 
greatly add to the sum of  human learning—helpful  software  has been 
developed, and it may be interesting to know that most of  the audit 
teams intend to maintain their regression applications in future,  but it 
will be more interesting to know, in a year or two, whether or not they 
have; this is, of  course, a criticism of  the paper rather than the underly-
ing project. 
• Thirdly, it is questionable how relevant the authors' findings  are to 
auditors who do not have access to the software  developed during 
this project, and for  whom an average time spent per application of 
seventy-four  hours would be extravagant; the mean annual recurring 
hours is reported as 2,900, and there is no reason given to suppose that 
for  an engagement with 290 recurring hours, a useful  regression analy-
sis could be completed in 7.4 hours—although this is not a problem of 
the authors' making. 
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These are very general, and somewhat sweeping, criticisms, and I should like 
to balance them with some more positive comments. It is gratifying  to see a 
firm  that has not previously been known for  its acceptance of  quantified  audit 
tools investigating the application of  regression analysis. I for  one am glad that 
the authors have chosen to share their findings  with the rest of  the professional 
and academic communities, and pleased to note that so far  they have enjoyed a 
measure of  success. The conclusions that the authors reach are frank,  realistic, 
and plausible. I congratulate them on all this. Furthermore, the authors have 
demonstrated successfully  that audit software  can be used to tackle the first 
group of  problems that I outlined in my introduction, by performing  the regres-
sion analysis, helping the auditor control its validity, and protecting the auditor 
from  the need to be able to define  and explain kurtosis (or to pronounce het-
eroscedasticity). This is a significant  step, and again I congratulate the authors. 
Obviously, this is a project which will continue for  some time yet, and I look 
forward  to hearing how it progresses. 
Detailed Comments 
It is perhaps inevitable, given the nature of  the critical process, that my 
detailed comments are largely, though not entirely, adverse. It may be appropri-
ate, then, to put them in context by making it clear that many of  them are criti-
cisms of  the paper in which David Scott and Wanda Wallace have presented 
their findings,  and not of  the project itself;  many of  them, therefore,  could easily 
be resolved. I should also like to emphasize that my comments do not, in the 
end, diminish my enthusiasm for  the work that the authors have carried out. 
According to the authors, Knechel [1986] and Wilson and Colbert [1989] 
have reported that regression analysis "... is a more accurate tool for  identify-
ing errors...." What is intended by "accurate" here? Does it concern the preci-
sion with which misstatements may be evaluated? Knechel [1988] concluded 
that regression analysis increased audit effectiveness  and was very efficient  in 
detecting potentially material misstatements. There is scope for  greater clarity 
here. I am also not clear what the authors have in mind when they report that 
"one accounting firm  seems to have used it regularly, in sampling applications." 
A more substantial comment, however, concerns the distinction that the 
authors draw between the use of  regression analysis for  risk  identification  and 
for  error detection.  My interpretation is that they are referring  to the uses of 
analytical procedures at the planning stage of  the audit, and as substantive evi-
dence as an alternative to detailed testing. From evidence that analytical proce-
dures are effective  in discovering errors, the authors conclude that they are 
"clearly an important risk assessment tool." My problem is with the justification 
for  the use of  "clearly," and the applicability of  the conclusion to regression 
analysis. Analytical procedures at the planning stage should be efficient  at iden-
tifying  areas where misstatements are likely to occur. Analytical procedures as 
substantive evidence should be effective  at detecting misstatements. If  the 
authors are claiming that a procedure that is effective  at detecting errors that 
have occurred is efficient  at identifying  where errors are likely  to occur, some 
supporting argument is needed. In any event, knowledge that the stock con-
troller at one location is living beyond his perceived means, and has a criminal 
record for  fraud  in a previous employment, is likely to be a more efficient  way 
of  identifying  a branch at risk than a cross-sectional regression analysis. In my 
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view, the costs of  carrying out regression analysis, as described in this paper, 
are likely to mean that it is more attractive as a substitute for  other substantive 
procedures than as an attention-directing device at the planning stage. 
It is not necessarily important to an understanding of  the work and findings 
presented in this paper to know why Price Waterhouse chose to develop its own 
software.  The arguments given in the relevant part of  the paper, however, are 
insufficiently  detailed to be convincing. The comment that commercial pack-
ages were replete with complex statistical jargon looks weak, for  example, in 
the light of  the terminology introduced in Figure 2 and Table 1. Of  course, it is 
quite possible that the quality of  the software  itself  dispels this concern better 
than the reasoning provided in the paper. I could not help wondering, for  exam-
ple, what help the software  gives the auditor in assessing the implications of 
information  it provides as to "various measures of  the distribution of  each vari-
able including ... skewness and kurtosis ... a matrix showing the degree of  corre-
lation between each variable and every other variable ... a table of  autocorrela-
tion statistics with lags from  one to twenty-four  for  each variable." 
We are told that the software  can accommodate up to 1,000 observations per 
variable, subject to a maximum limitation of  5,000 data points. Whilst this may 
be necessary for  some of  the audits referenced  in the paper, many auditors con-
sidering the use of  regression analysis are inhibited more by a paucity of  data 
than by such an excess. It would be interesting to know what protection the soft-
ware offers  by way of  minimum acceptable numbers of  observations prior to 
attempting a regression. 
Successful  use of  regression analysis in the auditing environment (as indeed 
for  other analytical procedures) is largely dependent on a good understanding of 
the client's business, and this is a point well recognised by the authors. This is 
reflected  in their view that specification  of  the independent variables by the 
auditor is preferable  to automatic stepwise regression. Nevertheless, whilst a 
manual stepwise regression can be stopped when the results appear to be 
acceptable, software  offers  the opportunity to combine stepwise regression with 
backwards elimination, and a "best regression" identified  in this way may itself 
provide the auditor with additional insights. Some discussion of  the implications 
of  this would be welcome. 
One further  thought on how automation can assist auditors in dealing with 
the complexities of  regression analysis: it would be attractive to see some work 
on the use of  robust regression to identify  outliers. 
The authors recognize that the issue of  residual investigation requires further 
research. Kinney and Salamon [1982], Stringer and Stewart [1986] and Knechel 
[1988] all offer  perspectives on this problem. A key part of  the Price 
Waterhouse approach is that the focus  is on precision, and the confidence  level 
is derivative. Although Price Waterhouse does not take this line, this sits well 
with those of  us who might want to combine the confidence  derived from  the 
regression analysis with other forms  of  audit assurance in some explicit form  of 
the Audit Risk Model. The authors, however, take the view that audit teams will 
not often  need to develop integrated strategies involving both regression analy-
sis and sampling aimed at the same assertion. This might initially seem plausi-
ble enough, but really it will not do for  a variety of  reasons: 
• Even if  the issue is not expected to arise often,  some treatment will be 
required when it does. 
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• It may sometimes be desirable to combine regression analysis with 
forms  of  detailed testing other than sampling, and this begs the ques-
tion. 
• Some professional  literature (e.g., Auditing Guideline 417 in the U.K.) 
expects that "...in most cases, analytical review procedures will be used 
in conjunction with other substantive tests." The onus may be on the 
auditor, then, to show why this was not appropriate; if  an approach is 
taken whereby the confidence  level is derivative, there may well be 
some "topping up" necessary to achieve the desired overall confidence. 
• This may still be true even when reliance on the environment or inter-
nal controls are added. 
In 1990, it appears that eleven teams were trained, but that eight teams pro-
vided formal  feedback.  We are not told what conclusion can be drawn as to the 
missing three teams. 
For Price Waterhouse, the positive feedback  from  the teams involved in the 
project is clearly important. From the methodological standpoint, however, it is 
by no means clear what significance  can be attached to it by readers of  the 
paper. For example, "... one retail team ... reported that it had been able to select 
fewer  stores than normal for  investigation as a consequence of  improved risk 
identification."  What does this mean? How did they know that they had 
improved risk identification?  Does this simply mean that they had greater confi-
dence in the technique than in their previous methods, and so they chose to visit 
fewer  stores? Why did they not conclude instead that as the technique identified 
fewer  stores than usual, it was a more risky planning tool? What impact did 
reducing the number of  stores have on the effectiveness  of  the audit? Or, to take 
another example, "... a banking team ... estimated that 200-250 hours of  investi-
gatory work had been saved." What does this mean? Presumably, the 200 hours 
work in question was not done—but how did the team establish that the regres-
sion analysis was just as effective?  Did they not, rather, avoid the detailed work 
because they believed the regression was effective?  But, then, was this a con-
clusion based on the application, or on the training that Price Waterhouse had 
given them? 
I am not, of  course, suggesting that any of  the conclusions these teams 
reached were wrong. I am suggesting, however, that there is no objective evi-
dence to support them. This is not itself  a criticism of  the project; one of  the 
aims was to establish whether "... partners and staff  ... would ... conclude that 
the benefit  from  using regression analysis is large enough to justify  the cost of 
developing the application." It does mean, however, that we should be careful 
not to cite these results as evidence of  the effectiveness  of  regression analysis. 
The more hesitant results reported from  the 1991 experience are perhaps more 
representative of  the reality of  the situation. It remains to be seen what implica-
tion the low response rate for  1991 has for  the overall results of  the experiment. 
Conclusions 
I have already commented that the authors addressed the technical problems 
I raised in the introduction by the design and application of  audit software.  I 
have also suggested that I did not find  in the paper satisfactory  answers to my 
concerns about the conceptual difficulties  of  integrating regression analysis 
within a structured audit approach; there is little in the paper that addresses 
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when to use or not use regression analysis, and why. What about my third cate-
gory of  prior issue, the practical problems? 
Within the scope of  the reported project there is no discussion of  the practi-
cal difficulties  that arise when the auditor who has used regression analysis con-
cludes that the client's recorded figures  are misstated. Without detailed results 
as to what caused the misstatement, or a clear idea of  where the other side of  the 
correcting journal entry should be posted, the attempt to persuade the client to 
make an adjustment can be tricky. The study has shown that positive results can 
be obtained from  regression analysis, but that they require a significant  time 
investment. Whether there are audit situations where acceptable results can be 
obtained at less cost is by no means certain. Finally, the paper has nothing to 
say regarding the difficulties  that arise on smaller audits of  obtaining sufficient 
reliable data to support regression analysis. 
On the whole, although the project is not yet complete, the results for  the 
authors appear to be substantially positive. It is no fault  of  the authors that they 
offer  little comfort  to the auditors of  smaller businesses where development 
costs of  more than a day or two would be unacceptable, and where monthly 
accounts do not exist and quarterly accounts are unaudited and unreliable. 
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