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Abstract. Comparing similar strings is at the core of many applica-
tions, including Web and text mining, information retrieval, bioinfor-
matics, and deduplication and data linkage systems. Due to variations
in the data, like typographical errors, missing or swapped words, exact
string comparison can often not be used in such applications. Instead, ap-
proximate string comparison methods are employed that either return an
approximate comparison value or phonetically encode the strings before
comparing them exactly. In this paper we present several approximate
string comparison methods, and analyse their performance regarding dif-
ferent possible types of single errors, like inserting, deleting, or substitut-
ing a character, transposing two adjacent characters, as well as inserting
or deleting a whitespace, and swapping of two words. The results show
that commonly used approximate string comparison methods perform
dierently for dierent error types, and that they are sensitive to user
denable thresholds. We also show that swapped words are the hardest
type of error to classify correctly for many string comparison methods,
and we propose two new methods that deal with this problem.
Keywords: approximate string comparisons, similarity measures, typo-
graphical errors, phonetic encodings, text mining and data linkage.
1 Introduction
Comparing strings is at the core of many applications dealing with text, in-
cluding Web and text data mining, information retrieval, search engines, spell
checkers, name searching, information extraction, and sequence comparisons in
bioinformatics. In many cases one is not only interested in exact string com-
parisons, but rather in an approximate measure of how similar two strings are.
In bioinformatics, for example, one is interested in comparing long sequences of
protein or genome data in order to nd similar sub-sequences. In data linkage
and deduplication [2,15,17], the application area we are mainly interested in,
shorter name strings are being compared in order to nd records that belong
to the same entity (e.g. a customer, patient or business). As reported in [15],
the use of approximate string comparison methods does improve the matching
accuracy in these applications.Variations in strings (and especially names) are due to the fact that most
real world data is dirty [6], which means such data can contain noisy, incomplete
and incorrectly formatted information. Names and addresses are especially prone
to phonetical, typographical and other data entry errors. [9] classies character
level (or non-word) misspellings as (1) typographical errors, where it is assumed
that the person doing the data entry does know the correct spelling of a word
but makes a typing error (e.g. 'sydeny' instead of 'sydney'); (2) cognitive errors,
assumed to come from a lack of knowledge or misconceptions; and (3) phonetic
errors, coming from substituting a correct spelling with a similar sounding one
(for example 'gail' and 'gayle'). Depending upon the mode of data entry [9], for
example manually typed, scanned, or automatic voice recognition, there will be
dierent error characteristics. OCR (optical character recognition) data entry [5,
14] can lead to substitution errorsbetween similar looking characters (e.g. 'q' and
'g'), while keyboard based data entry can result in wrongly typed neighbouring
keys. Data entry over the telephone (for example as part of a survey study) will
mostly lead to phonetical errors.
While for many regular words there is only one correct spelling, there are
often dierent written forms of proper names as the example above shows, with
none of these forms being wrong. Additionally, personal information (like names
and addresses) are often reported dierently by the same person depending upon
the organisation they are in contact with (for example, somebody might give his
name as 'Bill' in many day-to-day transactions, but on ocial documents he will
write down his ocial name 'William'). This can lead to dierently recorded
names, omitted parts (missing middle name or only initials given), or sometimes
swapped names (given name and surname interchanged).
Damerau in a study on spelling errors found in 1964 [4] that over 80% of
errors were single errors { either (1) a letter was missing, (2) an extra letter
has been introduced, (3) a letter has been substituted by another letter, or (4)
two adjacent letters have been transposed. Substitutions were the most common
errors, followed by deletes, then inserts and nally transpositions, followed by
multiple errors. Other studies [5,9,14] reported similar results.
In the study presented in this paper we analysed and compared dierent
approximate string comparison methods according to their performance on the
four types of single errors presented above. We additionally looked at three
word level error types, namely (5) inserting a whitespace (splitting a word), (6)
deleting a whitespace (merging two words), and (7) swapping two words. Our
main interest is how dierent string comparison methods perform on these seven
common types of errors using name strings.
2 Methods
All string comparisons methods analysed in this study as well as the data gen-
erator used to create the test data set are implemented as part of the Febrl [2]
open source data linkage system.2.1 String Comparators
Many dierent approximate string comparison methods have been developed [1,
3{5,10,11,14{19]. Some are generic, others are application specic (e.g. opti-
mised for long genome sequences, or proper names), and some even language
dependent. Some comparison methods calculate the distance, others the simi-
larity between two strings. The distance between two strings s1 and s2 can be
dened as the minimum number of operations that transform s1 into s2 [11]. A
similarity measure, on the other hand, usually produces a real number (s1;s2),
with a value of 1:0 for identical strings, and ranging down to 0:0 for increasingly
dierent strings [5]. In our study we converted string distances into similarity
measures as detailed below.
In recent years machine learning based string comparators have been devel-
oped which use training data to nd a model or weights for improved compar-
ison results. These include methods for learning edit distance weights [1,18],
or TFIDF (the cosine similarity commonly used in information retrieval) based
approaches [3]. Because trained string comparison methods are application and
data set dependant, and because training data is often not available within data
linkage and deduplication systems, we restrict our study to methods that do
not need any training data, nor do have access to the full data set(s) before
performing the comparisons (as is needed, for example, by TFIDF to calculate
term and document frequencies).
Other methods which are often used for interactive string searching (for ex-
ample within a search engine) include wildcards and regular expressions. As these
approaches need to be user specied, they can not be used within a deduplica-
tion or data linkage system, where the aim is to automatically nd a similarity
measure for a large number of pairs of strings.
In our study we considered the following string comparisons methods.
{ Truncate
This methods simply truncates a string at a certain length and only considers
the beginning using exact comparison (returning 1:0 if the truncated strings
are the same and 0:0 otherwise). In our experiments we truncated strings
to a lengths of 4 characters. This idea is based on a large study [14] which
found that errors often occur towards the end of names, while the beginnings
are more likely to be correct.
{ Key-Dierence
The key-dierence comparator counts the number of dierent characters at
each string position. It's start value is the dierence in the string lengths,
and for each character s1[i] 6= s2[i], with 0  i < min(len(s1);len(s2)),
the key dierence is increased by one. For example, the dierence between
'peter' and 'pete' is 1, and the dierence between 'peter' and 'petra' is 2.
We did set the maximum tolerated key dierence value kmax = 2, and with
key dierence k (0  k  kmax), the similarity measure is calculated as
KeyDiff(s1;s2) = 1:0  
k
kmax + 1{ Bigram
Bigrams are two-character sub-strings (i.e. n-grams of length 2) [9,16] con-
tained in a string. For example, 'peter' contains the bigrams 'pe', 'et', 'te',
and 'er'. Assuming bigram set(s) returns the set of bigrams in string s, the
comparison method counts the number of common bigrams and divides it
by the average number of bigrams to calculate the similarity measure as
Bigram(s1;s2) = 2

bigram set(s1) \ bigram set(s2)
len(bigram set(s1)) + len(bigram set(s2))

{ Edit-Distance
Also known as Levenshtein distance [11], the edit distance is dened to be
the smallest number of insertions, deletions, and substitutions required to
change one string into another. Using a dynamic programming algorithm [8],
it is possible to calculate this distance in O(len(s1)len(s2)). Distances are
then mapped into a similarity measure between 0:0 and 1:0 using
EditDist(s1;s2) =
max(len(s1);len(s2))   edit dist(s1;s2)
max(len(s1);len(s2))
with edit dist() being the actual edit distance function. Many variations of
the original edit distance method have been proposed [8,11], but we only
consider the standard algorithm where all edits do have the same costs.
{ Soundex
Soundex [7,10] is a phonetic encoding algorithm based on English language
pronunciation. It keeps the rst letter in a string and converts all other letters
into numbers according to the following rules.
aehiouwy ! 0 bfpv ! 1 cgjkqsxz ! 2
dt ! 3 l ! 4 mn ! 5 r ! 6
It then removes all zeros and replaces duplicates of the same number with one
number only (e.g. '333' is replaced with '3'). If the nal code is less then four
characters long it is lled up with zeros. As an example, the Soundex code
of 'peter' is 'p360', for 'christen' it is 'c623'. The Soundex string comparison
method rst encodes both strings and then compares the codes using exact
comparison, returning 1:0 if they are the same and 0:0 if they dier.
{ Phonex
Phonex [10] is a variation of Soundex which tries to improve the encoding
quality by pre-processing names (according to their English pronunciation)
before the encoding. For example, leading letter pairs 'kn' are replaced with
'n', 'wr' with 'r', and 'ph' with 'f'. Similar to Soundex the code consists of
a leading letter followed by numbers. Exact comparison is then applied on
the Phonex encodings.
{ NYSIIS
The New York State Identication Intelligence System (NYSIIS) encoding
returns a code that contains only characters, and is based on rules similar to
the Soundex encoding. English words sounding similar will be given similar
codes. Exact string comparison is performed between the NYSIIS codes.{ Double-Metaphone
The more recently developed Double-Metaphone [13] algorithm attempts
to better account for non-English words, like European and Asian names.
Similar to NYSIIS, it returns a code only consisting of letters. In general,
Double-Metaphone seems to be closer to the correct pronunciation of names
than NYSIIS. Again, exact string comparison is performed between the two
phonetic codes.
{ Jaro
The Jaro [15,17] string comparator is commonly used in data (or record)
linkage systems. It accounts for insertions, deletions and transpositions of
letters. It calculates the lengths of both strings, the number of characters in
common (the denition of common is that the agreeing character must be
within half the length of the shorter string), and the number of transposi-
tions. The approximate similarity measure is then calculated as [17]
Jaro(s1;s2) = 1=3

common
len(s1)
+
common
len(s2)
+
common   transpositions
common

{ Winkler
The Winkler [15,17] comparison method is an improvement over the Jaro
method, again based on ideas from a large empirical study [14] which found
that the fewest errors typically occur at the beginning of names. The Win-
kler comparator therefore increases the comparison value for agreeing initial
characters (up to four). Based on the Jaro comparator the approximate sim-
ilarity measure is calculated as [17]
Winkler(s1;s2) = Jaro(s1;s2) +
same
10
(1:0   Jaro(s1;s2))
with same being the number of agreeing characters at the beginning of the
two strings. For example, 'peter' and 'petra' have a same value of 3.
As we will see in Section 3 swapped words are the hardest type of single errors
to classify correctly by all above string comparison methods. We have therefore
combined one of the best performing methods { Winkler { with two methods
for dealing with multi-word strings in a hierarchical way, similar to [3].
{ Sorted-Winkler
If a string contains more than one word (i.e. it contains at least one white-
space), then the words are rst sorted before a standard Winkler comparison
is applied. The idea is that { unless there are errors in the rst few letters
of a word { sorting of swapped words will bring them into the same order,
thereby improving the similarity value.
{ Permuted-Winkler
This is a more complex approach where Winkler comparisons are performed
over all possible permutations of words, and the maximum of all the com-
parison values is returned.
In order to analyse the performance of all the presented string comparison meth-
ods regarding dierent types of single errors we generated a data set with well
dened error characteristics as discussed in the following section.Table 1. Example locality name and it's single error duplicates.
Modication Identier Value
Original rec-280-org south west rocks
Insert character rec-280-dup-1 south west rocbks
Delete character rec-280-dup-2 south wst rocks
Substitute character rec-280-dup-3 south west rvcks
Transpose characters rec-280-dup-4 south west rcoks
Insert whitespace rec-280-dup-5 south we st rocks
Delete whitespace rec-280-dup-6 southwest rocks
Swap words rec-280-dup-7 west south rocks
2.2 Data Set Generation
We used the data generator implemented as part of the Febrl [2] data linkage
system to create a data set containing 1,000 dierent values based on Australian
locality names (i.e. cities, towns and suburbs). The values were randomly selected
from a publicly available telephone directory. Their lengths varied from 3 to
20 characters. They consisted of up to three words, and besides letters and
whitespaces they also contained hyphens and apostrophes.
For each of the original values we then created corresponding duplicates by
introduction the following single errors: (1) deleting a character, (2) inserting an
extra character, (3) substituting a character with another character, (4) trans-
posing two adjacent characters, (5) inserting a whitespace (splitting a word), (6)
removing a whitespace (merging two words), and (7) swapping two words. Obvi-
ously the last two errors were only created when the original value contained at
least two words. Each original and duplicate value was given a unique identier
as shown in Table 1.
In order to simulate real typographical error characteristics, the position of
where an error was introduced was calculated using a Gaussian distribution, with
the mean being one position behind half of the string length. Errors are therefore
less likely introduced at the beginning or the end of a string, which is based on
empirical studies [9,14]. Letter substitution is based on the idea of randomly
choosing a letter which is a keyboard neighbour (same row or column) [6].
The nal size of the data set was 6,684 values (1,000 originals and 5,684
duplicates). We then split this data set into ten les, each containing 100 original
values plus their duplicates1. For all string pairs in a le we then calculated the
similarity measures for the above presented twelve string comparison methods.
Each of the resulting ten les contained around 220,000 12-dimensional vectors
of similarity measures.
1 This blocking [2] reduced the amount of comparison made by a factor of ten from
around 22 millions to 2 millions, resulting in les of manageable size.Table 2. Correlation coecients for true duplicate comparisons only (top) and all
comparisons (bottom).
KeyD Bigr Edit Sndx Phox NYS DMet Jaro Wink PWink SWink
Trun .11 .37 .45 .29 .23 .59 .29 .43 .48 .29 .02
KeyD -.25 .10 -.09 -.08 -.02 -.10 -.10 -.00 -.47 .04
Bigr .22 .12 .15 .34 .14 .11 .09 .48 .03
Edit .36 .34 .49 .32 .73 .79 -.17 -.22
Sndx .63 .54 .82 .42 .41 .15 -.16
Phox .48 .54 .34 .34 .08 -.14
NYS .51 .45 .48 .22 -.14
DMet .39 .38 .17 -.14
Jaro .98 .22 -.08
Wink .13 -.10
PWink .20
Trun .38 .50 .43 .65 .56 .75 .63 .26 .28 .26 .24
KeyD .28 .25 .33 .30 .32 .32 .15 .15 .14 .14
Bigr .60 .45 .41 .47 .44 .46 .46 .49 .45
Edit .41 .37 .42 .39 .63 .64 .59 .56
Sndx .74 .66 .86 .26 .26 .25 .23
Phox .59 .67 .23 .24 .23 .21
NYS .63 .26 .28 .26 .23
DMet .24 .25 .23 .22
Jaro .99 .88 .86
Wink .88 .86
PWink .88
3 Discussion
In this section we discuss the experimental results achieved using the comparison
methods presented in Section 2.1. Note that the class distribution in the result
les was very skewed, with 5,632 true duplicate and 2,190,405 non-duplicate
similarity measure vectors, resulting in a ratio of 1 to 389.
3.1 Correlation Analysis
We rst performed a correlation analysis between all presented string comparison
methods, and the results are shown in Table 2. The highest correlation occurs
between the Jaro and Winkler methods, as can be expected because Winkler is
based on Jaro and only increases the similarity measure slightly in cases where
two strings have agreeing characters at the beginning. Surprisingly though are
the low correlation results, some even negative, between many of the comparison
methods for true duplicates. Even for similar methods, for example Soundex,
Phonex, NYSIIS and Double-Metaphone, fairly low correlation values occur. 0
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Fig.1. Scatterplots for selected comparison method pairs. Top row shows all error
types, bottom row word swappings only.
For more detailed results we plotted the actual similarity values of selected
comparison methods as scatterplots as shown in Figure 1. As can be seen, due to
the large number of non-duplicate comparisons, none of the methods is capable
of eciently separating true and false comparisons. Surprisingly, Edit-Distance
and to a lesser extent Bigram have some true duplicates with very low similarity
values (some even 0:0), while both Jaro and Winkler seem to be fairly consistent
with only assigning higher (i.e over 0:5) similarity values to true duplicates.
For Jaro and Winkler, one can clearly see the increased similarity values of the
Winkler method which is due to same 1, 2, 3 and 4 characters at the beginning.
Interesting is the performance of the comparison methods with regard to the
word swapping errors (bottom row of Figure 1). One can see that most of the
true duplicates with low similarity values are such word swappings. For Edit-
Distance, most true duplicate word swapping similarity values are below 0:6.
Only the Bigram comparison method returns high values (i.e. larger than 0:6)
in this case. We can therefore conclude that swapped words are the hardest type
of errors to classify correctly for these comparison methods.
The detailed results for the new Sorted- and Permuted-Winkler comparison
methods are shown in Figure 2. Both new string comparison methods return a
similarity measure of 1:0 for swapped words errors, with the Permuted-Winkler
method always returning a larger value than Sorted-Winkler for all other error
types. 0
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Fig.2. Scatterplots for Sorted- and Permuted-Winkler. The left plot shows all error
types, the right plot word swappings only.
3.2 Precision and Recall Results
For comparison methods that return a similarity value between 0:0 and 1:0 a
threshold needs to be dened, with similarity values above being classied as
duplicates and values below as non-duplicates. For all other comparison methods
a similarity value of 1:0 is classied as duplicate and 0:0 as non-duplicate.
Due to the skewed class distribution in our study the accuracy measure would
not show signicant dierences in the comparison methods performances. Instead
we use precision and recall, which are commonly used metrics in information re-
trieval [7,12,19]. Precision is measured as the number of true positives (true
duplicates classied as duplicates) divided by the sum of true and false posi-
tives (i.e. all instances classied as duplicates), while recall (the true positive
rate) is measured as the ratio of the number of true positives divided by the
total number of positives. In Figure 3 and Table 3 we present the f-score (or
f-measure), the harmonic mean of precision and recall which is calculated as
f-score = 2(precision  recall)=(precision + recall).
The results in Figure 3 for the dierent types of single errors introduced
show that there are large dierences in the performance of the dierent methods
according to the values of the threshold. Key-Dierence only performs good for
substitutions and transpositions for low threshold values. Both Edit-Distance
and Bigram perform well for higher thresholds on most error types, except for
transpositions where both methods become worse for thresholds over 0:8. Win-
kler seems to consistently perform well for higher thresholds. For word swapping
errors, only Bigram and Winkler, a well as the new Sorted- and Permuted-
Winkler comparison methods have signicant f-scores. Table 3 shows that pho-
netic encoding methods do not perform well for any error type, but are especially
bad on word swappings.
As the results show, the same threshold for the various comparison methods
results in dierent performances, and that the single error characteristics of a
data set inuence the performance of the dierent string comparison methods. 0
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Fig.3. F-Score results for all single error types. The bottom right plot shows the new
Sorted- and Permuted-Winkler comparison methods.Table 3. F-Score results.
Method Insert Delete Subst. Transp. Space ins. Space del. Word swaps
Truncate .33 .31 .30 .28 .29 .26 .02
Soundex .30 .31 .27 .33 .38 .30 .01
Phonex .28 .27 .25 .28 .33 .30 .01
NYSIIS .26 .24 .24 .23 .29 .24 .01
D-Metaphone .31 .33 .27 .34 .39 .32 .01
4 Related Work
A large number of approximate string comparison methods have been devel-
oped [1,3{5,10,11,14{16,18,19], and various studies on their performance, as
well as their computational complexity, have been carried out [4,7{12,14,19].
Most of these studies were done with real world data sets taken from a specic
application area, and to our knowledge only [10] to a certain degree analyses
various comparison methods (mainly based on phonetic encodings using English
names) regarding their single error type performance. Based on their ndings
they propose the Phonex method which we included in our study.
Recent publications on using approximate string comparators in the area
of deduplication, data matching and data linkage include [1,3,18]. They mainly
focus on dierent approaches to learn the parameters (e.g. edit distance costs) of
dierent string comparison methods for improved deduplication and matching
classication. None of them go into the details of analysing the comparison
methods as we did in our study.
5 Conclusion and Future Work
In this paper we have presented a study of single error characteristics on dif-
ferent approximate string comparison methods, which are at the core of many
applications dealing with the processing, comparison or extraction of strings. We
concentrated on locality name strings, and found that the various comparison
methods perform dierently and are often sensitive to a chosen threshold. We
also found that swapped words are the hardest type of error to classify correctly,
and we proposed two new comparison methods that deal with this problem.
While we only used articial data with well dened introduced single errors,
we are planning to use real world data sets to conduct further studies and to ver-
ify our results. We also plan to extend our study by including other approximate
string comparison methods.
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