We analyze a recently proposed model for two-phase ow. This model has independent phase pressures, and for nite compressibility it has independent temperatures as well. It allows the combination of turbulence and multiphase ow modeling to describe the macroscopic structure of chaotic mixing layers formed in the late stages of interface instability growth.
Introduction
In this article we analyze closure relations and boundary conditions in a recently proposed two-pressure, two-temperature model for two-phase ow 1;2;3 .
We also obtain a closed form solution for this model in the incompressible case. Up to the present time, the hypotheses of the model have been validated in the context of Rayleigh-Taylor mixing. We expect the model to have a wider range of applicability, but the extent of its validity is unknown at present.
Although multipressure and multitemperature models have been proposed previously 4;5 , they are less customary than single-pressure models for multiphase ow 6;7;8 . For the most part we con ne our discussion to multiphase ow in the context of uid instabilities, as the eld of multiphase ow is too broad (including pipe ow, uidized beds, slug ow, spray, droplets, particulates, etc.) to be encompassed within the framework of a single set of modeling assumptions. The uid instability which is the focus of this study is the Rayleigh-Taylor (RT) instability, which is the uid instability of a density layer driven by a steady acceleration; the related case of a shock wave-driven instability is known as the Richtmyer-Meshkov (RM) instability.
We contrast some of the principal di erences between the single-and multipressure and temperature models of multiphase ow in this context. From a mathematical point of view, multipressure models are hyperbolic, and thus satisfy a necessary condition for well-posedness of the Cauchy problem, as has been shown by Ransom and Hicks 9 . Single-pressure models require additional regularizing assumptions which impose serious restrictions on the model's domain of validity and sometimes have an uncertain physical basis. For example, there exists a suitable closure for a hyperbolic single-pressure dispersed two-phase ow model 10 , but extension of this closure to a non-dispersed ow regime leads to a possibly unphysical constraint between the volume fraction and a model coe cient, if hyperbolicity is required 11 . This issue was less important when technological limitations mandated coarse-grid computations of multiphase ows, but with the advent of modern large-scale computing, singlepressure models introduce instabilities on ne grids, thus leading to the not very desirable practice of \convergence under mesh coarsening."
From a physics perspective there are three problems with the single-pressure and temperature models, which we summarize here.
1. Single-pressure or temperature models lack the required degrees of freedom to describe the relaxation process in the pressure or temperature elds, and do not apply to situations where this relaxation is not complete. Fundamentally, instantaneous pressure or temperature equilibration is a quasi-equilibrium modeling assumption, used to close the equations of motion, and its validity or lack of validity should therefore be justi ed by reference to the physics of the speci c problem. From this point of view, the burden of proof is on models which impose this restriction, rather than on those which do not.
2. Single-pressure or temperature models for compressible uids place a serious constraint on equation of state (EOS) modeling. Fundamentally, they require a nonequilibrium EOS for a length-scale dependent chunk mix and, in practice, they use phenomenological equilibrium thermodynamics of molecular mixed-uid EOS models which lack a physical basis in the mixed-uid situation, whenever the mixing does not occur at a molecular level.
3. For constant acceleration RT instability, direct physical arguments, based on uid ow considerations and analysis of the microphysics of single realizations, show that the pressures do not equilibrate 2;3 . Thus assuming that they vanish identically introduces potential modeling inconsistencies and equations with phenomenological parameters which lack a meaning outside of the data being modeled.
Direct experimental con rmation of our model has been obtained by a zero-parameter prediction of the mixing zone edge expansion ratio in RT mixing 3 , compared to measured data 12;13 . This prediction improves upon that obtained from a single-pressure two-phase ow model for the same problem 8 . We also note that the nearly linear behavior of the volume fraction vs. height reproduces experimental data 13;14;15 at small to moderate Atwood number. For a discussion of the volume fraction in single-pressure models, see Ref. 8 .
In x2 we present a new constitutive theory for the interface averages in two-phase ow, and we characterize its physical basis precisely. In x3 we recast earlier results for the solution of the continuity and interface equations in a mathematically rigorous way. In the process, we clarify the nature of the problem presented by the nonconservative form of the interface equation. In x4 we present a closed form solution for the uid pressures. The results of x3 and x4 comprise a closed form solution for incompressible two-phase ow in terms of arbitrary motion of the mixing layer edges. In x5 we propose and analyze a fractional linear model for the mixing coe cients in the constitutive law for the interface average. In x6 we derive Newton's law for the motion of these edges in terms of various forces, including buoyancy and drag. This law contains no modeling assumptions beyond those present in the two-phase ow equations and the model for the average interface pressure.
The analytical solutions for the pressures, based on a constitutive law for the average interface pressure, are directly analogous to the solutions for the velocities, which are based on a constitutive law for the average interface velocity 3;16 . The pressures are coupled to the volume fraction and velocities through the dynamical laws for the mixing zone edges. Because these laws are derived from one-sided limits of the momentum equations, they do not supply independent information, and thus do not close the system. As was noted previously in the compressible case 1;3 , additional closure hypotheses for the boundaries of the mixing layer are required to close the system, i.e., to uniquely specify the two-phase ow.
Closure of the Two-Pressure Model
The main steps in ow modeling, also called closure, can be described schematically through consideration of the nonlinear conservation law @U @t + r F(U) = 0 : (1) Considering an ensemble of ows, and denoting an average by an overbar, we have @U @t + rF(U) = 0 : (2) This equation does not close, because F(U) 6 = F(U). In other words, F(U) is not expressed as a function of the averaged dependent variables occurring in the time derivative of this equation, namely U. One can introduce new variables, requiring new dynamical equations, but ultimately a nonclosing expression as in the above equation must be addressed by a renormalization step, F ren (U) F(U) ; (3) where F ren is some function, to be determined, of the averaged dependent variables. Such an equation is never valid or even approximately valid for all microscopic (i.e., unaveraged) U. Equation (3) is a modeling assumption, and its validity is statistical, in that it holds for most, or typical U, relative to some ensemble and a probability measure de ned on that ensemble. Validity thus refers to some choice of an ensemble and associated probability measure.
In this paper, and in previous ones in this series, validity of our closure relations has been established for the RT ow regime. Validity beyond this regime is an open question at present.
Mathematically, a necessary condition for closure is that the number of independent equations equal the number of unknowns. A test of independence is the unique solvability of the resulting system of equations. Dependent closure relations lead to insu cient equations, and thus to an underdetermined system with nonunique solutions. The analysis in this article will show to what extent our modeling assumptions provide a complete closure of the two-phase ow equations, and what information is still needed to complete the unique speci cation of the two-phase ow.
It is also of interest to understand physically the information contained in the two-phase ow model. Before doing so, we introduce the model itself. The equations of motion are obtained by ensemble averaging of the Euler equations within each uid, and of a kinematic equation for the motion of the material interface 17 . Additional closure relations and symmetry assumptions are applied as described in Refs. 1 and 3. The two-phase equations resemble those of two independent uids (phases), with additional interface coupling terms which transfer momentum and energy bewteen the two phases. Besides the issue of one vs. two pressures, the other important physics issue which accounts for the major di erences among two-phase ow models concerns the modeling of the interface coupling terms. These terms are left in their general (unclosed) form in the equations below, and are modeled in the analysis which follows.
In our notation, the uids are distinguished by a subscript k, where k = 1 and k = 2 denote the light and heavy uids, respectively, and the primed index k 0 denotes the uid complementary to uid k, i.e., k 0 = 3 ? k. The dependent variables are k , k , v k , p k , and k , which denote, respectively, the volume fraction, density, velocity, pressure, and speci c internal energy of uid (phase) k. We allow here the possibility that an externally imposed acceleration g = g(t) is time dependent. The equations of motion are
together with the constraint
A single uid EOS holds within each uid. The quantities v , p , and (pv) represent averages of microscopic quantities (products of primitive variables), which need to be modeled. Speci cally, q denotes the average of the uid quantity q, conditioned on evaluation at the interface between the two materials; for example, p is the average or expected interface pressure. Surface tension is neglected in this model, so that p and (pv) are well-de ned quantities.
In the following, we shall establish a number of general properties of the averaged quantities q , on the basis of a few basic assumptions. The fundamental physics assumption is that:
1. The only length scales in a constitutive law for q come from the singlephase averages of the primitive variables which de ne q.
We also make two mathematical assumptions concerning the regularity of the solution, namely:
2. q is a smooth function with respect to these variables. 3. (For q = p or v) q is nonnegative if both q 1 and q 2 are nonnegative. As a consequence of physics assumption 1, v is a function only of the phase velocities v 1 and v 2 and additional variables of the problem which are spatially dimensionless (e.g., t and k ). The same holds for p , while (pv) depends only on v 1 , v 2 , p 1 , p 2 , and spatially dimensionless variables.
The following proposition will be used to show that the above assumptions constrain q to be a convex linear combination of q 1 and q 2 , when q = p or v. Q(q 1 ; q 2 ) = q 2 + Q(q 1 ? q 2 ; 0) = q 2 + jq 1 ? q 2 jQ(sgn(q 1 ? q 2 ); 0) : (9) Thus Q is uniquely determined by the two numbers Q( 1; 0). Di erentiating (9) in the two regions q 1 > q 2 and q 1 < q 2 we obtain @Q=@q 1 = Q(1; 0) and @Q=@q 1 = ?Q(?1; 0), respectively. Enforcing smoothness of Q on the common boundary q 1 = q 2 of these two regions, we obtain ?Q(?1; 0) = Q(1; 0), and therefore Q(q 1 ; q 2 ) = q 2 + (q 1 ? q 2 )Q(1; 0) : (10) It follows that Q is a linear combination of q 1 and q 2 , and the coe cients 
For the interface pressure, smoothness and nonnegativity of p are assumptions 2 and 3, respectively. Scale invariance again follows from dimensional reasoning. In the incompressible limit, the microphysical equations are invariant under an arbitrary translation of both pressure elds. Carried through the averaging, this translation amounts to an identical translation of p , so that p admits the property of translation invariance as de ned in Prop. 1. For compressible uids, this symmetry is only approximate, and its use requires further justi cation.
The transformation that adds an arbitrary constant P o to each pressure leaves the form of the compressible Euler equations unchanged if P o is simultaneously subtracted from the energy density within each material. However, this transformation modi es the EOS of each material, and is thus not a symmetry of the compressible Euler equations. To illustrate this point, consider a sti ened polytropic gas (14) A model for p of the form of Eq. (13) has been demonstrated to give nearly perfect agreement with two-dimensional RT simulation data over a broad range of compressibilities and density ratios 1;19 . We therefore propose that Eq. (13) be applied to the fully compressible case, with the understanding that this hypothesis does not follow from the present modeling assumptions. These two expressions together imply Eqs. (15) and (16) .
In the application of Prop. 2 to the model for (pv) , we again assume weakly compressible mixing. Therefore, q = p and r = v, with Q and R
given by the models (13) and (11) 
where the coe cients 
3 Solution of the Incompressible Continuity Equations
The constitutive law for v contains information describing the microscopic kinematic constraints between the two phases not contained in the averaged continuity equations. In the incompressible limit, the continuity equations assume the form Let Z k = Z k (t) denote the position of mixing zone edge k, de ned as the location of vanishing k (z; t). Then V k = _ Z k is the velocity of edge k. Here we are considering a mixing layer occupying a planar strip Z 1 < z < Z 2 , with the uid below the strip purely phase 2 (heavy) and above the strip purely phase 1 (light). 
Proof. From Eqs. (19) and (24) we have
The RHS of this expression must give the same v for both k = 1 and k = 2.
A simple calculation shows that this requirement is satis ed unconditionally in the interior of the mixing zone, and it is satis ed at the edges if and only if (25) 2 , and v to the volume fraction pro le, which is directly measurable, and is a statistically stable quantity commonly presented in experimental data analysis of the RT problem 13;14;15 . That this statistically measured quantity can be related to closure relations and can in e ect determine them experimentally indicates that the form of the closure (11) has signi cant physical content. Corollary 1.2. Eq. (5), with the substitution of v k given by (20) , is a scalar hyperbolic conservation law for the evolution of k , with ux term F k (t; k ) = V k k k 0 e ?F k (t; k ) : (26) Remark. The passage from the conservation law
to (4)- (5) for weak solutions requires further study, as the weak solution of the nonconservative equation (4) 
By Eq. (20), v k retains the same sign as V k on 0 k < 1, and is zero at k = 1. Hence, by the assumptions of this theorem, the sum of the rst two terms in (28) Proof. The fact that (30) satis es each of Eqs. (4) and (27) follows directly from the method of characteristics, noting that v = @F k =@ k . The form for v as a function of t and k given above is implied by conservation of mass (5) and is derived from the formulas given in this section. Uniqueness in the class of C 1 solutions to (27) is given in standard treatments of hyperbolic conservation law theory.
Solution of the Incompressible Pressure Equations
In this section, we solve the momentum equations (6) for the pressures p 1 and p 2 in the incompressible limit. The solution is based on the closure theory for p proposed in x2. As in our earlier analysis of the continuity equations, the solution of the pressure (momentum) equations assumes an arbitrarily speci ed motion of the mixing zone boundaries.
By the discussion of x2, we regard k and v k as known functions of z and t so that (6) is a pair of ODEs for p 1 and p 2 , which we now solve explicitly up to quadratures. After some manipulation Eqs. (6) can be written as
It is convenient to introduce the phase k convective derivative D k Dt = @ @t + v k @ @z and use it to write h k in the form
With the notation p = p 2 p 1 and the closure relation (13) (
If Eq. (36) is satis ed, then there is a one-parameter family of solutions to the pressure equations, so that an additional pressure (boundary) condition is needed to close the system. If Eq. (36) is not satis ed, then Eqs. (6) 
Equations (39) and (41) comprise a linear system of equations in p + (Z 2 ) and p ? (Z 1 ). We now show that p 1 (Z 2 ) and p 2 (Z 1 ) are not independent boundary data by evaluating an exact integral of the momentum equations. Summing the two momentum equations (6) Remark. The pressure equations have a unique solution whenever boundary values for p 1 and p 2 are speci ed at the same z. In other words, the degeneracy in the pressure equations, as described in Theorem 3, is a direct consequence of having mixed pressure boundary conditions. The mixed boundary data that we consider in Theorem 3, p 1 (Z 2 ) and p 2 (Z 1 ), are suggested by the geometry of the mixing layer. For example, the solution for the pressures outside the mixing layer are p 1 (z) for z > Z 2 and p 2 (z) for z < Z 1 . By continuity, these functions give precisely the boundary data that are assumed in Theorem 3.
Interface Closure Relations
In this section we propose and analyze a fractional linear form for the mixing coe cients q k in the constitutive law for the interface average q . As in previous theorems we assume that Pressure. The interface pressure is determined by arguments that are analogous to those used for the velocity, except that there does not appear to be a complete closure in the incompressible limit. As above, we have The extra condition needed to assure uniqueness of the pressure di erence p ? results from the problem symmetry for the A = 0 case, namely p ? (z = 0) = 0. coe cients in the equation derived below, will uniquely determine Z k (t), and thus close the system (up to a possible additional pressure boundary condition if case B holds in Theorem 3). For example, in some closures certain forces are set equal to zero (e.g., pressure drag in a single-pressure model), while the coe cients of other forces are adjusted on a phenomenological basis. The equations which we derive below contain no new modeling assumptions.
For the theorem and proof which follow, we use the identity
We also introduce the notation 
where the RHS of this equation is evaluated along the trajectory z = Z k (t).
Remark. Because the closure relation (13) has a general basis of validity (cf. x2), we see that the identity (49) is universal for incompressible two-phase ow, in the sense that it is independent of physics-based, ow regime-speci c, modeling assumptions.
Proof. We rewrite the momentum equations (6) as
Consider the inertial term of the ambient phase at mixing zone edge k. 
Subtracting the k 0 from the k momentum equation (50), recalling (33), evaluating along z = Z k (t), and using (51), we obtain (49).
We now analyze the terms appearing on the RHS of Eq. (49). Recall the labeling conventions that 2 1 and (?1) k Z k > 0. A positive value for the inertial term on the LHS of (49) indicates an outward acceleration. We use the terminology that the frontier portion of heavy uid that determines mixing zone edge 2 is a spike, while on the other side of the mixing zone, the leading structure is a bubble.
First, observe that @ 1 =@z, which is positive near the mixing zone edges, de nes an inverse longitudinal length scale, representing a surface-to-volume ratio for the leading spike or bubble. The terms in Eq. (49) are force densities, and one should therefore multiply by a bubble or spike volume to obtain an expression involving actual forces. Doing so shows that the terms proportional to @ 1 =@z are surface forces, and that all other terms are bulk (volume) forces.
The rst term, ( 2 ? 1 )g, is a buoyant force density, which favors an outward expansion of the mixing layer. The surface force density ? k 0 V 2 k @ 1 =@z is negative, opposing buoyancy, and is thus a conventional form drag. Note that the coe cients on both of these terms are determined a priori to be unity. Any adjustment of these coe cients requires a phenomenological ansatz for the other forces in Eq. (49). Such a procedure should of course preserve the distinction between surface and bulk forces, i.e., one should not model a surface as a bulk force, and vice-versa. The added mass e ect conventionally appears as a correction to the inertial force, but no such term is present in (49). Because added mass is a volume force, this e ect must be accounted for by the only remaining volume force in (49), @(p 1 ?p 2 )=@z. The sign of the added mass term follows the sign of Z k , but there is no basis for drawing a conclusion concerning the sign of @(p 1 ?p 2 )=@z, as this force may include other e ects besides added mass.
The coe cient of every force term in Eq. (49) is completely determined from rst principles, i.e., from averaging the microphysical equations and the p closure relation (13) . Prop. 1. (Inclusion of the single-phase Reynolds stress in the two-phase ow equations would add new terms to Eq. (49), but would not alter any of the existing terms.) Furthermore, there are bulk and surface forces that depend on the pressure di erence p 2 ? p 1 . They are obviously neglected in single-pressure models, which must instead account for their absence by a phenomenological adjustment of the other coe cients, speci cally the ones appearing in the inertial, buoyancy, and form drag terms (see, for example, Refs. 8 and 21).
