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ABSTRACT
We measure and analyse the bispectrum of the final, Data Release 12, galaxy sam-
ple provided by the Baryon Oscillation Spectroscopic Survey, splitting by selection
algorithm into LOWZ and CMASS galaxies. The LOWZ sample contains 361 762
galaxies with an effective redshift of zLOWZ = 0.32, and the CMASS sample 777 202
galaxies with an effective redshift of zCMASS = 0.57. Combining the power spec-
trum, measured relative to the line-of-sight, with the spherically averaged bispec-
trum, we are able to constrain the product of the growth of structure parameter,
f , and the amplitude of dark matter density fluctuations, σ8, along with the geo-
metric Alcock-Paczynski parameters, the product of the Hubble constant and the
comoving sound horizon at the baryon drag epoch, H(z)rs(zd), and the angular
distance parameter divided by the sound horizon, DA(z)/rs(zd). After combining
pre-reconstruction RSD analyses of the power spectrum monopole, quadrupole and
bispectrum monopole; with post-reconstruction analysis of the BAO power spec-
trum monopole and quadrupole, we find f(zLOWZ)σ8(zLOWZ) = 0.427 ± 0.056,
DA(zLOWZ)/rs(zd) = 6.60± 0.13, H(zLOWZ)rs(zd) = (11.55± 0.38)103 kms−1 for the
LOWZ sample, and f(zCMASS)σ8(zCMASS) = 0.426 ± 0.029, DA(zCMASS)/rs(zd) =
9.39± 0.10, H(zCMASS)rs(zd) = (14.02± 0.22)103 kms−1 for the CMASS sample. We
find general agreement with previous BOSS DR11 and DR12 measurements. Com-
bining our dataset with Planck15 we perform a null test of General Relativity (GR)
through the γ-parametrisation finding γ = 0.733+0.068−0.069, which is ∼ 2.7σ away from the
GR predictions.
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1 INTRODUCTION
The projected distribution of galaxies on large scales is a
key observable for understanding the matter and energy
content of the Universe, as well as for explaining the laws
of gravity at scales ≥ 100 Mpc. Cosmic Microwave Back-
ground (CMB) observations suggest that the primordial
density fluctuations follow a Gaussian random field. Con-
sequently, the 2-point correlation function and its Fourier
counterpart, the power spectrum, are used to characterise
the spacial distribution of galaxies that grow from these fluc-
tuations. From a galaxy survey, correlation function mea-
surements are usually based on the pair-counting methodol-
ogy of Landy & Szalay (1993), while power spectrum mea-
surements use the methodology introduced by Feldman et al.
(1994), and recently extended to measure moments around
the line-of-sight, making the pairwise plane-parallel assump-
tion (Bianchi et al. 2015; Scoccimarro 2015). The detection
of the baryon signature in the clustering from the 2dFGRS
(Percival et al. 2001; Cole et al. 2005) and SDSS (Eisenstein
et al. 2005) surveys provided the impetus to consider using
the projected position of the Baryon Acoustic Oscillations
(BAO) from these 2-point measurements to extract geomet-
rical information. The large-scale and sharpness of the BAO
features means that measurements are robust to galaxy bias,
the relationship between the galaxies and the matter field
(Groth & Peebles 1977; Peacock & Heavens 1985; Bardeen
et al. 1986; Fry 1986; Fry & Gaztanaga 1993; Fry 1994).
Information about the growth of structure comes from the
Redshift Space Distortions (RSD) (Kaiser 1987; Hamilton
1992), which alter the clustering signal along the line of
sight.
The evolution of gravitational instabilities amplifies the
initial perturbations and generates a non-Gaussian signal
in the distribution of galaxies. Therefore, in order to fully
extract the information contained in the galaxy field, we
need to additionally measure statistics of higher order than
the power spectrum. The 3-point correlation function, and
its Fourier counter part, the bispectrum, add significant ad-
ditional information to state-of-art analyses based on the
2-point correlation function and power spectrum.
Historically, the first measurements of the 3-point cor-
relation function (3PCF) and bispectrum of an observed
galaxy sample were performed by Peebles & Groth (1975);
Groth & Peebles (1977) and Fry & Seldner (1982); followed
by its cosmological interpretation performed by Fry (1984)
who, using cosmological perturbation theory showed how the
bispectrum shape and amplitude were affected by galaxy
bias. At that time the effects that galaxy bias and RSD
have on the galaxy bispectrum signal were still not well un-
derstood. It was not until the late 1990s when perturba-
tive models were developed (Matarrese et al. 1997; Scocci-
marro et al. 1998; Heavens et al. 1998; Verde et al. 1998;
Scoccimarro et al. 1999; Scoccimarro 2000) that enabled the
galaxy bispectrum to be used for accurate cosmological pre-
dictions. At the beginning of 2000s, many 3PCF and bispec-
trum analyses benefited from these works and the creation of
large galaxy redshift surveys (2df Galaxy Redshift Survey:
Verde et al. 2002, IRAS redshift catalogue: Scoccimarro et al.
2001, PSCz galaxy redshift survey: Feldman et al. 2001).
The progress in the creation of galaxy surveys, and the de-
velopment of theoretical models and analyses methods has
continued, with recent measurements and interpretations in-
cluding: 3PCF of WiggleZ (Mar´ın et al. 2013); bispectrum
and 3PCF of DR11 CMASS BOSS (Gil-Mar´ın et al. 2015a,b;
Guo et al. 2015) and 3PCF of DR12 CMASS BOSS (Slepian
et al. 2015, 2016).
In addition to analyses designed to measure the stan-
dard RSD and bias signal, the bispectrum and the 3-point
correlation function have been proposed as key statistics to
measure potential deviations from GR (Borisov & Jain 2009;
Bernardeau & Brax 2011; Gil-Mar´ın et al. 2011; Bartolo
et al. 2013; Bellini et al. 2015; Sabiu et al. 2016) and to put
constrains on the strength of the primordial non-Gaussian
signal, for example through fNL (Gangui et al. 1994; Fry &
Scherrer 1994; Verde et al. 2000; Scoccimarro et al. 2004;
Sefusatti & Komatsu 2007; Sefusatti 2009; Sefusatti et al.
2010, 2012; Scoccimarro et al. 2012; Tellarini et al. 2015,
2016; Welling et al. 2016). Although such phenomena also
have an impact on the other statistics, the bispectrum is
especially sensitive to modifications of GR and primordial
non-Gaussian features, as it is essentially a non-linear quan-
tity, even at large scales.
In previous papers (Gil-Mar´ın et al. 2015a,b), we com-
puted the angle-averaged bispectrum of the DR11 CMASS
BOSS galaxies and analysed it, in combination with the
power spectrum monopole, to measure the galaxy bias and
constrain the growth of structure. In this paper, we apply a
new measurement pipeline to the data from the final Data
Release 12, improving the analysis and reducing the sys-
tematics and statistical errors of the measured cosmological
parameters. The differences between the DR11 and DR12
samples are small, and the main difference between the pre-
vious and the present results are due to the new analysis
procedure. Here, we list the main points we have improved:
• We include bispectrum measurements based on more
triangular shapes. In the DR11 analysis we only included
triangles with k1/k2 = 1, 2, whereas now all the triangular
shapes are included. By using all the shapes we gain statis-
tical signal.
• We perform the analysis using a full-covariance of the
power spectrum and bispectrum. In the DR11 analysis only
the diagonal terms of the covariance were used and the error-
bars of the parameters were inferred from the dispersion of
similar measurements recovered from mock catalogues. In
this paper we use 2048 galaxy mocks to estimate the full
covariance of the bispectrum and power spectrum measure-
ments, and hence the error-bars of all measured parameters.
• We combine the bispectrum with the power spectrum
monopole and quadrupole. This allows us to constrain fσ8,
and also to break the degeneracy between f and σ8, esti-
mating these two parameters separately.
• We allow for Alcock-Paczynski geometrical distortions
in the analysis. This allows us to constrain not only f , and
σ8, but also DA and H(z).
• We measure the signal in both LOWZ and CMASS sam-
ples. Therefore we provide measurements of the clustering
in two redshift bins.
Among these changes the more relevant ones are the inclu-
sion of all triangular shapes above a certain scale and the full
fit to the monopole and quadrupole power spectrum along
with the bispectrum monopole.
The paper is organised as follow. In §2 we briefly present
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the data and mocks used for the analysis. In §3 we describe
the algorithm used for measuring the bispectrum in both
data and mocks. In §4 we present the measurements of the
bispectrum. In §5 we describe the modelling used for extract-
ing cosmological information from the measured quantities.
In §6 we display the covariance matrices used for the anal-
ysis. In §7 we present the systematic tests performed using
the galaxy mocks and N -body simulations. In §8 we present
the final results and compare them with results from other
works. Additionally, we also show the outcome of combin-
ing the results from this paper with complementary analyses
based on the same dataset. Finally in §9 we present the con-
clusion of this work.
2 DATA AND MOCKS
2.1 The SDSS III BOSS data
As part of the Sloan Digital Sky Survey III (Eisenstein
et al. 2011) the Baryon Oscillation Spectroscopic Survey
(BOSS) (Dawson et al. 2013) measured spectroscopic red-
shifts (Bolton et al. 2012; Smee et al. 2013) for more than
1 million galaxies and over 200 000 quasars. The galaxies
were selected from multi-colour SDSS imaging (Fukugita
et al. 1996; Gunn et al. 1998; Smith et al. 2002; Gunn et al.
2006; Doi et al. 2010) focussing on the redshift range of
0.15 ≤ z ≤ 0.70. The galaxy survey used two primary tar-
get algorithms, selecting samples called LOWZ, with 361 762
galaxies in the final data release DR12 (Alam et al. 2015a)
between 0.15 ≤ z ≤ 0.43 and CMASS, with 777 202 galax-
ies in DR12 between 0.43 ≤ z ≤ 0.70. The full targeting
algorithms used and the galaxy and random catalogues are
presented in Reid et al. (2016). The samples jointly cover a
cosmic volume corresponding to Veff = 7.4 Gpc
3 (for a fidu-
cial value of h = 0.677 assumed), with a number density of
galaxies that ensures that the shot noise does not dominate
at BAO scales at all redshifts.
In order to correct for observational artefacts in the cat-
alogues, the CMASS and LOWZ galaxy samples include a
set of weights designed to counteract the effects of redshift
failure wrf , fibre collision wfc, and target density variations
wsys (CMASS only) combing variations in seeing and stellar
density (Ross et al. 2012; Anderson et al. 2014; Reid et al.
2016). Hence, each observed galaxy contributes to our esti-
mate of the underlying true galaxy density field by
wc ≡ wsys(wrf + wfc − 1). (1)
The redshift failure weights account for galaxies that have
been observed, but whose redshifts have not been measured:
nearby galaxies, which are approximated as being “equiva-
lent” in terms of properties, are up-weighted to remove any
bias in the resulting field. The fibre collision weight similarly
corrects for galaxies that could not be observed as there was
another target within 62′′, a physical limitation of the spec-
trograph (see Ross et al. (2012) for details). The systematic
weight accounts for fluctuations in the target density caused
by changes in the imaging observational efficiency. This ef-
fect is only corrected in the CMASS sample, which relies on
deeper imaging data; such a weight is not required for the
brighter LOWZ sample (Tojeiro et al. 2014).
Additionally, we adopt the standard weight to the over-
density (i.e. to both galaxies and randoms) to optimise mea-
surements across regions of high and low density, wFKP(r) =
1/[1 + n(r)P0], where n is the mean number density of
galaxies and P0 is the amplitude of the galaxy power spec-
trum at the scale where the error is minimised. We assume
P0 = 10
4 h−3 Mpc3, which corresponds to the amplitude of
the power spectrum at scales k ∼ 0.10hMpc−1 (Reid et al.
2016).
2.2 The mock survey catalogues
Mock catalogs are a fundamental component of a modern
cosmological analysis of galaxy survey data. They are used to
test the modelling of the large-scale structure and they help
to uncover and quantify potential systematic errors induced
by potentially incomplete or imperfect modelling. Most of
the relevant large-scale physics is captured by approximate
methods such as second-order Lagrangian perturbation the-
ory (2LPT) (Scoccimarro & Sheth 2002; Manera et al. 2013),
or augmented Lagrangian perturbation theory (ALPT) (Ki-
taura & Heß 2013), so we do not necessarily need to base
mock catalogues on full N -body cosmological simulations;
small numbers of N -body simulations can instead be used
to calibrate a more efficient scheme.
In this paper we use 2048 realisations of the MultiDark-
Patchy BOSS DR12 mocks1 (hereafter MD-Patchy mocks)
(Kitaura et al. 2016) for computing the covariance matri-
ces and testing the potential systematics of the modelling
used. These mocks incorporate observational effects includ-
ing the survey selection window, veto mask and fibre colli-
sions. Since the covariance matrix is estimated from a set
of mocks, its inverse is biased due to the limited number of
realisations. We account this effect by applying the correc-
tion proposed by Hartlap et al. (2007). Details on how the
MD-Patchy mocks are produced can be found in Kitaura
et al. (2016). The underling cosmology for these mocks has
been chosen to be ΩMD−Patchy = (ΩΛ, Ωm, Ωb, σ8, h, ns) =
(0.692885, 0.307115, 0.048, 0.8288, 0.6777, 0.96), being very
close to the best-fitting values of the last release of Planck15
(Planck Collaboration et al. 2016). For this cosmological
model, the sound horizon at drag redshift is rs(zd) =
147.66 Mpc.
Additionally, we also use the set of 1000 realisations of
Quick-Particle-Mesh mocks (hereafter qpm) (White et al.
2014) to test the potential systematics introduced by the
collided galaxies in the bispectrum signal (Appendix B).
As for MD-Patchy mocks, qpm mocks incorporate ob-
servational effects including the survey selection window,
veto mask and fibre collisions. The qpm mocks are based
on low-resolution particle mesh simulations that accurately
reproduce the large-scale dark matter density field, in
combination with the halo occupation distribution tech-
nique (HOD) to populate the resolved haloes with galax-
ies. For the qpm mocks, the snapshots are at the effec-
tive redshift of, zeff = 0.55 for CMASS and zeff = 0.40
for LOWZ. The underling cosmology for these mocks has
been chosen to be Ωqpm = (ΩΛ, Ωm, Ωb, σ8, h, ns) =
(0.71, 0.29, 0.0458, 0.80, 0.7, 0.97). For this cosmological
model the sound horizon at drag redshift is rs(zd) =
147.13 Mpc. As we reported in Gil-Mar´ın et al. (2016a), qpm
1 http://data.sdss3.org/datamodel/index-files.html
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mocks do not represent sufficiently accurately the effect of
redshift space distortions on the power spectrum multipoles,
and we consequently do not use them to test theoretical
models. However, the fibre collision effects are more realistic
than in the MD-Patchy mocks, which underestimate their
effect in the CMASS sample (see the discussion in appendix
B of Gil-Mar´ın et al. 2016a). Therefore, we use qpm mocks
instead of MD-Patchy mocks to test the effects of this.
We also analyse the 20 catalogues of dark matter haloes,
each drawn from an N -body simulation, that were used in
previous works (White et al. 2011; Reid & White 2011) to
test the validity of the bispectrum theoretical model (Gil-
Mar´ın et al. 2014, 2015a). These catalogues do not incorpo-
rate any survey selection function nor any observational ef-
fect. In contrast to the galaxy mocks they are drawn from full
N -body simulations, and are therefore expected to repro-
duce more realistically the expected bispectrum signal in real
and redshift space for dark matter and for halos. Along with
the MD-patchy mocks, we use these simulations to test the
validity of the theoretical model in §7. Full details on these
catalogues can be found in section 3.2 of Gil-Mar´ın et al.
(2014). To summarise, each set of haloes was drawn from
a periodic-box simulation with side length 1.5 Gpch−1 and
particle mass mp = 7.6× 1010 Mh−1. The halo catalogues
are generated by the Friends of Friends algorithm (Davis
et al. 1985) with a linking length of 0.168 times the mean
inter-particle spacing. The underling cosmology for the N -
body haloes is ΩN−bodyHaloes = (ΩΛ, Ωm, Ωb, σ8, h, ns) =
(0.726, 0.274, 0.0457, 0.80, 0.7, 0.95).
2.3 Fiducial Cosmology
In order to compress the information from a galaxy survey
into a usable form, we work in comoving space, and trans-
form the observed angular separations and redshifts into
comoving coordinates, which is a model dependent trans-
formation. Therefore we need to assume a priori a cosmo-
logical model, which we call the fiducial model. For a flat
ΛCDM cosmology, this corresponds to specifying a value for
the matter density of the Universe, Ωm. The modelling of
the power spectrum and bispectrum used in this paper take
into account that a fiducial cosmology was used to make
this transformation. In particular, if the fiducial model does
not match that to be compared with the data, we would ex-
pect to see a geometrical stretching of the intrinsic clustering
predicted by the model, corresponding to Alcock-Paczynski
dilations (see §5.3 for further explanation). On the other
hand, in our analysis the covariance is computed at a fixed
cosmology. However, as long as we do not explore models
very disfavoured from the data, the choice of cosmology for
the covariance is expected to have a negligible impact (White
& Padmanabhan 2015).
We have opted to analyse both mocks and data us-
ing the same cosmological model. The fiducial value as-
sumed for this is Ωfidm = 0.31, which is in agreement
with the last Planck15 release (Planck Collaboration et al.
2016). As a consequence we will analyse the mocks us-
ing a value of Ωm that is different than their true val-
ues. As discussed above, this will introduce an extra ge-
ometrical distortion, which will be accounted for by the
Alcock-Paczynski (AP) scaling relations presented in §5.3.
The rest of the cosmological parameters in the fiducial
cosmology are Ωfid ≡ (ΩfidΛ , Ωfidm , Ωfidb , σfid8 , hfid, nfids ) =
(0.69, 0.31, 0.049, 0.8475, 0.6711, 0.9624). For this cosmol-
ogy the sound horizon at drag redshift is rs(zd) =
148.11 Mpc.
3 COMPUTING THE BISPECTRUM
We start from the weighted field of density fluctuations, as
used for previous measurements of the power spectrum and
bispectrum (Feldman et al. 1994),
Fλ(r) =
wFKP(r)
I
1/2
λ
[wc(r)n(r)− αns(r)] , (2)
where n and ns are, respectively, the observed number den-
sity of galaxies and the number density of objects in a syn-
thetic catalogue. In the synthetic catalog, objects represent a
Poisson sampled distribution of points with the same survey
mask and radial selection function as the galaxies, but with
no other cosmological correlation. The functions wFKP and
wc were defined in §2. The factor α is the ratio between
weighted number of observed galaxies over the weighted
number of objects in the synthetic catalogues. The factor
Iλ normalises the amplitude of the observed power in ac-
cordance with its definition in a galaxy distribution with no
survey selection,
Iλ ≡
∫
d3rwλFKP〈nwc〉λ(r), (3)
where λ = 2 for the power spectrum and λ = 3 for the
bispectrum, which ensures the correct normalisation for each
statistic. The power spectrum monopole and quadrupole are
estimated as described in Gil-Mar´ın et al. (2016a,b); Bianchi
et al. (2015), which account for the effect of a varying line-
of-sight in the quadrupole.
We have developed a new bispectrum measurement
pipeline, which is significantly faster than that used in Gil-
Mar´ın et al. (2015a), based on the estimator described in
Sefusatti (2005); Baldauf et al. (2015). Here, we present a
brief description for completeness. In this paper we focus
on measuring the isotropic component of the bispectrum
(i.e. the monopole). An extension of this estimator based
the Yamamoto estimator (Yamamoto et al. 2006) for the
quadrupole of the bispectrum would be possible (see Scocci-
marro 2015), although for simplicity (especially on the mod-
elling) we do not consider this quantity here.
The bispectrum estimator is defined as the angle-
average of closed triangles defined by the k-modes,
k1, k2, k3,
〈F3(k1)F3(k2)F3(k3)〉 = k
3
f
V123
∫
S1
dq1 F3(q1)
×
∫
S2
dq2 F3(q2)
∫
S3
dq3 F3(q3)δ
D(q1 + q2 + q3),
(4)
where, F3(q) is the Fourier transform of Eq. 2 with λ = 3,
kf is the fundamental frequency, kf = 2pi/Lbox, Lbox the
size of the box in which the galaxies are embedded and V123
is the number of fundamental triangles,
V123 ≡
∫
S1
dq1
∫
S2
dq2
∫
S3
dq3 δ
D(q1 + q2 + q3), (5)
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inside the shell defined by S1, S2 and S3, where Si ≡
S(ki|∆k) is the k-region contained by ki − ∆k/2 ≤ k ≤
ki + ∆k/2, given a k-bin, ∆k. δ
D is the Dirac delta distri-
bution that ensures the condition of only including closed
triangles.
Writing the Dirac delta as the exponential expression
δD(x) ≡ ∫ dy eix·y, we can re-write Eq. 4 as a separate prod-
uct of Fourier Transforms,
〈F3(k1)F3(k2)F3(k3)〉 = k
3
f
V123
∫
d3rDS1(r)DS2(r)DS3(r)
(6)
where,
DSj (r) ≡
∫
Sj
dqj F3(qj)e
iqj ·r. (7)
Without any lost of generality we propose k1 ≤ k2 ≤ k3. The
total number of non-equivalent triangular configurations is
∼ N3b /2, where Nb is the number of bins considered be-
tween the fundamental frequency, kf , and the Nyquist fre-
quency, kNy ≡ N1/3grid/2kf . Here, Ngrid is the total number
of cartesian grid-cells chosen for performing the FT (Fourier
Transform). In the computation of Eq. 6, the bispectrum of
a triplet {k1, k2, k3}, requires only 3 FT and most triplets
share one or two ki-vectors, which means that they share
as well the output of the FT of the shared vectors. Conse-
quently, the estimator of Eq. 6 is much faster than the naive
implementation of Eq. 4, used in Gil-Mar´ın et al. (2015a).
As the implementation of the power spectrum and bis-
pectrum estimators is based on FTs, we are required to
determine Fλ(r) (Eq. 2) on a cartesian grid, that serves
as an input for the FTs. We use a random catalogue of
number density of n¯s(r) = α
−1n¯(r) with α−1 ' 50. We
place the LOWZ and CMASS galaxy and random samples
on Ngrid = 512
3 grids, of box side Lb = 2300h
−1Mpc
for the LOWZ sample, yielding to a kNy = 0.70hMpc
−1,
and Lb = 3500h
−1Mpc to fit the CMASS sample, yield-
ing to kNy = 0.46hMpc
−1. This corresponds to a grid-
cell resolution of 3.42h−1Mpc for the CMASS sample and
2.25h−1Mpc for the LOWZ sample. The fundamental fre-
quencies are therefore kf = 1.795 · 10−3 hMpc−1 and kf =
2.732 · 10−3 hMpc−1 for the CMASS and LOWZ samples,
respectively. We have checked that for k ≤ 1/2kNy, dou-
bling the number of grid-cells per side, from 512 to 1024,
produces a negligible change in the bispectrum, 1%. This
result indicates that using 5123 grid-cells provides sufficient
resolution at the scales of interest. We apply the Cloud-in-
Cells scheme (CiC) to associate galaxies to grid-cells and we
apply the corresponding grid-deconvolution correction once
the FT is performed (Jing 2005). We measure the power
spectrum monopole and quadrupole modes using a logarith-
mic bin, as described in Gil-Mar´ın et al. (2016a). For the
bispectrum we opt to bin in k-shells of 6kf . By doing this
we limit the total number of fundamental triangles to be 825,
up to kNy/2. By reducing the size of the k-shells we would
obtain more triangle shapes and potentially winning more
signal (for instance, choosing a k-shells of 3kf , we would ob-
tain 6391 fundamental triangles). However, we want to keep
the total number of bins significantly smaller than the to-
tal number of mocks (2048 realisations), so the covariance
matrices estimated from the mocks are reliable.
We limit the range of large scales as follows: for the
power spectrum monopole and quadrupole we discard modes
with k < 0.02hMpc−1 and k < 0.04hMpc−1, respectively.
This reduces the impact of the large scale systematic weights
on the analysis as described in appendix B of Gil-Mar´ın et al.
(2016a). In short, by discarding the large scale modes, we
reduce the potential inaccuracies of the large scale system-
atic corrections to be less than 5% of the signal. For the
isotropic bispectrum signal we discard those triangles with
at least one k-vector k ≤ 0.03hMpc−1. As described in Gil-
Mar´ın et al. (2015a), the survey window geometry used in
the analysis is not able to account for those shapes, in the
sense that the actual effect of the window function selection
is not well described by this approach. Although it would
be possible to generalise the window survey treatment to in-
corporate those large scales triangles, we would also have to
account for other artefacts, such as the impact of the large
scale systematic weights on those triangles, expected to be
larger than for the power spectrum, which is a difficult task
that goes beyond the scope of this paper (see Appendix A
for further details).
The larger the maximum ki included in the cosmolog-
ical analysis, the more triangles are used and therefore the
smaller the statistical errors of the estimated parameters.
However, small scales are poorly modelled in comparison to
large scales because of dark matter non-linearities; and the
effect of shot noise starts to be dominant. Because of this,
we expect the systematic errors on the modelling to grow
as the minimum scale decreases. Therefore, we empirically
find a compromise between these two effects such that the
systematic offset induced by the poorly modelled non-linear
behaviour is smaller than the statistical error. To do so, we
analyse the galaxy mocks and full N -body halo catalogues at
different minimum scales and check that the best-fitting pa-
rameters of interest does not change significantly (compared
to the statistical errors) as a function of this minimum scale.
This is described in detail in §7.
4 THE POWER SPECTRUM AND
BISPECTRUM MEASUREMENTS
The top panel of Fig. 1 shows the measured power spectrum
monopole (blue squares), and quadrupole (red circles), while
the top-panel of Fig. 2 shows the bispectrum monopole (all
symbols). For both the power spectrum and bispectrum we
have combined the NGC (Northern Galactic Cap) and SGC
(Southern Galactic Cap) by weighting each statistic by the
fraction of their effective area,
P = (PNGCANGC + PSGCASGC)/(ANGC +ASGC) (8)
where P represent the statistic (power spectrum monopole,
quadrupole or bispectrum) and ANGC and ASGC the effective
areas of NGC and SGC, respectively. The values for these
areas are ALOWZNGC = 5836 deg
2, ALOWZSGC = 2501 deg
2 for the
LOWZ sample and ACMASSNGC = 6851 deg
2 and ACMASSSGC =
2525 deg2 for the CMASS sample.
Although 3D plots of the bispectrum are possible, we
have adopted a simple approach where we order the binned
bispectrum in k1, k2 and k3. The first value plotted corre-
sponds to an equilateral triangle of side N0∆k, where ∆k is
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the bin-size used (in this case ∆k = 6kf ) and N0 is an in-
teger corresponding to the first bin-size considered (in this
case N0 = 2 for LOWZ and N0 = 3 for CMASS because
the triangles with ki ≤ 0.03hMpc−1 are not considered).
We then plot the bispectrum for triangular bins where we
sequentially loop through all possible sets of values of k1, k2
and k3, with k3 in the inner most loop, and k1 in the outer
most increasing loop, where the loops go from N0∆k to the
maximum value considered, either kNy/2, a truncation scale
set by our constraints k1 ≤ k2 ≤ k3 and ki < k1 + k2, or the
maximum k-value considered. For the bispectrum displayed
in Fig. 2, the data points have been coloured according to
the type of triangular shape they represent. Equilateral tri-
angles are displayed by red squares, isosceles by blue circles
and scalene by green triangles.
The power spectrum data cover 0.02hMpc−1 ≤ k ≤
0.18hMpc−1 for the LOWZ monopole and 0.04hMpc−1 ≤
k ≤ 0.18hMpc−1 for the LOWZ quadrupole; and
0.02hMpc−1 ≤ k ≤ 0.22hMpc−1 for the CMASS monopole
and 0.04hMpc−1 ≤ k ≤ 0.22hMpc−1 for the CMASS
quadrupole. In §7 we will discuss how we select the max-
imum k-value used. In a similar way, the bispectrum of
Fig. 2 represent triangles whose k-vectors are contained by
0.03hMpc−1 ≤ k ≤ 0.18hMpc−1 for LOWZ sample and
0.03hMpc−1 ≤ k ≤ 0.22hMpc−1 for the CMASS sample.
In total, for the LOWZ sample we have 160 bins, whereas
for the CMASS sample 707.
The black solid lines in the upper panels of Fig. 1 and 2
show the best-fitting model for the appropriate power spec-
trum and bispectrum moments. The details about the mod-
els are presented in §5, and the way the fit has been per-
formed is described in §6, and the best-fitting parameters are
reported in Table 3. The middle and bottom panels demon-
strate how well the best-fitting theoretical model describes
the data. In the middle panel the ratio between the data
points and the model is presented, whereas in the bottom
panel the difference between the data and the model di-
vided by the diagonal component of the covariance matrix
is displayed. In the bottom panel the 2σ deviation (95.4%
confidence level) is shown in black dashed lines.
5 MODELLING THE BISPECTRUM
In this section we introduce the model used to describe the
power spectrum and bispectrum measurements presented in
§4. The same model has been used in previous works (Gil-
Mar´ın et al. 2015a, 2016a), so here we only present a brief
description. The model is based in the following 4 steps:
§5.1 the galaxy bias model, §5.2 the dark matter clustering
and the redshift space distortions model, §5.3 the Alcock-
Paczynski effect, §5.4 the modelling of the survey window
mask.
5.1 The Bias Model
We assume an Eulerian non-linear and non-local bias model,
as proposed by McDonald & Roy (2009) and used in previ-
ous analysis of the power spectrum and bispectrum of BOSS
data (Beutler et al. 2014; Gil-Mar´ın et al. 2015a, 2016a). The
non-local bias model proposed in McDonald & Roy (2009)
depends on 4 bias parameters: the linear bias parameter b1,
the non-linear bias parameter b2 and the non-local bias pa-
rameters bs2 and b3nl. Here we constrain the values of the
non-local bias parameters by assuming that the bias model
is local in Lagrangian space. This allows us to set the val-
ues of bs2 and b3nl as functions of b1 (Baldauf et al. 2012;
Chan et al. 2012; Saito et al. 2014), bs2 = −4/7(b1 − 1) and
b3nl = 32/315(b1 − 1), meaning that only two bias parame-
ters need to be fitted. This approach has been validated by
N -body simulations and has been shown to provide consis-
tent results between the bias parameter obtained from the
power spectrum and bispectrum (see section 5.5.1 and fig.
15 of Gil-Mar´ın et al. 2015a for a further details).
5.2 Redshift Space Distortions
We describe the effects of redshift space distortions on the
power spectrum as in the model presented in Taruya et al.
(2010); Nishimichi & Taruya (2011) (hereafter TNS model),
which has been used in previous analysis of the power spec-
trum multipoles of BOSS dataset (Beutler et al. 2014; Gil-
Mar´ın et al. 2015a, 2016a). The TNS model provides a de-
scription of redshift space quantities in terms of real space
quantities: the density and velocity power spectrum com-
ponents of the matter power spectrum. For this work we
assume that there is no velocity bias on the scales of inter-
est, so that the dark matter and galaxy velocity fields are the
same. The non-linear real space components used in this pa-
per are as presented in Gil-Mar´ın et al. (2016a). In short, the
non-linear matter quantities are obtained using resummed
perturbation theory at 2-loop level as described in Gil-Mar´ın
et al. (2012b) and the necessary linear power spectrum input
is computed using CAMB (Lewis et al. 2000), corresponding
to the fiducial cosmological parameters of §2.3. The Fingers-
of-God (hereafter FoG) are accounted through a one-free
parameter Lorentzian damping function as described in eq.
B.19 of Gil-Mar´ın et al. (2015a), where the free parameter is
referred as σPFoG. Although this factor aims to parametrise
the expected non-linear damping due to the dispersion of
satellite galaxies inside the host haloes, in practice, we treat
this parameter as an effective free parameter that encodes
our poor understanding of the non-linear component of RSD.
Modelling the bispectrum, both in real and redshift
space, is a more challenging task than modelling the power
spectrum. In this paper we use the same phenomenological
model as our previous analysis of the DR11 BOSS CMASS
data. This model relies on 18 parameters that are calibrated
using dark matter N -body simulations which modify the
SPT kernels FSPT2 and GSPT2 into an effective kernels, Feff2
(Gil-Mar´ın et al. 2012a) and Geff2 (Gil-Mar´ın et al. 2014),
and extend the linear behaviour of the predictions of SPT
up to the weakly non-linear regime (for details concerning
the bispectrum model see §3.6 and appendix C of Gil-Mar´ın
et al. 2015a). As for the power spectrum, we account for FoG
in the bispectrum, through a Lorentzian damping function,
as described in eq. C15 of Gil-Mar´ın et al. (2015a), with one
free parameter, σBFoG, which accounts for the non-linear dis-
persion of galaxies inside the host haloes as well as for the
poor understanding of the non-linear components of RSD.
In this paper we describe the amplitude of the
shot noise, both in the power spectrum and bispectrum,
through a free parameter Anoise, which parametrises the
shot noise deviation with respect to the Poisson predic-
MNRAS 000, 1–34 (2016)
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Figure 1. Power spectrum data: the top sub-panels display the measured LOWZ- (left panel) and CMASS-DR12 (right panel), monopole
(blue symbols) and quadrupole (red circles) power spectra. For both cases, the measurements correspond to a combination of the northern
and southern galaxy caps according to their effective areas as presented in Eq. 8. The error-bars correspond to the dispersion among
2048 realisations of the MD-Patchy mocks. The black solid lines correspond to the best-fitting model, calculated from a full fit to the
power spectrum and bispectrum moments, with parameters as listed in Table 3. The middle sub-panel shows the ratio between the power
spectrum multipole measurements and the best-fitting models. In the bottom sub-panel the difference between the data and the model,
∆P ≡ Pdata − Pmodel, relative to the statistical error of the data, σP , is presented. The black dashed lines represent a 2σ deviation
(95.4%) confidence level. In the middle and bottom sub-panel the quadrupole measurements have been horizontally displaced for clarity.
tion. For the power spectrum this is P noise0 = (1 −
Anoise)P
Poisson
0 and for the bispectrum B
noise
0 (k1, k2, k3) =
(1 − Anoise)BPoisson0 (k1, k2, k3), where PPoisson0 and BPoisson0
are the Poisson prediction for the power spectrum and bis-
pectrum2. For simplicity we still assume that Anoise do not
depend on the scale.
5.3 The Alcock-Paczynski effect
The AP effect (Alcock & Paczynski 1979) leads to observed
distortions in the clustering signal about the line-of-sight,
resulting from converting redshifts into distances using a
different cosmological model than the actual one. By mea-
suring this signal in both isotropic moments and anisotropic
moments about the line-of-sight, we can constrain the Hub-
ble parameter H(z), which is inversely proportional to the
distortion in the radial direction, and the angular diame-
ter distance parameter DA(z), which depends on the angu-
lar distortion. Practically, we assume a fiducial model for
converting redshift into distances, so the AP signal can be
described by dilation scale factors,
α‖(z) ≡ H
fid(z)rfids (zd)
H(z)rs(zd)
, (9)
α⊥(z) ≡ DA(z)r
fid
s (zd)
DfidA (z)rs(zd)
. (10)
Here α‖ and α⊥ are the parallel- and perpendicular-to-the-
line-of-sight dilation scales, respectively; rfids (zd) is the fidu-
cial sound horizon at the baryon drag redshift and Hfid
and DfidA are the fiducial values of the Hubble parame-
ter and the angular diameter distance, respectively. As-
2 For the expression of the Poisson shot noise prediction see eq.
A3 and eq. A10 of Gil-Mar´ın et al. (2015a)
suming the fiducial cosmological model presented in §2.3,
the values for the Hubble parameter and the angular di-
ameter distances are, Hfid(zLOWZ) = 79.49 kms
−1Mpc−1,
DfidA (zLOWZ) = 999.23 Mpc for the LOWZ sample at
zLOWZ = 0.32, and H
fid(zCMASS) = 92.25 kms
−1Mpc−1,
DfidA (zCMASS) = 1398.43 Mpc for the CMASS sample at
zCMASS = 0.57. The value for the fiducial sound horizon dis-
tance is rfids (zd) = 148.11 Mpc. Unlike a BAO-only analyses,
for a RSD analysis Eqs. 9-10 do not match the degeneracy
between recombination BAO position give by rs, and its pro-
jection. However, we opt to keep the rfids (zd)/rs(zd) scaling
as it will be simpler to combine the results from RSD and
BAO analyses in terms of the same variables.
The AP dilation scales relate the observed modes k
to those in a cosmological model to be tested q, which
is assumed to match the underlying Universe: k‖ = α‖q‖,
k⊥ = α⊥q⊥. So, for example, if we project angular modes to
be larger than correct distances (α⊥ < 1), they are observed
on larger scales than in the comoving model (k⊥ < q⊥).
When we express these dilations in terms of the modulus of
the frequency vector, k ≡ |k| and q ≡ |q|, and the cosine of
its angle with respect to the line-of-sight (LOS), µ ≡ kˆ·xˆLOS
and ν ≡ qˆ · xˆLOS (Beutler et al. 2014),
q =
k
α⊥
[
1 + µ2
(
F−2 − 1)]1/2 , (11)
ν =
µ
F
[
1 + µ2
(
F−2 − 1)]−1/2 , (12)
where F ≡ α‖/α⊥. For the power spectrum, the `-multipole
in terms of the observed frame, k, can be related to the
line-of-sight dependent power spectrum in the frame of the
theoretical model, i.e. as a function of q and ν ,
P`(k) =
2`+ 1
2α2⊥α‖
∫ 1
−1
dµL`(µ)P (q, ν). (13)
This formalism can be easily generalised in terms of the
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Figure 2. Bispectrum data: the top sub-panels display the measured LOWZ- (top panel) and CMASS-DR12 (bottom panel) bispectrum
monopole for different triangular shapes: equilateral triangles (red squares), isosceles triangles (blue circles) and scalene triangles (green
triangles), ordered sequentially in k1, k2 and k3 (see text for details of the ordering), and covering 0.03 ≤ ki [hMpc−1] ≤ 0.18 for the
LOWZ sample and 0.03 ≤ ki [hMpc−1] ≤ 0.22 for the CMASS sample. As for the power spectrum, the measurements correspond to a
combination of the northern and southern galactic caps, described by Eq. 8. The displayed error-bars correspond to the dispersion among
2048 realisations of the MD-Patchy mocks. The black solid line represent the best-fitting model using the parameters of Table 3. The
middle and the bottom sub-panel show the deviation of the model respect to the data, as it is shown in Fig. 1 for the power spectrum.
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bispectrum (Song et al. 2015),
B0(k1, k2, k3) =
1
2α2‖α
4
⊥
∫ 1
−1
dµ1
∫ 2pi
0
dϕB(q1, q2, q3, ν1, ν2),
(14)
where ϕ has defined to be µ2 = µ1η12 −√
1− µ21
√
1− η212 cosϕ; with η12 ≡ (k1 · k2)/(k1k2),
the cosine of the angle between k1 and k2. In this case ki
and qi are the actual and the fiducial vectors of the triangle,
respectively; and µi and νi are the actual and fiducial
cosines of the angle of the vector with respect to the LOS,
for each side of the triangle. Analogously to Eq. 11 and 12,
the fiducial and observed components of the triangles are
related as,
qi =
ki
α⊥
[
1 + µ2i (F
−2 − 1)]1/2 , (15)
νi =
µi
F
[
1 + µ2i (F
−2 − 1)]−1/2 . (16)
Additionally, the cosine of the angle between the vectors k1
and k2 is also distorted (because of the distortion of k3) as,
υ12 =
[
η12 + µ1µ2(F
−2 − 1)] [1 + µ21(F−2 − 1)]−1/2
× [1 + µ22(F−2 − 1)]−1/2 . (17)
Note that by construction −1 ≤ η12 ≤ +1, but this is not
necessary true for υ12: the AP distortions can break the
condition of closed triangle. This happens when q3 > q1 +q2.
If this is the case the theoretical bispectrum is predicted to
be 0.
5.4 Survey Geometry
The estimator of the Fourier space statistics presented in
§3 provides a measurement that is affected by the survey
geometry: at intermediate and large scales, the measured
power spectrum and bispectrum are affected by the angular
and radial selection function of the survey. It is important to
account for these effects in the theoretical models in order
to avoid spurious results. For the power spectrum monopole
and quadrupole the method for doing this is fully described
in section 5.4 of Gil-Mar´ın et al. (2016a). In this section we
describe the effects on the bispectrum monopole.
The measured quantity 〈F3(k1)F3(k2)F3(k3)〉 in Eq. 6
is related to the underlying galaxy bispectrum, Bgal(k1, k2),
through (Gil-Mar´ın et al. 2015a),
〈F3(k1)F3(k2)F3(k3)〉 =
∫
d3k′
(2pi)3
d3k′′
(2pi)3
Bgal(k
′,k′′)
× W3(k1 − k′,k2 − k′′) +Bnoise(k1,k2), (18)
where W3 is the window function for the bispectrum defined
in eq. 12 of Gil-Mar´ın et al. (2015a), and Bnoise is the shot
noise of the measurement due to the discreteness of objects
(see eq. A10 of Gil-Mar´ın et al. 2015a for the Poisson predic-
tion). Since performing the double convolution described by
the integral of Eq. 18 is computationally expensive, we work
in the same approximative regime described in Gil-Mar´ın
et al. (2015a). This consists in writing the theoretical bis-
pectrum as Bgal(k1, k2, k3) ∼ P (k1)P (k2)Q(k1, k2, k3)+cyc,
where Q can be any function of the 3 k-vectors. When we
ignore the effects of the window function on Q, the integral
of Eq. 18 is separable, and can be written as a mask inte-
grals of the power spectrum. As a consequence, the integral
of Eq. 18 becomes,
[P ⊗W2](k1)× [P ⊗W2](k2)×Q(k1, k2, k3), (19)
where we have defined,
[P ⊗W2](ki) ≡
∫
d3k′
(2pi)3
P (k′)|W2(ki − k′)|2, (20)
with W2 given by eq. 9 of Gil-Mar´ın et al. (2015a). This
approximation works reasonably well for modes that are
not too close to the size of the survey, i.e. all three sides
of the k-triangle are sufficiently large. The approximation
fails to reproduce accurately the correct bispectrum shape
when (at least) one of the ki is close to the fundamental fre-
quency. In previous works (Gil-Mar´ın et al. 2015a) we tested
effect of the window selection function in the bispectrum. By
using mocks with and without the effect of the survey ge-
ometry we determined that at scales of ki ∼ 0.03hMpc−1
the full deviation caused by the survey geometry in the
measured bispectrum was within 5% percent level, and the
difference between applying the full window and our ap-
proximation is less than 1% in the measured parameters
when the scales used were between kmax = 0.03hMpc
−1
and kmax = 0.15hMpc
−1. In particular, for the survey ge-
ometry of CMASS and LOWZ samples, this limitation only
applies to triangle configurations where the modulus of one
k-vector is much shorter than the other two (k3  k1 ∼ k2,
the so-called squeezed configuration) and the shortest k is
. 0.03hMpc−1. Therefore, we do not include these trian-
gles in our analysis, as we have mentioned at the end of
§4.
6 PARAMETER ESTIMATION
In this section we describe the estimation of the parameters
of interests and their errors. We also present the measure-
ment of the bispectrum on the MD-Patchy and qpm mocks
and how it compares to the actual data.
6.1 Covariance Matrices
We aim to account for the full covariance matrix between
the power spectrum monopole, quadrupole and bispectrum
monopole for both LOWZ and CMASS samples. We measure
each statistic for the 2048 MD-Patchy mock catalogues, us-
ing the same method described for the actual dataset in §4.
Since the total number of bins (including the power spec-
trum monopole, quadrupole and bispectrum) is significantly
fewer than the total number of realisations, we can obtain
a reliable covariance matrix. The full covariance matrix C
consists of 6 sub-covariances that describe the auto correla-
tion terms of the power spectrum multipoles and bispectrum
monopole, and the corresponding cross terms,
C =
P (0) × P (0) P (0) × P (2) P (0) ×B(0)P (2) × P (2) P (2) ×B(0)
B(0) ×B(0)
 . (21)
We correct the inverse covariance matrix C−1 by the bias
produced due to the limited number of realisations (Hartlap
et al. 2007).
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Figure 3. Correlation coefficients for the power spectrum monopole - power spectrum quadrupole - bispectrum monopole from the LOWZ-
DR12 sample (left panels) and from the CMASS-DR12 sample (right panels), extracted from the 2048 realisations of the MD-Patchy
galaxy mocks. The dashed black lines marks the limit between the auto-correlation and the cross-correlation parts of the covariance.
For the LOWZ sample the covariance contains the elements with 0.02 ≤ k [hMpc−1] ≤ 0.18 for the power spectrum monopole, 0.04 ≤
k [hMpc−1] ≤ 0.18 for the power spectrum quadrupole and 0.03 ≤ ki [hMpc−1] ≤ 0.18 for the bispectrum monopole. For the CMASS
sample the covariance contains the elements with 0.02 ≤ k [hMpc−1] ≤ 0.22 for the power spectrum monopole, 0.04 ≤ k [hMpc−1] ≤ 0.22
for the power spectrum quadrupole and 0.03 ≤ ki [hMpc−1] ≤ 0.22 for the bispectrum monopole. Red crosses mark the position of
equilateral bispectra. The ordering of the triangles follows that presented in Fig. 2, and therefore, the bispectra corresponding to the
indices between crosses share the same value of k1.
The panels of Fig. 3 display the correlation coefficients
rij ≡ Cij/[CiiCjj ]1/2 obtained from the MD-Patchy mocks
for the LOWZ and CMASS samples, as labeled. The black
dashed lines separate the correlation coefficient elements cor-
responding to the auto-correlation (sub-panels along the di-
agonal) and to the cross-correlation (sub-panels outside the
diagonal) among power spectrum monopole, quadrupole and
bispectrum monopole. Along the diagonal from the bottom
left to the top right: the power spectrum monopole, the
power spectrum quadrupole and the bispectrum monopole
correlation coefficients3. The red crosses mark the equilat-
eral bispectra indices for clarity. Since the ordering of tri-
angles is the same as described in Fig. 2, the bispectra cor-
responding to the indices between the red crosses share the
same value for k1. We observe that the correlation between
bispectrum elements is high, especially on those triangles
with a close triangular index. These are typically triangles
which share at least k1, in some cases also k2 and with a
close value on k3 (see the index ordering described in §4).
As we compare triangles with a more different triangle in-
dices, the correlation decreases, although some pattern is ob-
served. This is due to a correlation between triangles with
similar shapes but different scales: different triangular in-
dices can contain triangles with similar shape and relatively
close scales as it is the case for the equilaterals triangles.
There is a significant cross-correlation between the bispec-
trum monopole and the power spectrum monopole. This cor-
relation is higher when the k-vectors of the triangle are close
to the k-vector of the power spectrum monopole. On the
other hand, the cross-correlation between the power spec-
3 The correlation coefficient elements corresponding to the power
spectrum monopole and quadrupole are the same as those of fig.
3 of Gil-Mar´ın et al. (2016a)
trum quadrupole and bispectrum monopole is low and very
consistent with 0 for all the shapes and scales studied.
The top sub-panels of Fig. 4 display the diagonal errors
(rms among MD-Patchy mocks realisations) correspond-
ing to the triangle shapes shown in Fig. 2, for the LOWZ
sample (left panel) and CMASS sample (right panel). The
different coloured symbol represent the different triangu-
lar shapes with the same notation that in Fig. 2. We ob-
serve that in both samples for a given scale, the equilat-
eral triangles have a larger statistical error, followed by
the isosceles triangles and scalene. This is certainly the ex-
pected behaviour. Assuming that the Fourier components
are Gaussian-distributed (which should be true at least at
sufficiently large scales) the effective Fourier volume is re-
duced by a symmetry factor of 6 for equilateral, and 2 for
isosceles, respect to the scalene triangles of similar scales
(Scoccimarro et al. 1998; Sefusatti et al. 2006). On average,
the statistical error on the measurement represent about
10% of the signal, σB/B
(0)
data ∼ 0.1, both for the LOWZ
and CMASS sample. It may surprise that the statistical er-
rors are similar for both samples, taking into account that
CMASS has about 3 times the volume of LOWZ. However,
we have to bear in mind that for both samples we have used
a bin corresponding to 6kf . Since the CMASS sample is em-
bedded in a box whose side is ' 1.5 times larger than the
LOWZ sample box, the CMASS kf is also 1.5 smaller for
CMASS respect to LOWZ, and so the binning applied for
the bispectrum, which scales as ∆k3.
The lower sub-panels of Fig. 4 show the ratio between
the diagonal errors extracted from the MD-Patchy mocks
(shown also in the upper sub-panel) and the qpm mocks.
For the CMASS sample the difference in these errors is very
small at large scales and we observe no trend that depends
on triangle shapes. At small scales (k & 0.15hMpc−1), qpm
MNRAS 000, 1–34 (2016)
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Figure 4. Statistical diagonal errors for the measured LOWZ and CMASS bispectrum, as labeled, as a function of the same triangle
index presented in Fig. 2. The top sub-panels show in solid black line the diagonal statistical errors computed from the rms of the 2048
realisations of MD-Patchy mocks, divided by the measured bispectrum from the data. The different coloured symbols on the top of the
black line represent the different triangle shapes with the same colour and symbol notation than in Fig. 2. In the bottom sub-panels the
ratio between the diagonal errors computed from the 1000 realisations of the qpm mocks and the 2048 realisations of the MD-Patchy
mocks is displayed.
mocks predict larger error-bars, which are about 5 − 10%
larger than those predicted by the MD-Patchy mocks. For
the LOWZ sample we observe that qpm mocks predict larger
error-bars than MD-Patchy mocks for all scales and shapes,
which vary between 5 − 10%, independent of shape, and
slightly increasing with the scale. The observed difference
between the bispectrum error of the qpm and MD-Patchy
mocks is probably related to the difference in the cluster-
ing signal of the bispectrum. This is displayed later in §6.3,
in Fig. 5. The error of the bispectrum is related to the 6-
point correlation function4, therefore, differences in the 6-
point correlation clustering signal function between qpm and
MD-Patchy would produce such differences. We have not
checked explicitly the 6-point correlation signal in the qpm
and MD-Patchy, as it would be computationally very chal-
lenging, but given that the bispectrum of these two is already
significantly different, specially for the CMASS sample, it is
likely that the 6-point correlation signal also differs.
6.2 Best-fitting and error estimation
We model the shape of the power spectrum multipoles in
combination with the bispectrum monopole through 9 free
parameters Ψ = {b1, b2, Anoise, σPFoG, σBFoG, f, σ8, α‖, α⊥}.
Among these parameters, b1, b2, Anoise are related to the
way the galaxies populate the haloes; f , σ8, α⊥ and α‖ are
related to the cosmology; and σPFoG, σ
B
FoG are nuisance pa-
rameters of the model. We briefly describe them below.
(i) The galaxy bias model is parametrised through two
free bias parameters, b1 and b2 as described in §5.1. The
non-local bias parameters bs2 and b3nl are set to the values
4 This is strictly true only when the Fourier components are
Gaussian-distributed, which is true at least at large scales.
predicted by the local Lagrangian bias assumption. The de-
viation of the amplitude of the shot noise with respect to
the Poisson prediction, as described in §5.2
(ii) The logarithmic growth factor f(z) ≡
[d logD(z)]/[d log a(z)]; where D(z) is the linear growth
factor and a the scale factor. This parameter can be
predicted for a specific cosmological model when a theory
of gravity is assumed: f ' Ωγm(z) with γ = 0.55 for GR.
In this work we consider f as a free parameter in order to
account for potential deviations from GR.
(iii) The amplitude of primordial dark matter power spec-
trum fluctuations times the growth factor: σ8(z) ≡ D(z)σ80;
where σ80 is the value of σ8 at some fiducial time.
(iv) The AP parameters, α‖ and α⊥ described in §5.3.
(v) The FoG parameters, σPFoG and σ
B
FoG introduced in
§5.2.
The rest of cosmological parameters, including the Hubble
parameter h and the spectral index ns are kept fixed during
the analysis at the fiducial values described in §2.3. There-
fore the results of such analysis could a priori depend on the
fiducial value chosen for this parameters. We quantified in
previous works (Gil-Mar´ın et al. 2015a, 2016a) the impact of
such assumption, assuming that these parameters can oscil-
late ±1σ about the Planck15 measurements. We found that
the shifts in the cosmological parameters of interest was of
order of ∼ 1/5 of the statistical errors (see for example fig.
10 of Gil-Mar´ın et al. 2016a).
We perform the parameter estimation assuming that
the power spectrum and bispectrum are drawn from a mul-
tivariate Gaussian distribution and use,
χ2(Ψ) = [∆D(Ψ)][C˜−1][∆D(Ψ)]t, (22)
where, ∆D(Ψ) is the vector whose elements contain the
difference between the data and the model for the power
spectrum monopole, quadrupole and bispectrum monopole;
and C˜−1 is the estimator of the inverse covariance ma-
trix. By minimising the χ2 function respect to Ψ we obtain
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the best-fitting set of parameters. The errors associated to
each parameter are computed by performing Markov chains
(mcmc-chains) using as a starting point the best-fitting solu-
tion found by the minimisation procedure. We use a simple
Metropolis-Hasting algorithm and we ensure its convergence
performing the Gelman-Rubin convergence test.
We do not opt for fitting the bispectrum and power
spectrum signals separately. Minimising the χ2 function only
based on the bispectrum signal would generate a set of re-
sults in terms of cosmological parameters, f , σ8, H and DA
that would be difficult to combine a posteriori with the re-
sults from the power spectrum only fits, even with the ap-
propriate parameter covariance. One of the reasons is that
the bispectrum signal is not sensitive to the f × σ8 quan-
tity, but a more complex combination of these two variables,
as it can be inferred from the tree-level expansion (see eq.
C19-C26 as well as fig. 4 of Gil-Mar´ın et al. 2015a). Because
of this, we think that the best approach to this problem is
to build a full χ2 function, including both power spectrum
and bispectrum, whose degeneration is dominated by f ×σ8
and the contours for the cosmological parameters of interests
are very close to those drawn from a multivariate Gaussian
distribution, as we will later show in Fig. 9.
6.3 Comparing the mocks and Halo N-body
simulations to the data
In this section we compare the bispectrum signal of the data
with that extracted from the MD-Patchy galaxy and N -
body dark matter halo simulations mocks to check whether
they are realistic representation of the actual data. The top
sub-panels of Fig. 5 displays the bispectrum of the data (red
symbols), of the MD-Patchy mocks (black solid line for the
mean and grey lines for each of the first 100 realisations) and
of the qpm mocks (black dashed line). The left and right
panels correspond to the LOWZ and CMASS sample, re-
spectively. The error-bars of the data, σB , are the rms from
the MD-patchy mocks. In the bottom sub-panel we show
the difference between the bispectrum of the data and the
bispectrum of the mean of the MD-Patchy mocks relative
to σB . At large scales the difference between the data and
the MD-Patchy mocks is well within the 2σ dispersion. As
we move to smaller scales, and consequently to higher values
of the triangle index, the data show a constant offset with
respect to the mean of the MD-Patchy mocks of about
∼ 2σ. We can quantify this deviation by performing a χ2 of
the mean to each realisation and to the data. We obtain that
for LOWZ the combined power spectrum and bispectrum re-
duced χ2 up to kmax = 0.15hMpc
−1 is 1.30 for LOWZ and
1.63 for CMASS. As we move to larger scales the reduced χ2
values approach 1: for e.g. at kmax = 0.12hMpc
−1 we obtain
1.12 for LOWZ and 1.15 for CMASS. These differences can
be due to differences in the bias parameters between mocks
and data. We check in the next section whether we can re-
cover the input cosmological parameters, f , σ8, α‖ and α⊥
from these mocks.
The qpm mocks present a significantly different bispec-
trum than the MD-Patchy mocks for the CMASS sample,
especially at small scales, having a significant lower ampli-
tude. We believe that this strong difference between qpm
and MD-Patchy mocks for the CMASS sample is related
to their different biasing properties. We have found that the
Name Mhmin (Np) b1 b2 n¯× 104
Low-bias N -body 3.80 (50) 1.75 -0.26 6.75
Mid-bias N -body 5.75 (75) 1.90 0.22 4.41
High-bias N -body 8.36 (110) 2.07 0.49 2.90
MD-Patchy (LOWZ) - 2.08 0.43 4.0
MD-Patchy (CMASS) - 1.97 0.29 4.5
Data (LOWZ) - 2.08 0.92 4.0
Data (CMASS) - 2.01 0.68 4.5
Table 1. Biasing properties of N -body haloes, MD-Patchy
mocks and data. N -body dark matter halo catalogues are listed
according to their mass cuts, Mhmin: low-bias, mid-bias and high-
bias. The columns show the bias properties for each of the cat-
alogues. For haloes b1 is estimated from the ratio between the
real space power spectrum and the linear power spectrum at
large scales. For mocks and data b1 is estimated from the best-
fitting model of the power spectrum and bispectrum up to kmax =
0.17hMpc−1. For both N -body haloes, MD Patchy mocks and
data, the quoted values of b2 are estimated from the best-ft of
the power spectrum and bispectrum up to kmax = 0.17hMpc−1.
When estimating the bias parameters the results are degenerate
with σ8, being biσ8 the estimated quantity. We then divide biσ8
by the true value of σ8 in case of mocks and N -body haloes,
and by the fiducial value for the data. The last column shows the
number density of each catalogue in (Mpc/h)−3 units. In the case
of the mocks and data, the n(z) is variable, and we only quote
their maximum value. All masses are in units of [1012Mh−1] and
Mhmin/mp ≡ Np is the minimum number of particles per halo.
best-fitting bias parameters for the MD-Patchy mocks are:
b1 = 1.97 and b2 = 0.29 (as it is later reported in Table 1)
while the qpm mocks have best-fitting values: b1 = 1.90 and
b2 = −0.23; the difference is especially notable for b2, which
flips from being positive for MD-Patchy to be negative for
the qpm mocks. In both cases the displayed bias parameters
are the best-fitting to the mean of the 1000 and 2048 simula-
tions, respectively, at kmax = 0.17hMpc
−1. We do not quote
the error-bar of the fit, as it is several order of magnitude
smaller than the difference we want to stress.
We apply 3 halo mass cuts on the N -body dark mat-
ter haloes at 3.80, 5.75 and 8.36×1012 Mh−1, which select
haloes with more than 50, 75 and 110 particles, respectively.
We name these 3 different haloes catalogues, low-bias, mid-
bias and high-bias, respectively. In all cases the redshift snap-
shot is at z = 0.55. The properties of these halo catalogues
are summarised in Table 1. Note that since these 3 halo cata-
logues rely on the same underlying dark matter distribution
their clustering is correlated. However, the potential rela-
tive change in their best-fitting parameters is mainly cosmic
variance free, and can be used as a test of systematics of the
model. For comparison, Table 1 displays as well the prop-
erties for the MD-Patchy mocks as well as for the data, in
both CMASS and LOWZ samples.
The measurements from the N -body haloes are com-
pared with those from the data in Fig. 6, along with
the CMASS data, and MD-Patchy mocks. The left panel
presents the performance for the power spectrum monopole
and quadrupoles, whereas the right panel for the bispec-
trum, for 3 particular shapes: equilateral (top sub-panel),
isosceles 2k1 = k2 = k3 (middle sub-panel) and scalene
6k1 = 4k2 = 3k3 (bottom sub-panel). The bias parame-
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Figure 5. The top sub-panels display the performance of the bispectrum of the MD-Patchy mocks (black solid line for the mean of
the mocks and grey lines for each of the first 100 mock realisation), the qpm mocks (black dashed line), compared to the data with
the 1σ error-bars extracted from the rms of the MD-patchy mocks (red symbols) as a function of the triangle index (same definition
that in Fig. 2). The bottom sub-panels display the difference between the data and the mean of the MD-Patchy mocks relative to the
error of the data: (Bdata − Bmocks)/σB The left panel display the results for LOWZ and the right panel for CMASS, as labeled. From
the bottom sub-panels we see that, both for LOWZ and CMASS samples, the mocks reproduce well the data at large scales, but as we
explore smaller scales (higher triangle index) there is a systematic offset of order of ∼ 2σ between the data and the mocks, having the
data a higher amplitude.
ters of each of these halo catalogues are later reported in
Table 1. Note that in this case we do not present the bis-
pectrum as a function of the triangle index as we have been
doing so far. The reason is that the triangle-binning for the
halo catalogues is different than that of mocks and data be-
cause the size of the periodic box for the halo catalogues is
substantially smaller. Therefore, we choose to present the
bispectrum as a function of the largest k, for 3 different tri-
angle shapes.
In terms of the power spectrum monopole, we see that
the MD-Patchy mocks perfectly describe the clustering of
the data up to k ' 0.24hMpc−1. The halo catalogue, corre-
sponding to a mass cut of Mmin = 5.75 × 1012Mh−1 (red
lines), also shows an excellent agreement with the power
spectrum monopole up to small scales. The differences on
large scales k ≤ 0.1hMpc−1, are caused by the sky selec-
tion function (which is not accounted in the N -body halo
catalogues, but only in the data and mocks), which has the
effect of reducing power at large scales. The other two N -
body catalogues, low-bias and high-bias. present lower and
higher clustering, respectively, with respect to the data at all
scales. At the level of the power spectrum monopole, both
mid-bias haloes and MD-Patchy mocks shows an excellent
agreement with the data. On the other hand the power spec-
trum quadrupole shows a significantly different behaviour.
In order to create the MD-Patchy mocks, a large dispersion
velocity had to be assigned to low mass objects considered
satellite galaxies (see sections 2.2.4 of Kitaura et al. 2016 for
further details) to match the observed data quadrupole. As
the N -body halo catalogues have no satellite galaxies, they
cannot be expected to account for such an effect, which ex-
plains the difference in the quadrupole signal.
The performance of the bispectrum monopole for the
MD-Patchy mocks, data and mid-halo N -body catalogue
is similar for the isosceles and scalene shapes. However, we
observe substantial difference for the equilateral triangles: at
k ≥ 0.15hMpc−1, where the data is in better agreement with
the bispectrum signal of the high-bias halo catalogue, rather
than with the bispectrum signal of the mid-bias halo cata-
logue, as in the power spectrum monopole. This behaviour is
also observed for the isosceles triangles at k ≥ 0.17hMpc−1.
We see that MD-Patchy mocks are able to describe well the
observed bispectrum from the CMASS sample data. The N -
body mid-bias halo catalogue also presents a good agreement
with the CMASS sample data, except for the equilateral
shapes at small scales, where the data is more in agreement
with the N -body high-bias catalogue.
7 FINDING SYSTEMATIC ERRORS FOR
COSMOLOGICAL PARAMETERS
In this section we quantify the level of systematic errors on
the measured cosmological parameters: f , σ8, α‖ and α⊥,
for a particular range of scales over which the power spec-
trum and bispectrum are modelled. In order to do so, we
assume that the primary source of the systematic error lies
in the mis-match between the theoretical model described
in §5 and the true Universe, and furthermore that the MD-
Patchy mocks and N -body dark matter haloes power spec-
tra and bispectra measurements provide similar levels of dis-
agreement as the data, and that these translate into similar
inaccuracies in parameter measurement.
We start by taking the average of the power spectrum
and bispectrum measurements of the 2048 realisations of the
MD-Patchy mocks and that of the 20 realisations of the N -
body dark matter halo simulations. For the galaxy mocks
this reduces the statistical error by a factor of
√
2048 ' 45,
so that any deviation between the measured signal on the
mocks and the model must be caused by either systematics
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Figure 6. The left panel presents the performance of the power spectrum monopole and quadrupole for the N -body dark matter halo
catalogues, the MD-Patchy mocks, and the CMASS sample data as labeled; the right panel present the bispectrum for equilateral
triangles (top sub-panel), isosceles 2k1 = k2 = k3 (middle sub-panel) and scalene 6k1 = 4k2 = 3k3 (bottom sub-panel). The mass cuts
of the different N -body halo catalogues are: Mmin = 3.80× 1012Mh−1 (low-bias haloes, in orange lines), Mmin = 5.75× 1012Mh−1
(mid-bias haloes, in red lines) and Mmin = 8.36 × 1012Mh−1 (high-bias haloes in green lines). Details on the bias properties of these
catalogues are presented in Table 1. The units of the power spectrum are [(Mpc/h)3] and of the bispectrum [(Mpc/h)6].
in the modelling or an inability of the theoretical model to
fit the measured statistic. For the 20 realisations of the dark
matter haloes we estimate the covariance from 1000 of the
redshift z = 0.505 periodic cubic boxes from which the MD-
Patchy mocks were drawn.
Fig. 7 shows the best-fitting parameters as a function of
the truncation scale, kmax. For the LOWZ sample we observe
that, up to kmax = 0.17hMpc
−1, the AP parameters α‖ and
α⊥ are recovered with a percentage accuracy of . 1.5%.
For larger values of kmax we observe a significant underes-
timation on α‖, whereas α⊥ remains unbiased at the ' 1%
accuracy. The fσ8 parameter is recovered at . 1% accu-
racy for 0.16 ≤ kmax [hMpc−1] ≤ 0.17. For larger values
of kmax fσ8 is largely overestimated, whereas for smaller
truncation k-values it oscillates between being slightly un-
derestimated, ' 4%, to just ' 1%. The recovered f and
σ8 present opposite behaviours. For kmax ≤ 0.17hMpc−1, f
is mainly over-estimated by around 4%, whereas σ8 is un-
derestimated by around ∼ 8% in the worst case. For larger
values of kmax, the systematic errors grow rapidly in both
parameters. From the performance of the theoretical model
on the MD-Patchy mocks for the LOWZ sample we can es-
tablish that the truncation scale for the LOWZ sample data
should be around kmax = 0.17hMpc
−1. The expected size of
the statistical errors is larger than such corrections. We will
see later in Table 3 that the statistical errors of the LOWZ
sample of the data are: on fσ8, 14 %; on α‖, 4.4 %; and on
α⊥, 2.9 %; for a similar kmax cut.
While the N -body simulations should describe gravita-
tional clustering correctly down to non-linear scales, these
dark matter haloes do not present the same clustering struc-
ture of the galaxies observed in CMASS, and therefore the
systematic features observed for the haloes could be differ-
ent than those obtained by applying the model to the actual
data. On the other hand, the MD-Patchy mocks describe
better the clustering observed in the data (see for exam-
ple Fig. 5 ), but the modelling of non-linear gravitational
evolution cannot be as precise as a full N -body simulation.
Because of this, we try to find a compromise, in terms of
systematic shifts, found by the MD-Patchy mocks and the
N -body dark matter haloes. For the high-bias halo cata-
logue we only display results up to kmax = 0.17hMpc
−1.
For higher values of k, the gravitational bispectrum signal
(shot noise subtracted) becomes equal to its shot noise com-
ponent, and therefore the information on those scales it is
not very reliable, due to the low signal-to-noise ratio.
The systematic shifts on the AP parameters are similar
for both dark matter haloes and MD-Patchy mocks. For
α⊥ we see that in all the kmax-range studied the system-
atic shifts are of order . 1%, being higher for the high-bias
halo catalogue, which reaches ∼ 2% at kmax = 0.17hMpc−1.
For the α‖ we observe that up to kmax = 0.18hMpc
−1
the systematic shifts tend to over-estimate the parameter
by ∼ 1% for both haloes and mocks. For higher kmax val-
ues the deviations in the low- and mid-bias halo catalogues
stays below 1.5%. For the MD-Patchy mocks the system-
atics stays within 2% for kmax ≤ 0.20hMpc−1 and reaches
3% for higher values.
The systematic shifts on the fσ8 parameter for the N -
body low- and mid-bias haloes is around 3% for kmax ≤
0.20hMpc−1, which reduces for higher kmax cuts. For the
high-bias halo catalogue fσ8 presents a lower systematic
bias for kmax ≤ 0.17hMpc−1, staying below 2%. The sys-
tematics on the MD-Patchy mocks present a different be-
haviour: there is a moderate oscillatory systematic shifts
up to kmax = 0.16hMpc
−1 and a stable kmax-region of
0.17 ≤ kmax [hMpc−1] ≤ 0.20, where the systematic shifts
stay below 1%. The expected size of the statistical errors
are of the same order or larger than the observed systemat-
ics. We will see later in Table 3 that the for the statistical
errors of the CMASS sample of the data are: on fσ8, 5.7 %;
on α‖, 1.7 %; and on α⊥, 1.2 %; for a similar kmax cut.
When we analyse the f and σ8 parameters separately
(bottom panels), we see that for the N -body dark matter
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Figure 7. The different colour lines and symbols display the best-fitting α‖, α⊥ and fσ8 parameters (top panels) and f and σ8
(bottom panels) as a function of the minimum scale used for fitting, kmax obtained by a combined fit to the power spectrum monopole,
quadrupole and bispectrum monopole. Left panels display the performance for the average of 2048 realisations of the LOWZ MD-Patchy
(blue symbols and lines). Right panels display the results for the average of 2048 realisations of the CMASS MD-Patchy mocks (blue
symbols and lines) and the average of 20 realisations of N -body dark matter haloes, in different colours according to the minimum
mass cut applied (see Table 1 for details). On the top panels, horizontal dashed, dot-dashed and dotted lines show the 0%, 1% and 3%
deviations, respectively, with respect to the corresponding true value for reference. On the bottom panels, horizontal dashed, dotted lines
show the 0% and 4%, respectively. The black arrows mark the truncation scale chosen for each set of variables.
haloes, there is a smooth transition in the range 0.13 ≤
kmax [hMpc
−1] ≤ 0.17, where f presents systematic shifts
of . 4% and where σ8 varies from . 4% to 8%, being the
mid-bias halo catalogue the less affected. At higher values
of kmax, for the low- and mid-bias halo catalogues, f and
σ8 get individually under- and over-estimated, respectively.
The behaviour on the f and σ8 best fit values on the MD-
Patchy mocks is significantly different: there is an oscil-
latory behaviour at small values of kmax. After that, there
is a kmax-range where σ8 goes from being over-estimated
by ' 4% at kmax = 0.16hMpc−1 to being underestimated
by ' 4% at kmax = 0.22hMpc−1; and f goes from being
under-estimated by 4% at kmax = 0.17hMpc
−1 to being
over-estimated by & 4% at kmax = 0.21hMpc−1.
The observed systematics on the different parameters of
the N -body dark matter haloes and the MD-Patchy mocks
is not always the same. As a general trend, the model used
to describe the power spectrum and bispectrum presents a
better agreement, in terms of the cosmological parameters
f , σ8, α‖ and α⊥, with the N -body catalogues rather than
with the MD-Patchy mocks. We know that the N -body
haloes track very well the dark matter density field compo-
nent, both in the power spectrum and in the bispectrum,
up to non-linear scales. However, the power spectrum and
bispectrum signal of the N -body haloes is slightly different
with respect to the CMASS data, especially for the equilat-
eral bispectrum and for the power spectrum quadrupole, as
shown in Fig. 6. The behaviour at the power spectrum level
is well understood and is related to galaxy biasing and not
to the underlying dark matter component: using the power
spectrum monopole and quadrupole we can recover the fσ8
parameter for both N -body haloes (shown in fig. 12 and 13
of Gil-Mar´ın et al. 2014) and for MD-Patchy mocks (shown
in fig. 6 of Gil-Mar´ın et al. 2016a). Therefore, the observed
differences in the fσ8 parameter of Fig. 7 must rely on dif-
ferences in the bispectrum signal. Since we know that for
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LOWZ CMASS
fσ8 5.5% 5.5%
σ8 8% 8%
f 4% 4%
α‖ 1.5% 1%
α⊥ 1.5% 1%
Table 2. Systematic errors assumed on cosmological parame-
ters caused by inaccuracies in the modelling for the LOWZ and
CMASS samples. For LOWZ these systematics correspond to
kmax = 0.17hMpc−1. For CMASS these systematics correspond
to a truncation scale of kmax = 0.22hMpc−1 for fσ8, α‖ and α⊥
and to a scale of kmax = 0.17hMpc−1 for f and σ8.
the N -body haloes the underlying dark matter component
must be correct, the source of disagreement must come from
the galaxy bias component, as the cosmology of the N -body
haloes and Planck15 are not that different. Tuning the min-
imum mass of the haloes is not sufficient for perfectly fitting
the bispectrum signal of the data, although the agreement
is reasonable good. Therefore, the bispectrum signal from
the LRGs is dominated by the minimum mass of their host
haloes, but for perfectly describing the full signal we would
need to account for an additional bias parameter, which is
likely related to the way the satellite galaxies are distributed
inside the host haloes. The signal of the LRG satellite frac-
tion, estimated around 10%, is not captured by the N -body
haloes and must have some contribution in the total bis-
pectrum signal, yielding for (at least part of) the observed
difference between N -body haloes and data. On the other
hand the MD-Patchy galaxy mocks, account for this com-
plex galaxy bias component of the observed LRGs through
several internal free bias parameters (see section 3.3 from
Kitaura et al. 2015 for details). Thus, the mocks should in
principle be a better description of the LRG galaxy bias
than the N -body haloes. However, we know that the mocks
cannot keep track of full non-linear signal, as they rely on
some approximation scheme (2LPT for the qpm mocks and
ALPT for Patchy). The bispectrum signal is essentially a
non-linear component of the density field (under the assump-
tion of primordial Gaussian field). Therefore is not surpris-
ing that these schemes cannot fully track their behaviour
at small scales. This point has a direct relation with the
disagreement between the data and MD-Patchy mocks ob-
served in Fig. 5. Thus, we decide to calibrate the truncation
scale of our model, kmax, according to their performance
with the N -body haloes signal, in particular the mid-bias
halo catalogue, which has the correct non-linear signature
but a slightly different bias properties than those from the
observed LRGs. We set the truncation scale for the data at
around kmax = 0.22hMpc
−1 for the CMASS sample, when
estimating the AP parameters and fσ8. In the case we are
interested in recovering f and σ8 separately, the truncation
scale we choose is kmax = 0.17hMpc
−1.
7.1 Systematic test using the blind mock
challenge results
We participated in a blind mock challenge proposed by the
BOSS galaxy clustering group (Tinker 2016). This challenge
was divided into two kind of analyses: we had to recover
the fσ8 parameter with a similar truncation scale used in
this paper for i) different periodic simulation boxes with dif-
ferent cosmologies and halo occupation distribution (HOD)
parameters; ii) from a set of 84 N-body based mock cata-
logues with the same sky geometry than the CMASS sample.
We find that the deviation on the case i) is ∆fσ8 = 0.0082
when the power spectrum is used alone, and ∆fσ8 = 0.024
when we add the bispectrum signal. For the case ii) we find
∆fσ8 = 0.016 when the power spectrum is used alone, and
∆fσ8 = 0.012 when we add the bispectrum signal. Adding
both contributions in quadrature, we establish a system-
atic error budget for the fσ8 parameter: ∆fσ8 = 0.018 for
the power spectrum analysis alone, which represent around
3.5% of its value; and ∆fσ8 = 0.027 for power spectrum in
combination with the bispectrum, which represents around
5.5% of its value. The systematic error on fσ8 estimated
from the power spectrum and bispectrum analysis, 5.5%,
is higher than the systematic error found by analysing the
MD-Patchy mocks and N-body haloes, which was around
4% and 3%. In order to be conservative, we have decided
to establish the higher systematic error budget found, 5.5%,
as the error budget for fσ8. For a more detailed discussion
on the blind mock challenge, used cosmology and HODs we
refer the reader to Tinker (2016).
Table 2 summarises the systematic error budget ob-
served on the LOWZ and CMASS sample in the different
panels of Fig. 7 at the chosen truncation scales. In section
§8 we will add the total systematic error budget to the sta-
tistical errors of the data to obtain a total error budget on
the final measurements. Since the shifts on the parameters
of Fig. 7 are sometimes of different magnitude among the
different dark matter halo catalogues, we opt to not apply
any systematic shift correction on the data, and we will only
increase the size of the errors in order to account for the sys-
tematic errors.
8 RESULTS
The main results of this paper are presented in Table 3,
which are the parameters of the model that better describes
the power spectrum and bispectrum of the data. These val-
ues have been obtained by applying the large scales cuts
kmin = 0.02hMpc
−1 for the power spectrum monopole,
kmin = 0.04hMpc
−1 for the power spectrum quadrupole
and kmin = 0.03hMpc
−1 for the bispectrum. For LOWZ
and CMASS samples the small scale cut has been set to
kmax = 0.18hMpc
−1 and kmax = 0.22hMpc−1, respectively.
Table 3 displays the results for both LOWZ and CMASS
sample when the full set of 9 parameters are varied. Addi-
tionally, we also present the results when the AP variables,
α‖ and α⊥ are kept fixed to their fiducial values. The first 3
rows correspond to the cosmological parameters of interest.
The forth and fifth rows correspond to the AP-scale dila-
tions, which are directly related to Hrs and DA/rs. The
rest of the parameters correspond to either bias parameter
or nuisance parameters. In the last row the value of the χ2 of
the fit is also presented. In all cases the values of χ2 are suf-
ficiently close to 1 to be considered a good fit. The quoted
error-bars correspond to the total error budget, which for
the cosmological variables: fσ8, α‖, α⊥ and derived quanti-
ties, include statistical errors derived from the analysis of the
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likelihood and the systematic errors of the models described
in Table 2. These 2 error-component have been added in
quadrature in order to obtain a final total error budget. In
parenthesis we show the contribution from the statistical er-
rors only. For the rest of variables, the quoted error-bar cor-
respond to the statistical error. The impact of systematics
caused by the close pairs has been shown very subdominant
for the cosmological parameters compared to their statisti-
cal errors and their systematics of the model (see appendix
B for details).
The model described by the parameters of the columns
LOWZ and CMASS, i.e. when the full set of 9 parameters
are varied, are plotted in Figs. 1 and 2 in black lines along
with the data points.
Fig. 8 shows the best-fitting cosmological parameters,
f , σ8, α‖, α⊥ and fσ8, for the BOSS LOWZ and CMASS
samples, as a function of truncation scale, kmax, analogously
to Fig. 7. The error-bars correspond to the statistical errors
with no systematic correction. The red lines show the re-
sult when the full set of parameters are varied, and the blue
lines when the AP parameters have been set to their fiducial
values (α‖ = α⊥ = 1). The black arrow marks the trunca-
tion scale which have been chosen to take the parameters,
according to the findings of §7: the parameters displayed in
Table 3 correspond to this scale. The magenta an cyan lines
corresponds to the predictions by Planck15 (Planck Collab-
oration et al. 2016).
For the LOWZ sample we do not observe any large shifts
in any of the parameters as we increase the truncation scale,
for kmax ≤ 0.18hMpc−1, which suggests, along with the
findings of §7 (which advocated a slightly smaller value of
kmax = 0.17hMpc
−1), that it is safe to truncate the fits
at this scale. We neither observe any significant tension be-
tween the solutions when the AP parameters are varied or
kept fixed. For larger values of kmax we observe that f in-
creases, whereas σ8 tends to decrease as we move to larger
values of kmax. This is the same behaviour observed for the
MD-Patchy mocks in Fig. 7, and it may be caused by a fail-
ure of the model. We also observe that α‖ starts changing
significantly for kmax > 0.18hMpc
−1.
For the CMASS sample we do not observe any large
shifts in any of the parameters as we increase the trunca-
tion scale when the AP parameters are kept to their fiducial
value. When the AP parameters are also varied we see a∼ 1σ
shift in all cosmological parameters when kmax increases
from kmax = 0.15hMpc
−1 to kmax = 0.16hMpc−1, which
gets reduced to about ∼ 0.5σ between kmax = 0.15hMpc−1
and kmax = 0.17hMpc
−1, and even less to higher kmax val-
ues. For kmax = 0.16hMpc
−1 the fσ8 results are about 1σ
away between the full AP fit and the fit where the AP pa-
rameters are kept fixed. This difference is reduced when
any other kmax truncation scale (higher or lower) is cho-
sen. Given the observed features, we think that this 1σ fluc-
tuation at kmax = 0.16hMpc
−1 is purely statistical. Be-
sides from this point, we do not observe any other signif-
icant change in fσ8, α‖ and α⊥ as we increase kmax up to
0.22hMpc−1, as we observed for the N -body haloes in §7.
This supports the finding of §7 of truncating the CMASS
sample fits at k = 0.22hMpc−1 when estimating fσ8 and
the AP parameters. On the other hand, if we are interested
in getting f and σ8 separately, the findings in §7 suggested
to use k = 0.17hMpc−1. We will come back to this point in
§8.2 when we present the f and σ8 results separately.
8.1 Correlation of the measurements
The measurements displayed in Table 3, as well as the dif-
ferent parameters of Fig. 8, present important correlations
among them that must be taken into account when perform-
ing cosmological constrains. Fig. 9 displays such correlation
for the parameters f(z)σ8(z), H(z)rs(zd) and DA(z)/rs(zd),
where the black dots represent the down-sampled steps of
the mcmc-chain corresponding to the data, and the cyan
and magenta contours, correspond to the 1σ and 2σ confi-
dent regions, respectively, extracted from the mcmc-chains
when the likelihood is assumed Gaussian. The blue crosses
mark the best-fitting solutions found by the minimisation
algorithm. The correlation among the different variables
can be directly inferred from the distribution of the mcmc-
chains, as well as, from the size and orientation of the
ellipses under the assumption of Gaussianity. The corre-
sponding histograms complement the information by show-
ing marginalised 1D posterior distributions. This distribu-
tion is, for all the variables, close to Gaussian, both in LOWZ
and CMASS samples, suggesting that the statistical inter-
pretation of the 1σ and 2σ contours as the 68.3% and 95.5%
confident regions, respectively, is OK.
In order to present the correlation matrices we start by
defining the data-vector containing the cosmology parame-
ters of interest f(z)σ8(z), H(z)rs(zd) (in 10
3kms−1 units)
and DA(z)/rs(zd) as,
Ddata(z) =
 f(z)σ8(z)H(z)rs(zd) [103kms−1]
DA(z)/rs(zd)
 . (23)
The data-vectors for LOWZ and CMASS are formed from
the results displayed in Table 3,
Ddata(zLOWZ) =
0.4596011.753
6.7443
 , (24)
from the LOWZ sample at kmax = 0.18hMpc
−1, and
Ddata(zCMASS) =
0.4175013.781
9.3276
 , (25)
from the CMASS sample at kmax = 0.22hMpc
−1.
The covariance matrices of these data-vectors are ex-
tracted from the Gaussian contours drawn in Fig. 9. In ad-
dition, we add the systematic contribution of Table 2 to the
diagonal elements. Thus, the following covariance matrices
contain the total error budget, including systematic errors
of the model. The covariance matrices read as,
CLOWZ = 10−3
5.0837 23.818 10.490300.30 73.448
47.493
 , (26)
for the LOWZ sample at kmax = 0.18hMpc
−1, and,
CCMASS = 10−3
1.3046 4.6434 3.532977.713 22.773
21.700
 , (27)
for the CMASS sample at kmax = 0.22hMpc
−1.
MNRAS 000, 1–34 (2016)
18 H. Gil-Mar´ın et al.
LOWZ LOWZ (no-AP) CMASS CMASS (no-AP)
f(zeff)σ8(zeff) 0.460± 0.071 (0.063) 0.458± 0.047 (0.043) 0.417± 0.036 (0.024) 0.432± 0.022 (0.018)
H(zeff)rs(zd) [10
3kms−1] 11.75± 0.55 (0.52) 11.773 13.78± 0.28 (0.24) 13.663
DA(zeff)/rs(zd) 6.74± 0.22 (0.19) 6.7466 9.33± 0.15 (0.11) 9.4418
α‖(zeff) 1.002± 0.047 (0.044) 1 0.991± 0.020 (0.017) 1
α⊥(zeff) 1.000± 0.032 (0.029) 1 0.988± 0.016 (0.012) 1
b1(zeff)σ8(zeff) 1.323± 0.033 1.322± 0.018 1.237± 0.011 1.2479± 0.0072
b2(zeff)σ8(zeff) 0.60± 0.26 0.59± 0.18 0.606± 0.069 0.641± 0.066
Anoise(zeff) 0.20± 0.11 0.203± 0.082 0.086± 0.018 0.104± 0.015
σPFoG(zeff) [Mpch
−1] 3.85± 0.37 3.83± 0.36 3.45± 0.14 3.50± 0.14
σBFoG(zeff) [Mpch
−1] 9.8± 6.5 9.8± 7.2 7.39± 0.64 7.54± 0.70
χ2/(d.o.f) 147.84/(160− 9) 147.83/(160− 7) 746.24/(707− 9) 749.07/(707− 7)
Table 3. Best-fitting parameters obtained from fitting the power spectrum monopole, quadrupole and bispectrum monopole of BOSS
DR12 data, using the theoretical model described in §5. The two first columns are the parameters obtained from fitting the LOWZ-
DR12 data, whereas the third and the fourth column are obtained from fitting the CMASS-DR12 data. The first and the third column
corresponds to a full fit, when all the 9 parameters of the model are varied, whereas the second and fourth keep fixed the AP parameters,
α‖ and α⊥ to their fiducial value (α‖ = α⊥ = 1). The top 3 rows correspond to the parameters of cosmological interest. The 4th and 5th
rows correspond to the AP-scale dilations, which are directly related to Hrs and DA/rs. The rest of the parameters correspond to either
bias parameter or nuisance parameters. The last row displays the value for the χ2 of the fit. For the LOWZ sample the minimum scale
used for the fit is kmax = 0.18hMpc−1, whereas for the CMASS sample is kmax = 0.22hMpc−1. The displayed error-bars represent the
1σ deviation and in the case of fσ8, α‖, α⊥, Hrs and DA/rs, they account for both a statistical and systematic contributions (added in
quadrature). In parenthesis the statistical systematic contribution is also displayed for these parameters. For the rest of parameters, the
quoted error-bars correspond to 1σ of the statistical error. The correlations among the different cosmological parameters are presented
in Eqs. 26 - 27.
The corresponding likelihood of any cosmological model
is given then by,
L ∝ exp
[
−(Ddata −Dmodel)TC−1(Ddata −Dmodel)
]
, (28)
where Dmodel is the vector with the model prediction for
the same cosmological parameters than Ddata and C
−1 is
the inverse of the covariance matrix.
8.2 Breaking the f and σ8 degeneracy
In the section above we presented the best-fitting value of the
combined fσ8 parameter. However, as we have mention be-
fore, in our fitting routine, as well as in the mcmc-chains, we
allow f and σ8 to freely vary. The reason why we have pre-
sented fσ8 as a single parameter in Table 3 is that f and σ8
present a strong degeneracy along the curve fσ8 = constant,
and therefore are highly correlated. This is because most of
the signal is coming from the power spectrum monopole and
quadrupole at large scales, where these two parameters are
perfectly degenerated (because of the Kaiser limit). How-
ever, as we explore smaller scales in the power spectrum
multipoles, and especially when we add the bispectrum to
the analysis, this degeneracy is partially broken and we can
express as well the results in terms of f and σ8, along with
their correlation parameter (see Appendix D for a further
explanation).
Table 4 displays the results of the best-fitting for the
CMASS sample in terms of f , σ8, along with the rest of
cosmological parameters of interest. We do not display the
rest of the nuisance parameters as we did in Table 3 for
simplicity. These results correspond to a truncation scale of
kmax = 0.17hMpc
−1, which is more conservative than the
one used for presenting the results in terms of fσ8 because,
CMASS CMASS (no-AP)
f(z) 0.58± 0.12 (0.11) 0.649± 0.076 (0.071)
σ8(z) 0.668± 0.078 (0.056) 0.660± 0.067 (0.041)
H(z)rs(zd) 13.38± 0.51 (0.50) 13.663
DA(z)/rs(zd) 9.227± 0.223 (0.203) 9.4418
χ2 349.33/(370-9) 350.95/(370-7)
Table 4. Best-fitting parameters obtained from fitting the power
spectrum monopole, quadrupole and bispectrum monopole of
BOSS DR12 data for the CMASS sample, using the theoret-
ical model described in §5. In contrast to Table 3 we express
the results in terms of f and σ8 as a separate variables and for
kmax = 0.17hMpc−1. For this fit we only display the parameters
of cosmological interest for simplicity. As in Table 3 the quoted
error-bars contain the 1σ total error budget, this is the system-
atic and statistical contribution, both added in quadrature. In
parenthesis we display the error contribution corresponding to
the statistical contribution only. The correlations among the dif-
ferent cosmological parameters are presented in Eqs. 30 - 32.
as we have seen in §7, the systematic errors in terms of f
and σ8 are much more important than those on fσ8. As
in Table 3, we show the results when the AP parameters
are varied and when they are kept fixed to their fiducial
value. We do not attempt to present the results of the LOWZ
sample in terms of f and σ8 as a separate variables because
as the LOWZ effective volume is about 3 times smaller than
the CMASS volume, the constrains on f and σ8 were very
mild.
Fig. 10 displays the correlation of the parameters pre-
sented in Table 4: f(z), σ8(z), H(z)rs(zd) and DA(z)/rs(zd),
using the same colour and symbol notation in Fig. 9. We see
that f and σ8 are highly correlation as expected, with a cor-
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Figure 8. Best-fitting cosmological parameters obtained from the combined fit of the BOSS DR12 power spectrum monopole, quadrupole
and bispectrum as a function of the truncation scale of the fit, kmax. Top panels display α‖, α⊥ and fσ8, whereas bottom panels display
f and σ8. Left panels stands for LOWZ sample, whereas right panels for the CMASS sample. The red solid lines show the results when
the full fit has been performed, whereas the blue dashed lines stands for the results when α‖ and α⊥ have been set to their fiducial value.
In f , σ8 and fσ8 sub-panels the black solid line displays the Planck15 prediction. The cyan and magenta bands represent the 1σ and 2σ
error-bars, respectively, around the Planck15 solution. The black arrow lines marks the truncation scale which have been choose to take
the parameters, according to the findings of §7.
relation coefficient of r = −0.85, similar to that found in the
DR11 analysis (Gil-Mar´ın et al. 2015b).
Comparing Fig. 9 and 10 we see that the distribution of
the mcmc-chains is closer to a Gaussian when it is displayed
in terms of fσ8, Hrs, DA/rs rather than the individual pa-
rameters, f and σ8. Certainly, this is also the case when
only the power spectrum multipoles are used for constrain-
ing cosmological parameters: the degeneracy between f and
σ8 is poorly broken because the overall signal is dominated
by large scales, where the power spectrum Kaiser limit is
insensitive to individual shifts of f and σ8, when fσ8 is kept
fixed (see Appendix D for further discussion). Adding the
bispectrum monopole into the analysis helps significantly to
break the fσ8 degeneracy and constraining f and σ8 indi-
vidually, because in the large scale limit the bispectrum is
no longer a function of fσ8. As a consequence of the bispec-
trum signal, the f − σ8 distribution in Fig. 10 cannot take
arbitrary low or large values of these variables. However,
the efficiency on breaking the f − σ8 degeneracy mainly de-
pends on the quality of the bispectrum signal (for instance
for the LOWZ sample the degeneracy is poorly broken and
the resulting distribution is very non-Gaussian). From the
histograms of Fig. 10, the f − σ8 distribution presents a
behaviour which is close to be the Gaussian. However, we
note that at σ8 . 0.57 and σ8 & 0.75 for σ8; and f . 0.4
and f & 0.7 for f , there is a non-Gaussian feature, which
present an excess and lack, respectively, compared to the
Gaussian best-fitting values. However, at 1σ confident re-
gions the histograms do not present any particular feature of
non-Gaussianity. The non-Gaussian behaviour of the f and
σ8 variables is mitigated when combining them into fσ8 as
in Fig. 9, where the respective non-Gaussian behaviours are
cancelled, resulting a Gaussian distribution.
We present correlation matrices corresponding to the
parameters presented in Table 4 and in Fig. 10: f(z), σ8(z),
H(z)rs(zd) (in 10
3kms−1 units) and DA(z)/rs(zd), corre-
sponding to the best-fitting values whose truncation scale is
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Figure 9. Two dimensional likelihood distributions for the parameters f(z)σ8(z), H(z)rs(zd) and DA(z)/rs(zd) for BOSS DR12 data
sample. Left and right panels correspond to the LOWZ and CMASS samples, respectively. The black small dots correspond to the
steps of the mcmc-chains, and the cyan and magenta contours correspond to the 1σ and 2σ confidence regions based on the Gaussian
approximation obtained from the mcmc-chains. The blue crosses correspond to the best-fitting values of each parameter. The upper sub-
panels show the histograms of the mcmc-chains, along with a Gaussian best-fitting values. In all the cases we see that the distribution
of the mcmc is close to a Gaussian distribution.
 8.7
 9
 9.3
 9.6
 9.9
CMASS sample (z=0.57)
D
A( z
) / r
s( z
d)
 12
 12.5
 13
 13.5
 14
 14.5
H
( z )
r s(
z d
)  [ 1
03
 
k m
s-
1 ]
 0.5
 0.6
 0.7
 0.8
0.4 0.6 0.8
σ
8( z
)
f(z)
8.8 9 9.2 9.4 9.6 9.8
DA(z)/rs(zd)
12.5 13 13.5 14 14.5
H(z)rs(zd) [103 kms-1]
 0.5  0.6  0.7  0.8
σ8(z)
Figure 10. Two dimensional posterior distributions
(marginalised over all other parameters) for the parameters
f(z), σ8(z), H(z)rs(zd) and DA(z)/rs(zd) for CMASS BOSS
DR12 data sample corresponding the results presented in Table 4
with a truncation scale of kmax = 0.17hMpc−1. The black small
dots correspond to the steps of the mcmc-chains, and the cyan
and magenta contours correspond to the 1σ and 2σ confident
regions based on the Gaussian approximation obtained from the
mcmc chains. The blue crosses correspond to the best-fitting of
each parameter to the data.
kmax = 0.17hMpc
−1. We define the data-vector as,
Ddata(zCMASS) =

f(z)
σ8(z)
H(z)rs(zd) [10
3kms−1]
DA(z)/rs(zd)
 =

0.58140
0.66778
13.377
9.2265
 .
(29)
The corresponding covariance matrix, which incorporate
both the statistical and systematic contribution, reads as,
CCMASS = 10−3

13.581 −7.7346 47.333 15.9145
6.01322 −29.7585 −5.7860
264.27 73.165
49.794
 .
(30)
In case the H(z)rs(zd) and DA(z)/rs(zd) parameters
are set to their fiducial value (second column of Table 4),
the data-vector only depends on f(z) and σ8(z),
Ddata(zCMASS) =
(
f(z)
σ8(z)
)
=
(
0.64893
0.65958
)
. (31)
The corresponding covariance matrix reads as,
CCMASS = 10−3
(
5.3533 −3.9574
4.32659
)
, (32)
where, as before, it incorporates both the statistical and sys-
tematic contribution. As for the case of §8.1, the correspond-
ing likelihood for both cases corresponds to Eq. 28.
8.3 Comparison with other BOSS cosmological
analyses
In this section we compare our measurements with other
studies of RSD based on DR11 and DR12 of BOSS LOWZ
and CMASS samples. DR11 only contains about 10% fewer
galaxies than the final DR12 data set, so significant changes
in measurements from DR11 and DR12 data are driven
by changes in the methodology, rather than statistical er-
rors. We start by comparing the differences between the
present work and the results of Gil-Mar´ın et al. (2016a),
based on the power spectrum monopole and quadrupole,
which uses the same measurement technique, DR12 data
and model presented here, but with a higher truncation
kmax = 0.24hMpc
−1. Fig. 11, compares constraints on fσ8,
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Figure 11. Comparison of the 1σ (solid lines) and 2σ (dashed lines) confident regions of fσ8, DA/rs and Hrs, corresponding to the
LOWZ and CMASS samples. The orange contours correspond to the constrains obtained by analysing the power spectrum monopole
and quadrupole up to kmax = 0.24hMpc−1 for LOWZ and kmax = 0.23hMpc−1 for CMASS, using the covariance matrix obtained
from the MD-Patchy mocks (Gil-Mar´ın et al. 2016a). The turquoise contours are the 1σ and 2σ confident levels obtained from the
analysis of the power spectrum multipoles in combination with the bispectrum up to kmax = 0.18hMpc−1 for the LOWZ sample and
kmax = 0.22hMpc−1 for the CMASS sample, according to the covariance matrix of Eqs. 26-27.
Hrs and DA/rs for both the LOWZ and CMASS samples,
and shows good agreement with both results, with shifts on
the best-fitting results that are . 1σ for the CMASS sample
and around between 1− 1.5σ for the LOWZ sample. On the
LOWZ sample, the effect of adding the bispectrum to the
power spectrum monopole and quadrupole analysis (and de-
creasing the kmax truncation scale from kmax = 0.24hMpc
−1
to kmax = 0.17hMpc
−1) is to increase the fσ8 best-fitting
value, along with the other two AP parameters. On the other
hand, on the CMASS sample, the change in the fσ8 value
is significantly smaller than 1σ. We note that there is a sig-
nificant reduction on the error-bars for the CMASS sample,
but not for the LOWZ sample. This is caused by the dif-
ferent values of kmax used for the LOWZ sample, when the
bispectrum is added (kmax = 0.18hMpc
−1), and when only
the power spectrum is used (kmax = 0.24hMpc
−1).
Fig. 12 shows the role of the bispectrum in reducing the
size of the error-bars of fσ8 as a function of the truncation
scale kmax for the CMASS sample. In this case the relative
error-bars have been extracted from the mcmc-chains of the
data for the fσ8 parameter and are displayed as a function of
the truncation scale, kmax, for the case where the power spec-
trum monopole and quadrupole are used (dashed line), and
where the bispectrum is added to these two statistics (solid
line). At large scales we observe that adding the bispectrum
worsens the constrains on fσ8. This effect is probably due to
noise in the data. As we explore smaller scale cuts, adding
the bispectrum signal produces a reduction on the statistical
error-bars for fσ8 as expected. The effect starts to be impor-
tant for kmax ≥ 0.19hMpc−1, and for kmax = 0.22hMpc−1,
the gain is a factor ∼ 1.8. This means that if we could model
the bispectrum up to kmax ' 0.22hMpc−1 with no system-
atic errors, we would improve by a factor of 1.8 the results
obtained on fσ8 by the classical analysis of the power spec-
trum multipoles. This suggests that the power spectrum and
bispectrum are not very correlated in terms of the fσ8 mag-
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Figure 12. Statistical errors on the fσ8 parameters as a function
of the truncation scale kmax, extracted from the mcmc-chains of
the CMASS-DR12 data. On dashed lines the prediction where the
power spectrum monopole and quadrupole are used, and in solid
lines when the bispectrum monopole is added to the analysis.
At large scale we see that the effect of adding the bispectrum
worsen the errors on fσ8 (likely due to noise), but for kmax >
0.16hMpc−1 the errors on fσ8 are reduced by the effect of the
bispectrum signal. At kmax = 0.22hMpc−1, the statistical error-
bars are reduced by a factor of ∼ 1.8.
nitude when the truncation scale, kmax, is sufficiently large.
We quantify the degree of correlation in §8.4.
In Fig. 13 we compare the findings on the f − σ8 plane
drawn from the CMASS DR11 bispectrum analysis and from
the current CMASS analysis, when the AP parameters have
been set to their fiducial value (Gil-Mar´ın et al. 2015b). The
measurements from the current analysis are drawn from the
covariance matrix of Eq. 32 and therefore include both sta-
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Figure 13. Comparisons on the f − σ8 constraints from the
DR11-CMASS sample (Gil-Mar´ın et al. 2015b) in orange con-
tours, and DR12-CMASS sample (this work) in turquoise con-
tours, when the AP parameters have been set to their fiducial
value. The solid and dashed lines correspond to 1σ and 2σ con-
tours, respectively. The improvement in the constraints between
DR11 and DR12 CMASS samples is dominated by the inclusion of
the increased bispectrum signal through including new triangles
shapes. The blue contours show the predictions for the Planck15
cosmology.
tistical and systematic errors. The orange contours corre-
spond to the constraints inferred from the measurements
of the power spectrum monopole and bispectrum monopole
presented in Gil-Mar´ın et al. (2015a), in combination with
those from the two-point correlation function monopole and
quadrupole from Samushia et al. (2014). We see how both
DR12 and DR11 constraints are in good agreement. The
reduction in the error-bars between DR11 and DR12 anal-
yses corresponds to the inclusion of more triangular shapes
in the DR12 respect to the DR11: for the DR11 bispec-
trum analysis, only those triangular shapes corresponding
to k2/k1 = 1, 2 up to k = 0.20hMpc
−1 were included in the
analysis, whereas for the DR12 we have included all possi-
ble triangular shapes up to k = 0.22hMpc−1. In addition,
the error-bars from the DR11 where drawn from the disper-
sion of 600 mocks, whose best-fitting was estimated taking
only the diagonal errors of the covariance matrix. Although
following this procedure does not bias the results, it does
not provides a optimal estimator in terms of having a min-
imum variance estimator. On the other hand, for the DR12
analysis the errors are drawn from the posterior of the data,
which has been computed taking into account the full covari-
ance, which does guarantee a minimum-variance estimator.
The correlation factor between f and σ8 is also very consis-
tent. From DR11 analysis we obtained a correlation factor
around −0.90, whereas for DR12 is around −0.825. This
small change is either due to the inclusion of more triangles,
or to the changing in the variance estimator or to the Gaus-
5 Note that the −0.82 value for the correlation between f and
σ8 is different from the case where the AP parameters are also
varied, −0.85, previously described in Fig. 10.
sianization on the DR12 analysis. There is a slight tension
within 2σ between DR12 and Planck15 results. Also, the
1.5σ-low value of fσ8 in comparison with the Planck15 pre-
diction observed in Fig. 8 and 11 is caused by the low value
of f and not the value of σ8, which according to Fig. 13 is
in good agreement with Planck15 prediction.
Fig. 14 displays the fσ8 measurements based on the fol-
lowing DR11 and DR12 works: Chuang et al. (2013);Beut-
ler et al. (2014); Samushia et al. (2014);Sa´nchez et al.
(2014);Reid et al. (2014);Alam et al. (2015b);Gil-Mar´ın et al.
(2015a);Gil-Mar´ın et al. (2016a). A brief description on each
of these works can be found in section 7.2 of Gil-Mar´ın et al.
(2016a). The filled symbols correspond to analyses where the
AP-variables have also been varied, whereas for the empty
symbols they have been set to a certain fiducial value. Both
in LOWZ and CMASS samples, the observed differences be-
tween the DR11 and DR12 results are expected to be due
to different systematics in the different models, scales and
statistics considered. Note that the differences observed be-
tween the last two measurements are the same as those pre-
sented in Fig. 11. For both LOWZ and CMASS samples our
fσ8 measurement is consistent within 1σ with the previ-
ous measurements. For the LOWZ sample, the fσ8 results
presented in this paper are in very good agreement with
the Planck15 prediction. For the CMASS sample we observe
∼ 2σ tension with Planck15, being our fσ8 measurement
lower. This mild tension have been also reported in other
analyses of the DR11 dataset such as the ones by Beutler
et al. (2014); Samushia et al. (2014); Sa´nchez et al. (2014)
and is further discussed in Alam et al. (2016). In case we tune
the AP parameters to the fiducial cosmology prediction, the
fσ8 best-fitting increases and the tension with Planck15 is
reduced to ∼ 1.5σ.
8.4 Combining the cosmological parameters of
RSD and BAO analyses of BOSS
In this section we aim to combine the different cosmologi-
cal parameters, fσ8, H(r)rs(zd) and DA(z)/rs(zd), obtained
from different analyses of RSD and BAO from the LOWZ
and CMASS samples of the DR12 BOSS survey. We fo-
cus on the RSD analysis of the power spectrum monopole
and quadrupole presented in Gil-Mar´ın et al. (2016a), the
RSD analysis of the power spectrum and bispectrum pre-
sented in this work, and the BAO post-reconstruction anal-
ysis of the power spectrum monopole and µ2-moment of Gil-
Mar´ın et al. (2016b). From the RSD analyses, both from
the power spectrum multipoles only, and from the power
spectrum in combination with the bispectrum, we mea-
sure fσ8(z), H(z)rs(zd), DA(z)/rs(zd); whereas from the
post-reconstructed BAO analysis we measure H(z)rs(zd),
DA(z)/rs(zd). We denote the RSD measurements of the
power spectrum multipoles with the superscript RSD P;
the RSD measurements of the power spectrum combined
with the bispectrum with the superscript RSD P+B; the
BAO post-reconstructed measurements of the power spec-
trum moments with the superscript BAO.
The following data-vectors summarise the set of mea-
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Figure 14. Constrains on the fσ8 parameter from the BOSS LOWZ- (left panel) and BOSS CMASS-sample (right panel) are displayed
in black circles (Chuang et al. 2013; Beutler et al. 2014; Samushia et al. 2014; Sa´nchez et al. 2014; Reid et al. 2014; Alam et al. 2015b;
Gil-Mar´ın et al. 2015a, 2016a). Note that some of the measurements correspond to the DR11 release and others to the DR12, as indicated.
In red squares the predictions of this work as they are listed in Table 3. Empty symbols correspond to the analysis with no-AP test,
whereas filled symbols to the analysis where the AP variables have been varied. The cyan and magenta bands display the 1σ and 2σ
confident levels allowed by Planck TT+lowP+lensing in the base of a ΛCDM+GR model (Planck Collaboration et al. 2016).
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Figure 15. Correlation coefficient matrices for the LOWZ and CMASS samples, for the different cosmological parameters, fσ8(z),
H(z)rs(zd) and DA(z)/rs(zd), estimated from different probes: RSD P super-indices stand for the RSD analysis of the power spectrum
monopole and quadrupole (Gil-Mar´ın et al. 2016a); RSD P+B super-indices stand for the RSD analyses of the power spectrum and
bispectrum (this work); BAO super-indices stand for the BAO post-reconstruction analysis of the power spectrum multipoles (Gil-Mar´ın
et al. 2016b). The colour scale stands for the degree of correlation among the displayed parameters. The numerical value of the correlation
coefficient, rij = Cij/
√
CiiCjj , is also displayed. The black dashed lines arrange the same physical cosmological parameters coming from
the different probes.
surements of the different probes,
Ddata(zLOWZ) =

[fσ8]
RSDP
[fσ8]
RSDP+B
[Hrs]
RSDP
[Hrs]
RSDP+B
[Hrs]
BAO
[DA/rs]
RSDP
[DA/rs]
RSDP+B
[DA/rs]
BAO

=

0.39529
0.45960
11.330
11.753
11.542
6.3289
6.7443
6.6584

, (33)
for the LOWZ sample, and
Ddata(zCMASS) =

[fσ8]
RSDP
[fσ8]
RSDP+B
[Hrs]
RSDP
[Hrs]
RSDP+B
[Hrs]
BAO
[DA/rs]
RSDP
[DA/rs]
RSDvP+B
[DA/rs]
BAO

=

0.44222
0.4175
13.844
13.781
14.552
9.4187
9.3276
9.4220

,
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(34)
for the CMASS sample. In both cases the units ofH(z)rs(zd)
are given in [103kms−1]. We expect that the several param-
eters of the above data-vectors to be correlated, as they are
coming from the same underlying dataset. We use the best-
fitting values for each of the individual 2048 realisations
of the MD-Patchy mocks for the RSD and BAO analy-
ses in order to estimate the correlation coefficients of the
data-vectors of Eq. 33-34. These coefficients are displayed in
Fig. 15 for both the LOWZ and CMASS samples. The colour
scale indicates the degree of correlation among parameters,
and the overprinted value is the correlation coefficient ob-
tained: rij = Cij/
√
CiiCjj , where Cij is the ij-element of
the covariance matrix and Cii the standard deviation of the
parameter i. Using the variances of these parameters6 in
combination with the correlation coefficients of Fig. 15 we
can generate a full 8 × 8 covariance matrix for the data-
vectors of Eq. 33-34. For clarity, this matrix is later displayed
in Appendix C.
In Fig. 15, the black dashed lines assemble the same
cosmological parameters coming from different probes,
{[fσ8]RSDP , [fσ8]RSDP+B}.
{[Hrs]RSDP , [Hrs]RSDP+B , [Hrs]BAO},
{[DA/rs]RSDP , [DA/rs]RSDP+B , [DA/rs]BAO}.
These parameters can be recombined into a single cos-
mological parameter using the values the covariance matri-
ces of Eq. C1-C2. We aim to find a unique estimator for
fσ8, Hrs and DA by combining the measurements of the 3
probes. For simplicity we define the estimator to be a linear
combination of the measurements of the individual probes,
xcombined =
Nprobes∑
i=1
wixi. (35)
Here the variable x stands either for fσ8, Hrs or DA/rs;
Nprobes is 2 when x stands for fσ8 and 3 for the AP param-
eters; and finally wi are a weight given to each measurement
that can only depend on the covariance matrix among the
xi elements of the different probes. The variance of the es-
timator xcombined is given by,
σ2xcombined =
∑
ij
wiwjCij , (36)
where Cij is the ij-element of the covariance matrix. Min-
imising σ2xcombined subject to the condition of
∑
i wi = 1 we
obtain,
wi =
∑
k(C
−1)ik∑
jk(C
−1)jk
. (37)
Therefore the linear combination of cosmological parameters
of Eq. 35 with the weights defined by Eq. 37 ensures the
condition of minimum variance estimator. When we apply
the estimator of Eq. 35 to the data-vectors of Eq. 33 - 34
along with its covariance matrix of Eq. C1 - C2 we obtain
6 As the variance here we use the diagonal elements of the indi-
vidual covariances matrices of the RSD, and BAO analyses ex-
tracted from the likelihood of the data.
LOWZ CMASS
fσ8(zeff) 0.427± 0.056 0.426± 0.029
H(zeff)rs(zd) [10
3kms−1] 11.55± 0.38 14.02± 0.22
DA(zeff)/rs(zd) 6.60± 0.13 9.39± 0.10
Table 5. Cosmological parameters obtained by combining the
individual measurements corresponding to the RSD P analysis,
RSD P+B analysis, BAO analysis, according to Eq. 35. The cor-
relation among these parameters is given by the covariance matri-
ces of Eqs. 40-41. These measurements correspond to the results
labeled as “combined” and shown in the left panels of Fig. 16.
that the combined parameters are given by the following
data-vectors,
Ddata(zLOWZ) =
 [fσ8]combined[Hrs]combined
[DA/rs]
combined
 =
0.4266011.549
6.5986
 , (38)
for the LOWZ samples, and
Ddata(zCMASS) =
 [fσ8]combined[Hrs]combined
[DA/rs]
combined
 =
0.4261314.021
9.3869
 , (39)
for the CMASS sample; where the units of H(z)rs(zd) are
[103kms−1]. The variance elements of these data-vectors are
given by Eq. 36, whereas the correlation coefficients can be
estimated them from the MD-Patchy mocks following the
same procedure applied to the data, i.e., for each individual
mock apply Eq. 35 and from those compute the correlation
of the xcombined parameters. By doing this we obtain the
following covariance matrices,
CLOWZ = 10−3
3.1667 14.726 5.0871148.099 28.929
17.883
 , (40)
for the LOWZ sample, and
CCMASS = 10−3
0.84506 4.3722 2.015150.717 13.827
10.613
 . (41)
for the CMASS sample.
This correspond to measurements of fσ8(zLOWZ) =
0.427±0.056, H(zLOWZ)rs(zd) = (11.55±0.38) · [103kms−1]
and DA(zLOWZ)/rs(zd) = 6.60 ± 0.13 for the LOWZ sam-
ple and fσ8(zCMASS) = 0.426 ± 0.029, H(zCMASS)rs(zd) =
(14.02±0.22) · [103kms−1] and DA(zCMASS)/rs(zd) = 9.39±
0.10 for the CMASS sample, as it is displayed in Table 5.
Comparing the error-bars of the parameters fσ8 and Hrs
coming from combining the 3 probes to those error-bars ob-
tained in Table 3 from the RSD P+B analysis we see an
improvement of ∼ 25% for the LOWZ sample and ∼ 20%
for the CMASS sample. The gain in the DA/rs parameter
is much higher because most of the signal in this parameter
comes from the post-reconstruction BAO analysis, as can
be inferred from the diagonal elements of the matrices of
Eq. C1 and C2. The different panels of Fig. 16 present the
comparison between the combination of measurements (in
purple contours) with the different individual probes, RSD
P (orange contours), RSD P+B (turquoise contours) and
BAO (yellow contours). The top and bottom panels show
the results for the LOWZ and CMASS samples, respectively.
The left panels present the measurements along with their
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Figure 16. The left panels show the individual measurements of fσ8, Hrs and DA/rs corresponding to the RSD P analysis (Gil-Mar´ın
et al. 2016a), RSD P+B analysis (this work), BAO analysis (Gil-Mar´ın et al. 2016b), as well as the combination of all of them according
to Eq. 35, using the correlation coefficients presented in Fig. 15. The right panels show the same comparison in terms of the 1σ (solid
lines) and 2σ (dashed lines) confident regions in the fσ8-Hrs-DA/rs parameter space. Top panels refer to the LOWZ sample and bottom
panels to the CMASS sample.
standard deviation error-bars of the individual fσ8, Hrs and
DA/rs parameters; whereas the right panels display the cor-
relation ellipses of the same parameters. These results are as
well displayed for clarity in a Table 6.
From the panels of Fig. 16 we observe a . 1σ agreement
among most of the parameters coming from different anal-
ysis techniques. The unique case where the tension reaches
∼ 2σ tension is for the Hrs parameter for the CMASS sam-
ple, where the prediction from the power spectrum BAO
analysis is about . 2σ higher than those predictions from
both RSD analyses. This tension was already reported in
Gil-Mar´ın et al. (2016b) when comparing the pre-recon with
the post-recon best-fitting values (see α‖ values of table 3 in
Gil-Mar´ın et al. 2016b). In particular this mild tension is re-
lated to the shift in the BAO peak position in the µ2-moment
of the pre-reconstructed and post-reconstructed data cata-
logue. If we were plotting the pre-reconstruction prediction
(which would be coming from the exact same data-set as
the RSD analysis) the tension between the RSD analysis
and BAO for the Hrs parameter would be reduced to ≤ 1σ,
as the Hrs best-fitting value form the pre-recon data-set is
lower than Hrs best-fitting value from the post-recon data-
set. Therefore, this discrepancy has its origin in the effect
of the reconstruction process in the anisotropic signal of the
data and is likely to be just statistical. We believe that such
large effect is not caused by systematic effects in the recon-
struction process. Such potential systematics were quantified
in (Gil-Mar´ın et al. 2016b), and resulted negligible compared
to the statistical budget.
8.5 Comparison with other galaxy surveys
In this section we compare our measurements on fσ8 for the
LOWZ and CMASS with the fσ8 values reported by other
surveys at redshifts, along with Planck15 predictions.
Fig. 17 compares our measurements of fσ8 (red sym-
bols), with those from the 6dFGS by Beutler et al. (2012),
SDSS Main Galaxy Sample by Howlett et al. (2015), SDSS
Luminous Red Galaxies by Oka et al. (2014), WiggleZ by
Blake et al. (2012); and VIPERS by de la Torre et al. (2013).
A brief description of each of these measurements was pre-
sented in section 7.3 of Gil-Mar´ın et al. (2016a), and we do
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Sample Analysis fσ8(zeff) H(zeff)rs(zd) DA(zeff)/rs(zd)
LOWZ
RSD P 0.394± 0.064 11.41± 0.56 6.35± 0.19
BAO − 11.60± 0.60 6.66± 0.16
RSD P+B 0.460± 0.071 11.75± 0.55 6.74± 0.22
Combined 0.427± 0.056 11.55± 0.38 6.60± 0.13
CMASS
RSD P 0.444± 0.042 13.92± 0.44 9.42± 0.15
BAO − 14.56± 0.37 9.42± 0.13
RSD P+B 0.417± 0.036 13.78± 0.28 9.33± 0.15
Combined 0.426± 0.029 14.02± 0.22 9.39± 0.10
Table 6. Best-fitting cosmological parameters, fσ8(z), H(z)rs(zd) and DA(z)/rs(zd) inferred from a pre-reconstruction RSD analysis
of the power spectrum monopole and quadrupole (Gil-Mar´ın et al. 2016a), post-reconstruction BAO analysis of the power spectrum
monopole and quadrupole (Gil-Mar´ın et al. 2016b), pre-reconstruction RSD analysis of the power spectrum monopole, quadrupole and
bispectrum monopole (this work, Table 3) and the combination of these 3 measurements (this work, Table 5). These results correspond
to the plots of Fig. 16.
not repeat it here. As in Fig. 14, full symbols correspond
to the results whose analyses also fit for the AP variables,
whereas empty symbols keep them fixed to a fiducial cosmol-
ogy. We also include the combined fσ8 measurement (black
symbols) by using RSD P, RSD P+B and BAO, derived in
§ 8.4. The coloured bands present the model prediction for
Planck15 best-fitting Ωm = 0.308, when the different theo-
ries models for the theory of gravity are adopted. Under the
assumption of f(z) = Ωγm(z), we display the results for the
GR prediction γ = 0.55 (blue bands, 1σ confident levels),
and as well two extra values of γ, γ = 0.420 and γ = 0.680,
in green and red bands, respectively. In general all the re-
sults are in agreement with Planck15+GR prediction within
1σ and 2σ confident levels. Lower-than-GR values for γ are
disfavoured by the measurements, whereas higher-than-GR
values for γ are slightly favoured as it was noted in Macaulay
et al. (2013).
8.6 Deviations from GR predictions
In the ΛCDM scenario the growth rate of structure, f , can
be expressed as a function of the matter density of the Uni-
verse Ωm(z) through (Linder 2005), f(z) = Ω
γ
m(z); where
γ is the so called growth index, which under the assump-
tion of GR takes the value γGR ' 0.55. The growth rate of
structure is then related, not only to the amount of matter
of the Universe, but also to the theory of gravity that rules
the matter component (both baryonic and dark) of the Uni-
verse. Therefore, determining Ωm(z) and f(z) independently
allow us to perform a consistency test on the γ parameter,
which could potentially deviate from the GR prediction. In
particular, we measure the value of f(z) through RSD and
the value of Ωm(z) through the AP-parameters in addition
to CMB data.
In order to obtain the constrain on γ we use the
Planck15 results, TT+lowP7, and combine them with the
BOSS measurements from the LOWZ and CMASS samples
presented in this paper. We build the total likelihood to
be the product of the individual likelihoods of Planck15,
CMASS and LOWZ: L = LPlanck15 × LCMASS × LLOWZ,
assuming they are independent. For simplicity we do not
7 This corresponds to the first column of table 3 in Planck Col-
laboration et al. (2016)
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Figure 17. Constrains on fσ8 from several galaxy redshift sur-
veys in the base of a ΛCDM model with f(z) = Ωγm: orange cir-
cles (6dFGS) by Beutler et al. (2012); grey triangle (SDSS Main
Galaxy Sample) by Howlett et al. (2015); green inverse triangles
(SDSS Luminous Red Galaxies) by Oka et al. (2014); cyan di-
amonds (WiggleZ) by Blake et al. (2012); and purple pentagon
(VIPERS) by de la Torre et al. (2013). In red squares the results
from BOSS-DR12 according to Table 3. In black circles the com-
bined measurement from the RSD and BAO CMASS and LOWZ
DR12 BOSS analyses, derived in §8.4. Filled symbols represent
the fσ8 measurements when both the RSD and AP parameters
have been constrained and filled symbols then only the RSD pa-
rameters are constrained. For the empty symbols, as well as for the
combined measurement, the redshift position have been slightly
displaced for clarity. The red, blue and green bands show the
1σ confident levels allowed by Planck TT+lowP in the base of a
ΛCDM model (Planck Collaboration et al. 2016) when γ = 0.420,
γ = 0.55 (GR) and γ = 0.680.
exploit the Integrated Sachs-Wolfe (ISW) effect here, and
therefore, we do not use the CMB data to directly put con-
strains on γ. In this case the CMB data is only used to
provide tight constrains on Ωm0 and on σ80
For each mcmc chain element we randomly choose a
value for {Ωm0, H0, σ80, γ}, where the 0-sub index stands
for the quantities at z = 0. The linear growth factor D, is
then computed as the integration of the logarithmic growth
MNRAS 000, 1–34 (2016)
Bispectrum from the DR12 BOSS galaxies 27
Assumptions γ Ωm0
[f, DA, H]
P+B 0.80+0.31−0.23 0.20
+0.14
−0.10
[fσ8, DA, H]
P+B 0.33+0.41−0.47 0.330
+0.058
−0.064
[fσ8, DA, H]
combined 0.18+0.29−0.34 0.341
+0.045
−0.046
[f, DA, H]
P+B+Planck15 0.95+0.26−0.23 0.315± 0.012
[fσ8, DA, H]
P+B+Planck15 0.701+0.088−0.093 0.318
+0.012
−0.011
[fσ8, DA, H]
combined+Planck15 0.733+0.068−0.069 0.320
+0.011
−0.012
Table 7. Constrains on γ and Ωm0 parameters obtained from
the BOSS datasets, [fσ8, DA, H]
P+B, [fσ8, DA, H]
combined and
[f, DA, H]
P+B (see text), when they are used alone (first 3 rows)
and when they are combined with CMB data from Planck15 (last
3 rows). The quoted error-bars correspond to 1σ confident re-
gions. Fig. 18 displays the likelihoods of these models when they
are combined with Planck15 data. The constrains on γ comes
uniquely from BOSS data, as the ISW from the CMB has not
been exploited for simplicity.
rate: dlnD(a, γ)/dln a ≡ f(a, γ) = Ωm(z)γ ; where a is the
scale factor, a ≡ 1/(1 + z). In order to obtain the σ8 value
at a given redshift we then propagate it as, σ8(zeff , γ) =
D(zeff , γ)σ80. One has to bear in mind that the σ80 value
that Planck15 provides has been obtained by propagating
its linear evolution from the CMB epoch until today using a
linear growth factor which intrinsically assumes γ = γGR. In
order to undo this assumption we take the value of the σ8 at
z = 0 as σ80(γ) = σ80|Planck15D(zCMB, γGR)/D(zCMB, γ);
where σ80|Planck15 is the σ8 value at z = 0 provided by
Planck15 and zCMB ' 1100. Using all these ingredients
we build f(zeff)σ8(zeff) form each mcmc chain element. In
addition we also constrain the BOSS measured quantities,
H(zeff)rs(zd) and DA(zeff)/rs(zd) using the relations,
H(zeff) = H0
√
Ωm0(1 + zeff)3 + 1− Ωm0 (42)
DA(zeff) =
1
1 + zeff
∫ zeff
0
c dz
H(z)
(43)
In order to perform the constrains on γ we consider
following 3 BOSS datasets,
(i) {fσ8, DA/rs, Hrs} parameters from the LOWZ and
CMASS samples displayed by Eq. 24-25. We refer to this
case as [fσ8, DA, H]
P+B.
(ii) {fσ8, DA/rs, Hrs} combined parameters presented
in §8.4, corresponding to the LOWZ and CMASS samples
and described by Eq. 38 - 39. We refer to this case as
[fσ8, DA, H]
combined.
(iii) {f, DA/rs, Hrs} parameters from the CMASS sam-
ple only, displayed by Eq. 29. We refer to this case as
[f, DA, H]
P+B. Note that no constrains on σ8 are assumed,
and therefore the constrains on γ come only from f(z, γ) =
Ωm(z)
γ .
Table 7 displays the constrains on γ and Ωm0 obtained
from the datasets described above, when they are used alone
(first 3 rows), and when they are combined with Planck15 re-
sults (last 3 rows), as previously described. The constrains
on γ are very mild when the BOSS dataset is used alone,
whereas when the Planck15 data is added we obtain much
better constrains: when the information on fσ8 along with
the AP parameters is used we obtain γ = 0.701+0.088−0.093 (13%
precision) for the power spectrum and bispectrum measure-
ments (P+B model); and γ = 0.733+0.068−0.069 (10% precision) for
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Figure 18. Two dimensional posterior distribution for γ and
Ωm0 from different BOSS datasets in combination with CMB
data, in different colour lines (see legend and text). The solid
and dashed lines correspond to the 68 and 95.4% confidence lev-
els, respectively. The black dotted horizontal line display the GR
prediction for γ, γGR = 0.55. As the ISW information has not
been exploited, the constrains on γ are directly related to the
constrains on f and fσ8 from BOSS data, whereas the CMB
data is only used to set constrains on Ωm0 and σ80.
the combined model. As the ISW information has not been
exploited, the improvement in the determination of γ arises
only from a better determination of Ωm0 and not through
a direct constrain of γ using the CMB data. These predic-
tions are slightly better than those found by Beutler et al.
(2014); Samushia et al. (2014);Sa´nchez et al. (2014) using
the power spectrum and correlation function multipoles of
the BOSS DR11 datasets. On the other hand, if we only
use f to constrain γ we obtain γ = 0.95+0.26−0.23, which has a
significantly larger error-bars, but is independent of the σ8
power spectrum normalisation.
Fig. 18 displays the two dimensional posterior distri-
bution for γ and Ωm0 corresponding to the results from
Table 7. For clarity only the results where the CMB
data has been combined are shown: the turquoise con-
tours for [fσ8 , DA, H]
P+B and the orange contours for
[fσ8 , DA, H]
combined. In all cases the solid and dashed lines
show the 1σ and 2σ confident levels, respectively. The hor-
izontal black dotted line show the GR prediction for γ,
γGR = 0.55.
The measurements of γ presented in Fig. 18 and Table
7 are in mild or no-tension with the GR prediction: 1.7σ
for [f, DA, H]
P+B; 1.6σ for [fσ8, DA, H]
P+B and 2.7σ for
[fσ8, DA, H]
combined; where in all cases a weaker-than-GR
model (higher γ, lower fσ8) is favoured. Consistent values of
γ were found using the DR11 dataset (Beutler et al. 2014);
Samushia et al. (2014);Sa´nchez et al. (2014). The observed
2.7σ tension for the combined case could be due to either a
statistical fluctuation on the fσ8 measured values, or a unac-
counted systematic uncertainties in BOSS and/or Planck15
data; or an indication of a failure of the ΛCDM + GR grav-
ity. Similar tension between Planck15 and RSD-analyses of
different galaxy surveys was reported by Macaulay et al.
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(2013), where a similar 2.5σ tension was found. Further in-
vestigation into the preference of BOSS data for > γGR when
a ΛCDM model is assumed is left for future work. These ad-
ditional analyses may include Bayesian selection comparing
the evidence ratio of a GR+ΛCDM model with phenomeno-
logical non-GR models with free γ.
9 CONCLUSIONS
In this paper we have presented the measurement of the
isotropic bispectrum of the LOWZ and CMASS DR12
galaxy samples of the Baryon Oscillation Spectroscopic Sur-
vey of the Sloan Digital Sky Survey III. We report a de-
tection of the bispectrum monopole at high statistical sig-
nificance, which enables to use it to measure cosmological
parameters of interest.
This paper extends, improves and complements the pre-
vious bispectrum analysis of the BOSS DR11 galaxy sample
presented in Gil-Mar´ın et al. (2015a,b): i) we use an im-
proved bispectrum estimator that enables a fast measure-
ment of all triangular shapes, which boosts the statistical
gain when constraining cosmological parameters; ii) we use
a full covariance matrix of the power spectrum and bis-
pectrum estimated from 2048 realisations of MD-Patchy
mocks, which allows the use of a minimal error estimator
for the inferred cosmological parameters; iii) the geometri-
cal Alcock-Paczynski effect has been included on the galaxy
bispectrum, which allows us to set constrains on the angular
diameter distance parameter, DA(zeff)/rs(zd) and the Hub-
ble parameter H(zeff)rs(zd); iv) we perform our analysis on
both the LOWZ and CMASS samples, and therefore we pro-
vide measurements on two redshift bins.
We have analysed the effects of the redshift space dis-
tortions in the bispectrum monopole, in combination with
the power spectrum monopole and quadrupole to constrain
on the growth factor times the amplitude of the linear power
spectrum, fσ8. In order to extract cosmological information
from the galaxy bispectrum measurements in combination
with the power spectrum multipoles we have used a non-
local and non-linear bias model (McDonald & Roy 2009).
After imposing the condition of locality in Lagrangian space
only two free parameters are left to marginalise over, b1
and b2. The RSD in the bispectrum are described through
the phenomenological model presented in (Gil-Mar´ın et al.
2014), which has been used in the previous bispectrum anal-
ysis of DR11. The RSD model depends on the logarithmic
rate of structure growth, f , on two FoG damping parame-
ters, σPFoG and σ
B
FoG, one for the power spectrum and another
for the bispectrum, respectively; and on the amplitude of the
shot noise relative to the Poisson prediction. Although f is
directly related to the fiducial cosmological model when GR
is assumed as a theory of gravity, we have kept f free in
order to test possible deviations from GR. In addition to
the RSD, we have also included the geometrical AP effect,
through the dilation parameters α‖ and α⊥, which modi-
fies the wave modes parallel and perpendicular to the LOS,
respectively. These parameters are related to the angular
diameter distance and the Hubble parameter, which we are
also able to constrain. In our analysis we have fixed the
shape of the linear power spectrum using the fiducial cos-
mology Ωfid, but we have marginalised over the amplitude
σ8. In total, our galaxy redshift space power spectrum and
bispectrum model has 9 free parameters we marginalise over,
Ψ = {b1, b2, Anoise, σPFoG, σBFoG, f, σ8, α‖, α⊥}.
We have computed the full covariance matrix of the
power spectrum monopole, quadrupole and bispectrum
monopole using 2048 realisations of MD-Patchy mocks. We
have observed that there is a strong correlation among sim-
ilar triangle shapes of the bispectrum, as well as between
the power spectrum monopole and bispectrum monopole,
for the triangles that share at least one k-vector. The cor-
relation between the power spectrum quadrupole and bis-
pectrum monopole has been observed to be consistent with
0.
We have tested possible systematics of our bispectrum
model using the MD-Patchy mocks and dark matter halo
N -body simulations. We have found significant disagreement
between the behaviour of the model when it was applied to
the mocks and to N -body, especially at small scales, where
the dark matter halo bispectrum is in better agreement with
the model prediction than the MD-Patchy mocks. Using
these resources we have estimated the truncation scale to
be applied to the data, and as well the systematics of our
model, that have been added in quadrature to the statistical
errors in the final measurement from the data.
When analysing the data, we find that for the DR12
LOWZ sample f(zLOWZ)σ8(zLOWZ) = 0.460 ± 0.071,
DA(zLOWZ)/rs(zd) = 6.74 ± 0.22, H(zLOWZ)rs(zd) =
(11.75 ± 0.55) 103kms−1, where zLOWZ = 0.32. For DR12
CMASS we find f(zCMASS)σ8(zCMASS) = 0.417 ± 0.036,
DA(zCMASS)/rs(zd) = 0.33 ± 0.15, H(zCMASS)rs(zd) =
(13.78 ± 0.28) 103kms−1, where zCMASS = 0.57. All the
quoted error-bars include the statistic and systematic error
budget, both added in quadrature. The correlation among
these parameters have been also presented in the covariance
matrices of Eq. 26 and 27, for LOWZ and CMASS samples,
respectively. These are the main results of this paper and are
in general agreement with previous BOSS DR11 and DR12
measurements.
Adding the bispectrum to the traditional power spec-
trum multipole analysis have enable us to measure sepa-
rately f and σ8 for the CMASS sample, along with their
correlation factor. We have found that when the AP parame-
ters are set to their fiducial value, f(zCMASS) = 0.649±0.076
and σ8(zCMASS) = 0.660±0.067, with a correlation factor of
−0.82. When the AP parameters are also varied we find that
f(zCMASS) = 0.58 ± 0.12 and σ8(zCMASS) = 0.668 ± 0.076
with the correlation matrix given by Eq. 30.
When we combine the LOWZ and CMASS BOSS data
coming from the RSD and BAO analyses of Gil-Mar´ın
et al. (2016a,b) along with the results presented in this
work we are able to improve significantly the constrains
on the cosmological parameters: fσ8(zLOWZ) = 0.427 ±
0.056, H(zLOWZ)rs(zd) = (11.55 ± 0.38) · [103kms−1] and
DA(zLOWZ)/rs(zd) = 6.60± 0.13 for the LOWZ sample and
fσ8(zCMASS) = 0.426± 0.029, H(zCMASS)rs(zd) = (14.02±
0.22) · [103kms−1] and DA(zCMASS)/rs(zd) = 9.39± 0.10 for
the CMASS sample.
We have performed a ΛCDM-GR consistency check us-
ing the fσ8 along with the AP parameters measured from
BOSS data, in combination with Ωm0,H0 and σ80 constrains
from CMB using Planck15 data. We measure the growth
index γ = 0.701+0.088−0.093, using the power spectrum and bis-
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pectrum measured quantities. When we use the combined
BOSS measurements coming from RSD and BAO analyses
along with Planck15 measurements we find γ = 0.733+0.068−0.069.
We find that this result is in 2.7σ tension with the predic-
tions from GR, γGR ' 0.55. This tension could be due to i)
a statistical fluctuation on the fσ8 measured values; ii) an
unaccounted systematic uncertainties in BOSS or Planck15
data; iii) an indication of a failure of the ΛCDM or the GR
gravity model. Future galaxy surveys using more redshift
bins and more accurate data may shed light on this tension
revealing the origin of this discrepancy.
The constraints on f(zeff)σ8zeff , along with H(zeff)rd(z)
and Da(zeff)rd(zeff), will be useful in a joint analysis with
other cosmological data sets (in particular CMB data) for
setting stringent constraints on neutrino mass, dark energy,
gravity, curvature as well as number of neutrino species.
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APPENDIX A: IMPACT OF THE SYSTEMATIC
WEIGHTS IN THE BISPECTRUM
In this appendix we aim to show the effect of applying
the systematic weights correction to the bispectrum mea-
surement. The effect on the power spectrum monopole and
quadrupole are shown in appendix A of (Gil-Mar´ın et al.
2016a). From the power spectrum results, we expect that
the systematic correction has a strong effect at very large
scales and decreases as we move to smaller scales. This be-
haviour is partly seen in Fig. A1, where those triangles with
at least one side corresponding to a large scale mode (blue
squares) are more affected by the correction (up to ∼ 10%),
whereas those triangles with all of their sides correspond-
ing to small scales modes (those points with a large triangle
index number) are less affected. Among the triangles used
for the RSD analysis (green symbols) the correction due to
the systematic weights is less than 3%, but in general we
see that there is a remaining offset of around ∼ 1% that
does not vanish at small scales. We also see that the sys-
tematic correction varies from shapes with similar k-vectors:
the correction for triangles with similar triangle index can
vary from 0 to 3%, and in some few cases up to 5%. The
correction that the systematic weights produce in the bis-
pectrum is therefore larger than the observed in the power
spectrum. However, on has to bear in mind that the sta-
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Figure A1. Relative impact of the systematic weights in the
isotropic bispectrum signal of the CMASS sample. The y-axis
shows the ratio between the measured CMASS bispectrum with
and without the systematic weights correction as a function of
the triangle index. The different colours represent triangles corre-
sponding to different scales: with one of its side < 0.03hMpc−1
in empty blue squares; with all their sides between 0.03hMpc−1
and 0.22hMpc−1 in green circles, and with all of its sides >
0.22hMpc−1 in red triangles. The black dashed and dotted lines
mark the 3% and 5% deviation, respectively.
tistical errors in the bispectrum are also larger than those
observed in the power spectrum. This is shown in Fig. A2,
where the black solid line stands for the relative statistical
errors and the dashed black line for the relative systematic
correction, corresponding to the bispectrum whose triangles
have 0.03hMpc−1 ≤ ki ≤ 0.22hMpc−1 (which corresponds
to the green symbols in Fig. A1). On the top of both lines
we plot a colour symbol according to the shape of the tri-
angle: red squares for equilateral, blue circles for isosceles
and green triangles for scalene. The systematic correction is
always below the statistical error and usually is ∼ 5 times
smaller. We note that the most sensitive shape to the sys-
tematic correction is the equilateral, which is also the shape
with higher statistical error as predicted by perturbation
theory (see section A2 of Scoccimarro et al. 1998 for more
details).
Therefore, we conclude that for the triangles used for
the analysis presented in this paper, 0.03hMpc−1 ≤ ki ≤
0.22hMpc−1, the systematic weights do not have a large
impact on the bispectrum signal given the statistical un-
certainty, and therefore, the impact of inaccuracies in the
systematic correction has a minor effect on the estimation
of parameters.
APPENDIX B: IMPACT OF CLOSE PAIRS
WEIGHTS IN THE BISPECTRUM AND
BEST-FITTING PARAMETER ESTIMATION
In this appendix we study the effect of fibre collisions weights
on the isotropic bispectrum, and more precisely on the
fσ8 measurements when the power spectrum monopole,
quadrupole and bispectrum monopole are considered, as it
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Figure A2. Relative impact of systematic weights relative to
the statistical errors for the CMASS sample. The black solid line
shows the diagonal errors (rms from the MD-Patchy mocks) of the
isotropic bispectrum with respect the systematic correction:1 −
Bnosys/Bsys in dashed lines, both in percent deviation. On the
top of the lines a colour symbol according to the shape of the
triangle is displayed: red squares for equilateral, blue circles for
isosceles and green triangles for scalene.
is the case in §8. The fibre collision weights are included
in order to account for those galaxies that are too close to
each other (< 62′′) to put two or more fibres. Details about
the fraction of collided galaxies in the dataset and in the
mocks can be found in table B1 of Gil-Mar´ın et al. (2016a).
In short we say that the collided fraction is about 3.5 times
higher in the CMASS sample than in the LOWZ sample.
Therefore all the upper limits found for CMASS are auto-
matically equal or lower for the LOWZ sample. Also, the
fraction of collided galaxies in the CMASS sample of the
MD-Patchy mocks has been found to be lower than the
one from the data, whereas the qpm mocks have a same
fraction than in the data. This is due to a resolution prob-
lem for the MD-Patchy haloes that is expected to be solved
in future version of the mocks. Because all this, we perform
a test using only the CMASS sample of the qpm mocks.
In order to test the effect of the fibre collision in the
bispectrum and in the parameter estimation we measure
the power spectrum monopole, quadrupole and bispectrum
monopole of 1000 qpm mock realisations and take their mean
in order to reduce the statistical uncertainty of modes. We
proceed in two ways,
(i) We treat the galaxies as in the real data: when two
or more galaxies present an angular separation of < 62′′,
on the them is weighted by the number of galaxies within
the < 62′′ angular radius, and the rest is weighted by 0. By
doing this we mimic what it is done in the real dataset.
(ii) We consider all the galaxies resolved in the mocks and
weight them equally. This correspond to the case we would
have if all the targeted galaxies in the survey where analysed
spectroscopically.
The case ii) has the correct clustering and anisotropic
signal, which we use as a reference to test the effects of fibre
collision in case i). Therefore, we need to analyse the power
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Figure B1. Effect of fibre collision weights in the qpm CMASS mocks. The left top sub-panel display the ratio between the bispectrum
monopole of cases i) and ii) (see the text for description) as a function of the triangle index for those triangles with 0.03hMpc−1 ≤ ki ≤
0.22hMpc−1. The black solid lines are the ratio of the bispectrum of the measured galaxies, whereas the orange dashed line is the ratio
between the best-fitting theoretical models to the cases i) and ii). The coloured symbols represent the triangle shape as indicated. The
left bottom sub-panel displays the difference between the same quantities of the top panel divided by the statistical error expected for
the data (rms of the mocks). The right panel displays the ratio of the best-fitting variables for the cases i) and ii) as a function of the
truncation scale, kmax, where the bottom sub-panel has been simply zoomed in with respect to the top sub-panel. Table B1 summarises
the observed shifts on the variables of cosmological interest for kmax = 0.22hMpc−1.
Parameter statistical error [%] systematics of the model [%] systematics due to fibre collisions [%]
fσ8 6% / 4% 5.5% . 1%
α‖ 1.7% /− 1% . 0.5%
α⊥ 1.2% /− 1% . 0.1%
σ8 8% / 6% 8% . 0.5%
f 19% / 12% 4% . 1%
Table B1. Summary of the statistical errors and systematic shifts caused by both the fibre collision weights and the systematics of the
model in the parameters of cosmological interest for the model of §5. All the results for the CMASS sample at kmax = 0.22hMpc−1.
For all the cosmological parameters the systematic shifts are sub-dominant and the total error budget is dominated by the statistical
errors. In the “statistical error” column, the values separated by the dash symbol correspond to the relative errors when the AP test is
performed and not performed, respectively.
spectrum and bispectrum of qpm mocks under these two
conditions. We fit the 9 parameter model of §5 to the power
spectrum monopole, quadrupole and bispectrum monopole
using the same technique described in §78. By comparing
the best-fitting parameters obtained in the cases i) and ii)
we can quantify by how much every specific parameter is
affected by the fibre collision weights.
The left top sub-panel of Fig. B1 displays in black
solid lines the ratio between the measured isotropic bispec-
trum of cases i) and ii) as a function of the triangle in-
dex. The coloured symbols represent the different triangle
shapes: equilateral, isosceles and scalene as indicated. The
orange pink dashed line represents the ratio between the
models that better describe the power spectrum monopole,
quadrupole and bispectrum monopole of cases i) and ii).
The ratio between the corresponding best-fitting parame-
ters is shown in the different colour lines of the right panel
of Fig. B1. In the left bottom sub-panel of Fig. B1 we show
8 For simplicity we apply the covariance extracted from the MD-
Patchy mocks to the qpm mocks
the corresponding difference between measured isotropic bis-
pectrum of cases i) and of case ii), ∆B(0), relative to the sta-
tistical error predicted by the rms of the 2048 realisations of
the MD-Patchy mocks.
We see that the collision weights has an effect of∼ 2% to
∼ 6% on the bispectrum amplitude at large scales, which in-
creases up to 12% in those triangles with their k-vectors close
to 0.22hMpc−1. We also see that at small scales the correc-
tion is barely independent of the triangle shape, whereas at
large scales the dependence is of 1− 2%, being the equilat-
eral and isosceles shapes the most affected, and some scalene
the less affected. In terms of the statistical error expected
for the bispectrum data, the shift between the cases i) and
ii) oscillates between 0 and 1σ, depending strongly on the
shape and scale of each triangle. However, we see that the
best-fitting model to the bispectrum of cases i) and ii) is
able to account for these effect by modifying the value of
the best-fitting parameters of the model.
The right panel of Fig. B1 display the effect of the fibre
collision weights on the variables of the model presented in
§5. The most affected variable by the collision weights is
the deviation from the Poissonian shot noise, Anoise, which
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is reduced by ∼ 40%, followed by the b2, which increases
by a factor that strongly depends on the truncation scale,
kmax, and the σ
P
FoG, which is reduced by ∼ 2%. The rest of
the variables are considerably less affected. In particular f
and σ8 are modified by ∼ 1% and can be either increased
or reduced depending on kmax. b1 is typically reduced by
less than 0.5%, as well as the AP parameters, α‖ and α⊥.
Table B1 summarises the typical systematic shift due to fibre
collision on the cosmology variables and compare it with the
statistical error of the data as well as the systematic errors
of the model.
APPENDIX C: COVARIANCE MATRIX FOR
THE COMBINED DATA-SET VECTOR
In this appendix we report the 8× 8 full covariance matrix
corresponding to the data-vectors displayed by Eq. 33 and
34. Eq. C1 and C2 display these matrices for the LOWZ and
CMASS samples, respectively.
These matrices are generated using the correlation co-
efficients extracted from the 2048 MD-Patchy mocks, dis-
played in Fig. 15, in combination with the variance elements
for each individual parameter extracted from the likelihood
of the data: for the RSD P analysis parameters this corre-
spond to the diagonal elements of eq 22 and 23 of Gil-Mar´ın
et al. (2016a); for the RSD P+B analysis to the diagonal
elements of the matrices of Eq. 26 and 27; for the BAO pa-
rameters to the error-bars displayed in table 4 of Gil-Mar´ın
et al. (2016b) (only those extracted from the MD-Patchy
mocks).
CLOWZ = 10−3

4.5028 1.3845 32.764 5.1012 4.7978 11.179 3.8316 3.1742
5.0837 7.0735 23.462 4.2329 3.4808 10.699 1.9994
330.03 81.557 69.444 78.104 26.945 17.117
300.30 52.598 16.632 81.195 8.3435
302.87 12.142 16.195 41.092
36.239 15.720 12.124
47.493 9.9699
22.203

, (C1)
CCMASS = 10−3

1.7424 0.27016 15.841 1.1124 2.9037 5.6326 1.1388 1.7120
1.3046 1.8199 7.9190 0.65478 1.0489 4.6649 0.39842
206.68 22.625 50.092 50.625 10.580 11.358
77.713 10.091 6.2962 33.648 1.3916
126.37 10.626 3.9494 17.127
26.094 7.0482 10.207
21.700 3.2283
16.071

. (C2)
We conclude that the effect of fibre collisions are ab-
sorbed mainly by Anoise and b2. Because of this, the system-
atic shifts on the parameters of cosmological interest, such
as f , σ8, α‖ and α⊥ is reduced to percent or sub-percent.
Since the effects of the fibre collisions are sub-dominant we
do not consider to add these shifts to the total error budget
in §8, as they would not produce any significant change.
APPENDIX D: BREAKING THE
DEGENERACY AMONG b1, f AND σ8
As a proof of principle of how the large scale degeneration
between f and σ8 (as well as b1 and σ8) is broken we take a
toy model where b1σ8 and fσ8 are kept fixed under changes
of f , σ8 and b1. For simplicity we set b2 = 0 as well the
fingers of God parameters and the amplitude of noise is
set to poisson prediction. We take b1 = f ≡ x, whereas
σ8 ≡ 1/x, and therefore fσ8 and b1σ8 are set to 1. We
aim to see the effect on the amplitude and shape on the
power spectrum and bispectrum predicted by the model of
§5 when x is varied. This is shown in Fig. D1, where the top,
middle and bottom panel show the amplitude of the power
spectrum monopole, quadrupole and equilateral bispectrum
monopole, respectively, relative to the amplitude of the cor-
responding statistic when x = 1. The different colours show
the results for different values of x, as indicated. For clar-
ity, the scales in the y-axis of the 3 sub-panels have been
kept the same, so the relative change in the power spectra
multipoles and on the bispectrum can be directly compared.
At large scales we see how the changes on x do not produce
any significant change on the amplitude of the power spec-
trum multipoles. This is because the model described in §5
tends to the Kaiser prediction at these scales, where f and
σ8 are perfectly degenerated. On the other hand, this is not
the case for the amplitude of the bispectrum where even at
large scales the amplitude of the equilateral bispectrum is
sensitive to different values of x. As we explore smaller scales
the amplitude of the power spectrum multipoles start to be
sensitive to changes of σ8, whereas for the equilateral bis-
pectrum is similar to its large scale value. For example for
x = 0.90, the amplitude in the power spectrum monopole
and quadruple at k = 0.20hMpc−1 changes just by 5% and
4%, respectively, relative to that with x = 1. For the equilat-
eral bispectrum this change reaches 15% at k = 0.12hMpc−1
and ≥ 10% for k ≥ 0.08hMpc−1. In practice the degen-
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Figure D1. Relative signal of the power spectrum monopole
(top panel), quadrupole (middle panel) and equilateral bispec-
trum (bottom panel) according to the model presented in §5, for
different values of x (where x ≡ f = b1 = σ−18 ), relative to the
signal when x = 1. Red, blue, green and orange lines display the
results for x = 0.95, 0.90, 0.85, 0.80, respectively. Whereas the
power spectrum multipoles are very degenerated under changes
of x (especially at large scales), the bispectrum signal is much
more sensitive to such changes.
eracy between f and σ8 cannot be broken only using the
power spectrum at small scales because at such scales the
amplitude and shape of the power spectrum is sensitive to
other variables that here we have set constant for simplic-
ity, such as, b2 and the Fingers-of-God dispersion parameter.
However, using the bispectrum signal allows us split f and
σ8 into two independent (and correlated) variables, as it is
shown in §8.2.
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