Dynamically adaptive animation of virtual humans by Di Giacomo, Thomas et al.
UNIVERSITÉ DE GENÈVE    
FACULTÉ DES SCIENCES 
Département d’informatique    Professeur José Rolim 
 
       FACULTÉ DES SCIENCES 
       ÉCONOMIQUES ET SOCIALES 
Département de systèmes d’information   Professeur Nadia Magnenat-Thalmann 
 
 
 
Dynamically Adaptive Animation 
of Virtual Humans 
 
 
 
THÈSE 
 
présentée à la Faculté des sciences de l'Université de Genève 
pour obtenir le grade de Docteur ès sciences, mention informatique 
 
par 
 
Thomas DI GIACOMO 
de  
Grenoble (France) 
 
 
Thèse No 3834 
 
 
 
 
GENÈVE 
Atelier de reprographie Uni-Mail 
 
2007 
Abstract
3D graphics is one of the cornerstones of multimedia applications. Advances
in this domain, coupled with progression of hardware, have pushed the com-
plexity of virtual scenes to millions of polygons, animated with evolved mech-
anisms. Concurrently, the variety of contexts where 3D graphics are used has
also dramatically increased, including for instance streamed virtual scenes on
mobile devices.
The major goal of this work is the creation of an adaptation framework for
animated virtual humans, which addresses both the heterogeneity of possible
networks, devices and user constraints, as well as the real-time constraints
for complex scenes on diﬀerent hardware architectures.
Consequently, after reviewing related work in the ﬁelds of virtual hu-
man animation and motion adaptation and level-of-detail, we present our
newly devised methods for dynamic adaptation of virtual human data, with
a possible conversion to 2D graphics for lowest resolutions, as well as for user-
controlled and automatically-driven, using a new 2-steps view-dependent er-
ror metric, motion level-of-detail for virtual human animation. These tech-
niques are evaluated with diﬀerent experiments that we discuss, then achieve-
ments are detailed to conclude on potential perspectives and future work for
our methods.
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Re´sume´
Depuis ses de´buts, et en quelques de´cennies seulement, l’informatique gra-
phique a e´norme´ment e´volue´e jusqu’au stade avance´ d’aujourd’hui. Graˆce
aux eﬀorts des chercheurs, de´veloppeurs, et infographistes, qui travaillent sur
les me´thodes et outils d’informatique graphique, le graphisme 3D a e´merge´
et s’est de´veloppe´ suﬃsamment vite pour eˆtre a` pre´sent utilise´ tre`s large-
ment dans les eﬀets spe´ciaux des productions cine´matographiques, pour eˆtre
de nos jours l’e´le´ment principal des jeux vide´os, pour eˆtre un composant
clef dans la simulation, l’architecture, l’he´ritage culturel, l’imagerie me´dical,
les applications e´ducatives, etc. Paralle`lement a` cette e´volution de la
technologie 3D, les attentes des utilisateurs et les besoins des ap-
plications ont eux aussi e´norme´ment augmente´s: de simples sce`nes
a` des environnements virtuels complexes, de´taille´s et interactifs. Alors que
des sce`nes compose´es d’objets simples en ﬁl de fer, avec quelques rotations
ou translations, e´taient impressionnantes il y a quelques anne´es, les attentes
actuelles sont plus hautes et incluent des environnements virtuels complexes
contenant des immeubles et objets manufacture´s de´taille´s, des animations
re´alistes de sce`nes ve´ge´tales, de ﬂuides, d’animaux, d’humains virtuels etc.
De plus, les plates-formes concerne´es par ces applications se sont
aussi largement e´tendues, de stations graphiques de´die´es ou de grappes
de machines, au PC standard de bureau, PC portables, ou appareils mo-
biles tels que les personal digital assistants (PDAs) ou meˆme les te´le´phones
portables.
Motivations
L’animation d’humains virtuels est une illustration de ce paralle`le entre
e´volution des techniques d’imagerie et celle des besoins des applications et des
utilisateurs. Par rapport a` une repre´sentation simple utilisant des segments
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rigides pour simuler une animation de personnage a` l’aide de mouvements
pre´-calcule´s, les moteurs d’animation actuels d’humains virtuels en temps-
re´el se doivent de traiter de nombreux personnages avec de´formation de la
peau, avec mouvements et animation faciale pre´cis et re´alistes, et avec des
me´canismes de controˆle ou de synthe`se de mouvements pre´cis[109]. En fait,
malgre´ de nombreux travaux et de nombreuses recherches sur l’animation et le
rendu d’humains virtuels, il est toujours tre`s diﬃcile d’animer un humain
virtuel tre`s re´aliste avec des cheveux et des veˆtements, d’animer
des dizaines de milliers d’humains en temps-re´el simultane´ment,
et il est toujours quasiment impossible d’aﬃcher des humains virtuels
anime´s sur la plupart des appareils le´gers et mobiles. Ces limita-
tions pour l’animation d’humains virtuels en temps-re´el sont princi-
palement dues aux calculs ne´cessaires pour les mises a` jour de l’animation
et des de´formations, et a` la place me´moire occupe´e par le stockage et
l’utilisation des donne´es d’animation.
Le controˆle et la repre´sentation des structures hie´rarchiques articule´es,
utilise´es pour animer les corps des humains virtuels, ont e´te´ intensivement
e´tudie´s en robotique puis en informatique graphique, et sont donc des do-
maines relativement connus. L’animation faciale, bien que plus re´cente,
a aussi rec¸u beaucoup d’attention de la communaute´ scientiﬁque en in-
formatique graphique, et donc les me´thodes d’animation faciale permet-
tent aujourd’hui d’animer et de rendre des visages anime´s, avec aussi des
e´motions, de fac¸on re´aliste. Cependant des optimisations et des ame´liorations
ne´cessaires pour e´tendre la qualite´ et la disponibilite´ des environnements
virtuels incluant des humains virtuels, et qui n’auraient pas d’impact sur le
re´sultat visuel, sont toujours en cours d’e´tude et de recherche, et c’est dans
cet aspect que notre travail se situe.
Contributions
Le but principal de notre travail est de spe´ciﬁer un environnement d’anima-
tion temps-re´el d’humains virtuels dynamiquement adaptable. Plus
pre´cise´ment, nous proposons un ensemble d’algorithmes inte´gre´s pour au-
tomatiquement et dynamiquement controˆler les couˆts de calcul et de me´moire,
en paralle`le avec un rendu re´aliste des mouvements temps-re´el d’humains
virtuels. The´oriquement, une telle approche permettrait de libe´rer des res-
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sources additionnelles pour les autres modules de l’environnement virtuel,
comme l’animation de cheveux et de veˆtements par exemple. Elle devrait
aussi permettre des performances pour le temps re´el sur des appareils mo-
biles, ainsi que des ame´liorations pour les sce`nes de foule avec l’addition de
plus d’humains virtuels simultane´ment.
Pour atteindre ces objectifs, la philosophie de notre approche est base´e
sur des concepts comparables utilise´s dans le niveau de de´tail (LOD) sur
la ge´ome´trie des objets 3D. Brie`vement, ces techniques traitent du com-
promis entre performances et qualite´ visuelle, en choisissant la re´solution
d’un mode`le multi-re´solution la plus approprie´e a` un instant donne´, i.e.
pour un contexte donne´ de´pendant de la distance a` la came´ra la plupart du
temps. Bien que quelques me´thodes d’animation supportant des me´canismes
de multi-re´solution, en terme de temps de calcul et de pre´cision du mouve-
ment[70][32],etc., ont e´te´ propose´es par le passe´, notamment avec des mode`les
d’animation base´s sur la physique[83][49], nous proposons ici d’e´tendre ces
travaux existants avec les contributions innovantes de´taille´es ci-des-
sous.
La contribution principale de notre travail est la spe´ciﬁcation et la de´-
ﬁnition de sche´mas ge´ne´riques pour l’animation scalable d’humains
virtuels, autant par rapport aux calculs qu’a` la place me´moire ne´cessaires,
graˆce a` un controˆle sur respectivement le moteur d’animation et les donne´es
d’animation. En eﬀet, il est ne´cessaire de conduire un travail spe´ciﬁque sur
le cas de l’animation d’humains virtuels, et nous proposons des me´thodes
dans ce sens. Tout d’abord, il reste de nombreux proble`mes a` re´soudre
comme la de´ﬁnition de la scalabilite´ et des diﬀe´rentes re´solutions dans des
hie´rarchies ge´ne´riques utilise´es pour l’animation de corps, comme la conti-
nuite´ des mouvements et la cohe´rence spatio-temporelle lors d’une anima-
tion multi-re´solution, comme l’utilisation de parame`tres et crite`res perti-
nents pour le choix d’une re´solution approprie´e a` un instant donne´, comme
l’inte´gration d’animation adaptable de corps et de visage et le lien avec
du niveau de de´tail pour la ge´ome´trie, etc. De plus, le niveau de de´tail
pour l’animation d’objets articule´s de´formables n’a pas encore e´te´ vraiment
entrepris, et cela est primordial pour l’adaptation d’animation d’humains
virtuels. Enﬁn, aucune approche existante aujourd’hui ne conside`re un sche´ma
global d’adaptation qui prendrait en compte le controˆle des donne´es et le
changement de me´dia, i.e. la conversion de donne´es 3D en 2D par exemple,
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avec un ensemble inte´gre´ de me´thodes scalables pour l’animation re´aliste
d’humains.
En nous basant sur la simpliﬁcation et la complexiﬁcation de niveaux
d’articulations pour l’animation par squelette et l’animation faciale, nous pro-
posons dans cette the`se des me´thodes de niveau de de´tails pour l’animation
d’humains, prenant en compte une conversion 3D vers 2D pour l’animation
du visage, et visant a` dynamiquement adapter l’animation de fac¸on automa-
tique suivant des contextes ge´ne´raux, incluant les capacite´s mate´rielles des
machines cibles et des re´seaux, le point de vue dynamique dans la sce`ne, ainsi
que les pre´fe´rences des utilisateurs dans une certaine mesure.
Adaptation dynamique de donne´es d’animation
L’adaptation de donne´es d’animation, principalement pour les applications
dans lesquelles les donne´es sont rec¸ues en ﬂux, permet de controˆler la taille
des donne´es traite´es, et donc la taille des donne´es transmises et a` traiter par
le moteur d’animation. Nous pre´sentons une me´thode base´e sur une syn-
taxe de description de ﬂux ainsi que sur des notions de qualite´ de service, de
transformations XML et de description de contextes dynamiques.
Pour l’adaptation de donne´es ge´ome´trique, la scalabilite´ est base´e sur
une repre´sentation en cluster des diﬀe´rentes re´solutions construites par un
ope´rateur de fusion d’areˆte et par une me´trique d’erreur quadratique sur
la surface. Les clusters obtenus sont marque´s dans la syntaxe du ﬂux de
donne´es, aﬁn de pouvoir les se´lectionner en fonction du contexte. Le me´ca-
nisme pour les donne´es d’animation de visage et de corps est relativement
similaire, bien que les re´solutions soient base´es sur des parame`tres diﬀe´rents:
des niveaux d’articulation et des re´gions d’inte´reˆts pour l’animation de corps,
des niveaux de complexite´ pour les points de controˆle et des re´gions d’inte´reˆt
pour l’animation faciale.
Une fois les donne´es rendues scalables, le moteur d’adaptation peut pren-
dre des de´cisions en fonction des caracte´ristiques dynamiques du re´seau, no-
tamment la bande passante, et des capacite´s du client utilise´, graˆce a` des
calculs de benchmarking.
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Conversion en graphique 2D et vectoriel
Deux me´thodes diﬀe´rentes sont propose´es dans ces travaux. La premie`re
adapte une animation faciale 3D en 2D, en convertissant tout d’abord la
ge´ome´trie 3D en un maillage 2D de´formable utilise´ et une image, rendu de
face du visage, a` plaquer comme texture sur un quadrilate`re. Ensuite, les
donne´es d’animation 3D des points de controˆle sont utilise´s avec quelques
calculs pour de´former le maillage 2D.
La deuxie`me me´thode convertit une animation faciale 3D en graphisme
vectoriel. L’approche pre´sente´e extrait des donne´es 2D de l’animation origi-
nale projete´e lors d’un rendu 3D standard. Ensuite, de ces donne´es 2D, une
ge´ne´ration de graphisme vectoriel est eﬀectue´e na¨ıvement, simulant l’e´clairage
Gouraud et la ge´ome´trie 3D a` l’aide de composants vectoriels. Une dernie`re
passe d’optimisation est ne´cessaire aﬁn de re´duire la taille des animations
vectorielles ge´ne´re´es. Ces optimisations consiste a` prendre en compte la vis-
ibilite´ des facettes ainsi que les points statiques a` des instants pre´cis.
Niveau d’articulations dans la hie´rarchie
Nous de´ﬁnissons des niveaux d’articulation dans la hie´rarchie utilise´e pour
animer des humains virtuels de diﬀe´rentes fac¸ons. Tout d’abord, le niveau de
profondeur dans la hie´rarchie peut eˆtre utilise´ pour se´lectionner l’activite´ des
joints. Une de´ﬁnition par re´gions est aussi propose´e, ainsi que des niveaux
pre´-de´ﬁnis de complexite´. Nous proposons d’utiliser ces de´ﬁnitions ensemble
aﬁn de permettre un controˆle pre´cis de la hie´rarchie suivant les animations a`
jouer. Une se´lection au niveau du joint individuellement est aussi possible, et
le niveau d’articulation re´sultant de toutes ces de´ﬁnitions peut eˆtre applique´.
Me´trique d’erreur sur le mouvement pour LOD automatique
Bien que quelques travaux d’informatique graphique, notamment sur la de´-
tection et la re´ponse de collisions et sur les simulations base´es sur la physique,
conside`rent la perception visuelle humaine comme parame`tre, cet axe de
recherche est encore relativement re´cent malgre´ son fort impact sur la qualite´
visuelle des re´sultats des me´thodes et algorithmes. Nous proposons une nou-
velle me´thode de´ﬁnissant une me´trique d’erreur sur les mouvements
base´ sur la perception, associe´e aux structures articule´es, pour guider
et controˆler notre adaptation dynamique d’animation d’humains virtuels.
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Cette me´thode est de´compose´e en deux e´tapes. La premie`re e´tape peut eˆtre
eﬀectue´e avant l’exe´cution de l’animation. Elle consiste a` calculer a` chaque
frame l’erreur pour chaque joint qui re´sulterait d’une non mise a` jour par
les donne´es d’animation. Ces erreurs sont stocke´es, et lors du rendu de
l’animation, la deuxie`me e´tape est un simple test de seuil, qui de´pend de la
distance a` la came´ra, et qui active le joint correspondant ou non.
Validation et re´sultats
Pour tester et valider notre approche et nos contributions, nous pre´sentons
diﬀe´rents prototypes d’applications, diﬀe´rentes expe´riences et diﬀe´rents re´sul-
tats. D’abord, une architecture client-server comple`te est pre´sente´e, inte´grant
nos de´veloppements d’animation scalable pour les donne´es de visage et de
corps. Elle est illustre´e graˆce a` un sce´nario d’adaptation dynamique due a` des
variations de bande passante sur le re´seau, et nous pre´sentons ses re´sultats
en terme de performance. Nous montrons aussi les re´sultats obtenus sur
des plates-formes le´ge`res et mobiles, comme les PDAs, avec l’animation 3D
et 2D d’animation adapte´e de corps et de visage. Nous illustrons aussi la
me´thode de conversion 3D vers graphisme vectoriel 2D avec une applica-
tion de´die´e. Enﬁn, nous proposons une application, inte´grant un moteur
d’animation spe´ciﬁque, qui traite du controˆle par un utilisateur des niveaux
d’articulations, ainsi que du niveau de de´tail automatique sur l’animation
d’humains graˆce a` la me´trique d’erreur propose´e dans nos travaux. Nous esti-
mons les gains obtenus par les diﬀe´rentes de´ﬁnitions de niveau d’articulation,
ainsi que ceux obtenus par la me´trique d’erreur utilise´e avec diﬀe´rents pa-
rame`tres. La validation est conclue par une e´tude de perception, propose´e
a` un panel d’utilisateurs, sur des animations adapte´es et produites graˆce a`
nos me´thodes et un calcul de score de similarite´ par rapport a` l’animation
originale.
Conclusions
En ce qui concerne la plate-forme d’adaptation dynamique pour les donne´es
d’animation que nous proposons, elle inclut des me´thodes pour la ge´ome´trie,
ainsi que pour l’animation de corps et de visage suivant des contextes de´ﬁnis
par les capacite´s du re´seau, des terminaux, ainsi que les pre´fe´rences de
l’utilisateur dans une certaine mesure. Cette me´thode est tre`s approprie´e
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pour les architectures re´seaux, mais aussi pour des applications locales en
utilisant tous les modules, client et server, sur la meˆme machine. Quand
meˆme la plus faible re´solution n’est pas jouable pour un appareil particulier,
nous appliquons une conversion automatique de l’animation du visage en 2D
de deux fac¸ons diﬀe´rentes. D’abord, une animation en 2D graphique peut eˆtre
ge´ne´re´e et rendue depuis l’animation 3D originale, graˆce a` une technique de
de´formation de texture dirige´e par les donne´es 3D. La deuxie`me me´thode per-
met une conversion de visages anime´s en 3D en graphisme vectoriel, format
supporte´ nativement par les applications web et par beaucoup d’appareils
le´gers et mobiles, comme les te´le´phones portables. Cette dernie`re me´thode
peut aussi eˆtre utilise´e comme un nouveau moyen de cre´er des animations en
graphisme vectoriel, y ajoutant une impression de profondeur et d’e´clairage
fournie par l’animation 3D initiale. Pour les applications PC, nous avons
pre´sente´ une nouvelle me´thode qui, automatiquement ou manuellement par
l’utilisateur, controˆle la complexite´ de mouvement des humains virtuels en re-
spectant le re´sultat visuel. Cette nouvelle technique de niveau de de´tail pour
l’animation est base´e sur une de´ﬁnition ge´ne´rale de niveaux d’articulation,
et sur une nouvelle me´trique d’erreur de mouvement en 2 e´tapes, qui permet
d’obtenir des optimisations visuellement transparentes.
Les re´sultats de nos travaux ont e´te´ de´taille´s dans des journaux, confe´-
rences, et workshops internationaux, pre´sente´s a` la ﬁn de ce manuscrit. Des
e´tats de l’art sur, respectivement, les environnements virtuels en re´seaux, et
sur le niveau de de´tail et l’adaptation pour l’animation, ont e´te´ publie´s dans
[c] et [i]. La me´thode d’adaptation de maillages ge´ome´triques a e´te´ pre´sente´e
dans [f], avec l’adjonction du benchmarking dans [a], et de l’adaptation
d’animation faciale et de corps dans [h,b]. En ce qui concerne la conver-
sion vers l’animation faciale 2D et le graphisme vectoriel, les travaux ont e´te´
respectivement propose´s dans [e] et [d]. Nos me´thodes ont e´te´ utilise´es dans
le cadre de diﬀe´rentes applications, comme les jeux vide´os dans [j], ou les
applications re´seaux dans [k,g]. Dans le cadre de ce travail, nous avons aussi
participe´ a` l’e´laboration de standards internationaux en proposant des con-
tributions originales, inte´gre´es dans les normes pour certaines d’entre elles.
D’abord, pour les spe´ciﬁcations MPEG-4 d’animation faciale et de corps,
nous avons propose´ des extensions pour BBA dans [r,s], et pour les FAP
dans [l], aﬁn d’e´tendre leur scalabilite´ intrinse`que. Puis, pour permettre
leur adaptation, nous avons introduit le concept de pre´fe´rence et de niveau
d’articulation pour les humains virtuels, dans [m,o,t,u], pour MPEG-21 Dig-
9
ital Item Adaptation (DIA). Aﬁn de fournir un contexte pratique pour les
capacite´s des terminaux, respectivement pour les pre´fe´rences de l’utilisateur,
nous avons aussi propose´s le benchmarking de terminaux dans MPEG-21
DIA avec [p,q], et promu les types Person dans [n] pour MPEG-7 Multime-
dia Description Schemes.
Travail futur
Dans cette the`se, nous avons propose´ plusieurs contributions par rapport
a` l’e´tat de l’art, mais il reste encore a` faire dans les domaines conside´re´s.
Comme tout travail, nos me´thodes sont ame´liorables sur certains points, et
d’autres approches pourraient aussi eˆtre explore´es a` l’avenir.
Sur l’adaptation de donne´es
Il y a plusieurs extensions qui pourraient eˆtre envisageables pour notre syste`me
d’adaptation dynamique d’animation d’humains. Tout d’abord, les fonction-
nalite´s suivantes pourraient eˆtre relativement rapidement de´veloppe´es:
• Ajout de la de´pendance a` la came´ra dans le contexte dynamique, aﬁn
de ge´rer l’adaptation en fonction du point de vue dans la sce`ne et des
interactions avec la came´ra;
• Adaptation dynamique du maillage ge´ome´trique, alors qu’il est actuelle-
ment adapte´ statiquement, une seule fois a` l’initialisation de l’applica-
tion en fonction des capacite´s du terminal utilise´.
Un autre domaine lie´ a` l’adaptation dynamique d’humains virtuels, sur
lequel nous avons commence´ a` travailler, serait l’adaptation des donne´es de
texture. Des me´thodes pour des textures de peau et de veˆtement multi-
re´solution, base´es sur des textures proce´durales multicouches pour la peau
par exemple, apporteraient un plus important pour la scalabilite´ a` cause des
tailles non ne´gligeables des images ne´cessaires pour texturer les humains.
Pour le benchmarking, nous explorons des approximations meilleurs pour
les re´sultats des tests, ainsi que des liens possibles plus e´troits entre les in-
formations contextuelles sur le mate´riel, comme la capacite´ me´moire des
terminaux, leur capacite´ d’aﬃchage (e.g. la re´solution de leur e´cran). En-
ﬁn, traiter l’adaptation dynamique de la repre´sentation et de l’animation
d’humains ensemble et en harmonie serait aussi tre`s important. Par exemple
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dans des applications avec streaming de donne´es, cela impliquerait la trans-
mission d’une repre´sentation base´e sur le niveau d’articulation courant, qui
ainsi re´duirait grandement le nombre de polygones. De telles me´thodes de-
vraient aussi permettre de simpliﬁer et complexiﬁer le niveau de de´tail de
l’animation et de la repre´sentation ge´ome´trique.
Sur la conversion en 2D
Notre premie`re me´thode pour convertir une animation faciale 3D en 2D de-
vrait eˆtre e´tendue pour supporter les rotations de la teˆte. A` l’heure actuelle,
la technique a employe´e pour cela n’est pas clairement de´ﬁnie, puisque la
de´formation de l’image est base´e sur une vue de face uniquement. Une solu-
tion possible serait de mettre a` jour le maillage 2D et la texture suivant les
rotations 3D, mais une e´tude plus approfondie est ne´cessaire.
Pour la deuxie`me me´thode base´e sur le graphisme vectoriel, nous pensons
qu’il y aurait trois directions principales pour des ame´liorations importantes:
• Optimisation de la taille des animations ge´ne´re´es apre`s conversion.
Par exemple, l’interpolation des positions des points de chaque path
pourrait eˆtre explore´e, couple´e aux me´thodes d’optimisation base´e sur
les frames que nous avons propose´es.
• Ame´lioration de l’illumination simule´e.
Bien que nous puissions simuler une illumination Gouraud, d’autres
techniques de rendu utilise´es en 3D devraient eˆtre explore´es, comme le
plaquage de textures par exemple.
• Support pour l’animation du corps en entier.
Nous avons proce´de´ a` des tests initiaux graˆce a` des mouvements qui
n’impliquent pas d’occlusions variables. La diﬃculte´ principale serait
de simuler les occlusions pour les e´le´ments de graphisme vectoriel, et
de les mettre a` jour dynamiquement, puisque la subdivision d’e´le´ment
n’est pas supporte´e.
Sur le niveau de de´tail pour l’animation
De fac¸on similaire a` l’adaptation dynamique de donne´es, le niveau de de´tail
sur l’animation pourrait eˆtre couple´ avec le niveau de de´tail traditionnel sur
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la ge´ome´trie, aﬁn de fournir un controˆle harmonise´ sur l’animation et la
repre´sentation simultane´ment.
Sur les PCs standards, l’application principale du niveau de de´tail pour
l’animation d’humains virtuels est probablement l’animation de foule temps-
re´el. Aujourd’hui, animer un humain virtuel en temps-re´el ne ne´cessite pas
sur ces plates-formes de complexes me´canismes de multi-re´solution. Alors,
le niveau de de´tail pour l’animation devrait principalement eˆtre utilise´ pour
des sce`nes complexes qui inte`grent beaucoup de personnages.
Bien que notre nouvelle me´trique d’erreur sur le mouvement e´tende les
me´thodes existantes en prenant en compte la distance a` la came´ra et la
hie´rarchie, et bien qu’elle donne de bons re´sultats, la simpliﬁcation des mou-
vements pour les feuilles de la hie´rarchie peut parfois entraˆıner des arte-
facts visuels. De plus, pour parame´trer plus ﬁnement l’utilisation de cette
me´trique, la fre´quence de ve´riﬁcation d’erreur par rapport au point de vue
pourrait eˆtre explore´e plus en de´tail. Enﬁn, une me´trique au niveau de la
foule pourrait aussi eˆtre e´tudie´e et propose´e pour un niveau de de´tail sur
l’animation de foule plus particulie`rement. Par exemple, une telle me´trique
pourrait tenir compte des occlusions entre les diﬀe´rents humains virtuels
pre´sents simultane´ment dans la sce`ne, de l’importance d’un personnage spe´-
ciﬁque, de la se´mantique de la sce`ne et des animations, etc.
Nous sommes aussi en train d’explorer une approche diﬀe´rente du calcul
de l’erreur de mouvement au niveau du joint. L’ide´e est de calculer pour
chaque frame une enveloppe convexe pour chaque joint avec les positions de
tout ses enfants en tenant compte de l’animation ou non. Cette enveloppe
convexe 3D serait ensuite pre´-projete´e a` diﬀe´rentes positions de came´ra sur
une demi-sphe`re discre´tise´e, aﬁn d’obtenir une surface d’erreur de´pendante
du point de vue. Lors du rendu temps-re´el de l’animation, selon la posi-
tion de la came´ra, la valeur d’erreur approprie´e serait teste´e pour estimer
l’activite´ du joint. Le culling duˆ aux occlusions et au frustum de la came´ra
devrait aussi eˆtre pris en compte dynamiquement, en prenant soin de traiter
les mouvements de l’humain qui pourraient le ramener dans le frustum alors
qu’il est en dehors sans mise a` jour par l’animation.
Finalement, nous pensons que des me´thodes pour eﬀectuer du skinning
multi-re´solution seraient inte´ressantes a` explorer. Malgre´ de nombreux travaux
12
sur la de´formation de la peau par le mouvement, base´s entres autres sur
l’anatomie, la de´formation de sous-espaces dirige´e par l’inﬂuence des os de la
hie´rarchie, ou sur des positions d’exemples, il n’y a pas encore de technique
ge´ne´rique qui traite de l’aspect multi-re´solution des de´formations base´es sur
le squelette, et qui propose des me´canismes d’adaptation pour cela. Inte´grer
une telle approche avec la ge´ome´trie et l’animation scalable d’humains per-
mettrait tre`s probablement de tre`s bons re´sultats au niveau des performances
et de la qualite´ visuelle obtenue.
13
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Chapter 1
Introduction
Don’t wake me for the end of the world, unless
it has very good special eﬀects.
Roger Zelazny (1937-1995), Prince of Chaos,
1991.
I n a few decades, Computer Graphics (CG) have evolved from birth to to-day’s relatively mature state. Thanks to the eﬀorts of researchers, devel-
opers and designers who are working on CG methods and tools, 3D graphics
have consequently emerged and grown fastly enough to be widely used for
special eﬀects in the current movies industry, to be the core component of
today’s videogames, to be an important feature for simulation, architectural,
training, cultural heritage, medical and educational applications.
Figure 1.1: Both pictures show virtual human models from MIRALab. The left picture
is in wireframe, and from 1982 from Magnenat-Thalmann et al. [108], while the right image
is rendered with recent techniques (2005) including shading, textures, hair and cloth.
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In parallel to this evolution of 3D graphics technologies, user and appli-
cation requirements have also dramatically increased from simple vir-
tual worlds to highly complex, interactive and detailed virtual environments.
While scenes composed of objects in wireframe, or of a couple of 3D rotating
objects, were impressive a couple of decades ago, the current expectations
are higher and include features such as detailed buildings and manufactured
objects, realistically animated vegetations, ﬂuids, humans, animals etc. Ad-
ditionally, the targeted display platforms have widely broaden from
dedicated graphics workstations or clusters of machines to standard desktop
PCs, laptops and mobile devices such as personal digital assistants (PDAs)
or even mobile phones.
1.1 Motivations
Real-time Virtual Human (VH) animation can be one illustration of such
closely related evolutions of CG techniques and corresponding applications
and users requirements. From a single stick model representing a character
rigidly animated with pre-computed motions and simplistic facial animation,
real-time VH animation engines should now be able to handle numerous
deformable characters with skinning, realistic facial animation and evolved
control and/or motion synthesis mechanisms[109]. Actually, despite many re-
search and work on VH animation and rendering, it is still important chal-
lenges to animate a highly realistic VH with simulated hair and
cloth, to display hundred of thousands of real-time animated VH
on a standard computer, and it is still not possible to render animated
VH on most mobile devices.
These limitations for real-time VH animation are mostly due to
the computational costs required by the animation and deformation pro-
cessing, and to the memory load caused by animation data storage and
management. The control and the representation of articulated hierarchical
structures, used to animate the body of VH, have been intensively studied in
robotics and further explored and adapted in CG, and thus is now a relatively
well-known domain. Facial animation, though more recent, has also received
a lot of attention from the CG research community and consequently facial
animation methods are now able to animate and render realistically facial
emotions and speeches. However, improvements and optimizations, which
would not induce visual artifacts, required for expanding the quality and
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availability of virtual environments embedding VH, are still under research
and investigations and this is the domain where this work lies in.
1.2 Contributions
The general goal of our work is to develop dynamically adaptive real-time
animation of VH. More precisely, we target a set of integrated algorithms
to automatically and dynamically control the processing and memory loads
together with the visual realism of rendered motions for real-time VH anima-
tion. Such an approach would theoretically allow to free additional resources
for other modules of the 3D environment, such as hair or cloth animation
for example, it should also achieve real-time performances for VH animation
on lightweight devices, as well as enable improvements to virtual environ-
ments with the addition of more and more animated VH in a single scene for
instance.
To pursue these goals, the presented approach is based on concepts com-
parable to Level-of-Detail (LoD) in geometry. Basically, addressing the trade-
oﬀ between resources and visual quality, these LoD methods select the most
appropriate level from multi-resolution 3D meshes, for a given context of-
ten depending on the viewpoint, at a given time. Though a few animation
methods have also been proposed to support multi-resolution mechanisms in
terms of animation processing time and motion accuracy[70][32]etc., includ-
ing physically-based simulation[83][49] as well, here we propose to extend
existing work with the innovative contributions detailed below.
Multi-Resolution Hierarchical Animation and Deformation
The core contribution of our work is the speciﬁcation and deﬁnition of generic
schemes for scalable skeleton-based VH animation and deforma-
tion, both for processing and memory with a control on respectively the
animation engine and the animation data. Actually, speciﬁc work is to be
carried on the case of such schemes for VH animation, and we propose to
address the following points in this work. First, several issues still remain to
be solved: deﬁnition of the scalability and of the resolutions in the hierar-
chy, motion continuities and temporal coherence at the diﬀerent resolutions,
eﬃcient parameters and criteria to select the most appropriate resolution at
a given time, coupling of adaptive body and facial animation engines, rela-
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tionships with geometric LoD etc. Second, LoD for animation of articulated
deformable objects has not been addressed yet and is a must-have feature
for adaptation of VH animation that features skinning. Finally, currently
none of the related work handles a global adaptive approach that would in
addition consider data management and modality conversion, i.e. conver-
sion of 3D content to other media types, for an integrated set of scalable
methods for adaptation of realistic VH animation. Based on the reﬁnement
and simpliﬁcation of levels of articulation for skeleton-driven animation and
face deformation, we develop LoD methods for VH animation, including 3D
to 2D graphics adaptation for facial animation, and geared the underlying
algorithms towards dynamic and automatic adaptation.
Driven by Motion Error Metrics
Though a few CG work, mostly on collision detection and response and on
physically-based simulation, considers human visual perception, this concern
is still at an early stage despite its high impact on the output quality of
algorithms and obviously on the visual results obtained by CG methods. We
propose an innovative method to deﬁne perception-based error met-
rics, associated to articulated ﬁgures motions, to guide and control our
dynamic adaptations of VH animation.
Finally, to test and validate our theoretical approach and contributions,
we present several software prototypes and experiments. First, a complete
client-server platform has been set-up, and the development of scalable facial
and body animation data is demonstrated through a dynamic adaptation of
animation scenario. Then, we illustrate the results on lightweight devices
such as PDA with 3D and 2D playback of adapted body and facial ani-
mation on such devices. We also demonstrate the conversion of 3D to 2D
facial animation with a stand-alone software. Finally, we propose an ap-
plication, featuring a dedicated real-time animation engine, including both
user-controlled LoA and automatic control of the animation resolution with
motion error metrics.
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1.3 Outline
The rest of this document is organized as follows: the next Chapter presents
relevant previous work on VH animation and on motion adaptation and LoD
techniques. This Chapter is concluded by some comparisons of the most
relevant work in these domains, illustrating their advantages and potential
improvements, and introducing our proposed contributions. Chapter 3 de-
tails our theoretical approach for adaptation of streamed VH animation data,
Chapter 4 presents our method to convert 3D facial animation to 2D graph-
ics, and Chapter 5 our core concepts of dynamic adaptation, controlled by a
user or automatically processed with motion error metrics. The implemen-
tation, experiments, results and validation of our proposed contributions are
detailed in Chapter 6. Some of the software development to validate the
presented research have been used in various european projects, namely ISIS
IST-2001-37253, Aim@Shape IST-1-506766 and DANAE IST-1-507113. We
ﬁnally conclude with our achievements and perspectives in Chapter 7, and
after Annexes that detail technical aspects, references are proposed as well
as a list of self-publications related to our work.
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Chapter 2
Related Work
If you want to make an apple pie from scratch,
you must ﬁrst create the universe.
Carl Sagan (1934-1996), Cosmos, 1985.
P art of the challenge of dynamically adaptive VH animation and of ourwork is to explore and relate diﬀerent domains together. First, for VH
animation the core techniques to consider are skeleton-based animation con-
trol and representation. Then, we investigate existing methods for static
and dynamic multi-resolution techniques, as well as LoD for animation, with
considerations for perception-based error metrics to control the adaptation
process.
Consequently, in this Chapter we discuss the most important and rele-
vant background methods in skeleton-based animation and representation in
Section 2.1, existing work on multi-resolution methods and adaptation and
LoD for animation, including motion analysis and perception, in Section 2.2.
We conclude this Chapter with a summary of the most relevant methods, to
introduce our contributions.
2.1 Virtual Human Animation
Animating a VH is a complex task that requires many diﬀerent modules to be
processed and combined together for realistic results, as discussed by Kalra et
al. [89] for instance. The diﬀerent steps are as many and diﬀerent as facial
expression and animation, muscles deformation, cloth and hair animation,
6
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Figure 2.1: Joints of the sample Jack
model with their associated DoF, [167].
Figure 2.2: Example of a human body
decomposition into an articulated struc-
ture, with a local frame per joint.
body animation, etc. Throughout our work, we consider only motion control
and representation as the mechanisms and structures to animate VH. In this
Section, we focus on body animation by ﬁrst detailing generic methods to
control articulated structures in Subsection 2.1.1, and then on developed for-
mats and data structures to generate and represent skeleton-based animation
in Subsection 2.1.2.
2.1.1 Control of Articulated Structures
In real life, human motions are basically activated by muscles, i.e. rigid and
inert bones are moving by contractions of muscles. The general approach
adopted in CG, coming ﬁrst from Robotics and extended over the years, is
to deﬁne an underlying articulated structure which joints control the displace-
ments. These articulated structures, or skeletons, are topologically deﬁned
by a set of bones, or limbs, and a set of joints, and can be mathematically
expressed by directed acyclic graphs.
Generally, skeleton-based animation consists in computing the variation
7
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of positions and orientations of the joints to drive the motion of bones and of
the attached geometric representations, independently from their topology
and complexity. One of the main advantages is the possibility to animate
complex representations with high resolution meshes using a simple structure
for motion computations, i.e. the skeleton. Bones, with constant lengths in
the case of rigidly articulated bodies, are connected by joints that have a
certain Degree of Freedom (DoF). Fig.2.1 is a sample skeleton for a hu-
manoid. Furthermore, skeletons feature a reference point, named the root,
that handles their global positioning, thus the global translations of the whole
structure. The root node also provides an initial frame for the cascade of hi-
erarchical relative transformations. Joints moving in one plane or having one
DoF, like phalanx, are said to be uniaxial, ones with two DoFs biaxial, and
with three DoF triaxial. Compared to generic hierarchically-based anima-
tion, the case of VH presents several particularities: the human body is an
highly articulated structure, especially in regions such as the hands or the
spine, and it has many space restrictions due to biomechanical constraints.
However, in most of the case the structure is simpliﬁed as illustrated by a
sample hierarchical segmentation on Fig. 2.2 to approximate the behaviour
of human skeleton.
Traditionally, two main approaches have coexisted to control skeletons, namely
kinematics and dynamics. Kinematics is dealing with geometrical parame-
ters, which are pre-recorded and stored, or which are computed in real-time
with parameters processing and interpolation methods such as keyframing for
instance. It is a fast approach, relatively easy to manage, but it lacks interac-
tivity, genericity and automaticity. On the other hand, dynamics generates
geometric parameters to simulate motion according to forces and physical
constraints. Though animations are automatically produced and are reac-
tive to physically-based inputs, they might look unnatural, especially for VH,
and they are often computationally expensive. Those two approaches are
now detailed, as well as the intermediate kinetics and some other combined
methods.
Control Techniques
Kinematics methods animate a skeleton by dealing with positions and veloc-
ities, linear or angular, of the joints. The smaller the DoF or the number
of joints are, the less a kinematically animated skeleton costs in terms of
transformation updates, i.e. the amount of translations and rotations. This
8
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remark is also valid for dynamics and animation methods based on skeleton.
A structure consists in a hierarchy of joints. Given a set of joints, let Θ(t)
be a vector denoting the diﬀerent DoF values of the joints, i.e. their orienta-
tions, and X(t) the positions of the structure in the cartesian space, or world
coordinates. θi are one to three dimensional, and both xi and θi are time
dependent for animation.
Figure 2.3: Figures a, b and c shows motions induced by the main task only, being null
for c, while ﬁgure d the inﬂuence of an arbitrary secondary task, [22].
Forward, or direct, kinematics is usually expressed in local frames, and
consist in setting Θ(t), variations over time, to compute X(t), during an-
imation sequences. The orientations are speciﬁed by the animator or the
application, or pre-recorded and stored for runtime usages, and the absolute
motion of bones are computed as the results of previous relative transforma-
tions in the hierarchy. It is actually relatively simple to implement and direct
kinematics gives direct control over the joints DoF, though it is not really suit-
able to explicitly control the position of end-eﬀectors, i.e. the speciﬁc nodes
corresponding to the leaves in the hierarchy. One of the main limitations of
forward kinematics, apart from diﬃculties in control and user-interaction, is
the prohibitive quantity of manual input required to produce animation and
of data. For instance, Kalra et al. [89] are using a 32 joints skeleton with
74 DoF overall, including 25 DoF for each hand, and complex human mod-
els can even consist of more than 100 DoF. Thus even by using keyframing,
forward kinematics, where each joints parameters are user-deﬁned, are not
straightforwardly usable to animate complex skeletons, especially for body
motions that should look natural.
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Figure 2.4: A sphere restriction to rep-
resent a constrained angle.
Figure 2.5: A limiting cone for a con-
strained joint.
With user or system pre-deﬁned positions of the end-eﬀectors as inputs,
e.g. hands and feet for VH in grasping or walking tasks, inverse kinemat-
ics compute automatically the parent joint angles in the hierarchy. In our
notation, it is equivalent to setting X for end-eﬀectors and then comput-
ing θ. The number of variables is most often greater than the number of
equations, equal to the end-eﬀectors DoF, and thus there are an inﬁnite
number of solutions. In addition to non-linear optimization methods [162]
and earlier work [58], an iterative general solution to inverse kinematics is
∆θ = J+∆X+α(I−J+J)∆z, where J is the Jacobian matrix of the system,
J+ its pseudo-inverse, α a penalty constant and ∆z a constraint to be min-
imized, e.g. on one angle range. ∆z is used as a secondary task by Boulic
et al. [22], see Fig.2.3, since it is independent from the ﬁrst term J+∆X.
For any unknown parameters, positions or velocities, some bottlenecks arise
due to the non-linearity of the systems to solve. Furthermore, these systems
are possibly ill-conditioned, they often feature more unknown parameters
than equations, or present no or several solutions. Some numerical optimiza-
tions, aiming at convergence to a single solution, and algebrical methods can
be used to solve these systems: Newton-Raphson iterations, damped least
squares, conjugate gradients to name a few. The reader can refer to Press et
al. [134] for detailed information on such methods.
To further accelerate solving, one can also use heuristics or constrained
angles, or can specify intermediate orientations, additional end-eﬀectors, or
also limit cones associated to bones (Fig.2.4 and 2.5). Actually, human body
is a highly redundant system, and the limits of joints are both implicit due to
10
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Figure 2.6: An illustration of the coach-trainee metaphore, [22].
biomechanical properties and explicit with selecting speciﬁc task or families
of motion to achieve. Manocha et al. [110] present fast and robust algorithms
to solve systems for skeletons of six or fewer joints, i.e. robot-like structures.
More recently, Tolani et al. [154] propose some analytical and numerical algo-
rithms to compute real-time inverse kinematics for a human arm or leg. The
sample 7 DoF chain consists of two spherical joints, one for the shoulder and
one for the wrist, and a single revolute joint for the elbow. A pure analytical
solution is ﬁrst searched, i.e. ﬁnding all possible solutions of the system,
and upon failure a combination of both analytical and numerical solutions
are computed. The combination of inverse and direct kinematics is also ad-
dressed by Boulic et al. [22]. They control joints with both techniques, and
they apply the method to walking with half-spaces constraints to correct the
positions of end-eﬀectors, see Fig.2.3. This method enables the speciﬁcation
of goals, with inverse kinematics, within a direct kinematics motion. ∆θ
is then a combination of both, with the impact of goals being a secondary
task. To reduce the computations of the correction process, when meeting
an enforced Cartesian constraint the articulated structure is duplicated into
a coach and a trainee structures as illustrated by Fig.2.6. To ensure smooth
transitions when switching from direct to inverse kinematics, Boulic uses a
transition zone in which linear or cubic interpolations are processed between
tasks.
Kinetics is a combination of kinematics with the eﬀect of a mass distri-
bution concentrated on the center of mass of the skeleton. Direct kinetics
consists in computing the sequential positions of the center of mass according
11
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Figure 2.7: Mass goes from the ﬁrst support, the right foot, to the second support, the
left foot, [21].
to the conﬁgurations of the structure, while inverse kinetics consist in com-
puting the skeleton conﬁgurations according to the positions of the center of
mass. At the same order of complexity, this approach extends previous con-
trol methods of skeleton by providing a physical behaviour to the animation
through intuitive parameters such as mass and gravity. Furthermore, inverse
kinetics resolves some additional constraints to inverse kinematics as stated
by Boulic et al. [21], who investigate the design of static human postures.
Their approach allows for single or multiple supports of the body mass dis-
tribution using a compatible ﬂow model of the supporting inﬂuence. A mass
fraction is associated to each support with the sum of all fractions being the
total body mass, see Fig.2.7. Zhao [167] also proposes a technique based on
kinetics to control human postures for performing speciﬁc tasks. The pos-
tures are ﬁrst simpliﬁed by manually decoupling DoF of the human body, e.g.
the upper and lower body movements, in order to reduce the conﬁguration
space. The author considers postures independently, without temporal co-
herency, so that motion control is in that case equivalent to postures control.
Skeletons are also animatable with the use of dynamic properties such
as mass, inertia, linear or angular accelerations. The dynamics-based meth-
ods have several beneﬁts over kinematics: external world inﬂuences such as
gravity and collisions are easily handled, and they allow motion interactions
between objects. As for kinematics, we can distinguish between direct, or
forward, and inverse dynamics. Basically, direct dynamics computes new
positions according to torques, see Fig.2.10, and inverse dynamics torques
12
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Figure 2.8: Figure a is purely kinematics while b uses dynamics to handle gravity, [95].
In that example, kinetics[21] could also handle gravity similarly.
according to new positions. Inverse dynamics is very expensive and not
really suitable for real-time constraints. Additionally, similar artifacts as in-
verse kinematics can occur, such as unnatural motions if used globally on
the skeletons. So, direct dynamics computes and update motions according
to torques. The Newton laws are the fundamental principles of dynamics
that bound force, torque for joints, and acceleration as follows: ΣF = M d
2x
dt2
,
where F is a sum of forces applied on an object, M its mass and x its position.
Though these equations hold for a single object, they have been validated
for articulated ﬁgures, considered as hierarchies of rigid solids connected by
articular joints. To eﬀectively compute position updates, one must integrate
accelerations over time. Due to the computational complexity of this task,
various schemes have been proposed: explicit or implicit Euler methods, Ver-
let or Runge-Kutta integration schemes etc., refer to Volino et al. [157] for
details.
Hodgins et al. [79] uses torque of a leg on a bicycle while Kokkevis et
al. [95] combine kinematics and forward dynamics in spatial notation, i.e. 6-
dimension vectors. Kinematics enables a direct and intuitive user-control on
the main trajectories and goals while dynamics compute all the other joints
with physical correctness. Oore et al. [118] propose some local physical mod-
els, speciﬁcally for the knees and ankles, to be coupled with kinematics. Tak-
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Figure 2.9: Forces and springsapplied on joints, [91].
Figure 2.10: A force F applied to a
bone of length r.
Figure 2.11: Joint angle interpolation
on the left, spacetime optimization on the
right, [142].
ing advantage of the biomechanical literature, Karen-Liu et al. [91] generalize
dynamical properties of joints see Fig.2.9, including elasticity, by extracting
with a nonlinear inverse optimization algorithm physical parameters from a
short motion captured sequence. However, VH internal forces are limited
due to our current knowledge of the human motor control mechanism, which
prevents us from modeling accurately the forces induced by human muscles.
Spacetime Constraints and Controllers
Introduced by Witkin and Kass [163], spacetime constraints methods com-
pute motions and time varying forces over entire animation sequences. The
large vector of unknowns consisting of forces, velocities and positions, is
computed iteratively through a constrained optimization process. The con-
14
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Figure 2.12: A ﬁnite state machine for
human walking, [114].
Figure 2.13: Controllers and transi-
tions for a skeleton, [57].
straints are the Newton laws, the limit of the muscular forces, some inter-
mediate positions and velocities, initial and ﬁnal positions and velocities.
Though extending and optimizing the use of dynamics, this method has a
few limitations due to the high number of unknowns, the non-linearity of
constraints and goals, the a-priori speciﬁcations of constraints. To decrease
the computational costs and to allow user interactions and system conver-
gence, some improvements to this method have been proposed such as the
use of sub-sets of DoF, sub-intervals of time, hierarchical wavelets repre-
sentations etc. For instance, Brogan et al. [24] propose to use spacetime
constraints to generate biomechanical motions. Rose et al. [142] take advan-
tage of the spacetime constraints, combined with inverse kinematics on the
root and supports of the body, by using them for transitions during motion
blending between segments of 44 DoF human bodies, see Fig.2.11. Previous
approaches use interpolations to blend two pre-recorded motions together.
These transitions, that last one second or less, are semi-automatic and pro-
vide two mechanisms: motion transition generation and motion cycliﬁcation,
i.e. transforming a not perfectly cyclic motion into one which is. Further-
more, they satisfy both dynamic and kinematic constraints.
The ﬁnest and most eﬃcient control on skeletons is a combination of the
diﬀerent methods previously discussed. Combining them is however not
straightforward, since they are often based on diﬀerent sets of parameters.
With Newton laws and time integration, forces can lead to positions, there-
fore the deﬁnition of forces is a possible bound between the diﬀerent methods.
Controllers are basically processing forces for required goals, and in most
work controllers are combined with kinematics for the description of desired-
15
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Figure 2.14: Parameters of a
dynamically-animated rigid-body model
of a human, [26]. Figure 2.15: Dynamical interactions
between cyclist and bicycle, [26].
motions and direct dynamics for generating motions out of the controllers
forces. Most of them are Proportional-Derivative (PD) controllers expressed
as: f = −kp(q− qd)− kv(dqdt − dqddt ), where kp and kv are respectively the pro-
portional and derivative gains, q is the current state of the system, mostly the
positions, and qd its desired state. PD controllers can be used as transitions
between two adjacent states, each with an associated shape of the ﬁgure, of
a ﬁnite state machine. As stated by Multon et al. [114], who survey diﬀerent
human walk skeleton animation models from purely kinematics technique to
dynamic simulations, some approaches use ﬁnite state machines since they
are particularly well-suited for cyclic motions, see Fig.2.12. When controllers
are tuned by hand, such as proposed by Hodgins et al. [79], the process can
be quite long and the resulting controllers are speciﬁc to a certain ﬁgure. On
the other hand, when controllers are generated automatically, it is diﬃcult
to predict the resulting motions.
Additionally to walking, controllers are widely investigated in the context
of general VH animations. Hodgins et al. [79] apply dynamics to VH, of ap-
proximatively 30 DoF, performing athletic behaviors. The algorithm is based
on dynamics, with equations of motion for rigid body with time integrations
dependant on the internal joint torques and external forces, controlled by
state machines. The mass and moment of inertia are computed for each part
of the human body, allowing the simulated human to maintain balance and
to add secondary motions. To eﬃciently manage dynamics for VH in virtual
environments, Brogan et al.[26] propose behavioral controllers to simulate a
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herd of one-legged robots and virtual cyclists who consist of 17 DoF includ-
ing 4 DoF for the bicycle. Fig.2.14 shows the set of data used as physical
parameters. A damped spring is linked between the hands of the cyclists
and the handlebar, between the feet and the pedals for the interactions, see
Fig.2.15. Wooten et al. [164] present a work on smooth transition between
dynamically simulated motions. As the authors state, most approaches are
based on a library of motions in which a user can select a desired motion,
then the current motion and the newly selected are blended together by inter-
polation. Here, Wooten et al. [164] use parameterized basis controllers such
as landing or leaping where the parameters deﬁne the height of the jump.
The controllers are designed so that all their exit states leave the simulation
in a valid initial state for the next controllers. Though this enables smooth
transitions, it also constrains them to occur at the end of a motion. Faloutsos
et al. [57] compose controllers to simulate realistic motions of 37 DoF VH,
see Fig.2.13. This framework needs controllers to meet manual or automatic
pre-conditions, involving the initial state and the balance of the ﬁgure, some
environmental parameters and a target state, to be selected as candidates.
Figure 2.16: On the left, an original posture is shown while the middle image is the
same posture with inverse kinematics constraints. On the right, respective end-eﬀectors
and constraints are displayed, [20].
2.1.2 Generation and Representation of Animation Data
After presenting techniques to control skeletons, we now brieﬂy discuss some
important motion parameters generation methods and motion parameters
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representation. Although our work does not focus on motion synthesis per-
se, since we propose in next Sections a new motion representation suitable
for adaptation of animation, we should consider general existing formats and
techniques to generate animation data.
In parallel to the skeleton control, one still needs to provide values for
the joint positions and orientations when using kinematics for instance, or on
physical parameters in the case of dynamics. Many diﬀerent techniques exist
to synthetize such motion data. In addition, the connectivity and topology of
directed acyclic graphs are required for any skeleton-based animation. Basi-
cally, representation of animation data is composed of animation and skeleton
parameters. Many formats have been deﬁned for animation, almost as many
as formats used for 3D models, to specify the parameters of animation such
as positions, orientations, joints and bones information and hierarchy, linear
and angular velocities and accelerations etc. The most important available
representations are also presented in the following discussion.
Figure 2.17: An original walking motion is shown on the left while the resulting motion
generated by an additional constraint on the foot plant, end-eﬀector, height is illustrated
on the right, [68].
Data and Motion Generation
Magnetic or optical motion capture systems are used to provide parameters
for both body and facial animations. Motion capture is an entire research
theme that will not be detailed here, however its use as an input data for
authoring, retargeting or editing, would be relevant when considering adap-
tation of motions at a level involving multiple diﬀerent skeletons.
Animation data can also be generated procedurally, by processing algo-
rithms, based on initial input motion data coming from motion capture for
18
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instance. Boulic et al. [20] propose a system of inverse kinematics constraints
on motion capture data with priority, as illustrated by the Fig.2.16. They
present a sample application on a sequence with an arm and three diﬀerent
levels of priority. Other work includes user-positioning coupled to a space-
time constraints solver, see Gleicher [68], illustrated by Fig.2.17. Spacetime
constaints solvers are also used for other purpose: Gleicher [69] propose a
method for motion retargeting, i.e. generating a new motion data according
to the original motion and to a modiﬁed skeleton, with a similar structure
but diﬀerent bone lengths, and with motion speciﬁcities as constraints. Ad-
ditionally to the retargetting of motions for geometrically diﬀerent skeletons,
Monzani et al. [112] propose a two-steps method that also covers topologically
diﬀerent hierarchies using an intermediate skeleton, with the same topology
as the end-user skeleton but with bones oriented as the initial posture of the
original skeleton, and then motion adjustments performed with displacement
maps and inverse kinematics when Cartesian constraints are enforced. Note
that it also allows diﬀerent initial postures for the original skeleton and the
end-user one.
Figure 2.18: BAP scenegraph on the left [132], and BBA hierarchy on the right, [133].
Recently, particular attention has been focused on motion synthesis from
motion data and several new methods have been proposed:
• Motion graph, by Kovar et al. [98] who construct a directed graph from
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a database of motion capture data to generate new motions. They
apply this approach to VH locomotion. Lee et al. [102] also propose
the use of a pre-processed motion database for more generic motions,
while Wang et al. [159] evaluate the cost of transitions between diﬀerent
frames in order to select good transition points. They also propose an
optimization method for the weights of joints. An important part of
such approach is the deﬁnition of diﬀerent error metrics between two
frames that we detail in Section 2.2;
• Motion from examples, by Arikan et al. [8] who propose a framework
for combining motion capture data to synthetize natural looking mo-
tions. Based on motion graphs, this method includes constraints for
motion generation. Arikan et al. extend their work with motion from
annotations [9], which consists in using user-deﬁned and timed high-
level annotations, e.g. walk, run, etc., to reﬁne the motion database
and exploit it with semantically-based information ;
• Motion from textures, by Li et al. [104] who specify motion textures
as sets of motion textons, modeled by a linear dynamic system, and
their distribution, represented by a transition matrix. The experiments
of motion textures manipulation and design are carried on dancing
skeletons ;
• Animation assisted by motion capture, such as the approach proposed
by Pullen et al. [135] who automatically generate global motions based
on subsets of user-animated joints and on initial motion capture data.
Data Representation and Format
Now that we have presented skeleton control and data generation methods,
we still need to discuss data representation and storage, especially when con-
sidering our goal of data adaptation to control the trade-of between the visual
realism and the required memory size. Facial Animation Parameters (FAP)
and Body Animation Parameters (BAP) have been deﬁned by MPEG-4 Sys-
tems, as detailed by Preda et al. [132]. Based on the predeﬁned and ﬁxed
VH skeleton speciﬁed by the Humanoid animation (H-Anim 200x [40]) stan-
dard, and based on a masks-values per frame structure, BAPs deﬁne the
motion of a skeleton for a whole sequence and for a pre-deﬁned number of
joints. Similarly to FAP, it is structured with a header containing the ﬁle
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Figure 2.19: Principle of PCA and PC for animation, [5].
name and general properties of framerate and length, followed by data for
each frame. To address generic skeletons, Bone-Based Animation (BBA),
part of the MPEG-4 Animation Framework eXtension (AFX) standard, has
been proposed and is technically discussed by Preda et al. [133]. Not only
does BBA support generic skeleton while BAP does not, but BBA also sup-
ports skinning with muscle-like deformations and morphing, refer to Fig.2.18
for detailed hierarchies of BAP and BBA. Based on VRML97, WRK, which
is short for WRL (world) Keyframed, is another method to represent ani-
mation data. It is a relatively verbose and partly redundant representation
detailing, in textual format, many information on the 3D animation data.
Actually, WRK only contains animation information, the other information
being truncated and stored in WRL for instance. Coming from motion cap-
ture systems, several diﬀerent formats are also available, such as Acclaim,
BVA or BVH, these formats are detailed and discussed by Lander [101], and
they are also relatively verbose, and thus have important sizes.
Finally, Principal Components (PC) for representing animation (Fig.2.19)
were proposed by Alexa et al. [5]. They perform a principal component
analysis (PCA) on 3D mesh relative deformations, thus creating a shape
space that is further categorized in PC. Egges et al. [56], and Glardon et
al. [67], apply a similar concept on body animation by extracting PC in joints
space and taking advantage of the PC representation as a motion synthesis
technique as well to generate idle motion in the PC space. Since the PCA
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is computed at the skeleton level, on the joint orientations themselves, it
is then reducing the dimension of the animation data space and linearizing
orientation interpolations.
2.2 Adaptation and Motion Level-of-Detail
Level-of-Detail (LoD) refers to the selection and usage of an appropriate
resolution of a 3D mesh at a given time, i.e. for a given context, such as
the progressive meshes of Hoppe [81] or surface simpliﬁcations by Garland et
al. [65] and [66]. It also refers to the mechanisms required to change this
resolution, i.e. reﬁnements or simpliﬁcations.
Figure 2.20: The top two images are generated without proper handling of texture
information, the bottom two with minimized texture stretching, [143].
Some approaches have been proposed to generate texture images to be
used in combination with a LoD model. Certain et al. [33] propose a model
to generate a texture map for a simpliﬁed surface, which keep geometry
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resolution under control. Cohen [36] proposes an energy-based metric for
mapping texture images to diﬀerent geometries. This error measurement
can be used for simpliﬁcation method combined with texture generation to
ensure the quality of the simpliﬁed mesh in terms of texture mapping error.
The most signiﬁcant accomplishment in simpliﬁcation methods based on tex-
ture generation is given by texture generation methods for LoD meshes as
[143, 92], see Fig.2.20. Such methods measure the texture distortion caused
by surface simpliﬁcation and re-generate texture images to preserve surface
details even for the simpliﬁed surfaces. These methods can be partly applied
to deformable surfaces if deformations can be parameterized. For animated
characters, their animation need to be considered in addition to the shape
itself. Wand et al. [158] present a ﬁrst method to adapt the LoD of a shape
according to its motion for characters. The LoD concept is applicable to
other graphics data or mechanisms, and at ﬁrst to animation.
Introduction
As for geometry, animation techniques can be adapted and simpliﬁed in cer-
tain cases i.e., when motions are too fast, too far away, or too numerous
for human sight as stated by Berka [17], or when motions are of low inter-
est and therefore should not require complex calculations. Similarly to LoD
for rendering and geometry, the general philosophy of LoD approaches can
be applied for animation to manage expensive computations and memory
costs of transformations and deformations, and provide a controlled trade-oﬀ
between speed and realism. After some brief discussion in this Introduc-
tion, on motion perception work relevant for the control of motion LoD, we
present some adaptative mechanisms developed for physically-based simula-
tions in Subsection 2.2.1. Then we discuss the most important approaches for
multi-resolution animation methods based on hierarchy in Subsection 2.2.2,
to conclude with considerations on conversions of 3D animation to other al-
ternative media types, such as images, videos, 2D vector graphics, as the
lowest possible level in Subsection 2.2.3.
Adelson [1] discusses the lower limit for motion detection. The motion
acuity is 1 minarc for a single moving object, but it varies when many objects
are present. The constant properties of velocity perception have been studied
by Distler et al. [53], the smoothing of motion perception by Rao et al. [139],
while it has also been shown that motion based on translations is easily
predictable by human brains. Barraza et al. [13] explore the case of rotation
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by measurements of the perceived mislocation of a rotating dot. Their results
show that the brain assumes the motion to be a rotation nevertheless. Most of
the time however, objects are subjected to combinations of transformations.
Yang et al. [166] study the perception of objects rotating and translating
simultaneously, and conclude that perception of rotation and translation is
largely independent of the shape conﬁguration. For visual attention, the
focus is most often directed to the most salient stimuli extracted from a
saliency map, a topographically arranged neuronal network as presented by
Koch et al. [94], which indicates the regions of interest.
Some research has been carried on recognition of human motion such as
arm lifting, gait etc. For instance, the genre and the individuality are po-
tentially recognized with gait as stated by Troje [155]. Though it is highly
articulated and deformable, the human body movements are very easily dis-
criminated by observers. Following experiments on the integration of human
multiple views in motion, and with respect to the results obtained, Kourtzi et
al. [97] suggest that human movement perception might be based on the
biomechanical limitations of the human body.
Figure 2.21: Interactions between the VH gaze, its attention and memory of the sur-
rounding environment, [126].
The usage of perception by Noser et al. [77], Kuﬀner et al. [99] or Peters et
al. [126] for instance, is to apply the sense of perception to VH, i.e. extend
VH properties with vision and memory, see Fig.2.21, to drive its reaction such
as obstacle avoidance or goal updates. Conde et al. [39] also handle virtual
audition and touch, as well as a prediction model to simulate autonomous
virtual agents. Saliency maps have been used in diﬀerent research such as the
work of Courty et al. [43], where salient features of static images or sequences
of images are extracted for video surveillance applications, and to simulate
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the perception of a virtual human, and in [44] where generated saliency maps,
based on depth and spatial frequencies, are also used to model the perception
of VH for instance.
From the previous discussion, clues should be considered for CG and for
the adaptation of motion. As an introduction to one important event in
perception-based graphics held in 2001, McNamara and O’Sullivan wrote:
”[...] the CG community has started asking itself questions such as: [...]
What parts of the image can be rendered at a lower level of detail, or even
eliminated, without the change being perceptible to the viewer?”. The reader
can refer to the related part in the Eurographics 2004 State-of-the-Art [123].
Figure 2.22: Mean ratings and sensitivity for errors perceived in jumping animation
sequences, [141].
Applied perception is often used as a criterion for level of details methods.
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The early work of Funkhouser et al. [61] proposes algorithms for complex
visualizations at stable frame rates, which adapt meshes according to the
size, focus, motion blur and semantics of perceived objects. O’Sullivan et
al. [121] take advantage of perception in the context of real-time collision
detection. Providing a multi-resolution engine for collision management,
an appropriate resolution is selected at a given time via eye-tracking and
perception-based criteria. For a better visual realism, perception is also a
mechanism to validate the level of complexity of physically-based animation,
as explored by Barzel et al. [14] and later by O’Sullivan et al. [122] and [119].
Myszkowski [115] detail some perception-based metrics for walkthroughs in
virtual environments while Reitsma et al. [141] propose such an approach for
VH animation and the detection in real-time of non plausible motions, see
results on Fig.2.22. They conduct a perception study, using sentivity, with
added errors on vertical and horizontal velocities and on gravity for ballistic
motions. Based on their results, they propose an empirical ballistic error-
metric. With fourteen diﬀerent movement generation models coming from
robotics and CG applied on a robot and a VH, Pollick et al. [129] study ﬁrst
the naturalness of resulting motions, then the inﬂuence of speed on natu-
ralness for robots and lastly anomalous movements with a multidimensional
scaling analysis on pair wise similarity ratings. One of the ﬁrst work inciden-
tally binding the perceptual relationships between geometry and animation
has been proposed by Mori [113]. Basically, the idea presented is that the
more a model looks realistic the more its animation should be detailed not
to loose the beneﬁt of its representation. Later, Hodgins et al. [78] have
explored the recognition of 3 types of human motions added on a running
sequence, with and without noise, with computer animated sequences of ge-
ometric or stick models only as stimuli. They exploit their results with the
Choice Theory sensitivity log(α) =
log H
1−H−log F1−F
2
where H is the number of
correct answers on diﬀerent pairs and F the number of incorrect answers on
same pairs. They are dividing the panel of users in two, using a threshold
value on that sensitivity, and it appears that for both skilled and novice
users, geometry helps a lot in the perception of motion compared to skeleton
models only.
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2.2.1 Mechanisms for Physically-Based Simulation
There are basically two ways to increase the speed of physically based ani-
mation engines. The ﬁrst is to optimize the expensive steps, namely collision
detection and time integration, while the second is the use of LoD for ani-
mation. To simplify or reﬁne motions, animation engines are required to be
adaptative and, to avoid popping animations when switching between res-
olutions, smooth transitions between levels should be ensured. Diﬀerently
from geometry, in LoD for animation data out of the viewing-frustum still
needs to be processed. Actually, invisible objects are still animated and can
enter the frustum at any time, so its motion updates need to be computed.
Chenney et al. [35] propose to ensure a coherent treatment of the out of the
frustum objects by setting their LoD to the lowest one. By implementing
Figure 2.23: A multi-resolution mass-spring network on the left [83], and multi-resolution
ﬁnite elements on the right, [49].
physically-based animation as speciﬁc levels and non-physical animation for
other levels, hybrid models are also a possibility. Additionally, one can pro-
pose a single multi-resolution animation engine that uses the same technique
at every level. For obvious reasons, during transitions the multi-resolution
models provide easier continuity of motions than hybrid models. On the other
side, hybrid models give access to a wider range of complexities, trade-oﬀ and
behaviors to the animations. These concepts and methods are detailed below.
Multi-resolution Deformations
Non physically-based animation such as Free-Form Deformation (FFD) are
possible candidates for adaptive engines: Gain et al. [62] introduce hierar-
chical lattices for FFD, and though their goal is not adaptative animation,
27
2.2. Adaptation and Motion Level-of-Detail 2. RELATED WORK
Figure 2.24: The top row illustrates a deformation resulting from a full subdivision
while the bottom row from hierarchical subdivision, [31].
such a framework could probably be used for reﬁning or simplifying lattices.
However, most of the interest in adaptive deformations is the use of complex
physically-based methods such as mass-spring networks and Finite Elements
Methods (FEM) as illustrated by Fig.2.23.
Figure 2.25: A set of particles on the left, clustered in the middle, and animated with
macro particles on the right, [116].
For instance, Hutchinson et al. [83] present a simple square mass-spring
structure that is reﬁned where and when the angle between springs increase
and exceed a user-deﬁned threshold. Howlett et al. [82] extend this method
by introducing non-active points, which play a role in the spatial subdivi-
sions but none in the dynamics of the object. However, physical properties
are not preserved during these reﬁnements, and the subdivisions are 2D only.
Ganovelli et al. [64] also base their approach on multi-resolution mass-spring
networks, but with volumic 3D subdivisions hierarchized in octrees, and with
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a preservation of the physical properties at the diﬀerent resolutions. Later,
Ganovelli et al. [63] present a method based on tetrahedrical spatial subdi-
visions whose vertices are masses and edges linear strings between them. In
this work, a dynamical change of topology is possible to simulate cuts in
deformable objects for instance. For FEM, adaptive techniques such as pro-
Figure 2.26: Illustration of the segmentation of a cloth on the left, and the resulting
animation on the right images, [41].
posed by Wu et al. [165] using a progressive mesh, and by Debunne et al. [49]
also using a progressive mesh with an adaptive timestep, fasten FEM compu-
tations to obtain real-time simulations. Actually, Debunne et al. [48] propose
an implementation with an octree and a Cauchy tensor for deformation and
improve it with the use of phantom points in the multi-resolution mesh [47]
and a more appropriate Green tensor [49]. Furthermore, a comparison of the
stability at diﬀerent levels between adaptive mass-spring networks and FEM
is proposed in this work. Capell et al. [31] use a multi-resolution hierarchical
volumetric subdivision, see Fig.2.24, to simulate dynamic deformations with
ﬁnite elements and also use FEM to propose a framework for skeleton-driven
deformations [30].
Other Adaptative Dynamics
Some approaches also combine geometrical and physical deformations. Aubel et
al. [12] deform muscle shapes using a surface mesh linked to a mass-spring
action line, or to model and animate human skin, Jianhua et al. [85] use
dynamic trimmed parametric patches, together with cross-sectional methods
to guide the deformations.
Not only physical systems designed for deformations can beneﬁt from
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Figure 2.27: The left images illustrate stands hair modeling and grouping for animation,
[160]. The right diagram illustrates the dynamic adaptative wisp-tree method, [18].
multi-resolution and simulation LoD. O’Brien et al. [116] propose a multi-
resolution model for particle systems, where space is discretized with an
octree that groups particles together in macroparticles. New positions of
macroparticles are computed to update the group of the sub-particles po-
sitions and therefore reduce the processing required, see Fig.2.25. More-
over, two of the most important applications of physically-based animation,
namely cloth and hair animation, are also very relevant examples of the ef-
ﬁciency of animation LoD methods for real-time applications. Cordier et
al. [41] present such a multi-layered approach for real-time cloth animation,
in the context of dressed VH as illustrated by Fig.2.26. Plante et al. [128]
reduce computations for accurate long hair animation, through the use of
clusters of hairs. A similar concept is also applied for dynamically adaptive
wisp-trees by Bertails et al. [18], and by Ward et al. [160] and later [161] in
the context of real-time animation, see Fig.2.27.
In order to decrease the computations involved by the integrations of
accelerations, Joukhadar [87] uses an adaptive timestep to reach a compro-
mise between numerical divergence and computational time. This method
could be considered as a reﬁnement or simpliﬁcation of the accuracy of time
integration schemes. Debunne et al. [49] also propose a varying timestep,
which is reduced in more detailed ﬁnite-elements areas that undergo impor-
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Figure 2.28: The left image illustrates the bi-layered approach for thigh deformations,
[46]. The middle and right images illustrate respectively coarse and ﬁne meshes, coupled
together for the simulation of cloth wrinkles, [90].
tant forces. In addition, many hybrid systems use multi-layered mass-spring
systems: Terzopoulos et al. [153] use three mass-spring layers to simulate
the various skin layers, from bones to epidermis, for facial animation. To
simulate wrinkles on clothes, Kang et al. [90] also combine two ”loop-linked”
mass-spring systems: one rough mesh for global physically-based deforma-
tions, and one dense mesh for small geometrical deformations, illustrated on
Fig.2.28, to produce wrinkles. D’Aulignac et al. [46] simulate the volume
of human thighs with a bi-layered model, with nonlinear springs suitable
for simulating the incompressibility of human tissues. Brown et al. [28] are
not using diﬀerent mass-spring systems but a simpliﬁed one to reduce com-
putations. By taking advantage of the locality of deformations in speciﬁc
applications, such as surgery cuts, physical computations are localized to a
few control points and the resulting deformations are propagated geometri-
cally to other nodes.
2.2.2 Multi-Resolution for Animation
Adaptive models are also usable not only for physically-based animation
but also in the case of keyframed or skeleton-based animations. They allow
simpliﬁcations or reﬁnements of motions, and should also feature smooth
transitions between their levels of detail as discussed by Valton [156]. Thus,
one can mix diﬀerent models, or construct a single multi-resolution model
to achieve this goal as discussed by Brogan et al. [25], by reducing state
parameters. Multiple models are used by Carlson et al. [32] to simulate one-
legged robots with three diﬀerent animation engines, from the most complex
and realistic to the fastest: dynamics, kinematics and single particle mo-
tion, where transitions are possible only at certain times, when objects reach
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Figure 2.29: On the left is displayed a forest of adaptive trees according to wind, while
the right image shows the level of depth for adaptation, [52].
particular dynamical states. Work for motion blending and transitions are
helpful for such issues, such as the discussion and approach of Lee et al. [103].
Animated natural phenomena have also taken advantage of LoD for anima-
Figure 2.30: The left pie illustrates the cost of various steps in VH animation. The right
image is the relationship between the framerate and the number of joints animated in a
sequence, [4].
tion. Perbet et al. [125] simulate a prairie with three models: 3D blades
of grass, texels and 2D textures, by interpolating 3D motions to match the
texel when needed. Di Giacomo et al. [52] present a framework to animate
trees with the use of a level of depth and two diﬀerent animation methods
for hierarchical animation, see Fig.2.29, while Guerraz et al. [71] mixes this
method with three diﬀerent animation models as the three diﬀerent possi-
ble levels for prairies. All these methods ensure smooth transitions between
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the levels by cubic or linear blending of motions, depending on the desired
smoothness.
Figure 2.31: The table on the left shows three diﬀerent resolutions for geometry and
animation. The right image is an illustration of DoFs reduction, [70].
It is relatively well-known that rendering is taking an important part of
resources in CG applications, but skeleton-based animation is also responsible
for around a third, when including skinning see Fig.2.30, of the computing
in the case of several VH animations as stated by Ahn et al. [4]. Therefore
considering this as an important bottleneck, simplifying skeletons, similarly
to the simpliﬁcation of 3D models, is relevant to reduce computations and
to allow for more complex real-time scenes. For videogames, Busser [29]
also discusses the cost of skeleton-based animation and proposes simpliﬁed
skeletons for animating dinosaurs far away from the viewpoint for instance.
This idea of the control on skeleton complexity has ﬁrst been applied to
VH, by statically decreasing the sampling frequency of motions and DoF as
proposed by Granieri et al. [70], see Fig.2.31. In this early work, they combine
LoD for VH animation with LoD for geometry in a pre-processing step to
generate three diﬀerent resolutions stored in a graph for runtime. Cozot et
al. [45] propose to adapt the complexity of VH animation by using diﬀerent
animation methods as diﬀerent levels, thus pre-deﬁning the range and number
of available resolutions as well. They apply their method on walking VH, with
standards criteria for level selection. The main contribution of their approach
is to propose a pipeline of models, i.e. reﬁning or simplifying the level of
animation consists in adding or subtracting a module from the pipeline to
ease transitions. O’Sullivan et al. [120] includes some LoD for motion in an
integrated LoD system for VH, called ALOHA, which also handles LoD for
behavior. Their method for adaptive animation mainly consists of multi-
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Figure 2.32: The four spheres on the left illustrates four diﬀerent levels of clustering.
The right image is a processing time comparison when using LoD for geometry and/or
LoD for animation, [4].
resolution collision schemes and mechanisms of action selections. Pettre et
al. [127] also proposes a framework for scalable rendering of crowds, with
navigation graphs where individuals are spread, LoD for geometry including
impostors, and basic LoD for motion with the use of pre-processed baked
meshes rather than runtime animation. Ahn et al. [4] propose a simpliﬁcation
of motions based on a frame-based pre-processing stage, see Fig.2.32, to
cluster joint motions. Recently, Redon et al. [140] presented adaptive forward
dynamics with motion error metrics. Based on dynamic bodies, they simulate
hybrid skeletons with active, i.e. featuring acceleration, velocity and position
updates, passive, i.e. featuring bias acceleration and inverse inertia updates
and rigid joints, i.e. featuring only bias acceleration. In areas concerned,
and according to a deﬁned total desired DoF, joints change states according
to error metrics on acceleration a(C) and velocity v(C) updates as follows:
a(C) =
∑
i∈C
q¨Ti .Ai.q¨i
v(C) =
∑
i∈C
˙qTi .Vi.q˙i
with C an articulated body, Ai and Vi two dixdi symmetric, positive deﬁnite
weight matrices equal to the identity matrix in their work, qi the position
of joint i. To deﬁne and select potential transitions in motion graph, error
metrics have also been deﬁned in motion graphs method. Kovar et al. [98]
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propose a 2D similarity metric with point clouds based on vertices positions of
polygonal meshes and not on the orientation and/or position of the skeleton
joints. The distance D between two frames Ai and Bi is:
min
θ,x0,z0
∑
i
wi||pi − Tθ,x0,z0p′i||2
where Tθ,x0,z0 is a rigid 2D transformation that rotates p on the y axis of
θ degrees and translates it by (x0, z0), wi weights, pi and p
′
i corresponding
points in the point clouds. A closed-form solution to his optimization is:
θ = arctan
∑
i wi(xiz
′
i − x′iz − i)− 1∑
i wi
(x¯z¯′ − x¯′z¯)∑
i wi(xix
′
i + ziz
′
i)− 1∑
i wi
(x¯x¯′ − z¯z¯′)
x0 =
1∑
i wi
(x¯− x¯′ cos(θ)− z¯′ sin(θ))
z0 =
1∑
i wi
(z¯ + x¯′ sin(θ)− z¯′ cos(θ))
where x¯ =
∑
i wixi. Lee et al. [102] propose a diﬀerent metric based on joint
angles and velocities with which a probability of transitioning from frame
i to frame j is mapped and estimated. The distance between frame i and
frame j is computed as:
Dij = d(pi, pj) + νd(vi, vj)
with d(vi, vj) the diﬀerence of joint velocities, ν its weight, and d(pi, pj) the
following joint angles diﬀerence:
d(pi, pj) = ||pi,0 − pj,0||2 +
m∑
k=1
wk|| log(q−1j,k , qi,k)||2
where pi,0 ∈ 3 the root position at frame i, qi,k ∈ S3 the relative orientation
of joint k, wk joint weights manually determined, and m the number of
joints. Wang et al. [159] use this metric to determine transition costs, and
then produce optimized weights to select good transitions. To express an
animation sequence with selected key poses, Assa et al. [10] compute aﬃnity
matrices, representing the dissimilarities between frames, as:
da(f1, f2) =
∑
j∈joints
bj
(xf1j − xf2j )2
σ2j
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where da is the dissimilarity aspect between frame f1 and f2, x
f
a the a aspect
at frame f and σ2j the variance of joint j coordinates. With the same goals,
Loy et al. [106] compute distance matrices with shape matching between each
pair of frames of an animation. Although their goals and requirements are
a bit diﬀerent than ours, in terms of search in motion databases performed
with an Approximate Nearest Neighbour, and in terms of sub-clips involving
consequently Dynamic Time Warping methods, Forbes et al. [60] propose
a method to quickly ﬁnd related motion clips based on a weighted PCA
representation. The pose-to-pose distance in this space is then simply a
Euclidean distance between PCs and can be scaled according using the PC
orders.
Not only should we consider multi-resolution VH animation processing,
but also automatic content adaptation methods for data management. Simi-
larly to other media types, such as scalable video discussed by Kim et al. [93],
audio presented for instance by Aggarwal et al. [2], or graphics as proposed
by Boier-Martin [19], adaptation of content is also applicable to 3D graphics,
as proposed by Van Raemdonck et al. [137] and Tack et al. [151] for in-
stance, who proposes a view-dependent quality metrics for decision-making
based on Pareto plots, and also applicable to 3D animation as proposed by
Joslin et al. [86]. The adaptation of content, to which the MPEG-21 Digi-
tal Item Adaptation [88] framework is an implementation, is quite complex
as an overview, but allows for extremely practical applications with com-
pressed data represented as bitstreams. The principles of adaptation are
based on XML Schemas called Bit Stream Description Language (BDSL)
and its generic form (gBDSL) introduced by Amielh et al. [6] and [7]. The
idea is that the structure of content is explicitly speciﬁed with this language,
that the adaptation engine understands. Once the description of the con-
tent is known in this format, it can be adapted using an XML style sheet,
which contains information on how to adapt according to a set of rules that
are passed by the adaptation engine. This adaptation basically removes ele-
ments from the document according to the adaptation schema. Adaptation
of content also can occur on the skeleton, and more speciﬁcally at the joint
level. Level-Of-Articulation (LoA) is a generic term to refer to the number
of joints of a hierarchy. For instance, H-Anim [40] proposes 4 diﬀerent pre-
deﬁned and static LoAs with respectively 1, 18, 71, and 80 joints. In practice,
it corresponds to 4 diﬀerent possible hierarchies to represent VH skeletons.
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2.2.3 Modality Conversion of Animated Scenes
Rendering and animating complex 3D scenes, and VH animation in partic-
ular, on very lightweight and mobile devices are still very important and
challenging issues. After a discussion below on 3D graphics for mobile, it ap-
pears that the most currently viable solution, whatever the lowest resolution
of 3D data would be, is to convert 3D to other media types or to other repre-
sentation, e.g. video, image, or 2D vector graphics (VG). Semantically, the
process of converting 3D to other media is a subset of a generic transmoding
concept, which stands for the transformation of content modality.
Figure 2.33: Remote rendering with feedback on the left [100], remote line rendering on
a PDA on the middle and right images [51].
Mobile 3D Graphics
The ever growing interest on mobile devices creates a need for the availability
and delivery of 3D-based graphics on any hardware. Regarding the diﬀerent
capabilities of these devices, various solutions have been explored to overcome
hardware limitations.
For instance Schneider et al. [147] integrate, in a networked graphics
framework, various transmission methods for downloading 3D models in a
client-server environment. A particular transmission method is selected by
comparing the quality of the models and the performances of the network.
Belz et al. [16] proposed a hybrid approach that combine 3D on standard
machines coupled to networked 2D on mobile devices. Lamberti et al. [100]
takes advantage of a cluster of PC to render complex sequences, and use
mobile devices to display the rendered images as illustrated by Fig.2.33. In
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Figure 2.34: Comparisons of processor cost of operations on ARM-based devices, [96].
other words, they propose a platform with an accelerated remote rendering,
which results are transmitted as images to a PDA. User-navigation is ex-
tracted and managed on the PDA, at the client-side, and transmitted back
to the server for updating the 3D environment on the server.
The previously presented methods basically address 3D rendering issues
on mobile devices by restricting them to displays only, and by deriving com-
putations and 3D processing on remote servers. Gutierrez et al. [72] presents
potential applications of VH on PDA, especially in terms of interface, and
the authors propose a sample ﬁrst prototype implementation. Hachet et
al. [73] also present a technique designing a 3D user-interface with handheld
computers, using an embedded camera. Another way to adapt 3D appli-
cations on diﬀerent devices is to directly extend the underlying methods of
standard and known CG techniques. One of the most relevant examples is
the use of Image-Based Rendering techniques by Chang et al. [34] or the
implementation by Stam [150] of his stable ﬂuids method on PDA, using
ﬁxed-point arithmetic to address the lack of ﬂoating-point unit on these de-
vices. Duguet et al. [55] also extend traditional point-based modeling and
rendering to be used on mobile devices by adapted data structures and man-
agement. Diepstraten et al. [51] present an alternative to remote rendering,
see Fig.2.33, by proposing a line-based transmission and rendering method.
Quillet et al. [136] propose a similar approach based on non-photorealistic
rendering of feature lines to reduce the amount of transmitted data. Unlike
previous methods, they transmit view-independent vectorial feature lines,
with visibility processed on the client-side for adaptive rendering. Pouder-
oux et al. [131] present a method to stream and render adaptatively large
terrain using adaptive tiling and triangle strips, and control the rendering ac-
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cording to the terminal hardware, especially its memory limits. Brosnan et
al. [27] experiment the eﬃciency of impostors, see details below, versus com-
plete geometry on mobile devices. The results of their studies illustrate that
impostors are suitable on such platforms. Focusing on a particular hard-
ware, Kolli et al. [96] detail some optimization techniques towards speciﬁc
processor-based PDAs, see Fig.2.34. Though being eﬃcient, such methods
lack of genericity and would require further work to be exploited on diﬀerent
platforms.
Figure 2.35: The left group of images illustrates the concept of impostors. On the top
right image is shown the discretization around an object, [107].
Conversion to Image and Video
For various reasons, e.g. in order to reduce the memory and the process-
ing loads, the power consumption, or to optimize rendering performances,
researchers have worked on alternative representations for 3D scenes such as
voxels, particle systems, point-based representations, or images and videos
for instance. Considering our goals for adaptation of VH animation with a
3D to 2D conversion for lowest levels of detail, it is relevant to consider some
of these approaches, to identify possible conversion mechanisms applicable
in our context and usable for light devices.
Image-based techniques, when focusing on the simpliﬁcation of 3D rather
than on the improvement of the rendering realism, provide clues on the possi-
ble adaptation of 3D to other representations. For instance, Maciel et al. [107]
proposed to replace geometry with impostors, see Fig.2.35, which are roughly
semi-transparent textured quads usually generated by pre-rendered images
from pre-deﬁned camera positions. This technique was later extended by
Schauﬂer et al. [146], and Sillion et al. [149] who proposed meshed impostors
to increase their realism by implicitly taking into account perspective with the
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Figure 2.36: Original model (a), color-rendering of billboards (b), billboards rendering
(c) and individual billboards (d), [50].
parallax eﬀect. Schauﬂer [145] proposes a regeneration method of impostors
using image warping techniques while Oliveira [117] uses more general image-
based rendering techniques. Billboards belong to the same family of meth-
ods, recently Decoret et al. [50] introduced billboard clouds illustrated on
Fig.2.36, which basically represent 3D models as textures with transparency
maps. Such techniques have been investigated in the context of crowd render-
ing and animation as well. The representation of VH has received a particular
attention by Tecchia et al. [152] and Aubel et al. [11]. These approaches an-
imate impostors to reproduce the 3D animation of hierarchically-articulated
bodies with animated textures, see Fig.2.37. With pre-sampling of 32 posi-
tions at 8 elevations, compression and multipass rendering to provide diver-
sity to the VH, Tecchia et al. [152] select at runtime a texture to map with
the animation current frame and the orientation of the VH to the camera.
By taking advantage of the temporal coherency, Aubel use geometric LoDs
and dynamically generated animated impostors to reduce computations and
to render numerous VH, i.e. numerous DoFs of articulated structures. The
textures are regenerated when needed, according to a threshold value on the
motion. Dobbyn et al. [54] extend such methods by using it on top of a full
geometry-based crowd rendering engine. Their hybrid engine is able to seam-
lessly switch from geometry to impostor, computed on the GPU, according
to a pixel-to-texel ratio computed as:
dswitch =
dnearplane.T exelsize
Pixelsize
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where dswitch is the distance where the ratio is equal to 1, dnearplane the
distance from the camera to the near plane, and:
Texelsize =
2.dnearplane.tan
−1( θ
2
)
x
Pixelsize =
2.dcam.tan
−1( θ
2
)
x
with x the resolution of the impostor image, θ the camera’s ﬁeld of view,
and dcam the distance of the VH to the camera. Hamill et al. [74] study
the perceptual impact of both image-based and hybrid geometry-impostor
methods on VH and on virtual buildings with diﬀerent experiments: VH dis-
crimination, transition detection, impostor updates etc. Their experiments
also provide thresholds on impostors eﬃciency.
The Geometry Video is an innovative representation of animated meshes
encoded as videos, see Fig.2.38, proposed by Briceno et al. [23]. Based on the
Geometry Image representation, it is extended to videostreams compressible
by common codecs, MPEG compression notably. James et al. [84] propose to
animate deformations with dynamic response textures. Precomputed with
FEM, modal vibrations are driven by rigid body motions and used as textures
which can be mapped on any animation. One of the main beneﬁts from this
approach is the use of graphics hardware, since most processing is done as a
rendering stage with GPU shaders.
Figure 2.37: VH decomposed into billboards, a crowd with animated impostors and
fully animated VH, [11].
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Although an impostor oﬀers the advantage of preserving details with a
small number of triangles, it cannot be easily applied to general detailed
triangle meshes, especially those used for deformable surfaces. In addition,
the possible variety of diﬀerent character animations might be an impor-
tant issue for such approaches. The underlying general idea of most of these
methods is to project a 3D geometry on a plane and use the resulting image
as a texture, animated or not, to represent the original 3D object. Unfortu-
nately, the representation, though simpliﬁed when converted to images, still
relies on a 3D environment because images are mapped as textures, and thus
are not directly extendable to our application where 3D support would be
completely lacking. The solution to render a complete 3D animation to a
video on lightweight devices is also not acceptable, not only because of the
size of the resulting ﬁles but also as it would prohibit further editing and
any intrinsic interactivity, such as zooming, for the resulting 3D converted
animation.
Conversion to 2D Vector Graphics
The interest and work for 3D conversion to 2D VG are very recent, and
only a few investigations and experiments have been tried to address this
issue. Most of the contributions presented below are based on Scalable Vec-
tor Graphics (SVG), a W3C standard which speciﬁcations can be found in
Ferraiolo et al. [59]. Actually, Concolato et al. [38] and [37] eﬃciently ex-
ploit this language for 2D cartoons for instance, and it appears to be spread
and usable enough to serve as a basis for 2D VG representations used in 3D
conversions.
One of the most signiﬁcant work in 3D with SVG has been presented by
Herman et al. [75]. It features a rotating 3D teapot in SVG, with wireless
rendering and global rotations of the object. More details and background
considerations are presented by Hopgood et al. [80]. Another contribution
to the representation of 3D with SVG is proposed by Otkunc et al. [124]
and Mansﬁeld et al. [111]. Using Javascript for the conﬁguration and the
computations of a software 3D renderer, see Fig.2.39, both work consist in
representing 3D with SVG and to display it with their script-based ren-
derer. Lin [105] proposes a basic method to convert X3D ﬁles of simple
non-animated objects to VML, another VG language, based on XML and
XSLT, extended by Sangtrakulcharoen [144] who focuses on SVG. Worth
mentioning is Swif.t3D c© [138], a set of plugins for 3D authoring tools that
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Figure 2.38: Rate distortion curves comparing geometry images to Touma/Gotsman
encoder and spectral compression for 2 sample models, [23].
exports Flash 3D-based animations. Battiato et al. [15] use SVG for an-
other purpose which is the triangulation, in the VG space, of bitmap images.
The relevant point of this work for conversion is their management of SVG
triangles.
Unfortunately, none of the existing approaches handle complex shading,
not even Gouraud, and particularly lack support for animation and deforma-
tion of high resolution and articulated objects.
2.3 Conclusion and Choices
This section presents our conclusions and choices, based on previous work, on
the two main topics previously discussed and related to our work: skeleton-
based animation and representation, as well as adaptative animation methods
including VH animation features for error metrics and resolution selection.
2.3.1 On Virtual Human Animation
For dynamic adaptation of VH animation, inverse kinematics or dynamics
are not directly suitable due to the processing costs they most often involve.
They are neither particularly relevant methods for the control of skeletons to
be adapted, nor for selecting their appropriate resolutions, although inverse
kinematics preserve important aspects of task-oriented motions for motion re-
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Figure 2.39: The two left images represents a SVG cartoon character composed of
diﬀerent elements, [38]. On the right is shown the interface of a pseudo-3D engine in SVG
and Javascript, [111].
targeting of skeletons of diﬀerent size and proportion, as presented by Shin et
al. [148], and actually, the positions of end-eﬀectors are globally taken into
account in our work in the error metric. Our work therefore uses anima-
tions driven solely by kinematic parameters in keyframed or frame-by-frame
sequences. The adaptation is then not worked out with motion control tech-
niques but with the animation processing itself, i.e. the hierarchical trans-
formation updates.
As a representation of skeleton animation data, our preference goes to
MPEG-4 Bone-Based Animation (BBA) for the following reasons:
• It is a very compact representation, compared to standard formats
with often verbose textual information. It supports all requirements of
complete VH animation with deformations, textures etc. ;
• It is a generic representation for animated articulated structure. Since
the associated directed acyclic graph is not a priori speciﬁed, it is a
very suitable representation for dynamic adaptation of the graph data,
with the use of joint masks for instance.
• It is adapted to optimized binary compression as part of the MPEG
standard. It is therefore also appropriate for streaming delivery and
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bitstream adaptation, as investigated by MPEG-21 Digital Item Adap-
tation (DIA). Furthermore, belonging to such an important standard,
it also beneﬁts of interoperability.
This representation is suited since the highest level skeleton is provided ini-
tially with the animation and because the simpliﬁcations of the skeleton that
occur during the adaptation generates subsets of this original skeleton. We
therefore also propose to extend the current methods of bitstream adapta-
tion, as deﬁned by MPEG-21, by the speciﬁcation of scalable facial and body
animation data.
2.3.2 On Adaptive Animation and Motion LoD
Despite a few previous work on conversion to 2D graphics or Vector Graphics
(VG), it is currently still limited to non-animatable and very simple objects,
mainly because of the prohibitive amount of generated data and of the ar-
chitecture of these current methods. Though these approaches achieve con-
versions of 3D to VG, they have been designed and applied for 3D objects
modeled by only a few polygons, and they do not support complex anima-
tions and deformations. In our work, we therefore propose to convert a full
3D facial animation of a complex model to a copycat 2D VG animation with
two diﬀerent new techniques.
ADAPTATION Dynamic VH Data
Granieri[70] Low Yes Low
Cozot[45] Medium Yes Low
Aubel[11] Low Medium Medium
Tecchia[152] No Low Medium
Ahn[4] Low High High
Redon[140] High Medium Medium
Our framework High High High
Table 2.1: Overview of adaptation features from diﬀerent methods on multi-
resolution VH animation.
Multi-resolution animation methods have been studied in physically-based
animation plus some work, closer to our goals, in motion LoD for VH ani-
mation. Tables 2.1, 2.2 and 2.3 present major features of the most relevant
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existing work for respectively adaptation itself, its dynamicity, its application
to VH animation, and its possibility for data adaptation; for the deﬁnition of
resolutions, the grain, the control, and the possibility for a 2D resolution; and
ﬁnally for decision-making mechanisms, with the cost of selection and res-
olution play-back, the viewpoint-dependency, and the accuracy of proposed
error metrics.
RESOLUTION Grain Control 2D
Granieri[70] Low High No
Cozot[45] Medium Medium No
Aubel[11] Low Medium Yes
Tecchia[152] Low No Yes
Ahn[4] High High No
Redon[140] High Medium No
Our framework High High Yes
Table 2.2: Overview of resolution features from diﬀerent methods on multi-
resolution VH animation.
Despite some methods allowing for dynamicity and others appropriate for
VH animation and allowing data adaptation, none of the existing work pro-
vides all those features together. Additionally, except as proposed by Ahn et
al. [4], none of the approach allowing ﬁne-grain adaptation also provides a
high control on the deﬁnition of the resolutions. Except purely 2D-based
methods, mostly based-on impostors such as [152] or [11], none of the ex-
isting work dealing with 3D data handles 2D as well, as one of the possible
lowest resolution. Lastly, though costs of diﬀerent resolutions are well esti-
mated and evaluated, and view-point dependency is also most of the time
used, the existing approaches do not provide suﬃciently appropriate error
metric to decide on the best resolution to select at any given time.
Finally, there is a need for more dynamic techniques that would not pre-
compute resolutions and thus provide a ﬁner grain scalability. As previously
mentioned, the current H-ANIM LoAs are not dynamically updatable nor
generic enough to be used. We propose to extend the concept of LoA with
appropriate levels for VH that can be precisely deﬁned by the user or the
application itself, and that can vary smoothly over time.
There is also a need to enhance the control for decision-making taking
advantage of perception-based criteria, and that would allow for 2D as well
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DECISION-MAKING Cost View Error
Granieri[70] Low Yes No
Cozot[45] Medium Yes No
Aubel[11] Medium Yes No
Tecchia[152] High No No
Ahn[4] Low No Medium
Redon[140] High No Medium
Our framework Low Yes High
Table 2.3: Overview of decision features from diﬀerent methods on multi-
resolution VH animation.
as data adaptation. For error metrics, some approaches have been proposed
based on perception and/or geometry. By comparing the most relevant cur-
rent research from Funkhouser et al. [61], Hodgins et al. [78], O’Sullivan et
al. [121], and Reitsma et al. [141], see Table 2.4, it generally appears that per-
ception have been used for driving adaptive rendering[61] or animation[121]
of 3D scenes, or for the evaluation of human motion[78, 141]. The latter
mostly deﬁne estimations for speciﬁc motions, statically deﬁned for a hierar-
chy, with low-level geometrically-based metrics. Therefore there is a need to
develop techniques based on perception and motion analysis, which would im-
pact on the decision-making process of the adaptation of generic VH anima-
tion. Another consideration is that humans are very good to perceive correct
biomechanical motions. Hence the adaptation of VH animation should not
violate biomechanical constraints of human skeletons, and some natural mo-
tions could be partly simpliﬁed since they could be implicitly extrapolated
and perceived by viewers. We propose to contribute with techniques that
specify and extract satisfying resolution for VH animation, based on metrics
that combine visibility as well as human motion metrics and, at the joint
level, impact on the descendants of a given joint, with particular conditions
for the end-eﬀectors.
In conclusion, with regards to the current state-of-the-art we propose to
develop generic and dynamic multi-resolution methods for VH animation,
including animation data adaptation, with innovative decision-making con-
texts and error metric, and with the possibility of conversion in 2D when
required. The next three Chapters present our theoretical approaches for
the dynamic adaptation of data and processing for VH animation, driven by
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Visibility Focus Motion Articulation
/Gaze /Error /Body
Adaptative High High Low(Blur) No
Visualization[61] /No /No /No
Perception with Low No High Medium
Geometry[78] /No /Medium /High
Perceptual High High Medium No
Collisions[121] /Low /Low /No
Metrics for Low No High High
Motion[141] /No /High /Low
Table 2.4: Overview of pertinent global features of work on applied percep-
tion to graphics.
contexts that include dynamic motion perception.
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Chapter 3
Dynamic Data Adaptation of
Streamed Animation
Make the most of the best and the least of the
worst.
Robert Louis Stevenson (1850-1895).
This Chapter presents our work and new methods on data adaptation for
virtual humans. Primarily designed for networked architectures with mobile
devices as terminals to render graphics, these methods are also appliable for
local use on PC by basically removing the streaming part and keeping all
other modules, including server-side tools, on the same machine.
First, Section 3.1 introduces the concept of data adaptation in a general
context, independent of the media types, then it presents our method for
adaptation of VH geometry and our method for dynamic adaptation of face
and body animation data. Finally, Section 3.2 discusses how the adaptation
process is controlled and driven by static contextual information, such as the
hardware capabilities of the target terminals, or by dynamic contextual infor-
mation, such as the ﬂuctuating network characteristics or moving viewpoints
in the scene.
3.1 Adaptation of Virtual Humans
Before presenting our method for the adaptation of geometrical and anima-
tion data for VH, respectively in Subsection 3.1.2 and 3.1.3, we ﬁrst introduce
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the concept of adaptation for compressed data in the binary domain. Work-
ing in this domain provides compact formats for data, which are beneﬁts for
the memory consumption, the data storage and for streaming in the case of
networked architectures. This introduction is mostly focused on bitstream
adaptation as proposed in MPEG-21 Digital Item Adaptation (DIA) [88],
but the presented concepts are more general and this discussion presents
theoretical mechanisms for data adaptation.
3.1.1 Introduction
Since the invention of computers, content has mostly been tailored, mainly
by manual authoring, towards a speciﬁc device or a speciﬁc application. For
instance, computer games have been developed with speciﬁc computer’s ca-
pabilities in mind, various sized videos have been produced so that the user
can select the one that will be played back the best on her or his machine,
and even diﬀerent formats have been provided in order that the content could
run on diﬀerent hardware and software architectures. In recent years, this
trend of multiple contents for multiple devices is slowly shifting towards a
single content for multiple devices approach. This has great advantage both
for the content/service provider and for the end-user. Firstly, only a single
content, usually high quality, need to be authored and provided for an entire
suite of devices and conditions. Secondly, the user receives a content that is
optimized and that could ﬁt not only the limitations of the device, mobile or
not, but also the network capabilities, and the user’s own preferences.
Figure 3.1: Illustration of bitstream adaptation consisting in keeping only relevant parts
of an original data.
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This highly motivating goal is being explored in the framework of stan-
dardization, speciﬁcally by the MPEG groups, because of the extensibility
and of the range of applications to which this can be taken. Though early
work in MPEG-7, e.g. proposed by Heuer et al. [76], adapts certain types
of content, this concept is particularly being explored under the framework
of MPEG-21 DIA. A Digital Item is the MPEG name given to any media
type or content, and the adaptation is processed on the corresponding binary
data. The adaptation of a bitstream is basically illustrated by Fig.3.1, where
parts of an original bitstream are dropped to generate an adapted bitstream.
The principles are based on XML schemas called Bit Stream Description
Language (BDSL) and its generic form called generic Bit Stream Description
Language (gBDSL). The idea is that compressed data is described using these
schemas. BSDL uses a codec speciﬁc language, meaning that the adaptation
engine needs to understand the language and use a speciﬁc XML style sheet,
explained below, in order to adapt the bitstream. gBSDL uses a generic lan-
guage, which means that any adaptation engine can transform the bitstream
without a speciﬁc style sheet.
Figure 3.2: The left picture shows the generation of a bitstream description according
to a bitstream itself. The right picture illustrates the adaptation of a bitstream processed
by a transformed bitstream description.
The adaptation process is very ﬂexible and decomposed in multiple lev-
els. The components and elements working together to perform a complete
adaptation are as follows:
• The original bitstream, refered as the Content Digital Item (CDI) in
MPEG. This is the initial encoded format of the content. It should
be the highest quality version, and shoud contain all elements and
scalability mechanisms required for the adaptation.
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• The bitstream description, being a gBSD for instance. The gBSD [6,
7] ﬁle is essentially localizing each of the important elements within
the encoded ﬁle, marking lengths, oﬀsets and other information that
enables the adaptation to occur. It can be generated in diﬀerent ways,
but the simplest is probably during the encoding of the original scalable
bitstream. Another way is to generate a BSD with a binary to bitstream
description engine (BintoBSD), as shown in Fig. 3.2. The BSD contains
a description of the bitstream at a high level, i.e. not on a bit-by-
bit basis, and can contain either the bitstream itself, represented as
hexadecimal strings, or links to the bitstream.
• The context, refered as the Context Digital Item (XDI) in MPEG.
The XDI contains the formatted information from the client, and can
also contain information from the server, on the target device, the user
preferences, the network characteristics. It can be seen as a set of input
control parameters for adaptation.
• The Adaptation Quality of Service (AQoS). According to the context,
the AQoS is selecting speciﬁc parameters that will drive the XSLT,
see below, and then the adaptation itself. For instance, the AQoS can
relate an available bandwidth at a given time, provided by the context,
to a desired layer of complexity for the XSLT to keep only bitstream
parts belonging to this layer.
• The transformation description, being an XML stylesheet (XSLT). The
XSLT is the core for the adaptation. Actually, it relates the gBSD
to the actual values or preferences given by the user or the terminal
through the context and the AQoS. The XSLT contains processes for
veriﬁcation of a gBSD ﬁle against the required adaptation process, as
well as the transformation process of bitstream descriptions itself with
a set of rules. This is generally an execution routine and must be hand-
crafted for a particular task or set of tasks, for instance for removing
elements from the XML bitstream descriptions. During this stage the
header of the bitstream might be changed in order to take into account
the elements that were removed from the bitstream. For example an
initial mask might indicate the presence of all elements, but this would
be modiﬁed to indicate which elements have remained after adaptation,
to maintain consistency so that the decoder on the terminal does not
become unstable. The XML document is then parsed via a BSDtoBin
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converter which takes the XML document and converts it back into a
bitstream; as shown in Fig.3.2.
Fig.3.3 summarizes the whole adaptation process. The client requests
a content to the server, which then sends it to the adaptation engine, to-
gether with the associated bitstream description. The AQoS and XSLT can
be stored in the adaptation engine or also sends by the server. According to
the AQoS and the aggregated context coming from the client and through
the context aggregation tool, the optimizer outputs values for the XSLT to
perform the transformation on the bitstream description. Once transformed,
this description is used in the resource adapter to generate the adapted bit-
stream and send it to the client.
Figure 3.3: Overall schematized architecture of the adaptation process.
As mentioned in Subsection 2.2.2, adaptation of video, image, and audio
have received a lot of attention by the research community, while graphics,
and especially 3D graphics, is until now less investigated. Now that we have
introduced the underlying adaptation mechanisms, we therefore present our
new methods for 3D graphics data adaptation, with a focus on ﬁrst, the
scalability of the VH geometry and then, on the scalability of facial and
body animation data in dynamic applications.
3.1.2 Geometry Adaptation
3D graphics data can be decomposed into two main groups: one for the ge-
ometrical parameters, such as vertices coordinates, normals, textures, etc.,
and one for the animation data, such as the joints transformations, displace-
ments of facial control points, etc. This part details our approach for the
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adaptation of VH geometry. It is based on previous work [92], which have
been extended for supporting adaptation as deﬁned previously.
Figure 3.4: The clustered representation of multi-resolution VH geometry.
The method is based on a clustered representation of the diﬀerent reso-
lution of the geometry, see Fig.3.4. The idea of clustering is presented, along
with its extension to the compact representation of vertex properties and
animation parameters for latter adaptation. The premise involves clustering
all the data so that a speciﬁc complexity can be obtained by simply choosing
a set of clusters. From the complex mesh Mn(Vn, Fn) where Vn is a set of ver-
tices and Fn is a set of faces, it is sequentially simpliﬁed to Mn−1, ...,M1,M0.
A multi-resolution model of this simpliﬁcation sequence has, or at least is
able to generate, a set of vertices V and faces M , see Fig.3.5, where union is
denoted as + and intersection as −:
V =
n∑
i=0
Vi,M =
n∑
i=0
Mi
There are many simpliﬁcation operators, including decimation, region
merging, and subdivision. Here we use half edge-collapsing operators [81]
and Quadric Error Metrics (QEM) [66]. By an edge-collapsing operator, an
edge (vr, vs) is collapsed to the vertex vs. For instance, let say that faces f1
and f2 are removed by such a collapse, and that faces f3 and f4 are modiﬁed
into f
′
3 and f
′
4. The clusters are therefore deﬁned as C(i) = {f1, f2, f3, f4}
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Figure 3.5: Diﬀerent mesh resolutions for full body and for upper body.
and N(i) = {f ′3, f ′4}. The error metric is slightly modiﬁed to adopt the
animation parameters. Each vertex has measurement of levels of animation.
For example, a vertex which is close to the joint in body animation or a
vertex which has large facial deformation parameters need to be preserved
during the simpliﬁcation process, see Fig.3.6 and 3.7. At one extreme, it is
desired to preserve control points of animation as much as possible. This
levels of deformation is multiplied QEM of each vertex such that vertices
with high deformation parameter are well preserved through simpliﬁcation.
V and M can be partitioned into set of clusters. The ﬁrst type is a set of
vertices and faces that are removed from a mesh of the level i to make a mesh
of the level i − 1, denoted by C(i). The other type is a set of vertices and
faces that are newly generated by simpliﬁcation, denoted by N(i). Hence a
level i mesh is as follows:
Mi = M0 + (
i∑
j=1
C(j)−
i∑
j=1
N(j))
To evaluate this equation requires set union and intersection, which are still
complex. Using the properties of the simpliﬁcation, it ensures N(i) to be a
subset of unions of M0, C(1), ..., C(i − 1). Using this property, the cluster
C(i) is sub-clustered into a set of C(i, j), which belongs to N(j) where j > i
and C(i, i) which does not belongs to any N(j). It is same for the M0 where
M0 = C(0). Thus, the level i mesh is represented as below, which requires
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Figure 3.6: The architecture
for multiresolution generation
using 3D modeling tools and
appropriate modules for pre-
serving animation parameters.
Figure 3.7: Preservations of facial animation control
points during the mesh simpliﬁcation process.
simple set selections:
Mi =
i∑
k=0
(C(k, k) +
n∑
j=i+1
C(k, j))
The last process is the concatenation of clusters into a small number of
blocks to reduce the number of selection or removal operations during the
adaptation process. Processing vertices is rather straightforward, because the
edge-collapsing operator (vi, vs) ensures that every C(i) has a single vertex
vi as C(i, i). By ordering vertices of C(i, i) by the order of i, the adaptation
process of vertex data for level i is a single selection of continuous block of
data, v0, v1, ..., vi. For the indexed face set, each C(i) is ordered by C(i, j) in
the ascending order of j. Thus, an adaptation to level i, consists of at most
3i + 1 selections or at most 2n removals of concatenated blocks.
So far, we have described the process using only the vertex positions and
face information. In the mesh, there are other properties that have to be
taken into account, such as normal, color, and texture coordinates. Because
these properties inheritably belong to vertices, a similar process to vertex
positions is applied. Exceptional cases are; 1) two or more vertices use the
same value for a property, 2) a single vertex has more than two values. In
both cases, there is a unique mapping from a pair of vertex and face to a
value of properties. The cluster C(i) has properties which have mapping from
(vi, fj) where vi ∈ C(i). If a property p belongs to more than one vertex such
as (vi, f1) → p and (vj, f2) → p, p is assigned to the cluster of C(j) where
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j < i. By ordering this, p remains active as long as there is one vertex that
has p as its property. Therefore, we have a valid set of clusters for each level
i. Each cluster has a set of vertices and vertex properties such as vertex
normal, colors, and texture coordinates. Along with vertex information, the
cluster has a set of indexed faces, normal faces, color faces and texture faces.
Also each cluster can consist of sub-segments with their own material and
texture. Each level is selected by choosing blocks of clusters.
3.1.3 Animation Data Adaptation
After devising our multi-resolution mechanism for geometry, appropriate for
the adaptation of VH representation data, we now present our new tech-
niques for deﬁning scalable animation schemes, and applying them for an
integrated dynamic adaptation framework, see Fig.3.8. Although the con-
cepts are relatively similar for both animation methods, this part is splitted
into two diﬀerent sections: the ﬁrst one for detailing the scalability of body
animation parameters, and the second one for detailing the scalability of
facial animation parameters.
Figure 3.8: Schematized overview of the integrated adaptation of animated VH, towards
multiple devices in that case.
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Body Animation
To allow for the adaptation of VH body animation, we propose scalability
schemes for related animation parameters. The format on which we base
our schemes for body animation is MPEG-4 BBA, for the reasons mentioned
in Section 2.3. Although there no intrinsic scalability in this format, it al-
lows a low-level control on its parameters, on a frame-by-frame basis, and it
is well-suited for compactness of data. The scalability for body animation
is based on its lowest level, i.e. the joint level. We propose two diﬀerent
methods for generating adaptive animation: levels of complexity for articu-
lated structures, refered as Levels of Articulation (LoA), and body regions
joint-grouping.
(a) Extended Levels of Articulation LoA have been ﬁrst proposed by
the Web3D consortium in the H-Anim standard [40]. Their goal was to allow
for compliant hierarchies that would not use all speciﬁed joints, but only a
subset of them. The initial LoA, as proposed in the H-Anim speciﬁcations,
are presented in Table 3.1.
Level Brief description Nb of joints
0 Minimum 1
1 Low-end/real-time 18
2 Spine 71
3 Full hierarchy 89
Table 3.1: H-Anim original LoA, [40].
For dynamic adaptation, based on these original LoA, we redeﬁne them
with diﬀerent subsets of joints, and we extend them with two additional
levels for later adaptation, as proposed in Table 3.2. With such LoA, we are
able to provide a ﬁner grain scalability to the hierarchy, with for instance the
possibility to have a more important simpliﬁcation of the spine, the possibility
to split the ﬁngers that embedds many joints, the possibility to have a very
rough level with 5 joints that includes shoulders and hips.
Practically, each joint can be marked as belonging to one of our 6 LoA
in the data description, to be dynamically adapted according to a threshold
LoA issued by the optimizer of the adaptation engine, according to a given
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Level Brief description Nb of joints
0 Only the root, the hips and the shoulders 5
1 The neck, the elbows and the knees 10
2 A joint for the spine, the toes, the hands 24
3 Reﬁned spine 35
4 Finger joints 51
5 All joints 89
Table 3.2: Extended LoA of our method. Each level but 0 includes joints
from previous levels.
context. A sample use case would be the animation of VH who are parts of
an audience with many individuals, and hence, who would not need to be
highly detailed in terms of animation compared to the actors on stage. In
that situation, persons in the audience could be animated with LoA 0, the
main character with LoA 5, the other actors with LoA 4, and the background
secondary characters with LoA 2 or 3. A secondary character could also
become the main character during a certain period of time, therefore reﬁning
her or his LoA.
Region Brief description Nb of joints
1 Face region only 2
2 Both arms regions 10
3 Torso region 25
4 Pelvis region 4
5 Both legs regions 4
6 Both feet regions 4
7 Both hands regions 40
Table 3.3: Elementary body regions, to be used individually or coupled to-
gether for selection at the joint level.
(b) Body Regions In addition to LoA, we also deﬁne body regions for
scalability of the body animation, see Fig.3.9. Their main purpose is to
allow the selection of speciﬁc parts of the VH, according to user’s interests,
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according to the animation context itself, or according to given viewpoints.
Sample use cases would be an animation of a piano lesson where the hands
are of primary interest with respect to the legs, or a TV news presenter where
the whole upper body should be animated.
Figure 3.9: Schematic body elementary regions.
Table 3.3 deﬁnes seven elementary regions of the body: the face, the
arms, the torso, the pelvis, the legs, the feet and the hands regions. These
elementary regions can be combined together into higher level regions with
two diﬀerent way, see Table 3.4:
• As predeﬁned regions
This is a set of higher level regions predeﬁned as unions of elementary
regions.
• With a mask
This is a value representing which elementary regions are selected. This
mask is a binary accumulator of seven bits, each one representing the
selection of its corresponding elementary regions. A few mask values,
the ones of the predeﬁned regions, are given as examples in Table 3.4.
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For adaptation, in the binary description each joint is ﬂagged with the
region it belongs to. The transformation of the bitstream description is pro-
cessed either with a mask, to keep only joints in active regions, or with
predeﬁned or elementary regions. The mask, and the predeﬁned or elemen-
tary regions at a given time, are outputted by the AQoS according to the
dynamic context.
Region name Deﬁnition Mask Nb of joints
All regions 1+2+3+4+5+6+7 127 89
Face region 1 1 2
FaceShoulders region 1+2+3 7 37
UpperBody region 1+2+3+4+7 79 81
LowerBody region 4+5+6 56 12
Table 3.4: Sample predeﬁned higher-level regions, constructed with combi-
nations of elementary regions or with the use of a binary mask.
Facial Animation
After body animation, we propose scalable mechanisms for facial animation
parameters, with similar concepts. Regions and LoA, which are levels of FAP
complexity in this case, are also deﬁned, although LoA is applied on each
regions.
Before presenting adaptation mechanisms, we brieﬂy summarize the facial
animation framework we are based on, i.e. an MPEG-4 compliant facial an-
imation system. It works with Facial Animation Parameters (FAP) that are
the displacements of Facial Deﬁnition Parameters (FDP), the control points
of the face. Each FAP is expressed in terms of facial proportion, called FAP
Units (FAPU), which corresponds to the distance between eyes. Each FAP
is used to animate one FDP in one direction. It is independent from the face
model, but consequently does not provide animation information for other
points but the FDP. Therefore, for each FAP, with interpolation techniques
Facial Animation Tables (FAT) are used to generate the displacements of all
vertices of the model, according to FAP values.
For scalability, the face is segmented into diﬀerent regions, as illustrated
by Fig.3.10. It is based on MPEG-4 FAP grouping, although we have grouped
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Figure 3.10: Schematic face regions.
the tongue, the inner and outer lips in a single region since these displace-
ments are closely linked. This segmentation allows to group FAP according
to their inﬂuence regions with regards to deformation, and LoA is therefore
applied per region. A sample use of the face regions is an application based
on speech, which would require detailed animation around the mouth region
and less in other parts of the face. This would for instance result in a low
LoA for the eyebrows, eyeballs, nose and ears regions, a medium LoA for the
cheek regions, and a high LoA for the jaws region.
Actually, we deﬁne four LoA based on the FAP inﬂuences with two dif-
ferent techniques. The ﬁrst technique is to group FAP values together, with
the following constraints:
• All grouped FAPs must be in the same area;
• All grouped FAPs must be under the inﬂuence of the same FAPU.
Additionally, when grouped by symmetry, the controlling FAP value is the
one on the right part of the face. The second technique is reducing quality
more rapidly, assuming some FAPs are insigniﬁcant at certain times, by
introducing four LoA:
• LoA high
It uses all FAP values.
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• LoA medium
Certain FAPs are grouped together, resulting in a total of 44 FAPs
instead of 68.
• LoA low
Some FAPs are removed and other grouped, keeping only 26 FAPs.
• LoA very low
Most FAPs are removed, only base values for minimal animation are
maintained. It consists in merging FAPs from the low LoA by symme-
try, and remove other FAPs, resulting in a total of 14.
Region Deﬁnition High Medium Low Very low
High level 2 2 2 2
0 Jaw (chin, lips, tongue) 31 19 12 6
1 Eyeballs (eyelids) 12 8 4 1
2 Eyebrows 8 3 2 1
3 Cheeks 4 4 1 1
5 Nose 4 3 0 0
6 Ears 4 2 2 0
Total 68 44 26 14
Ratio 100% 65% 38% 21%
Table 3.5: Face regions deﬁnition and their associated number of FAPs per
LoA. Note that high level is for generic face expressions, and that region 4 is
the head rotation, which is controlled by the body animation and therefore
omitted here.
We also propose a scalability mechanism for FAT. The generation of these
tables is done with geometric deformation algorithms to compute FAP inﬂu-
ences. It allows for an automatic computation of inﬂuenced vertices according
to FDP only, and based on this technique, the animation engine is able to
animate any face model with only the FDP. This method is also very prac-
tical for devising diﬀerent resolutions, since only the inﬂuence information
needs to be recomputed, using the same FDP, which are preserved by the
adaptation of geometry. So from the highest level model, we automatically
construct the FAT, and since the vertices are ordered by FDP and inﬂuence,
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we can easily identify and extract the corresponding FAT information from
the highest level FAT for each resolution, as illustrated by Fig.3.11.
Figure 3.11: Scalable FAT coupled with multi-resolution geometry.
3.2 Control and Decision Making
After the deﬁnition of scalability mechanisms for VH geometrical and an-
imation data, we now need to control the adaptation process, taking into
account several static and dynamic contextual information. We also focus
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on heterogeneous conditions and not on particular contexts. The scalability
mechanisms allow for the best content quality possible at speciﬁc complexi-
ties, and now we detail two types of contextual information in this Section,
that will drive the adaptation process.
First dynamic constraints coming from the network, and more speciﬁcally
the varying available bandwidth, is proposed in Subsection 3.2.1. Then we
present the use of hardware capabilities in 3.2.2, through benchmarking, as
a static contextual information though it might also be seen dynamic in the
case of changing devices over a same session. Both constraints, and others,
are grouped together in the XDI given to the optimizer of the adaptation
engine, in order to process them for driving the transformation of content.
3.2.1 Network Characteristics
In networked architectures, the bandwidth is obviously the major factor to
consider for content delivery, and therefore, for the control of content bitrate.
The scalability mechanisms, presented in the previous Section, allow the
control of active or dropped parameters, and consequently the control of
content size.
The adaptation of mesh and animation data, in terms of the network
capacity, is directly governed by the available bandwidth CB, the encoded
ﬁle size FS, as the adaptation occurs in the binary domain, and the download
time TW in seconds that a user is prepared to wait or that a provider believes
reasonable. This is exempliﬁed by:
Cb
Fs
× Tw = RA
RA provides the ratio of the original ﬁle to the adapted ﬁle, and as the
main elements contributing to this size, assuming that the encoding process
is well balanced, are the mesh and animation data sizes, which are then re-
duced. Values for FS, CB, and even TW are easily obtained and therefore the
value for RA is also easily determined. According to the size reductions in-
duced by the LoA or the regions for instance, the required level of complexity
is then known and applied for adaptation. This control for adaptation is illus-
trated in Section 6.1, with the use of a bandwidth slider to simulate dynamic
variations, and their impact on the content, in the network conditions.
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3.2.2 Hardware Capabilities
In addition to the network, one of the major aspects to the context of the
adaptation is the target device on which the content is supposed to be played
back. Hardware capabilities should be evaluated quantitatively to be in-
cluded in the adaptation context, and terminals capabilities are complex and
dependent on many factors. Therefore, we propose a generic method for
assessing the capability of the device in order to enable the closest approxi-
mation of the content it could render. As the target devices are not speciﬁed,
this assessment should also be heterogeneous.
Figure 3.12: Overview of the device and content benchmarking process.
Our method is based on both terminal and content benchmarking, see
Fig.3.12, and could therefore independently be applied to other media types,
such as audio or video for instance (it has actually been included in MPEG-
21 DIA thanks to this genericity). In this framework, the benchmark is not
supposed to be executed every time the device gets connected. It is assumed
that every terminal, or reference server see below, has its benchmark results
on connection. If it is not the case, the process is:
1. The context collection tool aggregates information for a ﬁrst guess on
the device capabilities;
2. The client requests the streaming server to send a dedicated 3D bench-
marking content;
3. The server side benchmarking tool generates, or selects if available, a
set of test data streamed to the player based on the ﬁrst guess;
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4. The player sends back successive frame rates to the server, which closes
this session after a pre-determined delay.
After this benchmarking process, the terminal benchmarking value is used
to compute an adaptation ratio together with the test device and content
benchmarking as explained now.
A linear approximation is applied to any digital item as Mr =
FR
FD
with
Mr the media ratio between the maximum value for the media indicator
FR on the reference machine R, and the desired media indicator FD on the
user’s device D. In the case of 3D graphics, this is the frame rate. For
instance, FR is 50 frames per second (fps), and the desired rate is 25 fps,
then Mr would be 2. Assuming the benchmark ratio deﬁned as Dr =
BR
BD
is above 1, no adaptation would then be required. Dr is the ratio between
the maximum benchmark value BR obtained from the reference device, and
the same benchmark value BD obtained from the user’s device with similar
conditions. We can therefore deﬁne the adaptation ration RA as a linear
value used to adapt the content as RA = Mr × Dr × CR, where CR is the
ratio of computation space given up for processing this media. If the device
is dedicated to processing this media, CR is set to 1. This ratio is mainly
used because the benchmarking process and consequential media indicator
on the reference machine are performed using fully the processor capacities,
and because in real applications, the target device is probably performing
other tasks simultaneously. For all cases where RA is less than 1, adaptation
is required. If it is equal or greater than 1, then the mesh and animation
parameters remain unchanged.
In general, benchmarking needs to be executed during a suitable period
of time. Furthermore, it also consumes all the computational power of the
device, prohibiting the user from performing other tasks. The user is unlikely
to have downloaded and executed all benchmarks, it is then expected that a
device may connect to a server having only executed a subset of the possible
benchmarks. To tackle this problem, we use a reference server to provide
generic preprocessed benchmarks for speciﬁc devices. The process, illustrated
by Fig.3.13, works in two directions. A user who has performed one or more
benchmarks can upload these results to the reference server, together with
device related information. A user who has not performed benchmarking can
request all the relevant benchmarks, according to her or his device, to the
reference server. The results transit to the device and can then be sent to
the media server to select appropriate contents via adaptation.
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Figure 3.13: Illustration of both user upload and download of benchmark from a refer-
ence server.
In some cases, a device is not able to play back the content requested by
a user, information given by the adaptation ratio which would then be lower
than the lowest resolution possible. This would be for instance the case of
current mobile phones, non capable of rendering complex 3D, requesting a
content with VH animations. In that situation, as an alternative to scal-
able VH geometry and body and facial animation, we propose to convert
automatically 3D data to animated 2D faces, which would allow lightweight
terminals to still display such content. The proposed methods are detailed
in the next Chapter.
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Chapter 4
Conversion to 2D Graphics
They always say time change things, but you
actually have to change them yourself.
Andy Warhol (1928-1987), The Philosophy of
Andy Warhol, 1975.
In this Chapter, we present two new methods for converting automati-
cally 3D facial animation to 2D graphics, and to 2D vector graphics. Their
goal is to provide an additional low VH animation resolution for devices that
can not render complex 3D graphics, and for devices optimized to support
natively vector graphics, such as mobile phones.
Section 4.1 presents a technique to transform MPEG-based 3D facial an-
imation to 2D MPEG compliant facial animation, hence keeping advantages
for interoperability, compacity and delivery of VH content on any device
featuring 2D graphics. It is also practical for integration with the scalable
3D facial animation framework presented in Section 3.1. Then we detail a
new approach that convert general 3D facial animation to 2D Vector Graph-
ics (VG), including optimizations for the resulting VG animations and the
simulation of Gouraud shading, which is not natively supported by 2D VG.
4.1 2D Adapted Facial Animation
The diﬃculties in the 3D to 2D conversion of VH animation are to maintain
the intrinsic 3D properties in the 2D representation, such as the sense of
depth and the lighting for instance, and to keep the size of the generated
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Figure 4.1: Overview of the global ar-
chitecture for facial animation adapta-
tion, with the 2D conversion module.
Figure 4.2: 2D mesh warping on a face-view pre-
rendered image of the original 3D mesh. The eyes,
tongues and teeth are separate images.
data small enough for practical use on light devices. Visually, the main
criterion for a correct conversion is the similarity between the generated
copycat 2D animations and the original 3D ones. The conversion should
therefore preserve as much as possible:
• Pixel spatial information
i.e. the topology and geometry of the original mesh, and the position
updates of the vertices due to the animations and deformations.
• Pixel color information
i.e. the color, material, and shading per-vertex or per-triangle of the
original mesh.
Concerning the conversion of 3D to 2D facial animation with MPEG
compliance, the goal is also to keep components as much unchanged as pos-
sible, and adapt only the necessary parts, i.e. with a two, instead of three,
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dimensional scene graph to represent the face. So basically, to obtain an an-
imatable 2D face at the end of the conversion chain, see Fig.4.1, 3D meshes
are converted to 2D representations, including projected shaded images of
the original model with the preservation of the topology, and the use of FAP
and FAT in 2D as detailed below.
4.1.1 Conversion of Geometry for 2D
The concept used is based on warping-based facial image animation. It con-
sists in two modiﬁcations in the facial representation data. The FDP con-
tains, for 2D facial animation, a 2D warped indexed facet set instead of a
3D one, and the image texture portrait of the original face. The 2D mesh is
consequently deformed using FAP.
The 2D feature points are a subset of the 3D feature points, where 3D
feature points, still visible on the frontal view after a projection from the
3D space into the 2D space, have been preserved. As this should happen
in the neutral state, i.e. with a closed mouth, the teeth and tongue have
no matching part in the image. Therefore, we are adding default teeth and
tongue image patterns, placed behind the 2D warped mesh, see Fig.4.2. They
become visible when the mouth is opened. Actually, for good results, the face
representation should consist of three 2D layers: the bottom one is the whole
portrait image, the middle one provides the teeth and tongue image data and
the top one is the actual deformable face data.
4.1.2 Use of Animation for 2D
In MPEG-4, the face animation rules are deﬁned via the FAT, which describe
how a face model is spatially deformed as a function of the amplitude of
the FAPs. The standard postulates that each low level FAP corresponds
to a piecewise linear function, which deﬁnes the function between vertex
displacements and the corresponding FAP amplitude values. Thus, after the
deﬁnition of the FATs, input FAPs can be recognized and handled reasonably
to produce the intended face animation. This requires, that for each low-level
FAP, the corresponding 2D vertex displacements for the 2D mesh have to be
deﬁned. The projection of the 3D vertex displacements can be used as a ﬁrst
guess though further manual reﬁnements are vital for good visual results.
Based on the scalable FAT presented in Section 3.1, an additional FAT layer
is included to handle this 2D deformations.
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Facial animation parameters constituting changes in the z-direction are
ignored as they have small impacts onto the 2D projection. In addition,
rotations of the eyeball are substituted by 2D translations. Furthermore,
animations of the tongue are currently neglected, as well as head rotations
due to the reduction of one dimension. There are then some restrictions in
animating the full set of FAP values, as illustrated by Annex C that shows
the supported FAPs in two dimensions.
A possible solution to copy all 3D-based deformations of the face would
be to generate 2D animations directly from the resulting updates of vertices
positions. Additionally, some devices might not support 2D graphics with de-
formable meshes, so we now propose a method in the vector graphics domain
to address those two issues.
4.2 Gouraud-Shaded Vectorial Animation
When Vector Graphics (VG) are supported, we propose to have a full VG
animation instead of a 2D mesh deformed with FAP. As an example, our
conversion method for VG generates a Scalable Vector Graphics (SVG) ﬁle,
a widely adopted W3C standard format for VG.
Figure 4.3: This diagram illustrates the 3D-to-2D module for facial animation.
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4.2.1 Extraction of 2D Data
Basically, the conversion is processed into two main steps: the identiﬁca-
tion and extraction of appropriate 2D data and the generation of VG data
accordingly, see Fig.4.3. By decoupling the extracted 2D data from the gen-
eration, the system is immediately extensible with diﬀerent formats, using
additional ﬁle generator modules. Taking advantage of hardware processing,
we extract 2D data from 3D by pre-rendering 3D facial animation with a
standard graphics library to compute projections. The 2D coordinates are
then extracted with the projection matrix and the 3D coordinates. The 3D
rendering is actually extended with a gathering of projected vertices data and
faces visibility, according to the camera and vertices positions. This process is
conducted at each frame and it is possible to select which one in the sequence
serves as the neutral position of the face. Not only the rendering loop enables
fast computations in hardware, but it also ensures that whatever animation
or deformation occurs in 3D, it will be converted to 2D. View-frustum and
backface cullings, using normals and the viewpoint direction, are performed
on the 3D scene to create a per-frame visibility list for each polygon. Oc-
clusion culling would also be possible, but in the case of partial occlusions,
the resulting tessellations are not dynamically reproducible to VG data. As
a consequence, cullings are performed on complete faces by setting a bit ﬂag
to true or false depending on the 3D face visibility and therefore provide
information for visible or invisible states of 2D polygons.
4.2.2 Generation of VG Data
After the 2D data extraction process, we can now generate VG data to mimic
the original 3D animation. The SVG generator creates a ﬁle according to
the 2D data present in the cache. First, outputs have been generated using
the polygon SVG tag. Though it is well suited to deﬁne a face, its individual
points are not directly animatable. To represent a 3D face, a SVG element
capable of animation, deformation, and color ﬁlling is necessary. The polygon
element supports 2D animation and color, but do not provide deformation
mechanisms. Therefore, for a 3D polygon, a series of nbF SVG polygons,
where nbF is the number of frames of the animation, would be required.
Thus, inspired by the approach of Herman et al. [75], the internal SVG
representation used in our method is based on path. It is the most appropriate
SVG structure to represent a 3D polygon since it can specify a closed n-gon,
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Figure 4.4: Global structure of a generated SVG ﬁle, without color per vertex.
on which each points are animatable independently and where visibility can
be described for any frame.
Positions of paths’ points are directly related to the 2D projected vertices
computed during the extraction, and though in our case these coordinates,
the xij and yij of Fig.4.5, are absolute, relative coordinates are also possible
and would have a smaller memory load. Filling a path can also be done with
an image, a solid color, in the case of a simple ﬂat shaded object, or a linear
or radial gradient. Linear gradient is used for Gouraud shading simulation,
as described below. At initialization, the 3D triangles are z-sorted to create
an ordered list of paths, and then the visibility of each path is adjusted by
the sequence of bit ﬂags from the extraction module. The structure of a
generated SVG ﬁle is illustrated by Fig.4.4, while the structure of a path is
illustrated by Fig.4.5.
4.2.3 Post-Optimizations of VG
Depending on the number of polygons and the number of frames of the ani-
mation, generated SVG ﬁles might be several megabytes big. To reduce the
output SVG ﬁle size, we deﬁne and apply some post-process optimizations,
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Figure 4.5: Structure of a single path, the SVG element reproducing a 3D triangle.
Figure 4.6: The picture on the right illustrates the visibility optimization, on the left
the optimization of static sequences.
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as illustrated by Fig.4.6.
The ﬁrst straightforward optimization is to delete the animated coor-
dinates data of a path when it is not visible. It is done by determining the
range of frames where a face is hidden, thus specifying the data to be deleted.
Assuming a path is invisible between frame f0 and frame f0 + x0, its ﬁrst
animate tag is updated to ﬁnish at f0, it is closed, and an additional animate
tag is created, starting at frame f0 + x0. To further optimize the size of the
output ﬁle, we also determine sequences of frames when the path is visible
but does not move. Supposing a static path from frame f1 to frame f1+x1,
animate is stopped at f1, and a new animate tag is deﬁned to create a single
keyframed animation between f1 and f1 + x1 using the static position and
with a duration corresponding to x1. Fig.4.6 illustrates those post-processed
optimizations. All these optimizations basically merge animation data when
possible, by adding animate tags. The keyTime attribute is another SVG
feature one can exploit to perform such optimizations. Unlike animate, it
does not add keyframes but parameterize the timing of each frame and thus,
keyTime is especially relevant in the case of many static frames while less eﬃ-
cient than animate in the case of dynamic long sequences. Some experiments
on sizes have shown that if the ratio nbF
nbSS
> T , where nbSS is the number of
static sequences, T is a threshold equals to 200/13, then the optimizations
are smaller with animate than keyTime.
4.2.4 Gouraud-Shaded VG
The last step for the conversion is to allow the copy to feature Gouraud-like
shading. When generating a SVG ﬁle, instead of producing an animation
with poor shading eﬀect, it is possible to create a SVG ﬁle representing the
current frame with Gouraud shading, in order to have smooth color transi-
tions between triangles of the mesh, and consequently a more realistic ren-
dering. Indeed, if we apply only one color per triangle, the visual result,
consisting of ﬂat-shaded triangles, is not very realistic and color-contrast ar-
tifacts between polygons are clearly visible, resulting in facetted objects. In
CG, the Gouraud shading is an intensity-interpolation method based on the
illumination of vertices. These values are ﬁrst calculated, then interpolation
is done between the three vertex to obtain a gradient. Our method imple-
ments it with the tools and speciﬁcations available with a vectorial language
such as SVG. We therefore proposes to apply three gradients per triangle,
i.e. one per vertex, each one ﬁlling its respective part. To merge these gra-
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Figure 4.7: The top picture illustrates the gradient path of each vertex color. The
bottom picture illustrates the ﬁltered superimposed gradients.
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dients, we have to modify spatially the transparency, and then the more a
gradient is close to the opposite edge of the triangle, the smaller is its alpha
value. Because SVG does not allow several gradients per triangle, we have to
superpose three triangles, one for each gradient, with the same coordinates.
These triangles are then combined by applying a ﬁlter fe Composite. The
result is again ﬁltered with a ﬁlter fe Colormatrix in order to correct the
opacity of the three previous layers. Fig.4.7 shows the complete structure of
a triangle. Afterwards, an additional triangle is set under this composition to
ensure faces are hidden when required, by avoiding the coverage of triangles.
Indeed, this background triangle has a color that is the average of the three
vertices colors and the ﬁrst gradient.
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Chapter 5
Dynamic Motion
Level-of-Detail
The least movement is of importance to all na-
ture. The entire ocean is aﬀected by a pebble.
Blaise Pascal (1623-1662), Pense´es, 1670.
Although the two previous Chapters describe methods that could be ap-
plied on standard PCs, they were primarily designed towards networked ar-
chitectures and mobile devices. There is still a need to propose motion LoD
approach for VH animation for stand-alone PC applications, in order to con-
trol the processing, rather than memory, load required for such animations,
to free resources for other parts of virtual environments, as well as enabling
the real-time animation of more VHs simultaneously. We propose to extend
existing motion LoD approaches, see Fig.5.1 where green joints are active
and red passive, by improving the underlying scalability of skeletons and
their control with appropriate deﬁnitions of the resolutions. We also propose
a new error metric to control automatically and dynamically the complexity
of skeletons while preserving motion quality.
In this Chapter, we therefore presents our method to deﬁne and parame-
terize Levels of Articulation (LoA) and joints activity for animation engines
in Section 5.1. Section 5.2 proposes an automatic method to control the
motion LoD according to a new two-steps motion error metric.
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Figure 5.1: Diﬀerent static motion resolutions for the same frame of an animation, to
illustrate motion LoD.
5.1 Parameterized LoA for LoD
Multi-resolution techniques can be formally expressed as follows. From an
original highest resolution animation A
h(d)
0 , with h(d) the highest possible
resolution for a device d coming from benchmarking for instance, see Sec-
tion 3.2.2, at time t the global equation for motion LoD are as follows:
F (A
h(d)
0 , A
ltk
t , lt) = A
lt+1
t+1
A
lt+1
t+1 =
⎧⎪⎨
⎪⎩
A
ltk
t if lt = ltk ,
Altt+1 = Ref(A
ltk
t , lt − ltk) if lt > ltk ,
Altt+1 = Simp(A
ltk
t , ltk − lt) if lt > ltk .
where Alt is the current animation at time t with a resolution level of l, ltk is
the previous level that resulted in an update of A, Ref(A, ld), respectively
Simp(A, ld), are functions to reﬁne, respectively simplify, the animation ac-
cording to a delta level of ld.
Practically, to deﬁne a multi-resolution framework for VH animation, the
following steps have to be considered:
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• Identify the scalability of what is to be reﬁned and simpliﬁed, for in-
stance based on the H-Anim hierarchy and joints, see Fig.5.2, in the
case of VH animation;
• Deﬁne the diﬀerent possible resolutions, for instance the LoA, a depth
threshold in the hierarchy, sub-regions of the graph, pre-deﬁned com-
plexity of the skeleton or individual joints for the ﬁnest granularity;
• Select appropriate resolutions at run-time, with user-deﬁned motion
LoD or driven by error metrics as detailed in the next Section.
Figure 5.2: Representation of the H-Anim hierarchy, [40].
Our objectives are to evaluate the beneﬁts of such an approach on real-
time animations of VH where it should allow for a detailed control of charac-
ters and also, we want to evaluate the freeing of resources provided for other
parts of real-time applications such as cloth animation, rendering etc.
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5.1.1 Level-of-Articulation
The motion LoD approach we propose is based on the deﬁnition of LoA by
diﬀerent and complementary means. As seen previously, VH are commonly
animated by animation parameters that transform, both in translation and
rotation, an underlying skeleton which in turn deforms its attached geom-
etry via the skinning stage. We consider joints as the primary elementary
element in order to adapt the hierarchy at the ﬁnest possible grain, i.e. at
the joint-level. Consequently, the scalability of the skeleton lies on the states
of individual joints that are either active or passive for the animation, while
still being elements of the hierarchy. While LoA is a term initially deﬁned in
H-Anim, and which we have also used and extended in Chapter 3 for data
adaptation, we use it in this context with more genericity and additional fea-
tures to be more appropriate for motion LoD. Although the initial four LoA
could be used for motion LoD, as it is done with LoA Complexity similarly
deﬁned as the original H-Anim LoA see below, it must be extended with ad-
ditional features to take into account the depth in the skeleton hierarchy, the
diﬀerent regions of the body as high-level information on the skeleton, the
individual selection of active and passive joints, and ﬁnally the combination
of all those deﬁnition methods together to produce hybrid and appropriate
skeleton states. We propose to create LoA with the following distinct and
complementary mechanisms:
Figure 5.3: Illustration of the diﬀerent LoA Complexity, LoA None to LoA High, on a
33 joints skeleton.
• LoA Depth, associated with a threshold depth in the skeleton, is of-
ten used as the primary parameter for multi-resolution methods with
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hierarchies because of its straightforward implementation. If the LoA
Depth is null then no joint is activated, if it is equal to one then only the
root node is animated, etc. Although it can be practical, for instance to
reﬁne progressively ﬁnger motions, LoA Depth is not fully appropriate
for VH skeletons. First, such a depth-based selection relies on the as-
sumption that the importance of nodes decreases when depth becomes
greater, which is not always the case of VH animation. Secondly, for
reaching and activating the arms nodes for instance, the spine has to
be entirely traversed and thus many intermediate unnecessary joints
activated.
• LoA Complexity is a set of ﬁve pre-deﬁned conﬁgurations of the hi-
erarchy, see Fig. 5.3. The concept of LoA Complexity is similar to the
original concept of LoA in H-Anim, although the set of joints as been
slightly modiﬁed according to joint importance in sample animations.
Each higher LoA includes the joints of the previous LoA. LoA None
does not contain any active joints. LoA Very Low includes the root,
hip and shoulder joints, LoA Low adds elbows, knees and neck, LoA
Medium consider hands, toes and spine as single joints, LoA High con-
tains a reﬁne spine but not ﬁnger joints, and ﬁnally LoA Very High is
the set of all joints from the hierarchy. LoA Complexity is appropriate
as a core method for motion LoD, however it has to be modularized
and coupled with other LoA selections to support more details in the
control of the hierarchy.
• LoA Zone is a set of sets of joints representing anatomical body sub-
regions. Six diﬀerent zones are currently pre-deﬁned, the face being
not considered. The existing distinct zones are the arms, the torso,
the upper part of the body, the legs, the hands, and the feet. LoA
Zone is particularly well-suited for animations with speciﬁc goals, for
instance when the character might move the upper body and arms
only and almost not the legs, e.g. a news journalist, or the opposite
conﬁguration for animated soccer players for instance.
5.1.2 LoA Applied to LoD
From the diﬀerent LoA deﬁnition methods presented, it is clear that none of
them used only individually provide good visual results in general cases. On
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Figure 5.4: On the left is a sum of LoA Depth and arms. On the right, a combination
of LoA Very Low and manual active joints.
the contrary, the methods have to be merged to combine their beneﬁts and
compensate their possible drawbacks. The left part of Fig. 5.4 illustrates a
combined skeleton state from a LoA Depth and LoA Zone. In addition, the
possibility to select joints individually has to be granted to the user for a
ﬁne-grain control on the skeleton desired state. The interactions on the LoA
control is provided through the interface of Fig.7.2 from Annex D.
We can then take advantage of LoA deﬁnitions to pre-optimize anima-
tions for reducing computations during the real-time playback. In practice,
a stand-alone tool has been developed that allows users to visualize, manip-
ulate and decide for the correct LoA of a skeleton for a particular animation,
and then save this optimized animation, or the designed LoA, for a later
real-time playback. From the original animation, which has an implicit ini-
tial LoA, the animator can couple the diﬀerent LoA methods together, test
interactively the resulting modiﬁed and optimized animation, and reﬁne the
skeleton state with individual selection of joints as well. When optimized,
not only the animation play back signiﬁcantly reduces the processing time re-
quired for the transformation updates and skinning, but its size is also being
reduced to free storage and memory for more animations or other modules.
The second possible usage of LoA and skeleton scalability is an automatic
process to dynamically adapt virtual human animation. The automatic stage
is based on a decision-making algorithm, which decides to switch joint states
or not, relying on a perception-based motion error metric detailed in the next
Section.
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5.2 Automatic Motion LoD with Error Met-
rics
Not only motion LoD should be controlled by a user, but its control should
also be automatic. The application of automatic motion LoD should be pro-
vided to be included generically in diﬀerent animation engines and to avoid
manual parameterization. The mechanisms to select appropriate LoA on-
the-ﬂy are based on motion error metrics, to identify potential joints and
frames to be simpliﬁed, and resolution selection, to select them. Existing
point-cloud based posture-to-posture distances in the literature, though very
appropriate for motion graphs, are not usable for view-dependent motion
error metric, and are not suitable at the joint level. Thus, a per-frame error
metric has been proposed by Ahn et al. [4] to cluster joint motions. Pos-
ture clusters are pre-processed according to a cost of joint motion-trajectory
depending on orientation and position errors:
Ej(t, tref ) = α.2log(qj(t)
−1.qj(tref )) + rj(t).θj(t, tref )
with t the current frame, tref the estimated key frame, α a weighting factor
for the orientation error, qj the orientation of joint j, θj an angle diﬀerence,
rj a weighting factor, and:
θj(t, tref ) = arccos
v
′
j(t).v
′
j(tref ).
||lj,c(t)||2
rj(t) =
leaf∑
c
lj,c(t)
where lj,c is the segment length between j and c, and v
′
j the trajectory of
j. Fig.5.5 shows a sample conﬁguration describing the diﬀerent parameters
used in this error metric. Key-postures per cluster are then computed in the
resulting cost matrix as KP = mintref (
∑m
t Ej(t, tref )). The authors extend
this method in [3] by enhancing the selection of the appropriate resolution
with mostly eccentricity, i.e. eye-tracking. In their work, 7 pre-processed
resolutions are computed with posture optimization on skinned mesh ver-
tices. Although this method is interesting, the control of resolutions is still
discrete and done on the complete articulated ﬁgure and not at the joint
level. Furthermore, the clustering assume that the conditions do not vary
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Figure 5.5: Illustration of error metric parameters for a simple hierarchy, [4].
over the sequence playback.
Therefore, we investigate a joint-based error metric, featuring an online
continuous selection of resolutions when animations are played back, as well
as consideration for the angular velocity of joints in the error metric. First,
we have tried to investigate a posture-to-posture distance in the PC space.
Since the PC space is linear, by simply applying a euclidean distance on PC of
considered postures, we can compute straightforwardly the posture distance.
Additionally, since the PC space is reducing the dimension of animation
parameters, this is also light in terms of processing. However, the PC space
is not usable for a view-dependent metric, and we need a ﬁner grain control
on the joint themselves for motion LoD, rather than on the PC.
5.2.1 View-dependent error metric
We propose a new two-steps error metric, to reduce the real-time complex-
ity required for its processing, and to support joint-level motion LoD and
view-dependency. The ﬁrst stage, processed oﬄine with the animation data,
86
5. DYNAMIC MOTION LEVEL-OF-DETAIL 5.2. With Error Metric
is computing an error for each joint at each frame, and stores this error in a
matrix. The second stage, occuring online during the animation rendering,
selects for each joint if they should be animated or not, according to the
view-point.
Our error metric is based on velocity and acceleration error of each joints,
including the number of children of the joint. With a constant frame rate, and
constant bone lengths, for each frame time t, we compute the parameterized
position-orientation, including velocity, error of each joint j as follows:
E(j, ti) = 2.α.(β.log(| q(j, ti)
q(j, ti−1
|) + (1− β)log(|
˙q(j, ti)
˙q(j, ti−1
|)) + r(j).θ(j, ti)
with β a weighting parameter for the importance of orientation and angular
velocity, and:
θ(j, ti) = arccos
v
′
(j, ti).v
′
(j, ti−1)
l(j, c)2
r(j) =
leaf∑
c
l(j, c)
E(j, ti) are normalized, and stored in a nxm matrix, with n the number
of joints, and m the number of frames. During the animation playback, the
selection of joint is processed according to the error metric matrix and to the
view-point, as explained in the next Section. Joints state is updated while
the animation is done. The pseudo-algorithm for joint state updates at frame
f is as follows:
if(joint_state(j)=active)
error_j_f=getErrorValue(j,f)
if(error_j_f < errorThreshold)
joint_state(j)=transitionToPassive
if(joint_state(j)=passive)
error_j_f=getErrorValue(j,f)
if(error_j_f > errorThreshold)
joint_state(j)=transitionToActive
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Transitions can be used to smooth the stop and restart of orientation updates,
in order to avoid visual discontinuities in the animation. It consists in a linear
blending of quaternions, with a transition time that can be parameterized.
This is however not mandatory to use it, the computational cost of transitions
being higher than animating joints. The error threshold is an acceptable
maximum error value depending on the distance to the camera, as well as on
the initial threshold instanciated on the closest view of the animation.
5.2.2 Use of the metric for selection
With a simple look-up in the matrix, we can retrieve the computed error
for a joint at a given frame. Then, the error threshold is updated according
to the initially deﬁned error threshold and to the view-point distance to the
root of the VH skeleton. This update is done as follows:
errorThreshold(d) =
d2
d2max
+
dmax − d
dmax
.thrinit
with d the current distance to the camera, dmax the maximum distance,
thrinit the init threshold and thrmax the maximum threshold. This interpo-
lation ensures that the results obtained are smooth since joints do not get
passive too steadily, while zooming back with the camera for instance.
The user-interface to experiment our error metric control of motion LoD
is illustrated on Fig.7.4 in Annex D. This allows for ﬁne-tuning the metric
with weighting the importance of position over velocity using β, the initial
error threshold, the use or not of transition with parameterized transition
time when joints change state. The resulting gains, in terms of transforma-
tions, is also shown there, and will be detailed in the next Chapter with the
presentation of our results for automatic motion LoD.
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Chapter 6
Implementation and Results
Observation collects facts, reﬂection combines
them, experimentation veriﬁes the result of that
combination.
Denis Diderot (1713-1784), Pense´es sur
l’interpre´tation de la nature, 1753.
In this Chapter, we present diﬀerent test software that has been devel-
opped to validate our methods, by presenting some sample applications, dis-
cussing important parts of their implementation, and presenting some quan-
titative and qualitative visual and numerical results.
Following the presented contributions in Chapter 3, 4 and 5, Section 6.1
presents the implementation and results of our method for dynamic adapta-
tion of VH animation. The results of the two methods for conversion of VH
animation to 2D graphics are discussed in Section 6.2, while Section 6.3 pro-
poses our experiments with parameterized and automatic motion LoD using
respectively LoA and motion error metric.
6.1 For Data Adaptation
This Section presents some implementations and results we have performed
for our dynamic adaptation method for VH data. It discusses achievements
for the adaptation of VH geometry and body and facial animation data, as
well as the use of device benchmarking for decision-making.
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6.1.1 Of Geometry
Our proposed method for adaptation of VH geometrical data has been com-
pared with two of the most important existing LoD methods:
• The progressive mesh approach is known as a method using near an
optimal storage for multi-resolution models;
• The discrete mesh is a representation of a set of discrete levels of details
which is still quite common in most of real-world applications because
of its simplicity in adaptation.
# polys original proposed progressive mesh discrete mesh
body 71 12.7 (4.5) 17.5 (6.5) 13 51.6 (12.0)
face 7 0.8 (0.3) 1.0 (0.5) 0.9 3.9 (1.6)
Table 6.1: Comparison of meshes data sizes, with the original mesh size, the
proposed method, and progressive meshes [81] and discrete meshes methods.
The numbers given in Table 6.1 are the sizes of the VRML and BiFS, i.e.
compressed, ﬁles respectively. Since progressive mesh cannot currently be
encoded in the BiFS format, only the approximated size for the VRML ﬁle is
noted. As a result of the adaptation process, the highest resolution models,
body and face, have a number of polygons of 71K and 7K, while the lowest
resolutions have 1K and 552 polygons each. The models are constructed to
have 5 diﬀerent resolutions.
The models, including vertex normal and texture coordinates, have 12 op-
erations of adaptation for each segment. This number of operations is quite
small when compared to operations for a progressive mesh, which requires
at least n/2 operations, where n is number of vertices. Furthermore, the
method uses a simple selection, whilst progressive mesh requires relatively
complex substitutions. The proposed method is located in-between of the
two compared existing methods, and it is ﬂexible and simple enough to allow
adaptation with relatively small ﬁle size. Although the proposed method has
larger data than progressive mesh, it is encodable and it allows for trans-
mission via standard MPEG streams. It also utilizes a simpler adaptation
mechanism, which is very similar to the simplest discrete level selection.
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Figure 6.1: PDA rendering of statically adapted VH animation featuring simpliﬁed mesh
and simpliﬁed skeleton, with scene interaction.
To test the eﬃciency of adaptation for light devices, we have developed a
3D renderer and player on a PDA. Additionally, we have developed encoders
and decoders for geometry and facial and body animations, see Fig.7.3 in
Annex D, including the generation of meta-data required for the adaptation
process, see Annex B. The 3D sequences that have been prepared for this
test application are coming from a scenario in a museum. A virtual guide,
modeled from speciﬁc paintings, is presenting exhibition themes to visitors
on request. When loading a VH animation, the mesh is adapted at the
initialization stage to meet the current hardware constraints, and is rendered
in real-time on this device, see Fig.6.1.
Figure 6.2: Diﬀerent resolutions for the face and the upper body, according to user, or
scene, preferences.
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Additionally, we have tested that according to diﬀerent contexts, the mesh
is adapted in a region-dependent way. For instance, when the face is more
important than the rest of the body, the vertex density can remain higher
in that region, with respect to the others, by not reducing its resolution, see
Fig.6.2.
6.1.2 Of Animation
For testing the dynamic adaptation of animation data, we have used the ar-
chitecture illustrated on Fig.6.3 and a platform similar to the one on Fig.6.4.
Figure 6.3: Architecture of the dynamic and distributed media data adaptation.
VH animations are embedded into digital items, which also features other
medias such as audio and images, and stored on a server. In this content
repository, for each content a DID refers to the metadata of the content,
i.e. AQoS, XSLT, and gBSD, see Annex B, and to the data stream itself.
VH sequences are loaded from a terminal, in our case a laptop, which sends
an initial context together with the content request. Then, according to
context updates, e.g. bandwidth updates generated by a network simulator,
and content metadata, the adaptation engine adapts the stream delivered
to the terminal. The server, the adaptation engine, and the terminal send
some information to the demo monitor that allows for the visualization of
important varying parameters.
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Figure 6.4: Platform used for the dynamic adaptation application.
To validate the eﬃciency of our method that adapts facial animation, we
have performed comparisons using several sample sequences covering a wide
range of possible facial animations. Using the same animation frequency and
the same compression scheme, we have tested encoded diﬀerent FAP ﬁles to
evaluate the inﬂuence of the LoA for the whole duration of animations.
SIZE wow baf face23 macro lips
high 21255 32942 137355 18792 44983
medium 16493 24654 104273 14445 36532
low 13416 20377 78388 11681 30948
very low 12086 17033 70498 8788 29322
Table 6.2: Comparison of facial animation data sizes using diﬀerent LoA.
Sizes are compared in Table 6.2. Overall, with respect to the original ﬁle
size, the results show a mean value of 77.4% for LoA medium, of 62.6% for
LoA low, and of 54.4% for LoA very low. All the sample sequences, but the
Lips one, consist in animation of all parts of the face. For each of them, the
obtained reduction is quite similar, while the size reduction is smaller for the
last sequence due to the lack of FAP suppressions.
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SIZE wow baf face23 macro lips
high 4.17 6.10 25.04 4.08 10.90
medium 3.56 5.23 21.23 3.54 9.81
low 3.09 4.56 17.58 3.10 8.81
very low 2.87 4.11 15.98 2.60 8.40
Table 6.3: Comparison of facial animation processing times using diﬀerent
LoA.
Using the same sequences, we have also tested performance with pro-
cessing times required for the rendering of animation. Results are given by
Table 6.3, where the processing time gain for LoA medium is in average
86.6%, 75.2% for LoA low, and 68.2% for LoA very low. Once again, the
gain is a little bit smaller for the last sequence compared to the other ones.
This is due to the smaller amount of FAP used in the Lips animation.
Figure 6.5: After the content request from the client, the server sends data with an
initial context (in this case, with the maximum complexity).
For body animation, we have investigated a particular use case where
varying network conditions drive the adaptation of body animation. Simu-
lated bandwidth values are modiﬁed by user-inputs, and used to control the
level of adaptation, described in an AQoS. With the XSLT and gBSD of the
body animation data, the body animation is adapted to meet the appropriate
LoA. After a ﬁrst initialization with an initial context, see Fig.6.5, the user
changes the virtually available bandwidth to a minimum, which impacts on
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Figure 6.6: The context has changed, in this case the bandwidth has decreased to a
minimum value. Therefore the body animation is adapted dynamically to match this new
context, to the lowest resolution.
the context and induces an adaptation of the BBA stream, see Fig.6.6. After
a few seconds, the user changes the bandwidth again to a medium value,
and therefore the animation is adapted again to keep more complexity, see
Fig.6.7.
Figure 6.7: The bandwidth has slightly increased, allowing for the body animation to
reﬁne to a higher LoA.
The results of this demonstration are presented by Table 6.4. Although
the diﬀerent frame rates are rather similar, due to the power of the laptop
used, the results clearly illustrate that, when having the highest available
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bandwidth, the processing and memory required for LoA high are greater
than the ones required for LoA medium, when there is less bandwidth, which
are in turn greater than the processing and memory loads for LoA very low.
Despite the use of bandwidth as the dynamic context changes, it is also
possible to use other parameters such as changes in terminal capabilities or
user preferences with the same demo platform.
Nb of joints FPS CPU (%) Memory (byte)
LoA high 35 32 12 34420
LoA medium 24 32 11 30692
LoA very low 5 33 6 29832
Table 6.4: Comparison of LoA performance for body animation data.
6.1.3 Of Decision-Making
Table 6.5 shows benchmark results for diﬀerent target devices. As a ba-
sis for graphics benchmarking, we have used the ViewPerf benchmark from
SPEC [42] and compared the values with performance of an actual appli-
cation, called VHD++ [130] featuring virtual constructions and character
animation. The benchmark result of each ViewPerf test set is averaged using
a geometric sum [42].
Fig.6.8 clearly illustrates that the averaged benchmark result approxi-
mates to the actual performance of the real application, with the exception
of Application 2 on device 4. By utilizing diﬀerent benchmark results for dif-
ferent data sets and applications, we can approximate the performance more
closely. For this case, Application 2 could utilize a subset of benchmark such
as light-06 and 3dsmax-02, which will describe its performance more closely.
In order to verify our proposed method we applied a set of VH models with
both body and face animation. Multi-resolution models were generated based
on the benchmark for that device and the resulting size values tabulated in
Table 6.1 and illustrated in Fig.3.5.
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1 2 3 4 5 6
3dsmax-02 17.05 13.41 7.80 6.76 0.36 4.53
drv-09 68.31 46.50 14.93 31.78 0.92 16.42
dx-08 83.48 59.07 39.38 35.52 1.43 23.04
light-06 26.98 14.47 12.46 10.38 0.75 6.51
proc-02 15.79 12.19 4.29 7.95 0.47 4.47
ugs-03 19.75 17.39 6.31 5.70 0.23 4.77
Geometric Sum 30.58 21.99 10.75 12.37 0.58 7.87
Application 1 37.0 30.7 16.20 15.3 0.4 14.2
Application 2 40.0 33.2 25.4 14.9 0.6 17.3
Table 6.5: Benchmark values and application performance on six diﬀerent
devices.
Figure 6.8: Averaged benchmark and application performance on diﬀerent devices.
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Figure 6.9: 2D facial animation on a PDA,
with audio and a background slide-show.
Figure 6.10: Rotation of the plane where
is mapped the 2D face textures.
6.2 For 2D Conversion
We now present results obtained for the conversion of VH animation to 2D
graphics and to vector graphics, based on two main applications that have
been developed for each of the method.
6.2.1 2D Facial Animation
Some results on a PDA (Dell Axim serie) are presented on Table 6.6, illus-
trating the needs and beneﬁts of 2D rather than 3D facial animation on light
devices. Fig.6.9 and 6.10 shows the visual results obtained on such platforms.
Frame raters per second for various 3D model resolutions, as well as for the
2D representation, indicates that the lowest 3D resolution is not completely
acceptable on a PDA, it is even more the case on a mobile phone, while a
2D conversion of the original content is running smoothly. A low complexity
MPEG 2D facial animation player has been tested on phones, see Fig.6.11,
using a purely 2D face representation consisting of 60 vertices and 94 tri-
angles. The rendering is done with adapted 3D FAP for the image warping
method described previously, and an adapted FAT to calculate the displace-
ments of the mesh vertices when FAPs are applied. Although the animation
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Nb of polygons FPS Size (kb)
3D high 17788 N.A. 2045
3D medium 8882 3 1013
3D low 1790 10 197
2D 600 25 0.8
Table 6.6: Performance of facial animation on a PDA with various 3D reso-
lutions and the 2D resolution. Sizes are indicated uncompressed.
is currently restricted mostly to the mouth area, such a method should lead
to new applications for mobile voice and text messaging.
Figure 6.11: 2D facial animation on a smart phone (Symbian 6.1, ARM 130MHz).
6.2.2 Gouraud Shaded Vector Graphics
To validate the conversion of 3D VH animation to animated and shaded
vector graphics, three experiments have been set up. The ﬁrst one evaluates
the core elements of the method with an animated pyramid, namely the
generation of vector graphics data, the visibility of faces, and the optimization
techniques to reduce the size of the output ﬁle. The second test is conducted
to compare SVG copies of 3D facial animation. Finally, we test the Gouraud
shading simulation in SVG with images captured during the animation. The
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obtained sizes and generation time are given in Table 6.7. The 2D data
extraction is done real-time, only the SVG data generation might take some
additional time at the end of 3D animations to be converted.
# polys duration raw size optim size generation
pyramid 8 12.08 529 91 0
face 484 8.28 5684 4798 8
gouraud 484 N.A. 610 N.A. 3
Table 6.7: Duration and generation are expressed in seconds, while sizes in
kilobytes. The pyramid and face test sequences feature animation, while
gouraud is a single gouraud-shaded face image.
Figure 6.12: Comparison of sample frames of a converted animation, with the converted
SVG animation on the right and the original 3D animation on the left of each couple of
faces.
To evaluate the proposed method, the conversion of a simple 3D scene
consisting of a 8-poly pyramid model with user-interactions as inputs is ex-
plored. In the implementation, a 2D rendering window is added to visualize
the 2D extraction process. Both the 3D and 2D window display similar
graphics, therefore the generated SVG ﬁle is also visually similar to the orig-
inal 3D scene. Additionally, the dynamic culling of 3D faces is successfully
translated to the visibility states of SVG polygon or path. With this model
as input and a twelve seconds animation, three SVG ﬁles have been gener-
ated: one using polygon as primitives, one with path, and one with path and
visibility optimizations. Their respective sizes are 529kb, 185kb and 55kb.
The gain obtained from optimizations is 30% in average. Assuming a con-
stant visibility, the size is directly related to the number of polygons and to
the duration of the animation as follows: using polygon, the output ﬁle size
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is 286 ∗ nbP ∗ nbF bytes, while using path is 352 ∗ nbP + 56 ∗ nbF ∗ nbP
bytes, where nbP is the number of 3D faces and nbF the number of frames
of the animation to be converted. Clearly, path is a better representation
than polygon.
Figure 6.13: SVG face with ﬂat shading, i.e. one color per triangle, on the left image,
and with simulated Gouraud, using three gradients per triangle, on the right.
To evaluate the conversion of 3D facial animation, a standalone tool has
been developed where a user can load 3D face models and 3D FAP anima-
tions, to generate SVG animations or images with Gouraud simulation or
not. In terms of animation, the quality of the SVG replica is illustrated by
Fig.6.12, and shows that the method succeeds to produce visually similar VG
animations.
When applying the Gouraud shading simulation on a given frame, we
also obtain a SVG copy of the 3D face model. It further improves the visual
quality of the SVG rendering, see Fig.6.13, with respect to ﬂat shading.
On the other hand, the Gouraud simulation has an important drawback
related to the size of required data because of the gradients and ﬁlters to gen-
erate. For a single triangle and a single position, it requires around 1.252kb,
therefore for one frame of a 484-poly model 610kb and then, for a 5 second an-
imation running at 25 fps, more than 170Mb. This is obviously prohibitive
for applications on light devices, and additionally, the number of required
gradients and ﬁlters take signiﬁcant processing time for rendering. One of
the possible solutions would be to extend SVG speciﬁcations for Gouraud-
shading support, or for multiple gradients per polygon element. It would
allow for smaller amounts of data, compared to multiple layers of triangles
and ﬁlters.
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6.3 For Motion LoD
In this Section, we present some experiments and results achieved with our
motion LoD approach, based on parameterized LoA and on our new motion
error metric. A speciﬁc application has been developed to test our approach
and to provide a test-bed for experiments. Some implementation details are
available in Annex E, while Annex D shows the main user interfaces for this
application.
Figure 6.14: The top left diagram illustrates performance for diﬀerent LoA Zone values.
The bottom left picture shows the performance for LoA Complexity, with their associated
number of joints. The ﬁgure on the right illustrates the performance of the diﬀerent LoA
Complexity during the animation.
6.3.1 Parameterized LoA
We now present the experiments and results we have conducted and achieved
using the proposed LoA mechanisms for VH motion LoD. We discuss the
storage and processing cost per joint, and present the reduction obtained for
the size of animations with LoD.
Several experiments have been conducted to evaluate the beneﬁts and
potential drawbacks of our method, especially focusing on the diﬀerent LoA
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Figure 6.15: The diagram on the left illustrates the results for LoA Depth values and
for their associated number of joints. The processing time is on the X-axis. The ﬁgure on
the right illustrates the performance results of the diﬀerent LoA Complexity in the case
of multiple simultaneous VH, i.e. for crowd animation for instance.
mechanisms. The target parameters for correlation in those experiments are
the processing cost of the skinning and transformation updates and the stor-
age cost, as well as the diﬀerent LoA deﬁnition methods and their associated
number of joints. The experiments have been conducted on a test sample
animation of a greek dance, featuring many diﬀerent movements. The an-
imation lasts for 24.4 seconds, it is 891.37kb, and most of the joints are
moving during that sequence. The 3D model used is composed of 33 bones,
with non-animated hands. It means that LoA Very High is not considered in
the tests, but its results can be extrapolated for the storage and processing
joint costs presented below. For each measurement at diﬀerent LoA conﬁg-
urations, we have rendered the whole animation and computed the global
processing time of both skinning and transformation updates processed by
the animation engine. Skinning and transformation updates are of course
not processed when the associated joint is not part of the LoA and thus not
animated. The results for LoA Complexity and LoA Zone are reported in
Fig. 6.14, while the results for LoA Depth and LoA Complexity in the case
of multiple simultaneous VH are shown by Fig. 6.15. The diﬀerent numbers
of joints for LoA Complexity and LoA Depth provide a ﬁrst estimation of
the cost per joint. Additionally, results for size reduction of animations are
as follows for LoA Complexity: from the original animation, the obtained
size for LoA Medium, LoA Low, LoA Very Low and LoA None are respec-
tively 596.65kb, 297.50kb, 169.84kb and 7kb. We can therefore estimate the
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storage size cost s, in kilobytes, of a joint per frame as follows:
s =
∑m
i=0
si−s0
ni.d0
m
= 0.0012
where i is one measurement from our experiments, m the total number of
measurements we have conducted, si and ni are respectively the storage size
and number of joints of measurement i, while s0 is the storage size when no
joint is active and d0 the duration of the test animation.
Figure 6.16: From left to right, and up to down, screenshots of a similar frame with
distances to the camera 3.5, 5.65, 9.05 and 16.
We can also experimentally estimate a mean processing cost c, in mil-
liseconds, per joint and per frame as follows:
c =
∑m
i=0
ti−t0
ni.d0
m
= 0.0004838
where ti is the processing time from measurement i and t0 the processing
time when no joint is active.
The obtained cost and storage size are relatively low and probably not
eﬃciently exploitable in the case of a single joint. However, this cost and size
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are directly related and proportional to the number of treated joints and to
the duration of the animation. For instance our experiments have illustrated
the beneﬁts of this method for a full animation, therefore such a method
would be especially appropriate in the case of real-time crowd animation and
in the case of long animations that need to be optimized for other parts
of the system. The right of Fig. 6.15 shows preliminary results of applying
LoA to crowd animation and how the beneﬁts are growing with the number
of characters present in the crowd. Visual results of frames with diﬀerent
motion LoD are illustrated on Fig. 6.17.
Gains / Camera Distance 3.5 5.65 9.05 16
Init threshold (0.0001) 4437 6738 8617 10908
Init threshold (0.00001) 4146 6318 7637 8712
Angle on Vel (75%) 4416 6791 8603 10868
Angle on Vel (15%) 4448 6822 8639 11005
Table 6.8: Joint updates gain according to camera distances, selected init
thresholds (for visual quality, with orientation and velocity of equal impor-
tance) and importance of velocity (using 0.0001 as init threshold).
6.3.2 Motion Error Metric
To test our two-steps error metric, we have experimented the gains obtained,
in terms of joint transformation updates, while the runtime step, i.e. the
look-up cost of the metric according to the viewpoint, is relatively mean-
ingless. Using the same animation sequence as in the previous section, we
have evaluated the results for diﬀerent conﬁgurations: 5 diﬀerent camera
positions, 2 diﬀerent initial error thresholds, and 3 diﬀerent weights for the
importance of orientation over angular velocity when computing the error.
Of course, although for these results we used static camera positions for the
whole animation play-back, the camera position can move during the play-
back. Additionally all the tests, which results are given by Table 6.8, feature
resulting animations that seem to look similar to the original complete anima-
tion. With a lower init threshold, the gain of updates decreases, but this can
ensure good visual results. Therefore there is a trade-oﬀ to ﬁnd between this
init threshold, the expected gains and the quality of the resulting animation.
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Figure 6.17: This ﬁgure illustrates a few animation frames with diﬀerent LoA Complex-
ity values. Each column is a sequence of screenshots at time 18.36 second, 19.68 second,
20.24 second and 20.96 second of the sample animation. The rows show the results for the
rendered model and its skeleton of, from left to right, LoA High, LoA Medium, LoA Low
and LoA Very Low, used statically over the whole animation.
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It is also worth noting that according more importance to the orientation in
the computation of the error metric does not seem to lead to higher gains,
except when the distance is high. On the other hands, the resulting ani-
mation presents additional artifacts compared to error metric with similar
importance on orientation and velocity. Giving importance to velocity very
slightly improves the gain, while seems to lead to potential visual artifacts
when the motion temporarily stops. The best results we seemed to obtain
were when the orientation and velocity were equally important in the error
metric computation. Fig.6.16 shows some screenshots at the same frame, i.e.
frame 610 of the test animation, of the various camera conﬁgurations.
In order to validate our error metric and especially its visual impact more
precisely, we have conducted a perception and believability study where users
were asked their feedback on diﬀerent sequences. Four diﬀerent questions
were presented to users, being familiar with 3D graphics or not. Screenshots
of the questionnaire can be found in Annex F. The ﬁrst three questions con-
sisted in stating the similarity of three animations compared to an original
one, at three diﬀerent distances from the camera, i.e. short, mid and long dis-
tance. The three tested animations for each viewpoint were produced using
an error metric with more importance to the position than the velocity, and
with two diﬀerent initial thresholds, i.e. a tight and loose one, correspond-
ing to the parameterization of Table 6.8. The answers were to be given as
diﬀerent degrees of similarity, for each sequence: similar to the original, pos-
sibly diﬀerent, slightly diﬀerent or diﬀerent. To compute a similarity score for
each sequence at each viewpoint, the similarity and possibly diﬀerent answers
were added, and we extracted to this sum the addition of slightly diﬀerent
and diﬀerent answers. The fourth part of the study consisted in answering
which one of two optimized animations was the closest to the original ani-
mation. These sequences used a dynamic camera path, recorded to be used
with diﬀerent initial thresholds. A total of 54 participants have answered
the questionnaire, 21 being not familiar with 3D graphics and 33 familiar
with it, 37 being male and 17 female participants. Results are presented in
Table 6.9, 6.10 and Fig.6.18.
For the real use context of the metric, i.e. when the camera is freely
moving during the animation, although one vote more has been received for
the tight threshold sequences, familiar users with 3D did not really notice a
diﬀerence between the tight and loose thresholds. On the other side, non 3D
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Short
Sim Diﬀ Score
Tight 20 13 7
Pos 19 14 5
Loose 17 15 2
Mid
Sim Diﬀ Score
16 17 -1
15 18 -3
13 20 -7
Long
Sim Diﬀ Score
25 5 20
26 7 19
27 7 20
Table 6.9: Results of the study for non 3D familiar users. A similarity
score, computed from users answers as detailed in the text, is given for each
motion error parameterization, i.e. tight and loose thresholds, position more
weighted than velocity, and for each viewpoint, i.e. short, mid and long
distances. The higher is the Sim value, the more similar is the sequence
compared to the original animation. The lesser is Diﬀ, the less diﬀerent it is.
familiar users voted for more than 61.9% for the animation produced using
the tight threshold. The threshold has thus a positive impact on general
free-viewpoint sequences, the total number of votes for the tight threshold
being 29 while 23 for the loose threshold. Both groups of users illustrate
similar results at short distance, i.e. the loose threshold has more noticeable
diﬀerences than the metric with more importance for the position, which in
turn has more diﬀerences than the metric with a tight threshold. This is
even more visible for 3D familiar users. At mid distance, although non 3D
experts’ answers are giving more credits to the tight threshold, 3D experts
voted more for the loose thresholds and for the importance of position. At
long distance, all scores are relatively similar and are the highest scores of
all distances. Overall, as expected the tight threshold gives generally the
most similar resulting animation at short distance, while it is less clear at
mid distance. At long distance, all parameterizations seem to be equally
eﬀective, and very eﬀective according to 3D familiar participants.
It is worth noting several user comments, such as for instance: ”I can’t
hardly recognize the diﬀerences unless I compare it by frame by frame.”, ”It
would be nice to put a single PLAY button which will activate all three or
two animation at the same time.”, ”Since the original motion seems to have
some artifacts, it is diﬃcult to tell the diﬀerence between the original motion
and the simpliﬁed motion. However, it seems that the simpliﬁed motions are
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Short
Sim Diﬀ Score
Tight 14 7 7
Pos 11 10 1
Loose 10 11 -1
Mid
Sim Diﬀ Score
7 13 -6
9 12 -3
10 12 -2
Long
Sim Diﬀ Score
12 8 4
13 9 4
12 9 3
Table 6.10: Results of the study for 3D familiar users. A similarity score is
given for each motion error parameterization and for each viewpoint.
suﬃciently representing the orginal motion, and it was very diﬃcult to notice
the diﬀerences.”, ”I noticed some diﬀerences at head and leg positions (ﬁnal
poses).”, etc.
Figure 6.18: This ﬁgure illustrates the score, summed for each view, of both groups and
the total similarity score for all participants.
First, many of them, experts included, founded diﬃcult to notice any
diﬀerence, which tends to show the eﬃciency of the metric proposed. On
the other hand, some users noticed diﬀerences due to the head, especially
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with the dynamic camera, and legs rotations. Actually, leaves of the hierar-
chy could be penalized by the fact that the number of children, as well as
corresponding bone lengths, is part of the error computation. This is also
probably explaining the results at mid-distance, where the head rotation be-
comes critical in several frames of our sample animation. Some comments
also described that the more distant the virtual human is, the more diﬃcult
it is to notice diﬀerences. The similarity scores reﬂect this as well, espe-
cially the scores from the 3D familiar group which is high at long distance.
This is a good point for the method, since the dynamic viewpoint-dependent
threshold was applied to produce these animations so the long distance se-
quences are more simpliﬁed than short distance ones. A few users also noted
that the original animations were lacking a bit of quality, mostly due to the
lack of a ground and to some foot-sliding artifacts, and that it was making
more diﬃcult the judgment of diﬀerences. While this could have probably
helped, the purpose of the study was mainly to evaluate which parameters
of the metric lead to a better similarity compared to the original animation,
whatever its original quality was. Additionally, some users would have liked
to synchronize animations play-back in order to ease the comparison. This
would have probably facilitated the discrimination as well, but in real uses
of our method, the user will not have the original animation to compare it
side by side with the runtime optimized animation.
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Conclusion
This is actually one of the nicest features of
beautiful books, that for the author it could be
called ”Conclusion”, and for the reader ”Incite-
ment”.
Marcel Proust (1871-1922), Sur la lecture,
1906.
In this last Chapter, we conclude the presentation of our work and discuss
potential future work. Section 7.1 brieﬂy summarizes what were the goals of
our work, the methods developed accordingly, as well as their achievements
and limitations. Then, possible extensions to our work and more general
perspectives are discussed in Section 7.2.
7.1 Goals and Achievements
In this Section, we brieﬂy recap the initial goals of this work, as well as the
achievements obtained.
Following the ever increasing development and use of complex virtual
environments and 3D graphics, especially featuring VH, there is a need for
methods to control the processing and memory requirements of animating
and rendering VH with respect to visual quality. Such a control should al-
low for the playback of VH on light devices, for delivery of VH data over
networks, as well as optimizations for animating more VH simultaneously
on a standard PC. Additionally, a solution should be devised to provide VH
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playback even on non 3D-capable architectures, and further to traditional
techniques for geometric LoD, methods for VH should also take into consid-
eration facial and body animation as proposed in our work. We therefore
propose an adaptation framework for VH, for both networked mobile and
PC applications, and which support conversion to 2D graphics, allowing for
a dynamic and automatic adaptation of an initial VH animation towards
diﬀerent contexts.
Regarding the dynamic adaptation framework for VH data we propose,
it features techniques for geometry and facial and body animation driven by
contexts including network and terminal capabilities, as well as user prefer-
ences to a certain extent. It is very well suited for networked architectures,
but also appliable for standalone uses by putting all required client and server
modules of the architecture on a single machine. When the lowest resolution
does not match a given hardware context, conversion of facial animation to
2D graphics is processed in two diﬀerent ways. First, a 2D graphics ani-
mation can be rendered out of the 3D one, by using image-warping and 3D
animation data. Second, we can convert animated faces to VG animation,
natively supported by web applications, and even lightweight devices such
as mobile phones. This method is also a new way to author VG, by adding
the depth feeling and lighting of initial 3D animations. For PC applications,
we have presented a new method that automatically or manually, with user
inputs, control the complexity of motion with respect to its visual appear-
ance. This new motion LoD technique is based on general LoA deﬁnitions,
and on a new 2-step motion error metric that achieve visually transparent
optimizations.
The achievements of our work have been detailed in various book, journal,
conference or workshop articles, presented at the end of this manuscript. Ex-
isting work on networked virtual environments, and motion LoD and adapta-
tion of animation have been respectively presented in [c] and [i]. The method
for mesh adaptation has been presented in [f], including benchmarking in [a],
and facial and body animation adaptation and LoD have been published in
[h,b]. For conversion to 2D facial animation and vector graphics, they have
been respectively proposed in [e] and [d]. Our methods have been used for
diﬀerent applications, such as videogames in [j], or for general networked
services in [k,g]. Within the scope of this work, we have also participated to
standards and proposed original contributions, which have been integrated
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in international standards for some of them. First, for MPEG-4 facial and
body animation speciﬁcations, we have proposed extensions to BBA in [r,s],
and to FAP in [l], for improving their intrinsic scalability. Then, to allow for
their adaptation, we have introduced VH preferences and LoA, in [m,o,t,u],
to MPEG-21 Digital Item Adaptation. To provide an eﬃcient context for ter-
minal capabilities, respectively for user preferences, we have also introduced
device benchmarking in MPEG-21 DIA in [p,q], respectively promoted per-
son types in [n] for MPEG-7 Multimedia Description Schemes.
7.2 Perspectives
This Section discusses several possible extensions to the presented methods,
on data adaptation, conversion to 2D or vector graphics, as well as new
avenues of research for motion LoD and adaptive animation methods.
7.2.1 On Data Adaptation
There are several possible extensions that could be investigated regarding
our dynamic adaptation framework for VH. The following features could be
rather straightforwardly included in our method:
• Context support for view-dependency, in order to drive the adaptation
according to the scene viewpoint and camera interactions;
• Dynamic adaptation of mesh, while this is currently statically done
once at initialization according to terminal capabilities.
Another extension to the dynamic adaptation of VH, on which we have
started to work, would be the adaptation of texture data. Methods for multi-
resolution skin and cloth textures, including potential procedural textures for
skin and multi-layered textures, would be an important beneﬁt for adaptive
VH data as images can be quite memory consuming. Concerning benchmark-
ing, we are looking for better approximations of the benchmarked result, as
well as possible closer links with other hardware contextual information such
as the memory capacity of devices and their display capabilities (e.g. the
screen resolution).
Finally, we are also concerned with the dynamic adaptation of both rep-
resentation and animation in harmony with each other. For instance in
113
7.2. Perspectives 7. CONCLUSION
streamed applications, this would involve transmitting a representation based
on the current LoA, to greatly reduce the overall polygon count whilst at the
same time maintaining the possibility to increase the LoA for animation and
the mesh resolution.
7.2.2 On 2D Graphics Conversion
Figure 7.1: Similar frames from a complete 3D body animation, on the left, and VG
conversion, on the right. The VG animation also features a SVG background image.
Our ﬁrst method to convert 3D to 2D animation should be extended to
support head rotations. This is currently not clear how it could be done,
since the image-warping is based on a front-view of the face. A possible
solution would be to update the 2D mesh and image according to rotated 3D
meshes, but this needs investigations. For the second method, based on VG
animations, there are three main directions we believe are of importance:
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• Size optimizations for the output converted animations. For instance,
the interpolation of the positions of each path points could be inves-
tigated, coupled with the frame-based optimizations methods we have
proposed.
• Improvement to the simulated shading. Although we can simulate
Gouraud-shading, additional 3D rendering features, such as texture
mapping, should be investigated.
• Support for the whole body animation. We have done some early tests
with motions that do not feature varying occlusions, see Fig.7.1. The
main diﬃculty would be to occlude VG geometric components and
update them dynamically, taking into account that they do not natively
support tesselation.
7.2.3 On Motion LoD
Similarly than for adaptation, motion LoD could be coupled with traditional
geometric LoD to provide an harmonized control on geometry and animation
together. Although our new motion error-metric extend existing methods
with viewpoint and hierarchical supports, the simpliﬁcation of motion for
leaves of the hierarchy sometimes lead to visual artifacts. Additionally, to
ﬁne-tune the metric itself and its use, the frequency of the viewpoint depen-
dent look-up could be further reﬁned for instance. Then, metrics at the crowd
level should also be investigated and proposed together with motion LoD. For
instance, such metrics could take into account the occlusions between VH,
the importance of a speciﬁc character in the scene, the semantic of the ap-
plication and animations, etc. Actually, we are also currently investigating
another approach for the computation of joint-based error metrics. Basically,
the idea would be to compute a surface convex hull of the considered joint
and its children positions with and without the orientation updates, and to
pre-project, with a discretized half-sphere for the camera positions, these
surfaces to obtain an error value. During the animation playback, the appro-
priate error values, according to the camera orientation, would be selected to
estimate the joint activity. Occlusion and view-frustum culling should also
be taken into account dynamically, with care for motions that could lead the
VH to enter the frustum even if it was out of it without animation updates.
The main application of motion LoD on standard desktop PCs is probably
the animation of crowd. Actually, nowadays animating a single virtual human
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in real-time does not always necessarily require complex LoD mechanisms.
Therefore, motion LoD should mostly target complex scenes that feature
numerous virtual humans.
Lastly, we believe there is a need for methods on adaptive skinning. De-
spite a lot of work on skinning and deformation techniques, ones that focus
on multi-resolution aspect and adaptation mechanisms of this process are
still uncommon, and should be integrated and coupled with geometry and
animation LoD for achieving the best results in terms of complexity control
versus quality of real-time VH animation.
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Annex A - Acronyms
Acronym Deﬁnition
AFX Animation Framework eXtension
AMC Acclaim Motion Capture ﬁle
ARM Advanced RISC Machines
ASF Acclaim Skeleton File
AU Access Unit
AQoS Adaptation Quality of Service
BAP Body Animation Parameters
BBA Bone-Based Animation
BSD(L) Bit-Stream Description (Language)
BVA BioVision Animation
BVH BioVision Hierarchical
CDI Content Digital Item
CG Computer Graphics
DIA Digital Item Adaptation
DID Digital Item Declaration
DoF Degree of Freedom
FAP Facial Animation Parameters
FBA Facial and Body Animation
FEM Finite Elements Method
FFD Free-Form Deformation
fps frames per second
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Acronym Deﬁnition
FPU Floating Point Unit
gBSD(L) generic BSD(L)
GPU Graphics Processing Unit
H-Anim Humanoid Animation
LoA Level-of-Articulation
LoD Level-of-Detail
MPEG Moving Picture Experts Group
PC Principal Component
PCA Principal Component Analysis
PD Proportional-Derivative
PDA Personal Digital Assistant
SVG Scalable Vector Graphics
VG Vector Graphics
VH Virtual Human
VML Vector Markup Language
VRML Virtual Reality Modeling Language
W3C World-Wide Web Consortium
WRK WRL keyframed
WRL WoRLd (VRML97 ﬁle extension)
X3D eXtensible 3D
XDI Context Digital Item
XML eXtensible Markup Language
XSLT eXtensible Stylesheet Language Transformation
Table 7.1: Acronyms used throughout the text, and their deﬁnition.
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Annex B - Metadata for Scalable Body Ani-
mation
DID for a 3D sequence with facial and body animation,
as well as audio and slideshow
BELOW IS THE HEADER OF THE DID (XML FILE):
<?xml version="1.0" encoding="UTF-8"?>
<DIDL xmlns="urn:mpeg:mpeg21:2002:02-DIDL-NS"
xmlns:dia="urn:mpeg:mpeg21:2003:01-DIA-NS"
xmlns:dip="urn:mpeg:mpeg21:2003:01-DIP-NS"
xmlns:dii="urn:mpeg:mpeg21:2002:01-DII-NS"
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
xsi:schemaLocation="urn:mpeg:mpeg21:2002:02-DIDL-NS didl-v2.xsd
urn:mpeg:mpeg21:2003:01-DIA-NS BSDLink.xsd
urn:mpeg:mpeg21:2002:01-DII-NS dii.xsd">
THE RESOURCES (sdp, graphics, image, audio, animation) DESCRIP-
TIONS START HERE:
<Item id="SDP">
<Component>
<Resource mimeType="application/sdp"
ref="cdi_Demo_3DBoy_loop_clock.sdp"/>
</Component>
</Item>
<Item id="BIFSStream">
<Descriptor>
<Statement mimeType="text/xml">
<dii:RelatedIdentifier>trackID=1</dii:RelatedIdentifier>
</Statement>
</Descriptor>
<Component>
<Resource mimeType="application/mp4"
ref="cdi_Demo_3DBoy_loop_clock_1.raw"/>
</Component>
</Item>
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<Item id="ImageStream">
<Descriptor>
<Statement mimeType="text/xml">
<dii:RelatedIdentifier>trackID=2</dii:RelatedIdentifier>
</Statement>
</Descriptor>
<Component>
<Resource mimeType="image/mp4"
ref="cdi_Demo_3DBoy_loop_clock_2.raw"/>
</Component>
</Item>
<!-- ... -->
<Item id="AudioStream">
<Descriptor>
<Statement mimeType="text/xml">
<dii:RelatedIdentifier>trackID=101</dii:RelatedIdentifier>
</Statement>
</Descriptor>
<Component>
<Resource mimeType="audio/mp4"
ref="cdi_Demo_3DBoy_loop_clock_101.raw"/>
</Component>
</Item>
THE ADAPTATION DESCRIPTOR (BSDLink) RELATED TO THE BBA
STREAM IS DEFINED BELOW:
<Descriptor>
<Statement mimeType="text/xml">
<dia:DIA>
<dia:Description xsi:type="BSDLinkType">
<dia:SteeringDescriptionRef
uri="cdi_gBSD_boy3D_aqos.xml"/>
<dia:BSDRef uri="cdi_gBSD_boy3D_gBSD.xml"/>
<dia:BSDTransformationRef uri="cdi_gBSD_boy3D.xslt"/>
<dia:Parameter xsi:type="IOPinRefType" name="nLayersOut">
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<dia:Value>LAYERS_OF_SCALABLE_BBA</dia:Value>
</dia:Parameter>
</dia:Description>
</dia:DIA>
</Statement>
</Descriptor>
<Resource mimeType="media/mp4"
ref="cdi_Demo_3DBoy_loop_clock_110.raw"/>
</Component>
</Item>
</Item>
</DIDL>
AQoS for gBSD-based adaptation of BBA streams
BELOW IS THE HEADER OF THE AQOS (XML FILE), REFERENCED
ABOVE IN THE BSDLink:
<?xml version="1.0" encoding="UTF-8"?>
<DIA xmlns="urn:mpeg:mpeg21:2003:01-DIA-NS"
xmlns:mpeg7="urn:mpeg:mpeg7:schema:2001"
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
xsi:schemaLocation="urn:mpeg:mpeg21:2003:01-DIA-NS
..\schema\AdaptationQoS.xsd">
<DescriptionMetadata>
<ClassificationSchemeAlias alias="AQoS"
href="urn:mpeg:mpeg21:2003:01-DIA-AdaptationQoSCS-NS"/>
</DescriptionMetadata>
THE TYPE OF THE AQOS IS DEFINED HERE:
<Description xsi:type="AdaptationQoSType">
<Module xsi:type="LookUpTableType">
NOW WE DESCRIBE THE MAPPING OF THE BANDWIDTH TO THE
RESOLUTIONS OF THE SCALABLE BBA, I.E. HIGHER LEVEL OF AR-
TICULATION. IN THIS SAMPLE, IT IS A ONE-TO-ONE MAPPING OF
4 VALUES:
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<Axis iOPinRef="BANDWIDTH">
<AxisValues xsi:type="IntegerVectorType">
<Vector>16 17 18 19</Vector>
</AxisValues>
</Axis>
<Content iOPinRef="LAYERS_OF_SCALABLE_BBA">
<ContentValues xsi:type="IntegerMatrixType" mpeg7:dim="4">
<Matrix>0 1 2 3</Matrix>
</ContentValues>
</Content>
</Module>
<IOPin id="BANDWIDTH">
<GetValue xsi:type="SemanticalDataRefType"
semantics=
"urn:mpeg:mpeg21:2003:01-DIA-AdaptationQoSCS-NS:6.6.5.3"/>
</IOPin>
<IOPin id="LAYERS_OF_SCALABLE_BBA"/>
</Description>
</DIA>
Sample gBSD of a single BBA Access Unit
BELOW IS THE HEADER OF THE GBSD FOR A BBA STREAM, REF-
ERENCED IN THE BSDLink OF THE DID:
<?xml version="1.0" encoding="UTF-8"?>
<dia:DIA xmlns:xmlsi="urn:mpeg:mpeg21:200x:01-SI"
xmlns:msi="urn:mpeg:mpeg21:200x:01-MSI"
xmlns:g="urn:mpeg:mpeg21:2003:01-DIA-gBSD-NS"
xmlns:dia="urn:mpeg:mpeg21:2003:01-DIA-NS"
xmlns:mpeg7="urn:mpeg:mpeg7:schema:2001"
xmlns:bsdl-1="urn:mpeg:mpeg21:2003:01-DIA-BSDL1-NS"
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<dia:Description xsi:type="gBSDType" addressUnit="bit"
addressMode="Absolute"
bsdl-1:bitstreamURI=".\Pierra_sequ0101.raw">
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LOCATIONS OF COMPONENTS FROM THE HEADER OF THE BBA
STREAM ARE INFORMED HERE:
<gBSDUnit start="0" length="39688" marker="access_unit">
<gBSDUnit syntacticalLabel=":MG4:BBAPlane"
start="0" length="49"/>
<gBSDUnit syntacticalLabel=":MG4:MainHeader"
start="49" length="33">
<Parameter name=":MG4:NoOfInterpolatedFrames"
start="49" length="5">
<Value xsi:type="b5">0</Value>
</Parameter>
<Parameter name=":MG4:QuantizationValue"
start="54" length="5">
<Value xsi:type="b5">1</Value>
</Parameter>
<Parameter name=":MG4:Pow2Quantizer" start="59" length="3">
<Value xsi:type="b3">0</Value>
</Parameter>
<Parameter name=":MG4:NoOfBones" start="62" length="10">
<Value xsi:type="b10">35</Value>
</Parameter>
<Parameter name=":MG4:NoOfMuscles" start="72" length="10">
<Value xsi:type="b10">0</Value>
</Parameter>
</gBSDUnit>
THE MASKS PER BONE OF THE STREAM ARE LOCALIZED, AND
THEIR LEVEL OF ARTICULATION FLAGGED WITH A MARKER, AS
FOLLOWS:
<gBSDUnit syntacticalLabel=":MG4:BoneSegment"
start="82" length="39574">
<gBSDUnit syntacticalLabel=":MG4:BoneMask"
start="82" length="28" marker="L:0"/>
<gBSDUnit syntacticalLabel=":MG4:BoneMask"
start="110" length="25" marker="L:2"/>
<!-- ... -->
<gBSDUnit syntacticalLabel=":MG4:BoneMask"
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start="185" length="25" marker="L:1"/>
<!-- ... -->
<gBSDUnit syntacticalLabel=":MG4:BoneMask"
start="410" length="25" marker="L:3"/>
<gBSDUnit syntacticalLabel=":MG4:BoneMask"
start="435" length="25" marker="L:2"/>
<!-- .. -->
NOW, WE INFORM WHERE ARE THE VALUES PER BONE, AND
STILL FLAG THEM FOR LATTER TRANSFORM:
<gBSDUnit syntacticalLabel=":MG4:BBACodingType"
start="960" length="1" marker="CodingType"/>
<gBSDUnit syntacticalLabel=":MG4:BoneValue"
start="961" length="3420" marker="L:0"/>
<gBSDUnit syntacticalLabel=":MG4:BoneValue"
start="4381" length="100" marker="L:2"/>
<!-- ... -->
<gBSDUnit syntacticalLabel=":MG4:BoneValue"
start="8515" length="1130" marker="L:1"/>
<!-- ... -->
<gBSDUnit syntacticalLabel=":MG4:BoneValue"
start="16198" length="812" marker="L:3"/>
<gBSDUnit syntacticalLabel=":MG4:BoneValue"
start="17010" length="1901" marker="L:2"/>
<!-- ... -->
THE FOOTER OF THE ACCESS UNIT GBSD IS:
<Parameter name=":MG4:Padding" start="39654" length="2">
<Value xsi:type="b2">2</Value>
</Parameter>
</gBSDUnit>
<gBSDUnit syntacticalLabel=":MG4:BBAPlaneEnd"
start="39656" length="32"/>
</gBSDUnit>
THE STRUCTURE IS SIMILAR FOR ALL ACCESS UNITS OF THE
STREAM, THEN THE FILE ENDS:
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<!-- ... -->
</dia:Description>
</dia:DIA>
XSLT for transformation of BBA gBSD
FINALLY, THE XSLT IS USED TO TRANSFORM A GBSD ACCORDING
TO THE AQOS. IT REMOVES BONES WITH LEVEL OF ARTICULA-
TION HIGHER THAN THE CURRENT POSSIBLE VALUE, AND UP-
DATE THE NUMBER OF ACTIVE BONES, LENGTHS AND PADDING.
BELOW IS THE HEADER OF THE XSLT, INDICATING THE TRANS-
FORM OUTPUTS XML FILES:
<?xml version="1.0"?>
<xsl:stylesheet version="1.0"
xmlns="urn:mpeg:mpeg21:2003:01-DIA-gBSD-NS"
xmlns:xsl="http://www.w3.org/1999/XSL/Transform"
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
<xsl:output method="xml" version="1.0" encoding="UTF-8"/>
WENOWDEFINE THE INITIAL LEVEL OF ARTICULATION, I.E. nLay-
ersOut, AS WELL AS THE PREFIX USED FOR FLAGGING IN THE
GBSD AND THE NUMBER OF BONES PARAMETER, ACCORDING
TO LEVELS OF ARTICULATION:
<xsl:param name="nLayersOut">3</xsl:param>
<xsl:param name="layerPrefix">L:</xsl:param>
<xsl:variable name="LoABoneCount">
<xsl:if test="$nLayersOut = ’0’">
<xsl:value-of select="5"/>
</xsl:if>
<xsl:if test="$nLayersOut = ’1’">
<xsl:value-of select="10"/>
</xsl:if>
<xsl:if test="$nLayersOut = ’2’">
<xsl:value-of select="24"/>
</xsl:if>
<xsl:if test="$nLayersOut = ’3’">
<xsl:value-of select="35"/>
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</xsl:if>
</xsl:variable>
THIS IS A DEFAULT MATCH ALL TEMPLATE:
<xsl:template match="@*|node()">
<xsl:copy>
<xsl:apply-templates select="@*|node()"/>
</xsl:copy>
</xsl:template>
NOW WE SELECT THE COMMANDS THAT WILL REMAIN:
<xsl:template
match="gBSDUnit[@syntacticalLabel=’:MG4:BoneSegment’]">
<xsl:variable name="commands"
select=".//gBSDUnit[@syntacticalLabel=’:MG4:BoneMask’
and @marker and
number(substring-after(@marker,$layerPrefix))
&lt;= $nLayersOut]"/>
<xsl:variable name="commands2"
select=".//gBSDUnit[@syntacticalLabel=’:MG4:BoneValue’
and @marker and
number(substring-after(@marker,$layerPrefix))
&lt;= $nLayersOut]"/>
COMPUTING THE LENGTH OF THESE COMMANDS:
<xsl:variable name="rlength"
select="sum($commands/@length)
+sum($commands2/@length)+1+33+49"/>
COMPUTING THE PADDING OF THIS ACCESS UNIT, AND SETTING
ITS TYPE:
<xsl:variable name="pad" select="8-($rlength mod 8)"/>
<xsl:variable name="testpad" select="8-($rlength mod 8)"/>
<xsl:variable name="padtype" select="concat(’b’,$pad)"/>
THEN WE CREATE A GBSDUNIT FOR THE OUTPUT ACCESS UNIT,
WITH UPDATE OF THE LENGTH AND OF THE PADDING:
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<xsl:copy>
<xsl:attribute name="length">
<xsl:value-of select="ceiling($rlength div 8)*8"/>
</xsl:attribute>
<xsl:apply-templates select="@*[name() != ’length’] | node()"/>
<xsl:if test="($pad &gt; 0) and ($pad &lt; 8)">
<xsl:element name="Parameter">
<xsl:attribute name="name">
<xsl:value-of select="./*/@name"/>
</xsl:attribute>
<xsl:attribute name="start"><xsl:value-of
select="Parameter[@name=’:MG4:Padding’]/@start"/>
</xsl:attribute>
<xsl:attribute name="length">
<xsl:value-of select="$pad"/>
</xsl:attribute>
<xsl:element name="Value">
<xsl:attribute name="xsi:type">
<xsl:value-of select="$padtype"/>
</xsl:attribute>
<xsl:value-of select="$pad"/>
</xsl:element>
</xsl:element>
</xsl:if>
</xsl:copy>
</xsl:template>
WE ALSO NEED TO UPDATE THE BONE COUNT:
<xsl:template
match="Parameter[@name=’:MG4:NoOfBones’]/Value">
<xsl:copy>
<xsl:apply-templates select="@*"/>
<xsl:value-of select="$LoABoneCount"/>
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</xsl:copy>
</xsl:template>
NOW WE REMOVE ALL COMMANDS MARKED AS A LEVEL ABOVE
OF THE ONE FROM THE DESIRED OUTPUT:
<xsl:template
match="gBSDUnit[@syntacticalLabel=’:MG4:BoneMask’
and @marker]">
<xsl:if
test="number(substring-after(@marker,$layerPrefix))
&lt;= $nLayersOut">
<xsl:copy>
<xsl:apply-templates select="@*|node()"/>
</xsl:copy>
</xsl:if>
</xsl:template>
<xsl:template
match="gBSDUnit[@syntacticalLabel=’:MG4:BoneValue’
and @marker]">
<xsl:if
test="number(substring-after(@marker,$layerPrefix))
&lt;= $nLayersOut">
<xsl:copy>
<xsl:apply-templates select="@*|node()"/>
</xsl:copy>
</xsl:if>
</xsl:template>
AND FINALLY, ALL PADDING IS REMOVED AND THE STYLESHEET
CLOSED:
<xsl:template match="Parameter[@name=’:MG4:Padding’]"/>
</xsl:stylesheet>
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Annex C - Supported FAP for 2D Facial Ani-
mation
FAP name FAP name FAP name
visemes N expressions N openjaw Y
lower t midlip Y raise b midlip Y stretch l corner Y
stretch r corner Y lower t lip lm Y lower t lip rm Y
lower b lip lm Y lower b lip rm Y raise l cornerlip Y
raise r cornerlip Y thrust jaw N shift jaw N
push b lip N push t lip N depress chin N
close t l eyelid Y close t r eyelid Y close b l eyelid Y
close b r eyelid Y yaw l eyeball Y yaw r eyeball Y
pitch l eyeball Y pitch r eyeball Y thrust l eyeball Y
thrust r eyeball Y dilate l pupil Y dilate r pupil Y
raise l i eyebrow Y raise r i eyebrow Y raise l m eyebrow N
raise r m eyebrow N raise l o eyebrow Y raise r o eyebrow Y
squeeze l eyebrow Y squeeze r eyebrow Y puﬀ l cheek N
puﬀ r cheek N lift l cheek N lift r cheek N
shift tongue tip N raise tongue tip N thrust tongue tip N
raise tongue N tongue roll N head pitch N
head yaw N head roll N lower t midlip o Y
raise b midlip o Y stretch l cornerlip Y stretch r cornerlip o Y
lower t lip lm o Y lower t lip rm o Y raise b lip lm o Y
raise b lip rm o Y raise l cornerlip o Y raise r cornerlip Y
strech l Nse N strech r Nse N raise Nse N
bend Nse N raise l ear N raise r ear N
pull l ear N pull r ear N
Table 7.2: Extended LoA of our method. Each level but 0 includes joints
from previous levels.
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Figure 7.2: User-interface for LoA selection. Individual joint activation is possible with
a joints list.
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Figure 7.3: The FAP encoder user-interface is shown on the left part, while the right
part shows the BBA encoder. For both, it is possible to generate metadata to be used for
adaptation, as well as parameterize the compression process.
Figure 7.4: User-interface for error metric. The user can select the initial error threshold,
the duration of transition or none, the weight of position and velocity in the computation.
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LoD
The objectives of the application for motion LoD is ﬁrst to demonstrate
the approach on LoA and motion LoD, as well as to provide a test-bed
for experiments, and second to allow designers and developers to use this
technology in diﬀerent contexts, either by manually preparing animations
for real-time use, or by using the automatic motion LoD directly in generic
real-time applications.
The application has been developed within VHD++ [130], a component-
based middleware for virtual and augmented reality. In addition to plugins,
called services, which can be dynamically added or removed in a VHD++
application, shared data is also possible through the use of properties. To
support diﬀerent animation formats, we have ﬁrst developed a low-level BBA
library to handle ASCII BBA ﬁles, as well as compressed MPEG-4 BBA ﬁles
and other formats used in our laboratory. This library allows the parsing
and conversion of all these formats. To manage animations, i.e. load, play,
pause, stop and save them in whatever formats, we have developed a speciﬁc
AnimationManagerGUI. The size of the loaded animation is displayed to
illustrate the beneﬁts of using compressed and adapted BBA ﬁles in MP4
format. Additionally, when selecting an animation it automatically updates
the active joints of the skeleton according to the original animated joints,
and animations can be looped.
To visualize the impact of motion LoD and LoA on the skeleton, it is
necessary to display the skeleton with active and passive joints. Using our
VHD++ OSG boneman property, it is possible to deﬁne how, i.e. joint state
colors, bone radius, skeleton position etc., and where to visualize the ani-
mated dynamic skeleton. The renderer and viewer have also been extended
to support the visualization of such skeletons. A sample XML deﬁnition of
our OSG boneman property is as follows:
<vhdOSGBonemanProperty name = "boneman">
<movableFlag>TRUE</movableFlag>
<visibleFlag>TRUE</visibleFlag>
<file> Juliette.wrl</file>
<boneColor>1.0 1.0 1.0 0.5</boneColor>
<boneThickness>3</boneThickness>
<jointActiveColor>0.0 1.0 0.0 0.5</jointActiveColor>
132
Annex E - Implementation Manual for Motion LoD
<jointPassiveColor>1.0 0.0 0.0 0.5</jointPassiveColor>
<jointTransitionColor>1.0 1.0 0.0 0.5</jointTransitionColor>
<jointRadius>0.03</jointRadius>
<position>0.75 0.0 0.0</position>
<orientation>0 1 0 0</orientation>
<numberOfClone>0</numberOfClone>
<cloneShareGeomFlag>TRUE</cloneShareGeomFlag>
</vhdOSGBonemanProperty>
We have also extended the animation engine of VHD++ to prevent pas-
sive joints from being animated, and to take into account the 2-step motion
error metric and the look-up according to varying camera positions. A spe-
ciﬁc MotionLoD GUI has been developed to interact with LoA and with the
parameters of the metric, as well as to display the performance and transfor-
mation gains. Finally, the core of our application is an AdaptiveAnimation
service. It handles the LoA mechanisms and deﬁnitions, the motion LoD and
the error metric. A LoA property is attached to this service, deﬁned in an
XML as follows for instance:
<vhdLevelOfArticulationProperty name = "levelOfArticulation">
<manual>TRUE</manual>
<depth>3</depth>
<complexity>None</complexity>
<zoneUpper>FALSE</zoneUpper>
<zoneTorso>TRUE</zoneTorso>
<zoneArms>FALSE</zoneArms>
<zoneLegs>TRUE</zoneLegs>
<zoneLower>FALSE</zoneLower>
</vhdLevelOfArticulationProperty>
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Annex F - Study of Error Metric Perception
The questionnaire used for the study of believability of the motion error
metric with diﬀerent parameterizations can be visited here:
http://www.miralab.ch/∼t.giacomo/study/
Figure 7.5: Screenshot of the questionnaire’s ﬁrst question at short-distance.
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Figure 7.6: Screenshot of the dynamic camera question to identify the most similar
optimized sequence.
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Figure 7.7: Screenshot of the long distance similarity question.
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