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Abstract This paper presents the design, control, and emo-
tion expressions capabilities of the robotic head EMYS. The
concept of motion control system based on FACS theory
is proposed. On the basis of this control system six ba-
sics emotions are designed for EMYS head. The proposed
head shapes are verified in experiments with participation
of children aged 8–12. The results of the experiments, per-
ception of the proposed design, and control system are dis-
cussed.
Keywords Social robot · Expression of emotions · Facial
actions coding system · Control system
1 Introduction
The robotic head EMYS (EMotive headY System) has been
designed and built within the EU FP7 LIREC project [33].
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The LIREC’s objective is to provide a technology of de-
signing robots—human companions. A robotic companion
is a social robot whose aim is to accompany people in var-
ious places and situations. A crucial capability of social
robots is that of interacting with humans [20, 32]. From the
human-robot interactions (HRI) experiments point of view,
for expressive social robots their motion should be human-
friendly, legible, and expressive [44, 50, 52, 54]. The over-
all impression of motion coordination and smoothness have
primary significance for the perception of a social robot.
Most of all, a social robot should be able to communicate
in human way, i.e. to use human-specific verbal and non-
verbal communication means, in particular to receive and
express emotions. In the process of robot-human communi-
cation, the robot face plays a vital role [15], and the facial
expressions are natural and intelligible means of express-
ing emotions. Beyond that, the social robot should possess a
character and personality, noticeable by humans.
Commercial products of this kind have recently appeared
on the market (iCat [49], Aibo [55], Wakamaru [41]). So-
phisticated humanoid robots like Asimo [43], MDS [38],
WE-4RII [42], IURO [1], Actroid DER2/DER3 [31] may ul-
timately find their way to our homes. Advanced prototypic
social robots have been built at MIT, mainly dedicated to
the research on human-robot interactions. The social robots
Kismet [9], Leonardo [8], and Mertz [2] can make a short
conversation with a human, recognise their owner, and no-
tice and record people appearing in their neighbourhood.
Another construction of this type is the robotic head Samuel
[11] built at Wrocław University of Technology and serving
HRI experiments. The exemplary heads of social robots are
shown in Fig. 1. Their essential features are summarised in
Table 1.
The head EMYS is a mechanoidal type robot, which has
been designed for HRI experiments (see Table 1 for its basic
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Fig. 1 Social robot heads: Mertz, MDS Nexi, WE-4RII, and IURO
Table 1 Exemplary social robots heads characteristics
Robot Feature Description
Mertz Total DOF 12
Neck DOF 2
Camera 2 × Point Grey OEM Dragonfly
Other sensors GN Netcomm array mic
Nexi Total DOF 19
Neck DOF 4
Camera 2 × colour CCD
Active 3D IR
Other sensors speech mic
4 × localisation mic
WE-4RII Total DOF 27
Neck DOF 4
Camera 2 × colour CCD
Other sensors 2 × mic
26 × force sensors
temperature sensor
smell sensor
IURO Total DOF 24
Neck DOF 3
Camera 2 × stereo CCD
Other sensors Kinect
EMYS Total DOF 11
Neck DOF 3
Camera colour CMOS
Other sensors speech lapel mic
Kinect
parameters). The head was constructed with the aim of being
mounted on top of a wheeled balancing platform,1 equipped
with two arms and hands WANDA [28], which all together
constitutes the social robot FLASH—the flagship robotic
companion of Wrocław University of Technology [27, 29,
34]. An overall view of FLASH is presented in Fig. 2.
1However it can serve as a stand alone social robot as well.
Fig. 2 FLASH: overview
This paper presents the design, control system, basic ex-
pression capabilities with overall functionality, and exper-
imental evaluation of EMYS. On the design stage of the
head, the perception of its construction by humans, the
state of the art (affective computing, uncanny valley phe-
nomenon), and the necessity of providing required function-
ality were taken into account. The EMYS’s control system
was designed to be compact, modular, and flexible, and to
make the head functionalities feasible. It complies with the
paradigm of the three-level control architecture [3, 10, 22],
provides a hardware abstraction interface to the head, and is
realised in the form of a complete operating system. Its low-
est level realises the basic hardware abstraction, integrates
the low-level motion controllers, the sensor systems and the
feed system. The middle level implements robot competen-
cies. In particular, to enable task-oriented control the Facial
Actions Coding System (FACS) [18] has been applied here
for describing EMYS’s facial expressions. The high level,
depending on specific needs, may incorporate a dedicated
decision system, state automaton, or a comprehensive pro-
gram system simulating some human mind functionalities,
and thus work autonomously. Nonetheless, this level not al-
ways needs to act autonomously, sometimes being assisted
by a human. The overall head functionality and distinctive-
ness of emotions has been evaluated in experiments.
The paper is composed in the following way. Section 2
introduces the concept of EMYS and sketches its design and
functionality. Section 3 is devoted to the EMYS’s motion
control system. Section 4 describes HRI experiments with
EMYS. Section 5 concludes the paper.
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2 Design and Functionality
2.1 Head Characteristics
The head EMYS is a three discs construction, equipped with
a pair of movable eyes with eyelids, and mounted on a mov-
able neck. These elements, together with a speaker, consti-
tute the EMYS’s system of actuation on the environment.
EMYS uses the speaker for speech purposes, which can be
synthesised or prerecorded and replayed—this allows the
head to speak with different voices. To perceive the envi-
ronment, the head has been endowed with a colour CMOS
camera Logitech Sphere AF [35], Kinect sensor [39], and
a lapel microphone for speech recognition purposes. This al-
lows the head for visual perception of the environment, eye-
tracking of objects and humans, establishing and maintain-
ing eye-contact with humans, paying attention, expressing
emotions, speech recognition and speaking. All these func-
tionalities are controlled by the head control system, and can
be executed autonomously.
2.2 Concept
On the stage of the concept elaboration of a new robotic
head EMYS, several head’s layouts have been analysed,
with different designs and mobilities. In each layout the head
was mounted on a neck and equipped with eyes with eye-
lids. Occasionally, additional elements like a tongue or lips
were considered. Each concept of the head was evaluated
by means of computer graphics visualisation, taking into
account its perception by humans, expression capabilities,
and functionality. Finally, on this basis, we have chosen the
head of a turtle-like appearance, consisting of three movable
discs, since it was the best perceived construction, concur-
rently allowing to maintain desirable functionality. This de-
sign has been inspired by characters from cartoon and movie
series Teenage Mutant Ninja Turtles2 (see Fig. 3) [30].
2.3 Head Structure
To make the project realisable, it has been decided to limit
the head complexity and to equip it with the total number
Fig. 3 Teenage Mutant Ninja Turtle and EMYS
2Despite being an acronym, the name EMYS denotes a popular Euro-
pean pond turtle EMYS orbicularis.
of 11 joints (3 in the neck, 2 in the eyes, 4 in the eyelids,
and 2 in the upper and lower discs). The final head’s layout
revealing its movement capabilities is displayed in Fig. 4.
The head’s joints deployment is shown in Fig. 5.
The main movable elements of EMYS are its upper and
lower disks. They are supposed to imitate the human rais-
ing eyebrows and dropping jaw, respectively. Each of them
has 1 DOF. The middle disk, hosting a vision camera, is not
movable independently. From the viewpoint of facial ex-
pressions the eyes need to be perceived together with eye-
lids and eyebrows. In the design of EMYS the eyelids are
mounted on the eyeballs, and can open and close (1 DOF
each). The eyeballs and eyelids can turn around the hori-
zontal axis (1 DOF each) that intensifies essentially the ex-
Fig. 4 EMYS: snapshots with movement capabilities
Fig. 5 EMYS: deployment of joints
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pressed emotions. This means, for instance, that to express
sorrow or sadness they are turned outside, whereas when ex-
pressing anger or frustration they are turned inside. Another
remarkable ability of pulling out the eyeballs (1 DOF each)
enhances the head’s extensibility when showing surprise.
For the reason of not to perturb excessively the balanc-
ing motion of the FLASH platform, the head should be
possibly light weight. Also, for aesthetic reasons, its size
should fit the remaining FLASH’s components. This being
so, the head’s supporting construction has been made of alu-
minium, and all the shells of the head have been printed with
the use of the rapid prototyping SLS technology. The head’s
bearer has the form of a pipe, holding all three disks. The
bearer is screwed to a 3 DOF tilt-pan-tilt mechanism consti-
tuting the neck.
2.4 Movements Representation
To construct the high level interface of a robotic head, one
needs a method for coding the facial expressions. Several
such methods are available, see e.g. [4, 18, 48]. In EMYS
the FACS system [18] was chosen, dedicated to the descrip-
tion of human facial expressions, widely used by psychol-
ogists and animators. The application of FACS system al-
lows EMYS to follow biological rules applied by humans.
The advantages of FACS are confirmed by its applications
in control of other social robots heads [5].
The work of Ekman and Friesen [18] describes, in terms
of action units of the face, how humans universally express
the six basic emotions, along with psychological and phys-
ical descriptions of their reflection in the human beings.
Other researchers have investigated these basic emotions in
robots and virtual agents as well [6, 7, 20]. The six basic
emotional expressions considered by Ekman and Friesen are
the following: surprise, disgust, fear, anger, happiness and
sadness. After analysing the background that specifies the
recognition of emotions in both, humans and cartoon ani-
mations, we reduced the necessary expressive features into
a more simple set, that can be easily mapped into EMYS. It
was a requisitive step to be performed, since our head suffer
from the lack of complexity: the human face is much more
complex than EMYS, however the use of FACS is still pos-
sible here. We will use the concept of expressive effectors
to refer to the physical means and degrees of freedom of the
embodiment that can be used for expressing emotions.
In accordance with FACS, each facial expression is de-
composed into specific Action Units (AUs). Each of the AUs
originally define elementary movements of a single muscle
or a group of them, taking values from the range [0,1], par-
ticipating in a change of the countenance. Obviously, when
applied to a robotic face, the list of activated AUs serves
solely as a description of the facial expressions, without at-
tributing to them any explanatory power.
Table 2 EMYS: Action Units with associated joints movements
Action Unit Movement Joint





AU(1) turn outward Eyebrows
AU(2) turn inward
AU(5) pull out Eyes Trans
AU(17) up Lower Disc
AU(25) down
AU(51) turn left Neck Pan
AU(52) turn right
AU(53) turn back Neck Lower Tilt
AU(54) turn fore
AU(57) lower fore, upper back Neck Lower &
Upper TiltAU(58) lower back, upper fore
Coding the EMYS’s expressions by means of FACS leads
to phrasing them as sets of AUs. This means that each indi-
vidual AU has to be mapped into the head’s joints move-
ments. This task may not be easy, mainly because in com-
parison with the human head the EMYS’s movement capa-
bilities are very restricted on one hand, whereas they include
certain movements that cannot be performed by a human,
on the other hand. For this reason, individual AUs identifi-
cation needs to be conducted for EMYS. Table 2 contains
all AUs identified for EMYS, together with a list of associ-
ated head’s joints movements. All these AUs can be natu-
rally divided into two groups: the AUs executed identically
by EMYS and the human head (like head turning, nodding,
and eyes blinking), and thus being easily interpreted, and the
AUs that have to be interpreted separately (like pulling out
the eyes interpreted as the eyes opening wide or lifting the
upper disc interpreted as lifting eyebrows). All EMYS single
activations of AUs are illustrated in Fig. 6.
Having defined the AUs for EMYS, we have described
all EMYS’s facial expressions as combinations of them. We
focus on seven basic facial expressions described in [17], i.e.
neutral, anger, disgust, fear, joy, sadness and surprise. Their
definitions in terms of AUs for EMYS are the following:
1. neutral—AU(0),
2. anger—AU(2 + 4 + 43 + 57),
3. disgust—AU(4 + 17 + 43),
4. fear—AU(1 + 2 + 17 + 58),
5. joy—AU(1 + 2 + 25),
6. sadness—AU(1 + 4 + 54),
7. surprise—AU(1 + 2 + 5 + 25 + 58).
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Fig. 6 EMYS: Action Units
The snapshots of all EMYS’s basic facial expressions are
demonstrated in Fig. 7. It should be borne in mind that these
static pictures do not fully reflect the actual expressiveness
of EMYS, since it can be quite difficult to correctly recog-
nise facial expressions outside a context on the basis of a
Fig. 7 EMYS: basic facial expressions
snapshot only. Each expression execution utilises the multi-
phase gesture generator model [56]. In this approach ges-
ture expressions are divided into three phases: preparation,
stroke, and retraction. In Fig. 7 the expressions are shown in
the most meaningful and effortfull phase: the stroke phase.
3 Drive and Control
3.1 Drive System and Hardware Layer Controller
EMYS’s neck movements need to be smooth and not very
fast. As we have already said, the head should addition-
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ally be able to realise the functions of maintaining the eye-
contact with a human, eye-following objects, looking around
etc. Leaving apart the other functions we shall concentrate
on expressing emotions by EMYS. This feature is obtained
by utilising 4 high quality Robotis digital servomotors pro-
vided by Dynamixel. Two RX-64 servomotors cooperatively
drive the neck lower tilt axle, another realises the pan move-
ment, and the 4th, smaller RX-28 servomotor is responsible
for the neck upper tilt, see Fig. 5. Two other RX-28 servos
drive the upper and lower disks. The servo communication is
based on the Dynamixel protocol [51]. Each servo is iden-
tified by its individual ID number. Their basic movement
parameters (maximum torque, speed, range of movement)
are configurable. Also, the servos’ actual state (temperature,
overdriving or overheating alarm, power supply voltage) can
be accessed via the protocol.
Contrary to the neck, the movements of eyeballs and eye-
lids need to be rapid. For this reason, in order to open/close
eyelids and turn the eyeballs, the high performance analog
micro servomotors Hitec HS-65HB have been employed,
controlled by PWM signals. The eyeballs pull out has been
accomplished with use of Alps high-speed, motor driven
slide potentiometers.
Since EMYS’s joints are driven by different types of ser-
vomotors requiring different control methodology, in order
to facilitate the control, all the control inputs have been uni-
formly defined at some level of the device independent ab-
straction. To this objective, an additional module unifying
the controls has been introduced. As a result, all the servos,
no matter which type, can be accessed using the same Dy-
namixel protocol scheme. This control function is accom-
plished by the hardware layer controller which steers both
the micro servomotors and the potentiometers and imple-
ments the Dynamixel protocol. The controller is based on
Freescale HC9S12A64 microcontroller [21] which gener-
ates control signals for all 4 micro servomotors and 2 po-
tentiometers in the PID control loop. The block diagram of
the controller hardware is depicted in Fig. 8.
The head’s control is accomplished by sending appropri-
ate Dynamixel commands from the main computer to the
head’s drives. On the basis of the data provided by the ges-
ture generator, the computer calculates the head’s joint tra-
jectories, and after expressing them in terms of the Dyna-
mixel protocol commands, sends them to the servomotors.
These operations are performed on a PC computer. Here
a PC computer equipped with Intel Core i7-2640M proces-
sor (2.8 GHz, 8 GB RAM, 4 MB Cache and 120 GB SSD),
running under Linux Ubuntu 10.04 or MS Windows 7 oper-
ating systems is utilised. Such hardware resources allow to
run all vision and audio system components, together with
the movement control. As a data carrier between the PC
computer and the servomotor controllers the serial interface
RS-485 is applied.
Fig. 8 Hardware layer controller
Fig. 9 EMYS’s control system architecture
3.2 Integration Layer Controller
An integration layer of EMYS’s control system architecture
is the open source Urbi software [24], created by Gostai. It is
employed on the lowest levels of the three-level architecture
(see Fig. 9). Urbi SDK is a fully-featured environment to
orchestrate complex organisations of robot components. It
relies on a middle-ware architecture that coordinates com-
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Fig. 10 Exemplary image segmentation with Kinect
ponents named UObjects. This software allows for the dy-
namic uploading of modules, that enable accessing the robot
hardware or realise certain competencies. URBI provides
communication means and integrates all of them.
The robot can be programmed in the script language ur-
biscript by uploading instructions to the Urbi engine through
a client application. Urbiscripts supports and emphasises
parallel and event-based programming. A dedicated collec-
tion of modules and scripts has been used in order to develop
an integrated programming interface for EMYS.
Communication with EMYS’s motors is achieved by me-
ans of a module able to communicate through serial ports.
This module realises the communication using the Dyna-
mixel protocol. Additionally, a module relying on SDL li-
brary [53] has been provided, enabling to remotely control
the robot with the help of a joystick. To further advance
the control process, the individual joint movements can be
grouped and preprogrammed as the components of facial ex-
pressions, what in EMYS case has been achieved by means
of the FACS system [18], as described in the next subsec-
tion.
The realisation of competencies referring to visual image
processing is based on OpenNI [47] and OpenCV [46] li-
braries. The former makes possible to utilise the Microsoft
Kinect device [39], playing the role of an advanced mo-
tion sensor. The developed Urbi module, exploiting Kinect
functionalities, enable detection of the human silhouette as
well as provide information on distances between prescribed
elements of the processed image. Such data allows to lo-
calise a human in the robot neighbourhood, define positions
of his/her extremities, and perform the image segmentation
(see Fig. 10). OpenCV library has been used to create a num-
ber of image processing modules based on image from the
camera mounted in EMYS. It allows to detect: human faces,
Fig. 11 Head camera image processing examples
colours, movement or face features (see Fig. 11). Beside the
mentioned, a collection of modules realising basic opera-
tions on the image has been provided.
The auditory competencies, based on Loquendo [36], Mi-
crosoft SAPI [40] and SDL library, have been implemented
as three separate modules responsible for speech recogni-
tion, speech synthesis and replaying of audio files. These
modules establish one of the most important human-robot
communication channels, by speech and sound.
Also a learning competency has been developed, relying
on algorithms coming from OpenCV library. The learning
module implements the k-nearest neighbours classifier. This
module can serve for information acquisition and classifi-
cation of the robot environment. In conjunction with other
available modules, it is possible to teach the robot a favourite
colour of its user dress. All these modules have been pro-
vided in the form of dynamically loaded plugins, comple-
mented by scripts written in the language urbiscript, that
facilitate the employment of the modules in the process of
creating scenarios of robot actions. Specific functions, com-
petencies and parameters can be accessed by API (Applica-
tion Programming Interface) as the structure robot, with








To exploit the head movement capabilities, it is advanta-
geous to equip it with a higher level controller aimed pri-
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Fig. 12 AU controller
marily at the expression of emotions. The task of such a con-
troller consists in providing a kind of abstraction separating
a head animator from the movement execution issues. In-
stead of dealing with the problem how to realise in very de-
tail a required movement, thanks to this controller the ani-
mator is allowed for a task-oriented control of the head. Such
an interface facilitates the description of emotions to be ex-
pressed, and enables the application of ready-to-use method-
ologies for face animation [5, 45, 48].
To this aim we have elaborated a FACS based controller,
called AU controller. This controller (Fig. 12) transforms ac-
tivated AUs, which are the controller input, to corresponding
head’s joints positions. It is done on the basis of the joints
movements limits and the AUs activation table, which are
implemented in the controller. The overall functionality of
this controller for the EMYS head can be characterised by
a set of functions, i.e.
qud = f (AU(1 + 2),AU(4))
qld = f (AU(17),AU(25))
qel = f (AU(43),AU(45),AU(46))
qeb = f (AU(1),AU(2))
qep = f (AU(5))
qnp = f (AU(51),AU(52))
qnlt = f (AU(53),AU(54),AU(57),AU(58))
qnut = f (AU(57), (AU(58)),
where qud , qld , qel , qeb , qep , qnp , qnlt , qnut are the joint
positions of the upper and lower discs, the eyelids and eye-
brows, the eyes protrude, the neck pan, and the neck lower
and upper tilts, respectively. Since the full form of the above
functions is rather long and complicated, below only an ex-
emplary function (for the upper disc movement) is displayed
qud = qud_nom − (qud_nom − qud_max)AU(1 + 2)
− (qud_nom − qud_min)AU(4),
where qud_nom, qud_min, qud_max are the nominal, minimal,
and maximal values of the described joint, respectively. Af-
ter calculating the joints positions they are transferred to the
low level controller by means of Dynamixel protocol.
Fig. 13 Exemplary FSM for an EMYS experiment
3.4 Task-Oriented Layer Controller
Depending on specific needs the task-oriented layer con-
troller may incorporate a dedicated decision system, a state
automaton, or a comprehensive program system simulating
some human mind functionalities. Substantially, this should
be a controller working autonomously, but in general, there
is not always such a need—in some cases the controller can
be assisted by a human. For this purpose, Gostai Studio soft-
ware [23] can be applied. This software has served as a tool
for the implementation of a hierarchical finite state machine.
The graphical interface of this application is aesthetic, intu-
itive, and easy to use. It allows for a relatively quick imple-
mentation of scenarios not requiring long term simulation of
processes running in human minds.
Simple robot behaviour is created as a node. Connec-
tion between behaviour can be done by creating transitions
between nodes. All transitions include conditions for the
changes in behaviour. It is also possible to create nodes
inside another nodes. In this way even most complex be-
haviour graphs, such as an experiment scenario, is easy
to create. Exemplary finite state machine for an experi-
ment with EMYS implemented in Gostai Studio is shown
in Fig. 13.
4 Experiments
4.1 Description of the Study
In order to examine both children’s engagement in the in-
teraction with EMYS and whether the children are able to
decode the intended expressed emotions correctly, an exper-
iment was conducted. The design of the experiment resulted
from the analysis of the results from two pilot experiments,
which were conducted to gain insights into the interaction
behaviour, that can be expected by the child subjects and
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Fig. 14 Affect matching task
whether the children show a significant variance in emotion
recognition rates, which could give hints for the further de-
velopment of EMYS’s ability to display certain emotions.
We have chosen child instead of adult subjects out of three
reasons. Firstly, it can be expected that children show lower
emotion recognition rates than adults. Thus, if the rates are
sufficient for children, they will also be for adults. Secondly,
it is known that children of different age also show different
emotion recognition abilities [26]. If we find corresponding
results for emotion recognition abilities regarding EMYS
this can account for high validity of the experimental proce-
dure. Thirdly, since children tend not to mask or cover their
emotions during interactions, we expected to get more and
more valid results on EMYS’s ability to engage human users
in interaction (which has to be confirmed in subsequent stud-
ies with adult subjects, of course).
The experiment was conducted in a primary school in
a small village near Wrocław/Poland and involved originally
48 schoolchildren of which 3 had to be removed completely
from the final sample because of malfunctions of EMYS.3
The remaining 45 subjects (Ss) were aged 8 to 12 years
(AM = 9.9 years, SD = 1.41). Overall, the sample consists
of 18 boys and 27 girls.
The robotic head was programmed to operate autono-
mously and to provide two game scenarios—each subject
went through both scenarios. In the first one, called “imita-
tion task”, EMYS showed emotional facial expressions and
asked the children to repeat them. Overall six basic emotions
have been used: anger, disgust, fear, happiness, sadness, and
surprise. In the second scenario (“affect matching task”), the
robot expressed the same six emotions in a different order
and asked the children to show a toy coloured correspond-
ing to the expression (see Fig. 14). The coloured toys were
stored in different boxes on which the respective emotion
was written.
3In some cases, data from the remaining 45 subjects is missing, mainly
due to malfunctions of EMYS, but the subjects were kept within the
sample as long as this had no obvious impact on the interaction. Thus,
sample size will differ a little for different statistical analyses.
With its implemented vision system, EMYS was able to
recognise the colour of the toy and to react accordingly, i.e.
praising or dispraising. Since EMYS was only able to detect
four different colours with sufficient security, we decided to
assign three colours to different emotions (red: anger, blue:
sadness, green: joy) whereas the fourth toy (yellow) was
used as “none of the other emotions”. After the two scenar-
ios an interview was conducted, which implied a third task:
The children watched the video-taped interaction of the im-
itation task scenario and were asked to name the emotions
shown by EMYS (“affect description task”—for further in-
formation on affect description and affect matching tasks see
[26]). The duration of the interaction experiment with a sin-
gle child was about 5–8 minutes. During the experiments
EMYS talked a male voice.
4.2 Description of the Psychological Analyses
Five types of data were gathered:
1. assessments of EMYS’ facial expressions of emotions
(see above),
2. interview data of the children collected after the interac-
tion,
3. interaction data (video-taped),
4. a “Big Five” personality self assessment for the child
subjects [37],
5. a self-developed test of emotional face recognition.4
Interaction data were analysed with the help of a video ana-
lysing form in which several behavioural variables could be
noted by the observers: body posture, number of verbal and
non-verbal utterances and their direction (towards EMYS
or towards experimenter), emotional expressions, activation
and gaze direction. For validation, 8 subjects were coded by
three different observers and interrater reliability turned out
to be good (75 %) [25].
The behavioural variables were subsequently used to cal-
culate measures for the child’s engagement in the interac-
tion. We calculated different engagement scores: A score for
positive engagement (engagement score pro) was calculated
out of the values for communication towards EMYS, acti-
vation and body posture. Furthermore a score for negative
engagement (engagement con) results from the sum of mea-
sures of communication towards experimenter and gazing
elsewhere (e.g. to the camera or the experimenter). Finally,
a score for overall engagement was calculated as the differ-
ence between the former two.
Note, that positive engagement does not mean that the
interaction with EMYS is an overall emotionally positive
4Which was conducted in order to get information on how the chil-
dren were able to recognise the six emotions expressed by humans. To
achieve this, we took 12 (6 × 2) pictures from [17] and presented them
to the children as a multiple-choice questionnaire with the distractors
being the other five emotions used in the study.
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Table 3 Perceived personality
of EMYS (from −1 = “not at






experience, but that the subject is very focused on the in-
teraction with EMYS. Correspondingly, negative engage-
ment doesn’t necessarily mean that the subject experiences
mainly negative emotions, but that it is not solely focused on
EMYS, but also on the environment (e.g. the experimenter).
4.3 Results and Discussion
The experiment results have been analysed and discussed
considering the aspects formulated below as questions to be
answered.
How do Subjects Assess EMYS and the Interaction with It?
Regarding sex, all subjects thought that EMYS is male. By
far the most of the subjects made their decision because of
EMYS’s voice. 96 % children reported their desire to inter-
act again with the robot. 33 % of the subjects thought that
EMYS has emotions, 21 % didn’t know, while 46 % didn’t
think so. The subjects were asked to rate EMYS’s person-
ality according to the “Big Five” personality factors [12]
at a “yes”/“no”/“neither nor”-level in a child-appropriate
form. Table 3 shows the overall results (mean values over
all subjects). The results show that EMYS is perceived as
extremely extroverted and open, as agreeable and as con-
scientious and emotionally very stable. This rather positive
personality assessment seems especially important for our
experimental purpose, since humans tend to exhibit rather
negative attitudes when thinking of social robots. EMYS’s
perceived personality might have facilitated the interaction
with it for the child subjects [19].
To Which Degree are the Ss Able to Recognise the Emotions
Shown by EMYS and do Differences Exist Between Single
Emotions? During the experiment, EMYS showed six dif-
ferent emotions to the child subjects in each task. Table 4
shows the mean recognition rates for each and over both
tasks. Note, that surprise, disgust and fear do not appear in
the affect matching task since they were assigned the same
yellow toy. The last column in the table shows the recogni-
tion rates for all six emotions in the self-developed emotion
recognition questionnaire based on the Ekman & Friesen
photographs [17].
Are There Differences Between the Recognition Rates of
Emotions Shown by EMYS and Humans? Regarding the
Ekman based questionnaire it is notable that recognition
rates are quite high in general (with the exception of fear),












Anger 97.8 % 97.6 % 97.7 % 93.0 %
Surprise 46.7 % 92.1 %
Happiness 15.9 % 22.5 % 19.2 % 91.9 %
Sadness 91.1 % 95.3 % 93.2 % 79.7 %
Disgust 13.6 % 78.1 %
Fear 68.9 % 64.0 %
aMean where feasible
which can be interpreted as a sign for a high validity of the
questionnaire.
Anger is the best recognised emotion both when interact-
ing with EMYS and in the Ekman questionnaire. While a lit-
erature review [26] shows that the best recognised emotions
by children are happiness, sadness, and anger, in the case
of our experiment happiness was difficult for the children
to recognise when interacting with EMYS. This is proba-
bly due to the fact that EMYS is not able to show the most
salient expression for happiness—raise mouth corners—and
children tend to evaluate expressive information from the
mouth region first (see [13]). It can be assumed that the
low recognition rates for disgust are—apart from the fact
that this is a more complex emotion—also due to the lim-
ited abilities of EMYS to modify its emotional expression in
both the mouth and the nose region. A salient sign for dis-
gust among humans is wrinkling the nose (see [17]) which
cannot be performed by EMYS in its current state.
On the other hand, EMYS’s expression of sadness was
recognised extremely well by the children, significantly bet-
ter than in case of the Ekman & Friesen examples. This
could be due to EMYS’s cartoonlike exaggerated facial ex-
pression facilitates, especially its ability to lower the eye
lids strikingly. The recognition rate for fear corresponds to
the one found in the Ekman questionnaire and surprise was
recognised significantly worse when displayed by EMYS.
Which Factors Influence the Overall Recognition Rates of
Emotions Shown by EMYS? While gender specific signifi-
cant correlations could not be observed, the age of the sub-
jects has an influence on success in decoding EMYS’s fa-
cial expressions (r = 0.36,p = 0.02). The older the subjects
are, the better they are in decoding EMYS’s emotional ex-
pressions. The ability to discriminate different emotions is
a developmental process (e.g. [16]). Surprisingly, in our case
no connection between age and success in decoding human
emotional expressions (Ekman questionnaire) could be ob-
served, which could be due to the overall high recognition
rates in the Ekman questionnaire.
Int J Soc Robot (2013) 5:237–249 247
Engagement, activation and the subjects’ emotions dur-
ing the interaction have no impact on the emotion recogni-
tion rate. This could be due to the fact that emotion recog-
nition seems to depend mainly on EMYS’s “physiognomy”
and is less dependent from other factors, which can be inter-
preted as a sign of high validity of the experimental design.
Regarding the personality of the subjects, two of the
“Big Five” factors correlate with the recognition rate: agree-
ableness and neuroticism. The negative correlation with
agreeableness (r = −0.36p = 0.02) could be due to the
fact, that agreeable Ss are more focused on the demand
characteristics of the experimental situation compared to
EMYS, and thus have difficulties in recognising its emo-
tional expressions. The connection with neuroticism (r =
0.30,p = 0.04) means that Ss with higher values on the
neuroticism scale are more successful in decoding EMYS’s
emotional expressions. This—on the first sight surprising—
result could be due to the higher irritability of neurotic Ss.
Maybe neurotic Ss are emotionally affected more easily by
emotional expressions of EMYS which could in turn lead to
more appropriate affective empathic reactions. These pro-
cesses might gain additional importance in the current ex-
perimental setting since Ss have no context information, that
could be used for inferring the emotion state of EMYS (cog-
nitive empathy—for the difference between affective and
cognitive empathy see [14]).
Does Interest in Robots Influence the Interaction and the
Ss Experience of Interaction with EMYS? Positive corre-
lations exist between interest in robots and the positive en-
gagement score (r = 0.34,p = 0.02) as well as with the
overall engagement score (r = 0.41,p = 0.00). In the same
way, a positive correlation between the question “Did you
have fun playing with EMYS?” (answer: “yes”) in the ques-
tionnaire and the overall engagement score (r = 0.31,p =
0.04) exists. Children interested in robots (thus also in
EMYS) and having fun by playing with EMYS were more
willing to interact with it and hence showed more (posi-
tive) engagement in interaction with EMYS. Being inter-
ested in robots is also associated with higher activation (r =
0.38,p = 0.01). This can be explained with higher curios-
ity of interested users with reference to the robots capabili-
ties. Being interested also correlates negatively (r = −0.30,
p = 0.05) with gazes at experimenter and positively with
having fun (r = 0.43,p = 0.00) during interaction with
EMYS.
Is There an Impact of the Ss’ Personality on the Interaction
with EMYS, the Experience of Interaction with and/or the
Attitude Towards EMYS? Subjects with higher values on
the neuroticism scale look more often at the camera, which
is probably due to nervousness and insecurity in the experi-
mental situation (r = 0.30,p = 0.05). The more subjects are
open for experiences, the more fun they report interacting
with EMYS (r = 0.54,p = 0.00). Subjects with higher val-
ues on the scale openness utter more often the wish to inter-
act with EMYS again (r = 0.38,p = 0.01). The more sub-
jects are agreeable, the more fun they report interacting with
EMYS (r = 0.50,p = 0.00) and the more they would like
to interact with the robot again (r = 0.38,p = 0.01). This
could be explained by the psychological concept of social
desirability: Agreeable subjects try to act/answer according
to the expectations of experimenter. Most importantly, sub-
jects’ personality has no measurable impact on engagement
during interaction with EMYS.
5 Conclusion
In this paper we have described the design, functionality, and
control of the robotic head EMYS. To facilitate the head util-
isation and allow for its control on some abstraction level the
AU controller was designed, enabling the programming and
control of the EMYS’s facial expressions via FACS coding
the EMYS’s movements.
The experiments has confirmed the usefulness of the pro-
posed design. The friendliness of the construction, its move-
ment and behaviour capabilities encouraged both children
and adults to interact with the robot. Beside the simplicity of
the construction it displays more than expected expressive-
ness and emotion. The emotion expressions were recognised
basically good—the low recognition level of happiness and
disgust can be assumed to be due to the missing abilities
of EMYS to raise and lower the mouth corners and wrin-
kle the nose. However, at the same time, it can be expected
that displaying these emotions in a context will increase the
recognition level, what should be investigated.
The design and construction methodology utilised in the
EMYS head makes it a compact, self-contained device, thus
easily adaptable to different research tasks and fully auto-
nomously operating, if needed. Despite the fact, that this
is a prototype, EMYS appeared to be a very reliable, solid,
and safe machine. The evaluation shows the potential of the
EMYS head for the use with social companions.
The future work should include the investigation of emo-
tion recognition displayed in a context, the influence of per-
spicuity and dynamism of facial expressions on the recog-
nition level, as well as the influence of other factors (main-
taining the eye-contact, paying attention). Simultaneously,
the control system of the head should be extended with new
components, particularly with regard to perceiving the en-
vironment, what its modularity makes possible and rather
simple. Considering utilisation of EMYS head as a part of
a social companion, the methods of its work synchronisation
with the operation of the whole system should be elaborated.
Next, its utilisation as a tool in occupational therapy may be
assessed.
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