We solve two open problems: first we prove a conjecture of Bondal and Van den Bergh, showing that the category D perf (X) is strongly generated whenever X is a quasicompact, separated scheme, admitting a cover by open affine subsets Spec(Ri) with each Ri of finite global dimension. We also prove that, for a noetherian scheme X of finite type over an excellent scheme of dimension ≤ 2, the derived category D b coh (X) is strongly generated. The known results in this direction all assumed equal characteristic, we have no such restriction.
Reminder 0.1. Define the full subcategory G 1 ⊂ T to consist of all direct summands of finite coproducts of suspensions of G. For integers n ≥ 1 we inductively define subcategories G n : an object lies in G n+1 if it is a direct summand of an object y admitting a triangle x −→ y −→ z −→ with x ∈ G 1 and z ∈ G n . The object G is a classical generator if T = ∞ n=1 G n , and a strong generator if there exists an n with T = G n . The category T is called regular if a strong generator exists. Note that we are following the terminology of Orlov [30] , elsewhere in the literature what we call regular would go by the name strongly generated.
Strong generators are particularly useful in triangulated categories proper over a noetherian, commutative ring R. We remind the reader of the definition of properness.
Reminder 0.2. Let R be a noetherian, commutative ring and let T be an R-linear triangulated category. The R-linearity of T means that the Hom-sets T(X, Y ) are all R-modules, and the composition maps T(X, Y ) × T(Y, Z) are all R-bilinear.
We say that the category T is proper over R if, for each pair of objects X, Y ∈ T, the direct sum ⊕ ∞ i=−∞ T(X, Σ i Y ) is a finite R-module. This of course implies that T(X, Σ i Y ) vanishes for all but finitely many i ∈ Z.
A key theorem that shows the usefulness of the definitions above is:
Theorem 0.3. Let R be a noetherian, commutative ring, let T be a regular triangulated category proper over R, and suppose furthermore that T is Karoubian, meaning idempotents split. Then an R-linear functor H : T −→ R-Mod is representable if and only if (i) H is homological.
(ii) For any object X ∈ T, the direct sum ⊕ ∞ i=−∞ H(Σ i X) is a finite R-module. When R is a field Theorem 0.3 is due to Bondal and Van den Bergh [6, Theorem 1.3] , and in the generality above it may be found in Rouquier [31, Theorem 4.16 and Corollary 4.18].
Example 0.4. In view of Theorem 0.3 it becomes interesting to find examples of regular, Karoubian triangulated categories proper over a noetherian ring R. Let us begin with Karoubian: if X is a quasicompact, quasiseparated scheme then the category D perf (X), of perfect complexes over X, is well-known to be Karoubian. Now for examples of proper triangulated categories: if X is of finite type and separated over a noetherian ring R we have the equivalence below, which explains the terminology {X proper over R} ⇐⇒ {D perf (X) proper over R}.
If R is a field there is a simple, direct proof in Orlov [30, Proposition 3.30] . The general case may be proved by similar methods, using the curve-selection result in Lipman [20, Exercise 4.3.9] . See [21, Corollary 4.3.2] or Lemma 0.20 below for the argument. For all the author knows there might be examples of schemes X for which D perf (X) is proper over R, without X being of finite type and separated over R.
For the purpose of the proof of Corollary 0.8 we recall that, if A is a class of objects in T, then A ⊥ and ⊥ A are defined to be the full subcategories of T whose objects are determined by the rules A ⊥ = {t ∈ T | T(Σ i a, t) = 0 ∀i ∈ Z, ∀a ∈ A}, ⊥ A = {t ∈ T | T(t, Σ i a) = 0 ∀i ∈ Z, ∀a ∈ A}.
Proof. The properties of being Karoubian, regular and proper over R are true for T if and only if they are true for T op . Replacing I : S −→ T by I op : S op −→ T op if necessary, we may assume that I has a right adjoint I ρ .
The fact that S is proper over R follows immediately from its being a subcategory. From the existence of the right adjoint to I and [26, Proposition 9.1.18 and Corollary 9.1.14] we have that S = ⊥ (S ⊥ ). If e : s −→ s is an idempotent in S then it splits in the Karoubian T, that is we have an isomorphism s ∼ = x ⊕ y in T taking e to 1 x ⊕ 0 y . But x ⊕ y ∼ = s ∈ S = ⊥ (S ⊥ ) implies that x, y ∈ ⊥ (S ⊥ ) = S, that is S is Karoubian. Since [26, Remark 9.1.15 and Theorem 9. 1.16] give an equivalence of S with the Verdier quotient S ∼ = T/S ⊥ , if G is a strong generator in T then the image of G is a strong generator in T/S ⊥ ∼ = S; therefore S is also regular. Now let t be an object of T. The functor T t, I(−) : S −→ R-Mod is a homological functor, and because T is proper over R we have that, for any object s ∈ S, the direct sum ⊕ ∞ i=−∞ T t, I(Σ i s) is a finite R-module. By Theorem 0.3, applied to the category S, this functor is representable: there exists an object I λ (t) ∈ S with T t, I(s) ∼ = T I λ (t), s .
The existence of the left adjoint to I follows formally, it takes the object t ∈ T to I λ (t) ∈ S.
Corollary 0.8 opens the door to the whole theory of semiorthogonal decompositions, we briefly remind the reader. If the inclusion I : S −→ T has a right adjoint then [26, Remark 9.1.15] says that the inclusion J : S ⊥ −→ T has a left adjoint. From Corollary 0.8 we learn that I and J each have both a right and a left adjoint-they form the first step of a semiorthogonal decomposition. This is a huge subject which we will hardly even touch on here. We note that until now the theory has always been confined to equal characteristic, just because all the interesting known examples, of T's which are Karoubian, proper over R and regular, were in equal charateristic. The point we want to make here is that Remark 0.6 changes this-it gives a plethora of examples in mixed characteristic.
Remark 0.9. This remark is about the known constructions of examples, we are interested in producing (i) Karoubian, regular triangulated categories proper over a commutative, noetherian ring R.
In this remark we will assume the reader is familiar with DG enhancements of triangulated categories-a reader who doesn't feel comfortable with the theory can safely skip ahead to Remark 0.10, we will never refer back to Remark 0.9. So far we know two ways to obtain examples of (i):
(ii) If R is of finite Krull dimension and X is a separated, regular scheme proper over R, then T = D perf (X) is an example of (i). (iii) If T is an example of (i) then so is any admissible subcategory S ⊂ T, that is any triangulated subcategory S where the inclusion has a right or a left adjoint (and therefore both by Corollary 0.8).
There is a classical construction we haven't mentioned so far, which is based on the old theorem of Kelly [17] .
(iv) If Λ is a finite (possibly noncommutative) algebra over R and Λ is of finite global dimension, then the derived category D b (Λ-proj) is an example of (i).
As we've already noted, if the pair S ⊂ T is as in (iii) then so is S ⊥ ⊂ T. If T is an example of (i) then so are S and S ⊥ . Of course in this situation T is a recollement of S and S ⊥ , see [26, Section 9.2] . It is natural to wonder when this process can be reversed. This means: suppose we have triangulated categories S and S ′ , both examples of (i). How can one glue them to form a new category T, also an example of (i), with fully faithful embeddings I : S −→ T and J : S ′ −→ T, which have right and left adjoints, and so that J(S ′ ) = I(S) ⊥ and I(S) = ⊥ J(S ′ )? Of course there is the dumb gluing, namely S × S ′ . But there are many S ⊂ T where the "extension" does not split, and the question becomes how to reconstruct T out of S and S ′ . At the level of triangulated categories no one has any idea how to do this. But if we assume both S and S ′ have the structure of DG enhancements over the commutative, noetherian base ring R then there is a gluing procedure which we briefly recall.
Because S and S ′ have (strong) generators G ∈ S and G ′ ∈ S ′ , we can let S and S ′ be the DG R-algebras S = End(G) and S ′ = End(G ′ ), where the endomorphisms are understood in the DG enhancements. We obtain equivalences S = H 0 (Perf − S) and S ′ = H 0 (Perf − S ′ ). Given any DG S-S ′ bimodule M we can form the DG matrix algebra over R T = S M 0 S ′ Then the triangulated category T = H 0 (Perf − T ) is Karoubian, there are natural fully faithful functors I : S −→ T (with a right adjoint) and J : S ′ −→ T (with a left adjoint), we have J(S ′ ) = I(S) ⊥ and I(S) = ⊥ J(S ′ ), and T is regular. If the homology of the bimodule M is finite over R then it's also true that T is proper over R. The proofs of most of the statements may be found in Kuznetsov and Lunts [19] . For the proof that T is regular whenever S and S ′ are see Orlov [30, Proposition 3.20] .
The construction of Kuznetsov and Lunts is very much in the spirit of noncommutative algebraic geometry, where one thinks of noncommutative schemes as triangulated categories S = H 0 (Perf − S) for DG algebras S. And, without the hypotheses of regularity and properness of S, one does indeed expect noncommutative behaviour. Against this background comes a lovely theorem of Orlov [30, Theorem 4.15 and Corollary 5.4], which asserts (v) We're still interested in examples of (i). There are the ones that come from (ii) and (iv). And then we can produce more examples by forming admissible subcategories as in (iii) and using the gluing procedure of Kuznetsov and Lunts [19] sketched above.
If the underlying commutative ring R is a perfect field then any example of (i), obtainable by a finite iteration of these steps, can also be produced much more directly: we can form it by applying (iii) once to an example as in (ii). In particular we can avoid the noncommutative gluing procedure of Kuznetsov and Lunts, and the finite-dimensional algebra examples of (iv) are all special cases of the algebrogeometric examples obtainable from (ii) and (iii).
I recommend Orlov's paper highly. The proof of the main theorem requires producing new schemes, and admissible subcategories of their categories of perfect complexes. The argument is a spectacular display of the power of semiorthogonal decompositions, coupled with the equivalences between admissible subcategories on different schemes produced in Orlov [29] . And the paper is also beautifully written: it begins with a gentle introduction and a survey of the theory, which a nonexpert like myself found very helpful. In fact the current paper was born when I was trying to understand Orlov [30] .
Remark 0.10. Note the generality of Theorem 0.5: we don't even assume the schemes noetherian. The reader might wonder why we bother with this level of abstraction.
If we're willing to assume X quasi-projective, over a noetherian ring R, then the proof simplifies substantially. In fact the general case is proved by reducing to the quasiprojective situation. As it turns out the passage from the quasi-projective case to the general one is not substantially simplified by assuming the schemes noetherian-if we don't like the projectivity hypothesis, then we might as well go whole hog and prove the theorem in the generality above.
Remark 0.11. We should note that one direction in Theorem 0.5 is easy, we show X admits a cover by Spec(R i ) with R i of finite global dimension ⇐= {D perf (X) strongly generated}.
In fact more is true: if D perf (X) is strongly generated and U = Spec(R) is any open affine subset of X, then R must be of finite global dimension. We see this as follows: as U is an open subset of X, the main theorem of Thomason and Trobaugh [36] tells us that the restriction functor j * : D perf (X) −→ D perf (U ) is the idempotent completion of a Verdier quotient map. If G ∈ D perf (X) is a strong generator it follows that j * G ∈ D perf (U ) is a strong generator. But for U = Spec(R) we deduce that R must be of finite global dimension-see for example Rouquier [31, Theorem 7.25] . Hence it only remains to prove the direction =⇒.
Remark 0.12. If X is noetherian the local hypothesis of Theorem 0.5 is equivalent to requiring X to be regular and of finite Krull dimension. But there are examples of nonnoetherian schemes X satifying the hypotheses of the theorem. One source of examples is absolutely flat rings-rings for which every module is flat. From Salles [32, Proposition 3, page 702] we know that for flat modules the projective dimension and pure projective dimension agree, and hence for absolutely flat rings the global dimension (the supremum over all modules of their projective dimension) is equal to the pure global dimension (the supremum over all modules of their pure projective dimension). Now [18, Theorem 2.2] or [15, Theorems 7.47 or 11.21] tell us that for rings of cardinality ≤ ℵ n the pure global dimension is ≤ n + 1. Hence an absolutely flat ring of cardinality ≤ ℵ n has global dimension ≤ n + 1.
Concretely: if k is the field of two elements and R is the ring
. .) then R is a nonnoetherian absolutely flat ring of cardinality ℵ 0 , and its global dimension is 1. Thus X = Spec(R) is a nonnoetherian example where Theorem 0.5 applies.
We've had an extensive discussion of Theorem 0.5 and its significance, and it's about time to move on to the other major results in the article. For the next major theorem we recall the notion of a regular alteration of a scheme.
Reminder 0.13. Let X be a noetherian scheme. A regular alteration of X is a proper, surjective morphism f : Y −→ X, so that (i) Y is regular and finite dimensional.
(ii) There is a dense open set U ⊂ X over which f is finite.
In [10, 11] de Jong proves, among other things, that any scheme X, separated and of finite type over an excellent scheme S of dimension ≤ 2, admits a regular alteration. Since de Jong's papers Nayak [23] showed that any scheme X, separated and essentially of finite type over S, admits a localizing immersion into a scheme X separated and of finite type (even proper) over S. By restricting a regular alteration of X to X ⊂ X it immediately follows that any scheme X, separated and essentially of finite type over an excellent scheme S of dimension ≤ 2, also has a regular alteration.
Observe that, if X is separated and essentially of finite type over an excellent scheme S of dimension ≤ 2, then so is every closed subscheme of X. Therefore all closed subschemes of X admit regular alterations. Hence any X which is separated and essentially of finite type over a separated, excellent scheme S of dimension ≤ 2 satisfies Hypothesis 0.14. A scheme X satisfies Hypothesis 0.14 if it is noetherian, separated, and every closed subscheme of X admits a regular alteration. Now we are ready to state our second main result:
Theorem 0.15. Let X be a scheme satisfying Hypothesis 0.14. Then the triangulated category D b coh (X), of bounded complexes of coherent sheaves on X, is regular. We owe the reader a summary of what was known in this direction. Of course when X is regular and finite-dimensional then the inclusion The reader might also wish to look at Lunts [22, Theorem 6.3] for a different approach to the proof. If we specialize the result of Rouquier, extended by Keller and Van den Bergh, to the case where X = Spec(R) is an affine scheme, we learn that D b (R-mod) is regular whenever R is of finite type over a field k. In recent years there has been interest among commutative algebraists to understand this better: the reader is referred to Aihara and Takahashi [1] , Iyengar and Takahashi [14] , and Bahlekeh, Hakimian, Salarian and Takahashi [2] for a sample of the literature. There is also a connection with the concept of the radius of the (abelian) category of modules over R; see Dao and Takahashi [8, 9] and Iyengar and Takahashi [14] . The union of the known results seems to be that D b (R-mod) is regular if R is an equicharacteristic excellent local ring, or essentially of finite type over a field-see [14, Corollary 7.2] . In [14, Remark 7.3] it is observed that there are examples of commutative, noetherian rings for which D b (R-mod) is not regular.
What's really new about Theorem 0.15 is that, unlike the predecessors recalled above, it works in mixed characteristic.
We should say something about our proofs. It turns out to be convenient to work not in D perf (X) and D b coh (X) but in the larger category D qc (X); that is we switch to the unbounded derived category of cochain complexes of sheaves of O X -modules with quasicoherent cohomology. There are unbounded versions of Theorems 0.5 and 0.15. We don't yet have the notation to state these theorems, they will come in §2: we will give two theorems about D qc (X), Theorems 2.1 and 2.3, and show We have said something about the key ideas that go into deducing Theorem 2.3 from Theorem 2.1, and it remains to discuss the proof of Theorem 2.1 a tiny bit. We begin with a general definition: let T be any triangulated category with coproducts and let G be an object. For integers A ≤ B we define the full subcategory G Theorem 0.16. Let m ≤ n be integers, let X be a scheme of finite type over a noetherian ring R, and let G be a classical generator for
Remark 0.17. Note the generality: we are trying to prove Theorem 2.1 which, in the noetherian case, is an assertion about regular schemes. And I have just told the reader that the first key step is a theorem which doesn't assume any regularity. In passing we note that it is entirely possible that some of the hypotheses on the scheme X in Theorem 0.16 are superfluous. For all the author knows the assertion might generalize to all quasicompact, quasiseparated schemes.
Theorem 0.16 is the first ingredient we need in the proof of Theorem 2.1. It enters into the proof of our next major result.
Theorem 0.18. Let j : U −→ X be an open immersion of quasicompact, separated schemes. If H ∈ D qc (U ) is a perfect complex and G ∈ D perf (X) a classical generator, then for any triple of integers n, a ≤ b there exists a triple of integers N, A ≤ B so that
In the body of the article we will proceed as follows: in §2 we state Theorems 2.1 and 2.3 and prove that Theorem 2.1 implies Theorem 0.5 and Theorem 2.3 implies Theorem 0.15. In §3 we show how to deduce Theorem 2.3 from Theorem 2.1, using regular alterations and support theory. Then §4 and §5 give the proof of Theorem 0.16-this is probably the hardest part, because we don't want to make the simplifying assumption that X is quasiprojective. In §6 we wrap things up-first we will prove Theorem 0.18, and finally we'll show how to use Theorem 0.18, coupled with Kelly's old theorem about regular affine schemes, to finish off the proof of Theorem 2.1. It's in the use of Kelly's theorem that regularity enters.
Illustration 0.19. It's worth noting that Theorems 0.16 and 0.18 are useful in other contexts, they have applications having nothing to do with the regularity of triangulated categories. We end the introduction with an illustration.
We next give a simple proof that a separated, finite-type morphism of noetherian schemes is perfect if and only if it is proper and of finite Tor-dimension. The original proof may be found in [21, Theorem 1.2], but the machinery developed here makes the problem a triviality and leads to sharper statements. In passing I mention that the reason I care, about different proofs of such statements, is that I'd like to generalize to morphisms of stacks-at the moment I don't know how to do this, I haven't yet proved useful versions of Theorems 0.16 and 0.18 valid for algebraic stacks.
Note that for simplicity we assume the schemes noetherian; this assumption can be removed just as in [21, Theorem 1.2], but without the noetherian hypothesis the statements become a little technical. In this paper we would rather not recall the definitions of pseudocoherent and quasiproper morphisms.
We should perhaps remind the reader: a morphism of schemes
takes perfect complexes to perfect complexes. What is being asserted, in this Illustration, is that a finite-type, separated morphism is perfect if and only if it is proper and of finite Tor-dimension. One implication is classical, it's been known forever that a proper morphism of finite Tor-dimension is perfect. The converse is relatively recent. Anyway: it's customary to break this up into two bits, dealing separately with the properness and with the finite Tor-dimension.
If 
, and by the choice of ℓ we know that Rf * D ∈ D qc (Y ) ≤−1 . Hence the map Rf * E −→ Rf * F is induces an isomorphism of cohomology sheaves in degrees ≥ 0. The assumption of the Lemma gives that
of bounded-below Tor-amplitude, meaning Tor-amplitude in the interval [ℓ, ∞) for some integer ℓ which may depend on F , then g must be of finite Tor-dimension.
Proof. First we note that the question is local in Y . Clearly it's local in Y to check that g is of finite Tor-dimension, but the condition that Rg * takes perfect complexes to complexes of bounded-below Tor-amplitude does not at first sight appear local. The hypothesis of the Proposition gives that Rg * takes perfect complexes to complexes of bounded-below Tor-amplitude. If we are given a cartesian square
with v an open immersion, we need to show that Rf * takes perfect complexes to complexes of bounded below Tor-amplitude. Therefore let G be an object in D perf ( X). Then G ⊕ ΣG has a vanishing image in K 0 ( X), and by the main theorem of Thomason and Trobaugh [36] there exists an object H ∈ D perf (X) with u * H ∼ = G ⊕ ΣG. Base-change gives an isomorphism v * Rg * H −→ Rf * u * H ∼ = Rf * G ⊕ ΣRf * G. Since Rg * H is of bounded-below Tor-amplitude so is v * Rg * H, and hence so is the direct summand Rf * G.
We now know that the question is local in Y , hence we may assume Y affine, in particular separated. We are given a separated morphism g : X −→ Y ; as g and Y are separated so is X. Let j : U −→ X be an open immersion with U affine. Now apply Theorem 0.18 to the object H = O U ∈ D perf (U ) and any classical generator G ∈ D perf (X)-the existence of such a G is proved in [6, 
. But by hypothesis the Tor-amplitude of Rg * G is bounded below, which gives a uniform lower bound for Tor-amplitude of the objects of Rg * G 
below Tor-amplitude, which means that at every point of the open affine subset U ⊂ X the map g is of finite Tor-dimension. Since U is arbitrary g is of finite Tor-dimension.
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Background
Reminder 1.1. Let T be a triangulated category; we begin by reminding the reader of some old definitions. notation that add(A) and Add(A) are also closed under the suspension-thus add(A) as defined in [6] is what we would denote add ∞ n=−∞ Σ n A . The definitions that follow are therefore slightly different from [6] .
Recall that the octahedral lemma gives A ⋆ (B ⋆ C) = (A ⋆ B) ⋆ C. The fact that coproducts of triangles are triangles tells us that
If T is closed under coproducts then
Note that the empty coproduct is 0, hence 0 ∈ add(A) ⊂ Add(A) for any A. Definition 1.3. Let T be a triangulated category and A a subcategory. We define subcategories 
In Remark 1.2 we noted that 0 ∈ add(A) ⊂ Add(A), which we can rewrite as 0 ∈ coprod 1 (A) ⊂ Coprod 1 (A). If x ∈ coprod n (A) (respectively x ∈ Coprod n (A)), the triangle 0 −→ x 1 −→ x −→ and Definitions 1.3(ii) and (iii) tell us that x ∈ coprod n+1 (A) (respectively x ∈ Coprod n+1 (A)). That is
We have that add coprod 1 (A) = add add(A) = coprod 1 (A), and similarly Add Coprod 1 (A) = Coprod 1 (A). Induction on n gives add coprod n (A) = coprod n (A), Add Coprod n (A) = Coprod n (A).
Any finite set of objects of the increasing union coprod(A) = ∞ n=1 coprod n (A) must lie in coprod n (A) for some large n, and the fact that add coprod n (A) = coprod n (A) tells us that the direct sum also lies in coprod n (A). Thus add coprod(A) = coprod(A).
The associativity of the ⋆ operation gives
and the first of these identities tells us that coprod(A) = ∞ n=1 coprod n (A) satisfies coprod(A) ⋆ coprod(A) = coprod(A).
We prove next the little lemma: Lemma 1.5. Let T be a triangulated category and suppose we are given subcategories A, C, S, X, Z ⊂ T. Assume add(A) = A and add(C) = C. Suppose that (i) For any object s ∈ S, any morphisms s −→ x and s −→ z with x ∈ X and z ∈ Z factor as s −→ a −→ x, s −→ c −→ z with a ∈ A and c ∈ C.
(ii) Any morphism d −→ x, with x ∈ X and d ∈ Σ −1 C * S, factors as d −→ a −→ x with a ∈ A.
Then any morphism f : s −→ y, with s ∈ S and y ∈ X ⋆ Z, must factor as s −→ b −→ y with b ∈ A ⋆ C.
Proof. Because y ∈ X ⋆ Z there exists a triangle x −→ y −→ z −→ Σx with x ∈ X and z ∈ Z. The composite s −→ y −→ z is a morphism from s ∈ S to z ∈ Z, and by (i) it must factor as s −→ c −→ z with c ∈ C. In other words we have a diagram where the row is a triangle and the square commutes
This we may complete to a morphism of triangles
The composite s −→ c −→ Σd vanishes as these are two morphisms in a triangle-hence the longer composite s −→ c −→ Σd −→ Σa also vanishes. We obtain the following commutative diagram s
The commutative square on the bottom right may be extended to a morphism of triangles 
are equal. It follows that f − gh must factor as s −→ x −→ y. But s ∈ S and x ∈ X, and (i) guarantees that s −→ x factors as s −→ a −→ x with a ∈ A.
The fact that add(C) = C implies that 0 ∈ C, and therefore A = A ⋆ {0} ⊂ A ⋆ C. Therefore a ∈ A implies a ∈ A ⋆ C. Since we also have add(A) = A we deduce that add A ⋆ C = A ⋆ C, and the fact that a and b both lie in A ⋆ C means that so does a ⊕ b. But now the map f − gh factors through a and gh factors through b, hence f = (f − gh) + gh factors through a ⊕ b ∈ A ⋆ C. Remark 1.6. If S ⊂ T is a triangulated subcategory and contains C, then Σ −1 C * S ⊂ S and hypothesis (ii) of Lemma 1.5 follows from hypothesis (i). In this article all the applications of Lemma 1.5 will be in situations where S is triangulated and contains C.
As it has turned out, in a sequel we will need to apply Lemma 1.5 in the generality of its statement-see [28, Lemmas 2.2 and 2.3]. Lemma 1.7. Let T be a triangulated category with coproducts, let T c be the subcategory of compact objects in T, and let B ⊂ T c be any subcategory. Then Proof. Let us first prove (i). We begin with the case n = 1; any map s −→ x, with s ∈ T c and x ∈ Coprod 1 (B) = Add(B), is a map from the compact object s to a coproduct of objects in B, and hence factors through a finite subcoproduct. In particular it factors through an object of add(B) = coprod 1 (B). Now suppose we know the theorem for all integers up to n. Apply Lemma 1.5 with
Induction tells us that the hypotheses of Lemma 1.5 are satisfied, hence any map from an object in T c = S to an object in Coprod n+1 (B) = X ⋆ Z factors through an object in coprod n+1 (B) = A ⋆ C. It remains to prove (ii). Let R be the full subcategory of all objects r ∈ T so that any map s −→ r, with s ∈ T c , factors through an object in coprod(B). We need to show that Coprod(B) ⊂ R, and to do this we will prove three things. First:
This is obvious because any map s −→ b, with b ∈ B, factors as s −→ b
Proof of (iv). Suppose we are given an object s ∈ T c , a set of objects {r λ ∈ R, λ ∈ Λ}, and a morphism
Because s is compact f can be factored as
where ∆ is the diagonal map and I is the inclusion of a finite subcoproduct. Because s ∈ T c and r i ∈ R, each map f i : s −→ r i factors as s −→ c i −→ r i with c i ∈ coprod(B).
Hence the map f factors as
and ⊕ n i=1 c i belongs to add coprod(B) = coprod(B).
Proof of (v). Apply Lemma 1.5 with S = T c , A = C = coprod(B), and X = Z = R. Any map s −→ y, with s ∈ T c = S and y ∈ R ⋆ R = X ⋆ Z, must factor through an object in A ⋆ C = coprod(B) ⋆ coprod(B) = coprod(B). ✷ By definition Coprod(B) is the minimal subcategory of T satisfying (iii), (iv) and (v), hence Coprod(B) ⊂ R. Proposition 1.8. Let T be a triangulated category with coproducts, and let B be a subcategory of T c . Then (i) Any compact object in Coprod n (B) belongs to smd coprod n (B) .
(ii) Any compact object in Coprod(B) belongs to smd coprod(B) .
Proof. Let x be a compact object in Coprod n (B) [respectively in Coprod(B)]. The identity map 1 : x −→ x is a morphism from the compact object x to x ∈ Coprod n (B) [respectively to x ∈ Coprod(B)], and Lemma 1.7(i) [respectively Lemma 1.7(ii)] tells us that 1 : x −→ x factors through an object b ∈ coprod n (B) [respectively b ∈ coprod(B)]. Thus x is a direct summand of b ∈ coprod n (B) [respectively of b ∈ coprod(B)]. Lemma 1.9. Let T be a triangulated category with coproducts, and let B be an arbitrary subcategory. Then
Proof. The inclusion Coprod n (B) ⊂ smd Coprod n (B) is obvious, we need to prove the inclusion smd Coprod n (B) ⊂ Coprod 2n (B ∪ ΣB). Assume therefore that x is an object of smd Coprod n (B) , that is there is an object b ∈ Coprod n (B) containing x as a direct summand. But then there is an idempotent map e : b −→ b whose image is x, and x is the homotopy colimit of the sequence b 
In this notation, Lemma 1.9 asserts that
We permit m = −∞ and/or n = ∞; for example B[m,
In the Introduction we expressed the results in terms of the subcategories G 
Proof. When N = 1 the identity G We have proved a number of general lemmas, and it is time to specialize a little. We end the section with an example. Example 1.13. Let T = D(A) for some abelian category A satisfying AB4 (that is coproducts exist and are exact). Let B ⊂ A be a subcategory, which we view as embedded in D(A) in degree 0. If m ≤ n are integers and x i , m ≤ i ≤ n are coproducts of objects in B, then any chain complex of the form
. We see this by induction on n − m: if n − m = 0 the complex 
Unbounded versions of Theorems 0.5 and 0.15
As mentioned in the Introduction, in this article we will provide unbounded versions of Theorems 0.5 and 0.15. In this section we first state them, and then prove that they imply Theorems 0.5 and 0.15. First for the unbounded version of Theorem 0.5: Theorem 2.1. Let X be a quasicompact, separated scheme. Suppose X can be covered by open affine subschemes Spec(R i ) with each R i of finite global dimension. Then there exists an object G ∈ D perf (X) and an integer n > 0 with D qc (X) = Coprod n G(−∞, ∞) .
The following result is well-known, but the proof is so simple that we include it. Lemma 2.2. Theorem 0.5 follows from Theorem 2.1.
Proof. Theorem 0.5 is an if and only if statement, but in Remark 0.11 we noted that one direction is easy. It sufficed to prove that, if X satisfies the hypotheses of Theorem 2.1 and Theorem 2.1 is known to be true, then D perf (X) is regular. Let G ∈ D perf (X) be the object whose existence is guaranteed by Theorem 2.1. Put B = {Σ i G, i ∈ Z}. Then Theorem 2.1 tells us that D qc (X) = Coprod n (B), and Proposition 1.8(i) gives that D perf (X) = smd coprod n (B) . This certainly implies that G strongly generates D perf (X). Now for the unbounded version of Theorem 0.15: Theorem 2.3. Let X be a scheme satisfying Hypothesis 0.14. Then there exists an object G ∈ D b coh (X) and an integer n > 0 with D qc (X) = Coprod n G(−∞, ∞) . The fact that Theorem 0.15 follows from Theorem 2.3 is not quite so immediate, we devote the rest of the section to the proof. Lemma 2.4. Let T be a triangulated category with coproducts and a t-structure so that T ≥0 is closed under coproducts, and let G be a bounded object of T. There is an integer M so that
Proof. Without loss of generality we may assume n = 0, and replacing G by a suspension we may assume G ∈ T ≤0 ∩ T ≥a for some a ≤ 0. Let I be the ideal of all maps f : x −→ y in T so that any composite Σ i G −→ x f −→ y vanishes, for any i ∈ Z and any map Σ i G −→ x. Now we observe
• If w ∈ T ≥m is any object, there exists a triangle w ′ −→ w −→ w ′′ −→ in T with w −→ w ′′ in I, with w ′′ ∈ T ≥m+a−1 and with w ′ ∈ Coprod 1 G[m, ∞) .
Proof of •.
We let w ′ be the coproduct, over all nonzero maps Σ i G −→ w, of Σ i G. Let w ′ −→ w be the obvious map, and complete to a triangle w ′ −→ w −→ w ′′ −→. Since w ∈ T ≥m and G ∈ T ≤0 a nonzero map Σ i G −→ w can only happen when i ≤ −m, giving w ′ ∈ Coprod 1 G[m, ∞) , which also means w ′ ∈ T ≥m+a . The fact that w −→ w ′′ belongs to the ideal I is immediate, and the triangle w −→ w ′′ −→ Σw ′ , coupled with the fact that w ∈ T ≥m and Σw ′ ∈ T ≥m+a−1 , gives Lemma 2.5. Let X be a noetherian scheme and G an object in D b coh (X). Any map
Proof. We prove this by induction on N , let us begin with the case N = 1. Since G is bounded it belongs to some D qc (X) ≥a , and hence
F is a map from a compact object C to a coproduct F = λ∈Λ Σ i λ G, and hence factors through a finite subcoproduct. That is we can write F = F ′ ⊕ F ′′ , with F ′ ∈ coprod 1 G[M, ∞) a finite subcoproduct, so that the square in the diagram below commutes
The rows are triangles, hence we may complete to a morphism of triangles
We have proved the case N = 1 of the Lemma, and now it's time for the induction step. Suppose therefore that we know the statement up to N ≥ 1. We apply Lemma 1.5 with T = D qc (X), and with
We deduce that any map E −→ F , with
Lemma 2.6. Let X be a noetherian scheme and let G be an object in
Proof. Observe that, for the standard t-structure on D qc (X), we have
It therefore suffices to show that, for every n ≤ 0,
Lemma 2.4 gives us the inclusion
To show this observe that the identity map 1 :
, and by Lemma 2.5 it must factor through an object b ∈ coprod 2N G[n − M, ∞) . Thus x is a direct summand of b, which belongs to
And now it's time to finish off.
Lemma 2.7. Theorem 0.15 follows from Theorem 2.3.
Proof. Suppose X satisfies Hypothesis 0.14. Theorem 2.3 allows us to choose an object G ∈ D b coh (X) and an integer N > 0 so that
where the first inclusion is by Lemma 2.6 and the second inclusion is obvious.
3. An object G ∈ D b coh (X) generating D qc (X) in finitely many steps This section is devoted to the proof that Theorem 2.3 follows from Theorem 2.1. Let us begin with a general little lemma.
Lemma 3.1. Let (T, ⊗, 1) be a tensor triangulated category and let H ∈ T be an object. The thick tensor ideal generated by H is the union, over all objects C ∈ T and all integers N > 0, of the subcategories C ⊗ H N .
Proof. Let I be the thick tensor ideal generated by H. Because I is an ideal containing H we have C ⊗ H ∈ I for every C ∈ T, and because I is thick C ⊗ H N ⊂ I. Therefore
We need to prove the reverse inclusion. For this it suffices to show that J = N >0, C∈T C⊗ H N is a thick tensor ideal containing H. Trivially H ∈ 1 ⊗ H 1 ⊂ J. Now let K be an object in T. For any object C ∈ T and any integer N > 0 we have
and hence K ⊗ J ⊂ J. Therefore T ⊗ J ⊂ J, that is J is a tensor ideal. The fact that Σ C ⊗ H M = C ⊗ H M tells us that ΣJ = J, and the inclusions
imply that J ⋆ J ⊂ J; it therefore follows that is J is triangulated. Finally the fact that smd C ⊗ H M = C ⊗ H M implies that smd(J) = J. Hence J is a thick tensor ideal containing H.
And now we get down to business.
Proof that Theorem 2.3 follows from Theorem 2.1. Let X be a scheme satisfying Hypothesis 0.14; in particular X is noetherian. If X does not satisfy Theorem 2.3, the noetherian hypothesis allows us to choose a closed subscheme Z ⊂ X minimal among those which do not satisfy Theorem 2.3. Replacing X by Z, we may assume that all proper closed subschemes Z ⊂ X satisfy Theorem 2.3-it suffices to prove that so does X.
Next observe that we may assume X reduced: let j : X red −→ X be the inclusion of the reduced part of X, let I be the ideal sheaf defining the subscheme X red ⊂ X, and let n be an integer so that I n = 0. Because X is separated and noetherian [5, 6.7] tells us that the map D(qc/X) −→ D qc (X) is an equivalence-hence, up to replacing an object C ∈ D qc (X) by an isomorph, we may assume any object C ∈ D qc (X) is a complex of quasicoherent sheaves on X. But then the complex C admits a filtration
where the objects I j C/I j+1 C belong to Rj * D qc (X red ). Thus C belongs to
and it suffices to prove that D qc (X red ) = Coprod N G(−∞, ∞) for some integer N > 0 and some object G ∈ D b coh (X red ). Now let f : Y −→ X be a regular alteration. Because Y is finite-dimensional, separated and regular we may apply Theorem 2.1 to Y , after all we are assuming Theorem 2.1. We may choose an object G ∈ D perf (Y ) and an integer N so that
coh (X). The projection formula tells us that, for any object C ∈ D qc (X), we have C ⊗ L X Rf * O Y ∼ = Rf * Lf * C, and hence
. Now let us study the object Rf * O Y . Since X is reduced and the map f is finite over a dense open set of X, there is a dense open subset V ⊂ X over which f is finite and flat. Therefore the restriction of Rf * O Y to the open set V is a vector bundle-it is definitely a perfect complex. By Thomason's localization theorem we may choose a perfect complex H on X, and a map H −→ Rf * O Y ⊕ ΣRf * O Y inducing an isomorphism on V -see [36] or [24, statements 2.1.4 and 2.1.5]. Complete this map to a triangle
coh (X), and its restriction to V vanishes. By [31, Lemma 7 .40] there is an inclusion of a closed subscheme i : Z −→ X, with image contained in X − V , and an object P ∈ D b coh (Z) so that Q = Ri * P . Because Z is a proper closed subscheme of X Theorem 2.3 is true for Z, and we may choose an object G ′ ∈ D b coh (Z) and an integer M so that D qc (Z) = Coprod M G ′ (−∞, ∞) . Now let C ∈ D qc (X) be arbitrary and tensor the triangle above with C; we obtain the triangle
which is contained in
where
. Now let us study the object H. It is a compact object, and on the subset V it is isomorphic to the direct sum Rf * O Y ⊕ ΣRf * O Y . Since over V the map f is finite, flat and surjective, the object Rf * O Y restricts to a nowhere vanishing vector bundle on V . Thus the support of H contains the dense open set V , and since the support of the compact object H is closed it must be all of X. By Thomason [35, Theorem 3.15] (or by Balmer [3, Theorem 5.5]) the thick tensor ideal in D perf (X) generated by H is all of D perf (X). In particular the sheaf O X belongs to the thick tensor ideal generated by H; by Lemma 3.1 there exists an object C ∈ D perf (X) and an integer L so that O X ∈ C ⊗H L . By Corollary 1.11 we have C ⊗ H L ⊂ Coprod 2L (C ⊗ H)(−∞, ∞) , and hence
completing the proof that Theorem 2.3 follows from Theorem 2.1. ✷
Approximation in the case of quasiprojective schemes
We begin by reminding the reader of some standard facts. Under the standard correspondence, which takes graded R[x 0 , x 1 , . . . , x n ]-modules to sheaves on P n R , we deduce an exact sequence on P n
In the triangle D −→ E −→ F −→ we have D ∈ D qc (X) <A , and in the case where X is noetherian and the cohomology of F is coherent the object E is compact. Example 1 It follows that, for some integers n > 0 and A ≤ B, the object E must belong to
This motivates the following Definition 5.2. Let X be a noetherian, separated scheme. We say that a subcategory S ⊂ D − qc (X) is approximable if there exists a compact generator G ∈ D qc (X) with the property that, for every integer m, there exist integers n, A ≤ B, depending only on S, G and m, so that any object F ∈ S admits a triangle
is approximable for one compact generator it is approximable for every compact generator. If G, G ′ are two compact generators, the fact that G ′ is compact while G generates tells us that for some integers n, A, B the object G ′ belongs to smd coprod n G[A, B] ⊂ Coprod 2n G [A − 1, B] , and by symmetry G belongs to smd coprod Example 5.5. Let X be a scheme over a ring R, with an ample line bundle L. Suppose that some sections of L give a morphism (i.e. a base-point free map) f : X −→ P n R , and Proof. Let m be an integer and G a compact generator for D qc (X). Because S ′ is approximable there are integers n ′ , A ′ , B ′ so that any
Next choose an integer ℓ so that H i (X, A) = 0 for all quasicoherent sheaves A and all i > ℓ. Now G is compact, meaning a perfect complex, and hence G ∨ = RHom(G, O X ) is also a perfect complex, and belongs to D qc (X) ≤a for some integer a. Let F be an object of S ⋆ S ′ . Then there exists a triangle F −→ F −→ F ′ −→ with F ∈ S and F ′ ∈ S ′ . By the above there exist triangles
where the rows are triangles, and the composite from top left to bottom right is a map from 
From the triangle E −→ E −→ E ′ −→ and the fact that E ∈ Coprod n G[A, B] and
Lemma 5.7. f : X −→ Y be a proper map of noetherian schemes, and let S be an approximable subcategory of D − qc (X). Then Rf * S is an approximable subcategory of
Proof. Choose a compact generator G ∈ D qc (X). Because f is proper the object Rf * G has bounded-above coherent cohomology; it belongs to D − coh (X) and in Reminder 5.1 we learned that it is approximable. Slightly more generally: given any pair of integers A ≤ B, the finite category with objects B = {Σ i Rf * G, −B ≤ i ≤ −A} is approximable. By Lemma 5.6 so is Coprod n (B) for any n.
Choose an integer ℓ so that Rf * D qc (X) ≤0 ⊂ D qc (Y ) ≤ℓ . Given an integer m, the fact that S is approximable in D qc (X) allows us to choose integers n, A, B so that any object F ∈ S admits a triangle D −→ E −→ F −→ with D ∈ D qc (X) <m−ℓ and E ∈ Coprod n G[A, B] . By the first paragraph the category Coprod n Rf * G[A, B] is approximable in D qc (Y ); fix a compact generator H ∈ D qc (Y ), and we may choose integers n ′ , A ′ , B ′ so that every object F ′ ∈ Coprod n Rf * G[A, B] admits a triangle
We have now chosen all our integers. I assert that every object Rf * F ∈ Rf * S admits a triangle
It remains to prove the assertion. By our choice of n, A, B, the object F ∈ S admits a triangle
The choice of the integer ℓ guarantees that Rf * D ∈ D qc (Y ) <m , and we know that
By our choice of the integers n ′ , A ′ , B ′ there exists a triangle
. Now complete the composable maps E −→ Rf * E −→ Rf * F to an octahedron; we obtain a diagram where the rows and columns are triangles
The fact that D ′ , Rf * D both belong to D qc (Y ) <m says that so does D, and the triangle D −→ E −→ Rf * F −→ has the desired properties.
And now for the proof of Theorem 0.16. The statement, rephrased in terms of the categories Coprod N G[A, B] as in Remark 1.12, is Theorem 5.8. Let X be a separated scheme, of finite type over a noetherian ring R. Then the category D qc (X) ≤n is approximable for any integer n.
Proof. If the theorem were false, then the set of closed subschemes of X on which it fails would have a smallest member. We may therefore assume the theorem is true on every proper, closed subscheme of X.
By Chow's Lemma we may choose a proper morphism f : Y −→ X, where Y is quasiprojective over R and f is an isomorphism on a dense open subset. In the triangle Q −→ O X −→ Rf * Lf * O X −→ we have that Q is isomorphic to a bounded complex of coherent sheaves, which vanish on the dense open set where f is an isomorphism. By [31, Lemma 7 .40] there is a closed immersion i : Z −→ X and an object of P ∈ D b coh (Z), so that Q = Ri * P . Now take any object in F ∈ D qc (X); tensoring the triangle with F we obtain a triangle
, and the projection formula allows us to rewrite this as Ri <m and Li * F ∈ D qc (Z) <m , and since P is bounded it lies in some D qc (Z) ≤ℓ and hence Li * F ⊗ P ∈ D qc (Z) <m+ℓ . The triangle therefore shows that
Because Z is a proper closed subscheme of X the category We begin with a straightforward corollary of Theorem 5.8:
Corollary 6.1. Let m ≤ n be integers, let X be a scheme of finite type over a noetherian ring R, and let G be a classical generator for D perf (X) ⊂ D qc (X). There exist integers N, A, B, depending only on G, m and n, so that if F ∈ D qc (X) satisfies
Proof. Choose an integer ℓ so that H i (X; M) = 0 for all quasicoherent sheaves M and all i > ℓ, and then apply Theorem 5.8 to the integers min(n, m − ℓ) ≤ n, the scheme X and the classical generator G ∈ D perf (X). There exist integers N, A ≤ B so that any In Sections 4 and 5 our schemes were mostly assumed noetherian. The next result drops this hypothesis: we're about to prove Theorem 0.18. We state its Coprod N G[A, B] version for the reader's convenience. In the proof we will freely appeal to the fact that the categories D qc (X) contain compact generators for any quasicompact, quasiseparated scheme X-see [6, Theorem 3. RHom(Rh ′ * Q ′ , Rℓ * Lℓ * F ) The vanishing of the objects RHom(Rh ′ * Q ′ , Rj ′ * Lj ′ * F ) ∼ = Rj ′ * RHom(Lj ′ * Rh ′ * Q ′ , Lj ′ * F ) and RHom(Rh ′ * Q ′ , Rℓ * Lℓ * F ) ∼ = Rℓ * RHom(Lℓ * Rh ′ * Q ′ , Lℓ * F ) is because Lj ′ * Rh ′ * Q ′ = 0 = Lℓ * Rh ′ * Q ′ . From the triangle we learn that RHom(Rh ′ * Q ′ , F ) is isomorphic to RHom(Rh ′ * Q ′ , Rh ′ * Lh ′ * F ) = Rh ′ * RHom(Lh ′ * Rh ′ * Q ′ , Lh ′ * F ) = Rh ′ * RHom(Q ′ , Lh ′ * F ), which we can compute using the projective resolution for Q ′ on the affine open set U ′ . We deduce that RHom(Rh ′ * Q ′ , F ) ∈ D qc (Y ) ≤1 for every object F in D qc (Y ) ≤0 . A, B] . Since Lf * G ′ is compact and G is a compact generator of D qc (X), we have Lf * G ′ ∈ Coprod K ′ G[α, β] for some integers K ′ , α ≤ β, and therefore Q ∈ Coprod KK ′ G(α + A, β + B] .
We finish the article with Proof of Theorem 2.1. If X is affine, that is X = Spec(R) for some ring R of finite global dimension, then at some level the result goes back to Kelly [17] ; see also Street [34] . The reader can find modern treatments in Christensen [7, Corollary 8.4] 
