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Resumen Sobre datos de exa´menes rendidos y aprobados de las mate-
rias del Ciclo Comu´n de Articulacio´n (CCA) de las carreras de Ingenier´ıa
de la Facultad de Tecnolog´ıa y Ciencias Aplicadas, se propone conformar
la vista minable apropiada para la aplicacio´n de me´todos de miner´ıa de
secuencias temporales, como parte de en un proyecto de extraccio´n de
conocimiento. El proceso de elaboracio´n de esta vista minable se lleva
a cabo siguiendo las actividades de la fase de seleccio´n y preparacio´n
de datos, segu´n la metodolog´ıa CRISP-DM. Una vez definidos los ele-
mentos de la secuencia, Identificador, Tiempo y Evento, se genera una
vista minable y se realiza un estudio de frecuencias en las secuencias de
aprobacio´n de materias.
Keywords: Miner´ıa de Datos, Miner´ıa de Secuencia Temporal, Vista
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1. Introduccio´n
La Miner´ıa de Secuencias [1] consiste en la bu´squeda de patrones secuencia-
les frecuentes en una base de datos de eventos con fecha y hora [9] [4]. Existen
adema´s, diversos me´todos para minar secuencias. Ahola [2] explicita varios, tales
como SPADE [12], o PrefixSpan [8], entre otros. Como antecedente en la apli-
cacio´n de minar secuencias sobre datos provenientes de entornos educativos se
tiene el trabajo de Guerra [5], donde usan los me´todos SPAM [3] y PexSPAM
[6] para descubrir patrones comunes en secuencias de ejercicios parametrizados
usados en herramientas de aprendizaje on-line.
Los algoritmos de miner´ıa de secuencias, requieren hacer una transformacio´n
de los datos para llevarlos al formato adecuado. Una Vista Minable es la conso-
lidacio´n en una u´nica tabla de todas las observaciones y los atributos sobre los
que se aplicara´n los algoritmos de miner´ıa de datos.
La metodolog´ıa CRISP-DM (CRoss Industry Standard Process for Data Mi-
ning) [11], respecto a otras metodog´ıas, posee ventajas comparativas segu´n Moi-
ne [7]. CRISP-DM es una metodolog´ıa para el descubrimiento de conocimiento
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en bases de datos, estructurada en un proceso jera´rquico, compuesto por tareas
descriptas en cuatro niveles diferentes de abstraccio´n, que van desde lo general a
lo espec´ıfico. CRISP-DM propone, en el nivel ma´s alto, seis fases para el proceso
de miner´ıa de datos: 1.Entendimiento del negocio, 2.Entendimiento de los datos,
3.Seleccio´n y Preparacio´n de los datos, 4.Modelado, 5.Evaluacio´n y 6.Implemen-
tacio´n. Cada fase plantea tareas generales que se proyectan a tareas espec´ıficas,
que describen las acciones que deben ser desarrolladas para situaciones espec´ıfi-
cas en procesos de extraccio´n de conocimiento a partir de datos.
Las fases 1 y 2 fueron planteadas en el trabajo “Extraccio´n de Conocimiento
en el Cursado del Ciclo Comu´n de Articulacio´n de Carreras de Ingenier´ıa”[10]
con el objetivo de caracterizar y analizar el recorrido acade´mico de exa´menes
rendidos por alumnos del Ciclo Comu´n de Articulacio´n (CCA) de las Carreras
de Ingenier´ıa en la Facultad de Tecnolog´ıas y Ciencias Aplicadas (FTyCA) de
la Universidad Nacional de Catamarca (U.N.CA.)
En el presente trabajo se lleva a cabo la fase 3.Seleccio´n y Preparacio´n de
Datos, que consta de dos sub-fases: Comprensio´n de los Datos (Apartado 3.1) y
Preparacio´n de los Datos (Apartado 3.2). En la primera de ellas se realizan las
actividades de Recoleccio´n de datos iniciales, Descripcio´n de los datos y Explora-
cio´n inicial de los datos. En la segunda, se ejecutan las actividades de Seleccionar
los datos, Limpieza de los datos, Construccio´n de los datos. Se busca de este mo-
do, a partir de registros de actas de exa´menes, construir la vista minable que sea
apta para ser procesada mediante te´cnicas de miner´ıa de secuencias.
En la Seccio´n 4 se explica el proceso de transformacio´n de los datos para
generar la vista minable. Luego, en la Seccio´n 5, se muestran resultados del
ana´lisis frecuencial sobre la vista minable. Finalmente, la Seccio´n 6 cierra el
trabajo con las conclusiones y trabajo futuro.
2. Miner´ıa de Secuencias Temporales
La Miner´ıa de Secuencias Temporales consiste en encontrar patrones de se-
cuencias, generalmente bajo la forma de asociaciones del tipo: cuando ocurre
A, entonces ocurre B dentro de algu´n lapso de tiempo[2]. El proceso de descu-
brir patrones secuenciales involucra dos etapas: representar las secuencias y la
aplicacio´n del algoritmo que encontrara´ patrones frecuentes en las secuencias.
La formulacio´n del problema de miner´ıa de secuencias frecuentes involucra
los siguientes elementos ba´sicos [12]:
Alfabeto: conjunto de ı´tems. I = {i1, i2; ...; im}
Evento: n-upla no ordenada de ı´tems. αi = (i1; i2; ...; in)
Secuencia: lista ordenada de eventos α = (α1 → α2 → ...→ αk)
Una secuencia α esta´ compuesta de uno o ma´s eventos αi que a su vez incluyen
n ı´tems del alfabeto I.
El taman˜o de un evento esta´ dado por la cantidad n de ı´tems que lo integran.
El ancho de la secuencia lo determina el ma´ximo taman˜o de los eventos αi
que componen dicha secuencia. El largo de una secuencia esta´ determinado por
la cantidad k de eventos que componen la misma.
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El primer paso para aplicar un me´todo de miner´ıa de secuencias es repre-
sentar los datos a procesar bajo el formato de transacciones. Una transaccio´n o
secuencia se identifica mediante un nu´mero (Id de transaccio´n) y esta´ compuesta
por una serie de eventos.
Las transacciones o secuencias temporales incorporan adema´s informacio´n
sobre el momento de ocurrencia de cada evento (variable tiempo). Por ello en
una secuencia temporal, la serie de eventos se ordena segu´n la variable tiempo
y se consigna el tiempo de ocurrencia del evento.
El total de transacciones constituye la base de datos D para realizar la mi-
ner´ıa de secuencias. Por lo tanto D es una coleccio´n de secuencias de entrada.
Cada secuencia de entrada tiene un identificador u´nico (Sid) y, a su vez, cada
evento de una secuencia tiene tambie´n un identificador u´nico (Eid). Adema´s,
cada evento de una secuencia tiene asociado un valor de la variable tiempo
(t(Eid)), donde no puede haber 2 eventos con el mismo valor de tiempo. Por lo
tanto, t(Eid) se puede usar como identificador del evento. Dentro de una tran-
saccio´n, los eventos se ordenan de manera ascendente segu´n la variable tiempo.
Es decir, si el evento αi ocurre antes que el evento αj , entonces t(αi) < t(αj).
En el presente trabajo, se obtiene el conjunto de datos inicial y se lo procesa
para conformar un conjunto D de secuencias de exa´menes aprobados que tenga
las variables (Sid), (Eid) y t(Eid), que requiere una vista minable de miner´ıa de
secuencia temporal. Luego, como primer estudio de las secuencias, se realizan
diversos ana´lisis frecuenciales sobre el conjunto de secuencias D.
3. Seleccio´n y Preparacio´n de Datos
3.1. Comprensio´n de los Datos
Esta fase de comprensio´n de los datos, comprende la recoleccio´n inicial de
datos, con el objetivo de establecer un primer contacto con el problema, familia-
riza´ndose con ellos, identificar su calidad y establecer las relaciones ma´s evidentes
que permitan definir futuras acciones.
3.1.1. Recoleccio´n de datos iniciales. Se definio´ como unidad observa-
cional los exa´menes rendidos por alumnos de las carreras de Ingenier´ıa de la
Facultad de Tecnolog´ıa y Ciencias Aplicadas, particularmente los exa´menes co-
rrespondientes a las materias del CCA, acotando la consulta de informacio´n a
los exa´menes hasta el 02/06/2016 de alumnos de las cohortes entre los an˜os 2004
y 2013 inclusive.
3.1.2. Descripcio´n de los datos La informacio´n extra´ıda del sistema SIU-
GUARNI fue presentada en un archivo en formato Microsoft Excel con la to-
talidad de exa´menes rendidos por los alumnos de las carreras de ingenier´ıa.La
consulta consta de 14166 registros (exa´menes), con los siguientes campos:
Carrera: el nombre de la carrera de Ingenier´ıa que se dicta en la FTyCA.
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IdAlumno: el nu´mero de legajo que identifica un´ıvocamente a cada alumno.
Cohorte: el an˜o de ingreso a la Carrera del alumno.
Materia: Co´digo alfanume´rico que identifica a cada materia del CCA.
Fecha: fecha en la cual el alumno ha rendido el examen de la materia.
Resultado: resultado evaluatorio que ha obtenido el alumno en un examen.
Forma: forma en la que se ha tomado el examen ya sea rindiendo el mismo
o solicitando equivalencia.
En la tabla 1 se puede apreciar la descripcio´n de las variables extra´ıdas.
Tabla 1. Descripcio´n de las variables extra´ıdas
Atributo Tipo Valores Posibles
Carrera Catego´rica [MINAS,ELECTRONICA,AGRIMENSURA,INFORMATICA]
IdAlumno Entero
Cohorte Catego´rica 2004-2005-2006-2007-2008-2009-2010-2011-2012-2013
Materia Catego´rica M1-M2-M3-M4-M5-M6-M7-M8-M9-M10-M11
Fecha Fecha [01/01/2004 al 31/12/2013]
Resultado Catego´rica [APROBADO - AUSENTE - REPROBADO]
Forma Catego´rica [EXAMEN - EQUIVALENCIA]
3.1.3. Exploracio´n inicial de los datos. Los datos recolectados se han ex-
plorado con el software WEKA para observar las distribuciones de las variables
catego´ricas. No se contabilizaron frecuencias de las variables “Fecha” y “IdA-
lumno”. La variable “Fecha” no se evaluara´ en esta etapa porque ma´s adelante
sera´ transformada. La variable “IdAlumno” no se considera porque no aporta
informacio´n al problema de estudio, por ser so´lo un identificador.
De los 14436 registros de exa´menes, se tiene que en 5660 de ellos el Resul-
tado es APROBADO, en 3991 es REPROBADO y 4785 con AUSENTE.
En la Figura 1 se observa la distribucio´n de las variables catego´ricas del
conjunto de datos considerando como variable de clase a la variable “Resultado”.
El bloque inferior representa los exa´menes con resultado Aprobado, el bloque
medio aquellos con resultado Reprobado y el bloque superior a los exa´menes con
resultado Ausente.
En la tabla 2 se detalla la cantidad de exa´menes que existen por materia.
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Figura 1. Distribucio´n de las variables catego´ricas del conjunto de datos con variable
de clase “Resultado”
Tabla 2. Cantidades de Exa´menes por Materia
Materia Codigo de Materia Cantidad
FUNDAMENTOS DE INFORMA´TICA M1 1921
QUI´MICA M2 1768
FI´SICA I M3 1191
SISTEMA DE REPRESENTACIO´N M4 832
A´LGEBRA M5 2439
GEOMETRI´A ANALI´TICA M6 1965
ANA´LISIS MATEMA´TICO I M7 2127
ANA´LISIS MATEMA´TICO II M8 638
CA´LCULO AVANZADO M9 298
PROBABILIDAD Y ESTADI´STICA M10 619
FI´SICA II M11 638
3.2. Preparacio´n de los datos
En esta fase y una vez efectuada la recoleccio´n inicial de datos, se procede a
su preparacio´n para adaptarlos a las te´cnicas de Miner´ıa de Datos que se utilicen
posteriormente.
3.2.1. Seleccionar los datos. Se descarta para este estudio el atributo “Ca-
rrera”, porque se considera que no aporta informacio´n en el ana´lisis de secuencia
deseado ya que el conjunto de materias del CCA es comu´n en todas las carreras.
3.2.2. Limpieza de los datos. Se eliminaron todas las observaciones de
aquellos alumnos que hubieran aprobado al menos una materia bajo la forma
de aprobacio´n EQUIVALENCIA. Los exa´menes rendidos de esta forma no per-
miten determinar la fecha original de su aprobacio´n. Tambie´n se eliminaron las
observaciones donde el resultado del examen fuera Reprobado o Ausente, debido
a que el objeto de estudio es la secuencia de exa´menes aprobados.
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3.2.3. Construccio´n de los datos. Para poder aplicar los algoritmos de
miner´ıa de secuencia temporal se necesita que la vista minable tenga un atribu-
to que exprese el tiempo del evento. El atributo “Fecha” podr´ıa ser candidato
para marcar el tiempo del evento, pero tiene la dificultad de que estamos con-
siderando en el conjunto de datos a alumnos de diferentes cohortes con los cual
sus exa´menes no se han rendido en el mismo intervalo de tiempo. Resulta nece-
sario normalizar los valores del atributo “Fecha” en una escala comu´n a todos
los alumnos, y para ello se decidio´ normalizar el valor de la variable “Fecha”
sobre una variable que represente cua´ntos semestres acade´micos trancurrieron
desde el ingreso a la carrera hasta la fecha del aprobacio´n del examen. Como el
an˜o acade´mico va de Abril a Marzo, se considera como un semestre acade´mico
al per´ıodo Abril-Septiembre y el otro semestre comprende los meses Octubre-
Marzo. Para determinar en que´ semestre aprobo´ las diferentes materias cada
alumno, se inicia en 1 el conteo a partir del an˜o de ingreso a la carrera indicado
el valor de la variable “Cohorte”. Luego, se incrementa en 1 por cada semestre
que avanza en el tiempo de la vida acade´mica del alumno. En la tabla 3 se mues-
tra un ejemplo de la normalizacio´n de la fecha. En el caso particular del alumno
1 cuya cohorte es 2006 y fecha de examen 01/12/2006, el valor del semestre se
calcula sumando la cantidad de semestres transcurridos desde 01/04/Cohorte
hasta el semestre en el que corresponde la fecha de examen, en este caso es
[Abril-2006 a Septiempre-2006] + [Octubre-2006 a Marzo-2007] = 2 semestres.
Tabla 3. Ejemplo de normalizacio´n de la variable “Fecha” en la variable “Semestre”
IdAlumno Cohorte fecha del examen Semestre
1 2006 04/07/2006 1
1 2006 01/12/2006 2
2 2004 02/07/2004 1
2 2004 23/11/2005 4
2 2004 20/02/2006 4
3 2005 02/12/2005 2
3 2005 30/11/2006 4
4. Modelado de la Vista Minable
Luego de las etapas de limpieza y construccio´n de datos se ha obtenido un
conjunto de datos a analizar de 4198 registros de exa´menes aprobados. En la
Tabla 4 se muestra un ejemplo del conjunto de datos as´ı obtenido, donde las
filas se ordenan segu´n la fecha de examen.
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Tabla 4. Ejemplo de representacio´n de datos de actas de examen ordenadas por fecha
de examen.
fecha del examen semestre IdAlumno Materia
02/07/2004 1 2 M4, M5
23/11/2005 4 2 M1, M3
02/12/2005 2 3 M1
20/02/2006 4 2 M6
04/07/2006 1 1 M6
30/11/2006 4 3 M2, M7
01/12/2006 2 1 M3
Para generar la vista minable apta para la aplicacio´n de miner´ıa de secuencias
temporales, el siguiente paso consiste en agrupar para cada alumno, las actas
de exa´menes de aquellas materias que haya aprobado. Para ello, se reordenan
las filas y columnas de la Tabla 4, quedando conformada la estructura que se
muestra en Tabla 5.
Tabla 5. Ejemplo de detalle cronolo´gico de materias aprobadas por cada alumno.
IdAlumno Fecha del examen Semestre Materia
1 04/07/2006 1 M6
1 01/12/2006 2 M3
2 02/07/2004 1 M4, M5
2 23/11/2005 4 M1, M3
2 20/02/2006 4 M6
3 02/12/2005 2 M1
3 30/11/2006 4 M2, M7
Un conjunto de datos secuenciales se caracteriza por contar con tres colum-
nas: Objeto (Sid), Tiempo t(Eid), I´tems. Se considera como variable Tiempo del
Evento t(Eid) a la variable Semestre de la Tabla 5.
En la Tabla 6 se muestran las secuencias temporales construidas a partir
de la Tabla 5, cuyo formato es el apropiado para ser procesado con algoritmos
de Miner´ıa de Secuencias. Dicho formato no permite que una secuencia tenga
eventos en un mismo tiempo. Por ello, para el alumno 2 que en la Tabla 5 tiene
2 eventos en el semestre 4, en la Tabla 6 ambos eventos se unifican.
As´ı la Tabla 6 tiene los elementos ba´sicos descriptos en la Seccio´n 2:
Identificador u´nico de secuencia: Sid establecido segu´n el atributo “Le-
gajo”.
Tiempo del evento: t(Eid) es el atributo “Semestre” definido en el Apar-
tado 3.2.3.
I´tems del evento: representa la n-upla de ı´tems, atributo “Materia” apro-
badas por un alumno en un semestre acade´mico en particular.
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Tabla 6. Ejemplo de secuencia temporal de materias aprobadas por cada alumno.
IdAlumno (Sid) Tiempo del evento t(Eid) I´tems del evento
1 1 (M6)
1 2 (M3)
2 1 (M4,M5)
2 4 (M1,M3,M6)
3 2 (M1)
3 3 (M2,M7)
5. Ana´lisis Frecuencial de Secuencias Temporales
Para realizar un estudio de la frecuencias de eventos en la secuencia temporal,
se utilizo´ el software R,ejecutado funciones del paquete arulesSequences sobre la
vista minable construida previamente.
Aplicando la funcio´n summary a las transacciones generadas mediante la
funcio´n read basket, se obtiene la cantidad eventos segu´n su taman˜o, es decir
la cantidad de ı´tems que componen cada evento. En la Tabla 7 se detalla la
cantidad de veces que se aprobaron n materias en un semestre acade´mico. La
primera columna informa que 2078 veces se aprobo´ solo una materia en un
semestre, mientras que la u´ltima columna expresa que 15 veces se aprobaron 6
materias en un semestre acade´mico.
Tabla 7. Cantidad de eventos segu´n la cantidad de ı´tems
Cant. I´tems 1 2 3 4 5 6
Cant. Eventos 2078 642 143 48 25 15
La Tabla 8, obtenida aplicando la funcio´n timeFrequency, muestra la cantidad
de eventos ocurridos para cada valor de la variable tiempo. Representa para cada
semestre acade´mico en particular (valor de tiempo) cua´ntas veces se aprobo´ al
menos una materia del CCA, por ejemplo durante el semestre 7 han ocurrido 144
eventos de aprobacio´n de exa´menes (cada evento incluye una o mas materias).
Tabla 8. Cantidad de eventos segu´n valor de tiempo t(Eid)
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
402 684 283 410 174 262 144 177 81 99 44 48 32 36 16 23 11 10 7 2 4 1 1
La funcio´n timeFrequency(vista minable,“gaps”) calcula los valores de la Ta-
bla 9, con la cantidad de veces que eventos consecutivos de las secuencias ocu-
rren con una cierta brecha (gap) de tiempo (semestres). La brecha (gap) entre 2
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eventos consecutivos es la diferencia en tiempo de los mismos [2]. En s´ımbolos:
t(αj) − t(αj−1). Por ejemplo, en 89 oportunidades la distancia o brecha entre
exa´menes aprobados es de 4 semestres.
Tabla 9. Cantidad de eventos cada cierto intervalo de tiempo
Brecha 1 2 3 4 5 6 7 8 9 10 11 13 14 15 16
Eventos 1123 579 168 89 35 29 11 10 10 3 3 1 1 2 1
La funcio´n timeFrequency(vista minable,“span”) calcula los valores de la Ta-
bla 10, que muestra la cantidad de secuencias (alumnos) segu´n el lapso (span)
de tiempo (semestres). El lapso es la duracio´n neta (en semestres) del recorrido
acade´mico de aprobacio´n de materias. El lapso (span) de una secuencia se de-
termina restando el tiempo del u´ltimo evento menos el tiempo del primer evento
de la misma [2]. En s´ımbolos: span(Sk) = max(t(αj(Sk)))−min(t(αi(Sk))). Por
ejemplo, son 66 las secuencias (alumnos) que entre la primera y la u´ltima mate-
ria aprobada tienen un lapso de 4 semestres. Con lapso = 0 hay 242 secuencias
(alumnos), es decir que esas secuencias tienen un u´nico evento.
Tabla 10. Cantidad de secuencias por lapso de tiempo
Lapso 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 22
Secuencias 242 101 68 57 66 57 41 57 38 35 17 19 18 19 14 13 6 8 4 4 1 1
La Tabla 11 muestra la cantidad de secuencias (alumnos) segu´n la cantidad
de ı´tems de cada secuencia (exa´menes). Por ejemplo con 11 exa´menes aprobados
existen 101 alumnos.
Tabla 11. Cantidad de secuencias por cantidad de ı´tems
Cant. I´tems 1 2 3 4 5 6 7 8 9 10 11
Cant. Secuencias 166 134 129 77 66 49 56 49 40 19 101
6. Conclusiones y Trabajo Futuro
Siguiendo la metodolog´ıa CRISP-DM se pudo construir una vista minable
apta para algoritmos de miner´ıa de secuencias, en datos del contexto educativo.
El ana´lisis frecuencial realizado a las secuencias permite conocer diferentes
caracter´ısticas del feno´meno de aprobacio´n de materias del CCA. Lo ma´s comu´n
es que se apruebe una sola materia en un semestre acade´mico (Tabla 7). Los
alumnos aprueban mayor cantidad de materias del CCA durante el segundo se-
mestre de su historia acade´mica (Tabla 8). Lo usual es que se aprueben materias
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con un semestre de diferencia (Tabla 9). La mayor´ıa de los alumnos registra un
so´lo evento de aprobacio´n de materias (Tabla10). De los 886 alumnos conside-
rados, so´lo 101 (el 11%) de ellos han aprobado las 11 materias del CCA (Tabla
11).
El resultado de este trabajo posibilita que a futuro se cumpla con las fases
4 y 5 de CRISP-DM, utilizando algoritmos espec´ıficos para encontrar patrones
frecuentes de aprobacio´n de materias y relacionarlos con el grado de avance en la
carrera y los plazos que demanda aprobar las materias del CCA. De esta manera
se espera contar con informacio´n estrate´gica y novedosa, la cual no es brindada
por las herramientas habituales de informes y que se encuentra oculta en los
datos y solo puede ser obtenida por te´cnicas de miner´ıa de datos.
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