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Abstract
In the present work, we study the entropy productions in a system controlled by double control
parameters. By introducing a thermal fluctuation part, we solve the problem that the second law
of the thermodynamics seems to be violated by the thermal fluctuation near equilibrium in the
microscopic levels. Then we define the negative and the compensating entropy productions in the
macroscopic levels.
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I. INTRODUCTION
As very well known, the second law seems to be violated in the microscopic levels. To
solve the problems, various versions of the fluctuation theorems [1–9] have been studied
ever since the first version of which was introduced by Evans, Cohen, and Morriss in 1993
[10], and they have been verified through experiments (reviewed in [9]). Among them, the
detailed fluctuation theorem is given by
P (+∆S)
P (−∆S) = e
∆S, (1)
where P (±∆S) is the probability of the entropy increasing (+∆S) or decreasing (−∆S)
events [8–12]. The relation explains the entropy productions in the nonequilibrium processes
very well. However, the relation can not explain the violation of the second law of the
thermodynamics near equilibrium. For an example, let us imagine a system fluctuating
by the thermal fluctuation near equilibrium. In the thermodynamic limits, ∆S → 0, the
relation (1) does not matter. However, in the microscopic levels, (1) could be violated
because of the thermal fluctuation, P (+δS) = P (−δS), where δS is entropy change due to
thermal fluctuation. We think that the relation (1) is right in itself, but something has been
missed. As seen in ref. [8], ∆S in (1) can be one of ∆Stot, ∆Sna and ∆Sa. Thus, the first
purpose of this work is to explain the thermal fluctuation in ∆Stot/na/a near equilibrium.
We will show that the entropy productions due to the thermal fluctuation are canceled out
in ∆Sna.
The second purpose of this work is to find the negative and the compensating entropy
productions, which are associated with the so-called Schro¨dinger’s paradox. In the book
What is Life? [13], Schro¨dinger said that life feeds on negative entropy to avoid decay to
equilibrium (or death). His negative entropy seems to be violating the second law of ther-
modynamics in the macroscopic levels, which is the “Shro¨dinger’s Paradox”. According to
Prigogine, the negative entropy production is compensated by the positive entropy produc-
tion due to the heat flow in reservoir [14, 15]. Though his explanation is widely accepted,
the negative and the compensating entropy productions were not discussed enough, so far.
In this work, we define the negative and the compensating entropy productions, and show
that they are mutually compensating in nonequilibrium process.
In this work, we discuss the problems in a system controlled by the double control param-
eters, Λ = (λ, ρ). Since energy or Hamiltonian is generally not defined well in nonequilibrium
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system, we begin at the Boltzmann distribution (or the canonical ensemble), and expand it
to the nonequilibrium processes introducing entropic distances φ and θ, instead of directly
approaching the nonequilibrium systems.
II. ENTROPY PRODUCTIONS
A. Definitions and Assumptions
We study the entropy productions in Markov processes such that
pi(t) =
∑
j
wij(Λt)pj(t− 1) (2)
where pi(t) is the probability distribution of the state of the system i at time t, wij(Λt) is
the time evolution operator (or propagator) from a previous state i to a next state j, where
Λt = (λt, ρt) is a set of control parameters at time t. To separate the dynamics of each
control parameter, we decompose wij(Λ) logarithmically into two parts as follows
wij(Λ) = ǫij(λ)νij(ρ) or
lnwij(Λ) = ln ǫij(λ) + ln νij(ρ)
(3)
where ǫij(λ) and νij(ρ) are the non-driving and driving parts, respectively.
Between the control parameters, the former one λ is associated with the non-driving
forces which does not generate nonequilibrium flux in steady states. The non-driving forces
include all kinds of the conservative forces and the non-conservative non-driving forces (e.g.
the friction or the resistive forces). So if the system was originally out of equilibrium while
λ˙ = 0, the state of the system is attracted to the equilibrium state by the conservative forces,
and damping by the non-conservative non-driving forces (the friction or the resistive forces),
then eventually the system reaches the equilibrium state, provided that no the driving force
is applied. Thus, for instance, λ can be the position of the piston in a gas system, the slowly
varying electromagnetic fields, the displacement of optical tweezers, etc.
The another control parameter, ρ, is associated with the driving forces generating the
nonequilibrium flux, e.g. the convection of fluid, the electric current in a circuit, the bio-
chemical cycles in ecosystems, the chemical reaction cycles in organisms, the non-zero flux
of particles due to Maxwell’s Demon, etc. In the absence of the driving forces, we can define
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ρeq such that
wij(λ, ρ
eq)pstj (λ, ρ
eq)
wji(λ, ρeq)psti (λ, ρ
eq)
= 1, (4)
where psti (λ, ρ) is a steady state distribution for fixed Λ = (λ, ρ). Thus, we define the
symmetric operator as
ǫij(λ) ≡ wij(λ, ρeq), (5)
and define the equilibrium distribution by Boltzmann distribution,
peq(λ) ≡ pst(λ, ρeq) = eβ(F−Ei), (6)
where β = 1/kBT is the reciprocal temperature of the system, Ei is the energy level of i’th
state, and F = −kBT ln
∑
i e
−βEi is the Helmholtz free energy.
Then, we define the driving factor as
νij(ρ) ≡ wij(λ, ρ)
ǫij(λ)
, (7)
and assume that
psti (λ, ρ) = p
eq
i (λ)e
−θi, (8)
where θi is an entropic distance from p
eq
i (λ) to p
st
i (Λ) for a state i. If ρ = ρ
eq, then
psti (λ, ρ
eq) = peqi (λ) (or θi(ρ
eq) = 0)
and νij(ρ
eq) = 1
(9)
by definition. If an external force begins to drive a system, which was originally in an
equilibrium state, to a nonequilibrium steady state by ρ 6= ρeq, the detailed balance condition
is not satisfied.
Additionally, we introduce φi which indicates the entropic distance from p
st
i (λt, ρt) to pi(t)
at time t, i.e.
pi(t) = p
st
i (λt, ρt)e
−φi . (10)
Here, non-zero φi is generated by thermal fluctuations or perturbations. Hence, from (6)
and (8), we can write the probability distribution as follows
pi(t) = p
st
i (Λt)e
−φi = peqi (λt)e
−θi−φi, (11)
where Λt = (λt, ρt).
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B. Total Path Entropy Production
When a system evolves along a path of the states [i] = {i0, · · · , it, · · · , iT} by a schedule
of the control parameter [Λ] = {(λ0, ρ0), · · · , (λt, ρt), · · · , (λT , ρT )}, we write the path as a
set of them as follows
[i; Λ]=˙
[
i0
(λ1,ρ1)−−−−→ i1 (λ2,ρ2)−−−−→ · · · (λT ,ρT )−−−−→ iT
]
,
where Λ0 = (λ0, ρ0) is the initial control parameter before the beginning of the schedule.
The probability to evolve along the path in the forward direction (path probability) is given
by
P[i; Λ] =
T∏
t=1
witit−1(Λt)pi0(0). (12)
Along the reversed direction, i0
Λ1←− i1 Λ2←− · · · ΛT←− iT , the reversed path probability is given
by
P¯[i; Λ] =
T∏
t=1
wit−1it(Λt)piT (T ), (13)
where the over-bar indicates the reversed path. If ∆S has been generated when the system
evolves along the forward path, −∆S will be generated in the reversed path. Therefore, the
detailed fluctuation theorem (1) can be directly applied as follows
∆Stot[i; Λ] ≡ ln P[i; Λ]P¯[i; Λ]
= ln
T∏
t=1
witit−1(Λt)pi0(0)
wit−1it(Λt)piT (T )
(14)
as shown by Crooks in ref. [12].
C. Decomposition of Path Entropy Production
The path probability along the forward path (12) can be decomposed as follows
lnP[i; Λ] = lnPǫ[i; Λ] + lnPν [i; Λ], (15)
where Pǫ[i; Λ] ≡
T∏
t=1
ǫitit−1(λt)pi0(0)
and Pν [i; Λ] ≡
T∏
t=1
νitit−1(ρt)
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since (3). Note that Pν [i; Λ] is not a path probability but a path-probability-like quantity. In
the same manner, the reversed path probability (13) can be decomposed as follows
ln P¯ [i; Λ] = ln P¯ǫ[i; Λ] + ln P¯ν [i; Λ] (16)
where P¯ǫ[i; Λ] =
T∏
t=1
ǫit−1it(λt)piT (T )
and P¯ν [i; Λ] =
T∏
t=1
νit−1it(ρt).
Thus, the total entropy production (14) can be rewritten as
∆Stot[i; Λ] = ∆Sǫ[i; Λ] + ∆Sν [i; Λ] (17)
where
∆Sǫ[i; Λ] ≡ ln Pǫ[i; Λ]P¯ǫ[i; Λ]
= ln
T∏
t=1
ǫitit−1(λt)pi0(0)
ǫit−1it(λt)piT (T )
(18)
and ∆Sν [i; Λ] ≡ ln Pν [i; Λ]P¯ν [i; Λ] = ln
T∏
t=1
νitit−1(ρt)
νit−1it(ρt)
. (19)
Here, ∆Sǫ and ∆Sν can be decomposed again as follows
∆Sǫ[i; Λ] = ∆Ssys[i; Λ] + ∆Sh[i; Λ] (20)
∆Sν [i; Λ] = ∆Sres[i; Λ]−∆Sh[i; Λ] (21)
where
∆Ssys[i; Λ] ≡ ln pi0(0)
piT (T )
, (22)
∆Sres[i; Λ] ≡ ln
T∏
t=1
witit−1(Λt)
wit−1it(Λt)
, and (23)
∆Sh[i; Λ] ≡ ln
T∏
t=1
ǫitit−1(λt)
ǫit−1it(λt)
= ln
T∏
t=1
peqit (λt)
peqit−1(λt)
. (24)
Here, ∆Sh[i; Λ] is the entropy production due to heat as seen in (28) (the proof is written
in Appendix B 2).
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D. Entropy Production Rates
In the continuous time limits, (20) and (21) become
dSǫ
dt
=
dSsys
dt
+
dSh
dt
(25)
dSν
dt
=
dSres
dt
− dSh
dt
(26)
where
dSsys
dt
=
dS
dt
+
dφ
dt
+
dθ
dt
(27)
dSh
dt
= −βdQ
dt
. (28)
Here, φ ≡ ∑i pi(t)φi and θ ≡ ∑i pi(t)θi are the average entropic distances of the system,
Q = E −W is the heat into the system, and
S ≡ −βF + βE (29)
is the entropy relevant to the Helmholtz free energy F and the internal energy E ≡∑i pi(t)Ei
in the equilibrium physics.
Additionally, from the three detailed FTs [8], we can see that
dSna
dt
=
dSǫ
dt
− ∂θ
∂t
≥ 0 (30)
dSa
dt
=
dSν
dt
+
∂θ
∂t
≥ 0. (31)
because
dSex
dt
=
dSh
dt
− ∂θ
∂t
, (32)
∆Sna = ∆Ssys +∆Sex, (33)
and ∆Sa = ∆Sres −∆Sex. (34)
The three integral or detailed FTs are briefly reviewed in Appendix A, and the proofs
of (27∼32) are written in Appendix B.
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III. THE SECOND LAW OF THERMODYNAMICS
A. Thermal Fluctuation Near Equilibrium
In this section, we study the entropy productions in the absence of the driving forces,
ρ = ρeq. In the cases, the total entropy production is given by
dStot
dt
∣∣∣∣
ρeq
=
[
dSǫ
dt
+
dSν
dt
]
ρeq
=
dSǫ
dt
∣∣∣∣
ρeq,β˙=0
=
dS
dt
+
dφ
dt
+
dSh
dt
=
∂S
∂λ
λ˙+
∂S
∂β
β˙ +
∂S
∂t
+
dφ
dt
− βdQ
dt
≥ 0 (35)
since (25) and (28). So if the system is fluctuating near equilibrium, then
dφ
dt
∣∣∣∣
eq
− βdQ
dt
∣∣∣∣
eq
= 0, (36)
because λ˙ = 0, β˙ = 0, and ∂S
∂t
∣∣
eq
= β ∂F
∂t
∣∣
eq
− β ∂E
∂t
∣∣
eq
= 0 (see Appendix B 4) in equilibrium
states. Hence, we can define the entropy production due to the thermal fluctuation as
δS ≡ dφ
dt
(37)
in the microscopic levels. If δS is given by an uncorrelated random variable, δS = 0 and
δS(t)δS(t′) = 2Φδ(t− t′), then the rms of the thermal fluctuation δQ ≡ −δS/β is
δQrms =
√
2ΦkBT , (38)
which is consistent with the fluctuation-dissipation theorem, where the over-line refers to the
time average, δ(t) is the delta function, and Φ is the strength of the fluctuation. Therefore,
replacing dφ/dt with −βδQ, the system entropy production rate (27) can be rewritten as
follows
dSsys
dt
=
dS
dt
− βδQ+ dθ
dt
. (39)
Therefore, we claim that the violation of the second law in the microscopic levels can be fixed
by considering δQ: if a small system is in an equilibrium state, then the entropy production
rate is given by identically zero,
dStot
dt
∣∣∣∣
eq
=

−βδQ︸ ︷︷ ︸
system


eq
+

−βdQ
dt︸ ︷︷ ︸
reservoir


eq
= 0, (40)
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which states that the entropy production due to the thermal fluctuation in the system
is equally compensated in the reservoir. If δQ is ignored, or if only system entropy is
considered, the second law of thermodynamics is violated due to the thermal fluctuation in
the microscopic levels. But δQ can be ignored in the thermodynamics limits.
B. The Second Law in Isothermal Processes
In the thermodynamic limits, δQ ≃ 0, we can simply derive the ordinary (isothermal)
second law of thermodynamics,
dStot
dt
∣∣∣∣δQ≃0
ρeq ,β˙=0
=
dSǫ
dt
∣∣∣∣δQ≃0
ρeq ,β˙=0
≃ dS
dt
∣∣∣∣
β˙=0
− βdQ
dt
= −βdF
dt
+ β
dW
dt
≥ 0
(41)
because dE = dQ + dW = 0 in isothermal processes, where W is work done on system.
Above inequality yields the well-known isothermal second law,
W ≥ ∆F or Wdiss ≥ 0, (42)
where Wdiss = W − ∆F is the dissipated work due to the non-conservative non-driving
forces, e.g. friction, resistive forces, etc.
C. Negative Entropy Production
In the out-of-equilibrium processes, the negative entropy can be produced in the system.
Assume that a system is driven out of equilibrium,
pi(0) = p
st
i (λ, ρ
eq) = peqi (λ)
⇓ [Λout]
pi(T ) = p
st
i (λ, ρ
far) 6= peqi (λ),
(43)
by a schedule
[Λout] = {(λ, ρeq), · · · , (λ, ρt), · · · , (λ, ρfar)},
where ρ0 = ρ
eq, ρt6=0 6= ρeq and ρT = ρfar for t ∈ {0, · · · , T}, and fixed λ. The super-script
“far” refers to “far from equilibrium”. In the processes, we assume that pi(t) = p
st
i (λ, ρt)
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ignoring thermal fluctuation, δQ = 0. After some algebra (written in Appendix C), (18)
yields an inequality,
∆Sǫ[Λout] = −D
(
psti (ΛT )
∣∣∣peqi (λ)) ≤ 0. (44)
The above inequality is not weird, because negative entropy is generated in the system,
whenever a system is driven out of equilibrium.
The relation psti (Λ) = p
eq
i (λ)e
−θi yields an equality,∑
i
peqi (λ) =
∑
i
eθipsti (Λ) =
∑
i
eθipi(t)
→ 〈eθ〉 = 1 (45)
since pi(t) = p
st
i (Λ) in this case. By applying the Jensen’s inequality [16] to (45), it is simply
shown that the average entropic distance from the original equilibrium state is non-positive,
θ ≤ 0. (46)
If ρ = ρeq, the entropic distance is maximized, θ = 0, by definition. Therefore, we can
see that the entropic distance between the (driven) nonequilibrium steady state and the
equilibrium state, θi = ln
peqi (λ)
psti (Λ)
, is the negative entropy. For the reasons, we define the
negative entropy production along a path as follows
∆Sneg[i; Λ] ≡ ln
peqiT (λT )
pstiT (ΛT )
− ln p
eq
i0
(λ0)
psti0(Λ0)
= θiT − θi0 . (47)
Note that ∆Sneg[i; Λ] is path-independent. Therefore,
dSneg
dt
=
dθ
dt
or ∆Sneg[Λ] = ∆θ. (48)
Though we named it the negative entropy production, ∆Sneg is can be positive depending
on the schedule of the control parameters. For instance, in the into-equilibrium processes,
pi0(0) = p
st
i0
(Λ0) 6= peqi0 (λ0)
⇓ [Λin] (49)
piT (T ) = p
st
iT
(ΛT ) = p
eq
iT
(λT ),
it has positive value,
∆Sneg[Λin] = −
∑
iT
psti0(Λ0) ln
peqi0 (λ0)
pstiT (ΛT )
= D
(
pstiT (ΛT )|peqiT (λT )
) ≥ 0,
(50)
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where [Λin] = {(λ, ρfar), · · · , (λ, ρt), · · · , (λ, ρeq)}. We named ∆Sneg the negative entropy
production in the sense that it is negative when the system is driven out of equilibrium by
the driving forces.
D. Compensating Entropy Production
According to Prigogine, the negative entropy is compensated by the entropy productions
in reservoir [14]. The explanation is widely accepted. We find the compensating entropy in
this subsection.
In the out-of-equilibrium processes, from (30) and (44), we can see that − ∫
out
∂θ
∂t
dt ≥ 0.
On the other hand, from (30) and (50), we can see that − ∫
in
∂θ
∂t
dt ≤ 0 in the into-equilibrium
processes. Thus, we define compensating entropy production as
dSc
dt
≡ −∂θ
∂t
=
dSex
dt
− dSh
dt
(51)
in the continuous time limit. Since dSex
dt
= −β dQex
dt
[3, 4, 8] and dSh
dt
= −β dQ
dt
in (28), we can
express the compensating entropy production as
dSc
dt
= −βdQc
dt
, (52)
where Qc ≡ Qex −Q is the Prigogine’s compensating heat flowing out of the system in out-
of-equilibrium processes. From (24), (A7) and (51), the compensating entropy production
along a path can be defined by
∆Sc[i; Λ] ≡ ln
T∏
t=1
pstit (Λt)p
eq
it−1
(λt)
pstit−1(Λt)p
eq
it (λt)
. (53)
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IV. CONCLUSIONS AND DISCUSSIONS
A. Excess and House-Keeping Entropy Productions
From (30), (31) and (52), we can derive the excess part (∆Sna) and the house-keeping
part (∆Sa) of the entropy production rates,
dSna
dt
=
dSsys
dt
+
dSh
dt︸ ︷︷ ︸
dSǫ
dt
+
dSc
dt
≥ 0 and (54)
dSa
dt
=
dSres
dt
− dSh
dt︸ ︷︷ ︸
= dSν
dt
−dSc
dt
≥ 0, (55)
respectively, where
dStot
dt
=
dSna
dt
+
dSa
dt
≥ 0. (56)
The inequality (54) states that ∆Sc[Λ]out = −βQc ≥ 0 compensates ∆Sneg[Λ]out ≤ 0 in the
system entropy ∆Ssys ≃ ∆S +∆Sneg (ignoring δQ) in the out-of-equilibrium processes. On
the other hand, in the into-equilibrium processes, ∆Sneg[Λ]out ≥ 0 compensates ∆Sc[Λ]out ≤
0. Therefore, ∆Sneg and ∆Sc are mutually compensating.
B. Total Entropy Production
From (B9), (51), (55) and (52), the reservoir entropy production rate is given by
dSres
dt
= −βdQtot
dt
= −βdQ
dt
− βdQc
dt
− βdQhk
dt
(57)
12
where the total heat flow is dQtot = dQ + dQc + dQhk, and dQex = dQ + dQc. Therefore,
from the results so far, the total entropy production can be expressed as follows,
dStot
dt
=
dS
dt
− βδQ− dSneg
dt︸ ︷︷ ︸
dSsys
dt
− βdQ
dt
− βdQc
dt
− βdQhk
dt︸ ︷︷ ︸
dSres
dt
=
dS
dt
− βδQ− dSneg
dt
− βdQ
dt︸ ︷︷ ︸
dSǫ
dt
− βdQc
dt
− βdQhk
dt︸ ︷︷ ︸
dSν
dt
=
dS
dt
− βδQ− dSneg
dt
− βdQ
dt
− βdQc
dt︸ ︷︷ ︸
dSna
dt
− βdQhk
dt︸ ︷︷ ︸
dSa
dt
≥ 0
(58)
where dS = −dF + dE is the entropy production in the thermodynamics, βδQ = dφ/dt is
the entropy production due to the thermal fluctuation, dSneg = dθ is the negative entropy
production due to the driving forces, dQ/dt = dE/dt − dW/dt is the heat into the system
relevant to the first law of the thermodynamics, dQc/dt = −∂θ∂t is the heat compensating the
negative entropy production, and dQhk/dt = dQtot/dt−dQex/dt = dQtot/dt−dQ/dt−dQc/dt
is the house-keeping heat due to the driving forces.
C. Discussions
In the present work, we discussed about the violations of the second law of thermody-
namics in both of the microscopic and the macroscopic levels. We introduced the entropy
production due to the thermal fluctuation, δS = −βδQ, in the microscopic levels, and
defined the negative and the compensating entropy productions, ∆Sneg and ∆Sc, in the
macroscopic levels.
We studied the thermal fluctuation under the assumption that λ˙ = 0 and β˙ = 0 near
equilibrium. However, λ and β are actually fluctuating near equilibrium. If the temperature
of the system are extremely low, the fluctuation of temperature should be considered, β˙ →
δβ. Also, if the size of the system is very small, the fluctuation of work should be considered.
For instance, if a few particles of gas are enveloped by a chamber and a piston, the position
of the piston can be fluctuating by the impacts of the particles, which can be called the work
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fluctuation, δW =
[
∂(−F+E)
∂λ
]
eq
δλ. Thus, the fluctuating part can be given by
δS ≡ dφ
dt
=
δW
kBT +
F −E
kBT 2 δT −
δQ
kBT (59)
considering the fluctuation ofW , Q and T . Here, we can conjecture that why the second law
of thermodynamics seems to be violated in the low-temperature systems [17]: the entropy
fluctuation is amplified, as temperature is decreasing, because δS ∼ T −2.
About the thermal fluctuation, one may tackle the equality (36), and claim that it should
be dφ
dt
∣∣
eq
− β dQ
dt
∣∣
eq
≥ 0. If the inequality form is right, the entropy is only growing even in
the equilibrium states, then it should be pi = p
eq
i (or φ = 0), and which implies no thermal
fluctuation in equilibrium states. However, the thermal fluctuations actually exist, indeed,
unless in the ideal cases. Therefore, the equality (36) is right.
After the discussions about the thermal fluctuation and the isothermal second law of
the thermodynamics, we studied the negative and the compensating entropy productions
in macroscopic levels. We already know that if a system is driven out of an equilibrium
state to a nonequilibrium steady state by the driving forces, the system entropy is reduced.
According to Prigogine, the negative entropy production (or reduced system entropy) is
compensated by the positive entropy production by the heat flow in reservoir [14]. In the
present work, we defined the negative and the compensating entropy productions, ∆Sneg
and ∆Sc, and found that they are mutually compensating.
Additionally, through (58), we could understand that 1) how thermal fluctuation can be
overcomed, and 2) why the three detailed (or integral) FTs [8, 18], ∆Stot/na/a ≥ 0, are valid:
1) the thermal fluctuation δQ is canceled out by dQ/dt in steady states in dSǫ/dt, so ∆Sǫ/ν or
∆Sna/a are free from the thermal fluctuation; 2) the negative entropy production dSneg/dt
is compensated by βdQc/dt in dSna/dt, thereby the three integral or detailed fluctuation
relations are satisfied in any situation.
If there is no driving force, the system goes to an equilibrium steady state, in which the
detailed balance condition (4) is satisfied. However, in the nonequilibrium steady states, the
detailed balance condition is not satisfied. Thus, from (4) and (10), we propose a generalized
detailed balance condition as follows
ǫij(λ)pj(t)
ǫji(λ)pi(t)
= e(φj−φi)+(θj−θi), (60)
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where φ and θ are the thermal fluctuation and the negative entropy, respectively, as seen
in (37) and (46). The generalized detailed balance condition (60) implies that the system
is constantly attracted to the equilibrium state by the conservative force to increase the
system entropy (because ǫij(λ) includes the conservative forces). If the system is perturbed
by the thermal fluctuation, the non-zero φ is generated, and which is dispersed by the
friction or the resistive forces, and will be perturbed again, and so on. As a result, the
state of the system (or φ) will be fluctuating near equilibrium (or zero). If a constant
driving force is acting on the system, νij(ρ 6= ρeq) 6= 1, the system is driven out of the
original equilibrium steady state generating the negative entropy. After the system have
been reached the nonequilibrium steady state, it will be maintained by the house-keeping
heat [3–5, 8, 9] which is transformed to the reservoir entropy (or heat) by the friction or
the resistive forces generally, or transformed to the other forms of energy, e.g. electricity,
photons, chemical energy, etc.
At last, to understand the Schro¨dinger’s negative entropy completely, the relations be-
tween ∆Sneg and chemical potential µ should be studied further. Considering the grand
canonical ensemble, it can be conjectured that when a system is driven out of the origi-
nal equilibrium state, ∆Sneg is generated, and which is transformed to the chemical energy
through chemical reactions, e.g. the photosynthesis in plants. We expect that the transform-
ing negative entropy is the Schro¨dinger’s negative entropy feeding living things or organisms,
and which can be expressed in the Gibbs free energy difference.
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APPENDIX
Appendix A: . Brief Review of Three Integral or Detailed Fluctuation Theorems
Let us briefly review the so-called three integral or detailed fluctuation theorems [8, 18].
According to [8], the total entropy production can be decomposed as follows
∆Stot[i; Λ] = ∆Sna[i; Λ] + ∆Sa[i; Λ], (A1)
where ∆Sna[i; Λ] ≡ ln P[i; Λ]P¯+[i; Λ] (A2)
∆Sa[i; Λ] ≡ ln P[i; Λ]P+[i; Λ] (A3)
Here, the symbol + means dual (or time reversible) transition,
w+ij(Λ) ≡
psti (Λ)
pstj (Λ)
wji(Λ), (A4)
and the forward and reversed path probabilities are given by
P+[i; Λ] =
T∏
t=1
w+itit−1(Λt)pi0(0)
P¯+[i; Λ] =
T∏
t=1
w+it−1it(Λt)piT (T ),
respectively. Hence, (A2) and (A3) can be rewritten as
∆Sna[i; Λ] = ln
pi0(0)
piT (T )
+ ln
T∏
t=1
pstit (Λt)
pstit−1(Λt)
∆Sa[i; Λ] = ln
T∏
t=1
witit−1(Λt)p
st
it−1
(Λt)
wit−1it(Λt)p
st
it
(Λt)
.
Further, they are rewritten as
∆Sna[i; Λ] = ∆Ssys[i; Λ] + ∆Sex[i; Λ] (A5)
∆Sa[i; Λ] = ∆Sres[i; Λ]−∆Sex[i; Λ], (A6)
where
∆Sex[i; Λ] ≡ ln
T∏
t=1
pstit (Λt)
pstit−1(Λt)
(A7)
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[8]. In the thermodynamic interpretations, ∆Sex = −βQex is the excess entropy production
generated due to the excess heat, and ∆Sa = −βQhk is the house-keeping entropy production
due to the house-keeping heat [3–5, 8, 9]. If ρ = ρeq, then
∆Sex[i;λ, ρ
eq] = ∆Sh[i;λ, ρ
eq], (A8)
since (9), (24) and (A7).
By the path integrations of (14), (A2) or (A3),∑
all [i]
P[i; Λ]e∆Stot/na/a[i;Λ] =
∑
all [i]
P¯ [i; Λ], (A9)
we can obtain the three integral fluctuation theorems [18],
〈e−∆Stot/na/a[Λ]〉[i] = 1 (A10)
where 〈· · ·〉[i] refers to average over all paths [i]. According to [8], they are essentially same
with the three detailed fluctuation theorems,
P (∆Stot/na/a[Λ])
P (−∆Stot/na/a[Λ]) = e
∆Stot/na/a[Λ] (A11)
where ∆S[Λ] ≡ 〈∆S[i; Λ]〉[i] is the average entropy change over all paths. Applying the
Jensen’s inequality (f(〈X〉) ≤ 〈f(X)〉 for a convex function f(X) of a random variable X
[16]), the second law of the thermodynamics is derived,
∆Stot/na/a[Λ] ≥ 0, (A12)
[8, 18].
According to [8], the second law can be directly derived from (14) by applying the
Kullback-Leibler divergence,
∆Stot[Λ] = D
(
P[i; Λ]
∣∣∣P¯[i; Λ]) ≥ 0. (A13)
Here, D(Ai|Bi) ≡
∑
iAi ln
Ai
Bi
≥ 0 is the Kullback-Leibler divergence, which is zero when
Ai = Bi for all states (or paths) i. In the same manner, (A2) and (A3) yield
∆Sna[Λ] = D
(
P[i; Λ]
∣∣∣P¯+[i; Λ]) ≥ 0 (A14)
∆Sa[Λ] = D
(
P[i; Λ]
∣∣∣P+[i; Λ]) ≥ 0. (A15)
By the relations, the second law has been extended to ∆Sna[Λ] or ∆Sa[Λ] [8, 18].
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Appendix B: . Entropy Productions
1.
dSsys
dt : System Entropy Production
The average system entropy change is given by
∆Ssys[Λ] =
∑
all [i]
P[i; Λ]∆Ssys[i; Λ] (B1)
=
∑
iT ,··· ,i0
wiT iT−1(ΛT ) · · ·wi1i0(Λ1)pi0(0) ln
pi0(0)
piT (T )
In the limit t0 → t−∆t and tT → t, equation (B1) becomes
dSsys
dt
= lim
∆t→0
∑
ij wij(Λt)pj(t−∆t) ln pj(t−∆t)pi(t)
∆t
= lim
∆t→0
−∑i pi(t) ln pi(t) +∑j pj(t−∆t) ln pj(t−∆t)
∆t
= lim
∆t→0
−∑i∆pi(t) ln pi(t−∆t)
∆t
= −
∑
i
p˙i(t) ln pi(t) (B2)
where ∆pi(t) = Pi(t) − pi(t − ∆t). Since we have assumed that pi(t) = peqi (λ)e−θi−φi and
peqi (λ) = e
β(F−Ei), (B2) can be rewritten as
dSsys
dt
=
dS
dt
+
dθ
dt
+
dφ
dt
(B3)
where S ≡ −βF + βE, E ≡∑i pi(t)Ei is the internal energy, and F ≡ −β−1 ln∑i e−βEi is
the Helmholtz free energy.
2. dShdt ,
dSǫ
dt and
dSν
dt
In the same manner, from (6) and (24), dSh
dt
is calculated as follows
∆Sh ≡
∑
ij
wij(Λt)pj(t−∆t) ln p
eq
i (λt)
peqj (λt)
=
∑
i
pi(t) ln p
eq
i (λt)−
∑
j
pj(t−∆t) ln peqj (λt)
=
∑
i
pi(t) [F − Ei]−
∑
j
pj(t−∆t) [F −Ei]
= −βE(t) + βE(t−∆t) (λ is fixed.)
(B4)
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which is independent of ρ, and F is canceled out in the calculations. Therefore,
dSh
dt
= −β∂E
∂t
. (B5)
Here,
∂E
∂t
=
dE
dt
− ∂E
∂λ
λ˙ =
dE
dt
− dW
dt
=
dQ
dt
(B6)
since the time derivative of the work done on the system is normally given by dW
dt
= ∂E
∂λ
λ˙
[19, 20], and the first law of the thermodynamics, ∆E = W + Q. Therefore, (B5) can be
given by
dSh
dt
= −βdQ
dt
(B7)
Hence, dSǫ
dt
and dSν
dt
are given by
dSǫ
dt
=
dSsys
dt
+
dSh
dt
=
dS
dt
+
dθ
dt
+
dφ
dt
− βdQ
dt
(B8)
and
dSν
dt
=
dSres
dt
− dSh
dt
=
dSres
dt
+ β
dQ
dt
, (B9)
respectively.
3. dSexdt ,
dSna
dt and
dSa
dt
In the same manner, replacing t0 → t−∆t and tT → t, (A7) yields that
∆Sex(Λ) ≡
∑
ij
wij(Λ)pj(t−∆t) ln p
st
i (Λ)
pstj (Λ)
=
∑
ij
wij(Λ)pj(t−∆t)
[
ln
peqi (λ)
peqj (λ)
− θi + θj
]
→ dSh(Λ)
dt
− ∂θ
∂t
(for fixed Λ)
(B10)
since (6), (8), (B4) and (B5). Therefore,
dSna
dt
=
dSsys
dt
+
dSex
dt
(B11)
=
dSsys
dt
+
dSh(Λ)
dt
− ∂θ
∂t
=
dSǫ
dt
− ∂θ
∂t
≥ 0
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and
dSa
dt
=
dSres
dt
− dSex
dt
(B12)
=
dSres
dt
− dSh(Λ)
dt
+
∂θ
∂t
=
dSν
dt
+
∂θ
∂t
≥ 0.
4. ∂F∂t =
∂E
∂t |eq
∂F
∂t
= −β−1∂ ln
∑
i e
−βEi
∂t
= −β−1
∑
i
−β ∂Ei
∂t
e−βEi∑
i′ e
−βEi′
=
∑
i
∂Ei
∂t
eβ(F−Ei) =
∑
i
∂Ei
∂t
peqi (λ) =
∂E
∂t
∣∣∣∣
eq
(B13)
Appendix C: . Negative Entropy Production
In the out-of-equilibrium processes, the average of (18) is calculated as follows
∆Sǫ[Λout] =
∑
all [i]
P[Λ]∆Sǫ[i; Λ]
=
∑
iT ,··· ,i0
wiT iT−1(ΛT ) · · ·wi1i0(Λ0)pi0(0)
× ln
T∏
t=1
ǫitit−1(λ)pi0(0)
ǫit−1it(λ)piT (T )
=
∑
iT ,··· ,i0
wiT iT−1(ΛT ) · · ·wi1i0(Λ0)pi0(0)
× ln
T∏
t=1
peqit (λ)pi0(0)
peqit−1(λ)piT (T )
(C1)
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since ǫij(λ)/ǫji(λ) = p
eq
i (λ)/p
eq
j (λ). Therefore,
(C1) =
∑
iT ,··· ,i0
wiT iT−1(ΛT ) · · ·wi1i0(Λ0)pi0(0)
×
[
ln
peqiT (λ)
piT (T )
+ ln
T∏
t=1
peqit−1(λ)
peqit−1(λ)
]
=
∑
iT ,··· ,i0
wiT iT−1(ΛT ) · · ·wi1i0(Λ0)pi0(0) ln
peqiT (λT )
piT (T )
=
∑
iT
piT (T ) ln
peqiT (λ)
piT (T )
= −D
(
psti (ΛT )
∣∣∣peqi (λ)) ≤ 0 (C2)
since (43).
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