The time optimal control problem for a semilinear parabolic systems is here studied. The singular points of the Minimum Time function are characterized as the initial point of multiple time-optimal trajectories. Moreover, an example is given to show how such singularities may develop.
Introduction
Let Ω ⊂ R n be open and bounded with smooth boundary and let N ∈ N. Let us consider the controlled parabolic system      ∂y ∂t (t, ξ) = ∆ ξ y(t, ξ) + f(y(t, ξ)) + u(t, ξ), t>0 ,
where x ∈ L 2 (Ω; R N ), i.e. x : Ω → R N is a vector-valued function with square integrable components, and u : [0, ∞[×Ω → R N -the control strategy -is a measurable function such that
for all t ≥ 0 and some constant R > 0. Moreover, the nonlinear term f : R N → R N is a function of class C 1 such that, for suitable constants L 0 , L 1 > 0,
for all ξ, η ∈ R N . We are interested in the Time Optimal Control Problem for the above system, which consists of finding the control strategies u that steer (1) to a closed target K in minimum time.
In this paper, we will take K to be a closed ball in L 2 (Ω; R N ) with radius r > 0 and center at 0, i.e. B r = 3{x ∈ H : x ≤ r} .
Our approach may, however, be easily generalized to target that satisfy and "interior sphere condition".
The history of this problem dates back to the works [15] , [16] , [17] , [18] , [3] , [14] , [19] (see also the book [21] ), where it was studied for linear systems (f ≡ 0) using the Pontryagin Maximum Principle. The linear problem is also considered in [9] from the point of view of Dynamic Programming. Nonlinear time optimal control problems in infinite dimensions were treated in [4] , [5] , [12] , [13] following the Dynamic Programming approach. A comprehensive description of many of these results is given in the book [20] .
In this paper we will focus our attention on some special aspects of nonlinear minimum time problems. In order to explain the results we have in mind, it is convenient to rewrite system (1) in abstract form, that is    y (t) = Ay(t) + F (y(t)) + u(t), t>0 ,
Here and in the sequel we denote by H the Hilbert space L 2 (Ω; R N ) with the usual scalar product ·, · and norm · . Moreover, A : D(A) ⊂ H → H is the unbounded linear operator defined by
and F : H → H is the nonlinear map
It is well known that A is the generator of an analytic semigroup of contractions in H, and that there exists ω > 0 such that
A control strategy for system (3) is then a measurable function u : [0, ∞[→ H such that u(t) ≤ R for a.e. t ≥ 0, where R is a given positive number. We will denote by U the set of all control strategies. In view of assumption (2), F is a Lipschitz map in H. So, for any initial condition x ∈ H and any control strategy u, state equation (3) has a unique mild solution that will be denoted by y x,u (t). We now proceed to recast in abstract terms the time optimal control problem that we introduced before. Let r > 0 be given, and set
for any x ∈ H and any control strategy u. Then, τ (x, u) ∈ [0, +∞], and we note that τ (x, u) is the time taken by the trajectory y x,u (t) to reach target B r . We define the controllable set R to be the set of all points x ∈ H such that τ (x, u) < +∞ for some u. In general, the structure of R can be very irregular. However, under the controllability assumption
the controllable set R is an open neighbourood of the target B r . The value function of the above problem is called the minimum time function, and is defined as
The basic idea of the Dynamic Programming method consists of using the value function to derive optimality conditions for problem (3)- (8) . For Linear Quadratic problems this approach is very powerful as such a function is smooth, provides the optimal synthesis, and can be determined by solving the Riccati equation, see [6] .
For nonlinear problems the situation is much more complicated. Indeed, the value function is no longer differentiable, and the Riccati equation has to be replaced by the Hamilton-Jacobi equation, which, in the case of the above time optimal control problem, has the form
However, useful optimality conditions can still be derived from properties of the value function. Results in this direction were obtained in [7] , [8] for the Mayer optimal control problem. For the minimum time problem an analogous approach is developed in [2] . In particular, it is shown in [2] that the points x ∈ R at which T is differentiable are exactly the points for which the optimal control problem (3)-(8) admits a unique optimal trajectory. This result, combined with the differentiability of T obtained in [9] for the case of F = 0, yields the uniqueness of optimal traject ories for the linear problem, a known result that was proved in [17] . In section 2 of this paper we recall part of the results of [2] and apply them to system (1) .
In light of the above considerations, it is clear that one of the main differences between the nonlinear problem (3)- (8) and its linearized version, is the fact that T may develop singularities when F is not identically 0. Such a phenomenon is well known for finite dimensional control problems, and so, in particular, for abstract problems of the form (3)- (8), not necessarily related to the optimal control of partial differential equations. Indeed, the distance from a closed set, that is a special example of minimum time function, may well be singular at some point.
However, the open question remains whether the minimum time function associated with a system of the form (1) may still be nonsmooth. In section 2 of this paper we provide such an example for a 2 × 2 reaction diffusion system.
Finally, we would like to note that we have chosen to treat a special system like (1) just for simplicity. Most of the results we will describe in this paper apply, without any change, to more general parabolic systems associated of the form
under the Legendre-Hadamard ellipticity condition n i,j=1
for all vectors η ∈ R n , ζ ∈ R N , and some constant ν > 0. The corresponding results ensuring the generation of an analytic semigroup in H are proved in [1] (see also [10]) 2 Singularities of T In this section we will study the optimal control problem (3)- (8) where A and F are defined in (4) and (5), respectively. Moreover, we suppose that assumptions (2) and (7) hold throughout. We warn the reader that this restriction is made just to simplify the exposition. All the results we describe in this section hold for more general time optimal control problems in infinite dimensions, provided that A and F satisfy suitable abstract conditions. In particular, A must be the generator of an analytic semigroup, e tA , of compact operators (for t > 0) in H, and F : H → H must be Lipschitz continuous and differentiable along the directions of a suitable subspace of H. We refer the interested reader to [2] for all these extensions.
First of all we note that the existence of optimal controls for problem (3)- (8) follows from the compactness of e tA (for t > 0). We give the proof for the reader's convenience. Proposition 2.1 Let x be an element of R. Then there exists an optimal control u, i.e. u ∈ U such that y x,u (T (x)) = r.
Proof -Let x ∈ R \ B r and let u n ∈ U be such that
From the definition of τ (x, ·) it follows that
By passing to a subsequence we can assume that
where the convergence is weak − * in L ∞ (0, T * ; B R ), and T * is chosen so that τ (x, u n ) ≤ T * for all sufficiently large n. By the compactness of e tA we obtain
for any t > 0, where the convergence is strong in H. Then, passing to the limit in (10) we conclude that
Definition 2.2
We say that a point x ∈ H is singular for the Minimum Time Function T , or, equivalently, that T has a singularity at x, if T is not Fréchet differentiable at x.
The singular points of T can be characterized in terms of optimal controls, as stated below.
Theorem 2.3 A point x ∈ H is singular for the T if and only if there exist at least two time optimal trajectories for system (3) with initial point x.
We give a sketch of the proof of the above theorem. See [2] for details.
Proof -We have to show that (i)⇔(ii) where
(ii) there exists a unique time optimal trajectory with initial point x.
The following steps are the key points of our argument.
Step 1: Pontryagin Maximum Principle and Co-state Inclusion. Let x ∈ R be fixed, and let u(t) be an optimal control at x. We denote by y(t) := y x,u (t) the related optimal trajectory, and we set
Let p(t) be the corresponding co-state, i. e. the solution of the adjoint system
Here Φ(t) ∈ L(H) is defined as
where f is the function that generates F by (5), and [Df ] * denotes the transpose of matrix Df . Then, by the Pontryagin Maximum Principle we have that u is related to p by the formula
Moreover, the following inclusion is proved in [2] :
where the superdifferential D + T is defined by
Step 2: (i)⇒(ii).
Let x, u, y, p and T * be defined as above. Then, by (11) and (12) we have that
for all t ∈]0, T * [, with initial conditions
Notice that (15) follows from (13) and the fact that D + T (x) = {DT (x)}. Now, following an argument of [11] , one can obtain a uniqueness result for problem (14) (15) . Therefore, the pair (y, p) is unique.
Step 3: Semiconcavity of T . It is proved in [2] that the Minimum Time Function is semiconcave in R \ B r , that is T can be represented, locally, as the sum of a concave function plus a quadratic function. Consequently, D + T (x) is a nonempty set for any x ∈ R\B r . Therefore, T is differentiable at a point x if and only if D − T (x) is also nonempty, where
is the subdifferential of T at x.
Step 4: (ii)⇒(i).
In light of the previous step, we only need to show that
Moreover, it sufficies to prove (16) in the case of t = 0. For this purpose, let us consider a sequence
Let now y k (·) be optimal trajectories at x k and let p k (·) be the solutions of (11) corresponding to y k (·). Passing to a subsequence, assumption (ii) implies that y k (·) converges uniformly to y(·). Then, recalling (11) one can prove that
Therefore we have that
Hence,
and the proof is complete.
Examples
The purpose of this section is to give an example of a system of type (1) such that the singular set of the associated minimum time function is nonempty. In light of Theorem 2.3 it suffices to provide an example with multiple timeoptimal trajectories. Following this idea, we first construct such an example with a nonsmooth term f and then we regularize this term to have assumption (2) satisfied.
Example 3.1 Let Ω = (0, π), N = 2 and R = 1, the target radius r > 0 to be fixed later. Consider the parabolic system in (0, +∞)
with homogeneous Dirichlet boundary conditions
Let us impose the initial condition y(0, ·) = x ρ , where
and ρ > r will be fixed later. Notice that x ρ / ∈ B r . We note that the nonlinear term of system (17) does not satisfy the smoothness assumption (2) . On the other hand, the absolute value is Lipschitz with constant L 0 = 1, and ω = 1 in the above example. Therefore, assumption (7) is "morally" satisfied for any r > 0.
Let us compute first the minimum time, t 0 = t 0 (x ρ ), needed to steer system (17) to B r under the state constraint
Using the Fourier expansion of y 1 and u 1
from (17) and (19) we obtain
We note that u(t, ·) ∈ B 1 if and only if
Then, for k > 1, we can keep α k = 0 taking λ k = 0. Therefore, the optimal strategy is given bȳ
is the corresponding trajectory, obtained solving (21)- (22) . From the terminal condition y(t 0 , ·) ∈ ∂B r we obtain e −t0 (1 + ρ) − 1 = r, and so
Next, we show that T (x ρ ) < t 0 (x ρ ), i.e. that the time needed to reach the target is reduced if we drop condition (20) . Let us choose, in (17),
Solving the Cauchy-Dirichlet problem
by Fourier series expansion, we obtain
Now, let
and note that u = (u 1 , u 2 ), given by (26)-(24), is an admissible control for our system. Therefore, plugging (25) in (17), we can compute y 1 :
We now claim that, if ρ is sufficiently large, then
which yields in turn T (x ρ ) < t 0 (x ρ ). Indeed, (27) is equivalent to
Denoting by ψ(ρ) the left hand side of the above inequality we have that
Then we obtain the desired conclusion (27) provided that
In sum, we have proved that, if ρ is sufficiently large, say ρ > ρ 0 , and y * = (y * 1 , y * 2 ) is an optimal trajectory for (17) at x ρ , then y * 2 (t) = 0 for some t > 0. Being the system symmetric with respect to the map (x 1 , x 2 ) → (x 1 , −x 2 ), we conclude that another time-optimal trajectory at x ρ is given by
Using a smooth approximation of the absolute value, we provide below an example of a system satisfying (2) and still possessing multiple time-optimal trajectories.
Example 3.2 Let R = 1, r and ρ be as in Example 3.1. We define {η } >0 to be the uniform approximation of the absolute value given by
Notice that
Now, consider the system
under the boundary condition (18) . We note that η is a C 1 function satisfying (2) with L 0 = 1 for every > 0. Moreover, ω = 1 as before, and so condition (7) is also satisfied.
We want to show that, for some > 0, if we choose the same initial condition x ρ as in (19) , then the minimum time problem has multiple optimal trajectories. Consequently, the corresponding minimum time function, T , is singular at x ρ by Theorem 2.3.
Following the same reasoning as in the previous example, it suffices to show that
where t 0 is the minimum time needed to steer system (30) to B r under the state constraint y 2 ≡ 0.= We note that
for all > 0, with t 0 given by (23). Let u = (u 1 , u 2 ) be defined as in (26), (24), and let y and y denote the solutions of problems (17), (18) and (30), (18) , respectively, with initial condition x ρ . In order to obtain (31), we shall prove that
To this end, observe that y 2 = y 2 , and ∂ ∂t (y 1 − y 1 ) − ∂ 2 ∂ξ 2 (y 1 − y 1 ) = |y 2 | − η (y 2 ) .
Hence, using estimate (29) and the Poincaré inequality, we conclude that In view of (27), the last inequality yields (32) if is sufficiently small.
