The suitability of the GUHA data mining method in analyzing a big data matrix is studied in this report in general, and, in particular, a data matrix containing more than 80,000 road traffic accidents occurred in Finland in 2004-2008 is examined by LISp-Miner, a software implementation of GUHA. The general principles of GUHA are first outlined, and then, the road accident data is analyzed. As a result, more than 10,000 associations and dependencies, called hypothesis in the GUHA language, were found; some easily understandable of them are presented here. Our conclusion is that the GUHA method is useful, in particular when one wants to explore relatively small size, but still significant dependencies in a given large data matrix.
Introduction
The objective of this study is twofold: First we introduce the main features of the GUHA data mining method and its software implementation LISp-Miner, and then, we investigate by the GUHA method the 83,509 road traffic accidents that occurred in the years [2004] [2005] [2006] [2007] [2008] in Finland and were registered by the police. These accidents resulted injuries in more than 20% of all the cases, and 1203 of them were fatal; in these, more than one human being was killed in 90 cases. By analyzing the road traffic accident data, it may be possible to find reasons and accident conditions that have not been known to traffic designers, legislators and other experts, and therefore have not been addressed. Moreover, choosing the road traffic accident data as the test material for the GUHA method we wanted to test the usability of the method for real and for everybody comparatively easy to understand data. The analyzed data has also been analyzed at Jyväskylä University by other data mining methods [1] ; one objective of this study is to investigate whether the GUHA method also finds dependencies that are not reported in the study [1] . The structure of the paper is as follows. In Sect. 2, we give a brief description of data mining in general, and the GUHA method and related software LISp-Miner in particular. In Sects. 3 and 4, Finland's 2014-2018 road traffic accident data and related research questions are presented, and in Sect. 5, we introduce some interesting findings produced by the GUHA method. Section 6 contains summary and conclusion.
2 Data Mining, the GUHA Method and LISpMiner Software
Data mining refers to computer-based methods to find from large data masses relevant dependencies and features that are useful for the owner of the data. Typically, the data analyzed by data mining methods is, for example, measurements of the industrial process, extracts from the customer database or as in this study, systematically reported data on the road traffic accidents. In most cases, the computation algorithms used in data mining include various kinds of clustering methods, correlations, neural networks, self-organizing maps. In the successful exploitation of data mining, the most essential is the comprehensive understanding of data and its various quantities. Even a mere innovative approach to data visualization, for example, can help to see the benefits of the given data from a completely new perspective. The GUHA method, introduced in 1966 (see [2] ), is one of the oldest data mining methods. GUHA is an abbreviation for General Unary Hypoteses Automation. According to its name, the aim in the GUHA method is not to test hypotheses on a given data, but rather to produce them under certain logical principles and user-defined, guiding guidelines for possible further research. GUHA can be used to study large data matrices. In practice, by presently available software, the examined data matrix may have dozens or a few hundreds of columns and hundreds of thousands of rows, and any single cell in the data matrix may contain any symbols. There is no need to assume any possible statistical distribution on the data. The strength of the GUHA method is its logical basis, the formalism to express statements in first-order monadic logic with generalized quantifiers and truth and falsehood of the sentences being defined in finite models.
An essential part of the GUHA logic language is generalized quantifiers; they can be used to find answers to questions about data containing expressions like 'almost all,' 'most,' 'significantly different subset,' 'quasi-equivalent subsets,' etc. So, say, 'Does the road accident data contain information on some special circumstances in which there has been exceptionally many fatal accidents?' or 'Is heavy vehicle involvement in the accident significantly dependent on some specific factors?'. With GUHA method, it is possible to find all the dependencies that the data supports; thus, it allows the user to get answers to the question 'Does my data contain some information not even occurred to me to look for?'.
The GUHA method was initially developed as a purely theoretical concept, but later it has been implemented in different kinds of computer software, from which the most extensive and significant is the LISp-Miner software developed at the University of Economics, Prague since 1996, and is freely down loadable [3] . LISp-Miner software is based on number crunching; in theory, the software tests all the possible alternatives that can be billions depending on the size of the data and the complexity of the task, but in practice-thanks to the logical criteria-only a few proms of all options have to be really computed. To our knowledge, general computational complexity issues of the GUHA method are, however, unsolved research problems.
The results generated by the LISp-Miner software are mostly local in nature, with the example of 'Collision with a deer occurs to middle-aged men significantly more frequent in the early afternoon than before noon' rather than global like 'The proportion of road entrenchments decreases linearly as the driver's age increases.' Unlike Bayesian reasoning approach [4] or a neural network-based data mining [5] , the GUHA method is not a black box method; the user must have some kind of preconception of the data being extracted. The use of the LISp-Miner software requires pre-processing of the data to be extracted prior to mining; for example, the data must be victimized, the user decides how small subdivisions of data are still worth exploring, how variables are divided into categories, and what kind of generalized quantifiers should be used; the LISp-Miner software has dozens of opportunities, for example, to model expressions like 'most,' 'often follows,' 'almost equivalent sets,' 'much larger than the average. ' The key part of the GUHA method is analytical questions. They are natural language expressions related to the data being studied. Examples of analytical questions related to the road traffic accident data are 'How do accidents involving a young driver differ from other accidents?' or 'What is typical for accidents involving a heavy vehicle?'. Analytical questions can be formalized in the GUHA language and then analyzed with LISp-Miner software. Formally, GUHA logic formulas are of the form / % w, where / and w are logic combinations of variables of the data (corresponding to the columns of the data matrix) and % is a generalized quantifier. In practice, the LISp-Miner software generates fourfold contingency tables that are then examined in the light of the user's criteria. A fourfold contingency table has the form:
the number of rows in the data matrix, and
• a is the number of objects satisfying both / and w, • b is the number of objects satisfying / but not w, • c is the number of objects not satisfying / but satisfying w, • d is the number of objects not satisfying / nor w.
At present there are 21 quantifiers implemented to LISpMiner [6] . In general, there are various types of generalized quantifiers in GUHA theory formalizing various kinds of associations:
• Implicational Quantifiers formalize the association Many / are w, they do not depend on the values c, d.
• Comparative Quantifiers formalize the association / makes w more likely than :w.
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• Some quantifiers just express observations on the data, and some others serve as tests of statistical hypotheses on unknown probabilities.
• Some quantifiers are symmetric: / % w implies w % /, and some admit negation: / % w implies :/ % :w.
An advantage of GUHA is that new quantifiers can be defined and their properties can be analyzed in a wellestablished logic framework. LISp-Miner software has currently six different computing procedures. We used three of them in this study: 4ft-Miner, SD4ft-Miner and Ac4ft-Miner. 4ft-Miner procedure analyzes two formulas, the Antecedent (denoted by /) and the Succedent (denoted by w); as said they are combinations of columns of the data matrix. If the given truth criteria are met, by logic terminology vð/ðxÞ % wðxÞÞ ¼ TRUE, the software prints the result as a found hypothesis. If the criteria are not met, the phrase is false and will not be printed. Thus, the truth TRUE and falsehood FALSE of a logic formula / % w is based on the values in the fourfold contingency then at least p% of objects (rows in the data matrix) satisfying / satisfy also w, in other words, founded p-implication quantifiers are related to the truth of the statement /ðxÞ implies wðxÞ with confidence p and support Base:
Another example is Fisher quantifiers corresponding to the test of hypothesis Probabilityð/ðxÞjwðxÞÞ [ Probabilityð/ðxÞj:wðxÞÞ with significance a is defined to be TRUE in the data (or supported in the data) if ad [ bc and
and FALSE elsewhere. Useful quantifiers are also the Above average quantifiers $ þ q , where q ! 0; if vð/ $ þ q wÞ ¼ TRUE then among objects (rows in the data matrix) satisfying / there are at least q% more objects satisfying w than in the whole data matrix. In other words, the presence of / makes the presence of w at least 1 þ q times more frequent. Obviously,
These quantifiers and many others are implemented in 4ft-Miner, a procedure of LISp-Miner. More diverse and complex data mining tasks can be carried out by SD4ft-Miner and Ac4ft-Miner, the other procedures of LISpMiner. SD4ft-Miner and Ac4ft-Miner procedures analyze four formulas. The truth and falsehood of associations corresponding to the related quantifiers are based on two contingency tables
As an example, by
we define the truth that two subsets in the data matrix differ considerably from each other with respect to some property. By the following two examples, we briefly introduce the use of the 4ft-Miner and Ac4ft-Miners software, more detailed information can be found, e.g., in [7] . An analytical question 'Are some types of accidents particularly typical for female drivers?' can be analyze with the 4ft-Miner procedure through the following steps 1. Set on the Antecedent part / all the variables (corresponding data matrix's columns) whose impact on accidents is to be investigated. In addition, attach certain parameters, e.g., how many variables are to be included, whether they associated with an 'and' or 'or' -connective, etc. 2. Set as Succedent w the variable 'Female driver,' which corresponds to one of the data columns, and retain the desired parameters. 3. Decide how small subsets are still considered relevant; the Base is in this case it is fixed to 100. 4. Choose the generalized quantifier; here it is founded p-implication with p ¼ 0:6. This means that if there is a sufficiently large accumulation of accidents (i.e., a ! 100) involving at least 60% of a female drivers; a aþb ! 0:6, then LISp-Miner prints this result as a hypothesis.
Then computing can be started. In this example, 4ft-Miner goes through more than 45 million fourfold contingency tables and produces four cases where the criteria are met. On of them is the following hypothesis 'The data includes 166 accidents on icy road that occurred in the morning or day time and involved a 36-to 55-year-old driver. 102 drivers out of 166 were women.' Given that women were involved in about 25.5% of all over 80,000 road accidents, but in this case 61.5%, it should be assumed that even more experienced female drivers are more vulnerable to serious accidents in daylight on frozen roads. In general, it is up to the user to evaluate whether the results are significant or not. Moreover, there is also a module in 4ft-Miner that tests afterward in Bayesian sense the probability of the truth of hypothesis produced by 4ft-Miner software (see [8] ).
More complex than the 4ft-Miner procedure is the SD4ft-Miner procedure (SD is an abbreviation of set differs from set), which searches for distinct subdivisions of the data, and the Ac4ft-Miner procedure, which searches for subdivisions that are similar to some variables, but are clearly different for some other variables (Ac in an abbreviation of action). These data mining tools are based on a comparison of two fourfold contingency tables with respect to user-defined parameters. As an example, assume we want to investigate whether there are some types of accidents involving drivers of different ages that different in frequency at least 25%. The analytical question would then be 'Are there some types of accidents that are much more frequent is some age group than in some other age group?'. After setting the parameters and running Ac4ft-Miner, we obtain several hypothesis; one of the results is 'For drivers under 25 years of age, there were far more derailing from the road accidents in winter on certain types of roads than in comparable conditions for 45-64-year-old drivers.' In these circumstances, a total of 3988 accidents occurred for young drivers, of which 2298 (58%) were derailing from the road accidents, while the corresponding figures for older drivers were 4071 and 1226 (30%). Therefore, it can be said that in these circumstances, derailing from the road accidents was more typical for younger than old drivers.
Research Data and its Variables
The survey data was originally collected from the Registry of the Finnish Police and the Finnish Transport Agency. The original data has been modified at Tampere University of Technology and University of Jyväskylä to fit for data mining tasks; for example, age has originally 94 categories (age in years 5,...,98), and here they are connected to only 7 categories. The list in Table 1 is only indicative. The meaning of some variables might remain obscured; however, this is irrelevant because the main aim is to introduce the GUHA method and not the traffic accident study in detail. It is enough to know that there are 83,509 rows in our data matrix; each of them corresponds to one reported road traffic accident that occurred in the years [2004] [2005] [2006] [2007] [2008] in Finland, and more than 100 columns corresponding to information collected by the road authorities.
All computer runs made in this study were performed using a computer system called Techila PC-Grid [9] ; at TUT there are about 400 desktops computers that have been interconnected in a way that allows computing time demanding tasks to be computed 10-100 times faster than comparing with one only table computer. Typical road traffic accident data mining LISp-Miner running time was from a few minutes to several hours. With one single computer, the longest runs would have lasted for days, and all in all, computer runs would have lasted for 300 days; by Techila PC-Grid they were done in a few weeks. During that time, Techila PC-Grid checked up billions of fourfold contingency tables. Primary, to keep thinks simple, we wanted to find as simple associations as possible.
Analytical Questions Asked in the Study
In this study, our aim was to respond to the analytical questions listed below by using the GUHA data mining method. The answers to some of them are commonly known; for example, a large part of accidents caused by drunken drivers are known to be driving out the road and other one vehicle accidents. It is also known that head-on collisions at high speed with a heavy vehicle often lead to serious consequences. Of course, our goal was to find new, possibly surprising results. We presented and implemented the following analytical questions for the LISp-Miner software. The GUHA analysis was carried out in 2012, and the results were published first in the [10] ; a total of more than 10,000 hypotheses were found and 100 most interesting ones were reported. Here we present some of them. The purpose is not to explain in detail how the results were found, but to give an idea of what kind of results were found. Many of the discovered dependencies are certainly known facts for traffic investigators. This confirms that the GUHA method can be used to find meaningful dependencies on the given data. We mention here some of them. However, the most meaningful are the findings that are unknown even to the experts in the field; we give some examples of these, too.
1. One Vehicle Accidents (that is, there were no other involved parties) was the largest accident category, 24,803 cases (29.7%) of all the accidents. In this category, driving under the influence of alcohol was a major security risk. This well-known fact was reflected also in this study in many ways. For example, the data contains 1369 one vehicle accidents under the influence of alcohol, of which 1005 (74.3%) led to injuries. Also drivers below the age of 36 were at night and early in the morning a high safety risk for themselves and their passengers; accidents leading to serious injuries that occurred outside a junction during the night time totaled 1334, of which 1006 (75.4%) were one vehicle accidents. 2. There where 4089 collision accidents of two vehicles, or 4.97% of all the accidents. They related to the following dependencies. Colliding with a heavy vehicle was very often fatal. This expected result is confirmed by this data. Of all the fatal 284 accidents occurred outside an intersection, there where 234 cases (82.4%) in which a heavy vehicle was involved. Moreover, particularly on a straight dry road with road speed limitation, 110 head-on collision with heavy vehicles occurred: 52 of these (47.3%) resulted in death. This raises suspicion of driver's suicide, falling asleep, etc. The truth of the matter cannot be deduced from the data. 3. Accidents that Involved Pedestrians were proportionally the most fatal of all the accidents that caused injuries: 625 cases (80%) of all 779 pedestrian accidents caused injuries or deaths. Typically, the driver of a vehicle that ran on a pedestrian had a valid driver's license. 560 (72%) of such an accident took place outside pedestrian crossing. 4. 1389 of all the 1549 bicycle accidents were collisions with a vehicle, of which 985 (66%) caused one person to be injured. 5. Moped Accidents were often fatal to young drivers:
under the age of 25 were injured 507 (56.4%) of all the 899 persons involved in such accidents, also 88 (48%) out of the 181 accidents, 25-34-year-old moped drivers were injured. The result is partly explained by the fact that a typical motorized vehicle of young person in Finland is moped. 6. Animal Accidents, i.e., accidents in which a vehicle crashes into a wild animal usually took place at night. Out of 13952 registered animal accidents 10,950 (78%) occurred in dark time, mostly in fall. Other typical features of animal accidents were sparsely populated area; however, the driver was mostly not under the influence of alcohol. 7. In particular, a collision of a vehicle with a deer (not moose) almost always avoided personal loss. These accidents were recorded 14,435, and only two of them resulted in human's death. 8. The number of injure resulting one vehicle accidents caused by young drivers (in this case under 35 years of age) occurred relatively much more in the evening than in the morning or at noon. Between 10 and 15 h, these accidents accounted for 33% (155 cases out of a total of 472 cases), while between 18 and 21 h 65% (108 cases out of a total of 165 cases). Most of this type of accidents occurred in the summer time on gravel roads. For drivers under the age of 25 who had a driving license, there were more injuries in crossings in the summer time than in the corresponding circumstances in winter. These accidents occurred in bright weather. In summer, accidents without injuries or deaths accounted for 52% (280 out of 538 accidents), while the percentage in winter was higher, 78% (162 out of 207 accidents). In summer, the absolute number of occurred injuries was much bigger than in winter (258 injuries in summer, but in winter only 45 accidents resulted personal injury). 9. Gender Impact on Traffic Accidents Accidents involving men have been reported in 59,429 (71.2%) cases and women 20,940 (25.1%) cases, data was missing in 3140 (3.8%) cases. Given the lack of data on what is the proportion of male and female drivers in all road traffic in Finland, it cannot be concluded whether the one sex has a higher probability for accidents than the other. However, about men and women who have suffered accidents can be said something; for example, the following associations were found. Accidents that occurred in bypassing situation and involving a heavy vehicle happened to women in relative terms much more often than for men. For example, in goodcondition roads outside the intersection area, a total of 2999 accidents were reported to men and 696 (23%) of these accidents were bypass accidents. As many as 202 (52%) of the 418 accidents pertaining to women in similar conditions were bypass accidents. Another typical accident for women at 90-100 km/h speed limit area in the late evening was an animal accident. Of all the 437 reported accidents involved a female driver 331 (76%) were a collision with an animal. In most cases, the road surface was dry, the accident occurred in a sparsely populated area and the driver was 45-64 years old. On the other hand, almost always of the accidents that occurred at night or early in the morning, involved a male driver. 
Summary and Conclusion
In this study, we investigated the suitability of the GUHA data mining method and the LISp-Miner software to extract relevant information from a big data matrix in general, and in particular a 100 Â 83;500 data matrix related to road traffic accidents that occurred in Finland in [2004] [2005] [2006] [2007] [2008] . GUHA is a first-order monadic logic-based data mining method; the main concepts are generalized quantifiers and analytical questions set by the user; the analytical questions can be expressed by GUHA language. The truth or falsehood of a single association or relation between two logic expressions in a data is verified by one or two contingency tables. The strength of the GUHA method is a robust logical and mathematical basis. New ideas and ways of extracting information from large data matrices can be defined in the GUHA language, explore their features, and ultimately implement them in software. GUHA has evolved over 50 years and is constantly evolving. However, a practical data miner does not need to master all the theoretical basis of GUHA in-depth. LISp-Miner is a software [3] implementing GUHA; according to the GUHA principles, LISp-Miner goes through contingency tables and verifies or falsifies relation between logic expressions, Boolean in nature. More precisely, the patterns the LISp-Miner deals with contain several derived Boolean attributes (from two in the 4ft-Miner to five in the SD4ft-Miner). Moreover, the procedures described in Section 14.9 in [6] deal also with categorical attributes not transformed into Boolean ones. However, we have not used these latter procedures in this study. The road traffic accident data matrix covered more than 83,500 rows (each corresponding to a road traffic accident) and more than 100 columns (factors related to the accidents). A single PC would have needed over 300 days to compute all the required billions of contingency tables, but utilizing TUT's grid system, which networks up to about 400 desktop computers at TUT campus [9] , computation took only a fraction of that time. In total, the computation yielded more than 10,000 associations called hypotheses in GUHA language, of which 10 easily comprehensible are reported in this report.
The GUHA method produces hypotheses such as 'The risk of colliding with a moose by car (a very typical road traffic accident type in Finland)in the Oulu region is triple compared to the risk in the Häme region.' However, the GUHA method does not explain the deeper connections behind the hypotheses; there might be relatively more moose in the Oulu region than in the Häme region. All this depends on the investigator's interpretation and may require further studies. Naturally, GUHA also produces trivial, well-known results. Some of these are included in this report as it is intended to demonstrate that if there is any significant dependence on the data, LISp-Miner software finds it.
As a result of the study, we conclude that the GUHA method and the LISp-Miner software can be used to extract from a road traffic accident type data dependencies that cannot be found by other data mining methods. For example, in a study conducted at the University of Jyväs-kylä, no such detailed dependencies were found on the same data as this report presents [1] . On the other hand, this is understandable since GUHA is a unique method and its findings cannot be directly compared to those of other data mining methods. Although the current interface of the LISp-Miner software is a bit embossed, it can be recommended in analyzing large data alongside other data mining algorithms, especially when it comes to studying dependencies between relatively small, but still significant subsets of a big data repository.
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