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Résumé :
Le terme de filtrage collaboratif [7] désigne les techniques
utilisant les goûts connus d’un groupe d’utilisateurs pour
prédire la préférence inconnue d’un nouvel individu. La
particularité des procédés actuels de filtrage collabora-
tif est d’être centralisée. La problématique scientifique
consistait donc à trouver un moyen de distribuer les cal-
culs, afin d’assurer le passage à l’échelle pour des dizaines
de milliers d’individus, ou encore préserver l’anonymat
des utilisateurs (les données personnelles restent du côté
client). L’impact d’un modèle combinant plusieurs mé-
thodes existantes pour répartir les tâches entre le serveur
et les postes clients est examiné dans cet article. Un parte-
nariat avec la sociétéASTRApermet de recourir aux don-
nées de leur base et d’effectuer des tests grandeur nature
pour vérifier l’efficacité des solutions proposées.
Mots-clés :Filtrage Collaboratif, Recommandations, Al-
gorithme décentralisé, Réseaux Bayésiens, Coefficient de
corrélation dePearson .
Abstract:
The term of collaborative filtering [7] denotes techniques
using the known tastes of a group of users to predict the
unknown preference of a new user. The distinctive feature
of current collaborative filtering processes is to be centra-
lized. The scientific problems have consisted in finding a
way to distribute calculus, in order to provide scale for
several ten thousands of people, or then to preserve ano-
nymity of users (personal data remain on client side). The
impact of a model combining several existing methods to
share out tasks between the server and users terminals is
examined in this article. A partnership with the company
ASTRAallows to turn to their database and to carry out
life-sized tests in order to verify efficiency of proposed
solutions.
Keywords: Collaborative filtering, Recommendations,
Decentralized algorithm, Bayesian networks,Pearson
correlation coefficient.
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Introduction
Avec le développement des nouvelles technolo-
gies de l’information et de la communication,
ainsi que due-commerce, la taille des bases de
données s’est fortement accrue. Les utilisateurs
ne peuvent pas consulter la quantité considé-
rable de documents (également appelés « res-
sources ») pour repérer, en un temps raison-
nable, les informations les préoccupant. Ils se
contentent donc d’accéder aux quelques liens
Internet qui leur sont familiers. Les sys-
tèmes de recommandations, de plus en plus
répandus sur des sites tels que laFnac 1 ou
Amazon2, fournissent aux clients des docu-
ments susceptibles de les intéresser mais qu’ils
n’auraient pas forcément consultés spontané-
ment. Ces procédés d’investigation requièrent
des techniques de filtrage collaboratif. Concrè-
tement, cela revient à identifier l’utilisateur cou-
rant à un groupe de personnes ayant les mêmes
goûts et, ce, en fonction de ses préférences et
de ses consultations passées. Ce système part
du principe selon lequel les utilisateurs ayant
apprécié les mêmes documents ont les mêmes
centres d’intérêt. Il est ainsi possible de pré-
dire les données susceptibles de répondre aux
attentes des clients en profitant de l’expérience
d’une population similaire.
La particularité des techniques existantes du fil-
trage collaboratif est d’être centralisée. Si la re-
cherche des plus proches voisins parmi quelques
milliers de candidats en temps réel n’est plus un
problème, le passage à des dizaines de milliers
d’utilisateurs reste à résoudre. Par ailleurs, la
centralisation des données est en contradic-
tion avec les consignes de laCommission
Nationale de l’ I nformatique et
des Libertés 3 (CNIL ). La confidentia-
lité des informations relatives aux utilisateurs
constitue une obligation légale. Nous avons
donc choisi d’étudier les apports d’un système
distribué dans le cadre de cette problématique.
L’objectif de cet article est double. D’une part,
familiariser le lecteur aux problèmes liés au




nouvel algorithme susceptible de pallier les
difficultés énoncées préalablement. En consé-
quence, la première partie dresse un état de l’art
critique des algorithmes de filtrage collaboratif
existants. Elle aboutit à la conclusion selon la-
quelle une autre voie de recherche est à ima-
giner. La deuxième partie décrit notre modèle
distribué, baptiséRecTreeSEM Bayesian al-
gorithm (RSB). La solution adoptée consiste à
combiner des techniques de filtrage existantes
pour répartir les tâches entre le client et le ser-
veur. Les avantages et inconvénients du modèle
sont exposés dans une troisième partie. Nous
évoquerons, en conclusion, les perspectives de
recherche envisagées.
1 État de l’art
Le filtrage collaboratif utilise les comporte-
ments connus d’une population pour prévoir les
futurs agissements d’un individu. Il s’agit, dans
un premier temps, d’observer l’attitude du sujet4
dans un contexte donné. Certains systèmes de
recommandations mesurent l’intérêt suscité par
une ressource sur la base de critères explicites
tels que les votes5. D’autres disposent de don-
nées implicites comme, par exemple, le temps
de consultation d’une page. Ces renseignements
permettent ensuite de rechercher, par comparai-
son, les utilisateurs ayant des comportements si-
milaires.
Les premières méthodes de filtrage collaboratif
étaient purement statistiques. Une base de don-
nées contenaient les votes des utilisateurs afin
d’identifier les documents les plus pertinents.
Mais l’accroissement du nombre de ressources
a rendu leur évaluation trop laborieuse pour les
lecteurs. Le filtrage collaboratif doit aujourd’hui
tenir compte de données incomplètes, voire
manquantes, concernant les votes sur les items.
C’est pourquoi David PENNOCK, Eric HOR-
VITZ et C. Lee GILES jugent les méthodes pure-
ment statistiques inadaptées [12]. John BREESE,
David HECKERMAN et Carl KADIE [2] ont
identifié, parmi les techniques existantes, deux
classes majeures d’algorithmes pour résoudre ce
problème : les algorithmes basés sur la mémoire
et ceux basés sur un modèle.
4Dans la suite de cet article, la personne qui se connecte sera quali-
fiée d’« utilisateur courant ».
5Les utilisateurs peuvent attribuer à chaque document lu une note
allant, en général, de 1 à 7 ou de 1 à 10.
Les algorithmes basés sur la mémoire main-
tiennent une base de données des votes de
tous les utilisateurs. Un score de similarité
(RESNICK [13], MAES [14] ou BREESE[2]) est
déterminé entre l’utilisateur courant et chacun
des autres membres de la base. Chaque prédic-
tion entraîne ensuite un calcul sur l’ensemble de
cette source de données. L’influence d’un indi-
vidu y est d’autant plus forte que son degré de
similarité avec l’utilisateur courant est grand.
Ces techniques basées sur la mémoire pré-
sentent l’avantage d’être très réactives, en inté-
grant immédiatement au système les modifica-
tions des profils utilisateurs. BREESEet alii [2]
s’accordent toutefois à trouver leur passage à
l’échelle problématique : si ces méthodes fonc-
tionnent bien sur des exemples de tailles ré-
duites, il est difficile de passer à des situations
caractérisées par un grand nombre de docu-
ments ou d’utilisateurs. En effet, la complexité
des algorithmes en temps et en mémoire est
beaucoup trop importante pour les grosses bases
de données.
Les algorithmes basés sur un modèle constituent
une alternative au problème de complexité com-
binatoire. Dans cette approche, le filtrage colla-
boratif peut être vu comme le calcul de la va-
leur attendue d’un vote, compte tenu des préfé-
rences de l’utilisateur courant. Ces algorithmes
créent des modèles descriptifs corrélant les indi-
vidus, les ressources et les votes associés via un
processus d’apprentissage. Les prédictions sont
ensuite inférées depuis ces modèles revêtant, le
plus souvent, la forme de réseaux bayésiens.
Ces derniers sont priviligiés pour leur capacité
à mêler les probabilités issues d’un traitement
statistique de retour d’expérience et les proba-
bilités subjectives. UNGAR et FOSTER [15] ont
également imaginé la possibilité de classifier les
utilisateurs et les ressources en groupes. Pour
chaque catégorie d’utilisateurs, il s’agit alors
d’estimer la probabilité qu’une ressource soit
choisie.
Selon PENNOCK et alii [11], les algorithmes ba-
sés sur un modèle minimisent le problème de
la complexité algorithmique en mémoire. Par
ailleurs, ils perçoivent dans ces modèles une va-
leur ajoutée au-delà de la seule fonction de pré-
diction : ils mettent en lumière certaines cor-
rélations dans les données, proposant ainsi un
raisonnement intuitif pour les recommandations
ou rendant simplement les hypothèses plus ex-
plicites. Cependant, ces méthodes ne sont pas
assez dynamiques et elles réagissent mal à l’in-
sertion de nouveaux contenus dans la base de
données. De plus, elle nécessite une phase d’ap-
prentissage à la fois pénalisante pour l’utilisa-
teur6 et coûteuse en temps de calcul pour les
grosses bases de données.
La difficulté principale du filtrage collaboratif
reste donc le passage à l’échelle des systèmes.
L’orientation actuelle consiste à scinder de ma-
nière explicite les calculs dits «on-line » de
ceux dits «off-line». Ceci aboutit au développe-
ment d’algorithmes hybrides (AGGARWAL [1],
GOLDBERG [7], PENNOCK [11]). Ces solutions
tirent partie des deux grandes familles évoquées
plus haut pour réduire le nombre de calculs
« on-line » et augmenter le nombre de calculs
« off-line». Cette séparation permet aux utilisa-
teurs d’obtenir une réponse dans un délai raison-
nable, puisqu’ils n’ont plus besoin d’attendre
le traitement complet des données par le sys-
tème. Toutefois, les calculs de prédiction effec-
tués hors connexion sont très lourds et restent
incompatibles avec un passage à grande échelle.
De plus, les techniques hybrides existantes res-
tent centralisés ce qui est contraire aux principes
de protection de la vie privée imposés par la
CNIL . L’algorithme proposé dans cet article est
une nouvelle approche hybride, combinant les
avantages des méthodes basées sur la mémoire
et celles basées sur un modèle pour distribuer le
travail entre le serveur et les postes clients. Sou-
lignons, au passage, qu’un autre avantage d’une
séparation des calculs de cette manière est de
contourner le brevet américain7 définissant le
procédé de filtrage collaboratif centralisé dans
le cadre d’une transmission satellitaire. Ceci est
particulièrement intéressant dans le contexte de
notre collaboration avecASTRA.
2 L’algorithme RSB
L’architecture de l’algorithmeRSBest représen-
tée sur la figure 1. Le sigleRSB reflète donc
l’association de l’algorithme de classification
RecTree (scindé en deux parties, respectivement
du côté serveur et du côté client), du procédé
d’apprentissageSEM et d’une méthode de fil-
trage collaboratif à base de réseauxBayésiens.
6Le système de recommandations ne pourra pas fournir de docu-
ments pertinents dès les premières requêtes.
7United States Patent number 5,790,935daté du 4 Août 1998.
FIG. 1 – Architecture de l’algorithme RSB.
Afin de distribuer le système, la partie côté ser-
veur a été dissociée de celle côté client. Le ser-
veur dispose, en entrée, de la matrice des votes
des utilisateurs et de la base de données conte-
nant les sites et les descripteurs. De cette ma-
nière, le serveur ne dispose d’aucune informa-
tion relative à la population, hormis les votes en-
voyés anonymement. Les préférences des utili-
sateurs sont stockées dans le profil sur les postes
clients. Le critère de confidentialité est donc
bien respecté.
De plus, il s’est agi de greffer, sur le groupe res-
treint obtenu, un deuxième système de filtrage
collaboratif basé sur les réseaux bayésiens. La
première passe avecRecTree n’avait donc pas
pour objectif de faire du filtrage collaboratif,
mais de réduire la quantité des données à trai-
ter. Les calculs «off-line » de RecTree per-
mettent la construction de profils d’utilisateurs
type. De cette façon, il n’est plus nécessaire de
considérer l’intégralité de la matrice des votes,
mais uniquement les votes des individus appar-
tenant au groupe de l’utilisateur courant. Cela
réduit le nombre d’individus considérés, mais
également le nombre de ressources : il est in-
utile de conserver les documents qui n’ont été
lus par aucun des membres du groupe.
2.1 RecTree
Le clustering hiérarchisé, également appelé
RecTree [4], cherche à fractionner l’ensemble
des utilisateurs en cliques.
Le tableau 1 propose un exemple de votes ca-
ractérisés par des entiers naturels allant de 1 à
10. Cette échelle de valeur est arbitraire. La pré-
cision de cette échelle doit être choisie par le
concepteur du système, de telle sorte que les
utilisateurs puissent faire la distinction entre les
ressources qu’ils apprécient, qu’ils n’aiment pas
ou qui les laissent indifférents.
TAB . 1 – Exemple de matrice des votes.
R1 R2 R3 R4 R5
Utilisateur 1 6 7 6
Utilisateur 2 4 7 7
Utilisateur 3 7 6 5
Utilisateur 4 6 6 7
La figure 2 illustre les modalités d’organisation
des groupes dans l’exemple ci-dessus. Les utili-
sateurs sont séparés enclustersselon la distance
calculée entre eux.
FIG. 2 – Hiérarchisation des utilisateurs.
L’algorithmeRecTree est une méthode basée
sur un modèle, dite declustering. Elle se gère
toutefois comme une approche basée sur la mé-
moire car toutes les informations sont néces-
saires pour les calculs de similarité. Elle per-
met, dans le cadre de notre algorithme, de li-
miter le nombre d’individus à considérer dans
le calcul de la prédiction. Ainsi, le temps de
traitement par les réseaux bayésiens (cf. in-
fra, Réseaux bayésiens, p. 6) sera plus court et
les résultats seront potentiellement plus perti-
nents puisque les observations porteront sur un
groupe plus proche de l’utilisateur courant [15].
Pour vulgariser, cela revient à demander leur
avis8 à un groupe de personnes ayant les mêmes
goûts que l’utilisateur, plutôt que de consulter
l’ensemble de la population. Chaque feuille de
l’arbreRecTree correspond à un profil d’utili-
sateurs type.
La première étape consiste à associer à la ra-
cine de l’arbre la matrice globale des votes
des utilisateurs par rapport aux ressources. Par
la suite, l’ensemble des utilisateurs sont répar-
tis en deux sous-groupes à l’aide de la mé-
thode des plus proches voisins, également ap-
pelée K-means [8]. Cette dernière consiste,
dans un premier temps, à choisir aléatoirement
k centres dans l’espace de représentation utilisa-
teurs/ressources. Dans le cas présent, le nombre
k vaut 2, puisqu’il faut subdiviser la population
en deux sous-ensembles. Chaque utilisateur est
ensuite positionné dans lecluster de centre le
plus proche (figure 3).
FIG. 3 – Espace de représentation utilisa-
teurs/ressources.
La métrique utilisée pour déterminer la distance
par rapport à ces centres est le coefficient de cor-
rélation de Pearson [13] (cf. infra, formule 1,
p. 5).
La littérature montre que le coefficient de corré-
lation dePearson fonctionne bien [14], car il
ne considère que les ressources communément
évaluées par les utilisateurs comparés et ne tient
pas compte des données manquantes.
8Bien sûr, le processus informatique est transparent pour les utilisa-
teurs.
Formule du coefficient de corrélation deP arson :
w(ui, uk) =
∑







Avec : w(ui, uk) la distance entreui etuk ;
eval(ui, r) l’évaluation de r parui ;
v la note moyenne de la ressource ;
Ri les ressources évaluées parui ;
Une fois les groupes de personnes ainsi formés,
la position de l’isobarycentre est recalculée pour
chaqueclusteret l’opération est réitérée depuis
le début jusqu’à obtenir un état stable (où les
centres ne bougent plus après recalcul de leur
position). L’algorithme des plus proches voisins
est eno(k2n) pour kclusterset n individus. Une
fois cette première subdivision effectuée, l’opé-
ration est renouvelée sur chacun des deux sous-
groupes obtenus jusqu’à atteindre la profondeur
de l’arbre souhaitée. Ainsi, plus on descend
dans la structure et plus lesclusterssont spé-
cifiques à un certain groupe d’utilisateurs simi-
laires. Par conséquent, plus on parcourt l’arbre
en profondeur, plus les individus partagent le
même avis concernant l’attribution d’une cer-
taine note à un article donné. La construction de
l’arbre s’opère eno(n.log2n), où n est le nombre
d’utilisateurs.
Par la suite, la phase d’identification de l’utilisa-
teur courant à l’une des cliques s’opère du côté
client eno(2p), où p correspond à la profondeur
de l’arbre. Ce dernier est construit de telle sorte
que les cliques contiennent à peu près le même
nombre d’individus pour une profondeur don-
née.
2.2 SEM
On cherche ensuite à construire un réseau bayé-
sien pour chacune des feuilles de l’arbre ob-
tenue avec l’algorithmeRecTree . Par défini-
tion, B = (G, θ) est un réseau bayésien si
G = (X, E) est un graphe acyclique dirigé (DAG)
dont les sommets représentent un ensemble de
variables aléatoires X ={X1, ..., Xn}, et si
θi = [P(Xi/XPa(Xi))] est la matrice des pro-
babilités conditionnelles du noeud i connaissant
l’état de ses parentsPa(Xi) dans G [9]. Dans
le cas étudié, chaque noeud correspond à une
ressource et l’état du noeud à une valeur pos-
sible d’évaluation (cf. infra, figure 4). Comme
toutes les méthodes par classifieur9, l’utilisation
des réseaux bayésiens nécessite d’introduire le
concept de classe. Il faut en effet travailler sur
une matrice de votes booléenne. Les classes
« Aime » et « AimePas » ont été créées dans
ce but. On considère par exemple qu’un utili-
sateur apprécie une ressource dès lors qu’il lui
attribue une note supérieure ou égale à 6. Le ta-
bleau 2 transcrit la modification opérée dans le
tableau 1.
TAB . 2 – Transformation en matrice booléenne.
R1 R2 R3 R4 R5
U1 Aime 0 1 1 1 0
U1 AimePas 0 0 0 0 0
U2 Aime 0 0 0 1 1
U2 AimePas 0 0 1 0 0
U3 Aime 0 1 1 0 0
U3 AimePas 0 0 0 1 0
U4 Aime 1 1 0 0 1
U4 AimePas 0 0 0 0 0
La phase d’apprentissage consiste à recher-
cher les dépendances entre les ressources. Pour
ce faire, nous avons recours à l’algorithme
Structural-EM . Il présente l’avantage de
gérer les données manquantes, ce qui est très in-
téressant dans ce contexte. Par ailleurs, ce pro-
cédé permet d’obtenir des résultats très proches
des véritables structures10 des réseaux bayé-
siens, quelle que soit la taille de la base d’ap-
9Il s’agit d’une subdivision des techniques de filtrage basées sur un
modèle.
10Olivier FRANÇOIS et Philippe LERAY ont réalisé une étude com-
parative des algorithmes d’apprentissage dans le domaine des réseaux
bayésiens [5]. Connaissant les structures des réseaux bayésiens, ils ont
essayé de les réapprendre avec divers algorithmes.
prentissage [5]. Il s’agit d’une méthode itéra-
tive dont la convergence a été prouvée par Nir
FRIEDMAN [6]. Il faut partir d’une structure ini-
tiale (pouvant être vide) pour estimer la distri-
bution de probabilité des variables manquantes
grâce à l’algorithmeEMclassique. Cela consiste
à remplir les tables de probabilités condition-
nelles à partir des paramètres. Puis, les don-
nées manquantes sont complétées en utilisant,
par exemple, du bruit gaussien. Les probabili-
tés sont enfin modifiées, afin de mieux corres-
pondre à l’association des données observées et
manquantes.
L’étape suivante consiste à calculer l’espérance
d’un score (Bayesian Information Criterion)
par rapport à ces variables cachées pour tous les
réseaux bayésiens du voisinage11. La structure
ayant obtenu le meilleur score est ensuite choi-
sie et l’opération est réitérée jusqu’à obtenir un
maximum local.
2.3 Réseaux bayésiens
FIG. 4 – Construction des réseaux bayésiens.
Le module de filtrage collaboratif exploite les
réseaux bayésiens obtenus du côté client. Une
fois l’utilisateur identifié à un profil type à l’aide
de RecTree du côté client, nous disposons
du réseau bayésien spécifique à ce groupe de
personnes. En chaque noeud, il est possible de
construire un arbre de décision en fonction des
prédécesseurs qui sont les plus à même de pré-
dire l’état du noeud [2]. Ces arbres de décision
11Les voisins d’un réseau bayésien sont toutes les structures différant
du graphe d’origine par une opération d’ajout, suppression ou inversion
d’arc.
sont donc une simple représentation des pro-
babilités conditionnelles disponibles au niveau
du noeud et établies lors de la phase d’appren-
tissage. Un parcours de l’arbre de décision en
fonction de l’appréciation qui a été faite des
prédécesseurs permet de prédire l’intérêt porté
par l’utilisateur à la ressource du noeud courant.
Dans l’exemple de la figure 4, si l’utilisateur
a aimé les documentsA et B, alors nous avons
une certaine probabilité qu’il apprécie le docu-
mentD.
Une approche plus classique consiste simple-
ment à injecter les évidences dans les tables de
probabilités conditionnelles, c’est-à-dire à uti-
liser les votes de l’utilisateur courant pour les
personnaliser. Il ne reste plus qu’à consulter les
probabilités que l’utilisateur courant apprécie
une ressource non lue.
3 Discussion
L’algorithmeRSBa été scindé en deux parties,
respectivement côté client et côté serveur. De
cette manière, la confidentialité des utilisateurs
est respectée, dans la mesure où toutes les don-
nées personnelles sont stockées sur les postes
clients, à l’exception des votes anonymes.
Par ailleurs, garantir un temps de réponse court
du côté client est primordial. Mais il est difficile
de se conformer à cet impératif si la base de don-
nées contient un grand nombre d’utilisateurs. En
effet, afin d’assurer le caractère confidentiel des
données relatives à l’utilisateur courant, la phase
d’identification de ce dernier à un groupe doit
se faire côté client. Cela signifie qu’il faut ra-
patrier les données relatives à la population sur
le poste client. Pour éviter de surcharger le ter-
minal utilisateur par envoi de la totalité de la
matrice des votes, des profils d’utilisateurs type
sont créés à l’aide de l’algorithmeRecTree
(cf. supra, 2.1 RecTree, p. 4). Le serveur se
charge, dans un premier temps, de scinder l’en-
semble des utilisateurs en cliques à partir de la
matrice des votes (algorithme eno(n.log2n)).
Puis la structure de l’arbre est envoyée au client
où a lieu la phase d’identification de l’utilisateur
courant à un groupe (algorithme eno(2p)). De
cette manière, le nombre d’individus à considé-
rer est restreint, puisque seuls ceux qui appar-
tiennent à la même clique que l’utilisateur cou-
rant sont conservés12. Le choix de l’algorithme
12Rappelons qu’il est possible de choisir la profondeur de l’arbre : si
RecTree a été motivé par le fait que :
– cette méthode était facilement divisible en
deux parties, exécutables respectivement côté
client et côté serveur ;
– la partie du calcul «on-line», à savoir l’iden-
tification de l’utilisateur à un groupe, se fait
en o(2p). Ainsi, le temps de réponse côté
client ne sera pas pénalisé par l’emploi de cet
algorithme.
Il aurait été possible de se contenter de l’ana-
lyse de l’algorithmeRecTree . Toutefois, nous
avons choisi d’ajouter, sur le groupe restreint
obtenu, un deuxième système de filtrage colla-
boratif basé sur les réseaux bayésiens. En ef-
fet, la seule utilisation deRecTree ne suffit
pas à pallier le problème de la taille de la base
de données. Cette utilisation de l’algorithme
RecTree permet de réduire la quantité de don-
nées qui doit être traîtée lors de la construction
des profils type. Ainsi, il suffit de considérer
uniquement les votes et ressources lues par les
individus appartenant au groupe de l’utilisateur
courant.
Le choix de la méthode de filtrage effective s’est
porté sur les réseaux bayésiens. Ces derniers
permettent notamment la modélisation des rela-
tions non-déterministes existantes entre les res-
sources. De plus, la grande majorité des calculs
se fait de manière «off-line » pour structurer le
modèle de documents et déterminer les probabi-
lités conditionnelles. Seul le parcours de l’arbre
de décision, au niveau du noeud à évaluer, né-
cessite un calcul «on-line ». La phase d’ap-
prentissage du réseau bayésien (recherche des
dépendances entre les ressources) reste un fac-
teur limitant en terme de temps de traitement.
Toutefois, les résultats obtenus restent bien su-
périeurs à un algorithme classique basé sur la
mémoire par exemple. Par ailleurs, la méthode
SEMchoisie permet de gérer les données man-
quantes. Cela est intéressant dans la mesure où
les utilisateurs ne votent en général que pour une
infime partie des ressources mises à leur dispo-
sition.
L’algorithme RSBa une complexité, en terme
de temps de calcul, bien moindre que la mé-
thode de filtrage collaboratif basée sur la mé-
moire [14] imaginée par Pattie MAES et Upen-
dra SHARDANAND . Cette technique avait été
cette dernière n’est pas excessive, les groupes étudiés sont plus petits que
la population totale mais encore disparates et donc capables de suggérer
des nouveautés à l’utilisateur.
implantée au préalable au sein de notre plate-
forme de travail [10]. La base de données utili-
sée est celle de la société de diffusion de sites
Web par satellitesASTRA13, contenant les votes
de plus de 80.000 individus pour 100 ressources.
Les calculs du côté serveur (RecTree et SEM)
sont trop encore lourds pour être effectués en
temps réel et doivent être renouvelés périodi-
quement. Cette façon de procéder peut certes
augurer de légers écarts entre les derniers votes
et les préférences prises en compte dans les
calculs de prédiction. Toutefois, ces écarts res-
tent minimes en raison du grand nombre d’uti-
lisateurs. De plus, cette pratique assure la sta-
bilité du système en cas d’ajout de docu-
ments, puisque ces derniers ne seront considérés
qu’après réitération des calculs du côté serveur.
Perspectives
L’algorithme RSBeffectue du filtrage collabo-
ratif de façon distribué sur de grosses bases
de données et dans un délai relativement court.
Toutefois, il importe de mesurer la satisfaction
des utilisateurs par rapport aux ressources que
le système leur propose. Un retour sur la perti-
nence des sites suggérés permettrait de valider
le modèle. A cette fin, nous sommes en train de
finaliser des méthodes d’évaluation permettant
de vérifier la pertinence des propositions faites
par le système.
Afin d’obtenir un plus grand nombre de votes,
une fonction d’aide basée sur la formule de Phi-
lip CHAN [3] (cf. infra, formule 2, p. 8) peut
aussi être envisagée : elle se charge d’estimer les
notes que l’utilisateur est susceptible d’attribuer
à différents sites à partir de critères implicites
(tels que le temps ou la fréquence de consulta-
tion d’une page14). Le formulaire de votes serait
ainsi pré-rempli et soumis à approbation pour
faire gagner du temps à l’utilisateur.
L’étude de l’attrait des architecturesPeer-to-
Peer constitue une perspective de recherche
possible : le système pourrait se charger de faire
communiquer plusieurs postes utilisateurs entre
13http ://www.ses-astra.com. Ils ont développé un logiciel du nom de
Casablanca , utilisant la technologieSat@once .
14Ce sont des informations facilement récupérables légalement et lo-
calement dans le navigateur Web du client.
Formule deChan :
Interet(page) = Frequence(page) . (1 + EstFavori(page) + Duree(page)
+ Recent(page) + PourcentLiensV isites(page))
Avec :Duree(page) = maxpages visitees
(duree passee sur page
taille de la page
)
Et : Recent(page) =
temps(derniere visite)− temps(debut log)
temps(actuel)− temps(debut log)
(2)
Interet(page) doit être normalisé pour correspondre à l’échelle des votes.
EstFavori(page) vaut 1 si la page fait partie des favoris de l’utilisateur et 0 sinon.
Enfin,PourcentLiensV isites(page) correspond au nombre de liens visités divisé par le nombre de
liens dans la page.
eux par ce biais pour former des groupes de per-
sonnes similaires. Enfin, un moyen d’améliorer
le système serait de considérer le cache comme
une boîte noire contenant une multitude de tech-
niques de filtrage collaboratif. Le système se
chargerait alors d’identifier tout seul la combi-
naison de méthodes la plus pertinente en fonc-
tion des données dont il dispose.
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