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We present a solution to the strong CP problem based on the identification of the theta angle
with twice the CP violating phase present in the CKM quark matrix. This solution washes out
all the unwanted issues stemming form the strong CP phase and is strongly justified by general
theoretical arguments based on the partition function associated to the θ vacuum. Phenomenological
consequences on the quark mass matrices are discussed for this case.
PACS numbers: 12.15.Ff, 12.15.Hh, 11.40.Dw, 12.38.Lg
I. INTRODUCTION
In general particle physics models are based on the invariance of the Lagrangian under symmetries which may be
continuous or discrete, global or gauged. CP symmetries is a fundamental discrete symmetry that combines parity
with charge conjugation. Early experimental data [1] on neutral Kaon decays indicate a CP violation in this process.
Later experiments on K [2]-[4], B0 [5], [6], B+ [7]-[9] and B0s [10] decays confirmed this result. The nonconservation
of the CP symmetry in the quark sector of the standard model was encapsulated in the CP phase δKM ≈ 1.2 rad [11]
of the CKM matrix [12].
One cannot discuss CP violation without introducing the strong CP problem. This refers specifically to QCD and
is connected with the divergence of axial current:
∂µj
µ5 = −g
2Nf
32π2
ǫαβµνF aαβF
a
µν , (1)
where Nf is the number of flavors and F
a
µν is the color group gauge tensor.
The nonperturbative vacuum structure of QCD contains instanton solutions which are introduced in the Lagrangian
through the term:
Lθ = − θg
2
32π2
ǫαβµνF aαβF
a
µν . (2)
Here θ is the vacuum angle and represents a superposition of instanton solutions with winding numbers n.
The strong CP problem stems mainly from the fact that θ is a strong interaction parameter but experimental data
on neutron electric dipole momentum suggests that θ ≤ 10−9. Finally the transformation from the quark gauge
eigenstates basis to the mass eigenstates one may introduce a correction to the theta term through the axial anomaly
[13] leading to:
θ¯ = θ + arg detM, (3)
where M is the quark mass matrix.
There are various solutions [13] for solving the strong CP problem on dynamical grounds [14], based on spontaneous
CP violation [15] or on the presence of an additional chiral symmetry [16] with or without the associated axion.
Although some of the solutions are favored none of them has gathered the general acceptance.
In the present work we will propose a particular solution to the strong CP problem which amounts to the identi-
fication of the CP strong violating phase θ with twice the CP weak phase δKM (Note that a related idea but with
major differences was discussed in [17]). In section II we present the main theoretical ideas. Section III shows how
these ideas are implemented exactly in the quark sector of the standard model. Section IV contains numerical results
and the predictions of our approach. In section V we discuss the strong theoretical arguments in favor of our solution
and the conclusions.
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2II. AXIAL ANOMALY REVISITED
We start from the QCD Lagrangian with Nf flavors of fermions in the fundamental representation:
L = −1
4
F aµνF aµν +
∑
f
Ψ¯f iγ
µDµΨf − Ψ¯(C + iDγ5)Ψ− θg
2
32π2
ǫµνρσF aµνF
a
ρσ , (4)
where Dµ = ∂µ − igtaAaµ is the covariant derivative and C and D are hermitian matrices in the flavor space. Note
that we considered the gauge eigenstate basis for further convenience. Then to the axial transformation,
Ψf → Ψf + iαγ5Ψf
Ψ¯f → Ψ¯f + iαΨ¯fγ5, (5)
one associates the current j5µ with the anomalous conservation:
∂µj5µ = iΨ¯[γ
5(C + iDγ5)]Ψ − g
2
32π2
ǫµνρσF aµνF
a
ρσ. (6)
In the following we shall generalize the axial transformation and make it global instead of infinitesimal. Consider
the transformation:
Ψf → exp[iαAγ5]fgΨg
Ψ¯f → Ψ¯g exp[iαγ5A]gf , (7)
where A is hermitian matrix, α is an arbitrary parameter and the indices f and g run in the flavor space. First we
will write the Lagrangian in the new variables and then the full partition function. We start with the Lagrangian (for
simplicity we use the same notation for the fields):
L′ = Ψ¯ exp[iαγ5A]iγµ∂µ[exp[iαγ5A]Ψ] +
gΨ¯ exp[iαγ5A]γµtaAaµ exp[iαγ
5A]Ψ−
Ψ¯ exp[iαγ5A](C + iDγ5) exp[iαγ5A]Ψ =
Ψ¯iγµiDµΨ+ iαΨ¯γ
5γµAiDµΨ+ iαΨ¯γ
µγ5AiDµΨ+
−2α
2
2
Ψ¯γµAiDµΨ− α2Ψ¯γ5γµγ5AiDµΨ+ ....+
Ψ¯ exp[iαγ5A]iγµ∂µ(exp[iαγ
5A])Ψ + Ψ¯ exp[iαγ5A](C + iDγ5) exp[iαγ5A]Ψ =
Ψ¯iγµiDµΨ+ Ψ¯ exp[iαγ
5A]iγµ∂µ(exp[iαγ
5A])Ψ +
Ψ¯ exp[iαγ5A](C + iDγ5) exp[iαγ5A]Ψ. (8)
Thus the unwanted contributions from the gauge kinetic terms cancel (in each order) as they should (the dots represent
the higher terms in the expansion) and the final result is quite simple.
Next we need to consider the contributions coming from the change of variable in the partition function:
Z =
∫ ∏
f
dΨ¯fdΨf exp[i
∫
d4xL]. (9)
We will apply the standard Fujikawa method (see [18]). We expand the field in the gauge eigenstates Φm such that:
iγµDµΦm = λmΦm
Φˆm(iγ
µDµ) = λmΦˆ. (10)
Then,
Ψf(x) =
∑
m
amfΦm(x)
Ψ¯f(x) =
∑
m
aˆmf Φˆm(x). (11)
3Here f is the flavor index. The functional measure then takes the form:∏
f
DΨfDΨ¯f =
∏
mf
damfdaˆmf , (12)
where upon the transformation considered in Eq. (7) the variables am will become:
a′rm =
∑
n
∫
d4xΦ†m(exp[iαγ
5A])rsΦnans, (13)
where again r, s are flavor indices. Consequently,∏
f
dΨ′fdΨ¯
′
f = J
−2
∏
f
dΨfdΨ¯f , (14)
where J is the Jacobian with the expression:
J = det
[ ∫
d4xΦ†m(exp[iαγ
5A])rsΦn(x)
]
=
exp
[
Tr ln[
∫
d4xΦ†m(x)[exp[iαγ
5A]]rsΦn(x)]
]
. (15)
Here the determinant is both in flavor and eigenvector indices space.
We will expand both the logarithm and the exponential in order α2 and specialize to the case where α is a constant.
This leads to:
Tr ln[δmn +
∑
n≥1
(iα)n
n!
∫
d4xΦ†m[(γ
5)nAnrs]Φn ≈
Tr ln[δmn + iα
∫
d4xΦ†mγ
5ArsΦn − α
2
2
∫
d4xΦ†mA
2
rsΦn] =
∑
n
iα
∫
d4xΦ†nγ
5ArrΦn − α
2
2
∫
d4xΦ†n(A
2)rrΦn +
α2
2
[
∫
d4xΦ†mγ
5(A)rtΦq][
∫
d4yΦ†qγ
5AtsΦm] + .... (16)
We further use the completness relation of the eigenstates (where i and j are spinor indices),∑
n
Φ†ni(x)Φnj(y) = δ(x− y)δij (17)
to determine the sum of the last two terms in Eq. (16),
−α
2
2
∫
d4xΦ†n(A
2)rrΦn +
α2
2
[
∫
d4xΦ†miγ
5
ij(A)rtΦqj ][
∫
d4yΦ†qkγ
5
klAtsΦml] =
α2
2
(γ5)2iiA
2
rr −
α2
2
(γ5)2iiA
2
rr = 0. (18)
Consequently in order α2 (but it can be shown in any order),
J−2 = exp[
∫
d4xiα
g2
32π2
ǫµνρσF aµνF
a
µνTrA]. (19)
Here we use standard calculations of the linear term in the Fujikawa method.
Thus the partition function will become upon the change of variable:
Z =
∏
f
∫
dΨ¯fdΨf exp[i
∫
d4xL′], (20)
4where,
L′ =
∑
f
Ψ¯f iγ
µDµΨf + iΨ¯ exp[iαγ
5A]γµ∂µ[∂µ exp[iαγ
5A]]Ψ +
−Ψ¯ exp[iαγ5A](C + iDγ5) exp[iαγ5A]Ψ +
g2
32π2
αǫµνρσF aµνF
a
ρσTrA−
g2
32π2
θǫµνρσF amuνF
a
ρσ . (21)
We require that the global axial transformation cancel the θ term which amounts to the constraint(Note that we may
choose α at our discretion): 2αTrA = θ. Here the factor of 2 takes into account that the transformation in Eq. (7)
with the matrix A in the flavor space must be applied to both up and down quarks. We can also dismiss the total
derivative that appears in the second term on the right hand side of Eq. (21) to obtain that the net effect of the theta
term leads to a Lagrangian which is completely equivalent to the initial one with the theta term:
L =
∑
f
Ψ¯f iγ
µDµΨf + Ψ¯ exp[iθγ
5B](C + iDγ5) exp[iθγ5B]Ψ, (22)
where we redefine B = ATrA .
III. CONNECTION BETWEEN CP VIOLATION PHASE AND THE THETA ANGLE
We start with the quark mass terms in the standard model Lagrangian:
L = (u¯LAMuABuRB + d¯LAmdABdRB) + h.c., (23)
where A, B denote flavor indices for the up (u) and down (d) quarks, L and R denote left and right handed states.
MoreoverMu and Md are the mass matrices for the up and down quarks. These are 3× 3 arbitrary complex matrices
that do not have to be hermitian. In general they are diagonalized by a biunitary transformation:
Mudiag = VuM
UW †u
Mddiag = VdM
dW
†
d . (24)
Here the transformation from the gauge eigenstates (unprimed fields) to the mass eigenstates (primed fields) is given
by:
u′L = VuuL
d′L = VddL
u′R =WuuR
d′R =WddR. (25)
The standard approach is to first make the change of variables in the left sector:
u′L = VuuL
u¯′L = u¯LV
†
u
dL” = VuuL
d¯L” = d¯LV
†
u . (26)
Then the up quark mass matrix will be diagonalized by:
VuM
uMu†V †u =M
u2
diag, (27)
and one further needs to diagonalize the new down quark mass matrices:
VuM
dMd†V †u . (28)
It turns out that this new matrix is diagonalized by U = VuV
†
d where U is the CKM matrix:
U †VuM
dMd†V †uU =M
d2
diag. (29)
5This corresponds to the transformation dL” = VuV
†
d d
′
L. In the following we will use:
VuM
dMd†V †u = UM
d2
diagU
†, (30)
derived directly from Eq. (29).
We make the following important assumptionW †u = Vu. Now consider the axial transformation discussed in section
II with 2αTrA = θ:
u′ = exp[i
θ
2
Bγ5]u. (31)
This can also be written as: (
u′L
u′R
)
= (1 + i
θ
2
Bγ5 − θ
2
8
B2 + ...)
(
uL
uR
)
=(
(1− i θ2B − θ
2
8 B
2 + ...)uL
(1 + i θ2B − θ
2
8 B
2 + ...)uR
)
=
(
exp[−i θ2B]uL
exp[i θ2B]uR
)
. (32)
Then with the identification Vu = exp[−i θ2B] we obtain exactly the transformation in Eq. (25). Then the axial
transformation we considered in the first section is not just put by hand but it is the required change from the gauge
eigenstate basis to the mass eigenstate one.
The first consequence of our assumption is the expression for the mass matrix for the up quarks:
Mu = V †uM
u
diagV
†
u = exp[iθB]M
d
diag exp[iθB]. (33)
Next we know:
U †VuM
dVu(V
†
uW
†
d ) =M
d
diag, (34)
so we require Wd = U
†V †u such that no new axial transformation of the fermion fields is introduced. From the
definition of the CKM matrix one has Vd = U
†Vu so the final mass matrix for the down quarks can be computed as:
Md = V †dM
d
diagWd. (35)
At this point all we need is to calculate Vu = exp[−i θ2B] form Eq. (30). For that we write:
Md = C + iD. (36)
We first consider θ2 = δKM arbitrary and expand the left hand and right hand sides of Eq. (30) in order δ
2
KM . We
denote:
MdMd† =M1 + iM2 = UM
d2
diagU
†|δKM=0 =M1. (37)
In first and second orders in δKM we get:
iS1 = −iBM1 + iM1B =
∂UMd2diagU
†
∂δ
|δKM=0
BM1B − 1
2
(B2M1 −M1B2) = 1
2
∂2UMd2diagU
†
(∂δKM )2
|δKM=0. (38)
The last equation in Eq. (38) can be simplified as:
−1
2
(SB1 − S1B) = 1
2
∂2UMd2diagU
†
(∂δKM )2
|δKM=0. (39)
6IV. NUMERICAL CALCULATIONS
We consider the standard expression for the CKM matrix:
U =

 c12c13 s12c13 s13 exp[−iδ]−s12c23 − c12s23s13 exp[iδ] c12c23 − s12s23s13 exp[iδ] s23c13
s12s23 − c12c23s13 exp[iδ] −c12s23 − s12c23s13 exp[iδ] c23c13

 , (40)
with,
s12 =
|Vus|√
|Vud|2 + |Vus|2
s23 = s12
|Vcb|
|Vus|
s13 = |Vub|. (41)
Here |Vus| = 0.2248, |Vud| = 0.97417, |Vcb| = 40.5× 10−3, |Vub| = −4.09× 10−3 ([11]).
The matrix equations (38) contain 9 algebraic equations. From the first matrix we determine that B which is in
general a hermitian matrix must be real and symmetric and thus contains 6 unknown parameters. If we add the trace
condition TrB = 1 we have a system of 10 equations with 6 unknowns. It turns out that this system has a very good
approximate solution which means that four equations are automatically satisfied almost exactly. This matching is a
very strong argument in favor of the correctitude of our initial assumption Vu = exp[iθB]. Finally the matrix B is
given by:
B =

 0.6667 3.2848× 10−9 −1.3321× 10−103.2848× 10−9 0.6665 −0.0405
−1.3321× 10−10 −0.0405 −0.3317

 (42)
From Eq. (33) we calculate the mass matrix for the up quarks as:
Mu =
 −0.00005+ 0.00219i −4.96914× 10−9 − 1.78004× 10−10i 1.20997× 10−10 + 1.92299× 10−10i6.62363− 4.27139i −0.02788+ 1.27275i 0.04888− 0.03163i
150.035+ 67.135i 0.04888− 0.03163i −0.00245− 0.00104i

 . (43)
Further on the down quark mass matrix is determined from Eq. (35).
Md =

 −0.00025+ 0.01016i 0.00121 + 0.01815i 0.04204− 0.04425i−0.00056+ 0.02237i 0.00250 + 0.08597i 0.11778− 0.12483i
−0.00162+ 0.05961i 0.11799− 0.12533i 2.90708− 2.99229i

 . (44)
V. CONCLUSIONS
In this work we presented a theoretical idea and its phenomenological implementation for solving the strong CP
problem. This was based on cancelling the full theta angle θ¯ in Eq. (3) and on identifying the instanton θ angle with
twice the CP violation phase in the CKM matrix. We showed how this works and what are the consequences. All
other dependence on θ in the Lagrangian besides the CKM matrix is thus washed out. Moreover since θ is of order 2
it makes perfect sense in a theory of strong interaction.
In the end we will show that our solution although particular makes perfect sense and it is completely justifiable in
some theoretical context.
Consider that only the up quark mass matrix has a complex determinant such that arg detMu = α. Then one can
make a phase transformation on the right handed up quark states such that this phase is eliminated from the mass
matrix and introduced in θ¯ = θ + α. Then the whole process of determining the CKM matrix seems independent of
α. However there are situations when this conclusion is simply not true.
In order to show that there are instances where the strong phase may remain relevant for the CKM matrix let us
consider the following hypothetical example. Assume that there is some flavor symmetry relating the elements of Mu
7such that Mu = PXu where Xu is a real symmetric matrix and:
P =

 exp[iα1(c) + i
α(c)
3 ] 0 0
0 exp[−iα1(c) + iα(c)3 ] 0
0 0 exp[iα(c)3 ]
,

 (45)
where c is a parameter depending on the group structure and α(c) = arg det[Mu]. One may eliminate the phase α(c)
as discussed previously and determine:
Vu = V
′
uP
∗
UCKM = V
′
uP
∗Vd. (46)
Here V ′u is real and unitary and we may assume that also Vd has the same properties. Then α1(c) is simply the CKM
phase as it is the only phase present in the CKM matrix. But in the presence of the flavor symmetry both α1(c) and
α(c) depend on c and it is possible to eliminate c in favor of α which leads to α1(α). Consequently the strong phase
α or a function of it becomes a physical phase directly related to the CKM phase.
Our arguments are however more powerful than that. Next we will show that the fact that α becomes a physical
phase means that θ¯ = θ + α becomes irrelevant in the Lagrangian.
For a θ vacuum defined as:
|θ〉 =
∑
n
exp[iθn]|n〉, (47)
the associated partition function is:
Zθ =
∑
n
exp[iθn]
∫
dAndΨ¯dΨexp[iS(An, Ψ¯,Ψ)], (48)
where An represent all gauge field solution in a class corresponding to the winding number n and Ψ all standard
model quarks. The transformation from the gauge eigenstate basis to the mass eigenstate introduces in the most
general case an axial transformation and through axial anomaly a change of the theta angle to:
θ → θ + α+ β, (49)
where α is the up quarks contribution and β is the down quarks one. The mass matrices become diagonal and the
angles α and β may appear only in the CKM matrix. We write:
Zθ,α,β =
∑
n
exp[in(θ + α+ β)]fn(α, β), (50)
where fn is just a notation for the part of the partition function independent on θ and where the quark mass matrices
are diagonal without any phases. Then by Fourier analysis:
fn(α, β) =
1
2π
∫ pi
−pi
Zθ,α,β exp[−in(θ + α+ β)]dθ. (51)
Let us consider that β = 0 and α is a physically phase relevant for the CKM matrix. Then we can differentiate Eq.
(51) with respect to α to get (Note that the fact that α is a physical parameter is crucial for this step):
∂fn
∂α
=
1
2π
[∫ pi
−pi
∂Zθ,α
∂α
exp[−in(θ + α)]dθ +
∫ pi
−pi
(−in)Zθ,α exp[−in(θ + α)]
]
=
1
2π
[∫ pi
−pi
∂Zθ,α
∂α
exp[−in(θ + α)]dθ +
∫ pi
−pi
Zθ,α
∂
∂θ
exp[−in(θ + α)]
]
=
1
2π
[∫ pi
−pi
∂Zθ,α
∂α
exp[−in(θ + α)]dθ −
∫ pi
−pi
∂Zθ,α
∂θ
exp[−in(θ + α)]
]
. (52)
Here we integrated by parts in the second term of the right hand side of the equation and used:
Zpi,α exp[−in(π + α)] = Z−pi,α exp[−in(−π + α)]. (53)
8The partition function is independent of an axial transformation performed both in the action and the variables of
integration. We then consider a transformation on the right handed up states (by exp[−iα]) and down quark states
(by exp[−iθ]) such that the relevant part of the Lagrangian becomes:
Lm = u¯LMu exp[−iα]uR + d¯LMd exp[−iθ]uR + h.c. (54)
This eliminates completely the instanton term proportional to the dual tensor in the Lagrangian. We sum over n on
the right and left handed sides of the Eq. (52) and use Eq. (54) to obtain:
∫
dΨ¯dΨdAaµ
[
i
∫
d4x[− g√
2
u¯Lγ
µW+µ
∂UCKM
∂α
dL + h.c.]
]
exp[iS] =
∫
dΨ¯dΨdAaµ
1
2π
∫ pi
−pi
dθ
[
i
∫
d4x[−iu¯LMu exp[−iα]uR + id¯LMd exp[−iθ]uR + h.c.]
]
δ(α+ θ) exp[iS] =
∫
dΨ¯dΨdAaµ
[
i
∫
d4x[−iu¯LMuuR ++id¯LMduR + h.c.]
]
exp[iS] (55)
Here we integrated over θ on the right hand side and perform again an axial transformation to eliminate the phases
in the second line of Eq. (55). The final result in Eq. (55) has no trace of strong CP phase and relates two distinct
independent operators in the Lagrangian. The only way to make sense of this result is to conclude that in this case
the quantity θ¯ = α+θ is completely irrelevant and that one can safely take θ¯ = 0. This solves the strong CP problem.
If α = β = 0 our procedure would not apply. However this case is highly improbable in the standard model since
electroweak loops introduce with certainty γ5 corrections in the quark masses even in the absence of the theta term.
In summary we proposed a particular approximate solution to the strong CP problem that eliminates all major issues
related to it and that is perfectly justified on more general theoretical grounds. We also discussed the phenomenological
consequences in the quark sector of the standard model. Other applications of our approach together with a more
comprehensive numerical solution will be discussed elsewhere.
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