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Tento projekt se zaoberá optimalizáciu e-mailu a SMTP prevádzkou v proprietárnom pro-
dukte Microsoft Exchange 2013 v námornom priemysle. Cieľom je najskôr analyzovať požia-
davky tejto služby na pomalých a nespoľahlivých pripojeniach k sieti, SMTP komunikáciu
a potom samotného softvéru. Potom definuje špecifikáciu výsledného produktu a pripravuje
testovacie prostredie. Následne popisuje návrh a implementáciu transportného agenta s po-
mocou Exchange Management Shellu, ktorý synchronizuje dve inštalácie Microsoft Echange
2013; a zameriava sa na problémy, ktoré nastali počas vývoja, diskutuje jednotlivé prístupy
a možné riešenia. Na testovaní ukazuje jednotlivé nedostatky nájdeného riešenia. Na záver
analyzuje výsledné riešenie, možnosti budúceho vylepšenia a nutnosť vylepšenia bezpečnosti
pred nasadením do produkčného prostredia.
Abstract
This project discusses optimization of e-mail and SMTP traffic in proprietary product of
Microsoft Exchange 2013 in regard of marine industry. The goal is at first to analyze the
requirements of this service on slow and unreliable network connections, SMTP traffic and
then the product itself. Afterwards it defines specification for the final product and prepares
the test environment. Design and implementation of transport agent using Exchange Ma-
nagement Shell is described for synchronization of two installations of Microsoft Exchange
2013; and focuses on emerged problems during the development, discusses different appro-
aches and possible solutions. Testing shows various shortcomings of found solution. Finally,
analysis of final solution shows possible future improvements and a need of security upgrade
before applying to production environment.
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Námorný priemysel čelí mnohým výzvam. Zaistenie kvalitných služieb v oblasti informač-
ných technológii je jednou z nich. Kapitáni a inžinieri lodí sa musia vyrovnať s poma-
lým a prerušovaným satelitným spojením, lokálnymi výpadkami a obmedzenou technickou
podporou. Prenos elektronickej pošty je jedným zo základných prostriedkov, ktorý slúži
na komunikáciu medzi členmi posádky a tiež s loďou a pobrežím. Zo skúsenosti vyplýva, že
výpadok tohto systému môže spôsobiť nielen vážne problémy na palube, ale aj vo vzťahu
medzi poskytovateľom a zákazníkom.
Elektronická pošta je jednou z najviac viditeľných služieb, ktorú môžu IT profesionáli
poskytovať; obchod väčšiny organizácii sa stal závislý na dôverných informáciach. Dôsled-
kom toho, samotná elektronická pošta predstavuje pre používateľov viac ako len informáciu,
ktorú obsahuje. Ak nastane problém s poštou, dôvera používateľa v IT a vo svojich schop-
nostiach vykonávať svoju prácu je rovnako zasiahnutá [1].
Tento projekt sa zaoberá zefektívnením prenosu elektronickej pošty v prostredí pro-
duktu Microsoft Exchange a vznikol v spolupráci s firmou Bond Technology Management.
Spoločnosť BondTM vznikla v roku 2007 a stala sa jednou z vedúcich spoločností zaobera-
júcich sa palubnými audiovizuálnymi, IT, komunikačnými, bezpečnostnými a navigačnými
systémami [2].
Tento projekt nadväzuje na semestrálny projekt, v ktorom prebehla analýza celkových
požiadavkov 2.2 na systém elektronickej pošty v námornom priemysle a následne definoval
ciele 2.6. Súčasťou taktiež bola príprava testovacieho prostredia 3.
V rámci diplomovej práce bolo testovacie prostredie aktualizované, následne bude pri-
pravený návrh výsledného produktu a implementovať ho 4. V rámci testovacieho prostredia
bude ďalej možné zhodnotiť výsledky implementácie 5 a diskutovať možnosť nasadenia vý-
slednej práce do reálneho prostredia. Výsledky tejto práce budú hodnotené v samotnom
závere 6.
Vlastnosti, ktoré budú v tomto projekte analyzované:
∙ dostupnosť služby,






Základná funkcionalita a bežné komponenty, ktoré sa vyskytujú vo väčšine poštových ser-
veroch, je popísaná v [1] následovne:
∙ doručovací systém, ktorý presúva správy z miesta na miesto, napr. SMTP;
∙ úložný systém, ktorý uchováva správy, až dokým používateľ ich môže prijať a prečítať;
∙ adresár, ktorý umožňuje používateľom vyhľadávať informácie o ostatných používate-
ľoch;
∙ používateľské prostredie, ktoré umožňuje klientom prístup k uchovaným správam;
∙ program, ktorý umožňuje používateľom čítať, odosielať poštu a pristupovať k adresáru
V tejto kapitole budeme analyzovať ako sa tieto funkcie vzťahujú k tomuto projektu
a k serveru Microsoft Exchange. Výsledkom tejto analýzy bude špecifikácia, na základe
ktorej bude vychádzať neskorší návrh a implementácia.
2.1 Definícia prostredia
Aby bolo možné zostrojiť správnu analýzu, treba najskôr definovať problém a prostredie,
v ktorom sa tento problém nachádza.
Prostredie bude pozostávať z dvoch logických lokácii - námorná a pobrežná lokalita.
Na brehu sa vyskytujú služby a servere, pri ktorých môžme predpokladať bezpečné fyzické
umiestnenie, stabilné pripojenie k internetu, dostupnú technickú podporu a s tým súvi-
siacu stabilnú prevádzku. Tieto služby ponúkajú maximálnu možnú dostupnosť pre svojich
klientov, ktorý sa taktiež vyskytujú na brehu.
Služby a servere, ktoré sa nachádzajú na palube lode alebo vodnej plošiny nemôžu za-
ručiť ani jednu z týchto uvedených vlastností. Servere sú vo fyzickom pohybe, prechádzajú
medzi časovými pásmami a musia sa vysporiadať s vonkajšími vplyvmi, ako sú výpadky
elektriny. Ich funkčnosť je priamo ovplyvnená aktuálnym pokrytím internetového poskyto-
vateľa. Na palube sa zväčša nenachádza posádka, ktorá dokáže spravovať všetky súčasti IT
systému a v prípade výpadku služby je odkázaná na pomoc z brehu. Z toho dôvodu technici
pri riešení problémov často nemajú fyzický prístup k vybaveniu na lodi - vzdialená správa
a servis sa často musí robiť cez pomalé satelitné pripojenie. Pre klientov preto nie je možné
zaistiť dostupnosť internetu ani všetkých služieb v takej kvalite, ako je tomu na brehu.
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V tomto projekte bude objektom záujmu elektronická pošta. Ostatné služby, ktoré ne-
budú mať priamy dopad na jej funkcionalitu môžme zanedbať. Analýza sa bude ďalej za-
oberať výhradne prostrediam, ktoré implementujú elektronickú poštu s proprietárnym pro-
duktom Microsoft Exchange. Vzhľadom na to, že SMTP je protokol aplikačnej vrstvy [3],
budeme analyzovať sieťovú komunikáciu práve na úrovni tejto vrstvy.
Vplyvom prostredia sa primárne zaoberá návrh IT systému ako takého a tento fakt sa
berie v úvahu už pri výbere samotného hardvéru. Na úrovni aplikačnej vrstvy sa preto týmto
už zaoberať nemusíme. Prechody časového pásma taktiež nie sú priamo spojené s elektro-
nickou poštou. S týmto problémom sa musia administrátori vysporiadať pri konfigurácii
operačného systému a návrhu NTP.
Pripojenie k internetu a technické vedomosti posádky sú dve veci, ktoré priamo ovplyv-
ňujú funkčnosť a dostupnosť elektronickej pošty. Následujúce sekcie sa preto budú práve
zaoberať tým, ako zlepšiť kvalitu tejto služby, minimalizovať vplyv nestabilného interneto-
vého pripojenia, prípadne jeho výpadkov. Samotný návrh bude musieť zohľadniť limitované
technické zručnosti posádky a aplikácia bude po prvom nainštalovaní a nakonfigurovaní
minimalizovať interakciu s používateľom.
2.2 Motivácia
Na základe vyššie popísaných skutočností môžme prostredie zovšeobecniť na dve siete, ktoré
sú prepojené nestabilnou linkou. Každá sieť má vlastnú infraštruktúru, servere, služby a kli-
entov. Klienti sa môžu medzi týmito sieťami voľne pohybovať. Tieto dve siete sú vo všeobec-
nosti rôzne, nachádzajú sa vo fyzicky oddelených lokalitách, majú inú IP schému a rôzne
domény. Domény musia byť oddelené, pretože viacero námorných lokácii sa môže pripájať
na pobrežný server.1
V nasledujúcich sekciách bude analyzovaných niekoľko riešení a pozrieme sa na ich klady
a zápory. V ďalšom texte a obrázkoch sa bude vyskytovať následujúca terminológia. MSX
predstavuje jeden logický server Microsoft Exchange, doména je doména Active directory,
ktorá sa používa na prihlasovanie používateľov do systému, @domena bude akceptovaná
doména Microsoft Exchange, ktorá slúži na adresovanie poštovej schránky používateľa. Po-
znamenajme, že vo všeobecnosti sa tieto dve domény môžu líšiť. pouzivatel@domena bude
samotná poštová schránka daného používateľa.
2.2.1 Naivné riešenie
Prvé riešenie, ktoré sa naskytne, je použiť pre obe siete a domény jeden MSX s jednou
akceptovanou doménou. Toto riešenie je znázornené na obrázku 2.1. Všetci klienti z oboch
sietí sa napájajú na jeden logický server. Každý klient má svoju jednu poštovú schránku
a môže voľne prechádzať medzi sieťami.
Toto riešenie má však niekoľko nevýhod, kvôli ktorým je v reálnom svete nepoužiteľné.
Obrázok 2.2 znázorňuje lokálnu poštu, ktorá sa musí prenášať cez internet. Na prvý pohľad
lacné riešenie sa môže stať nevýhodným, keď všetka pošta sa prenáša po pomalých a často
drahých pripojeniach.
Druhou nevýhodou je, že v prípade straty pripojenia, ako je znázornené na obrázku 2.3,
sa žiadny klient z celej jednej siete nedostane k svojej schránke. Služby elektronickej pošty
1Prečo je tomu tak, domény a Active Directory budeme podrobne analyzovať neskôr v tejto kapitole
v sekcii 2.5.2. Diskusia a analýza by sa dala rozšíriť na viacero takýchto sietí s jednou centrálnou lokalitou
- topológia v tvare hviezdy. Pre účely tohto projektu však postačia dve siete.
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Obr. 2.1: Naivné riešenie - jeden MSX pre obe siete
Obr. 2.2: Naivné riešenie - lokálna pošta sa prenáša cez internet
by v tomto prípade nebolo možné využiť ani na lokálnu komunikáciu.
Dostupnosť, ktorú toto riešenie ponúka je minimálna. Na druhú stranu vyžaduje iba
jednoduchú konfiguráciu a všetka správa je centralizovaná.
2.2.2 Dve siete, dva MSX
Naivné riešenie sa dá vylepšiť pridaním druhého MSX. Každý MSX sa pridá do svojej
Active Directory domény a obsluhuje svojich klientov. MSX sa navyše navzájom nesynch-
ronizujú. Toto riešenie by bolo postačujúce v prípade, že klienti sa nepresúvajú medzi
lokalitami. Problém nastane, keď klient potrebuje poštu z oboch lokalít, ako je znázornené
na obrázku 2.4. Výpadok siete síce nepreruší lokálnu komunikáciu, ale znemožní prístup
do vzdialenej schránky. Toto riešenie by bolo pred klientom len veľmi ťažko obhájené.
Dostupnosť tohto riešenia je lepšia ako v predchádzajúcom prípade a počiatočná konfi-
guračná náročnosť sa nijako výrazne nezvýšila. Avšak používanie takejto topológie by nebolo
pre klienta nič príjemné.
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Obr. 2.3: Naivné riešenie - pri výpadku internetového pripojenia je klient bez prístupu
k pošte
Obr. 2.4: Dva MSX, dve akceptované domény - komplikovaná administrácia, každý klient
má 2 schránky
Obr. 2.5: Ideálne riešenie - dva MSX, jedna akceptovaná doména
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Obr. 2.6: Ideálne riešenie - pri výpadku pripojenia majú všetci klienti prístup k svojim
schránkam a lokálna pošta nie je obmedzená
2.2.3 Vhodné riešenie
Ideálnym riešením by bolo zobrať predchádzajúcu konfiguráciu a zlúčiť akceptované do-
mény do jednej, ktorá by bola nezávislá od Active Directory domén na sieti, ako ukazuje
obrázok 2.5. V prípade výpadku pripojenia má každý klient prístup k všetkej svojej pošte
a lokálna komunikácia je nepostihnutá, tak ako je na obrázku 2.6. Akonáhle je internetové
pripojenie obnovené, tak sa MSX navzájom zosynchronizujú.
V neskorších sekciách budeme analyzovať možnosť implementácie práve tohto riešenia.
2.2.4 Správa veľkej pošty
Zvlášť sa bude musieť táto práca venovať aj správam, ktoré presiahnu určitú veľkosť. Je
dôležité, aby administrátor siete mohol ovládať, kedy sa takáto pošta môže preberať. Bude
nutné analyzovať možnosť zasielania notifikácii administrátorovi v prípade príchodu väčšej
správy. Na základe tejto notifikácie bude môcť administrátor správu odmietnuť alebo jej
príjem odložiť na neskôr, keď bude sieť pripojená na rýchlejšieho alebo lacnejšieho posky-
tovateľa.
2.3 Súčasné riešenia
Blízko k požadovaným funkciám má mail server Xeams v kombinácii s iným mailovým
serverom, napr. Microsoft Exchange. Xeams v hybridnom móde, ktorý je znázornený na 2.7,
ponúka služby ako je firewall a poštový server v jednom móde. Po spracovaní pošty pošle
kópiu na iný korporátny server. Klienti sa môžu pripájať na ľubovolný z týchto dvoch
serverov [4].
Nevýhodou tohto riešenia je, že použitím Xeams na miesto druhého MSX, klienti prídu
o funkcionalitu, ktorú ponúka Microsoft Exchange, ako kontakty, adresár, kalendár a iné
v lokalite s Xeams. Druhou nevýhodou je, že toto riešenie nie je rozšíriteľné. Pridaním ďalšej
lokality sa celý tento problém musí riešiť znovu. Navyše administrátori musia spravovať ďalší
produkt.
8
Obr. 2.7: Hybridný mód v produkte Xeams. Obrázok je prevzatý z [4]
2.4 Simple Mail Transfer Protocol
Táto podkapitola vychádza z [5].
Cieľom SMTP je prenos pošty spoľahlivo a efektívne, je nezávislý od prenosových sub-
systémov a vyžaduje iba spoľahlivý usporiadaný dátový tok. Pomocou SMTP správa môže
byť prenesená z jedného procesu na druhý na tej istej alebo inej sieti. Poštová správa môže
prejsť cez viacero prechodových bodov a brán od odosielateľa až po koncového prijímateľa.
SMTP klient nadväzuje obojsmerné spojenie s SMTP serverom a je zodpovedný za pre-
nos poštovej správy na jeden alebo viac SMTP serverov alebo ohlásiť chybu v prípade neús-
pechu. SMTP server môže byť cieľová destinácia, prechodný bod relay, ktorý preberie úlohu
SMTP klienta, alebo brána gateway, ktorá prepošle správu iným protokolom ako SMTP.
Komunikácia medzi SMTP klientom a serverom je v podobe SMTP príkazov, kde SMTP
klient generuje príkazy a server zasiela odpovede, ktoré môžu indikovať akceptáciu príkazu,
očakávanie ďalších príkazov alebo dočasnú, prípadne permanentnú chybu.
Protokol bol modifikovaný, aby sa do neho dali pridávať ďalšie doplnkové služby. Tento
model dovoľuje ďalšiu funkcionalitu nad rámec SMTP. Server musí podporovať EHLO príkaz
a register SMTP rozšírení. Tieto rozšírenia musia byť formálne definované a registrované
v Internet Assigned Numbers Authority (IANA). Server môže ďalej podporovať lokálne
doplnkové SMTP služby, ktoré sú označované počiatočným písmenom X.
2.4.1 SMTP komunikácia
Klient začína SMTP komunikáciu naviazaním spojenia na server a ten odpovedá zasla-
ním otváracej správy, ktorá môže obsahovať informácie o softvéry a použitej verzii. Klient
následne pošle EHLO príkaz, kde sa identifikuje a vyžiada zoznam rozšírení. V prípade, že ser-
ver nerozpozná EHLO, klient zašle HELO príkaz, ktorý nepodporuje rozšírenia a používal sa
v starej verzii SMTP.
Poštová transakcia následne začína zaslaním MAIL príkazu, kde sa odosielateľ identifi-
kuje. Klient ďalej pokračuje zaslaním jedného alebo viac RCPT príkazov, kde podá informácie
o príjemcoch správy. Príkaz DATA potom iniciuje samotný prenos správy a je ukončený indi-
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Číselný kód Typ odpovede Popis
2yz Pozitívna končiaca Požadovaná akcia bola úspešne spl-
nená.
3yz Pozitívna čakajúca Príkaz bola akceptovaný, ale oča-
káva sa ďalšia informácia. Klient by
mal poslať ďalší príkaz, ktorý dodá
požadované informácie.
4yz Dočasná negatívna končiaca Príkaz nebol akceptovaný a akcia
nebola splnená. Chyba je však do-
časná a klient by mal príkaz zopa-
kovať.
5yz Permanentná negatívna končiaca Príkaz nebol akceptovaný a akcia
nebola splnená. Chyba je perma-
nentná a klient by nemal príkaz opa-
kovať v danom znení.
Tabuľka 2.1: Typy odpovedí v SMTP. Tabuľka je prevzatá z [5].
kátorom, ktorý potvrdí koniec transakcie. Odpoveď servera pozostáva z trojmiestneho kódu
a textu. Prvá číslica odpovede určuje jej typ. Jednotlivé typy sú vysvetlené v tabuľke 2.1.
Táto komunikácia môže byť optimalizovaná použitím SMTP rozšírenia PIPELINING.
Toto umožňuje poslať viacero príkazov v jednej TCP operácii, na ktoré potom server taktiež
odpovie v jednej TCP odpovedi, čím sa zlepší využitie pomalej sieťovej linky [6].
Komunikácia medzi klientom a serverom prebieha v textovej podobe. Jej bezpečnosť
môže byť zaistená použitím TLS, na čo sa v SMTP používa rozšírenie STARTTLS, ktoré
zaisťuje dôvernosť a autentizáciu. TLS v SMTP nie je mechanizmus medzi dvomi koncovými
klientmi, ale zaisťuje iba bezpečnosť s následujúcim SMTP zariadením [7].
2.4.2 Poštová správa
Táto sekcia vychádza z [8].
Poštová správa je séria znakov interpretovaná znakovou sadou US-ASCII, má pevne
definovanú syntax a pozostáva z hlavičky a voliteľne nasledujúcim telom správy. Položky
hlavičky sú definované ako meno nasledujúce dvojbodkou a telom položky. Tieto položky
môžu byť štrukturované alebo neštrukturované. Telo správy pozostáva riadkov znakov, pri-
čom maximálna dĺžka jedného riadku je 1000 znakov.
V hlavičke poštovej správy tiež existujú voliteľné položky. Vyžadujú dodržanie syntaxe
položiek, avšak ich meno sa nesmie zhodovať so žiadnou inou štandardom definovanou
položkou.
Multipurpose Internet Mail Extensions (MIME)
MIME je formát, ktorý odstraňuje obmedzenie na dĺžku riadku, umožňuje vloženie prílohy
do správy a kódovanie pošty inými znakovými sadami ako je US-ASCII. MIME pridáva nové
položky do hlavičky správy, dovoľuje posielanie príloh textového typu, obrázkov, audia,
videa a iných (ktoré sú označené typom application) a definuje spôsob, ako kombinovať
prílohy rôznych typov v jednej správe [9][10].
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CHUNKING rozšírenie umožňuje nahradiť príkaz DATA príkazom BDAT, pomocou ktorého
je možné rozkúskovať väčšie MIME prílohy do menších segmentov [11]. Táto optimalizácia
umožňuje rýchlejšie odhalenie a zotavenie po chybe.
MIME sa ďalej využíva na posielanie notifikácii o statuse doručenia - Delivery Status
Notification (NDS). Tieto notifikácie sa posielajú okrem iného na informovanie koncového
používateľa o spracovaní danej správy alebo o chybe [12]. Tieto NDS by sa dali v tomto
projekte využiť na zasielanie informácii o veľkých správach koncovým používateľom. Na zá-
klade týchto notifikácii by sa potom koncový používateľ mohol rozhodnúť, kedy danú správu
chce prijať.
2.5 Microsoft Exchange Server
Táto podkapitola vychádza z [1].
Exchange Server poskytuje infraštruktúru nutnú na prevádzku poštového systému: data-
bázu na uchovávanie poštových dát, doručovacie procesy na prenos poštových dát z miesta
na miesto a prístupové body na prístup k poštovým dátam z rôznych klientov.
V kombinácii s inými klientmi ako je Outlook sa schránka mení na úložisko osobných in-
formácii ako je kalendár, kontakty, zoznam úloh a úložisko súborov. Používatelia môžu tieto
informácie navzájom zdielať v rámci poštového systému a začať spolupracovať. Táto kom-
binácia ďalej ponúka využitie verejných schránok, ktoré sa nachádzajú na mieste, kde môžu
byť zdielané všetkými používateľmi danej organizácie. Tieto schránky môžu byť chránené,
aby iba určitý používatelia mali prístup k danej schránke.
Exchange Server 2013 v rámci jednotného posielania správ ďalej poskytuje služby ako
je hlasová schránka, SIP a PBX funkcionalita. Prístup k pošte je poskytovaný pomocou
podpory POP3 a IMAP4, webovou aplikáciou a podporou pre mobilné zariadenia.
Ďalší text sa bude zameriavať na funkcionalitu, ktorá sa nejakým spôsobom dotýka spra-
covania pošty. Ostatná funkcionalita ako administrácia, zálohovanie, archivácia, klientské
aplikácie a ďalšie funkcie, ktoré priamo nesúvisia s týmto projektom, budú zanedbané.
2.5.1 Architektúra Microsot Exchange Server 2013
Na pozadí systému sa nachádza Extensible Storage Engine, čo je vysoko optimalizovaná
klient/server databáza s relačnými prvkami na uskladnenie hierarchických dát navrhnutá
pre prístup jediného používateľa. Na jednom serveri sa môže vyskytovať viacero databáz.
Pre každú databázu existuje transaction log.
Prichádzajúca pošta ide do pamäte servera, odkiaľ sa okamžite zapíše do transaction
logu, z ktorého sa následne zapíše do príslušnej databáze. V prípade havárie servera alebo
databáze sa server vráti pomocou tohto logu, prípadne v kombinácii s poslednou zálohou
do konzistentného stavu, vďaka čomu je zaručená integrita dát. Transaction log je prema-
zaný až po spravení kompletnej zálohy.
Transaction log sa ďalej využíva pri replikácii, ktorá bude analyzovaná neskôr.
Exchange Server je založený na rolách. Účelom toho je možnosť oddeliť jednotlivé funkcie
do separátnych serverov. Následkom toho je návrh, ktorý umožňuje lepšie využitie zdrojov.
Alternatívou k tomuto riešeniu sa stala virtuálizácia a separácia rolí sa stáva menej nutnou.
Rozdelenie úloh do jednotlivých serverov ďalej prináša výhody ako jednoduchšie riešenie
problémov, delegácia administratívnych úloh a iné na úkor administrácie viacerých serverov.
Následujúce sekcie stručne popíšu úlohy jednotlivých rôl.2
2Analyzované budú iba funkcie a služby, ktoré sa priamo dotýkajú tohto projektu. Ostatné služby ako
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Client Access Server
Client Access Server slúži ako rozhranie na prístup klientov k poštovým dátam. Server
autentizuje klienta, nájde schránku a presmeruje požiadavku na správny Mailbox Server.
Z pohľadu tohto projektu je ešte dôležité, že Client Access Server sa podieľa aj na časti
smerovania pošty.
Pošta prichádza na štandardný SMTP port 25 a je spracovaná službou Microsoft
Exchange Front End Transport Service. Prichádzajúce a odchádzajúce SMTP správy
sa následne presmerujú.
Mailbox Server
Mailbox Server je centrom Microsoft Exchange a okrem iného ponúka následujúcu funkci-
onalitu relevantnú pre tento projekt:
∙ poštové databáze a ich cache,
∙ transportné služby,
∙ Active Directory konektor,
∙ replikačné služby.
V spojitosti synchronizácie dvoch Exchange Serverov budeme vyššie menované funkcie
analyzovať neskôr v tejto kapitole.
Miesto v topológii
Je veľa konfigurácii, v ktorých môže Microsoft Exchange existovať. Na funkcionalitu pošto-
vých služieb je nutný aspoň jeden CAS na Active Directory a aspoň jeden Mailbox server.
Pomer medzi počtom CAS a Mailbox serverov je na administrátorovi a na konkrétnych
požiadavkách danej spoločnosti.
CAS aj Mailbox server môžu existovať na oddelených strojoch, čo umožňuje lepšie od-
delenie rolí, rozšíriteľnosť a manažment pošty za cenu správy väčšieho počtu serverov.
Na druhú stranu, v prípade menších a jednoduchších topológii je možné obe role nain-
štalovať v rámci jedného servera. Na základe toho je nutné upraviť hardvérové požiadavky
a konfiguráciu operačného systému.
2.5.2 Active Directory
Active Directory poskytuje serveru Microsoft Exchange konfiguračné informácie, špecifické
vlastnosti pre poštu, poštové objekty ako sú používatelia, kontakty, skupiny a verejné zložky.
Klienti sa v Active Directory autentizujú pred tým, ako dostanú prístup k pošte. Taktiež sa
tu nachádza väčšia časť administrácie serverov Exchange, príjemcov,Global Catalog a klient-
ské aplikácie môžu vyhľadávať v adresári. Active Directory je nutnou súčasťou na inštaláciu
a prevádzku Microsoft Exchange. Následujúci text bude vychádzať z [13] a [14].
jednotné posielanie správ, anti-spam, zálohovanie, optimalizácie využitia zdrojov, monitorovanie systému,
POP3, IMAP4 a ďalšie budú opomenuté
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Štruktúra Active Directory
Logická štruktúra Active Directory je postavená okolo konceptu domén. Doména je tvorená
∙ hierarchickou štruktúrou kontajnerov a objektov;
∙ názvom domény DNS ako unikátnym identifikátorom;
∙ bezpečnostnou službou, ktorá autentizuje a autorizuje každý prístup k zdrojom cez do-
ménové účty alebo cez dôveru s inými doménami;
∙ politikou, ktorá diktuje ako je obmedzená funkcionalita pre používateľov a stroje
v rámci domény.
Doménový kontrolór (Domain Controller - DC) môže byť autoritatívny pre práve jednu
doménu. Nie je možné mať viac domén na jednom DC. Domény sa môžu usporiadať do hie-
rarchickej štruktúry a vytvoriť doménový strom (domain tree). Príkladom takéhoto uspo-
riadania je subdomena.domena.local. Jeden alebo viac doménových stromov tvoria ďalšiu
štruktúru, ktorou je doménový les (domain forest), čo je synonymom pre Active Directory.
Medzi viacerými lesmi a doménami je možné vybudovať dôveru (forest trust, domain
trust). Toto umožňuje administrátorom vytvoriť tranzitívnu jednosmernú alebo obojsmernú
dôveru medzi doménami v rôznych lesoch. Na základe tejto dôvery potom môžu jednotlivé
objekty navzájom k sebe pristupovať.
Ďalšou významnou vlastnosťou Active Directory je Global Catalog (GC), ktorý sa vy-
užíva na vyhľadávanie v celom lese. Ide o katalóg všetkých objektov v lese so sadou atribútov
pre každý objekt. Ku GC sa dá pristupovať cez LDAP port 3268 alebo LDAP/SSL port
3269, je prístupný iba na čítanie a nedá sa priamo meniť.
Konfigurácie domén v tomto projekte
Boli vysvetlené základné princípy a skladba domén v Active Directory. Aké dôsledky majú
domény, stromy a lesy v rámci tohto projektu?
Na začiatku analýzy bolo povedané, že každá sieť bude mať svoju vlastnú doménu.
Keďže medzi týmito sieťami je nestabilná linka a Active Directory je nutný požiadavok
pre Microsoft Exchange a pre manažment domén, každá sieť musí obsahovať minimálne
jeden server s Active Directory ako svoj DC. Je preto logické sa zamýšľať nad formou
dôvery, ktorá môže byť nakonfigurovaná medzi týmito sieťami.
Active Directory nie je iba nástrojom pre Microsoft Exchange. Funkcionalita popísaná
vyššie ponúka celú radu možností pre manažment. Je na administrátorovi, akým spôsobom
a do akej miery tieto vlastnosti dokáže využiť a aké požiadavky na sieť a funkcionalitu má
daná spoločnosť. Sú firmy, ktoré využívajú pre rôzne lokality jeden doménový les a Active
Directory sa medzi nimi replikuje. Iné spoločnosti využívajú rôzne lesy a nakonfigurujú
rôzne úrovne dôvery, čo im umožní lepšie spravovať a oddeliť práva jednotlivých skupín
a používateľov.
Pri diskusii o poskytovaní poštových služieb však musíme rozmýšľať aj o možnosti roz-
šírenia a rastu. Pre rôzne spoločnosti môžu nastať prípady, keď jednotlivé domény a stromy
nebudú môcť vybudovať medzi sebou dôveru a bezpečnostná politika jednotlivých domén
musí byť od seba oddelená a navzájom nezávislá. Napriek tomu bude nutné pre jednotlivé
domény poskytovať poštové služby a bude treba zaručiť synchronizáciu schránok. Práve
preto nie je možné v tomto projekte predpokladať, že tieto siete budú zdieľať jednu doménu
alebo si budú Active Directory navzájom dôverovať.
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2.5.3 Database availability group (DAG)
Poštové služby sú pre väčšinu organizácii považované za kritické pre chod spoločnosti a mu-
sia byť prístupné s minimálnym alebo žiadnym výpadkom v prípade zlyhania. Organizácie
sa ďalej snažia o flexibilitu počas pracovných hodín a správa pošty musí mať minimálny
dopad na koncového používateľa. Riešením pre tieto požiadavky je implementácia Data-
base availability group (DAG). Pomocou kontinuálnej replikácie sa poštová databáza kopí-
ruje na jeden alebo viac Mailbox serverov a udržuje sa aktualizovaná pomocou posielania
transaction logov, ktoré sa aplikujú na pasívne kópie danej databáze. Administrátor pri-
dáva Mailbox servere ako členov do DAG-u a potom rozhodne, ktoré databáze sa replikujú
na ktorom člene. Následne ak jeden z Mailbox serverov, na ktorom beží aktívna databáza
havaruje alebo sa na ňom vykonáva údržba, kópia tejto databáze sa môže aktivovať na inom
Mailbox serveri s minimálnym alebo žiadnym výpadkom poštových služieb pre koncového
používateľa.
Synchronizácia a replikácia
Po vytvorení DAG-u je možné pridávať doň Mailbox servere, čo spôsobí následujúce zmeny:
∙ nainštaluje sa na Mailbox server Windows Failover Clustering;
∙ vytvorí sa CNO a aktualizuje sa DAG objekt s Mailbox serverom, ktorý sa pridal,
v Active Directory;
∙ pridá sa A položka do DNS s IP adresou a menom DAG-u;
∙ vytvorí sa failover cluster;
∙ Mailbox server, ktorý bude mať pasívnu databázu, vytvorí TCP spojenie so serverom
s aktívnou databázou.
V jednom DAG-u je možné mať až 16 Mailbox serverov, na ktorých prebieha kontinu-
álna replikácia za použitia služby Microsoft Exchange Replication Service. Po pridaní
servera do DAG-u a databáza je skopírovaná zo zdrojového servera na cieľový. Následne sa
replikujú všetky transaction logy a databázové indexy.
Dostupnosť služieb
Dostupnosť DAG-u je následne závislá na dodržaní kvóra, čo nastáva, ak je väčšina serverov
prístupná. V prípade, že kvórum nie je dodržané, cluster bude označený ako nedostupný
a všetky databáze budú odpojené. Táto limitácia je odstránená s pomocou využitia Win-
dows Servera 2012 a funkcie dynamického kvóra. Cluster monitoruje dostupnosť serverov
pomocou heartbeat požiadavku. V prípade, že server neodpovie na 5 takýchto požiadavkov
je označený za nedostupný.
V prípade, že DAG je rozšírený do viacerých datacentier a každé datacentrum má rov-
naké množstvo Mailbox serverov v prípade prerušeného spojenia rozhoduje o dodržaní kvóra
svedecký server (File Share Witness). Tento server nie je súčasťou DAG-u, ale používa sa
ako prioritný hlas pre jeden z členských Mailbox serverov. V prípade, že vypadne medzi
vyššie spomínanými datacentrami spojenie, datacentrum so svedeckým serverom si udrží
kvórum a bude naďalej dostupné. Ostatné databáze z druhého datacentra budú nedostupné,
a to aj pre svojich lokálnych klientov.
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Aby sa zaručila dostupnosť pre koncových používateľov na oboch sieťach je nutné im-
plementovať druhý DAG. S dvomi DAG-mi potom každá lokalita môže mať svoj vlastný
svedecký server a tým pádom každá lokalita si zachová kvórum pre jeden DAG, a tým
pádom poštové služby budú zachované na oboch miestach.
Využiteľnosť DAG-u v tomto projekte
Napriek tomu, že DAG je dôležitý nástroj v balíku Microsoft Exchange a nachádza uplat-
nenie vo veľa spoločnostiach, jeho limitácie znemožňujú nasadenie v rámci tohto projektu.
Jednou z podmienok pre nasadenie DAG-u je použitie jednej AD domény na všetkých
Mailbox serveroch. Táto limitácia už bola diskutovaná v prechádzajúcej sekcii o Active
Directory 2.5.2.
Ďalšou nevýhodou je použitie viacerých DAG-ov na dosiahnutie dostupnosti vo viace-
rých lokalitách, čo je cieľom tohto projektu. Toto neoptimálne riešenie vyžaduje viacero
zdrojov, vysokú konfiguračnú náročnosť a správu každej lokality, čo ide v rozpore s požia-
davkami stanovené v úvode tohto textu.
Treťou závažnou nevýhodou je využitie nestabilnej linky medzi jednotlivými lokalitami.
DAG udržuje jednu aktívnu a viacero pasívnych kópii medzi jednotlivými servermi. Všetka
prichádzajúca pošta je prijímaná iba Mailbox serverom, na ktorom sa nachádza daná ak-
tívna databáza [15], ktorá je následne replikovaná na pasívne bez ohľadu na to, odkiaľ
správa prišla. Tým pádom má sieťové pripojenie ešte horšie využitie ako bez použitia DAG-
u na úkor dostupnosti, čo je taktiež v rozpore s požiadavkami pre tento projekt.
Napriek týmto nevýhodám DAG ponúka nový pohľad na replikáciu, dostupnosť a synch-
ronizáciu. Princípy diskutované v tejto sekcii stoja za uváženie a možnosť ich použitia
v tomto projekte by mali byť zohľadnené v návrhu implementácie.
DAG je ďalej možné použiť bez toho, že by presahoval jednotlivé lokality. Použitý v ta-
kejto topológii však nemá dopad na výslednú funkcionalitu z hľadiska optimalizácie, kto-
rou sa tento projekt zaoberá. Aj napriek tomu, že veľa spoločností DAG môžu na tento účel
používať, v tomto texte ho môžme ďalej zanedbať.
2.5.4 Spracovanie pošty
V následovnej sekcii sa detailne zameriame na spracovanie pošty v Microsoft Exchange
2013. Poznatky z tejto sekcie budú dôležité pre pochopenie a následný návrh rozšírenia
produktu Microsoft Exchange 2013.
Front End Transport služba (FET)
FET je bez-stavová služba, ktorá je súčasťou role CAS. Poskytuje:
∙ centralizované body na prijímanie a odosielanie SMTP správ;
∙ vyhľadávanie správneho Mailbox serveru a smerovanie týchto správ;
∙ jednotný menový priestor pre autorizované a neautorizované poštové správy;
∙ prispôsobenie sa počtu pripojeniam.
Architektúra FET sa skladá z dvoch komponent: SMTP odosielanie a SMTP prijímanie.
Detailne je táto služba znázornená na obrázku 2.8. V rámci smerovania FET zistí, do kto-
rého DAG-u poslať danú správu a vyberie Mailbox server. Použitie CAS serveru na proxy
odchádzajúcej pošty je voliteľné.
15
Obr. 2.8: Architektúra služby FET. Obrázok je prevzatý s úpravami z [1].
Služby Mailbox serveru
Rola Mailbox serveru z pohľadu smerovania pošty pozostáva z kategorizácie, spracovanie
pravidiel, transportného žurnálu a doručenie pošty pre lokálnych používateľov. Smerovanie
pošty je vykonávané tromi službami, ktoré bežia na Mailbox serveri; ich vzťah je znázornený
na obrázku 2.9.
Transportná služba (Transport service) kategorizuje poštu, vkladá správy do správnej
rady, smeruje a rozhoduje, čo sa stane s poštou po tom, čo sa doručí na Mailbox server.
Každá správa ktorá ide cez Microsoft Exchange musí ísť cez túto službu. Tu sú niektoré
kroky, ktoré je nutné vykonať v rámci kategorizácie:
∙ vyhľadať v globálnom katalógu distribučné zoznamy a expandovať ich,
∙ zistiť, ktorí príjemcovia sú lokálny na tomto serveri, ktorí na vzdialenom, a ktorí sú
mimo organizácie,
∙ aplikovať transportné pravidlá podľa hlavičky a tela správy, príjemcu, odosielateľa
a príloh,
∙ zmeniť správu do správneho formátu,
∙ určiť čo sa so správou stane a vložiť ju do správnej rady.
Smerovanie správ následne prebieha na základe príslušnosti do doručovacích skupín.
Tie sú definované rôznymi faktormi ako príslušnosť do DAG-u, verziami daných Exchange
serverov, nakonfigurovaných odosielacích konektoroch, a distribučných skupín.
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Obr. 2.9: Smerovacie služby a ich vzťah na Mailbox serveri. Obrázok je prevzatý s úpravami
z [1].
Mailbox Transport Submission Service je služba, ktorá sa pripája do poštovej databáze
a preberie cez RPC správy na odoslanie3. Tieto správy následne pošle transportnej službe
s použitím SMTP.
Mailbox Transport Delivery Service je služba, ktorá prijíma správy z transportnej služby
cez SMTP, zmení ich na RPC pre doručenie do poštovej databáze.
Konektory
Prijímací konektor (Receive connector) je bod, cez ktorý prichádzajúca SMTP pošta je
prijímaná na CAS a Mailbox serveri. Tieto body, ich príslušné porty a komunikačné toky
medzi nimi boli už znázornené na obrázku 2.8.
Na CAS-e sa nachádzajú: Client Frontend, ktorý prijíma správy od overených kli-
entov za použitia TLS cez TCP na porte 587. Tento port slúži ako alternatívny port
pre POP3/IMAP4 používateľov; Default Frontend akceptuje anonymné správy od exter-
ných SMTP klientov cez TCP na porte 25; Outbound Proxy Frontend akceptuje správy
z Mailbox servera cez TCP na porte 717 na odoslanie.
Mailbox server má taktiež prijímacie konektory a to Client Proxy, ktorý akceptuje správy
od overených klientov, ktoré sú preposlané CAS serverom cez TCP na port 465. Default
akceptuje poštové správy z CAS cez TCP na port 25 alebo 2525 v prípade, ak CAS aj
Mailbox server sú nainštalované na jednom serveri.
Microsoft Exchange 2013 nemá žiadny predvolený SMTP konektor na odosielanie. Je
nutné, aby administrátor nakonfiguroval aspoň jeden konektor, ktorý posiela poštu buď
priamo na internet alebo do iného transportného SMTP servera.
3Remote procedure calls (RPC) sa používajú iba na lokálnu komunikáciu medzi službami na Mailbox




Transportné pravidlá dávajú možnosť administrátorovi definovať postupy v rámci organi-
zácie. Agent, ktorý kontroluje a aplikuje pravidlá je spustený, keď správa prechádza trans-
portnou službou na Mailbox serveri. Pravidlá sú aplikované cez udalosť OnResolvedMessage
a môžu sa použiť na pridanie disclaimerov k správam, vyhľadanie istého typu vstupu, pou-
žitie TLS, pridanie klasifikácie alebo textu do správy, aplikovanie šablóny a ďalšie.
Transportné pravidlá sa skladajú z troch častí:
∙ podmienky, ktoré identifikujú vlastnosti správy a spúšťajú aplikáciu daného pravidla.
Pokiaľ podmienky chýbajú, tak sa pravidlo aplikuje na všetky správy;
∙ výnimky, ktoré identifikujú vlastnosti správy a exkludujú danú správu z aplikácie
pravidla;
∙ akcie, ktoré modifikujú vlastnosti alebo doručenie správ, ktoré vyhovujú podmienkam
a nevyhovujú výnimkám definovaným týmto pravidlom. V každom pravidle musí byť
aspoň jedna akcia.
Pravidlá sú definované a umiestnené v Active Directory, každý Mailbox server v spoloč-
nosti vidí celú kolekciu definovaných pravidiel a porovnáva ich so všetkými správami. Toto
umožňuje definovať politiku celej organizácie.
Transportné pravidlá sú dôležitým nástrojom produktu Microsoft Exchange 2013, kto-
rým sa dá modifikovať spracovanie pošty, posielať kópie správ a meniť ich jednotlivé položky.
Napriek tomu nemajú dostatočnú vyjadrovaciu silu na implementáciu tohto projektu, vy-
žadujú údržbu a keďže nemajú žiadnu formu zapúzdrenia pred obsluhujúcim personálom,
tak sú náchylné na chyby.
2.5.5 Vlastné riešenia v Exchange 2013
Exchange 2013 umožňuje vloženie vlasného riešenia pre poštu, kalendár, kontakty a iných
položiek. Z pohľadu spracovania pošty Exchange ponúka viacero API, ktoré prenášajú
správy, ako REST alebo webové služby Exchange (EWS). Pre tento projekt bude zaují-
mavé použitie vo vlastných aplikáciach transportných agentov, ktoré potom plnia svoju
funkciu pri spracovávaní a prijímaní správ Exchangom. Transportný agent je rozšírenie,
ktoré umožňuje pristupovať k správam v procese transportného spracovania serverom [16].
Transportní agenti
Exchange 2013 ponúka knižnicu tried, ktoré umožňujú rozšírenie transportných služieb a do-
voľujú čítať, zapisovať a meniť typ obsahu. Tieto triedy môžu byť použité na čítanie, písanie
a spracovávanie správ počas transportného spracovania. Agenti bežia priamo na serveri, sú
napísané v ľubovolnom .NET Framework jazyku s použitím Visual Studia 2012 alebo
vyššie. Následne sú nainštalovaní na server s použitím skriptu v Exchange Management
Shell [17]. Nasledujúci text vychádza z [18].
Implementácia transportných agentov spočíva v ich registrácii na rôzne udalosti a ná-
sledne vykonajú akciu počas spracovania pošty serverom. Používateľ môže implementovať
agenta deriváciou jednej z nasledujúcich tried: SmtpReceiveAgent, RoutingAgent alebo
DeliveryAgent. Všetky tri triedy sú podporované v transportnej službe Mailbox servera,
SmtpReceiveAgent je ďalej podporovaný aj v CAS v službe FET. CAS má však za úlohu
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čo najrýchlejšie preposielať správy Mailbox serveru, preto sa budeme ďalej zaoberať tran-
sportnou službou. Udalosti, na ktoré sa jednotlivé agenti môžu registrovať sú znázornené
na obrázku 2.10. Agenti SmtpReceiveAgent typu umožňujú ovplyvniť prihlasovanie, auto-
rizovanie používateľa a príjem pošty, typ RoutingAgent môže ovplyvniť smerovanie, kate-
gorizáciu a ďalšie spracovanie, typ DeliveryAgent umožňuje ovplyvniť spôsob doručenia.
Agent typicky obsahuje triedu samotného agenta, továrenskú triedu, jeden alebo viac
metód, ktoré sú spustené pri vyvolanej udalosti a kód, ktorý vykoná akciu daného agenta.
Továrenská trieda a trieda agenta ponúkajú vlastnosti a metódy na prístup k transportným
udalostiam a správam. Prepísaním metódy CreateClient v továrenskej triede sa zaručí
vytvorenie používateľom implementovaného agenta. Parametre udalostí môžu obsahovať
instanciu triedy EmailMessage, ktorá sa môže použiť na zmenu vlastností a obsahu poš-
tovej správy. Nie všetky informácie sú však prístupné vo všetkých udalostiach. Microsoft
Exchange ďalej ponúka celý menový priestor Microsoft.Exchange.Data.* pre používateľa.
PowerShell a Exchange Management Shell
Microsoft PowerShell je rozšíriteľné objektovo orientované rozhranie v príkazovom riadku
pre operačný systém Windows. Exchange Management Shell (EMS) je množina rozšírení
špecifických pre Exchange do PowerShellu. Cieľom EMS je poskytnúť konzistentné roz-
hranie pre spravovanie Exchange servera, jeho automatizáciu, písanie skriptov a rozšírenie
jeho funkcionality. Príkazy môžu byť spájané dohromady, čo umožňuje vytvoriť a spúšťať
komplexné funkcie.
PowerShell sa snaží o vytvorenie intuitívneho skriptovania a poskytuje jednotné rozhra-
nie pre všetky Microsoft enterprise produkty. Príkaz (ďalej iba cmdlet) sa skladá zo slovesa
a podstatného mena, kde sloveso identifikuje akciu, ktorá sa má vykonať a podstatné meno
vyberie objekt, na ktorom sa daná akcia vykoná. Rôzne cmdlety potom akceptujú rôzne
množiny parametrov.
Objektovo orientovaný model je postavený na modely použitom v .NET Framework.
Cmdlety akceptujú a vracajú štrukturované dáta a je možné ich zreťaziť, kde výstup jedného
cmdletu je vstupom druhého.
Okrem EMS existuje aj rozšírenie pre Active Directory. Tieto dve rozšírenia budú uži-
točné v tomto projekte pre správu a konfiguráciu nutnú na inštaláciu a povolenie transport-
ných agentov. Taktiež stojí za zamyslenie implementovať časť projektu pomocou skriptov
v PowerShelly. Za zamyslenie tiež stojí možnosť využiť spúšťanie týchto PowerShell skriptov
priamo z kódu transportného agenta.
2.6 Špecifikácia
Na základe analýzy požiadavkov, protokolu SMTP a produktu Microsoft Exchange 2013
je možné definovať následujúcu špecifikáciu pre výsledný produkt tohoto projektu: bude
navrhnutý a implementovaný plugin do produktu Microsoft Exchange 2013 v podobe tran-
sportného agenta s následujúcou funkcionalitou:
1. po prijatí správy, ktorá prekročí používateľom definovanú veľkosť, pošle notifikáciu
administrátorom definovanému používateľovi a správu zadrží na serveri. Po tom, čo
si túto správu koncový používateľ vyžiada, ju pošle na spárovaný server po pomalej
linke;
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Obr. 2.10: Udalosti, na ktoré sa môžu jednotlivé typy agentov registrovať. Obrázok je pre-
vzatý z [18].
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2. po prijatí správy adresovanej používateľovi v administrátorom definovanej doméne,
odstráni ostatných príjemcov, označí správu tak, aby spárovaný server rozpoznal,
že táto správa už bola na jednej strane spracovaná, pošle ju na spárovaný server
po pomalej linke a doručí ju do schránky používateľom;
3. po prijatí označenej správy od spárovaného servera doručí správu do schránky použí-
vateľom;
4. v prípade nejednoznačnosti ohľadne smerovania alebo rozpoznania príjemcu zašle Po-
werShell požiadavok na Active Directory.
Po implementácii a úspešnom testovaní daného riešenia následne prebehne analýza,
ktorá bude diskutovať:
∙ bezpečnosť a jej vylepšenie na úrovni SMTP,
∙ výkonnosť na úrovni SMTP a možnosti ďalšej optimalizácie,




Na základe analýzy bolo pripravené testovacie prostredie, ktoré simuluje dve lokality, Active
Directory domény a celkovo šesť virtuálnych strojov vytvorených vo VMware Workstation
Pro. Konfigurácie jednotlivých strojov sú znázornené v tabuľke 3.1. V rámci laboratória
sú všetky stroje na jednej sieti, keďže ako bolo v analýze vysvetlené, projekt sa zameriava
na aplikačnú vrstvu.
V oboch lokalitách sa nachádzajú dva servere - jeden s nainštalovaným Active Directory
a jeden s produktom Microsoft Exchange 2013, na ktorom sú role CAS s Mailbox serverom.
Monitorovanie prevádzky a simulovanie pomalého spojenia a výpadkov je implementované
cez Ubuntu servere s nainštalovaným Postfix serverom.
Všetka komunikácia medzi servermi bude prechádzať cez Postfix, ktorý bude SMTP pre-
vádzku zachytávať. Okrem testovania samotnej funkcionality budú získané dáta z Ubuntu
serverov analyzované tak, ako bolo vysvetlené v špecifikácii 2.6.
Testovanie bude prebiehať v následovných scenároch:
∙ základná funkcionalita tak, ako bola definovaná v špecifikácii, bez spomalenia alebo
prerušenia spojenia Postfixom,
∙ dostupnosť pošty pre koncového používateľa počas vypadnutého spojenia medzi loka-
litami,
∙ posielanie lokálnej pošty, počas vypadnutého spojenia medzi lokalitami,
∙ synchronizovanie oboch serverov po obnovení spojenia medzi lokalitami.
3.1 Smerovanie pošty
Konfigurácia smerovania pošty v Exchange nadviazala na predchádzajúcu analýzu sietí
a bola implementovaná pomocou konektorov. Medzi servermi musí existovať SMTP cesta,
aby medzi nimi mohla prebiehať komunikácia. Keďže jedna lokalita je umiestnená na po-
malej linke a cieľom je znížiť počet prechádzajúcich správ, tak táto lokalita obsahuje jeden
všeobecný konektor na odosielanie, na ktorý je smerovaná všetka pošta. Z tohto servera je
teda pošta smerovaná rovnakým spôsobom bez ohľadu na to, či správa má za cieľ internet
alebo druhý MSX server.
Druhý MSX server naopak obsahuje dva konektory na odosielanie: jeden smeruje správy
na internet a druhý na pomalú linku na synchronizáciu. Táto topológia je znázornená
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Tabuľka 3.1: Konfigurácia jednotlivých strojov testovacieho laboratória.
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Obr. 3.1: Použité konektory v testovacom prostredí sústredené na lepšie využitie pomalej
linky.
na obrázku 3.1. Z toho vyplýva, že výsledný produkt, ktorý bude nainštalovaný na server
môže mať iné správanie podľa toho, v ktorej lokalite sa nachádza. To môže dosiahnuť tým,
že výsledný produkt bude priamo manipulovať s konektormi, alebo môže svoj smerovací
proces prispôsobiť danej lokalite. Na ktorej lokalite sa inštalácia nachádza sa dá priamo
zistiť použitím niektorého EMS cmdletu.
Výsledný smerovací proces v testovacej topológii potom vyzerá následovne: Exchange
servermsx-lab\lab-msx001 posiela synchronizačnú poštu na lab-smtp001, kde prebieha moni-
torovanie. Pošta sa následne posiela na remote-lab\lab-msx002 do schránok klientov. Opačné
smerovanie prebieha pre všetku poštu a cez lab-smtp002.
Oba servery akceptujú doménumsx-lab.local. Napriek tomu, že tento projekt nie je zame-
raný na škálovanie daného riešenia, a je dimenzovaný pre dve lokality, tak pre lepšiu štúdiu
správania sa servera bola vytvorená aj druhá akceptovaná doména na oboch serveroch, a to
another-lab.local. Obe domény majú vytvorených rovnakých používateľov na oboch Active
Directory, čo simuluje prechádzanie týchto používateľov medzi sieťami. Každý používateľ má
vytvorenú schránku na oboch serveroch a má ku každej prístup cez http:\\msx-hostname\.
Pre zachovanie ostatných funkcií Exchangu boli ďalej vytvorené distribučné skupiny.
Ďalej bola vytvorená špeciálna schránka pre notifikácie, ktorá sa môže následne využiť
na notifikáciu klienta o doručení pošty s prekročeným limitom. Tieto limity boli nakonfigu-
rované pre každého používateľa na každom MSX v parametre schránky CustomAttribute1.
Finálne testovacie laboratórium je pre lepšiu predstavu zobrazené na diagrame 3.2.
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Z predchádzajúcej analýzy vyplýva, že na implementáciu bude použitý transportný agent
s použitím .NET framework. Dokumentácia Microsoftu tohto nástroja je postavená hlavne
na jazykoch C# a Visual Basic. Pred týmto projektom som však nemal žiadne skúsenosti
s ani jedným z týchto jazykov. Na implementáciu som si nakoniec vybral C# pre jeho
perspektivitu. Z toho dôvodu však nebolo možné vytvoriť dostatočný návrh, na ktorom by
implementácia mohla byť postavená. Často krát vývoj prebiehal tak, že postupné skúsenosti,
ktoré som získaval, spätne ovplyvňovali návrh a neraz bolo nutné sa vrátiť úplne na začiatok
a analyzovať nové prostriedky a samotný problém úplne od základu. Z toho dôvodu sú tieto
dve časti vývojového procesu spojené do jednej kapitoly, aj keď za normálnych okolností
pri iteračnom procese by mali byť oddelené.
Po vybraní jazyka nasledoval návrh správania sa výsledného agenta. Smerovací proces
sa rozhoduje na základe niekoľkých kritérií, či:
∙ správa obsahuje príjemcov, ktorý patria do akceptovanej domény (AD príjemcovia);
∙ správa obsahuje príjemcov, ktorý nepatria do akceptovanej domény (Non-AD príjem-
covia);
∙ boli prekročené limity na preposlanie správy po pomalej linke;
∙ sa daný proces nachádza na pomalej linke alebo nie.
Výsledný návrh je znázornený na diagrame 4.1. Pošta, ktorá neobsahuje AD príjemcu,
tak je odoslaná normálne. Správa musí byť doručená a keďže neobsahuje žiadneho lokálneho
príjemcu, nemusí byť doručená do schránky ani jedného lokálneho servera.
Akonáhle však správa obsahuje lokálneho príjemcu, musí byť doručená do oboch serve-
rov. Z toho dôvodu bude musieť agent vytvoriť kópiu správy, originál doručiť do lokálnej
schránky a kópiu poslať na druhý server. Podla toho, kde sa tento proces nachádza, tak
musí príjemcov mimo akceptovanej domény pridať buď k originálu alebo ku kópii. Server
na pomalej linke originál doručí iba do svojich schránok a kópiu pošle ako jednu správu
na breh so všetkými príjemcami. Server na brehu zase doručí originál do svojej schránky
a pošle ho ďalej vonkajším príjemcom. Kópiu následne odošle na pomalú linku.
Všetky kópie na synchronizáciu musia byť označené, aby sa zabránilo opätovnému spra-
covaniu danej správy týmto agentom a cyklením správ.
26
Obr. 4.1: Vývojový diagram, ktorý predstavuje správanie a rozhodovací proces agenta.
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4.1 Tvorba agenta
4.1.1 Udalosti smerovacieho agenta
Ako funguje rozhodovací proces a aké udalosti vyvoláva Exchange server už bolo analyzo-
vané. Avšak bolo nutné sa bližšie pozrieť, čo jednotlivé udalosti znamenajú. Z analýzy jasne
vyplýva, že je treba implementovať smerovací agent.
Diagram 4.2 podrobne ukazuje spracovanie každej pošty Exchangom. Rozhodovací pro-
ces musí prebehnúť pred samotným smerovaním, aby mohlo smerovanie byť ovplyvnené.
Jediné miesto, kde je ResolvedMessageEventSource.SetRoutingOverride() prístupné
pre programátora na zmenu smerovania, je po vyvolanej udalosti OnResolvedMessage.
Distribučné skupiny zoskupujú schránky používateľov pod jednu adresu. Táto adresa
je vždy súčasťou domény. Na prvý pohľad príjemca dist@msx-lab.local vyzerá ako jedna
schránka nachádzajúca sa na serveri msx-lab.local a teda správu podľa toho smerovať.
V prípade, že by sa jednalo o distribučnú skupinu, môže sa jednať o viacerých príjem-
cov a niektorý ani nemusia patriť do akceptovanej domény. Z toho dôvodu je nutné, aby
všetko rozhodovanie na základe príjemcov nastalo až po expanzii distribučných skupín.
Problémom, ktorý nastal pri implementácii a výbere udalosti bolo, že knižnica, ktorá
je prístupná pre agentov neobsahuje nástroj na vytváranie presnej kópie správy. Na miesto
toho sú programátorovi ponúknuté metódy Fork() a ExpandRecipients(), ktoré síce spra-
via kópiu správy, ale nejakým spôsobom pozmenia príjemcov. Aby sa tieto metódy dali
použiť na účely presnej kópie, bolo nutné dočasne pridať príjemcu. To však je možné iba
pri udalosti OnSubmittedMessage. Z toho vyplýva, že kópia správy sa musí vytvoriť ešte
pred samotným rozhodovacím procesom. Exchange ďalej používa svoje vnútorné optima-
lizácie, takže ak sa pri tejto udalosti po vytvorení kópie nespraví zmena aspoň v jednej
správe, Exchange ich zlúči naspäť do jednej.
Tento problém bol nakoniec vyriešený tak, že ku správe sa pridala neexistujúca ad-
resa s neexistujúcou lokálnou doménou (inak by Exchange zaslal naspäť Non-delivery re-
port - NDR - s tým, že nemôže nájsť príjemcu) a tá sa následne expandovala metódou
ExpandRecipients() za rovnakých príjemcov, aký už v správe sú. Nakoniec sa neexistu-
júca adresa odstráni a pridá sa k správe položka do hlavičky, ktorá označuje, že sa jedná
o kópiu. Tým pádom vznikne označená kópia správy. Nie je to síce elegantné riešenie, ako
keby bol prístupný kopírovací konštruktor alebo továrenská metóda, ale je to postačujúce.
4.1.2 Komunikácia s PowerShellom a EMS
Agent ako taký nemá prístup k veľa informáciám. Z toho dôvodu bolo nasledujúcou úlo-
hou vytvoriť komunikačný kanál so serverom pomocou PowerShellu. Ako prvým problé-
mom ktorý sa vyskytol bolo použiť správnu knižnicu. Microsoft na tento účel ponúka
System.Management.Automation, ktorá sa dá nájsť v inštalácii Windows Servera a sko-
pírovať do projektu, alebo použiť centrálny repozitár. Pomocou nástroju NuGet sa dajú
stiahnuť tri rôzne knižnice od Microsoftu, ktoré majú veľmi podobné mená, každá má inú
verziu a nainštalujú knižnicu s rovnakým menom. Tieto knižnice nemajú žiadne popisky,
ktoré by ich nejako významne rozlíšili a online dokumentácia nepopisuje, ku ktorej kniž-
nici sa viaže. Správna knižnica1 bola teda vybraná metódou pokus-omyl. Táto knižnica
1Nainštalovaná bola nakoniec knižnica System.Management.Automation.dll ver-
zie 10.0.10586. Ostatné knižnice k dispozícii boli System.Management.Automation
a System.Management.Automation_PowerShell_3.0. Všetky tri knižnice nainštalujú súbor
System.Management.Automation.dll, ale neobsahujú tie isté metódy.
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Obr. 4.2: Vývojový diagram, ktorý predstavuje správanie a rozhodovací proces agenta.
poskytuje pre programátora triedy na vzdialený PowerShell ako Runspace, PowerShell
a WSManConnectionInfo, pomocou ktorých je možné vytvoriť pripojenie a spúšťať skripty
PowerShellu.
HTTP konektory a PowerShell schémy
Nasledujúci problém bol ten, že Microsoft Exchange nepoužíva čistý PowerShell, ale Exch-
nage Management Shell. Exchange nainštaluje nový HTTP konektor na Windows Server,
na ktorý je možné vytvoriť pripojenie.2 Exchange Management Shell však nemá všetky
cmdlety PowerShellu ako napríklad filtrovanie, selekciu objektov alebo prácu so súbormi.
V prípade, že sa použije pripojenie na PowerShell, na ktoré je nainštalovaný predvolený
HTTP konektor, tak zase chýbajú príkazy na správu Exchangu. V PowerShelly sa to dá obísť
pridaním tzv. snapinov, avšak táto metóda nie je Microsoftom podporovaná[19] a správa sa
inak v C# ako v PowerShelly.
Ako riešenie sa dá použiť implicitná vzdialená komunikácia (implicit remoting). Naj-
skôr sa vytvorí pripojenie na PowerShell, z neho sa vytvorí nové pripojenie na Exchange
Management Shell a to sa importuje pomocou cmdletu Import-PSSession. Výhodou tohto
prístupu je to, že tento cmdlt dovoľuje obmedziť import iba na niekoľko potrebných cmdle-
tov, avšak na druhú stranu používa serializáciu objektov, čo spôsobí, že nie všetky dátové
typy sú prístupné pre používateľa. Preto skripty, ktoré fungujú v Exchange Management
Shelly nemusia fungovať v implicitnej vzdialenej komunikácii.
Finálne riešenie v projekte je kompromisom vyššie uvedených metód. PowerShell totiž
ešte umožňuje vytvorenie vlastných konfigurácii na pripojenie. Inštalačný skript výsledného
produktu pripraví novú konfiguráciu na ktorú sa dá pripojiť.3 Tá obsahuje inicializačný
2V PowerShelly sa na neho dá vytvoriť pripojenie pomocou príkazu New-PSSession -ConnectionUri
http://hostname/powershell -ConfigurationName microsoft.exchange. S použitím schémy by to bolo
http://schemas.microsoft.com/powershell/microsoft.exchange.
3Predvolený HTTP konektor Windows Servera a meno konfigurácie: New-PSSession -ConnectionUri
http://hostname:5985/wsman -ConfigurationName Bond.SyncAgent. Schéma pre konfiguráciu je
http://schemas.microsoft.com/powershell/Bond.SyncAgent.
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skript, pomocou ktorého sa vytvorí implicitná vzdialená komunikácia. Tá však prebieha
pod administrátorským účtom, a každý kto sa pripojí na túto schému dostane plný prístup
k niektorým Exchange cmdletom, čo efektívne obchádza bezpečnostný model Exchangu
Role-based access control (RBAC). Kvôli tomuto bezpečnostnému riziku by toto riešenie
nikdy nemalo byť použité v produkčnom systéme, ale až po zavedení RBAC na túto schému.
Pre účely tejto práce je však toto riešenie postačujúce.
Ďalším bezpečnostným rizikom je, že táto konfigurácia používa komunikačné módy
FullLanguage a Unrestricted, čo dovoľuje používateľom využiť všetky vlastnosti skrip-
tovacieho jazyka. Niektorá funkcionalita by však nebola možná s použitím predvoleného
RestrictedLanguagemódu, pretože ten nedovoľuje použitie premenných a vnorených skrip-
tov. To je ďalší dôvod, prečo by mal byť použitý RBAC pred nasadením na produkčný
server.4
Trieda RemoteCaller
V agentovi je vzdialená komunikácia s PowerShellom implementovaná v statickej triede
RemoteCaller. Táto trieda obsahuje pripojenia ako na Exchange Management Shell tak
aj na vlastnú schému Bond.SyncAgent. Pri komunikácii je použitá schéma, ktorá vyhovuje
danému požiadavku spolu s prihlasovacími údajmi špecifikovanými pri inštalácii.
Každý PowerShell požiadavok je implementovaný ako statická metóda, ktorá narába
s vnorenými triedami, ktoré implementujú návrhový vzor príkaz (command). To zaručuje,
že všetky požiadavky narábajú so vzdialenou komunikáciou rovnakým spôsobom a tým
pádom sa zmenšuje priestor na chybu. Tento návrhový vzor bol implementovaný ako jeden
požiadavok k jednej statickej metóde a k jednej vnútornej triede.5 Tie sú však privátne
a nie sú viditeľné ostatným triedam a tým pádom aj pri vyššom počte požiadavkov nijakým
spôsobom neovplyvňujú ostatné triedy.
Táto trieda používa PowerShell a EMS na získavanie informácii o odosielacích konekto-
roch, používateľských limitoch, prácu s frontami a samotnými správami.
4.1.3 Smerovanie a synchronizácia
Ako bolo už v tejto kapitole spomenuté, agent narába s udalosťami, originálnou správou
a jej kópiou. Podľa návrhu správania sa aplikácie a analýzy udalostí boli vytvorené návrhy
spracovania originálnej správy a jej kópie.
V rozhodovacom procese sa narábajú a často menia príjemcovia danej správy. Tieto
operácie sa dejú v rámci obálky správy, pri čom príjemcovia v poliach to: a cc: zostávajú
nezmenení. To zaručí, že správa sa dostane do správnych schránok a zároveň sú používateľovi
zobrazení pôvodní príjemcovia. Používateľ ďalej môže so správou bez obmedzenia narábať,
posielať ju ďalej alebo odpovedať.
Jediný rozdiel, čím sa správa odlišuje od pôvodnej správy je, že obsahuje synchroni-
začnú značku vo svojej hlavičke. Táto značka je však pri odpovedi alebo preposlaní správy
odstránená klientom, takže všetka funkcionalita je zachovaná a odpoveď prejde znova roz-
hodovacím procesom.
4Predvolené HTTP konektory vrátane EMS sú spustené v móde RestrictedLanguage.
5Tento prístup pochádza z Javy, kde neexistujú ukazatele na funkcie. V C# však tento prístup nie
je nutný a existujú triedy, ktoré sa presne na túto funkcionalitu dajú použiť. V tomto projekte sa však
so C# a aj ostatnými technológiami stretávam po prvý krát a bolo by veľmi náročné snažiť sa naučiť
a využiť všetky poskytnuté funkcie jazyka alebo danej technológie. Preto, kde sa dalo som radšej siahol
za osvedčenými metódami a pokročilé metódy ako lambda funkcie som ignoroval.
30
Spracovanie originálnej správy
Návrh spracovania originálnej správy je znázornený na diagrame 4.3. Každá nová správa
najprv prejde klasifikáciou, ktorá bude popísaná neskôr v tejto kapitole. V prípade, že
správa neobsahuje príjemcov z akceptovanej domény, nie je treba vytvárať kópiu, pretože
správu nie je nutné synchronizovať so žiadnou schránkou a správa sa odošle normálne.
Po vytvorení kópie pošta ďalej pokračuje v rozhodovacom procese, zatiaľ čo kópia správy
sa vloží na začiatok rozhodovacieho procesu a pokračuje nezávislo od originálu.
Rozhodovací proces originálnej správy má za cieľ doručiť poštu do schránok na lokálnom
serveri, prípadne poslať ďalej príjemcom cez internet. Synchronizáciu má na starosti rozho-
dovací proces kópie. Ako už bolo v predchádzajúcej kapitole vysvetlené, rozhodovanie závisí
od toho, kde sa server nachádza. Ak server má nakonfigurovaný Fully qualified domain name
(FQDN) konektor smerujúci na druhý MSX, tak sa nachádza na súši. V opačnom prípade
ide o server na mori. Pokiaľ sa spracováva pošta na serveri na súši, nemusí sa s originálnou
správou nič robiť - je odoslaná normálne ako príjemcom na internete, tak je doručená do
lokálnych schránok.
V prípade, že je daná správa spracovaná na mori (a teda na serveri, ktorý nemá FQDN
konektor na druhý MSX), tak sa odstránia príjemcovia mimo akceptovanú doménu a správa
je doručená iba do lokálnych schránok.
V celom rozhodovacom procese originálnej správy sa nikde nemení smerovanie, iba sa
narába s príjemcami v obálke správy a aj to iba v prípade, že server nemá nakonfigurovaný
FQDN konektor.
Rozhodovací proces kópie správy
Návrh spracovania kópie správy je znázornený na diagrame 4.4. V prípade, že správa neob-
sahuje príjemcov mimo akceptovanej domény, tak jediná nutná akcia je poslať túto kópiu
na druhý server. Ako bolo už v predchádzajúcej sekcii spomenuté, to sa dosiahne zavolaním
funkcie ResolvedMessageEventSource.SetRoutingOverride(). Jedna z verzií tejto pre-
ťaženej metódy dovoľuje vložiť IP adresu cieľového servera, avšak testovaním bolo zistené,
že Exchange túto variantu ignoruje. Namiesto toho stačí použiť inú verziu, ktorá prikáže
serveru na miesto pôvodného smerovania použiť smerovanie na konkrétnu doménu alebo do-
ménu príjemcu. Exchange následne vyberie odosielací konektor, ktorý najlepšie vyhovuje
tomuto prepisu a to aj napriek tomu že daný príjemca môže mať schránku priamo na tomto
serveri.
V prípade, že správa obsahuje príjemcov mimo akceptovanej domény, tak správanie
znovu závisí od lokácie spracovania. Ak sa správa vyskytuje v rozhodovacom procese na súši,
tak sa musia odstrániť príjemcovia mimo akceptovanú doménu a správa je odoslaná iba
cez pomalú linku na druhý MSX. To zabráni tomu, aby sa správa poslala dva krát príjemcom
mimo akceptovanej domény. V prípade, že sa správa spracováva na serveri s pomalou linkou,
tak sa pošle cez pomalú linku na druhý MSX aj s príjemcami mimo akceptovanú doménu,
aby správa prešla po tejto linke iba raz.
Ak kópia slúži iba na synchronizáciu, tak je nutné aj sledovať limity jednotlivých prí-
jemcov. Zo správy sa vyberie príjemca, ktorý má najvyšší limit a porovná sa s veľkosťou
správy. Ak správa prekročila tento limit, tak sa príjemcom pošle iba notifikácia, že majú
na druhom serveri správu s veľkou veľkosťou. Spôsob spracovania týchto správ bude vysvet-
lený neskôr v tejto kapitole. Kópia sa na záver označí, aby druhý MSX obišiel rozhodovací
proces tohto agenta a správu vložil do schránok príjemcom.
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Obr. 4.3: Vývojový diagram, ktorý predstavuje správanie a rozhodovací proces spracovania
originálnej správy.
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Je možné, že MSX akceptujú viac domén. Ak sa medzi príjemcami nachádza viac domén,
tak rozhodovací proces rozdelí správu na viacero a každá doména a jej limity sa vyhodnocujú
samostatne. Tým pádom má možnosť sa server párovať s viacerými MSX, kde na každom
serveri sú rôzne domény. Táto možnosť sem však bola vložená iba experimentálne na ukážku
správania sa agenta, keďže ako už v analýze bolo vysvetlené škálovanie je mimo rozsah tohto
projektu.
Používateľské limity sú v pamäti uložené implementovanou triedou LimitedDomain,
ktorá udržuje páry emailových adries a ich limitov; a LimitedDomainCollention, ktorá
zoskupuje dohromady instancie triedy LimitedDomain.
Trieda SyncMessage
Na reprezentáciu každej správy, ktorá prejde agentom bola vytvorená abstraktná trieda
SyncMessage. Tá zoskupuje základné metódy, ktoré môžu byť použité pri všetkých správach
bez ohľadu na ich typ. Sem patria metódy na manipuláciu s hlavičkou a zistenie veľkosti
správy. Každá trieda, ktorá implementuje túto abstraktnú triedu musí prepísať metódu
Route(), v ktorej prebieha celý rozhodovací proces daného typu správy. Volaním tejto
metódy následne prebehne smerovanie bez ohľadu na to, aká správa sa spracováva.
Táto trieda je následne dedená triedami IncMessage a OutMessage. OutMessage zosku-
puje triedy, ktoré reprezentujú správy, ktoré sú vytvorené pri iných rozhodovacích proce-
soch. V tomto momente to je iba jedna trieda a to Notification. Keď správa presiahne
limit príjemcov, tak sa vytvorí instancia tejto triedy. Tu je potom implementované sfor-
movanie novej správy, vyplnia sa potrebné SMTP polia, správa sa označí, aby sa vyhla
spracovaniu týmto agentom a odošle sa.
Abstraktná trieda IncMessage zoskupuje triedy, ktoré predstavujú správy, ktoré pre-
chádzajú rozhodovacím procesom a potrebujú implementované smerovanie. Jednou z nich
je trieda OrigMessage, ktorá implementuje triedu IncMessage a jej metóda Route() imple-
mentuje vývojový diagram originálnej správy 4.3, ktorý bol analyzovaný v predchádzajúcej
sekcii. Obdobne CloneMessage implementuje vývojový diagram kópie originálnej správy
4.4.
Odoslaná notifikácia najskôr ale tiež prejde rozhodovacím procesom na danom serveri.
Aby sa notifikácia nedostala do schránky používateľovi na tom istom serveri (keďže správa
danej veľkosti sa už na tomto serveri nachádza), ale treba ju presmerovať na druhý MSX.
Detailne je tento proces znázornený na diagrame 4.5. Ostatné triedy, ktoré implementujú
IncMessage budú popísané neskôr v tejto kapitole.
4.2 Správa veľkej pošty
Kontrola limitov, vytvorenie a odoslanie notifikácie bolo už v tejto kapitole vysvetlené.
Veľkou výzvou však bolo správne navrhnúť a implementovať uskladnenie správ s veľkou
veľkosťou. Cieľom bolo nájsť prístup, ktorý umožní držať správu vo fronte alebo niekde
uložiť, až dokým používateľ si danú správu nevyžiada.
4.2.1 Presmerovanie na neexistujúcu IP adresu
Prvý prístup, ktorý sa ponúkol bolo vytvoriť nový odosielací konektor, ktorý bude nasme-
rovaný na neexistujúcu IP adresu, presmerovať túto správu na tento konektor a nehať ju
tam, až dokým si ju používateľ nevyžiada.
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Obr. 4.4: Vývojový diagram, ktorý predstavuje správanie a rozhodovací proces spracovania
kópie originálnej správy. Spracovanie prebieha úplne nezávislo od originálu a slúži na synch-
ronizáciu s druhým MSX.
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Obr. 4.5: Vývojový diagram rozhodovacieho procesu notifikácií a odložených správ. Jediná
akcia týchto správ je použiť presmerovanie a odoslanie na druhý MSX.
Tento prístup má však hneď dve úskalia. Prvým je to, že každá správa má svoju dobu
expirácie, ktorá keď vyprší, tak je správa zahodená a doručí odosielateľovi NDR. Doba
expirácie správy sa síce môže obsluhujúcim agentom zmeniť, ale nie je možné držať danú
správu donekonečna. V prípade, že si teda správu klient nikdy nevyžiada, môžu odosielatelia
dostávať veľmi zmätočné NDR, a to aj v prípade, že používateľ na danú správu odpovedal
z druhého MSX.
Druhý problém s týmto riešením je ten, že keď správa leží v odosielacej fronte, nie je
možné ju už meniť smerovacím agentom. Tým pádom, keď si používateľ správu vyžiada,
a správa sa nejakým spôsobom vráti naspäť do rozhodovacieho procesu, musí byť označená,
že už bola vyžiadaná, aby neskončila zase v odosielacej fronte na neexistujúcu IP adresu.
To sa dá dosiahnuť tak, že sa táto správa označí už keď sa vloží do fronty, avšak v prípade,
že by sa Exchange reštartoval z dôsledku havárie, inštalácie aktualizácii alebo iniciáciou ad-
ministrátora, tak všetky správy prechádzajú rozhodovacím procesom nanovo. Tým pádom
všetky správy z tejto fronty by sa odoslali na druhý MSX po každom reštarte bez toho,
aby si ich používateľ vyžiadal.
4.2.2 Exchange Web Services
Ďalší prístup je vytvoriť novú schránku práve na tento účel a ukladať všetky správy sem.
Na takéto riešenie sa vyššie spomínané problémy nevzťahujú, pretože všetky správy by
boli bezpečne doručené do schránky, tým pádom by správy neexpirovali a neposielali NDR
a reštart servera by v tomto prípade nič neovplyvnil.
Problém je však to, že Microsoft ponúka úplne iné nástroje na narábanie so správami
v schránkach ako v agentoch. Tieto nástroje sa nazývajú Exchange Web Services (EWS)
a sú určené na implementáciu aplikácie klienta. Jediné správy, ktoré sa dajú odoslať sú
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správy označené ako draft. Táto značka sa po uložení správy nedá zmeniť. Tým pádom
pošta, ktorá sa doručí do schránky sa nedá následne jednoduchým spôsobom odoslať pô-
vodným príjemcom.
Táto knižnica ďalej obsahuje nástroje na vytvorenie odpovede na správu, prípadne
správu na preposlanie. Tieto správy sú síce uložené ako draft, avšak už majú zmenených
príjemcov, položky hlavičky správy a aj samotné telo. V prípade, že by sa takto vytvorená
správa odoslala, tak po doručení by vyzerala inak ako pôvodná správa a mala by aj iné
správanie pri vytváraní odpovede.
Možným riešením by bolo vytvoriť na základe prijatej správy jej presnú kópiu a odoslať
tú. Správanie takto vytvorenej správy je otázne a prípadné komplikácie pri implementácii
tohto riešenia by vyústili ďaleko mimo rozsah tohto projektu.
4.2.3 Uskladnenie správy pomocou iného produktu
Ďalším bezpečným úložiskom by bolo použitie vlastnej databáze. Microsoft ponúka Micro-
soft SQL server, avšak spolu s Exchange serverom majú náročné hardvérové požiadavky,
čo znamená, že môžu nastať výkonnostné problémy, ak by boli nainštalované na jednom
serveri. Pridanie ďalšieho servera do infraštruktúry zase zväčšuje priestor na chybu obslu-
hujúcemu personálu a zvyšuje náročnosť spravovania.
Za zmienku tiež stojí uviesť, že v prípade pridania ďalšieho servera ja možné použiť iný
SMTP server, ktorý by slúžil iba na úlohu uskladnenia týchto správ. Ako extrémny príklad
sa dá použiť druhý Exchange server, ktorý by mal nastavenú nekonečnú dobu expirácie
a nemal by odosielací konektor smerujúci na internet. Tieto riešenia však neboli skúmané
ďalej zo zjavných dôvodov.
4.2.4 Exportovanie správ na disk
Ako posledné riešenie, ktoré sa ponúka je exportovanie správ na disk. EMS obsahuje cmd-
lety, ktoré túto funkcionalitu podporujú a keďže agent už má implementovanú komunikáciu
s EMS ako bolo popísané v tejto kapitole, je to preferované riešenie.
Nevýhody tohto riešenia sú, že správy vyskytujúce sa na disku predstavujú veľké bez-
pečnostné riziko, ktoré pokiaľ sa neodstráni, tak by toto riešenie nikdy nemalo byť použité
v produkčnom prostredí. Tu by bolo možné použiť export na šifrovaný disk. Transportní
agenti Microsoftu Exchange však bežia pod účtom NETWORK SERVICE, a tento účet potre-
buje plné práva na cieľovú zložku. To však predstavuje ďalšie bezpečnostné riziko, keďže
každá iná aplikácia, ktorá beží pod týmto účtom má automaticky tiež plné práva na túto
zložku.
Ďalšou nevýhodou je to, že aby sa správa mohla exportovať, je nutné ju najskôr dostať
do odosielacej fronty a tam ju treba zastaviť. Spôsob ako toto dosiahnuť už bol popísaný
v tejto kapitole. Správa sa označená vloží do tejto fronty a znova nastáva nebezpečenstvo,
že v prípade reštartu servera sa správa odošle na druhý MSX predčasne. Toto sa z časti,
avšak nie úplne dá vyriešiť práve exportom.
Export je implementovaný EMS skriptom, ktorý beží ako Scheduled Task priamo
pod Windowsom.6 Súbor na disku je pomenovaný podľa Message-ID v hlavičke správy. No-
tifikácia, ktorá sa potom odošle používateľovi na druhý MSX obsahuje v položke hlavičky
6Identický výsledok by malo implementovať Windows službu, ktorá by volala vyššie popísanú statickú
triedu RemoteCaller. Toto riešenie však neponúka žiadne výhody oproti EMS skriptu pod Scheduled
Taskom.
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References toto ID. Notifikácia ďalej používateľa vyzýva, aby na túto správu odpovedal
pre prevzatie pôvodnej správy. References totiž pri odpovedi nie je premazané, pretože
slúži na to, aby klientská aplikácia mohla dané správy zaradiť do konverzácii. MSX ser-
ver potom prijme túto odpoveď na notifikáciu a medzi referenciami nájde ID uskladnenej
správy a ID notifikácie.
Vývojový diagram 4.6 zobrazuje spracovanie servera tohto požiadavku. V prípade, že
správa nedošla z druhého MSX, server správu označí a pošle na druhý MSX. Ten potom
vyhľadá pozdržanú správu podľa referencie z hlavičky správy. Ak správa ešte nebola expor-
tovaná na disk, tak ju exportuje. Potom, čo sa správa nachádza na disku, tak je presunutá
do Reply priečinka v inštalácii Exchangu, ktorý slúži presne na odosielanie exportovaných
správ.7 Implementáciou abstraktnej triedy IncMessage sa o toto stará trieda ReplyMessage.
Po vložení do tohto priečinka sa pôvodne exportovaná správa znovu dostane do rozhodo-
vacieho procesu. Keďže však bola označená, tak sa použije ten istý rozhodovací proces
ako pri notifikáciach 4.5. To sa deje v poslednej triede ReqMessage, ktorá implementuje
IncMessage.
Požiadavok sa na záver vloží do schránky notifikácii. Administrátor teda môže spätne
vyhľadať, kto danú správu vyžiadal. Výhodou takéhoto spracovania je aj to, že je jedno,
ktorý z príjemcov správu vyžiada. Dostanú ju všetci.
4.3 Kategorizácia správ
Každá správa sa na začiatku rozhodovacieho procesu kategorizuje a podľa typu správy
sa vyberie smerovanie. To je dosiahnuté továrenskou metódou IncMessage.Create() a ná-
sledne zavolaním metódy Route(). Továrenská metóda zavolá konštruktor implementujúcej
triedy podľa značky správy v hlavičke alebo podľa príjemcu. Tabuľka 4.1 obsahuje jednotlivé
značky, ktoré sa nachádzajú v hlavičke správy.
V prípade, že správa neobsahuje žiadnu značku a nie je určená do schránky notifikácii,
ide o originálnu správu, ku ktorej treba vytvoriť kópiu a obe správy smerovať. Pri tvorbe
kópie sa originál najskôr označí ako X-BOND-COPY, vytvorí sa kópia aj s touto značkou
a originál sa zase odznačí. Na záver smerovania sa správa označí ako X-BOND-DELIVERY,
čo znamená, že správa je určená na finálne doručenie.
Kópia pri vstupe do rozhodovacieho procesu je od začiatku označená. Na konci smerova-
nia je označená buď na doručenie, čo znamená, že keď sa dostane na druhý MSX, tak už ne-
bude znovu spracovávaná, ale iba sa vloží do schránok príjemcom; alebo X-BOND-REQ a je
presunutá na export, čo znamená, že keď sa správa dostane späť do rozhodovacieho procesu,
tak bola vyžiadaná a limity sa už na ňu nevzťahujú.
Notifikácie a vyžiadané správy si iba prepíšu značky na doručenie.
Požiadavok klienta na uloženú správu sa rozpozná buď tým, že príjemcom je účet s no-
tifikáciami alebo je označený pomocou X-BOND-FWD. Keď je však táto správa preposlaná
na druhý MSX, tak túto značku vždy bude obsahovať.
7EWS spomínané vyššie tiež zvládne export správy, avšak správa je v inom formáte a Reply priečinok ju
neprevezme. Export z EWS slúži na prenášanie správ medzi rôznymi schránkami. To by sa síce dalo použiť
na prenos tejto správy (napríklad cez FTP), avšak jednalo by sa o implementáciu posielania SMTP správy
cez iný protokol ako SMTP.
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Obr. 4.6: Vývojový diagram rozhodovacieho procesu používateľských požiadavkov. MSX
vyhľadá požadovanú odloženú správu a vloží ju naspäť do spracovania.
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Trieda Značka pri kategorizácii Značka na konci smerovania
OrigMessage X-BOND-DELIVERY




ReplyMessage X-BOND-FWD alebo je príjem-
com účet s notifikáciami
X-BOND-FWD
Tabuľka 4.1: Prehľad jednotlivých použitých značiek v hlavičke SMTP správy.
4.4 Podporné triedy a inštalácia
Riešenie zahŕňa ešte niekoľko pomocných tried. Najdôležitejšie sú MySyncAgent, ktorá od-
chytáva udalosti OnResolvedMessage a OnSubmittedMessage; MyAgentFactory, ktorá vy-
tvára instacie tohto agenta. Pri spracovaní udalostí sa taktiež odchytávajú všetky výnimky,
čo je považované za návrhový antivzor.[20]
Na čítanie konfigurácie agenta zo súboru slúži trieda Configuration, ktorá obaľuje
triedu ConfigurationManager prístupnú z frameworku. Na zápis logov na disk a do Win-
dows Event Logu slúži trieda Logger, ktorá vytvára pre zápisy nové vlákna, aby pomalé
I/O operácie na disk nespomaľovali transportnú linku Exchangu. Táto trieda ďalej využíva
poslednú triedu UserMessage, ktorá zoskupuje chybové správy zapisované do logu.
Riešenie ďalej ešte využíva niekoľko PowerShell skriptov. exportTask.ps1 ako už bolo
vysvetlené pomocou Windows Scheduled Tasku exportuje frontu, startup.ps1 je ini-
cializačný skript pri vytváraní implicitnej vzdialenej konfigurácie. App.config obsahuje
konfiguráciu agenta a inštalátoru, a pri inštalácii sa mení na MySyncAgent.dll.config.





Testovanie prebiehalo na Windows Serveroch 2012 R2 a Microsoft Exchange 2013 CU10.
V prípade použitia iného CU (Cumulative update), je nutné najskôr kód prekompilovať
s použitím správnej knižnice pre daný update.
Testovanie bolo zamerané na zistenie presného správania implementovaného riešenia.
Merania prebiehali tak, že sa pozastavili odosielacie fronty a bolo pozorované, koľko SMTP
správ a kam ich Exchange posielal. Tieto hodnoty sa taktiež potvrdili pomocou tail -f
/var/log/mail.log na oboch Postfixoch. Prepis jednotlivých testov sa nachádza v tabuľke
5.1.
Základné testovanie prinieslo pozitívne výsledky. V testoch 1-20 mali všetky schránky
správny obsah. Okrem testov 6, 8, 10 a 14 bol zachytený správny počet SMTP správ.
V nasledujúcich sekciách sa preberú nedostatky výsledného riešenia, ktoré boli objavené
v týchto testoch.
Pri teste 18 jeden krát nastalo, že Exchange nebol schopný prevziať exportovanú správu
a zaradiť ju naspäť do svojo spracovania. Toto správanie sa však nepodarilo znovu nasi-
mulovať a všetky ďalšie testy vyšli pozitívne, čo naznačuje, že mohlo ísť o jednorazové
pochybenie na strane Exchange servera.
5.1 Presmerovanie správy na pomalú linku
Ako bolo vysvetlené pri stavbe testovacieho prostredia, na mori je použitý iba jeden ko-
nektor na odosielanie správ. Po ňom majú byť prenesené ako synchronizačné správy, tak
aj správy určené mimo akceptovanú doménu. Na základe tohto predpokladu vznikol návrh
a implementácia agenta.
Testy 6, 8, 10 a 14 dopadli s negatívnym výsledkom z toho dôvodu, že na miesto jednej
SMTP správy, ktorá mala obsahovať synchronizačnú značku a všetkých pôvodných príjem-
cov správy sa po tejto linke odoslali dve. Jedna správa obsahovala príjemcov mimo akcepto-
vanú doménu a druhá mala príjemcov určených na synchronizáciu. Z testovania vyplýva, že
po prepísaní smerovania programátorom sa Exchange správa inak k príjemcom, ktorí mali
ísť pôvodne do schránky ako k tým, čo mali byť preposlaný na SMTP konektor. Napriek
tomu, že v implementácii je aplikované prepísané smerovanie všetkých príjemcov na ten istý
konektor, Exchange správu rozdelí na dve a pošle ich navzájom oddelene, čím zdvojnásobuje
vyťaženie linky.
Na odstránenie tejto závady by bolo nutné nasmerovať konektor priamo na druhý MSX,
jednu správu odstrániť a pôvodných príjemcov uložiť vo vlastne definovanej položke hlavičky
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správy. Druhý server by potom mal implementovanú metódu na doručenie takejto správy
do svojich schránok a potom by preposlal poštu príjemcov mimo akceptovanej domény.
5.2 Použitie viacerých akceptovaných domén
Viaceré akceptované domény boli testované iba z experimentálnych dôvodov, aby sa zistila
možnosť prípadného škálovania siete. Agent sa s viacerými doménami vysporiadal pri kon-
trole limitov, keď poslal notifikácie iba tým doménam, kde bol limit naozaj prekročený.
Pri preberaní pozdržanej správy však nebol implementovaný mechanizmus, ktorý by kon-
troloval, pre ktorú doménu je správa exportovaná, kto túto správu vyžiadal, a komu bude
správa odoslaná. Z toho dôvodu potom agent odoslal exportovanú správu náhodnej doméne
vybratej z pôvodných príjemcov bez ohľadu na to, kto ju v skutočnosti vyžiadal.
Tento problém sa dá vyriešiť tak, že správa bude exportovaná s vlastne definovanou
položkou v hlavičke, ktorá bude určovať, ktoré domény stále nemajú prebratú danú správu.
Následne posielať túto správu iba tej doméne, ktorá si ju vyžiada.
5.3 Vlastnosti výsledného riešenia
Počiatočná analýza na začiatku projektu vyústila do špecifikácie tohto riešenia. Súčasťou
riešenia je aj diskutovať dosiahnutý výsledok na úrovni SMTP bezpečnosti, výkonnosti
a dostupnosti služby.
SMTP bezpečnosť tu je taká, akú si ju administrátor danej siete spraví. Výsledná ko-
munikácia prebieha na úrovni dvoch Exchangov a agent nijakým spôsobom neovplyvňuje
bezpečnosť a šifrovanie daných správ. Je na administrátorovi, aby použil odosielací konektor
s TLS šifrovaním pre bezpečnú komunikáciu medzi servermi.
SMTP výkonnosť bola diskutovaná v tejto kapitole. Potom, ako sa opraví synchronizácia
medzi servermi, aby využívali najmenší možný počet správ, je možné spraviť hlbokú analýzu
prenesených správ a použiť optimalizáciu na úrovni SMTP spolu s prostriedkami, ktoré boli
ukázané na začiatku analýzy.
Dostupnosť tohto riešenia zodpovedá požiadavkom prezentovaným v motivačnej sek-
cii analýzy. Oba Exchange servery sú navzájom úplne nezávislé, každý má svoju vlastnú
doménu a kontrolér. Všetka doručená pošta je taktiež prístupná na oboch stranách a je
aktuálna až do posledného výpadku. Je potom iba na administrátorovi, aby nakonfiguroval
dostatočnú dobu na expiráciu správ, aby sa mohli po obnovení spojenia znovu zosynchro-
nizovať a nezasielali NDR.
Obsluha výsledného riešenia je minimálna a nutná je iba počiatočná konfigurácia a in-











1 1 AD X X 1 X
2 2 AD X X 1 X
3 1 R X X 1 X
4 2 R X X 1 X
5 1 AD,R X X 2 X
6 2 AD,R X X 2 X
7 1 DG,R X X 2 X
8 2 DG,R X X 2 X
9 1 MAD,R X X 2 X
10 2 MAD,R X X 2 X
11 1 AD,LIM X Notifikácia 1 X
12 2 AD,LIM Notifikácia X 1 X
13 1 AD,R,LIM X X 2 X
14 2 AD,R,LIM X X 2 X
15 1 DG,LIM X Notifikácia 1 X
16 2 DG,LIM Notifikácia X 1 X
17 1 REP X X 2 X
18 2 REP X X 2 X
19 1 MAD,LIM X X+ Notifi-
kácia
2 X
20 2 MAD,LIM X+ Notifi-
kácia
X 2 X
21 1 MAD,REP X X 2 X
22 2 MAD,REP X X 2 X
Tabuľka 5.1: Výpis správania sa SMTP správ v jednotlivých situáciach. Význam skratiek:
AD - akceptovaná doména, R - adresa mimo akceptovanú doménu, MAD - viacero akcep-
tovaných domén (z experimentálnych dôvodov), LIM - správa prekročila limit, DG - distri-
bučná skupina, REP - požiadavok klienta na uloženú správu, X - správa nebola doručená




V tomto projekte bola vykonaná analýza problému optimalizácie a zároveň synchronizácie
elektronickej pošty medzi produktami Microsoft Exchange 2013 na pomalých a nestabil-
ných linkách. Bolo ukázané, prečo DAG ako ponúkané riešenie v prípadoch synchronizácie
a zaistenia dostupnosti je v tomto scenári nevyhovujúce. Analýza sa zamerala na rozbor sa-
motného problému, možnosti optimalizácie na úrovni SMTP a vysvetlenie princípov na kto-
rých funguje produkt Microsoft Exchange 2013. Na základe tejto analýzy bola sformulovaná
špecifikácia a pripravené testovacie prostredie.
Tento text ďalej podrobne opísal návrh a implementáciu výsledného produktu pozostá-
vajúceho z transportného agenta a PowerShell skriptov, ktoré synchronizujú doručenú poštu
medzi schránkami dvoch Exchange inštalácii. Následne boli popísané najväčšie problémy,
ktoré nastali počas tohto vývoja a spôsoby hľadania riešenia.
Na záver prebehla analýza výsledného riešenia, ktorá poukázala na chyby vyskytujúce
sa vo finálnej implementácii. Po odstránení týchto chýb a vzniknutých bezpečnostných zra-
niteľností je možné výsledný produkt nasadiť do produkčného systému. Vykonaná analýza
ďalej ponúka možnosť ďalších optimalizácii na úrovni SMTP a ich aplikáciu v tomto pro-
jekte.
Dosiahnutý výsledok nie je použiteľný v produkčnom prostredí. Prináša však rozbor
komplexného softvéru a výsledný produkt ukazuje potenciál takýchto optimalizácii. Navyše
pripravuje pôdu pre budúce projekty, ktoré môžu nadväzovať hlbšou analýzou aplikácie
SMTP optimalizácii v tejto rodine produktov. Z týchto dôvodov je záverečné vyhodnotenie
úspechu alebo neúspechu tejto práce ponechané na čitateľovi.
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