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TANNAKA DUALITY REVISITED
ABSTRACT. We establish several strengthened versions of Lurie’s Tannaka duality theorem for certain classes
of spectral algebraic stacks. Our most general version of Tannaka duality identifies maps between stacks with
exact symmetric monoidal functors between ∞-categories of quasi-coherent complexes which preserve con-
nective and pseudo-coherent complexes.
1. INTRODUCTION
1.1. Background. The goal of this paper is to investigate algebraic stacks through their associated cate-
gories of quasi-coherent sheaves (or, better, complexes). To put this investigation in context, note that an
affine scheme is completely determined by its ring of functions. Using merely the ring of functions, though,
it is difficult to move beyond affine schemes. However, if one is willing to work with a slightly richer object,
one can go much further: any scheme is determined by its (abelian) category of quasi-coherent sheaves by
the PhD thesis of Gabriel [Gab62]. In the last five decades, numerous incarnations of this phenomena —
the encoding of geometric information about a scheme in a linear category associated to that scheme —
have emerged (see [Bra13, CG13] for a recent discussion), and have inspired the creation of the subject of
noncommutative geometry.
About a decade ago, Lurie introduced a new dimension to this story by adopting a “relative” perspective:
instead of determining whether or not an isolated geometric object (such as a scheme or an algebraic stack)
is determined by a linear category associated to it, he asked when maps between geometric objects can be
reconstructed from the associated “pullback” functors on linear categories. More precisely, he showed [Lure,
Theorem 5.11] that passing to the ⊗-category QCoh(−) of quasi-coherent sheaves is a lossless procedure,
even for maps:
Theorem 1.1 (Lurie). Let X be a quasi-compact algebraic stack with affine diagonal, and let S be any
affine scheme1. Then the association f 7→ f∗ gives a fully faithful embedding
Map(S,X)→ FunL⊗(QCoh(X),QCoh(S)),
where the right hand side parametrizes colimit preserving ⊗-functors QCoh(X) → QCoh(S). Moreover,
the essential image consists exactly of those functors that preserve flatness in a strong sense2.
Lurie applied this result in [Lure] to extend certain algebraization results from Serre’s GAGA machinery
to stacks. In subsequent work [Lurc], he extended Theorem 1.1 to the case of derived stacks, interpreted
in the world of spectral algebraic geometry. In this homotopical setting, the category QCoh(X) of quasi-
coherent sheaves is an extremely coarse invariant, and one must replace it with the derived ∞-category
D(X) of quasi-coherent complexes to obtain a well-behaved object. With this caveat, Lurie’s spectral
Tannaka duality [Lurc, Theorem 3.4.2] is quite close to the classical one:
Theorem 1.2 (Lurie). Let X be a spectral3 algebraic stack with affine diagonal, and let S be any spectral
affine scheme. Then the association f 7→ f∗ gives a fully faithful embedding
Map(S,X)→ FunL⊗(D(X),D(S)) (1)
with essential image spanned by functors that preserve connective objects and flat objects.
1One may also take S to be an arbitrary prestack without any gain in generality.
2More precisely, one needs the functor to preserve flat objects, as well as monomorphisms with flat cokernels.
3The reader unfamiliar with spectral algebraic geometry may safely ignore the adjective “spectral” in all the results in the
introduction without losing much in terms of content.
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Here FunL⊗(D(X),D(S)) is the ∞-category of colimit preserving ⊗-functors D(X) → D(S), and a
complex K ∈ D(X) is connective if it lies in D≤0(X). In practice, preservation of connectivity is a rather
mild constraint, and easy to check. On the other hand, in potential applications of Theorem 1.2, it is rather
hard to verify preservation of flatness. For instance, it is not obvious how to explicitly prove preservation of
flat objects in many of the example applications we present below.4
1.2. Tannaka duality results. Our goal in this paper is to identify a class of stacks where the flatness
condition in Theorem 1.2 can be dropped, or at least be replaced by a more tractable one for applications.
As the first step in this direction, we show the following:
Theorem 1.3. Let X be a spectral algebraic stack with quasi-affine diagonal such that D(X) is compactly
generated. Then, for any spectral affine scheme S, the association f 7→ f∗ gives a fully faithful embedding
Map(S,X)→ FunL⊗(D(X),D(S)) (2)
with essential image spanned by functors that preserve connective objects.
Recall that D(X) is compactly generated if there exist “enough” perfect complexes on X. In particular,
by a fundamental result of Thomason, Theorem 1.3 applies to any (quasi-compact and quasi-separated)
algebraic space; this special case, together with applications to algebraization questions, was the subject of
[Bha14], and the proof here is heavily inspired by the latter, though we offer a few simplifications. More
generally, Theorem 1.3 applies to a fairly large class of stacks, including quotient stacks in characteristic 0,
and any stack whose diagonal is quasi-finite and separated (by [HR14b]). However, this does not include all
stacks one encounters in real life, especially in characteristic p. To remedy this, we prove the following:
Theorem 1.4. Let X be a noetherian spectral algebraic stack with quasi-affine diagonal. Then, for any
spectral affine scheme S, the association f 7→ f∗ gives a fully faithful embedding
Map(S,X)→ FunL⊗(D(X),D(S)) (3)
with essential image spanned by functors that preserve connective objects and pseudo-coherent objects.
Recall that K ∈ D(X) is pseudo-coherent if, locally on X, it can be represented by a bounded-above
complex of vector bundles; the relevance of pseudo-coherence here is that noetherian stacks might not al-
ways possess “enough” perfect complexes, but there is always an abundance of pseudo-coherent complexes.
In addition to these two main theorems, we establish several variants which are easier to apply in practice.
For instance, for Noetherian stacks we can identify maps S → X directly with symmetric monoidal functors
APerf(X)cn →APerf(S)cn which preserve finite colimits. We refer the reader to §3.2 and also to §3.3 for
variants relevant to Deligne-Mumford stacks.
1.3. Applications to algebraization and representability. The preceding results have applications to al-
gebraization questions. For example, in analogy with the case of algebraic spaces treated in [Bha14], one
obtains the following continuity, or integrability, result for adic points:
Corollary 1.5. Let X be a Noetherian spectral algebraic stack with quasi-affine diagonal or a spectral
Deligne-Mumford stack whose underlying classical stack is quasi-compact, separated, and tame. Let A be
a commutative ring that is I-adically complete for some ideal I . Then
X(A) ≃ limX(A/In).
The main non-trivial step in Corollary 1.5 is to algebraize a compatible system {Spec(A/In) → X}
to a map Spec(A) → X. We do this by reformulating the question purely in terms of the derived ∞-
category (via Theorem 1.3 and Theorem 1.4), and then using suitable continuity properties of of the latter.
More generally, these ideas are useful in studying representability questions, and we illustrate this in §7 by
proving the following, which is the key step in the proof of the algebraicity of Hom-stacks given in [HP14].
4As another example, after constructing a particular symmetric monoidal functor in the proof of Lurie’s algebraizability of
formal stacks theorem [Lura, Theorem 5.4.1], checking that it preserves flat objects adds substantial complexity to the argument.
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Corollary 1.6. Let f : X → S and g : Y → S be finitely presented morphisms of noetherian spectral
algebraic stacks. Assume that f is proper5, and that g has quasi-affine diagonal. Then the Hom-stack
MapS(X,Y ) is integrable, i.e., MapS(X,Y )(−) satisfies the conclusion of Corollary 1.5.
Remark 1.7. We emphasize that one of novelties here is the lack of finiteness assumptions on the test
objects. Indeed, in noetherian situations, standard techniques based on formal geometry often allow one
to prove algebraization results relatively painlessly. For example, the special case of Corollary 1.5 when
both X and A are noetherian and classical (i.e., non-derived) follows immediately from Grothendieck’s
formal existence theorem (at least when X is separated). Likewise, the special case of Corollary 1.6 when
all objects involved are classical can be deduced relatively quickly from Grothendieck’s work on formal
smoothness (at least when Y has affine diagonal), see §7.1. On the other hand, as in [Bha14], we do not
know how to prove the classical version of Corollary 1.5 in general without any derived input.
Finally, it is possible to use the Tannaka duality results to identify certain pushouts. For example, it is
possible to deduce Beauville-Laszlo type theorems (as in [Bha14, §1.3]) for stacks satisfying the conditions
of Theorem 1.3 or Theorem 1.4. Moreover, one can also describe certain “strange” pushouts. Here the word
“strange” refers to the non-flatness of the glueing maps: one can glue along proper birational maps. We give
one representative example here; more general statements can be found in §6, and this phenomenon will be
developed more thoroughly in [HL].
Example 1.8. Let C0 ⊂ P3 and C1 ⊂ P3 be two smooth curves that intersect transversally. For i ∈ {0, 1},
let Zi → P3 be the blowup of P3 along Ci, and let Xi → Zi be the blowup of Zi along the strict transform
of C1−i. Then X0 ≃ X1 as schemes over P3. Moreover using Theorem 1.4, one can show that the resulting
commutative square
X0 ≃ X1

// Z1

Z0 // P
3
is a pushout square.
Remark 1.9. For additional applications, we refer the reader to [Hal14], where the Tannaka duality results
above is used, among other places, in establishing the convexity of the degeneration space of a point in a
Θ-reductive stack.
1.4. A key intermediate result. We end this introduction by commenting briefly on a key intermediate
result that allows us to relax the hypothesis on the diagonal in Lurie’s Theorem 1.2: we give a description
quasi-affine morphisms in terms of the derived ∞-category. To motivate this, fix some scheme (or stack)
X. It is then well-known that the association Y 7→ f∗OY gives an equivalence of categories between affine
X-schemes and commutative algebras in QCoh(X). It is natural to wonder if this “algebraic” classification
of “geometric” objects can be extended to a wider class of morphisms using D(X) in lieu of QCoh(X).
Lurie has already shown that the same formula, when interpreted at the derived level, gives a fully faithful
embedding of the category of quasi-affine morphisms over X into commutative algebras in D(X); we
complete the picture by describing the essential image of this functor purely algebraically. Instead of giving
the full result here, we simply state the most important special case:
Theorem 1.10. Let X be a spectral algebraic stack. Then the association U 7→ f∗OU identifies the poset of
quasi-compact open substacks U ⊂ X and with the poset of commutative algebras A ∈ D(X) satisfying:
(1) The structure morphism OX → A is a localization (i.e., A⊗A ≃ A via the multiplication map).
(2) A is compact as a commutative algebra in D(X), and bounded above as a complex.
5In fact, we simply need X → S to be cohomologically proper (see [HP14]); this allows many more examples, such as B(Gm).
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We emphasize here that A is required to be compact as a commutative algebra, and not a complex, in
D(X). For a concrete example, consider X = A2, and let j : U → X be the complement of 0. Then
j∗OU is extremely large as a complex (the first cohomology group is infinite dimensional). Nevertheless,
Theorem 1.10 implies that j∗OU is compact as an algebra over OX ; an explicit presentation is given in
Example 2.8, and can also be found in [Matb, Proposition 8.9].
1.5. Relation to existing work. This paper builds on the ideas of [Bha14] and [Lurc]. During the prepa-
ration of this paper, Hall and Rydh released the preprint [HR14a]. The methods of proof are different, and
the main results are different in that [HR14a] deals with classical stacks and symmetric monoidal abelian
categories, whereas below we work in the more general context of spectral algebraic stacks and symmetric
monoidal stable ∞-categories. The results for Noetherian classical stacks approximately imply one an-
other.6 There is also recent work of Scha¨ppi [Scha, Schb] interpolating between the two: he establishes
algebraization and Tannaka duality statements for possibly non-noetherian stacks admitting enough vector
bundles without passing to the derived world.
1.6. Acknowledgements. We would like to thank Aise Johan de Jong, Jacob Lurie, Akhil Mathew, and
David Rydh for helpful conversations regarding this work. The first author was supported by NSF grants
DMS 1340424 and DMS 1128155 and the Institute for Advanced Study, while the second author was sup-
ported by an NSF postdoctoral fellowship and the Institute for Advanced Study.
1.7. Notation and conventions. Throughout this paper, we work in the context of spectral algebraic ge-
ometry. A prestack is a presheaf of ∞-groupoids on the ∞-category of E∞-rings, and stacks are prestacks
which satisfy e´tale descent. We adopt the foundations of [Lurd], and for the most part we conform with the
notation there and in the DAG papers. In particular, we writePerf(X) andAPerf(X) for the ∞-categories
of perfect and almost perfect (i.e., pseudo-coherent) complexes on a stack X. One notable exception is that
we useD(X) to denote the∞-category of quasi-coherent complexes on a prestack X, instead of the notation
QCoh, which we reserve for the abelian category of quasi-coherent sheaves. We also use cohomological
grading conventions rather than homological ones. We use the notation Func(−,−) to denote functors
preserving finite colimits, and Func⊗(−,−) for symmetric monoidal functors preserving finite colimits.
2. A PURELY ALGEBRAIC DESCRIPTION OF QUASI-AFFINE MORPHISMS
All stacks in this section are fpqc-stacks on the category of connective E∞-rings. We will study stacks of
the following sort:
Definition 2.1. A stack X is an fpqc-algebraic stack if there is a faithfully flat qcqs map Spec(A) → X
where A is a connective E∞-ring.
Let QAff/X be the ∞-category of quasi-affine maps U → X, and let Opqc(X) ⊂ QAff/X be the full
subcategory spanned by quasi-compact open subsets of X; for U ∈ QAff/X , we write OU ∈ CAlg(D(X))
for the pushforward of the structure sheaf of U . Our goal is to describe QAff/X and Opqc(X) in terms of
CAlg(D(X)). For this, we make the following definition:
Definition 2.2. Let C be a presentable symmetric monoidal ∞-category where the tensor product is com-
patible with colimits. Given A ∈ CAlg(C), and a commutative A-algebra B ∈ CAlg(C)A/, we call B a
localization of A if the multiplication map induces B⊗AB ≃ B; if additionally B is compact in CAlg(C)A/,
then we say B is a compact-localization of A.
The main result is that these notions capture geometric behaviour. We equip CAlg(D(X)) and QAffopp/X
with the cocartesian symmetric monoidal structure [Lurd, Construction 2.4.3.1].
6There are two peculiar differences: in [HR14a] they are able to treat Noetherian stacks with affine stabilizers (slightly weaker
than our quasi-affine diagonal hypothesis), and our results classify maps from arbitrary affine schemes and hence arbitrary prestacks
(whereas [HR14a] only classifies maps out of locally Noetherian stacks in the quasi-affine diagonal case).
4
Theorem 2.3. Say X is an fpqc-algebraic stack. Then:
(1) (Lurie7) The association U 7→ OU defines a fully faithful symmetric monoidal functor QAffopp/X →
CAlg(D(X)).
(2) The essential image of QAffopp/X → CAlg(D(X)) is given by bounded above A ∈ CAlg(D(X))
which are compact-localizations of some connective A′ ∈ CAlg(D(X)).
(3) The essential image of Opqc(X)opp → CAlg(D(X)) is given by bounded above A ∈ CAlg(D(X))
which are compact-localizations of OX .
We say that A ∈ CAlg(D(X)) is a quasi-affine algebra if it satisfies the condition in Theorem 2.3 (2)
above, i.e., A ≃ OU for some U ∈ QAff/X ; such an A is a compact-localization of A′ := τ≤0A.
2.1. Proof of Theorem 2.3.
Lemma 2.4. Let X be a prestack such that D(X) is presentable. Then the association U 7→ OU extends to
a fully faithful symmetric monoidal functor QAffopp/X → CAlg(D(X)).
Proof. If X is a prestack such that D(X) is presentable, then the proof of [Lurc, Proposition 3.2.9] shows
that QAffopp/X → CAlg(D(X)) is a fully faithful embedding of ∞-categories. To show that it is symmetric
monoidal with respect to the cocartesian symmetric monoidal structure, it suffice to show that for two quasi-
affine maps Y0, Y1 → X, the canonical map OY0⊗OY1 → OY0×XY1 is an equivalence. Because pushforward
along quasi-affine maps satisfies base change [Lurc, Corollary 3.2.6], it suffices to verify that the map is an
equivalence when X is affine. The claim holds for affine spectral schemes because the Yoneda embedding
preserves limits. The Cech complex for a finite open cover of Yi expresses OYi as a finite limit of the
connective E∞ rings OUi;α . As tensor products commute with finite limits, one can identify OY0 ⊗OY1 with
the Cech complex for the product open cover of OY0×XY1 . 
Lemma 2.5. Let X be an fpqc-algebraic stack. Fix A ∈ CAlg(D(X)). Then the following are equivalent:
(1) The forgetful functor D(X,A) → D(X) is fully faithful, i.e. A ⊗ • : D(X) → D(X,A) is a
localization.
(2) The map OX → A is an epimorphism.
(3) For any B ∈ CAlg(D(X)), the space Map(A,B) is (−1)-truncated.
(4) A is a localization of OX .
Moreover, for such A, one has LA/OX ≃ 0.
Proof. (1) ⇐⇒ (2): (1) is equivalent to asking that the natural map K → K ⊗ A is an equivalence for any
K ∈ D(X,A). This is equivalent to requiring that A ≃ A⊗ A via the first coprojection map, i.e. as a left
A-module, which is equivalent to (2).
(3) ⇐⇒ (2): (3) is equivalent to asking that Map(A,−) → ∗ is a monomorphism of space-valued
functors on CAlg(D(X)) which is the definition of (2)
(2) ⇐⇒ (4): For any ∞-category C, a map X → Y in C is an epimorphism if and only if the fold-map
Y ⊔X Y → Y is an isomorphism. Applying this to C := CAlg(D(X)) and noting that coproducts are given
by tensor products then proves the claim.
To see the claim about the cotangent complexes, one uses the Kunneth formula: if OX → A is an
epimorphism, then LA/OX ≃ LA/OX ⊕ LA/OX via the sum map, and hence LA/OX ≃ 0. 
Lemma 2.6. Let X be an fpqc-algebraic stack. For U ∈ Opqc(X), the algebra OU ∈ CAlg(D(X)) is a
compact-localization of OX and eventually connective.
7In fact this holds for any prestack such that D(X) is presentable.
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Proof. All assertions except compactness are clear. Let DZ(X) denote the kernel of D(X)→ D(U). Then
descent shows that the fully faithful inclusion DZ(X) → D(X) has a right adjoint ΓZ : D(X) → DZ(X)
defined via ΓZ(K) := ker(K → K ⊗ OU ). In particular, there is a triangle
ΓZ(OX)→ OX → OU .
As OX → OU is a localization, the space Map(OU ,A) is (−1)-truncated for any A ∈ CAlg(D(X)). In fact,
Map(OU ,A) is contractible exactly when ΓZ(OX)⊗A ≃ 0: if ΓZ(OX)⊗A ≃ 0, then A ≃ A⊗OU is an
OU -algebra, and conversely if A is an OU -algebra, then A⊗ΓZ(OX) ≃ A⊗OUOU⊗ΓZ(OX) ≃ A⊗OU 0 ≃
0. Now to check compactness of OU , we must check: given a filtering system {Ai} in CAlg(D(X)),
if Map(OU , colimAi) 6= ∅, then Map(OU ,Ai) 6= ∅ for i ≫ 0. Fix such a system {Ai} with colimit
A := colimAi, and a map OU → A; we want a map OU → Ai for i ≫ 0 (which then necessarily
factors the original map OU → A, up to contractible ambiguity). Using the criterion for non-emptyness of
Map(OU ,−), the assumption translates to ΓZ(OX) ⊗ A ≃ 0, and we want to show ΓZ(OX) ⊗ Ai ≃ 0
for i ≫ 0. As the hypothesis of the last statement passes up along an fpqc cover, and the desired vanishing
conclusion can be detected fpqc locally, we may assume X = Spec(A) is an affine scheme. In this case,
there is a perfect complex K ∈ Dperf(X) such that 〈K〉 = DZ(X). In particular, for any L ∈ D(X), the
vanishing of ΓZ(OX )⊗ L ≃ 0 is equivalent to the vanishing of K ⊗ L. We are thus reduced to showing: if
K ⊗A ≃ 0, then K ⊗Ai ≃ 0 for i≫ 0; this comes from the next lemma. 
Lemma 2.7. Let X be an fpqc-algebraic stack. Fix some K ∈ Dperf(X) and a filtering system {Ai} in
CAlg(D(X)). If K ⊗ colimAi ≃ 0, then K ⊗Ai ≃ 0 for i≫ 0.
Proof. The assertion is fpqc local, so we may assume X is an affine spectral scheme. Let A := colimAi. As
X is affine, the complex K is compact in D(X). The assumption K⊗A ≃ 0 then implies that the canonical
map ηi : K → K ⊗ Ai is 0 for i ≫ 0. The base change isomorphism MapAi(K ⊗ Ai, L) ≃ Map(K,L)
for L ∈ D(X,Ai) is defined by composition with ηi, so it follows that K ⊗Ai ≃ 0 by Yoneda. 
Example 2.8. Let X = Spec(A) be a classical affine scheme. Let I = (f1, .., fr) ⊂ A be an ideal, and let
Z = V (I) ⊂ X with complement U = X − Z . Then OU can be described explicitly as a compact object
via the following recipe: Let K be the Koszul complex on the fi’s, so there is a natural map OX → K
in CAlg(D(X)); here we use that K has a commutative algebra structure as A is classical (via simplicial
commutative rings, for example). By duality, this gives a map η : K∨ → OX in D(X), and hence one
has two maps a, b : Sym(K∨) → OX in CAlg(D(X)) induced by η and 0 on K∨ respectively. We
claim that the compact object A := OX ⊗Sym(K∨) OX ∈ CAlg(D(X)), where the two structure maps
Sym(K∨) → OX are a and b, realizes OU . To see this, we first show that for any B ∈ CAlg(D(X)), the
space Map(A,B) is either empty or contractible. Assuming this space is non-empty, fix a map A → B.
By construction, this data gives a nullhomotopy of the composite K∨ → B, and hence a nullhomotopy
of the structure map OX → K ⊗ B; the latter map is an OX-algebra map, so the ring structure implies
that K ⊗ B ≃ 0. Since K ⊗ B ≃ 0, the space Map(Sym(K∨),B) is contractible, and hence so is
Map(A,B) ≃ ΩMap(Sym(K∨),B)). This proves that OX → A is an epimorphism, so it is enough
to find maps µ : A → OU and ν : OU → A in CAlg(D(X)). The existence of µ follows from the
contractibility of Map(Sym(K∨),OU ) (by the same reasoning as above). To get ν, it is enough to show that
A⊗ ΓZ(OX) ≃ 0; this is a consequence of K ⊗A ≃ 0, which itself follows from the reasoning above.
Lemma 2.9 (Hopkins-Neeman). Let X be a classical Noetherian scheme. Let A ∈ CAlg(D(X)) be a
localization of OX . Then A ≃ colimOUs for some co-filtered system of open subsets {Us}.
Proof. Because A is a localization of OX , the kernel, C, of the base change F : D(X)→ D(X,A) consists
of those complexes, M , for which A⊗M ≃ 0. Thus C is closed under arbitrary colimits. By the Hopkins-
Neeman theorem, we have C = 〈C∩Dperf(X)〉, i.e., C is generated by a set S of perfect complexes Ks ∈ C.
Let Zs be the support of Ks, and let Us := X−Zs. Because Ks generates DZs(X) [TT90], we may discard
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multiple indices which have the same Us, and because Ks ⊗ Ks′ ∈ C, we may enlarge the index set to a
sub-poset of the lattice of open subschemes which is closed under intersection.
The fact that OUs ⊗ OUs′ ≃ OUs∩Us′ implies that if we let OU := colimOUs , then OU ⊗ OUs ≃ OU and
thus OU ⊗ OU ≃ OU . Let C′ be the kernel of D(X) → D(X,OU ). As Ks ⊗ OUs′ ≃ 0 for any Us′ ⊂ Us,
we have Ks ∈ C′, and so C ⊂ C′. Moreover, note that C′ = 〈C′ ∩ Dperf(X)〉 by the Hopkins-Neeman
theorem. If L ∈ C′ ∩Dperf(X), then L⊗ OU ≃ 0. By compactness of L, it follows that the canonical map
L → L ⊗ OUs is null-homotopic for some s and thus L ⊗ OUs ≃ 0, so L ∈ 〈Ks〉 ⊂ C. Hence, C′ ⊂ C,
and thus C = C′. Passing the quotients shows that the identity on D(X) restricts to a symmetric monoidal
equivalence D(X,A) = D(X,OU ), and hence A ≃ OU . 
Lemma 2.10. Let X be an fpqc-algebraic stack. Let A ∈ CAlg(D(X)) be a compact-localization of OX .
If A is eventually connective, then A ≃ OU for some quasi-compact open subset U ⊂ X.
Proof. Both A and OU are localizations of X. Hence, the (fpqc) sheaf of commutative OX -algebra iso-
morphisms between them is either ∅ or a point. We wish to show it is the latter, which can be checked
fpqc-locally, so we may assume X = Spec(R) for a connective E∞-ring R. Write A = Γ(X,A), so A is a
compact-localization of R.
We first give the argument when R is discrete. In this case, we can write R as the filtered colimit colimRi
of all its finitely generated Z-subalgebras. Let CAlgc(R) denote the ∞-category of compact objects in
CAlg(R). By [Lurd, Lemma 7.3.5.16] and [Mata, Lemma 6.24], one has CAlgc(R) ≃ colimCAlgc(Ri),
so A ≃ Ai⊗RiR for some Ai ∈ CAlgc(Ri). Moreover, by the same argument and increasing i if necessary,
we may also assume that Ai is a compact-localization of Ri. Replacing R with Ri and A with Ai, we may
thus assume R is a noetherian ring. In this case, the previous lemma shows that A ≃ OU for a pro-(quasi-
compact open) subset U ⊂ X. Write U := limUs as a cofiltered limit of open subsets Us ⊂ X, so
OU ≃ colimOUs . In particular, we have OX -algebra maps OUs → A for all s. By compactness of A, we
also obtain a map A→ OUs of OX-algebras for some s. All these maps are epimorphisms, so A ≃ OUs .
For a general E∞-ring R, we proceed by deformation-theory. Let Rn := τ≤nR be the n-th Postnikov
truncation of R, so R ≃ limRn; write Xn := Spec(Rn) for the corresponding affine spectral scheme, and
use a subscript of n to indicate base change along R→ Rn. Then A defines compact-localizations in An of
OXn for each n. For n = 0, the previous paragraph gives a quasi-compact open subscheme U0 ⊂ X0 such
that A0 ≃ OU0 in CAlg(D(X0)). Using the fact that |X| = |Xn| = |X0|, we have unique open subschemes
Un ⊂ Xn and U ⊂ X lifting U0. Now LA/OX ≃ 0 and LOU/OX ≃ 0, and OUn is eventually connective ∀n,
so Lemma 2.12 below provides a compatible system of isomorphisms An ≃ OUn . It remains to note that
both A and OU are convergent, i.e., A ≃ limAn, and OU ≃ limOUn ; indeed, this is true for any eventually
connective complex on X. 
Remark 2.11. The assumption that A is eventually connective is necessary unless X is classical. For an
example, fix some base ring k, and consider R = Symk(k[2]). Inverting the generator u ∈ π2(R) gives a
commutative compact R-algebra S such that S ⊗R S ≃ S. In fact, we may realize S as the pushout of
SymR(R[−2])
uv−1
← SymR(R[0])
ǫ
→ R
where v ∈ π−2(SymR(R[−2])) is the image of 1 ∈ π−2(R[−2]) under the canonical map R[−2] →
SymR(R[−2]), uv − 1 is the map on algebras induced by a map R → SymR(R[−2]) of R-complexes
classifying the element uv − 1 in π0(SymR(R[−2])), and ǫ is the augmentation.
Lemma 2.12. For any connective E∞-ring A, let F (A) denote the ∞-category of eventually connective
commutative A-algebras B such that LB/A ≃ 0. If f : A˜ → A is a square-zero extension of connective
E∞-rings, then f induces an equivalence F (A˜) ≃ F (A).
Proof. We sketch a proof. The full faithfulness of F (A˜) → F (A) can be checked directly using the van-
ishing of the cotangent complex; this does not require the connectivity assumption on B. For essential
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surjectivity, fix some A → B in F (A). The square-zero extension A˜ → A has connective kernel M , and
is classified by an A-module map LA → M [1]. By the transitivity triangle for A → B and the assumption
that LB/A ≃ 0, this gives a B-module map LB → MB [1], which corresponds to a square-zero extension8
B˜ → B fitting into the following commutative diagram of A˜-modules
M //

A˜ //

A

MB // B˜ // B
with exact rows, where the right hand square underlies a commutative square of E∞-ring maps. We must
check that A˜ → B˜ lies in F (A˜). For this, by base change for cotangent complexes, it is enough to check
that the canonical A-algebra map B′ := B˜ ⊗A˜ A→ B is an isomorphism. This map fits into a diagram
M //

A˜ //

A

MB′ ≃M ⊗A˜ B˜
a

// B˜
b

// B′
c

MB // B˜ // B,
where all rows are exact, and the second row is obtained by extending scalars from the first row along
A˜→ B˜. The map b is the identity, while a is identified with idM⊗c. Staring at cofibres shows coker(a)[1] ≃
coker(c). Using the identification of a with idM ⊗ c shows coker(a) ≃ M ⊗ coker(c). Thus, we obtain
coker(c) ≃ coker(c) ⊗A M [1]. As M is connective, this formally implies that coker(c) ≃ 0 as everything
in sight is eventually connective; thus, B′ ≃ B, as wanted. 
2.2. Consequences of Theorem 2.3. Recall that a map Spec(T )→ Spec(R) of affine (connective) spectral
schemes is said to be finitely presented if T is compact as an R-algebra. A quasi-affine map V → Spec(R)
is locally finitely presented if every affine open in V is finitely presented over Spec(R); the general case is
defined via base change.
Proposition 2.13. Let X be an fpqc-algebraic stack. A quasi-affine algebra A ∈ CAlg(D(X)) is compact
if and only if the corresponding quasi-affine morphism V → X is locally finitely presented.
Lemma 2.14. Let X be an fpqc-algebraic stack. Fix maps A→ B → C in CAlg(D(X)).
(1) If B is A-compact, and C is B-compact, then C is A-compact.
(2) If B and C are A-compact, then C is B-compact.
8The map LB → MB [1] may be viewed as a section B → B ⊕MB [1], and B˜ is defined as the fiber product of this and the
universal section B → B⊕MB [1]. The canonical map of E∞-rings A˜→ B˜, as well as the commutative square of E∞-ring maps
shown, is induced by the commutativity of the diagram
A
triv //

A⊕M [1]

A

LA→M[1]oo
B
triv // B ⊕MB [1] B
LB→MB[1]oo
.
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Proof. For (1), fix a filtering system {Di} of A-algebras with colimit D. Then we have a commutative
square
colimMapA(C,Di)
f //

colimMapA(B,Di)
≃

MapA(C,D)
g // MapA(B,D),
where the equality on the right uses that A-compactness of B. Fix a point p ∈ colimMapA(B,Di) rep-
resented by a map B → Di0 for some i0. After reindexing, we may assume i0 is initial, so {Di} may be
viewed as a diagram of B-algebras with colimit D. The fibre f−1(p) is given by colimMapB(C,Di) by
exactness of filtered colimits. The fibre g−1(p) is MapB(C,D), so it is enough to check that the natural
map colimMapB(C,Di)→ MapB(C,D) is an equivalence, which follows from the B-compactness of C .
For (2), fix a filtered diagram {Di} of B-algebras with colimit D. We must check colimMapB(C,Di) ≃
MapB(C,D). Consider the commutative square
colimMapA(C,Di) //
≃

colimMapA(B,Di)
≃

MapA(C,D) // MapA(B,D),
where the vertical maps are equivalences due to the assumption on B and C respectively. The claim now
follows by comparing the fibre of the two horizontal maps over the given point p ∈ MapA(B,D), and using
the exactness of filtered colimits. 
Proof of Proposition 2.13. Assume first that V → X is a locally finitely presented quasi-affine morphism.
We must show A := OV is compact in CAlg(D(X)). This claim is local on X, so we may assume
X = Spec(R) for some connective E∞-ring R. Then V is given by a quasi-compact open subset of some
Spec(T ) → Spec(R) for some T ∈ CAlgR/. We can write T as a filtered colimit T ≃ colim Ti with
each Ti ∈ CAlgR/ compact. After possibly replacing the filtering system {Ti} with a cofinal subset, we
may assume that V comes via pullback from a pullback-compatible system of quasi-compact open subsets
Vi ⊂ Spec(Ti) for all i. In particular, the transition maps Vi → Vj are affine, and V ≃ lim Vi. As each OVi
is compact in CAlg(D(X)) (by transitivity of compactness), it is enough to check that OV is compact as a
OVi-algebra for some i. This assertion can be checked locally on OVi , so we reduce to the case where Vi is
affine. Then V is also affine, and the claim follows from both V and Vi being finitely presented over X.
Conversely, fix a quasi-affine algebra A ∈ CAlg(D(X)) that is compact. Then A = OV for some
V → X quasi-affine. To show V → X is locally finitey presented, we may assume X is affine. For every
quasi-compact open subset W ⊂ V , the algebra OW is compact over A and thus over OX as well. In
particular, if W is itself affine, then W → X is finitely presented, which proves the claim. 
Remark 2.15. Applying Proposition 2.13 when X = Spec(k) for some base field provides many examples
of compact algebras in D(Spec(k)) which violate the naive expectation that finitely presented algebras
should have finite dimensional homology, as is true for finitely presented connective algebras. The question
of which stacks have compact algebras of global sections, Γ(X,OX ), is a subtle one. For instance, we
have seen that Γ(A2 − {0},OA2−{0}) is compact, but Γ(P2 − {0},OP2−{0}) is the free E∞-algebra on
Γ{0}(A
2,OA2), which is an infinite dimensional vector space in degree -1, so this algebra is not compact.
Corollary 2.16. Let X be an fpqc-algebraic stack. A quasi-affine algebra A ∈ CAlg(D(X)) comes from
an e´tale quasi-affine map V → X if and only if A is compact in CAlg(D(X)) and LA/OX ≃ 0.
Proof. We already know that compact quasi-affine algebras inD(X) correspond to locally finitely presented
quasi-affine maps V → X. It is then enough to note that such a map is e´tale if and only if LV/X ≃ 0, and
that LV/X corresponds to LOV /OX under the equivalence D(V ) ≃ D(X,OV ). 
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Remark 2.17. The material in this section suggests it might be worthwhile to investigate the following class
of maps: say a map f : X → Y of schemes (or stacks) is weakly quasi-affine if f∗ establishes an equivalence
D(X) ≃ D(Y, f∗OX). It is clear that quasi-affine maps belong to this class. More generally, one can show
that any map f that is affine over a constructible stratification of the target is also weakly quasi-affine. This
leads one to ask: is there a geometric classification of weakly quasi-affine maps? Do the Tannaka duality
results in this article extend to stacks whose diagonal is only assumed to be weakly quasi-affine?
3. TANNAKIAN STACKS
Definition 3.1. For an arbitrary prestack, X, we say that X is tannakian if
Map(S,X)→ FunL⊗(D(X),D(S))
is fully faithful with essential image given by functors preserving almost perfect complexes and connective
complexes.
Remark 3.2. If X is an algebraic stack, then an equivalent definition of tannakian is that Map(S,X) →
FunL⊗(D(X)
cn,D(S)cn) is fully faithful with essential image given by functors preserving almost perfect
complexes: Because D(X) is right t-complete, FunL⊗(D(X)cn,D(S)cn) can be identified with the full
subcategory of FunL⊗(D(X),D(S)) consisting of functors which are right t-exact [Lura, Lemma 5.4.6].
This also identifies the subcategories of functors which preserve almost perfect complexes.
Remark 3.3. We will see below that for a Noetherian stack which is tannakian, Map(S,X) is also equiva-
lent to the Func⊗(APerf(X)cn,APerf(S)cn) of symmetric monoidal functors which preserve finite colimits.
Any prestack is a colimit of affine prestacks, so to show that a prestack is tannakian, it suffices to consider
affine S in the definition above. Proposition 3.3.11 of [Lurc] states that when X is quasi-geometric, then
Map(S,X)→ FunL⊗(D(X),D(S)) is fully faithful. Thus for quasi-geometric stacks the goal is to describe
the essential image of this map. Given a cocontinuous symmetric monoidal functor F : D(X) → D(S),
we will say that F is geometric if it corresponds to a map S → X.
Proposition 3.4. Let X be a quasi-compact quasi-geometric algebraic stack. A cocontinuous symmetric
monoidal functor F : D(X) → D(S) is geometric if and only if there are fpqc quasi-affine maps U → X
and V → S, with U affine, and a map of OS-algebras OV → F (OU ).
Lemma 3.5. Let X be an algebraic stack for the fppf topology. Assume that X has quasi-affine diagonal.
Then X is a stack for the fpqc topology.
Proof. Choose an faithfully flat map A → B of rings with Cech nerve B•, and let ǫ• : Spec(B•) → X
be a given morphism. We must show that this arises from a unique morphism ǫ : Spec(A) → X. Let
f : U → X be an fppf cover of X by an affine scheme. Then f is fppf and quasi-affine by assumption. The
base change of f along ǫ• defines an fppf quasi-affine cover U ×X Spec(B)→ Spec(B) that is compatible
with the descent datum relative to the map Spec(B)→ Spec(A). As fppf quasi-affine maps satisfy descent
for the fpqc topology, this comes from an fppf quasi-affine map V → Spec(A) via base change. Moreover,
the fpqc sheaf property for U gives a map V → U . Repeating the construction for fibre products of U over
X then gives a map V • → U•, where V • → Spec(A) is the Cech nerve of V → Spec(A), and U• → X is
the Cech nerve of f . One then concludes by the fppf descent property for X. 
Proof of Proposition 3.4. The only if part is immediate, so assume we have U, V , and OV → F (OU ) as in
the statement of the lemma. One obtains a symmetric monoidal functor D(U) → D(S,F (OU )), and by
composition one gets a continuous symmetric monoidal functor D(U) → D(X,OV ) ≃ D(V ) lifting F .
As affine schemes are tannakian, this functor is geometric. Likewise, if one considers the Cech nerve U• of
U → X and the Cech nerve V•/S, then one obtains a map of cosimplicial objects in symmetric monoidal
categories D(U•)→ D(V•) which is geometric at every level, and hence corresponds to a map of simplicial
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stacks V• → U•. By fpqc descent (for quasi-coherent sheaves as well as for maps of stacks) on obtains a
morphism S ≃ |V•| → |U•| ≃ X inducing the functor F : D(X) ≃Tot(D(U•))→Tot(D(V•)) ≃ D(S).
(This is essentially the idea behind the proof of Lurie’s tannakian formalism for geometric stacks [Lurc,
Theorem 3.4.2]). 
Later we will use this lemma to prove that perfect stacks (Theorem 4.1) and Noetherian quasi-geometric
stacks (Theorem 5.1) are tannakian, but first we collect some direct consequences of this definition.
3.1. General properties of tannakian stacks. Following [Lurc, Definition 8.21], we will call a closed
immersion of algebraic stacks i : X → Y a nilpotent thickening if locally it is given by a map of connective
E∞ rings which is a nilpotent extension on π0(•).
Proposition 3.6. Let X ⊂ Y be a nilpotent thickening of quasi-compact quasi-geometric algebraic stacks.
If X is tannakian, then Y is tannakian. Furthermore, it suffices to check that for any classical ring, R, any
cocontinuous symmetric monoidal functor D(X) → D(Spec(R)) which preserves connective and almost
perfect complexes is geometric.
Lemma 3.7. Let R→ S be a nilpotent thickening of S. Then a connective R-module, M , is flat if and only
if S ⊗R M is a flat S-module.
Proof. The only if part is immediate, and it suffices to show the other direction separately in the case where
S = π0(R) and in the case where both R and S are discrete. First assume S = π0(R). It is enough to show
that N ⊗R M is discrete for any discrete R-module N . If N is discrete, it comes from a π0(R)-module, so
N ⊗R M ≃ π0(N)⊗π0(R) (π0(R)⊗R M), which is discrete if π0(R)⊗R M is flat.
Next assume that R and S are discrete, and let I = ker(R → S). Then any discrete R-module N
admits a finite filtration by powers of I , so in order to show that N ⊗R M is discrete, it suffices to show
that (IkN/Ik+1N) ⊗R M is discrete for all k. IkN/Ik+1N comes from an S-module, so again we have
(IkN/Ik+1N)⊗R M ≃ (I
kN/Ik+1N)⊗S (S ⊗R M) is discrete if S ⊗R M is flat. 
Proof of Proposition 3.6. In order to show that a continuous symmetric monoidal functor F : D(Y ) →
D(Spec(R)) is geometric, it suffices by Proposition 3.4 to show that F preserves quasi-affine algebras
corresponding to fpqc quasi-affine maps. The fact that i : X → Y is a nilpotent thickening implies that
R → S := F (OX ) is a nilpotent thickening as well, because if I = ker(H0(OY ) → H0(OX)), then
F (I) → ker(H0(R) → H0(S)) is surjective. Because Y is quasi-compact, the map I⊗n → H0(OY )
vanishes for n large and thus so does F (I)⊗n → H0(R). The composition of F with the symmetric
monoidal functor D(R) → D(S) factors through D(Y,OX) ≃ D(X), and the corresponding functor
F ′ : D(X) → D(S) preserves connective objects because F does. The functor F ′ corresponds to a
map Spec(S) → X because X is tannakian, and thus F ′ preserves quasi-affine algebras corresponding
to fpqc quasi-affine maps U → X. Note that as a consequence of Theorem 2.3, if i : X → Y is a
nilpotent thickening and A ∈ CAlg(D(Y )cn), then i∗ induces an equivalence between the category of
quasi-affine localizations of A and quasi-affine localizations of i∗A. Furthermore Lemma 3.7 implies that
under this equivalence A → OU corresponds to a fpqc quasi-affine map U → Y if and only if i∗A →
i∗OU corresponds to an fpqc quasi-affine map. We apply this observation to the nilpotent thickening i′ :
Spec(S) → Spec(R), along with the equivalence (i′)∗ ◦ F ≃ F ′ ◦ i∗ to conlude that F preserves algebras
corresponding to fpqc quasi-affine maps.
The same argument shows that F : D(X) → D(Spec(R)) preserves fpqc quasi-affine algebras if and
only if the composition with D(Spec(R))→ D(Spec(π0R)) preserves fpqc quasi-affine algebras. Hence it
suffices to consider only classical rings when checking that X is tannakian. 
Lemma 3.8. Let X be a quasi-geometric tannakian algebraic stack, and let X̂ be the formal completion of
X along the complement of a quasi-compact open substack U . Then X̂ is tannakian.
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Proof. We first remark that X̂ is quasi-geometric: the diagonal of the monomorphism X̂ → X is an isomor-
phism, and hence X̂ is quasi-geometric since X is so (using [Lurc, Proposition 3.3.3]). Furthermore D(X̂)
is presentable because presentable categories are closed under small limits.9
Using [Lurc, Proposition 3.3.11], it is enough to check: for each affine S and each cocontinuous symmet-
ric monoidal functor F : D(X̂) → D(S) preserving connective complexes and almost perfect complexes
is geometric. Any such F induces an analogous functor F ′ : D(X) → D(S) via composition along the
pullback D(X) → D(X̂). Since X is tannakian, one obtains a unique map f : S → X, up to contractible
choices, such that F ′ ≃ f∗. As X̂ → X is a monomorphism, it is enough to check that f factors through
X̂. By general properties of formal completions, this is equivalent to showing that F ′(OU ) = 0, which is
obvious since the pullback D(X)→ D(X̂) kills OU . 
The following shows that quasi-compact open substacks and closed substacks of a quasi-geometric tan-
nakian stack are tannakian.
Lemma 3.9. Let U → X be a quasi-affine map. If X is tannakian and quasi-geometric and D(X) is
presentable, then U is tannakian.
Proof. For the first claim, note that a cocontinuous symmetric monoidal functor F : D(U) ≃ D(X,OU )→
D(SpecR) induces a cocontinuous symmetric monoidal functor D(X) → D(SpecR) which preserves
connective and almost perfect complexes if F does. Thus the latter functor is geometric, and the corre-
sponding map f : SpecR → X is quasi-affine because X is quasi-geometric. The functor F induces a
map OU → f∗R in CAlg(D(X)), and by Theorem 2.3 this map is geometric, hence induced by a map
SpecR→ U . 
Lemma 3.10. Let X → Z ← Y be a diagram of quasi-geometric tannakian stacks over a field of charac-
teristic 0. Assume that X and Z are QCA in the sense of Drinfeld-Gaitsgory [DG13]. Then X ×Z Y is also
a quasi-geometric tannakian stack.
Proof. One first uses [DG13, Theorems 0.3.3 and 0.3.4] to show that our diagram satisfies the hypotheses
of [Gai, Proposition 3.3.3]; the latter implies that base change is an equivalence D(X) ⊗D(Z) D(Y ) →
D(X ×Z Y ). X ×Z Y is quasi-geometric,10 so full faithfulness follows from [Lurc, Proposition 3.3.11].
Given a potentially geometric functor D(X×ZY )→ D(S), for an affine S, we obtain potentially geometric
functors D(X) → D(S) and D(Y ) → D(S) via composition with with the projections. Since both X
and Y are tannakian, this defines a map S → X ×Z Y , and this map is unique because the natural map
D(X)⊗D(Z) D(Y )→ D(X ×Z Y )→ D(S) is an equivalence. 
For algebraic stacks, it is necessary to restrict to functors which preserve connective complexes, as the
following plausibility argument shows.
Example 3.11. Consider X = S = B(Gm) over a field k of characteristic 0. Write L for the universal line
bundle on X. Then informally speaking (we are not aware of a reference that makes this statement rigorous),
Perf(X) is the free symmetric monoidal stable k-linear category on one invertible object (namely, L). Let
F : D(X)→ D(S) be the unique cocontinuous symmetric monoidal functor that carries L to L[−1]. Then
F cannot be geometric, as it fails to preserve connective complexes.
9By choosing an fpqc hypercover of X by affines and applying fpqc hyperdescent for D(X), we may assume X = Spec(A)
for a connective E∞-ring A, and X̂ is the completion of X along a finitely generated ideal I ⊂ π0(A). Then [Lura, Lemma 5.1.5]
shows that D(X̂) ≃ limD(Spec(An)) for a suitable set of rings An.
10By [Lurc, Proposition 3.3.3], the map Y → Z is quasi-geometric as Y and Z are so, and hence the map X ×Z Y → X is
quasi-geometric, and so X ×Z Y is quasi-geometric since X is so.
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3.2. Functors between small categories. In applications of the tannakian formalism, it is often easier to
work with categories of almost perfect (or perfect) complexes, rather than considering all quasi-coherent
sheaves.
Lemma 3.12. If X is a Noetherian perfect stack and S is any prestack, then a cocontinuous symmetric
monoidal functor F : D(X)→ D(S) preserves connective complexes if and only if it preserves connective
almost perfect complexes.
Proof. If F preserves connective complexes, then it is geometric by Theorem 4.1, so it preserves almost
perfect complexes. Conversely, we can write any connective M as a filtered colimit colimPi of perfect
complexes, and hence we also have M ≃ colim τ≥0Pi. It follows that F ∗M ≃ colimF ∗(τ≥0Pi) is also
connective. 
Lemma 3.13. Let X be a Noetherian stack, and let S be a prestack. If FunL⊗(D(X),D(S))′ denotes the
full subcategory of FunL⊗(D(X),D(S)) consisting of functors preserving connective complexes and almost
perfect complexes, then the restriction map induces an equivalence
FunL⊗(D(X),D(S))
′ → Func⊗(APerf(X)
cn,APerf(S)cn)
Proof. We will abuse notation by letting Fun⊗(•)′ denote the full subcategory of symmetric monoidal func-
tors which preserve connective and almost perfect complexes whenever this notion is well defined for the
categories involved. The restriction FunL⊗(D(X),D(S))′ → FunL⊗(D(X)cn,D(S)cn)′ is an equivalence
by [Lura, Lemma 5.4.6], so it suffices to show that
FunL⊗(D(X)
cn,D(S)cn)′ → Func⊗(APerf(X)
cn,APerf(S)cn)
is an equivalence. Because the categories D(S)cn and APerf(S)cn are defined formally as limits over all
maps from affine schemes to S, it suffices to consider the case where S is affine. The argument uses the
same idea as the proof of [Lura, Theorem 5.4.1]: D(S) is left t-complete, so D(S)cn = lim←−D(S)
cn
≤n, and
every functor D(X)cn → D(S)cn≤n factors uniquely through D(X)cn≤n up to contractible choices because
category D(S)cn≤n is equivalent to an n+ 1-category and D(X)cn ⊗S τ≤nS ≃ D(X)cn≤n, where S and τ≤nS
denote the symmetric monoidal ∞-categories of spaces and n-truncated spaces respectively.
We claim that the same is true forAPerf : For the affine spectral scheme S,APerf(S)cn ≃ limAPerf(S)cn≤n
by definition.11 On the other hand X is Noetherian, so we have a truncation functor APerf(X)cn →
APerf(X)cn≤n which exhibits the latter as a localization of the former by the subcategory OX [n + 1] ⊗
APerf(X)cn ⊂ APerf(X)cn. It follows that for any symmetric monoidal ∞-category C, restriction in-
duces a fully faithful embedding
Func⊗(APerf(X)
cn
≤n,C)→ Fun
c
⊗(APerf(X)
cn,C)
whose essential image consists of those functors annihilating OX [n+1]. In particular if C has finite colimits
and 1C[n+ 1] ≃ 0 in C, then this restriction functor is an equivalence.
The above observations imply that it suffices to show that
FunL⊗(D(X)
cn
≤n,D(S)
cn
≤n)
′ → Func⊗(APerf(X)
cn
≤n,APerf(S)
cn
≤n)
is an equivalence for all n ≥ 0. Because D(X)cn≤n = Ind(APerf(X)cn≤n) (see [HP14, ?]), the restriction
map FunL⊗(D(X)cn≤n,D(S)cn≤n) → Func⊗(APerf(X)cn≤n,D(S)cn≤n) is an equivalence, and the claim follows
because Func⊗(APerf(X)cn≤n,D(S)cn≤n)′ ≃ Func⊗(APerf(X)cn≤n,APerf(S)cn≤n) by definition. 
11S is not Noetherian, so the t-structure on D(S) does not descend to APerf(S). We are using the notation APerf(S)cn≤n to
denote the category of finitely n-presented objects of D(S) (which are by definition connective and n-truncated), and by definition
APerf(S)cn ⊂ D(S)cn consists of complexes all of whose truncations are finitely n-presented.
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3.3. Deligne-Mumford stacks. For separated classical Deligne-Mumford stacks, one does not even need
to use the t-structure in the definition of tannakian.
Corollary 3.14. Let X be a classical quasi-compact tame separated Deligne-Mumford stack. Then the
restriction maps
Map(S,X) ≃ FunL⊗(D(X),D(S)) ≃ Fun
L
⊗(D(X)
c,Perf(S))
are equivalences of ∞-categories for any prestack S, where D(X)c ⊂ D(X) denotes the subcategory of
compact objects.
Proof. For any X satisfying the hypotheses of the theorem, D(X) is compactly generated by [HR14b], so
X is tannakian by Theorem 4.1. Furthermore, X is perfect because it is tame. It follows that
FunL⊗(D(X),D(S)) ≃ Fun
c
⊗(Perf(X),D(S)),
and any symmetric monoidal functor Perf(X) → D(S) factors uniquely through the full subcategory of
dualizable objects Perf(S) ⊂ D(S). The condition that a symmetric monoidal functor D(X) → D(S)
preserves connective and almost perfect complexes is vacuous by the following lemma. 
Lemma 3.15. Let X be a quasi-compact separated classical Deligne-Mumford stack, and let S be an ar-
bitrary pre-stack. Any cocontinuous symmetric monoidal functor F : D(X) → D(S) preserves connective
complexes and almost perfect complexes.
Proof. Let p : X → X¯ be the coarse moduli space, which exists in our level of generality by [Ryd13]. First
consider the case where X is a quotient of an affine scheme by a finite group. Then X has enough vector
bundles, so every connective complex can be written as a colimit of connective perfect complexes, and every
almost perfect complex is equivalent to a right-bounded complex of vector bundles. Thus it suffices to show
that F (E) is connective for any vector bundle E. F (E) is perfect, because it is dualizable, and thus for any
n > 0, F (E) is connective if and only if F (E)⊗n ≃ F (E⊗n) is connective.12 However, for a sufficiently
large n, E⊗n ≃ p∗(E˜⊗n) for some vector bundle E˜ on X¯. Thus F (E⊗n) is a vector bundle, because the
composition D(X¯)→ D(X)→ D(S) is geometric by [Bha14].
For a general X, let U → X¯ be an e´tale cover by an affine scheme such that the base change X ′ :=
X×X¯U is a global quotient of an affine scheme by a finite group (an affine quotient presentation is provided
by the proof, but not the statement, of [AV02, Lemma 2.2.3]). Because the composition F ◦ p∗ : D(X¯) →
D(Spec(R)) is geometric, the base change of U is gives a surjective e´tale map V → Spec(R), where V is
affine, and a symmetric monoidal functor F ′ : D(X ′)→ D(V ) making the following diagram commute,
D(X)
p∗

F // D(Spec(R))

D(X ′)
F ′ // D(V )
.
More precisely, X ′ → X affine, and because X¯ is a quasi-compact separated algebraic space, the functor F ◦
p∗ is geometric and F (OX′) is a connective R-algebra. V is the corresponding affine scheme, and the map
D(X ′) → D(V ) corresponds to the symmetric monoidal functor D(X,OX′) → D(Spec(R)), F (OX′))
induced by F . It follows from the commutative square that F preserves connective complexes and almost
perfect complexes if and only if F ′ does. So we have reduced to the claim to the case of a global quotient of
an affine scheme by a finite group, treated above. 
12Connectivity for perfect complexes can be detected on fibers by Nakayama’s lemma, and over a field this claim is immediate.
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4. STACKS WITH COMPACTLY GENERATED DERIVED CATEGORIES
For any fpqc-algebraic stack X, compact objects in D(X) are perfect and hence dualizable.13 Let
D(X)c ⊂ D(X) be the full subcategory spanned by compact objects. Our goal in this section is to prove
a Tannaka duality results for stacks X with the property that D(X) is compactly generated, i.e., the natural
functor Ind(D(X)c) → D(X) is an equivalence or, equivalently, that each K ∈ D(X) can be written as a
filtered colimit of compact objects.
Theorem 4.1. Let X be an fpqc-algebraic stack with quasi-affine diagonal such that D(X) is compactly
generated. Then
Hom(S,X)→ FunL⊗(D(X),D(S))
is fully faithful with essential image given by functors preserving connective complexes.
The proof below follows the one given in [Bha14] for algebraic spaces; the argument presented here uses
the classification of quasi-affine maps in terms of D(X), and is consequently a bit simpler.
Proof of Theorem 4.1. Full faithfulness is [Lurc, Proposition 3.3.11]. For essential surjectivity, fix some
F ∈ FunL⊗(D(X),D(S)). By descent, we may assume S is affine, so compact objects in D(S) coincide
with the perfect ones and also the dualizable ones. Then F admits a right adjoint G : D(S) → D(X) by
cocontinuity of F . As D(X) is compactly generated, and because compacts are dualizable, it follows that
F preserves compactness, so G is cocontinuous. Moreover, using the compact generation of D(X), one
checks that the pair (F,G) satisfy a projection formula: G(F (K) ⊗ L) ≃ K ⊗ G(L) for K ∈ D(X) and
L ∈ D(S). Then Barr-Beck-Lurie shows that G induces an equivalence Φ : D(S) ≃ D(X,GOS) such that
F corresponds to the base change functor −⊗GOS : D(X)→ D(X,GOS).
In order to show that F is geometric, it suffices by Proposition 3.4 to show that for a faithfully flat quasi-
affine cover f : U → X with U affine (which exists because X is perfect), F (OU ) is a faithfully flat quasi-
affine OS -algebra. Recall that OU is the compact-localization of a connective algebra A ∈ CAlg(D(X)).
It is immediate that F (OU ) is an eventually connective localization of the connective algebra F (A), so we
must verify the compactness of F (OU ) as an F (A)-algebra. For this, note first that D(X,A) is compactly
generated: any K ∈ D(X,A) is a retract of K ⊗OX A, and the latter is a filtered colimit of compact
objects by hypothesis. It follows that CAlg(D(X,A)) is compactly generated as well. Now note that F
induces a functor FA : D(X,A) → D(S,F (A)). Moreover, under Φ, this is identified with the base-
change functor D(X,A) → D(X,A ⊗GOS). The right adjoint of this last functor commutes with filtered
colimits because G does. It follows that the induced functor CAlg(D(X,A)) → CAlg(D(S,F (A))) has a
cocontinuous right adjoint, and hence must preserve compactness, so F (OU ) is compact over F (A). Thus,
F (OU ) ≃ OF (U) for some quasi-affine morphism F (U)→ S.
It remains to show that F (U)→ S is faithfully flat. The “faithful” part is clear once we use the projection
formula to identify the functor F (OU )⊗− with OU ⊗− under Φ. An object in D(F (U)) ≃ D(S,F (OU ))
is coconnective if and only if its pushforward to S (i.e. the underlying object of D(S)) is coconnective.14
Thus, to show that the quasi-affine morphism F (U)→ S is flat it suffices to show that F (OU )⊗− preserves
D≥0(S). In fact for any K ∈ D(X) with the property that K ⊗ − preserves D≥0(X), we can show that
F (K) ⊗ − preserves D≥0(S). For M ∈ D≥0(S) consider G(F (K) ⊗M) ≃ K ⊗ G(M). The fact that
F (K)⊗M ∈ D≥0(S) is now a consequence of the following:
Claim 4.2. M ∈ D(S) is coconnective if and only if G(M) ∈ D(X) is coconnective.
13This is a consequence of the fact that given an atlas π : U → X , the pushforward functor commutes with filtered colimits.
Hence compact objects are locally compact by the adjunction between π∗ and π∗.
14Indeed, it suffices to show this for a quasi-compact open immersion j : U →֒ Spec(R). In this case, for any M ∈ D<0(U),
j∗(τ<0j∗M) ≃ j
∗j∗M ≃ M , so any connective object is the restriction of a connective object. The claim follows by adjunction
and the characterization of D≥0(U) as the right orthogonal of D<0(U).
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Proof. D≥0(X) is right-orthogonal to D<0(X), so we want Map(K,G(M)) = 0 for K ∈ D<0(X).
By adjunction, this space is identified with Map(F (K),M). Since F preserves connectivity, we deduce
that F (K) ∈ D<0(S), and thus Map(F (K),M) = 0 by the coconnectivity of M . Conversely, fix an
M ∈ D(S) such that G(M) ∈ D≥0(X); we want to conclude M ∈ D≥0(S). As D<0(S) is generated
by OS [1] under colimits, it suffices to show that Map(OS [1],M) = 0. By adjunction, this amounts to
Map(OX [1], G(M)) = 0, which follows from the hypothesis on M . 

5. NOETHERIAN QUASI-GEOMETRIC STACKS
The goal of this section is to prove the following:
Theorem 5.1. If X is Noetherian with a quasi-affine diagonal and S is an arbitrary prestack, then
Hom(S,X)→ FunL⊗(D(X),D(S))
is fully faithful with essential image given by functors preserving connective complexes and almost-perfect
complexes.
Our strategy for proving Theorem 5.1 is to handle the case of quotient stacks directly, and then reduce to
this case using suitable stratifications. The next lemma accomplishes the first of these:
Lemma 5.2. Let X = Z/GLN , where Z is a quasiprojective scheme over an affine scheme and the action
ofGLN is linearizable.15 Then X is tannakian.
Proof. Because projective space over an affine scheme can be written as a quasi-affine scheme modulo Gm,
we can rewrite X ≃ Z ′/G where Z ′ is quasi-affine and G = Gm ×GLN , and thus by Lemma 3.9 it
suffices to prove the claim for X = BG. By Lurie’s tannaka duality theorem [Lurc, 3.4.2] once we assume
F : D(X) → D(S) preserves connective objects, it suffices to show that F preserves flat objects. Any
M ∈ QCoh(BG) is a union of its coherent subsheaves, and if M is flat then these torsion free coherent
sheaves must be locally free, as the same is true for coherent sheaves over on the fppf cover Spec(Z) →
BG. F preserves locally free sheaves, because they are precisely the dualizable objects of the symmetric
monoidal ∞-categories D(X)cn and D(S)cn. Thus F (M) is a filtered colimit of locally free sheaves, and
thus flat. 
To pass from quotient stacks to suitable strata on the target stack X in Theorem 5.1, we need:
Lemma 5.3. If f : Y → X is a finite fppf morphism and Y is tannakian, then X is tannakian.
Proof. By a descent argument as in the proof of Proposition 3.4, it suffices to show that for an affine scheme
S, any potentially geometric symmetric monoidal functor F : D(X)→ D(S) preserves finite fppf algebras.
An algebra A ∈ D≤0(X) is finite and fppf if and only if the underlying object of D≤0(X) is a locally free
sheaf. Because F preserves idempotents in H0(Γ(OX)), we can split X =
⊔
nXn and S =
⊔
Sn into
disjoint open substacks such that A is locally free of rank n on Xn and the functor D(X)→ D(Sn) factors
through D(Xn). It suffices to show that the induced functors D(Xn)→ D(Sn) are geometric. On each Xn
the locally free sheaf underlying A is classified by a map Xn → BGLn, and thus a symmetric monoidal
functor D(BGLn) → D(Xn) preserving connective and almost perfect complexes. By Lemma 5.2, the
composition D(BGLn) → D(Sn) is induced from a map Sn → BGLn, which by construction classifies
the object of D≤0(Sn) underlying F (A)|Sn . 
The next lemma shows that the description of quasi-affine morphisms given in §2 can be modified to take
finite presentation constraints into account:
15By which we mean there is aGLN -equivariant embedding Z →֒ PN−1A .
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Lemma 5.4. Let X be a Noetherian stack, and U → X be a locally almost finitely presented quasi-
affine morphism with U classical. Then OU is a compact localization of an almost finitely presented A ∈
CAlg(QCoh(X)).
Remark 5.5. Theorem 2.3 implies that if A′ → A is a map of connective algebras and A → OU and the
composition A′ → OU are both bounded above compact localizations, then the canonical map A⊗A′ OU →
OU is an equivalence of A-algebras. In particular (τ≤0OU ) ⊗A OU → OU is an equivalence of τ≤0OU -
algebras in the previous lemma.
Proof. We may assume to start that OU is a compact localization of some discrete algebra B→ OU , which
can be taken to be the algebra τ≤0OU . Write B ∈ CAlg(QCoh(X)) as a filtered union of discrete almost
finitely presented algebras B ≃
⋃
αAα. We claim that Aα → OU is a compact localization for some α. This
claim is local on X, so we may assume that X is affine. Choose f1, .., fn ∈ B such that Spec(Bfi) ⊂ U
and ∪iSpec(Bfi) = U . By refining our system, we may assume that the fi’s comes from each Aα. Thus,
for each i, we obtain cartesian squares
U // Spec(B) // Spec(Aα)
Ufi
≃ //
OO
Spec(B[f−1i ])
//
OO
Spec(Aα[f
−1
i ])
OO
(4)
where the vertical arrows are open immersions. Note that B[f−1i ] = ∪αAα[f
−1
i ] is an increasing union of the
displayed finitely presented algebras. AsUfi is finitely presented, it follows that B[f−1i ] = Aα[f
−1
i ] for α≫
0. As there are only finitely many values of i under consideration, we obtain that Spec(B) → Spec(Aα)
is an isomorphism after inverting any fi for α ≫ 0. For any such α, it follows that U → Spec(Aα) is a
quasi-compact open immersion, and thus Aα → OU is a compact localization. 
The next two lemmas will be useful in showing preservation of finitely presented quasi-affine algebras
under the functors appearing in Theorem 5.1:
Lemma 5.6. Let R be a connective E∞-ring. Let A be a eventually connective localization of R, and let
I ⊂ π0(R) be a finitely generated ideal. If π0(R)/I ⊗A ≃ 0, then M ⊗A ≃ 0 for any M ∈ DI(R).
Proof. Let C ⊂ D(R) be the collection of M such that M ⊗ A ≃ 0. Then C is a full stable cocomplete
subcategory of D(R). Since π0(R)/I ∈ C, by using free resolutions, the essential image of the pushforward
functor D(π0(R)/I) → D(R) belongs to C. Using triangles, the same is true for the essential image of
D(π0(R)/I
k)→ D(R) for all k ≥ 0. Now, if M ∈ DI(R) is discrete, then M = ∪kMk, where Mk ⊂ M
is the collection of elements annihilated by Ik, so it follows that M ∈ C. By stability, any bounded object
in DI(R) lies in C. Finally, since A is eventually connective, it is easy to see that C is closed under taking
limits of Postnikov towers, i.e., if {Mi} is a tower of objects in C such that the connectivity of the fibre of
Mn+1 →Mn increases with n, then limMi ∈ C. Putting everything together, we get DI(R) ⊂ C. 
Lemma 5.7. LetX be a Noetherian stack, letR be a connective E∞-algebra, and let F : D(X)→ D(R) be
a symmetric monoidal functor preserving connective and almost perfect objects. Then F preserves bounded
above compact localizations of connective almost finitely presented algebras.
Proof. Let A ∈ CAlg(D≤0(X)) be an almost finitely presented algebra, and let Z ⊂ X ′ := Spec
X
(A) be a
(classically) finitely presented closed immersion. Then F (Z) := Spec(F (OZ)) →֒ F (X ′) := Spec(F (A))
is a classically finitely presented closed immersion as well. In order to establish the lemma in this case, it
suffices to show that F (ΓZA)→ F (A) is isomorphic to ΓF (Z)F (A) → F (A). Consider the induced pull-
back functor F : D(Z) ≃ D(X ′,OZ) → D(F (X ′), F (OZ )) ≃ D(F (Z)). By construction, this functor
commutes with the forgetful functors i∗ : D(Z) → D(X ′) and i∗ : D(F (Z)) → D(F (X ′)). Because X ′
is Noetherian, the essential image i∗Db(Z) generates DbZ(X ′), and thus F (ΓZA) ∈ DF (Z)(F (X ′)). Let
C ⊂ D(F (X ′)) be the full subcategory of objects M such that the canonical map
F (ΓZA)⊗M →M
is an equivalence. Then C ⊂ DF (Z)(F (X ′)), and contains the image of F : D(Z)→ D(F (Z)). Lemma 5.6
then shows that DF (Z)(F (X ′)) ⊂ C, so the two are equal. The universal property of ΓF (Z)F (A) → F (A)
then identifies this map with F (ΓZA)→ F (A). 
Remark 5.8. In fact, using Noetherian approximation on the postnikov tower of an arbitrary connective
algebra, one can show that F preserves bounded above compact localizations of any A ∈ CAlg(D≤0(X)).
Combining Lemma 5.4 and Lemma 5.7 yields the following:
Corollary 5.9. If F : D(X) → D(S) is a cocontinuous symmetric monoidal functor preserving APerfcn,
and U → X is a locally almost finitely presented quasi-affine map for which U is classical, then F (OU ) is
a quasi-affine algebra corresponding to a locally almost finitely presented map F (U)→ S
Remark 5.10. It is possible to show that Lemma 5.4 holds for arbitrary n-truncated U , and Corollary 5.9
holds for arbitrary locally almost finitely presented quasi-affine maps U → X. We have omitted these argu-
ments in the interest of space, because we will only need to consider classical U in the proof of Theorem 5.1.
Next, we record a criterion for smoothness; this will be useful in showing that the functors appearing in
Theorem 5.1 preserve smoothness.
Lemma 5.11. Let f : X → Y be an almost finitely presented map of classical schemes. Assume:
(1) Ω1X/Y is locally free, and that each fibre of f is smooth.
(2) For each x ∈ X, one has TorOY,f(x)1 (OX,x, κ(f(x))) = 0.
Then f is smooth.
Proof. The claim is Zariski-local on X and Y , so we may assume that Y = Spec(A) and X = Spec(B);
assumption (2) then translates to TorA1 (B, k) = 0 for any field k under A. Choose a factorisation A →
P → B with P smooth over A (for example, a polynomial algebra), and P → B surjective with kernel I .
This leads to a right exact sequence
I/I2 → Ω1P/A ⊗P B
f∗
→ Ω1B/A → 0.
Let K = ker(f∗). Then K is locally free by the assumption on Ω1B/A. It follows that we can write
I/I2 = K ⊕ K ′, where K ′ is the kernel of the first map in the sequence. Note that the formation of
K commutes with passage to the fibres over Y . Moreover, assumption (2) shows that the formation of
I , and hence I/I2, also commutes with passage to the fibres: for each residue field k of A, the kernel of
the surjective map I ⊗A k → ker(P ⊗A k → B ⊗A k) is TorA1 (B, k), which vanishes by (2). Also, on
each fibre, the map I/I2 → K is an isomorphism by smoothness. It follows that K ′/mK ′ = 0 for each
maximal ideal m ⊂ A. Also, since I is finite type (by assumption on B/A), so is K ′ (being a retract of
I/I2), and thus Nakayama gives K ′ = 0. This implies that the naive cotangent complex [Sta15, Tag 00S0]
I/I2 → Ω1P/A ⊗P B is a locally free module placed in degree 0, and thus B/A is smooth [Sta15, Tag
00T2]. 
Remark 5.12. Assumption (2) in Lemma 5.11 is necessary: the map Spec(k)→ Spec(k[x]/(x2)) satisfies
assumption (1), but is not smooth.
To apply Lemma 5.11, we need the following preservation property for (classical) Kahler differentials:
Lemma 5.13. Let X be a classical stack and let S be a classical affine scheme. Let F : D(X)→ D(S) be
a cocontinuous symmetric monoidal functor preserving connective objects and quasi-affine localizations. If
U → X is a quasi-affine map with Ω1U/X locally free, then Ω1F (U)cl/S is also locally free.
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Proof. By hypothesis, F (OU ) ∈ CAlg(D(S)) is a quasi-affine algebra corresponding to a quasi-affine map
F (U) → S, and under the equivalence D(S,F (OU )) ≃ D(F (U)) we get a symmetric monoidal functor
F ′ : D(U) → D(F (U)) lifting F . If A → OU is a compact localization of a connective algebra, A, then
every object in D(U)cn is the restriction of an object of D(X,A)cn. The same is true for F (A)→ F (OU ),
so F ′ preserves connective objects as well. The pullback functor for the inclusion icl : F (U)cl →֒ F (U)
preserves connective objects as well. Thus we have a well-defined symmetric monoidal functor G :=
H0i
∗
clF
′ : QCoh(U) → QCoh(F (U)cl); as any symmetric monoidal functor preserves dualizable objects,
we conclude that G preserves locally free sheaves. It remains to see that G(Ω1U/X) ≃ Ω
1
F (U)cl/S
. For this,
by Lurie’s cotangent complex formalism, note that LU/X corresponds to LOU/OX under the equivalence
D(U) ≃ D(X,OU ). Applying this to F (U) → S as well shows that F ′(LU/X) ≃ LF (U)/X ; here we use
that F preserves cotangent complexes. As LF (U)cl/F (U) is 2-connective, we have a canonical isomorphism
H0i
∗
clLF (U)/S → H0(LF (U)cl/S); putting everything together gives G(Ω1U/X) ≃ Ω
1
F (U)cl/S
, as wanted. 
Finally, we can prove Theorem 5.1:
Proof of Theorem 5.1. By Proposition 3.6 it suffices to prove the claim when X is classical, and it suffices
to show that for any classical R, any symmetric monoidal functor F : D(X) → D(Spec(R)) preserving
connective objects and almost perfect objects is geometric. Given a smooth fppf cover by an affine scheme
U → X of relative dimension d, Corollary 5.9 implies that F (OU ) ≃ OF (U) for some locally almost finitely
presented quasi-affine map F (U)→ Spec(R). We will check that this map is a smooth cover in two steps.
Assume first that the theorem has been proven when R is a field. Then, for general R, we will check
that F (U)cl → Spec(R) is a smooth cover; this is enough by Proposition 3.4. To check this, we verify
hypothesis (1) and (2) from Lemma 5.11. For (1), note that we already know that the (derived) fibres of
F (U) → Spec(R) are smooth and non-empty (by assumption), so the (classical) fibres of F (U)cl →
Spec(R) are also smooth and non-empty. Lemma 5.13 then shows that Ω1
F (U)cl/Spec(R)
is locally free, so
(1) is satisfied. For (2), note that OF (U) → OF (U)cl has a connected fibre in D(F (U)). Hence, for each field
k under R, the map OF (U) ⊗R k → OF (U)cl ⊗R k also has a connected fibre. Since the (derived) fibres of
F (U) → Spec(R) are smooth, the term OF (U) ⊗R k is in the heart of the t-structure, and hence the term
OF (U)cl ⊗R k has a vanishing H−1; this verifies hypothesis (2) from Lemma 5.11, and hence proves the
theorem in this case.
To finish proving the theorem, we may now assume that R = K is a field. Now any Noetherian stack with
affine stabilizer groups, and in particular any quasi-geometric Noetherian stack, admits a finite stratification
by reduced locally closed substacks Xi such that for each Xi there is a finite fppf morphism Yi → Xi such
that Yi is the quotient of a scheme which is quasiprojective over a Noetherian affine scheme by a linear action
of GLn. This is [DG13, Proposition 2.3.4] – the result there is stated only for stacks defined over a field,
but the proof applies verbatim for stacks over Z as well. Applying Lemma 5.3 and Lemma 5.2 inductively,
it will therefore suffice to show that if X is a quasi-geometric stack with an open substack U ⊂ X such that
both U and Z = X \ U are tannakian, then X is tannakian. There are two cases:
Case F (OZ) = 0:
In this case F (M) = 0 for any complex of OZ -modules (regarded as OX -modules), because any such
M is a retract of M ⊗OX OZ . The category CohZ(X) is generated by OZ -modules, and QCohZ(X) is
generated by CohZ(X), so F (M) = 0 for any M ∈ D(X) with Hi(M) ∈ QCohZ(X) and Hi(M) = 0
for i≪ 0. In particular F (RΓZOX) = 0, so applying F to the exact triangle RΓZOX → OX → OU shows
that K → F (OU ) is an isomorphism. This implies that F factors uniquely through D(X) → D(U), and
hence there is a map Spec(K)→ U → X inducing F .
Case F (OZ) 6= 0:
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Here K = H0F (OX )→ H0F (OZ) is surjective, and F (OZ) is a ring, so H0F (OZ) ≃ K . This defines
a map of K-algebras F (OZ)→ K . Consider the commutative square
D(X)
F

(•)⊗OZ // D(X,OZ)
FZ

D(Spec(K))
(•)⊗F (OZ ) // D(Spec(K), F (OZ)) // D(Spec(K))
.
The composition of the lower horizontal maps is canonically isomorphic to the identity functor, so F fac-
tors through the pullback map D(X) → D(Z). Therefore by hypothesis F is induced by a morphism
Spec(K)→ Z → X.

6. STRANGE PUSHOUTS OF SCHEMES
LetX be a smooth variety over a field with two smooth closed subvarieties Z0, Z1 ⊂ X meeting transver-
sally. Let Xi = BlZi X and let Z˜i ⊂ X1−i be the strict transform. We recall some facts from [Li09]: We
have a canonical identification X01 := BlZ˜0 X1 ≃BlZ˜1 X0.
X01
}}④④
④④
④④
④④
!!❈
❈❈
❈❈
❈❈
❈
Z˜1
  // X0
π0
!!❈
❈❈
❈❈
❈❈
❈
X1
π1
}}④④
④④
④④
④④
Z˜0?
_oo
Z0
  // X Z1?
_oo
(5)
Also, Z˜i ≃ BlZ Zi, where Z := Z0 ∩ Z1. We have two smooth divisors D0,D1 ⊂ X01 which are the
dominant transforms of Z0 and Z1 [Li09]. D0 can be described equivalently as the strict transform in X01
of the preimage of Z0 under X0 → X, or as the preimage of Z˜0 under X01 → X1, and D1 has a symmetric
description. The divisors D0 and D1 meet transversally.
Proposition 6.1. The diagram (5) is a pushout in the category of tannakian stacks.
We collect some preliminary lemmas before proving this proposition.
Lemma 6.2. Let X be a smooth variety and let V,Z ⊂ X be smooth subvarieties meeting transversally.
Let V˜ ⊂BlZ X be the strict transform of V . Then the diagram
V˜ //

BlZ X
π

V // X
is a pullback diagram, and it is Tor independent.
Proof. The claim is local on X, so let us assume that X is affine and V is defined by equations f1, . . . , fn
such that [dfi]p : TpX → kn is surjective at each p ∈ V . The fact that V meets Z transversally means that
TpZ + ker[dfi]p = TpX for all p ∈ Z ∩ Y .
The scheme theoretic preimage π−1(V ) is defined by the pullback of these equations to BlZ X, and
if q ∈ BlZ X is a point with π(q) = p ∈ V , then the Jacobian matrix [dfi|BlZ X ]q is the composition
TqBlZ X → TpX with [dfi]p. Because π is an isomorphism away from Z , the Jacobian has full rank at
all points of V \ Z . For q ∈ BlZ X lying over p ∈ Z , the image of TqBlZ X → TpX contains TpZ , and
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it follows from the fact that TpZ + ker[dfi]p = TpX that the Jacobian [dfi|BlZ X ]q : TqBlZ X → kn is
surjective.
We have shown that the preimage π−1V is smooth, and it agrees with V in the complement of the
exceptional divisor of BlZ X. Therefore it must agree with the strict transform of V . We have actually
shown more: the functions f1, . . . , fn which form a regular sequence for the structure sheaf OV are still a
regular sequence for the structure sheaf of π−1(V ). Therefore Lπ∗OV ≃ Oπ−1(V ), and hence the square is
tor independent. 
We will use the following fact from [BO02]: If Y ⊂ X is a smooth subvariety of codimension c+ 2 and
X is smooth, then we have a semiorthogonal decomposition
Perf(BlY X) =
〈
Perf(Y ), . . . ,Perf(Y )(cY ′),Perf(X)
〉 (6)
where Y ′ → Y is the preimage in BlY X of Y . The fully faithful embedding Perf(X) → Perf(BlY X)
is the pullback functor, and for each n the embedding Perf(Y ) ≃ Perf(Y )(nY ′) ⊂ Perf(BlY X) is given
by the pullback followed by the pushforward along the inclusion, Perf(Y ) → Perf(Y ′) → Perf(BlY X),
followed by the tensor product with the invertible sheaf OBlY X(nY ′).
Lemma 6.3. The canonical functor of symmetric monoidal ∞-categoriesPerf (X)→Perf(X0)×Perf(X01)
Perf(X1) is an equivalence.
Proof. Let Z ′1 := π−11 (Z1) ⊂ X1, then as D1 is the strict transform of Z ′1, OX01(D1) is the preimage of
OX1(Z
′
1) under the projection X01 → X1. A similar description applies to D0. Therefore if we apply the
semiorthogonal decomposition (6) to the iterated blowups defining X01 we get
Perf(X01) =
〈
Perf(Z˜1), . . . ,Perf(Z˜1)(c1D1),Perf(Z0), . . . ,Perf(Z0)(c0D0),Perf(X)︸ ︷︷ ︸
≃Perf(X0)
〉
=
〈
Perf(Z˜0), . . . ,Perf(Z˜0)(c0D0),Perf(Z1), . . . ,Perf(Z1)(c1D1),Perf(X)︸ ︷︷ ︸
≃Perf(X1)
〉 (7)
In this notation the twist (•)(nDi) corresponds to tensoring a subcategory with the invertible sheaf OX01(nDi).
The embeddingPerf(Zi) ⊂Perf(X01) denotes the composition
Perf(Zi)
pullback
−−−−→Perf(Z ′i)
pushforward
−−−−−−→Perf(Xi)
pullback
−−−−→Perf(X01)
And the embeddingPerf(Z˜i) ⊂Perf(X01) is the composition
Perf(Z˜i)
pullback
−−−−→Perf(Di)
pushforward
−−−−−−→Perf(X01)
Because all of the pullback functors fromPerf(X0),Perf(X1), andPerf(X) toPerf(X01) are fully faith-
ful, we can think of all three categories as subcategories of Perf(X01), and we must simply show that
Perf(X) = Perf(X0) ∩Perf(X1). From the above semiorthogonal decompositions, this is equivalent to
showing that the subcategoriesPerf (Z˜1), . . . ,Perf(Z˜1)(c1D1),Perf(Z˜0), . . . ,Perf(Z˜0)(c0D0) generate the
right orthogonal ofPerf(X).
Note that Z ′0 and Z˜1 intersect transversally in X0. By Lemma 6.2, the square
D0

// X01

Z ′0
// X0
is a pullback square, and furthermore it is Tor independent. Therefore pushforward along the horizontal
arrows commutes with pullback along the vertical arrows. Hence the embedding of categories Perf(Zi) →
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Perf(X01) described above can actually be identified with the composition
Perf(Zi)
pullback
−−−−→Perf(Di)
pushforward
−−−−−−→Perf(X01).
The claim follows from this: we already know the right orthogonal of Perf(X) in Perf(X01) is gener-
ated byPerf(Z˜1), . . . ,Perf(Z˜1)(c1D1) and the subcategoriesPerf (Z0), . . . ,Perf(Z0)(c0D0). However, we
have just shown that the embeddingPerf(Z0)→Perf(X) factors through the pullback functorPerf(Z0)→
Perf(Z˜0), so the subcategories Perf(Z˜0), . . .Perf(Z˜0)(c0D0) will also suffice to generate the right orthog-
onal ofPerf(X). 
With a little more care, one can strengthen Lemma 6.3.
Corollary 6.4. The conclusion of Lemma 6.3 is true with Perf replaced by APerf , D(•), APerfcn, or
D(•)cn.
Proof. The case of D(•):
X0,X1, and X01 are perfect stacks, so for purely formal reasons the semiorthogonal decomposition of
(7) extends to the category D(X01), replacing Perf with D(•) everywhere. The same argument as above
shows that D(X) = D(X0) ∩D(X1), the intersection being taken in D(X01), and thus the canonical map
D(X)→ D(X0)×D(X01) D(X1) is an equivalence.
The case ofAPerf andAPerfcn:
An object inAPerf(X0)×APerf(X01)APerf(X1) is the pullback of a uniquely determined object ofD(X).
However, if F ∈ D(X) and π∗0F ∈ APerf(X0), then F ∈ APerf(X) because F ≃ (π0)∗π∗0F and (π0)∗
preserves almost perfect complexes. The claim for connective almost perfect objects follows from the fact
that an almost perfect object is connective if and only if its restriction to every closed point is connective, by
Nakayama’s lemma. Thus if π∗0F is connective and F is almost perfect, then F is connective.
The case of D(X)cn:
We claim that for any F ∈ D(X), F is connective if and only if π∗0F is connective. Note that because π0
has finite cohomological dimension and F ≃ (π0)∗π∗0F , we have that F is eventually connective and thus
has a lowest (in homological degree) nonvanishing homology sheaf. It will suffice to show that the pullback
functor H0(π0)∗ : QCoh(X) → QCoh(X0) is conservative, so that the lowest nonvanishing homology
sheaf of π∗F will occur in the same degree as the lowest nonvanishing homology sheaf of F .
To show that the classical pullback is conservative, let M ∈ QCoh(X), and write M = lim−→Fα with
Fα ∈ Coh(X). Then H0π∗0M = lim−→H0π
∗
0Fα is zero if and only if for all α, there is a β larger than α such
that the map H0π∗0Fα → H0π∗0Fβ is 0. But for coherent sheaves, if H0π∗0 of a morphism vanishes, then that
morphism must have already been 0. 
Proof of Proposition 6.1. According to Definition 3.1, we can identify Map(X,Y )with the full subcategory
of FunL⊗(D(Y )cn,D(X)cn) preserving almost perfect complexes. By the previous corollary we can identify
this with
FunL⊗(D(Y )
cn,D(X1)
cn)×FunL⊗(D(Y )cn,D(X01)cn)
FunL⊗(D(Y )
cn,D(X0)
cn),
and a under this identification a functor preserves almost perfect complexes if and only if its restriction to
D(Xi)
cn preserves almost perfect complexes, for i = 0, 1, 01. 
7. MAPPING STACKS
One of the original applications of Lurie’s tannakian formalism in [Lurb] was to the algebraicity of
mapping stack functor Map
S
(X,Y ) when X → S is a flat, strongly proper, locally finitely presented map
of spectral Deligne-Mumford stacks and Y → S is a locally finitely presented geometric S-stack. In [HP14],
the second author and A. Preygel develop Lurie’s method further to show that Map
S
(X,Y ) is algebraic for
22
a much larger class of morphisms X → S which are flat and “cohomologically proper.” One key step is
establishing that the mapping stack functor is integrable, meaning for any discrete Noetherian ring R over
S which is complete with respect to an ideal I ⊂ R, the canonical map
MapS(X ×S Spec(R), Y )→ MapS(X ×S Spf(R), Y ) (8)
is an equivalence, where Spf(R) = colim Spec(R/In) is the formal completion along I .
Using Lurie’s tannaka duality theorem, one can prove that the mapping stack is integrable provided Y is
locally finitely presented over S and has an affine diagonal. Theorem 5.1 allows one to extend this result to
Y which have quasi-affine diagonal, and significantly simplifies the proof of integrability. In addition, this
version of the tannaka duality theorem does not require any noetherian or finite presentation hypotheses on
X.
Corollary 7.1. Let X → S ← Y be stacks with Y finitely presented and algebraic over S with quasi-affine
diagonal, and let R be a complete Noetherian algebra over S. If X is such thatAPerf(X×S Spec(R))cn →
APerf(X ×S Spf(R))
cn is an equivalence, then
MapS(X ×S Spec(R), Y )→ MapS(X ×S Spf(R), Y )
is an equivalence.
Proof. It by base change it suffices to consider the case S = Spec(R), so by the tannaka duality of
Theorem 5.1, we must show that
FunL⊗,R(D(Y ),D(X))
′ → FunL⊗,R(D(Y ),D(X̂))
′
is an equivalence, where X̂ := Spf(R)×S X is the derived formal completion, and FunL⊗,R(•, •)′ denotes
the ∞-category of R-linear symmetric monoidal ∞-functors which preserve connective and almost perfect
complexes. By Lemma 3.13 it suffices to show that
FunL⊗,R(APerf(Y )
cn,APerf(X)cn)→ FunL⊗,R(APerf(Y )
cn,APerf(X̂)cn)
is an equivalence. Which follows immediately from the hypotheses.

Remark 7.2. When X ×S Spec(R) is Noetherian, then APerf(X) → APerf(X̂) is an equivalence if and
only ifAPerf(X̂)cn is an equivalence.
Remark 7.3. The conclusion of the previous corollary remains valid if instead we assume that Y is only
locally finitely presented over S and that X → S is algebraic and qcqs. In this case, quasi-compactness of
X forces any pair of maps X → Y and X0 = X×S Spec(R/I)→ Y to factor through some quasi-compact
open substack U ⊂ Y , and any map X̂ → Y factors through this same U ⊂ Y . It thus suffices to show
that MapS(X×S Spec(R), Y )→ MapS(X×SSpf(R), Y ) is an equivalence on the connected components
corresponding to maps which factor through U ⊂ Y for every quasi-compact open substack, which reduces
to the previous corollary.
7.1. A non-derived integrability result. In this short section, we record a direct argument for integrability
of the mapping stack when the source is noetherian and the target has a mild separation condition. The
argument we give is tannakian, but does not require the full strength of the tannaka duality theorem.
For the rest of this section, fix a noetherian ring R which is I-adically complete for some ideal I . For any
R-stack Z , write Zn for its reduction modulo In. Then we have:
Theorem 7.4. Let X f→ Spec(R) g← Y be finitely presented maps of stacks. Assume that f is proper, and
that g has an affine diagonal. Then the canonical map gives an equivalence
MapR(X,Y ) ≃ limMapR(Xn, Y ).
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Recall that compact objects in QCoh(Y ) are exactly coherent sheaves, and that QCoh(Y ) is generated
under colimits by Coh(Y ). We must check that a compatible system {fn : Xn → Y } of maps alge-
braizes to a map f : X → Y . Let {Fn : QCoh(Y ) → QCoh(Xn)} be the corresponding system of
pullback functors. We obtain an induced system {gn : Coh(Y ) → Coh(Xn)} by restricting to com-
pact objects. As Coh(Y ) ≃ limCoh(Xn), there is an induced right-exact symmetric monoidal functor
G : Coh(Y ) → Coh(X). Passing to ind-completions, we obtain a cocontinuous symmetric monoidal
functor F : QCoh(Y )→ QCoh(X) preserving coherent sheaves. The above theorem then follows from:
Proposition 7.5. The functor F is geometric, i.e., F = f∗ for some map f : X → Y of R-stacks.
Proof. Let g : U → Y be a smooth cover by an affine scheme U , and let A := g∗OU ∈ QCoh(Y ) be the
corresponding commutative algebra. This algebra is finitely presented as g is so. Let p : V → X be the
affine morphism defined by the algebra F (A) ∈ QCoh(X). As F preserves finitely presented sheaves, one
easily checks that F also preserves finitely presented algebras, so p is finitely presented. By smooth descent,
it is enough to show that the smooth locus V ◦ ⊂ V of p covers X, i.e., that V ◦ → X surjective. Note that
V ◦ → X is a smooth map, so its image is an open subset of X. As X is proper over a complete ring R,
the only open set containing X0 is all of X, so it is enough to show that p : V → X is smooth at all points
over X0. By assumption, we know that the induced map pn : Vn → Xn is a smooth cover, so V → X is
formally smooth at all points lying over X0. Grothendieck’s theorem on formal smoothness then implies
that V → X is formally smooth at all points of V lying above X0, as desired. 
8. ALGEBRAIZATION OF FORMAL POINTS
Theorem 8.1. Let A be a commutative ring that is I-adically complete for some ideal I . Let X be either a
noetherian quasi-geometric algebraic stack, or a classical quasi-compact separated tame Deligne-Mumford
stack. Then the natural map gives an equivalence
X(A) ≃ limX(A/In).
Proof. We first note that the hypothesis on X is stable under passage to the underlying classical stack.
Moreover, since both X(A) and X(A/In) depend only on the underlying classical stack (as A is discrete),
we may assume A is classical.
Assume now that X is noetherian with quasi-affine diagonal. Then, by Theorem 5.1 and Lemma 3.13,
we have X(A) ≃ FunL⊗(APerf(X)cn,APerf(A)cn), and similarly for A/In-points. Hence, it suffices
to show that APerf(A)cn ≃ limAPerf(A/In)cn in the ∞-category of symmetric monoidal ∞-categories
with finitely cocontinuous functors. This follows from Lemma 8.2 together with the following observation:
K ∈APerf(A) is connective if and only ifK⊗AA/I ∈APerf(A/I) is connective. For the latter statement,
one direction clear; conversely, if K ⊗A A/I is connective, so is K ⊗A A/In for all n. Since K =
limK ⊗A A/I
n
, it suffices to note that the projective system {H0(K ⊗A A/In)} has surjective transition
maps.
Assume now that X is a classical quasi-compact separated tame Deligne-Mumford stack. Then, by
Corollary 3.14, we have X(A) ≃ Func⊗(Perf(X),Perf(A)). It thus remains to observe that Perf(A) ≃
limPerf(A/In) in the ∞-category of stable symmetric monoidal ∞-categories with finitely cocontinuous
functors. This is again covered by Lemma 8.2 
Lemma 8.2. Let A be a commutative ring that is I-adically complete for some ideal I . Then Perf(A) ≃
limPerf(A/In), andAPerf(A) ≃ limAPerf(A/In).
Proof. The statement for Perf(−) can be found in [Bha14, Lemma 4.2]. For APerf(−), once the full
faithfulness of APerf(A) → limAPerf(A/In) has been established, the essential surjectivity comes from
[Sta15, Tag 09AV]. For full faithfulness, fix some K ∈APerf(A). We claim that K ≃ limK ⊗A A/In via
the natural map. To see this, we can represent K by an explicit bounded above complex K• whose terms
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are finite projective. Then K⊗AA/In is computed by K•/In, so the desired claim follows from the I-adic
completeness of A. Using this, one obtains that if K,L ∈APerf(A), then
MapA(K,L) ≃ limMapA(K,L⊗A A/I
n) ≃ limMapA/In(K ⊗A A/I
n, L⊗A A/I
n),
which proves the full faithfulness. 
Remark 8.3. The same method can be used to prove a closely related result, which will be explained and
applied in [Hal14]: Let Θ := A1/Gm over some base Noetherian ring k and Gm acts with weight 1, and let
Θn := Spec(k[x]/(x
n))/Gm. Then the restriction map
Mapk(Θ,X)→ limn
Mapk(Θn,X)
is an equivalence of ∞-categories for any locally Noetherian quasi-geometric k-stack X.
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