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RELATIVE MILNOR K-GROUPS AND DIFFERENTIAL
FORMS OF SPLIT NILPOTENT EXTENSIONS
SERGEY GORCHINSKIY AND DIMITRII TYURIN
Abstract. Let R be a commutative ring and I ⊂ R be a nilpotent ideal
such that the quotient R/I splits out of R as a ring. Let N be a natural
number such that IN = 0. We establish a canonical isomorphism between
the relative Milnor K-group KMn+1(R, I) and the quotient of the relative
module of differential forms ΩnR,I/dΩ
n−1
R,I assuming that N ! is invertible
in R and that the ring R is weakly 5-fold stable. The latter means that any
4-tuple of elements in R can be shifted by an invertible element to become
a 4-tuple of invertible elements.
1. Introduction
An important invariant of a commutative associative unital ring R is its
Milnor K-group KMn (R), where n > 0 is a natural number. Recall that this
is the degree n component in the quotient of the tensor ring (R∗)⊗• of the
group R∗ of invertible elements in R over the two-sided ideal generated by
elements of type r ⊗ (1 − r), called Steinberg relations, where r, 1− r ∈ R∗.
Milnor K-groups play a fundamental role in various domains of algebra and
arithmetics, including class field theory. However, it is rather hard to compute
Milnor K-groups in general as their definition involves a delicate interplay
between the additive and multiplicative structures in the ring.
At the same time, one has another invariant of R, its module of (absolute)
differential forms ΩnR and it is relatively easy to calculate it explicitly. There
is a canonical homomorphism of groups d log : KMn+1(R)→ Ω
n+1
R , where n > 0.
Though the map d log is very far from being an isomorphism in general, it
becomes much closer to an isomorphism after one passes to a relative version.
Namely, let I ⊂ R be a nilpotent ideal such that the quotient map R→ R/I
has a section by a ring homomorphism, that is, let (R, I) be a split nilpotent
extension of the quotient R/I (see Definition 3.1). The corresponding relative
Milnor K-group KMn (R, I) is defined as the kernel of the (surjective) homo-
morphism KMn (R)→ K
M
n (R/I) (see Definition 2.1), the module of relative
differential forms ΩnR,I is defined similarly (see Definition 2.3), and one has the
relative d log map
d log : KMn+1(R, I) −→ Ω
n+1
R,I , n > 0 .
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Suppose also that N ! is invertible in R, where N > 1 is a natural number such
that IN = 0. Then the relative d log map can be integrated canonically to a
map
B : KMn+1(R, I) −→ Ω
n
R,I/dΩ
n−1
R,I
(see Definition 2.6 and Theorem 2.10). This was first observed by Bloch [Blo75,
§ 1] in a particular case and we call B a Bloch map.
Our main result (see Theorem 2.12) is that the Bloch map is an isomor-
phism if the ring R is, in addition, weakly 5-fold stable in the sense of Mor-
row [Mor14, Def. 3.1] (see Definition 2.11). The latter condition means that
for any 4-tuple r1, . . . , r4 ∈ R, there is an invertible element r ∈ R
∗ such that
the elements r1 + r, . . . , r4 + r are invertible in R.
This statement can be considered as a version of the famous Goodwillie’s
theorem [Goo86] with algebraic K-groups replaced by Milnor K-groups.
Let us compare our theorem with previously known results in this direction.
Originally, van der Kallen [vdK71] proved an isomorphism
K2
(
S[ε], (ε)
)
∼
−→ Ω1S ,
where K2
(
S[ε], (ε)
)
is the relative algebraic K-group, ε is a formal variable
that satisfies ε2 = 0, and S is a ring such that 2 is invertible in it. Note
that there is an isomorphism Ω1S ≃ Ω
1
S[ε],(ε)/d (ε) (see Example 2.9). The case
of algebraic K-groups of arbitrary degree n > 0 was investigated then by
Bloch [Blo73]. Besides, Bloch [Blo75, Theor. 0.1] proved an isomorphism
K2(R, I)
∼
−→ Ω1R,I/d I
assuming that (R, I) is a split nilpotent extension of a local Q-algebra R/I.
This was generalized by Maazen and Stienstra [MS77, § 3.12] who found an-
other proof and also replaced the condition in Bloch’s theorem that R/I is a
local Q-algebra with R/I being any ring such that N ! is invertible in it.
On the other hand, it follows from a result of van der Kallen [vdK77, Cor. 8.5]
that there is an isomorphism KM2 (R, I) ≃ K2(R, I) when the ring R is 5-fold
stable. In particular, this holds when R is a semi-local ring such that its residue
fields are not isomorphic to F2, F3, F4, F5. Note that being a 5-fold stable ring
is a stronger condition than being a weakly 5-fold stable ring. For example,
the ring of Laurent series over a ring is typically not 5-fold stable, while it is
always weakly 5-fold stable, see [Mor14, Rem. 3.5] or [GO15c, Rem. 2.4(ii)].
Combining all these results, one obtains that B is an isomorphism when
n = 1, the natural number N ! is invertible in R, and R is 5-fold stable. Finally,
Dribus [Dri11] deduced from this statement the case of arbitrary degree n > 0.
Note that this approach is based on difficult inexplicit theorems from al-
gebraic K-theory, while both sides of the isomorphism are given by explicit
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generators and relations. Thus it is natural to find a more direct proof which
would be basically reduced just to Steinberg relations. We give such a proof in
our paper. Moreover, unlike the above approach, our result is valid for weakly
5-fold stable rings, not only for 5-fold stable rings.
Previously, Gorchinskiy and Osipov [GO15c, Theor. 2.9] proved that B is an
isomorphism in the case R = S[ε], I = (ε), where ε2 = 0 as above and S is a
weakly 5-fold stable ring such that 2 is invertible in it (see also Example 2.9).
They applied this result to the study of the higher-dimensional Contou-Carre`re
symbol in the series of papers [GO15a], [GO15b], [GO16a], [GO16b]. The
approach in [GO15c] is based on an explicit analysis of elements in Milnor
K-groups. We reduce our theorem to this case using that relative Milnor K-
groups and modules of differential forms commute with a certain class of not
filtered colimits and also applying several new tricks to deal with elements in
Milnor K-groups.
The paper is organized as follows. In Section 2, we introduce our main
objects of study and state the main results. Subsection 2.1 and Subsec-
tion 2.2 consist of recollections on Milnor K-groups and modules of differ-
ential forms, respectively, including their relative versions KMn (R, I) and Ω
n
R,I
for a (nilpotent) ideal I ⊂ R. In particular, we give an explicit description of
generators for the relative groups (see Lemma 2.2 and Lemma 2.4), which is
used frequently in what follows. In Subsection 2.3, we define the Bloch map
B: KMn+1(R, I)→ Ω
n
R,I/dΩ
n−1
R,I (see Definition 2.6) and mention some of its gen-
eral properties (see Lemma 2.7 and Remark 2.8). Subsection 2.4 contains the
formulations of our main results on the Bloch map, namely, its existence (see
Theorem 2.10) and the property of being an isomorphism (see Theorem 2.12).
We have also included a short discussion of possible generalizations to a non-
split case (see Remark 2.13).
Section 3 is devoted to a proof of the existence of the Bloch map.
First, in Subsection 3.1, we introduce the category SNilN(S) of split nilpo-
tent extensions of a given ring S of nilpotency degree N (see Defini-
tion 3.1). Also, we define finite free objects (RN,m, IN,m) in this category
(see Definition 3.2), which are the quotients RN,m = S[t1, . . . , tm]/(t1, . . . , tm)
N
with IN,m = (t1, . . . , tm)/(t1, . . . , tm)
N . We show in Subsection 3.2 the vanish-
ing of relative de Rham cohomology for such objects (see Proposition 3.4). The
vanishing does not hold for an arbitrary split nilpotent extension as we discuss
at the end of Subsection 3.2, where we also note a connection of this prob-
lem to the Milnor and Tyurina numbers. In Subsection 3.3, we define finitely
freely approximable functors from SNilN (S) to the category of abelian groups
(see Definition 3.6). This notion is useful for us because a morphism between
such functors is an isomorphisms if and only if it induces isomorphisms be-
tween their values on finite free split nilpotent extensions (see Lemma 3.7). In
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addition, we give sufficient conditions for a functor to be finitely freely approx-
imable (see Proposition 3.9). This is applied in Subsection 3.4 to show that
the functors defined by KMn (R, I), Ω
n
R,I , and Ω
n
R,I/dΩ
n−1
R,I are finitely freely
approximable (see Lemma 3.10 and Corollary 3.11). In turn, this is used to
construct the Bloch map. We also outline an explicit proof of the existence of
the Bloch map at the end of Subsection 3.4.
In Section 4, we consider the second Milnor K-group KM2
(
S[[t]]
)
of the
ring of formal power series S[[t]] in a formal variable t. In Subsection 4.1, we
define a decreasing filtration Vp, p > 0, on this group, which is induced by a
standard decreasing filtration on the group S[[t]]∗ by subgroups 1 + tpS[[t]].
The main result of this section claims that if 2p is invertible in S and S is
weakly 5-fold stable, then Vp coincides with its subgroup K
M
2
(
S[[t]], (tp)
)
(see
Proposition 4.1 and Corollary 4.2). The proof of this fact uses an auxiliary ring
S ′ = S[[x]] together with a collection of homomorphisms of algebras over S[[t]]
from S ′[[t]] to S[[t]] that send x to tq, q > 1. They allows us to make induction
with respect to indices in the filtration Vp (see Lemma 4.3). We also use certain
maps from Ω1S to K
M
2
(
S[[t]]
)
/Vp+1 constructed in Subsection 4.2 with the help
of the main result of [GO15c]. Subsection 4.3 contains a technical result, which
is a key for the whole proof (see Proposition 4.7). Using this result, we prove
in Subsection 4.4 the needed equality Vp = K
M
2
(
S[[t]], (tp)
)
.
Section 5 contains the proof of the main result that the Bloch map is an
isomorphism. The proof consists in a series of reductions based on an auxiliary
result (see Lemma 5.1) given in Subsection 5.1. Using the above equality
Vp = K
M
2
(
S[[t]], (tp)
)
, we establish in Subsection 5.2 that the Bloch map is
an isomorphism for (t¯N−1) ⊂ RN , where RN = S[t]/(t
N) and t¯ denotes the
image of t in RN (note that this is a non-split case). Then we deduce from
this a special case of the main theorem for (t¯ ) ⊂ RN (see Proposition 5.4).
We prove the main result in full generality in Subsection 5.3 reducing it to the
case IN,m ⊂ RN,m with the help of finitely freely approximable functors and
then further to the case (t¯ ) ⊂ RN . Finally, in Subsection 5.4, we provide a
series of examples of a nilpotent ideal I in a ring R such that the quotient R/I
does not split out of R and the Bloch map does not exist (see Proposition 5.5).
The authors are grateful to Denis Osipov and Vadim Vologodsky for use-
ful discussions on the subject of the paper. The authors are partially sup-
ported by Laboratory of Mirror Symmetry NRU HSE, RF Government grant,
ag. № 14.641.31.0001
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2. Preliminaries and statements of results
Throughout the paper, by a ring we mean a commutative associative unital
ring. Let R be such a ring. If we need auxiliary assumptions on R, we say this
explicitly in what follows. Let n > 0 be a natural number.
2.1. Milnor K-groups. By R∗ denote the multiplicative group of invertible
elements in R. The n-th Milnor K-group of R is defined as the quotient
KMn (R) := (R
∗)⊗n/Stn(R) .
Here, Stn(R) is the subgroup of (R
∗)⊗n generated by so-called Steinberg rela-
tions, which are elements of type
r1 ⊗ . . .⊗ ri ⊗ r ⊗ (1− r)⊗ ri+1 ⊗ . . .⊗ rn−2 ,
where 0 6 i 6 n− 2 and r1, . . . , rn−2, r, 1− r ∈ R
∗.
For example, KM0 (R) = Z and K
M
1 (R) = R
∗. For n > 2, the class
in KMn (R) of a tensor r1 ⊗ . . .⊗ rn is denoted by {r1, . . . , rn}. Elements of
Milnor K-groups are often called symbols. The group law in KMn (R) is written
additively except for the case n = 1.
The assignment of KMn (R) to R is functorial with respect to the ring R.
Given a homomorphism of rings, for simplicity, we denote the corresponding
map between their Milnor K-groups similarly as the ring homomorphism.
Let I ⊂ R be an ideal such that all elements in 1 + I are invertible in R.
Equivalently, an element in R is invertible if and only if its image in R/I is
invertible. An example is when all elements in I are nilpotent or topologically
nilpotent. For instance, this holds for R being the ring S[[t]] of formal power
series in a formal variable t with coefficients in a ring S and I = (t).
The natural homomorphism R∗ → (R/I)∗ is surjective and it follows that
the homomorphism KMn (R)→ K
M
n (R/I) is surjective as well.
Definition 2.1. The relative n-th Milnor K-group is given by the formula
KMn (R, I) := Ker
(
KMn (R)→ K
M
n (R/I)
)
.
In particular, there is an equality KM1 (R, I) = 1 + I between subgroups
of KM1 (R) = R
∗.
The following simple lemma is needed for the sequel.
Lemma 2.2. The relative Milnor K-group KMn (R, I) is generated by elements
of type {r1, . . . , ri, 1+x, ri+1, . . . , rn−1}, where 0 6 i 6 n−1, r1, . . . , rn−1 ∈ R
∗,
and x ∈ I.
Proof. By definition of Milnor K-groups, we have the following commutative
diagram with exact raws and with vertical maps α, β, and γ being induced by
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the quotient map R→ R/I:
0 −−−→ Stn(R) −−−→ (R
∗)⊗n −−−→ KMn (R) −−−→ 0yα yβ yγ
0 −−−→ Stn(R/I) −−−→
(
(R/I)∗
)⊗n
−−−→ KMn (R/I) −−−→ 0
Take an element
a1 ⊗ . . .⊗ ai ⊗ a⊗ (1− a)⊗ ai+1 ⊗ . . .⊗ an−2 ∈ Stn(R/I) ,
where 0 6 i 6 n−2 and a1, . . . , an−2, a, 1−a ∈ (R/I)
∗. Let r1, . . . , rn−2, r ∈ R
be any preimages of a1, . . . , an−2, a ∈ R/I, respectively. Then the elements
r1, . . . , rn−2, r, 1− r are invertible in R and we have the equality
α(r1 ⊗ . . .⊗ ri ⊗ r ⊗ (1− r)⊗ ri+1 ⊗ . . .⊗ rn−2) =
= a1 ⊗ . . .⊗ ai ⊗ a⊗ (1− a)⊗ ai+1 ⊗ . . .⊗ an−2 .
Thus the map α is surjective. Therefore, by the snake lemma, the natural map
Ker(β) −→ Ker(γ) = KMn (R, I)
is surjective as well.
On the other hand, we have an exact sequence
1 −→ (1 + I) −→ R∗ −→ (R/I)∗ −→ 1 .
Since tensor product is right exact, we obtain a right exact sequence
n−1⊕
i=0
(R∗)⊗i ⊗ (1 + I)⊗ (R∗)(n−i−1) −→ (R∗)⊗n
β
−→
(
(R/I)∗
)⊗n
−→ 1 .
This gives an explicit description of Ker(β), which finishes the proof. 
It follows directly from Definition 2.1 that for any ideal J ⊂ R contained
in I, there is an exact sequence
(2.1) 0 −→ KMn (R, J) −→ K
M
n (R, I) −→ K
M
n (R
′, I ′) −→ 0 ,
where we put R′ = R/J , I ′ = I/J .
2.2. Differential forms. By Ω1R denote the R-module of (absolute) dif-
ferential forms of R. Recall that the R-module Ω1R is generated by ele-
ments dr, r ∈ R, subject to linearity d(r + s) = dr + ds and the Leibniz
rule d(rs) = rds+ sdr, where r, s ∈ R.
The R-module ΩnR of differential forms of degree n is defined as the wedge
power
ΩnR :=
∧n
RΩ
1
R .
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By definition, Ω0R = R. Explicitly, Ω
n
R is the quotient of the R-module (Ω
1
R)
⊗n
R
over the R-submodule generated by elements of type
dr1 ⊗ . . .⊗ dri ⊗ dr ⊗ dr ⊗ dri+1 ⊗ . . .⊗ drn−2 ,
where 0 6 i 6 n− 2 and r1, . . . , rn−2, r ∈ R.
We have a group homomorphism
d : R −→ Ω1R , r 7−→ dr ,
which defines also a group homomorphism
d : ΩnR −→ Ω
n+1
R , sdr1 ∧ . . . ∧ drn 7−→ ds ∧ dr1 ∧ . . . ∧ drn ,
called de Rham differential. Since d2 = 0, we have a complex
R
d
−→ Ω1R
d
−→ . . .
d
−→ ΩiR
d
−→ . . . ,
called de Rham complex of R. Its cohomology groups are called de Rham
cohomology of R and are denoted by H idR(R), i > 0.
By (ΩnR)
cl denote the group of closed differential forms, that is, put
(ΩnR)
cl := Ker
(
d : ΩnR → Ω
n+1
R
)
.
The assignment of ΩnR to R is functorial with respect to the ring R. As in
the case of Milnor K-groups, given a homomorphism of rings, we denote the
corresponding maps between their modules of differential forms and de Rham
cohomology similarly as the ring homomorphism.
Let I ⊂ R be an ideal. The natural morphism of R-modules ΩnR → Ω
n
R/I is
surjective.
Definition 2.3. The relative R-module of differential forms of degree n is
given by the formula
ΩnR,I := Ker
(
ΩnR → Ω
n
R/I
)
.
Note that we use this term by analogy with relative Milnor K-groups (see
Definition 2.1). The reader is warned that usually the term “relative differen-
tial forms” has another meaning in the context of a homomorphism between
rings.
In particular, there is an equality Ω0R,I = I between R-submodules
of Ω0R = R.
Relative modules of differential forms give a subcomplex Ω•R,I of Ω
•
R, called
a relative de Rham complex. Its cohomology groups are denoted by H idR(R, I),
i > 0, and are called relative de Rham cohomology.
The following simple lemma is needed for the sequel.
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Lemma 2.4. The relative module of differential forms ΩnR,I is generated ad-
ditively as an abelian group by differential forms of type x dr1 ∧ . . . ∧ drn
and by differential forms of type r1 dx ∧ dr2 ∧ . . . ∧ drn, where r1, . . . , rn ∈ R
and x ∈ I.
Proof. By [Mat89, Theor. 25.2], there is an exact sequence
I −→ Ω1R/(I · Ω
1
R) −→ Ω
1
R/I −→ 0 ,
where the first map sends an element x ∈ I to the class of dx in the quotient.
In other words, there is an isomorphism of R-modules
Ω1R/I ≃ Ω
1
R/(I · Ω
1
R + dI) .
Taking the wedge power, we obtain isomorphisms
ΩnR/I ≃ Ω
n
R/
(
(I · Ω1R + dI) ∧ Ω
n−1
R
)
≃ ΩnR/(I · Ω
n
R + dI ∧ Ω
n−1
R ) ,
which proves the lemma. 
Similarly to Milnor K-groups, given an ideal J ⊂ R contained in I, there is
an exact sequence of relative de Rham complexes
0 −→ Ω•R,J −→ Ω
•
R,I −→ Ω
•
R′,I′ −→ 0 ,
where, as above, we put R′ = R/J , I ′ = I/J . This gives a long exact sequence
of relative de Rham cohomology
(2.2)
. . . −→ Hn−1dR (R
′, I ′) −→ HndR(R, J) −→ H
n
dR(R, I) −→ H
n
dR(R
′, I ′) −→ . . . ,
Besides, truncating the relative de Rham complexes in degrees greater than n
and taking the corresponding long exact sequence of cohomology, we obtain
an exact sequence
(2.3)
. . . −→ Hn−1dR (R
′, I ′) −→ ΩnR,J/dΩ
n−1
R,J −→ Ω
n
R,I/dΩ
n−1
R,I −→ Ω
n
R′,I′/dΩ
n−1
R′,I′ −→ 0 .
2.3. Bloch map. Recall that n > 0 is a natural number. It is easy to check
that there is a homomorphism of groups
d log : KMn+1(R) −→ Ω
n+1
R , {r1, . . . , rn+1} 7−→
dr1
r1
∧ . . . ∧
drn+1
rn+1
,
which is functorial with respect to R. The image of d log is contained in the
subgroup (Ωn+1R )
cl ⊂ Ωn+1R .
Let I ⊂ R be a nilpotent ideal. Since d log is functorial, we have a homo-
morphism between relative groups
d log : KMn+1(R, I) −→ (Ω
n+1
R,I )
cl .
Let N > 1 be a natural number such that IN = 0. Until the end of this
subsection, we assume that (N − 1)! is invertible in R.
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For an element x ∈ I, put
log(1 + x) := x−
x2
2
+ . . .+ (−1)N
xN−1
N − 1
∈ I .
Note that there are equalities
d
(
log(1 + x)
)
=
d(1 + x)
1 + x
= (d log)(1 + x) .
Lemma 2.5. The image of the map d log : KMn+1(R, I)→ (Ω
n+1
R,I )
cl is contained
in the relative subgroup of exact differential forms dΩnR,I ⊂ (Ω
n+1
R,I )
cl, that is,
we have a map
d log : KMn+1(R, I) −→ dΩ
n
R,I .
Proof. For all i, 0 6 i 6 n, r1, . . . , rn ∈ R
∗, and x ∈ I, there is an equality
(2.4)
d log{r1, . . . , ri, 1 + x, ri+1, . . . , rn} = d
(
(−1)i log(1 + x)
dr1
r1
∧ . . . ∧
drn
rn
)
.
We finish the proof applying Lemma 2.2 with n replaced by n + 1. 
Our main object of study is the following map, which was introduced origi-
nally by Bloch [Blo75, § 1] (previous versions of this map were constructed by
van der Kallen [vdK71] and Bloch [Blo73]).
Definition 2.6. A homomorphism of groups
B : KMn+1(R, I) −→ Ω
n
R,I/dΩ
n−1
R,I
is called a Bloch map if for all i, 0 6 i 6 n, r1, . . . , rn ∈ R
∗, and x ∈ I, we
have (cf. formula (2.4))
(2.5) B {r1, . . . , ri, 1 + x, ri+1, . . . , rn} = (−1)
i log(1 + x)
dr1
r1
∧ . . . ∧
drn
rn
,
where, for simplicity, we denote similarly elements in ΩnR,I and their images
under the quotient map ΩnR,I → Ω
n
R,I/dΩ
n−1
R,I .
Sometimes we denote the Bloch map as in Definition 2.6 by BR,I to specify
the ring and the ideal. One can consider the Bloch map as an integral of the
map d log from Lemma 2.5.
Let us discuss some general properties of the Bloch map. By Lemma 2.2,
a Bloch map is unique whenever it exists. For n = 0, the Bloch map always
exists and coincides with the isomorphism log : 1 + I
∼
−→ I.
Lemma 2.7. Suppose that any element in R is a sum of invertible elements
and that the Bloch map B: KMn+1(R, I)→ Ω
n
R,I/dΩ
n−1
R,I exists. Then the Bloch
map is surjective.
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Proof. For all r1, . . . , rn ∈ R and x ∈ I, there is an equality in Ω
n
R,I
r1 dx ∧ dr2 ∧ . . . ∧ drn = d(r1x dr2 ∧ . . . ∧ drn)− x dr1 ∧ dr2 ∧ . . . ∧ drn .
Hence by Lemma 2.4, it is enough to show that classes in ΩnR,I/dΩ
n−1
R,I of
differential forms of type x dr1 ∧ . . . ∧ drn are in the image of the Bloch map.
Since R is generated additively by invertible elements, it is enough to con-
sider the case when r1, . . . , rn ∈ R
∗. Then there is an equality
B {exp(xr1 . . . rn), r1, . . . , rn} = x dr1 ∧ . . . ∧ drn ,
where for an element y ∈ I, we put
exp(y) := 1 + y +
y
2
+ . . .+
yN−1
(N − 1)!
∈ R .
This proves the lemma. 
The following simple observation claims the existence of the Bloch map in
some special cases.
Remark 2.8. The Bloch map B: KMn+1(R, I)→ Ω
n
R,I/dΩ
n−1
R,I exists when there
is a vanishing HndR(R, I) = 0. The reason is that the latter condition is equiv-
alent to requiring that the de Rham differential gives an isomorphism
d : ΩnR,I/dΩ
n−1
R,I
∼
−→ dΩnR,I .
The Bloch map is equal to the composition of the map d log from Lemma 2.5
and the inverse of this isomorphism.
Consider an example, which was treated also in [GO15c].
Example 2.9. Let S be a ring such that 2 is invertible in it. Let ε be a formal
variable such that ε2 = 0. Then the ring R = S[ε] and the ideal I = (ε) satisfy
HndR(R, I) = 0 for any n > 0 (see Lemma 3.3 and Proposition 3.4 below for
generalizations of this fact). Indeed, using the equalities ε dε = 1
2
d(ε2) = 0,
one shows that there is a decomposition
Ωn+1S[ε],(ε) ≃ (εΩ
n+1
S )⊕ (dε ∧ Ω
n
S) .
This implies that there are isomorphisms
(2.6) ΩnS
∼
−→ ΩnS[ε],(ε)/dΩ
n−1
S[ε],(ε) , ω 7−→ ε ω ,
ΩnS
∼
−→ dΩnS[ε],(ε) , ω 7−→ d(ε ω) = ε dω + dε ∧ ω .
Therefore, there is an isomorphism
d : ΩnS[ε],(ε)/dΩ
n−1
S[ε],(ε)
∼
−→ dΩnS[ε],(ε) .
Thus by Remark 2.8, the Bloch map exists in this case.
Moreover, one checks directly that the Bloch map coincides with the compo-
sition of the map KMn+1
(
S[ε], (ε)
)
→ ΩnS constructed in [GO15c, Def. 2.7] and
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the isomorphism (2.6). In particular, for a ∈ S and b1, . . . , bn ∈ S
∗, we have
(cf. [GO15c, Exam. 2.8])
B {1 + ab1 . . . bnε, b1, . . . , bn} = ε adb1 ∧ . . . ∧ dbn ∈ Ω
n
S[ε],(ε)/dΩ
n−1
S[ε],(ε) .
2.4. Main results. The following statement asserts the existence of the Bloch
map in the case when the quotient R/I splits out of R.
Theorem 2.10. Let I ⊂ R be a nilpotent ideal and N > 1 be a natural number
such that IN = 0. Suppose that the quotient map R→ R/I admits a splitting
by a ring homomorphism R/I → R and that N ! is invertible in R. Then for
any natural number n > 0, the Bloch map
B : KMn+1(R, I) −→ Ω
n
R,I/dΩ
n−1
R,I
exists.
Theorem 2.10 is proved in Section 3.
In order to state our main result, we need to introduce the following notion,
which goes back to Morrow [Mor14, Def. 3.1].
Definition 2.11. Given a natural number k > 2, a ring R is called weakly
k-fold stable if for any collection of elements r1, . . . , rk−1 ∈ R, there exists
r ∈ R∗ such that r1 + r, . . . , rk−1 + r ∈ R
∗.
For example, a ring R is weakly 2-fold stable if and only if any element
in R is a sum of two invertible elements. It is easy to see that, given an ideal
I ⊂ R such that all elements in 1 + I are invertible in R, the quotient R/I
is weakly k-fold stable if and only if the initial ring R is weakly k-fold stable.
In particular, S is a weakly k-fold stable ring if and only if the same holds
for S[[t]]. See more details on weak stability, e.g., in [GO15c, § 2.2].
The pair (R, I) as in Theorem 2.10 is a split nilpotent extension of the
quotient R/I (see Definition 3.1 below). Our main result claims that the
Bloch map is an isomorphism for split nilpotent extensions with sufficiently
many invertible elements.
Theorem 2.12. Let I ⊂ R be a nilpotent ideal and N > 1 be a natural number
such that IN = 0. Suppose that the quotient map R→ R/I admits a splitting
by a ring homomorphism R/I → R, that N ! is invertible in R, and that R is
weakly 5-fold stable. Then for any natural number n > 0, the Bloch map is an
isomorphism
B : KMn+1(R, I)
∼
−→ ΩnR,I/dΩ
n−1
R,I .
Theorem 2.12 is proved in Section 5. Note that Gorchinskiy and
Osipov [GO15c, Theor. 2.9] proved a special case of Theorem 2.12 when
R = S[ε], I = (ε), where ε2 = 0 and S is a ring such that 2 is invertible
in it and S a weakly 5-fold stable (see also Example 2.9).
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We show in Proposition 5.5 below that the Bloch map need not exist if
we drop the assumption that R/I splits out of R. So, Theorem 2.10 and
henceforth Theorem 2.12 fail in a non-split case.
Moreover, it is easy to see that there is no a functorial isomorphism be-
tween KMn+1(R, I) and Ω
n
R,I/dΩ
n−1
R,I when R/I does not necessarily split out
of R. Indeed, given an ideal J ⊂ R contained in I, one has an exact se-
quence (2.1) from Subsection 2.1 for relative Milnor K-groups, while for rela-
tive modules of differential forms one has an exact sequence (2.3) from Sub-
section 2.2 with, possibly, a non-trivial term Hn−1dR (R
′, I ′), where R′ = R/J
and I ′ = I/J . This argument is also used in the proof of Proposition 5.5.
Remark 2.13. An interesting problem is to find an alternative formulation of
Theorem 2.12 that would be valid in a non-split case as well. One way might
be to replace ΩnR,I/dΩ
n−1
R,I with the group
Im
(
ΩnR,I/dΩ
n−1
R,I → Ω
n
R/dΩ
n−1
R
)
= Ker
(
ΩnR/dΩ
n−1
R → Ω
n
R/I/dΩ
n−1
R/I
)
.
This group coincides with ΩnR,I/dΩ
n−1
R,I when R/I splits out of R.
A more sophisticated way, which also goes along with Goodwillie’s theo-
rem [Goo86], is to consider the groups KMn+1(R, I) and Ω
n
R,I/dΩ
n−1
R,I in Theo-
rem 2.12 as degree zero cohomology of certain (non-positively graded) com-
plexes. Namely, one can show that the group ΩnR/dΩ
n−1
R is isomorphic to the
degree zero cohomology group of the complex
cone
(
F n+1LΩ•R → LΩ
•
R
)
[n] ,
where LΩ•R is the derived de Rham complex of R and F
• is the Hodge filtration
on it. Thus a natural substitute for ΩnR,I/dΩ
n−1
R,I is the degree zero cohomology
group of the complex
cone
(
F n+1LΩ•R,I → LΩ
•
R,I
)
[n] ,
where
LΩ•R,I ≃ cone
(
LΩ•R → LΩ
•
R/I
)
[−1]
is the relative derived de Rham complex. Again, this group coincides
with ΩnR,I/dΩ
n−1
R,I when R/I splits out of R.
It is not clear what should be a right complex for Milnor K-groups. It seems
possible that this might involve a version for commutative simplicial rings of
Goncharov’s complexes [Gon95], giving sort of derived Milnor K-groups.
3. Proof of Theorem 2.10
Fix a ring S. Let N > 1 be a natural number, which will be the nilpotency
degree.
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3.1. Split nilpotent extensions. We will work with the following objects.
Definition 3.1.
(i) A split nilpotent extension of S of nilpotency degree N is a pair (R, I),
where R is an S-algebra and I ⊂ R is a nilpotent ideal such that IN = 0
and the summation map S ⊕ I → R is an isomorphism of S-modules.
(ii) A morphism of split nilpotent extensions (R, I) → (R′, I ′) is a mor-
phism of S-algebras f : R→ R′ such that f(I) ⊂ I ′.
(iii) By
SNilN (S)
denote the category of split nilpotent extensions of S of nilpotency
degree N .
In particular, a S-algebra R as in Definition 3.1(i) is augmented, that is,
it is fixed a (surjective) homomorphism of S-algebras R → S whose kernel
is I. Note that giving a split nilpotent extension of S of nilpotency degree N
is the same as giving a S-module I with a commutative associative product
map I⊗S I → I of nilpotency degree N . Indeed, such S-module I corresponds
to the split nilpotent extension (S ⊕ I, I) of S.
A morphism of split nilpotent extensions is the same as a homomorphism
of augmented S-algebras.
We will use the following notation: if a ring R is a quotient of the
ring S[t1, . . . , tm] of polynomials in formal variables t1, . . . , tm, m > 1, we
denote the image of ti in R by t¯i for each i, 1 6 i 6 m.
Definition 3.2. An object in SNilN (S) is finite free if it is isomorphic to
(RN,m, IN,m) :=
(
S[t1, . . . , tm]/(t1, . . . , tm)
N , (t¯1, . . . , t¯m)
)
for some natural number m > 0.
Split nilpotent extensions as in Definition 3.2 are indeed finite free objects
in SNilN(S) in the following sense: they are values on finite sets of the left
adjoint functor to the functor from SNilN (S) to the category of sets that
sends (R, I) to the ideal I considered as a set.
3.2. Vanishing of relative de Rham cohomology. Proposition 3.4 below
claims the vanishing of relative de Rham cohomology (see Subsection 2.2) for
finite free split nilpotent extensions under an additional invertibility condition.
The proof of this fact is based on the following lemma, whose main argument
is the action of the Euler vector field on differential forms by a Lie derivative.
Lemma 3.3. Let J ⊂ S[t] be an ideal such that tN ∈ J and J is generated by
monomials in t (which may be of degree zero, that is, be elements of S). Let
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R = S[t]/J and I = (t¯ ) ⊂ R. Suppose that N ! is invertible in S. Then for
all n > 0, we have HndR(R, I) = 0 .
Proof. Consider a standard graded ring structure on S[t] such that elements
of S have degree zero and t has degree one. The de Rham complex Ω•S[t] be-
comes naturally a graded complex. We call the degree that corresponds to this
grading an internal degree in order to distinguish it from the degree of differ-
ential forms. Explicitly, for all n, i > 0, the homogenous component
(
ΩnS[t]
)
i
in
ΩnS[t] ≃ Ω
n
S[t]⊕ Ω
n−1
S [t]dt
of internal degree i consists of differential forms of type
(3.1) ω · ti + ti−1η ∧ dt ,
where ω ∈ ΩnS and η ∈ Ω
n−1
S . In particular, we have
(
ΩnS[t]
)
0
= ΩnS for n > 0.
For all n, i > 0, define a S-linear map
h :
(
ΩnS[t]
)
i
−→
(
Ωn−1S[t]
)
i
, h(ω · ti + ti−1η ∧ dt) = (−1)n−1η · ti .
By definition, h vanishes on Ω0S[t] and on
(
ΩnS[t]
)
0
, where n > 1. One checks di-
rectly that the restriction of the map d◦h+h◦d to the homogenous component(
ΩnS[t]
)
i
coincides with multiplication by i.
Note that an ideal in S[t] is generated by monomials if and only if it is
homogenous. In particular, the ideal J is homogenous. Hence, we obtain a
graded ring structure on R, which induces a graded complex structure on the
de Rham complex Ω•R. The quotient map Ω
•
S[t] → Ω
•
R preserves the internal
degree and
(
ΩnR
)
i
is the quotient of the S-module
(
ΩnS[t]
)
i
for all n, i > 0. We
claim that there is an equality
(3.2) Ω•R,I =
N−1⊕
i=1
(
Ω•R
)
i
.
Indeed, formula (3.1) implies that
(
Ω•R
)
i
⊂ Ω•R,I for any i > 1. In addition,
the quotient R/I splits out of R as the homogenous component of degree zero
and we have an isomorphism
(
Ω•R
)
0
≃ Ω•R/I . Therefore, Ω
•
R,I =
⊕
i>1
(
Ω•R
)
i
. On
the other hand, there is an equality
(3.3) 0 = d(t¯N) = Nt¯ N−1dt¯
in Ω1R. Since N is invertible in S and in R, this implies that
(
Ω•R
)
i
= 0 for
all i > N .
Furthermore, for each i > 0, the map h :
(
ΩnS[t]
)
i
→
(
Ωn−1S[t]
)
i
descends to a
map h¯ :
(
ΩnR
)
i
→
(
Ωn−1R
)
i
. One way to show this is just to check it directly
using the description of the kernel of the quotient map
(
ΩnS[t]
)
i
→
(
ΩnR
)
i
given
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by Lemma 2.4. A more conceptual way is to observe that h¯ is the contraction
with the derivation ∂ on R that acts as multiplication by i on the homogenous
component of degree i in R (sometimes ∂ is called an Euler vector field).
Clearly, the equality d ◦ h + h ◦ d = i implies the equality d ◦ h¯+ h¯ ◦ d = i.
Alternatively, d ◦ h¯ + h¯ ◦ d is the Lie derivative defined by the derivation ∂,
which is known to act as multiplication by i on differential forms of internal
degree i in ΩnR.
We see that for each i > 0, multiplication by i on the complex
(
Ω•R
)
i
is
homotopically trivial. Using that (N −1)! is invertible in S and formula (3.2),
we conclude that the complex Ω•R,I is homotopically trivial, whence its coho-
mology groups vanish. 
Proposition 3.4. Suppose that N ! is invertible in S. Then for all m,n > 0,
we have HndR(RN,m, IN,m) = 0.
Proof. The proof is by induction on m. The case m = 0 is trivial as the
corresponding relative module of differential forms just vanishes.
Let us make an induction step from m− 1 to m. We have natural isomor-
phisms
RN,m−1 ≃ RN,m/(t¯m) , IN,m−1 ≃ IN,m/(t¯m) .
Hence the embedding of ideals (t¯m) ⊂ IN,m in the ring RN,m gives an exact
sequence of relative de Rham complexes
(3.4) 0 −→ Ω•RN,m,(t¯m) −→ Ω
•
RN,m,IN,m
−→ Ω•RN,m−1,IN,m−1 −→ 0 .
By the induction hypothesis, we have HndR(RN,m−1, IN,m−1) = 0 for all n > 0.
Put S ′ = S[t1, . . . , tm−1] and
J = (t1, . . . , tm)
N ⊂ S[t1, . . . , tm] = S
′[tm] .
Clearly, we have tNm ∈ J . Since the ideal J is generated by monomials
in t1, . . . , tm with coefficients in S, we see that, in particular, J is generated
by monomials in tm with coefficients in S
′. Thus by Lemma 3.3 applied to
J ⊂ S ′[tm], we see that H
n
dR
(
RN,m, (t¯m)
)
= 0 for all n > 0.
Using the long exact sequence of cohomology associated with the exact
sequence (3.4), we complete the proof. 
As the second part of the following remark claims, given an arbitrary graded
split nilpotent extension of S of nilpotency degree N , its relative de Rham
cohomology vanish if one requires that more natural numbers than just N ! are
invertible in S.
Remark 3.5.
(i) Using the same argument as in the proof of Proposition 3.4, one shows
the following generalization of both Lemma 3.3 and Proposition 3.4.
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Let J ⊂ S[t1, . . . , tm] be an ideal such that t
N
1 , . . . , t
N
m ∈ J and J is
generated by monomials in t1, . . . , tm. Put
R = S[t1, . . . , tm]/J , I = (t¯1, . . . , t¯m) ⊂ R .
Suppose that N ! is invertible in S. Then HndR(R, I) = 0 for all n > 0.
(ii) Let R be a graded S-algebra such that R0 = S and the ideal I =
⊕
i>1
Ri
satisfies the condition IN = 0. For simplicity, assume that R is gener-
ated as an S-algebra by m homogenous elements of degree one. Then
the relative de Rham complex Ω•R,I may have non-zero homogenous
components of internal degree up to N +m− 2 (the component of de-
gree N+m−1 vanishes by equalities analogous to (3.3)). For example,
the relative de Rham complex Ω•RN,m,IN,m has a non-zero component of
internal degree N +m− 2. Thus, applying the same argument with
the action of the Euler field on differential forms by the Lie derivative
as in the proof of Lemma 3.3, one shows the vanishing of relative de
Rham cohomology under the condition that (N +m− 2)! is invertible
in S.
Note that relative de Rham cohomology can be non-trivial for an arbitrary
split nilpotent extension of S, even when S is a Q-algebra. Here is a way to
construct such examples.
Let f ∈ Q[t1, . . . , tm] be a polynomial such that f defines an isolated singu-
larity at the origin or, equivalently, such that the Milnor ring
R = Q[[t1, . . . , tm]]/(∂t1f, . . . , ∂tmf)
is finite-dimensional over Q. The Milnor number of f (at the origin) is defined
as
µ(f) := dimQ(R) .
Equivalently, we have µ(f) = dimQ
(
Ωm/df ∧ Ωm−1
)
, where, for short, we put
Ω1 := Q[[t1, . . . , tm]]dt1 ⊕ . . .⊕Q[[t1, . . . , tm]]dtm ,
Ωi :=
∧i
Q[[t1,...,tm]]
Ω1 , i > 0 .
Recall that the Tyurina number (see [Tju69]) of f is defined as
τ(f) := dimQ
(
R/(f¯)
)
,
where f¯ is the image in R of f . Equivalently, we have
τ(f) = dimQ
(
Ωm/(f · Ωm + df ∧ Ωm−1)
)
. Clearly, µ(f) > τ(f).
Suppose that there is a strict inequality
(3.5) µ(f) > τ(f) ,
or, equivalently, that f¯ 6= 0. Then f¯ gives a non-zero class in H0dR(R, I), where
I = (t¯1, . . . , t¯m) ⊂ R. For example, Grauert and Kerner [GK64, § 1.3] showed
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explicitly that this holds for f = t41 + t
2
1t
3
2 + t
5
2. A criterion for f to satisfy
inequality (3.5) was obtained by Saito [Sai71].
Actually, inequality (3.5) implies that another split nilpotent extension of Q
has non-trivial relative de Rham cohomology in higher degree. Namely, put
R′ = Q[[t1, . . . , tm]]/
(
f, (t1, . . . , tm)
N
)
for a sufficiently large natural number N . There is an equality (cf. Lemma 2.4)
τ(f) = dimQ(Ω
m
R′) .
It was proved independently by Palamodov [Pal67] and Milnor [Mil68,
Theor. 7.2] that µ(f) equals the dimension of the space of vanishing cycles
associated with f . Malgrange [Mal74, The´or. 5.1, The´or. 3.7] (see also a nice
survey by Mond [Mon10]) gave another proof of this fact and also proved the
equality
µ(f) = dimQ
(
Ωm−1R′ /dΩ
m−2
R′
)
.
This was generalized later to complete intersections with isolated singularities
by Tra´ng [Tra´74] and Greuel [Gre75, Prop. 5.1].
Since the de Rham differential d : Ωm−1 → Ωm is surjective, the de Rham
differential d : Ωm−1R′ → Ω
m
R′ is surjective as well. Hence, we have an exact
sequence
0 −→ Hm−1dR (R
′) −→ Ωm−1R′ /dΩ
m−2
R′
d
−→ ΩmR′ −→ 0 .
Thus, the vanishing H idR(Q) = 0, i > 0, yields the equality
µ(f)− τ(f) = dimQH
m−1
dR (R
′, I ′) ,
where I ′ = (t¯1, . . . , t¯m) ⊂ R
′. Therefore inequality (3.5) implies that there
is a non-zero class in Hm−1dR (R
′, I ′). In particular, such examples were found
by Reiffen [Rei67, Satz 4, Satz 5] explicitly for m = 2, 3 and by Arapura and
Kang [AK11, Exam. 4.4] for m = 2 with the help of the Maple subroutines of
Rossi and Teraccini [RT15] to calculate Milnor and Tyurina numbers.
3.3. Finitely freely approximable functors. By Ab denote the category
of abelian groups.
Definition 3.6. A functor F : SNilN (S) → Ab is finitely freely approximable
if for any object (R, I) in SNilN (S), the natural homomorphism of groups
colim
(R′,I′)→(R,I)
F (R′, I ′) −→ F (R, I)
is an isomorphism, where the colimit is taken with respect to the category of
finite free objects in SNilN (S) over (R, I).
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Recall that the category of finite free objects in SNilN (S) over (R, I) is
defined as follows. Objects are arrows f : (R′, I ′) → (R, I) in SNilN(S),
where (R′, I ′) is a finite free object in SNilN(S). Morphisms from
f1 : (R
′
1, I
′
1)→ (R, I) to f2 : (R
′
2, I
′
2)→ (R, I) are arrows ϕ : (R
′
1, I
′
1)→ (R
′
2, I
′
2)
in SNilN (S) such that f1 = f2 ◦ ϕ.
Note that, in general, the colimit in Definition 3.6 is not filtered. Finitely
freely approximable functors are useful because of the following obvious ob-
servation.
Lemma 3.7. Let ρ : F → G be a morphism of functors from SNilN(S) to Ab.
Suppose that F and G are finitely freely approximable and that for any m > 0,
the corresponding homomorphism F (RN,m, IN,m)→ G(RN,m, IN,m) is an iso-
morphism. Then the morphism ρ is an isomorphism as well.
Proof. Indeed, an isomorphism between diagrams induces an isomorphism be-
tween their colimits. 
Given a functor F : SNilN(S)→ Ab, define the functor F
fa by the formula
F fa : SNilN(S)→ Ab , (R, I) 7−→ colim
(R′,I′)→(R,I)
F (R′, I ′) ,
where the colimit is as in Definition 3.6. One checks easily that the functor F fa
is finitely freely approximable and that the values of F fa and F coincide on
finite free objects in SNilN(S). The natural morphism F
fa → F is an isomor-
phism if and only if F is finitely freely approximable.
Given a morphism of functors ρ : F → G, we have a morphism between
finitely freely approximable functors ρfa : F fa → Gfa. Explicitly, ρfa is the
colimit of ρ over finite free objects in SNilN(S). The assignment of F
fa to F is
the right adjoint functor to the forgetful functor from the category of finitely
freely approximable functors to the category of all functors from SNilN(S)
to Ab.
The following results allow to construct finitely freely approximable functors.
Lemma 3.8. Let ρ : F → G be a morphism of finitely freely approximable
functors from SNilN(S) to Ab. Then the cokernel Coker(ρ) is a finitely freely
approximable functor as well.
Proof. Indeed, taking (not necessarily filtered) colimits of abelian groups is
right exact. 
Proposition 3.9. Let H be a functor from the category of rings to Ab. Given
an ideal I in a ring R, we put
FH(R, I) := Ker
(
H(R)→ H(R/I)
)
.
Suppose that the functor H satisfies the following conditions:
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(i) for any ring R with a nilpotent ideal I ⊂ R, the corresponding homo-
morphism H(R)→ H(R/I) is surjective;
(ii) for any ring R with a nilpotent ideal I ⊂ R, the group FH(R, I) is
generated by the images of group homomorphisms
FH
(
R[[t]], (t)
)
−→ FH(R, I)
induced by homomorphisms of R-algebras R[[t]]→ R that send t to an
element in I;
(iii) for any ring R, the natural homomorphism colim
A⊂R
H(A) −→ H(R) is
an isomorphism, where the colimit is taken over finitely generated sub-
rings A ⊂ R.
Then the functor
FH : SNilN(S) −→ Ab , (R, I) 7−→ FH(R, I) ,
is finitely freely approximable.
Proof. Let (R, I) in SNilN(S) be such that R is a finitely generated S-algebra.
Put
(3.6) Γ = colim
(R′,I′)։(R,I)
H(R′) ,
where the colimit is taken with respect to the following category C(R, I). Ob-
jects in C(R, I) are arrows f : (R′, I ′)։ (R, I) in SNilN(S) such that (R
′, I ′) is
a finite free object in SNilN (S) and f is surjective. Morphisms in C(R, I) from
f1 : (R
′
1, I
′
1)։ (R, I) to f2 : (R
′
2, I
′
2)։ (R, I) are arrows ϕ : (R
′
1, I
′
1)→ (R
′
2, I
′
2)
in SNilN (S) such that f1 = f2◦ϕ. Let us prove that the natural homomorphism
of groups
ξ : Γ→ H(R)
is an isomorphism.
Let f : (R′, I ′)։ (R, I) be an object in C(R, I). Put J = Ker(f) ⊂ R′. The
induced map f : H(R′)→ H(R) is equal to the composition
(3.7) H(R′) −→ Γ
ξ
−→ H(R) ,
where the first arrow is the natural morphism to the colimit. By definition, the
homomorphism of rings f : R′ ։ R is surjective. Since f is a homomorphism
of augmented S-algebras, the ideal J is contained in the augmentation ideal I ′,
whence J is nilpotent. Consequently, by condition (i) applied to J ⊂ R′, the
map f : H(R′) → H(R) is surjective. Taking into account composition (3.7),
we obtain that ξ is surjective as well.
Now we prove injectivity of ξ. One shows directly that Γ coincides with
the union of the images Im
(
H(R′) → Γ
)
over all objects f : (R′, I ′) ։ (R, I)
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in C(R, I). Thus to prove that ξ is injective, it is enough to show the equality
Ker
(
H(R′)→ Γ
)
= FH(R
′, J)
for any such object, where, as above, J = Ker(f). Composition (3.7) yields
an embedding Ker
(
H(R′)→ Γ
)
⊂ FH(R
′, J). Let us show that there is also
the converse embedding.
Consider an auxiliary object (R′′, I ′′) in C(R, I) defined as follows:
R′′ = R′[[t]]/(I ′, t)N , I ′′ = (I ′, t¯ ) ,
and the morphism to (R, I) is the composition
(R′′, I ′′)
g
−→ (R′, I ′)
f
−→ (R, I) ,
where g is identical on R′ and sends t¯ to zero. In particular, g is a morphism
in the category C(R, I). Let a subgroup ∆ ⊂ H(R′′) be the image of the map
FH
(
R′[[t]], (t)
)
−→ H(R′′)
induced by the quotient map R′[[t]]→ R′′. Since the composition
R′[[t]] −→ R′′
g
−→ R′
is identical on R′ and sends t to zero, we see that g(∆) = 0 in H(R′).
Fix an element x ∈ J and define another morphism h : (R′′, I ′′) → (R′, I ′)
in C(R, I) that is identical on R′ and sends t¯ to x. Since f, g are morphisms
in C(R, I) and g(∆) = 0, it follows from the definition of the colimit that
the subgroup h(∆) ⊂ H(R′) is contained in Ker
(
H(R′)→ Γ
)
. Condition (ii)
applied to J ⊂ R′ implies that FH(R
′, J) ⊂ Ker
(
H(R′)→ Γ
)
. As explained
above, this finally proves that ξ is an isomorphism.
Now let (R, I) be an aritrary object in SNilN (S). There is a canonical
isomorphism
colim
(R′,I′)→(R,I)
H(R′)
∼
−→ colim
A⊂R
(
colim
(R′,I′)։(A,A∩I)
H(R′)
)
,
where the colimit in the left hand side is as in Definition 3.6, A runs over all
finitely generated S-subalgebras in R, and for each such A, we consider in the
right hand side the colimit over the category C(A,A ∩ I). Indeed, for each
morphism (R′, I ′) → (R, I) from a finite free object (R′, I ′) in SNilN (S), one
defines A as the image of R′ in R.
By what was shown above, there is an isomorphism
colim
A⊂R
(
colim
(R′,I′)։(A,A∩I)
H(R′)
)
∼
−→ colim
A⊂R
H(A) ,
where the colimit in the right hand side is taken over all finitely generated
S-subalgebras A ⊂ R.
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Note that any finitely generated subring in R is contained in a finitely gener-
ated S-algebra in R and any finitely generated S-subalgebra A ⊂ R is a union
of finitely generated subrings in A. Hence condition (iii) applied to R and to
all finitely generated S-subalgebras in R implies that there is an isomorphism
colim
A⊂R
H(A)
∼
−→ H(R) .
Altogether this proves that the functor
(3.8) SNilN(S) −→ Ab , (R, I) 7−→ H(R) ,
is finitely freely approximable.
For any (R, I) in SNilN (S), the S-algebra structure on R defines an isomor-
phism H(R) ≃ FH(R, I)⊕H(S), which is functorial with respect to (R, I).
Thus the functor FH is finitely freely approximable, being a direct summand
of the finitely freely approximable functor defined in formula (3.8). 
3.4. Construction of the Bloch map. As an application of Proposition 3.9,
we show that relative Milnor K-groups (see Definition 2.1) and relative mod-
ules of differential forms (see Definition 2.3) define finitely freely approximable
functors.
Proposition 3.10. For any n > 0, the functors
KMn : SNilN(S) −→ Ab , (R, I) 7−→ K
M
n (R, I) ,
Ωn : SNilN (S) −→ Ab , (R, I) 7−→ Ω
n
R,I ,
are finitely freely approximable.
Proof. Condition (i) of Proposition 3.9 is satisfied for these functors trivially.
Condition (ii) of Proposition 3.9 is satisfied by Lemma 2.2 and Lemma 2.4.
Condition (iii) of Proposition 3.9 is satisfied for Milnor K-groups and modules
of differential forms, because they are given by finitely defined generators and
relations. We finish the proof applying Proposition 3.9. 
Corollary 3.11.
(i) For any n > 0, the functor
SNilS −→ Ab , (R, I) 7−→ Ω
n
R,I/dΩ
n−1
R,I ,
is finitely freely approximable.
(ii) Suppose that N ! is invertible in S. Then for any object (R, I)
in SNilN(S), we have an isomorphism
(d)fa :
(
ΩnR,I/dΩ
n−1
R,I
)fa
≃ ΩnR,I/dΩ
n−1
R,I
∼
−→
(
(Ωn+1R,I )
cl
)fa
.
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Proof. (i) This follows directly from Proposition 3.10 and Lemma 3.8.
(ii) By part (i), we have a homomorphism of groups
(d)fa :
(
ΩnR,I/dΩ
n−1
R,I
)fa
≃ ΩnR,I/dΩ
n−1
R,I −→
(
(Ωn+1R,I )
cl
)fa
.
We need to show that this is an isomorphism. By Lemma 3.7, it is enough to
show this for (RN,m, IN,m), m > 0. In this case, Proposition 3.4 claims that
HndR(RN,m, IN,m) = 0, whence there is an isomorphism
(3.9) d : ΩnRN,m,IN,m/dΩ
n−1
RN,m,IN,m
∼
−→ (Ωn+1RN,m,IN,m)
cl ,
which finishes the proof. 
In particular, it follows from Corollary 3.11(ii) that the functor (ΩnR,I)
cl is
not finitely freely approximable, because there are split nilpotent extensions
with non-trivial relative de Rham cohomology (see the discussion at the end
of Subsection 3.2).
Now we are ready to construct the Bloch map (see Definition 2.6).
Proof of Theorem 2.10. Let R, I, N , and n be as in the theorem.
Put S = R/I. Then (R, I) is a split nilpotent extension of S of nilpotency
degree N and N ! is invertible in S. By Proposition 3.10 and Corollary 3.11,
we obtain a homomorphism of groups
(d log)fa : KMn+1(R, I)
fa ≃ KMn+1(R, I) −→
(
(ΩnR,I)
cl
)fa
≃ ΩnR,I/dΩ
n−1
R,I .
Let us check that (d log)fa satisfies the condition of Definition 2.6, that is, that
formula (2.5) therein holds. Clearly, it is enough to show this for (RN,m, IN,m),
where m > 0. In this case, this is implied by the isomorphism (3.9) and
formula (2.4) from the proof of Lemma 2.5. Thus (d log)fa is the Bloch map.

In other words, we integrate d log by taking a (co)limit, in the spirit of
calculus.
Remark 3.12. Let S be a ring such that N ! is invertible in S. Our proof of The-
orem 2.10 implies that the restriction of the Bloch map to objects in SNilN(S)
is the unique collection of homomorphisms KMn+1(R, I)→ Ω
n
R,I/dΩ
n−1
R,I that are
functorial with respect to (R, I) in SNilN(S) and such that their composition
with d is d log.
It is important to mention that one can prove Theorem 2.10 more directly,
avoiding colimits. Nevertheless, the approach with finitely freely approximable
functors will allow us further to prove also Theorem 2.12. Still let us sketch
an explicit proof of Theorem 2.10.
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As above, put S = R/I. Also, define a group
Ln+1 = Ker
(
(R∗)⊗(n+1) → (S∗)⊗(n+1)
)
.
First, one shows that formula (2.5) from Definition 2.6 gives a homomor-
phism B˜: Ln+1 → Ω
n
R,I/dΩ
n−1
R,I (actually, this holds in a non-split case as well).
For this one uses that
log(1 + x)
d(1 + y)
1 + y
+ log(1 + y)
d(1 + x)
1 + x
= d
(
log(1 + x) log(1 + y)
)
∈ d I
for all elements x, y ∈ I (cf. the end of the proof of Lemma 2.2).
Then one needs to show that the homomorphism B˜ vanishes on the inter-
section Ln+1 ∩ Stn+1(R) ⊂ (R
∗)⊗(n+1). Since S splits out of R, one obtains an
explicit system of generators of this intersection by projecting the Steinberg
relations from (R∗)⊗(n+1) to Ln+1 with respect to the decomposition
(R∗)⊗(n+1) ≃ Ln+1 ⊕ (S
∗)⊗(n+1) .
The vanishing of B˜ on these generators is reduced to the case R = RN,m,
when it holds, because the Bloch map exists in this case by Remark 2.8 and
Proposition 3.4.
As an example, consider the case n = 1. Then the intersection
L2 ∩ St2(R) ⊂ (R
∗)⊗2 is generated by elements of type
ζ(a, x) = (a+ x)⊗ (1− a− x)− a⊗ (1− a) ∈ (R∗)⊗2 ,
where a, 1 − a ∈ S∗ and x ∈ I. Clearly, the element ζ(a, x) is the image
of the analogous element ζ(a, t¯ ) ∈
(
R∗N,1
)⊗2
under the map induced by the
homomorphism of S-algebras RN,1 → R that sends t¯ to x. The map B˜ vanishes
on ζ(a, t¯ ), because the Bloch map B exists for RN,1 as its relative de Rham
cohomology groups vanish by Lemma 3.3.
4. Milnor K-group of the ring of formal power series
Let S be a ring such that 2 is invertible in it and S is weakly 5-fold stable (see
Definition 2.11). In this section, we consider the Milnor K-group KM2
(
S[[t]]
)
.
The main results are Proposition 4.1 an Corollary 4.2.
4.1. Filtrations on the Milnor K-group. One has a decreasing filtration
on S[[t]]∗ given by the formula
U0 := S[[t]]
∗ = KM1
(
S[[t]]
)
, Up := 1+t
pS[[t]] = KM1
(
S[[t]], (tp)
)
, p > 1 .
This induces naturally a filtration on Milnor K-groups of S[[t]]. Namely, let
the subgroup
(4.1) Vp ⊂ K
M
2
(
S[[t]]
)
, p > 0 ,
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be generated by symbols {f, g}, where f ∈ Ui, g ∈ Uj for i, j > 0 such
that i+ j > p. Also, put
(4.2) W0 := K
M
2
(
S[[t]]
)
, Wp := K
M
2
(
S[[t]], (tp)
)
, p > 1 .
It follows from Lemma 2.2 that there are embeddings
Vp ⊃ Wp ⊃ V2p−1 , p > 0 .
Proposition 4.1. For any p > 0, there is an embedding
pp−1 · Vp ⊂Wp
of subgroups in KM2
(
S[[t]]
)
. In particular, if p > 1 is invertible in S, then
there is an equality Vp = Wp.
Proposition 4.1 is proved in Subsection 4.4. Here is an important corollary
of Proposition 4.1, which is, actually, its equivalent formulation.
Corollary 4.2. For all elements a, b ∈ S and natural numbers i, j, p > 0 such
that i+ j > p, there is an equality
pp−1 · {1 + at¯ i, 1 + bt¯ j} = 0
in KM2
(
S[t]/(tp)
)
, where t¯ denotes the image of t in S[t]/(tp). In particular,
if p > 1 is invertible in S, then for all elements a, b ∈ S and natural num-
bers i, j > 0 such that i + j > p, there is a vanishing {1 + at¯ i, 1 + bt¯ j} = 0
in KM2
(
S[t]/(tp)
)
.
We will use systematically an auxiliary S-algebra
S ′ = S[[x]]
and also the algebra S ′[[t]] = S[[x, t]] over S[[t]]. Let the subgroups
U ′p ⊂ S
′[[t]]∗ , V ′p ,W
′
p ⊂ K
M
2
(
S ′[[t]]
)
, p > 0 ,
be defined similarly as Up, Vp,Wp with S being replaced by S
′. Define the
homomorphisms of algebras over S[[t]]
θ0 : S
′[[t]] −→ S[[t]] , f(x, t) 7−→ f(0, t) ,
θq : S
′[[t]] −→ S[[t]] , f(x, t) 7−→ f(tq, t) ,
where q > 1. In other words, θ0 is the quotient map to S
′[[t]]/(x) ≃ S[[t]].
The following lemma gives a way to make induction with respect to the
indices in the filtration Vp, p > 0. The possibility of making such induction is
the reason to introduce this filtration.
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Lemma 4.3. For all p, q > 0, there is an embedding
(θq − θ0)(V
′
p) ⊂ Vp+q
of subgroups in KM2
(
S[[t]]
)
, where we use the homomorphism of groups
(4.3) θq − θ0 : K
M
2
(
S ′[[t]]
)
−→ KM2
(
S[[t]]
)
.
Proof. Consider a symbol {f, g} ∈ V ′p , where f ∈ U
′
i , g ∈ U
′
j , and i+ j > p.
Write
f = θ0(f) · f˜ , g = θ0(g) · g˜ ,
where θ0(f), θ0(g) ∈ S[[t]]
∗ ⊂ S ′[[t]]∗ and f˜ , g˜ ∈ 1 + xS ′[[t]]. We have equalities
in S[[t]]∗
θq(f) = θ0(f) · θq(f˜) , θq(g) = θ0(g) · θq(g˜) .
Thus there are equalities in KM2
(
S[[t]]
)
(θq − θ0) {f, g} = {θq(f), θq(g)} − {θ0(f), θ0(g)} =
= {θ0(f), θq(g˜)}+ {θq(f˜), θ0(g)}+ {θq(f˜), θq(g˜)} .
Clearly, θ0(f) ∈ Ui ⊂ U
′
i and θ0(g) ∈ Uj ⊂ U
′
j . Therefore
f˜ ∈ U ′i ∩
(
1 + xS ′[[t]]
)
= 1 + xtiS ′[[t]]
and, similarly, g˜ ∈ 1+xtjS ′[[t]]. Hence we have θq(f˜) ∈ Ui+q and θq(g˜) ∈ Uj+q,
which finishes the proof. 
Lemma 4.3 implies immediately the following fact.
Corollary 4.4. For all p, q > 0, the homomorphism in formula (4.3) induces
a homomorphism
KM2
(
S ′[[t]]
)
/V ′p −→ K
M
2
(
S[[t]]
)
/Vp+q ,
which we denote also by θq − θ0 for simplicity.
4.2. Construction of symbols from differential forms. Let us give a way
to construct elements in the quotientsKM2
(
S[[t]]
)
/Vp+1, p > 1, from differential
forms in Ω1S.
Since 2 is invertible in S and the ring S is weakly 5-fold stable, by [GO15c,
Theor. 2.9], there is an isomorphism
(4.4) KM2
(
S[t]/(t2), (t¯ )
)
∼
−→ Ω1S ,
which sends a symbol {1 + abt¯, b} to the differential form adb for any a ∈ S
and b ∈ S∗ (see also Example 2.9), where, as above, t¯ denotes the image of t
in the quotient S[t]/(t2).
For any p > 1, define the homomorphism of S-algebras
λp : S[[t]] −→ S[[t]] , f(t) 7−→ f(t
p) .
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There are embeddings λp(W2) ⊂W2p ⊂ V2p ⊂ Vp+1. Thus the homomorphism
λp : K
M
2
(
S[[t]]
)
−→ KM2
(
S[[t]]
)
induces a homomorphism
KM2
(
S[[t]]
)
/W2 −→ K
M
2
(
S[[t]]
)
/Vp+1 ,
which we denote also by λp for simplicity.
Consider the composition
φp : Ω
1
S −→ K
M
2
(
S[[t]]
)
/W2
λp
−→ KM2
(
S[[t]]
)
/Vp+1 ,
where the first map is the inverse of the isomorphism (4.4) followed by the
embedding
KM2
(
S[t]/(t2), (t¯ )
)
⊂ KM2
(
S[t]/(t2)
)
≃ KM2
(
S[[t]]
)
/W2 .
In what follows, we denote similarly elements in KM2
(
S[[t]]
)
and their images
under the quotient map KM2
(
S[[t]]
)
→ KM2
(
S[[t]]
)
/Vp+1 to ease notation. For
any a ∈ S and b ∈ S∗, we have an equality in KM2
(
S[[t]]
)
/Vp+1
(4.5) φp(adb) = {1 + abt
p, b} .
To avoid confusion, we denote by φ′p the map φp with S
′ in place of S, that
is, we define the maps
φ′p : Ω
1
S′ −→ K
M
2
(
S ′[[t]]
)
/V ′p+1 , p > 1 .
Lemma 4.5. For all p > 1, q > 0, and a, b ∈ S, there is an equality(
(θq − θ0) ◦ φ
′
p
)
(axdb) = φp+q(adb)
in KM2
(
S[[t]]
)
/Vp+q+1, where we use the homomorphism of groups
θq − θ0 : K
M
2
(
S ′[[t]]
)
/V ′p+1 −→ K
M
2
(
S[[t]]
)
/Vp+q+1
from Corollary 4.4.
Proof. Since the ring S is weakly 5-fold stable and, in particular, is weakly
2-fold stable, S is generated additively by invertible elements. Hence it is
enough to prove the lemma in the case when b is invertible. Then, by for-
mula (4.5), there are equalities(
(θq − θ0) ◦ φ
′
p
)
(axdb) = (θq − θ0) {1 + axbt
p, b} = {1 + abtp+q, b} = φp+q(adb)
in KM2
(
S[[t]]
)
/Vp+q+1. 
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4.3. Key result. Recall the following lemma, which was proved by Mor-
row [Mor14, Lem. 3.6] using a method which goes back to Nesterenko and
Suslin [NS90, Lem. 3.2] (see also Lemma 2.2 from the paper of Kerz [Ker09]).
Lemma 4.6. Let R be a weakly 5-fold stable ring. Then for all elements
r, s ∈ R∗, there is an equality {r, s} = −{s, r} in KM2 (R).
Here is a key result to prove further Proposition 4.1.
Proposition 4.7. For all elements a, b ∈ S and natural numbers i, j > 1,
there is an equality
(4.6) (i+ j){1 + ati, 1 + btj} = φi+j(iadb− jbda)
in KM2
(
S[[t]]
)
/Vi+j+1.
Proof. The proof is by induction on the sum i+ j. First we consider the base
of the induction, that is, the case i + j = 2 or, equivalently, i = j = 1. The
proof repeats that of [GO15c, Lemma3.3] with a minor refinement. We need
to prove that for any pair (a, b) of elements in S, there is an equality
(4.7) 2{1 + at, 1 + bt} = φ2(adb− bda)
in KM2
(
S[[t]]
)
/V3. Note that both sides of (4.7) are linear in a and b. Since S
is generated additively by invertible elements, we may assume that a, b ∈ S∗.
Moreover, since S is weakly 4-fold stable, there is c ∈ S∗ such that the
elements
a+ b
2
+ c , a+ c , b+ c
are invertible in S. By bilinearity, it is enough to prove (4.7) for the pairs
(a+ c, b+ c), (a, c), (c, b), and (c, c). Note that each of these pairs satisfies
the following condition: its both terms and their sum are invertible. Thus we
may assume that a, b, a+ b ∈ S∗.
We have the Steinberg relations in KM2
(
S[[t]]
)
{
b
a + b
(1 + at),
a
a+ b
(1− bt)
}
=
{
b
a+ b
,
a
a+ b
}
= 0 .
Subtracting the second symbol from the first one, we obtain an equality
in KM2
(
S[[t]]
)
(4.8)
{
b
a+ b
, 1− bt
}
+
{
1 + at,
a
a + b
}
+ {1 + at, 1− bt} = 0 .
Applying the automorphism of the S-algebra S[[t]] that sends a series f(t)
to f(−t), we get
(4.9)
{
b
a+ b
, 1 + bt
}
+
{
1− at,
a
a + b
}
+ {1− at, 1 + bt} = 0 .
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Besides, the equalities
{1 + at, 1− bt} = {1− at, 1 + bt} = −{1 + at, 1 + bt}
hold in the quotient KM2
(
S[[t]]
)
/V3. Hence, taking the sum of (4.8) and (4.9),
we obtain an equality in KM2
(
S[[t]]
)
/V3{
b
a + b
, 1− b2t2
}
+
{
1− a2t2,
a
a + b
}
− 2{1 + at, 1 + bt} = 0 .
Since the ring S[[t]] is weakly 5-fold stable, applying Lemma 4.6, we get equal-
ities in KM2
(
S[[t]]
)
/V3
2{1 + at, 1 + bt} = −
{
1− b2t2,
b
a+ b
}
+
{
1− a2t2,
a
a+ b
}
=
= −{1 − b2t2, b}+ {1− b2t2, a+ b}+ {1− a2t2, a} − {1− a2t2, a+ b} =
= −{1− b2t2, b}+ {1− a2t2, a}+ {1 + (a2 − b2)t2, a+ b} .
By formula (4.5) from Subsection 4.2, the latter expression is equal to
φ2
(
bdb− ada+ (a− b)d(a+ b)
)
= φ2(adb− bda) ,
which proves the base of the induction.
Let us make the induction step to arbitrary i+ j. First suppose that i = j.
There are embeddings λi(V3) ⊂ V3i ⊂ V2i+1. Hence the homomorphism λi
induces a homomorphism
KM2
(
S[[t]]
)
/V3 −→ K
M
2
(
S[[t]]
)
/V2i+1 ,
which we denote also by λi for simplicity.
Let us apply this homomorphism to equality (4.7). Note that the composi-
tion
Ω1S
φ2
−→ KM2
(
S[[t]]
)
/V3
λi−→ KM2
(
S[[t]]
)
/V2i+1
is equal to φ2i, because λi ◦ λ2 = λ2i. Hence we obtain the equality
2{1 + ati, 1 + bti} = φ2i(adb− bda)
in KM2
(
S[[t]]
)
/V2i+1. This gives the statement in the case i = j.
Now suppose that i 6= j. We can assume that i < j (the other case is done
similarly or one can use Lemma 4.6). Since S is weakly 5-fold stable, the same
holds for the ring S ′ = S[[x]]. Apply the induction hypothesis to the ring S ′
in place of S, to the elements a, bx ∈ S ′, and to the exponents i, j − i. We
obtain the equality
j{1 + ati, 1 + bxtj−i} = φ′j
(
iad(bx)− (j − i)bxda
)
in KM2
(
S ′[[t]]
)
/V ′j+1.
Applying the map
θi − θ0 : K
M
2
(
S ′[[t]]
)
/V ′j+1 −→ K
M
2
(
S[[t]]
)
/Vi+j
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from Corollary 4.4, we get the equality
(4.10) j{1 + ati, 1 + btj} =
(
(θi − θ0) ◦ φ
′
j
)(
iad(bx)− (j − i)bxda
)
in KM2
(
S[[t]]
)
/Vi+j+1.
Let us compare formula (4.10) with the needed formula (4.6). By
Lemma 4.5, the right hand side of formula (4.6) is equal to
φi+j(iadb− jbda) =
(
(θi − θ0) ◦ φ
′
j
)
(iaxdb− jbxda) .
Besides, there are equalities in Ω1S(
iad(bx)−(j−i)bxda
)
−(iaxdb−jbxda) = iabdx+ibxda = ibd(ax) = ibd(1+ax) .
Therefore the difference between the right hand side of formula (4.10) and the
right hand side of formula (4.6) is equal to(
(θi − θ0) ◦ φ
′
j
)(
ibd(1 + ax)
)
= i(θi − θ0) {1 + b(1 + ax)t
j , 1 + ax} =
= i{1 + btj + abti+j , 1 + ati} = i{1 + btj , 1 + ati} = −i{1 + ati, 1 + btj} ,
where all equalities are in KM2
(
S[[t]]
)
/Vi+j+1, we use formula (4.5) from Sub-
section 4.2 for the first equality and we use Lemma 4.6 applied to the weakly
5-stable ring S[[t]] for the last equality. The latter expression is equal to the
difference between the left hand side of formula (4.10) and the left hand side
of the needed formula (4.6). This proves the proposition. 
4.4. Proof of Proposition 4.1. First we deduce a useful corollary from Pro-
postion 4.7.
Corollary 4.8. For any p > 0, there is an embedding
p · Vp ⊂Wp + Vp+1
of subgroups in KM2
(
S[[t]]
)
.
Proof. The case p = 0 is trivial. For p > 1, note that the group Vp is generated
by symbols of type {1 + atp, b}, {b, 1 + atp}, where a ∈ S, b ∈ S∗, by symbols
of type {1 + ati, 1 + btj}, where i, j > 1, i+ j = p, a, b ∈ S, and by elements
of the subgroup Vp+1.
Clearly, symbols of the first type belong toWp. By Proposition 4.7, symbols
of the second type satisfy the condition
p{1 + ati, 1 + btj} ∈ φp(iadb− jbda) + Vp+1 .
Furthermore, we claim that φp(iadb− jbda) ∈ Wp. Indeed, since S is gen-
erated additively by invertible elements, we may assume that a, b ∈ S∗ and
use formula (4.5) from Subsection 4.2. Hence, symbols of the second type
multiplied by p belong to Wp + Vp+1. 
Now we are ready to prove Proposition 4.1.
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Proof of Proposition 4.1. Let us prove that for any q with 0 6 q 6 p− 2, there
is an embedding
(4.11) p · Vp+q ⊂Wp + Vp+q+1 .
of subgroups in KM2
(
S[[t]]
)
.
Since S ′ is weakly 5-fold stable, by Corollary 4.8 applied with S ′ in place
of S, we have
(4.12) p · V ′p ⊂ W
′
p + V
′
p+1 .
Since θq(t
p) = tp and θ0(t
p) = tp, we see that θq(W
′
p) ⊂Wp and θ0(W
′
p) ⊂Wp.
In particular, we have
(θq − θ0)(W
′
p) ⊂ Wp .
By Lemma 4.3, there are embeddings
(θq − θ0)(V
′
p) ⊂ Vp+q , (θq − θ0)(V
′
p+1) ⊂ Vp+q+1 .
Moreover, we claim that there is an equality
(4.13) (θq − θ0)(V
′
p) = Vp+q .
Indeed, the group Vp+q is generated by symbols of type {1+at
i, 1+btj}, where
i, j > 0, i+ j > p+ q, and a, b ∈ S. Since q < p, either i or j is greater than q.
We may assume that i > q. Then we have
(θq − θ0) {1 + axt
i−q, 1 + btj} = {1 + ati, 1 + btj} ,
where {1 + axti−q, 1 + btj} ∈ V ′p . This proves equality (4.13).
Now, applying the map θq − θ0 to formula (4.12), we obtain formula (4.11).
Using formula (4.11) repeatedly, we get the embeddings
pp−1·Vp ⊂ p
p−2·(Wp+Vp+1) ⊂Wp+p
p−2·Vp+1 ⊂ . . . ⊂Wp+p·V2p−2 ⊂ Wp+V2p−1 .
Since V2p−1 ⊂ Wp, this proves the proposition. 
Note that in the proof of Proposition 4.1 we use only Corollary 4.8 and not
Proposition 4.7 itself. However, it is not clear to us whether it is possible to
prove Corollary 4.8 directly by induction. This is why we have replaced it with
a more precise and stronger statement, namely, with Proposition 4.7, which
admits an inductive proof.
5. Proof of Theorem 2.12
5.1. Reduction lemma. The following lemma is our main tool to make re-
ductions when proving that the Bloch map (see Definition 2.6) is an isomor-
phism.
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Lemma 5.1. Let J ⊂ I be two nilpotent ideals in a ring R. Put R′ = R/J ,
I ′ = I/J . Suppose that for a natural number n > 0, there are equalities
HndR(R, I) = H
n
dR(R
′, I ′) = Hn−1dR (R
′, I ′) = 0 .
Then the following holds:
(i) the Bloch maps
BR,I : K
M
n+1(R, I) −→ Ω
n
R,I/dΩ
n−1
R,I ,
BR′,I′ : K
M
n+1(R
′, I ′) −→ ΩnR′,I′/dΩ
n−1
R′,I′ ,
BR,J : K
M
n+1(R, J) −→ Ω
n
R,J/dΩ
n−1
R,J
exist;
(ii) if, in addition, any element in R is a sum of invertible elements, then
the Bloch map BR,I is an isomorphism if and only if both BR′,I′ and BR,J
are isomorphisms.
Proof. (i) Since HndR(R, I) = H
n
dR(R
′, I ′) = 0, by Remark 2.8, the Bloch
maps BR,I and BR′,I′ exist. Using also that H
n−1
dR (R
′, I ′) = 0 and the ex-
act sequence (2.2) of relative de Rham cohomology from Subsection 2.2, we
obtain HndR(R, J) = 0. Thus, applying Remark 2.8 again, we see that the
Bloch map BR,J exists as well.
(ii) The condition Hn−1dR (R
′, I ′) = 0 and the exact sequence (2.3) from Sub-
section 2.2 imply that we have an exact sequence
0 −→ ΩnR,J/dΩ
n−1
R,J −→ Ω
n
R,I/dΩ
n−1
R,I −→ Ω
n
R′,I′/dΩ
n−1
R′,I′ −→ 0 .
Furthermore, there is a commutative diagram with exact raws
0 −−−→ KMn+1(R, J) −−−→ K
M
n+1(R, I) −−−→ K
M
n+1(R
′, I ′) −−−→ 0yBR,J yBR,I yBR′,I′
0 −−−→ ΩnR,J/dΩ
n−1
R,J −−−→ Ω
n
R,I/dΩ
n−1
R,I −−−→ Ω
n
R′,I′/dΩ
n−1
R′,I′ −−−→ 0
Since R is generated additively by invertible elements, the same holds for its
quotient R′. So, by Lemma 2.7, the Bloch maps in the diagram are surjective.
Therefore, there is an exact sequence
0 −→ Ker(BR,J) −→ Ker(BR,I) −→ Ker(BR′,I′) −→ 0 ,
which finishes the proof. 
32 SERGEY GORCHINSKIY AND DIMITRII TYURIN
5.2. Special case of the main result. Let S be a ring such that N ! is
invertible in it for a natural number N > 1 and S is weakly 5-fold stable (see
Definition 2.11).
For short, denote the S-algebra RN,1 (see Definition 3.2) just by RN , that
is, put
RN := S[t]/(t
N) .
As above, t¯ denotes the image of t in RN .
In this subsection, we prove Theorem 2.12 for (t¯) ⊂ RN . The case N = 1 is
trivial, so we assume that N > 2.
Define the homomorphism of S-algebras
σ : R2 −→ RN , t¯ 7−→ t¯
N−1 .
Appying Corollary 4.2 of Proposition 4.1, we prove the following useful fact.
Proposition 5.2. For any natural number n > 0, the homomorphism of
groups σ : KMn+1(R2)→ K
M
n+1(RN) restricts to a surjective homomorphism
σ : KMn+1
(
R2, (t¯ )
)
−→ KMn+1
(
RN , (t¯
N−1)
)
.
Proof. Since the ring S is weakly 5-fold stable, the same holds for the ring RN ,
so we may apply Lemma 4.6 to RN . Combining this with Lemma 2.2,
we see that the group KMn+1
(
RN , (t¯
N−1)
)
is generated by elements of type
{1 + at¯N−1, r1, . . . , rn}, where a ∈ S and r1, . . . , rn ∈ R
∗
N . Decomposing in-
vertible elements of RN , we can assume that for each i, 1 6 i 6 n, we have
either ri ∈ S
∗ or ri = 1 + bt¯
j for some b ∈ S and j > 1.
If all the elements ri are from S
∗, then the symbol {1 + at¯N−1, r1, . . . , rn}
is clearly in the image of the map in question. Otherwise, using Lemma 4.6
again, we may assume that r1 = 1 + bt¯
j , where b ∈ S and j > 1. Now, by
Corollary 4.2, the symbol
{1 + at¯N−1, r1} = {1 + at¯
N−1, 1 + bt¯ j}
vanishes in KM2 (RN), because N is invertible in S. Hence the symbol
{1 + at¯N−1, r1, . . . , rn} vanishes as well, which finishes the proof. 
We will also need the following simple statement.
Lemma 5.3. For any n > 0, the morphism of S-modules σ : ΩnR2 → Ω
n
RN
restricts to an isomorphism of S-modules
σ : ΩnR2,(t¯ )
∼
−→ ΩnRN ,(t¯N−1) .
Proof. Let us describe the S-module ΩnRN explicitly. We have an isomorphism
ΩnS[t] ≃ Ω
n
S[t]⊕ Ω
n−1
S [t] ∧ dt .
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Also, there is an equality d(tN) = NtN−1dt. Combining this with the fact
that N is invertible in S and with Lemma 2.4 applied to the ring S[t] and the
ideal (tN) ⊂ S[t], we obtain an isomorphism of S-modules
ΩnRN ≃ (Ω
n
S⊕Ω
n
S ·t¯⊕. . .⊕Ω
n
S ·t¯
N−1)⊕(Ωn−1S ∧dt¯⊕Ω
n−1
S ∧t¯dt¯⊕. . .⊕Ω
n−1
S ∧t¯
N−2dt¯ ) .
Applying Lemma 2.4 to the ring RN and the ideal t¯
N−1, we get an isomorphism
(5.1) ΩnRN ,(t¯N−1) ≃ Ω
n
S · t¯
N−1 ⊕ Ωn−1S ∧ t¯
N−2dt¯ .
When N = 2, this gives an isomorphism (cf. Example 2.9)
(5.2) ΩnR2,(t¯ ) ≃ Ω
n
S · t¯⊕ Ω
n−1
S ∧ dt¯ .
Clearly, σ induces an isomorphism between the right hand sides of (5.2)
and (5.1). 
Now, combining Proposition 5.2, Lemma 5.3, and the main result
of [GO15c], we prove the following auxiliary special case of Theorem 2.12.
Proposition 5.4. For any n > 0, the Bloch map for (t¯ ) ⊂ RN is an isomor-
phism, that is, we have an isomorphism
B : KMn+1
(
RN , (t¯ )
)
∼
−→ ΩnRN ,(t¯ )/dΩ
n−1
RN ,(t¯ )
.
Proof. The proof is by induction on N . The base of the induction, namely, the
case N = 2, is [GO15c, Theor. 2.9], which holds for S, because 2 is invertible
in it and S is weakly 5-fold stable.
Let us make an induction step from N − 1 to N . We will apply Lemma 5.1
to the ideals
(t¯N−1) ⊂ (t¯ ) ⊂ RN .
By definition, we have an isomorphism RN−1 ≃ RN/(t¯
N−1). Since N ! is
invertible in S, by Lemma 3.3, we have the vanishing of relative de Rham
cohomology for (t¯ ) ⊂ RN and for (t¯ ) ⊂ RN−1. Hence by Lemma 5.1(i), the
Bloch map exists for (t¯N−1) ⊂ RN .
For any n > 0, we have the following commutative diagram:
KMn+1
(
R2, (t¯ )
) B
−−−→ ΩnR2,(t¯ )/dΩ
n−1
R2,(t¯ )yσ yσ
KMn+1
(
RN , (t¯
N−1)
) B
−−−→ ΩnRN ,(t¯N−1)/dΩ
n−1
RN ,(t¯N−1)
The left vertical map is surjective by Proposition 5.2. The right vertical map
is an isomorphism by Lemma 5.3. The top horizontal map is an isomorphism
by [GO15c, Theor. 2.9]. Altogether this implies that the left vertical map and
the bottom horizontal map are isomorphisms as well. So, the Bloch map is an
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isomorphism for (t¯N−1) ⊂ RN (notice that this is an instance when the Bloch
map exists and is an isomorphism in a non-split case).
By the induction hypothesis, the Bloch map is also an isomorphism
for (t¯ ) ⊂ RN−1. Since the ring S is weakly 5-fold stable and, in particular, is
weakly 2-fold stable, S is generated additively by invertible elements. Hence
by Lemma 5.1(ii), the Bloch map is an isomorphism for (t¯ ) ⊂ RN . 
Note that in the proof of Proposition 5.2 (respectively, of Lemma 5.3) we
used only that 2N (respectively, N) is invertible in S. However, in the proof
of Proposition 5.4 we do use the invertibility of N ! in S.
5.3. Proof of the main result. Now we are ready to prove Theorem 2.12.
Proof of Theorem 2.12. Let R, I, N , and n be as in the theorem.
Put S = R/I. Then (R, I) is a split nilpotent extension of S of nilpotency
degree N (see Definition 3.1), we have that N ! is invertible in S, and the
ring S is weakly 5-fold stable. The Bloch map is a morphism from the functor
KMn+1 : SNilN(S) −→ Ab , (R, I) 7−→ K
M
n+1(R, I)
to the functor
Ωn/dΩn−1 : SNilN (S) −→ Ab , (R, I) 7−→ Ω
n
R,I/dΩ
n−1
R,I .
Thus the theorem is equivalent to the fact that this morphism of functors is
an isomorphism.
By Proposition 3.10 and Corollary 3.11(i), respectively, the functors KMn+1
and Ωn/dΩn−1 are finitely freely approximable (see Definition 3.6). Hence by
Lemma 3.7, it is enough to prove the theorem for IN,m ⊂ RN,m (see Defini-
tion 3.2), where m > 1.
We proceed by induction on m. The base of the induction m = 1 is Propo-
sition 5.4. Let us make an induction step from m− 1 to m.
Let J ⊂ RN,m−1[tm]/(t
N
m) be the kernel of the surjective homomorphism of
algebras over RN,m−1
RN,m−1[tm]/(t
N
m) −→ RN,m , tm 7−→ t¯m .
Explicitly, we have
J = (t¯1, . . . , t¯m−1)
N−1 · t¯m + (t¯1, . . . , t¯m−1)
N−2 · t¯ 2m + . . . (t¯1, . . . , t¯m−1) · t¯
N−1
m .
In particular, J ⊂ (t¯m). Let us apply Lemma 5.1 to the ideals
J ⊂ (t¯m) ⊂ RN,m−1[tm]/(t
N
m) .
By Lemma 3.3 with S replaced by RN,m−1, we have the vanishing of relative
de Rham cohomology for (t¯m) ⊂ RN,m−1[tm]/(t
N
m). Furthermore, the preimage
of the ideal J in RN,m−1[tm] contains t
N
m and is generated by monomials in tm.
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Hence by Lemma 3.3 again, relative de Rham cohomology groups are trivial
for (t¯m) ⊂ RN,m.
Since N ! is invertible in S and the ring S is weakly 5-fold stable, the
same holds for the ring RN,m−1. Thus by Proposition 5.4 with S replaced
by RN,m−1, the Bloch map is an isomorphism for (t¯m) ⊂ RN,m−1[tm]/(t
N
m).
Hence by Lemma 5.1(ii), the Bloch map is an isomorphism for (t¯m) ⊂ RN,m
(and also for J ⊂ RN,m−1[tm]/(t
N
m), though we are not using this fact).
Now we apply Lemma 5.1 to the ideals
(t¯m) ⊂ IN,m ⊂ RN,m .
By definition, we have isomorphisms
RN,m−1 ≃ RN,m/(t¯m) , IN,m−1 ≃ IN,m/(t¯m) .
Proposition 3.4 claims the vanishing of relative de Rham cohomology
for IN,m ⊂ RN,m and for IN,m−1 ⊂ RN,m−1. By what was shown above, the
Bloch map is an isomorphism for (t¯m) ⊂ RN,m. In addition, by the induction
hypothesis, the Bloch map is an isomorphism for IN,m−1 ⊂ RN,m−1. Hence
by Lemma 5.1(ii), the Bloch map is an isomorphism for IN,m ⊂ RN,m, which
finishes the proof. 
5.4. Non-existence of the Bloch map in a non-split case. Finally, using
Theorem 2.12, we show that the Bloch map does not exist in general in a
non-split case.
Proposition 5.5. Let S be a ring such that N ! is invertible in S for a natural
number N > 1 and S is weakly 5-fold stable. Let (R, I) be a split nilpo-
tent extension of S of nilpotency degree N such that Hn−1dR (R, I) = 0 for a
natural number n > 1. Let J ⊂ R be an ideal contained in I such that
Hn−1dR (R
′, I ′) 6= 0, where R′ = R/J , I ′ = I/J . Then there does not exist a
Bloch map from KMn+1(R, J) to Ω
n
R,J/dΩ
n−1
R,J .
Proof. Assume the converse, that is, that the Bloch map
BR,J : K
M
n+1(R, J)→ Ω
n
R,J/dΩ
n−1
R,J does exist. Both (R, I) and (R
′, I ′)
satisfy the conditions of Theorem 2.10 and Theorem 2.12. Therefore the
Bloch maps BR,I and BR′,I′ exist and are isomorphisms. Formula (2.5) from
Definition 2.6 implies that the Bloch map is functorial with respect to a ring
and an ideal. Hence the exact sequence (2.1) from Subsection 2.1 of relative
Milnor K-groups together with the exact sequence (2.3) from Subsection 2.2
give a commutative diagram
0 −−−→ KMn+1(R, J) −−−→ K
M
n+1(R, I) −−−→ K
M
n+1(R
′, I ′) −−−→ 0yBR,J yBR,I yBR′,I′
Hn−1dR (R
′, I ′)
α
−−−→ ΩnR,J/dΩ
n−1
R,J −−−→ Ω
n
R,I/dΩ
n−1
R,I −−−→ Ω
n
R′,I′/dΩ
n−1
R′,I′ −−−→ 0
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with exact rows and with BR,I and BR′,I′ being isomorphisms. This implies
the vanishing
(5.3) Im(BR,J) ∩ Im(α) = 0
of the intersection of subgroups in ΩnR,J/dΩ
n−1
R,J .
On the other hand, the map α is injective, because of the condition
Hn−1dR (R, I) = 0 and the exact sequence (2.3) extended to the left. Com-
bining this with the condition Hn−1dR (R
′, I ′) 6= 0, we obtain that Im(α) 6= 0. At
the same time, by Lemma 2.7, the map BR,J is surjective. Thus we obtain a
contradiction with formula (5.3). 
There are many examples that satisfy the conditions of Proposition 5.5 (see
the discussion at the end of Subsection 3.2). For instance, it follows from
Proposition 3.4 and [GK64, § 1.3] that one can take S = Q, N = 6, n = 1,
R = Q[t1, t2]/(t1, t2)
6 , I = (t1, t2) , J = (∂t1f, ∂t2f)/(t1, t2)
6 ,
where f = t41 + t
2
1t
3
2 + t
5
2 ∈ Q[t1, t2].
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