With today's advanced nonlinear filtering (e.g., Multiple Model Adaptive Estimator, MMAE, or Particle Filter, PF) and noise identification for filter update at the roll-off level (via the Q matrix) and noise cancellation at the measurement level approach a reasonable technology maturation level, it is strongly believed that an extremely high precision attitude determination can be practically achieved using commercial low cost low grade MEMS inertial sensors (i.e.,
Understanding MEMS IRU High Noise Nature.
The measured (noisy) angular rate vector, �, of a Rate Integrating Gyro (RIG) is described by the following equations:
( ) where b is the bias driven by the RRW, η u ; η v is the ARW (i.e., the white noise at the rate level and becomes RW at the angle output). The S matrix in Eq. (1.1) contains two major error sources, scale factor error s i and misalignment errors K Ui and K Li where s i , i=1,2,3 is the gyro scale factor errors driven by the white noise η s K Ui is the upper misalignment errors driven by the white noise η U K Li is the lower misalignment errors driven by the white noise η L At normal rate operating conditions for space missions (<2 deg/sec slew), the S term in equation (2) can be ignored; however, for high rate operating conditions, the S term needs to be estimated online in order to cancel out their contributed errors as the product of S and ω. The larger the rate magnitude is, the larger the scale factor errors and misalignment errors will be. At the current state of practice, only bias errors, b x,y,z , are being accounted for at the filtering level as part of the well-known 6 state EKF The scale factor errors and misalignment errors are negligible for high quality gyros but for MEMS sensors, they become a dominant noise source "contaminating" the truth rate, thus affecting vehicles' rate loop closure stability for either spacecraft or missile applications. Figure  1 illustrates the effect of the S matrix on the EKF estimation accuracy under a high slew rate condition of MEMS gyros. 
Therefore, the ability to accurately predict or estimate S matrix (which is a combination of scale factor errors and misalignment errors) as part of the real time filter's actions is the key to the success of transforming the MEMS inertial sensors into high grade inertial sensors.
This implies that the EKF needs to have a 9 state (adding three scale factor errors to the basic 6 state EKF described earlier) or 15 state (adding 6 more misalignment errors to the 9 state) vectors. That has been the design direction to address high rate slew missions [3] [4] . However, those directions are still mainly dictated by the fundamental drawbacks of the EKF based design techniques, which are summarized as follows,
• EKF is based on the first-order linearization of the true nonlinear dynamics and measurement equations. Thus, the estimation accuracy and stability will deteriorate under high nonlinearity and large uncertainties.
• The heavy reliance on the prior knowledge of the EKF's state noise covariance matrix (Q) and the measurement noise covariance matrix (R) (see Figure 2) , which, in reality, are usually difficult to obtain after deploying them in orbit, makes the EKF vulnerable. All gyro noise parameters are varying on orbit and getting worse after certain duration, thus affecting the value of the Q matrix. Likewise, star tracker as external aiding source to the EKF has its R matrix varied as well.
• If the pair [Q, R] matrices are not properly tuned per operating regime or flight condition, the EKF performance will drastically suffer, thus not being able to provide a navigation solution accurate enough to support the guidance and control loop closures for coordinated commands and actions generation. • Likewise, the measurement covariance matrix R needs to be tuned not only for the sensor characteristics but also for its bandwidth operating conditions. An adaptive R matrix for EKF has been searched during the past decades; however, none has been seen in the state of practice.
• The fundamental and inherent inappropriate assumption that the pair [Q, R] matrices are uncorrelated and white.
Our proposed concept, leveraging the adaptive filtering design scheme called the Multiple Model Adaptive Estimation (MMAE) coupled with the gyros noise estimation for update and cancellation, is offering a performance characteristic that at this point, via simulation, significantly outperforms the EKF and other modern nonlinear filtering schemes like Unscented Kalman filter (UKF).
Why Noise Cancellation Will Work
If we examine the gyro output equation (eq. (1)), the key step is to estimate the ARW term for the process noise Q matrix update to reflect its in-orbit operation status and factor them into the filter via the roll-off process since the bias and S term can be done via the estimation process (proven steps, see [1] [2] [3] [4] ). Therefore, the main challenge is the ARW estimation and cancellation. This concept has been identified by several researchers during the past decade (e.g., [3] [5]). We propose a different technique instead of using heuristic approach proposed by [5] . Our concept is illustrated in Figures 3 and 4 below. How the ARW can be estimated and identified in real time is presented in Figure 4 . The ARW noise estimation concept has been studied in [5] & [6] and now can be matured and implemented in a practical implementation.
Gyros Noise Isolation and Identification Concept
It is worth pointing out that the gyro's individual noise source isolation and identification proposed is done in a real-time fashion. The characterization of the scale factor (SF) error stability and bias error stability is the key factor to the success of this technique. As depicted in Figures 3 and 4 , the characterization of these two noise sources is accomplished by the calibration filter to provide the error correction. Two innovative features that make the overall concept viable are emphasized as follows:
• Real-Time Statistical Identification of gyros noise sources such as ARW and AWN:
The real-time 1-sigma value identification capability of these white noise sources is critical to the performance maintenance of the calibration filter since the values of these noise sources may be significantly different from the IRU vendor's specification after being deployed on orbit. With the correct statistical knowledge of these white noise sources identifiable in real-time, the calibration filter process noise can be updated in real-time to provide accurate calibration.
• Real-Time Characterization of Scale Factor Error and Bias Error Stability Variation: To fully capture the stability variation of the SF error and bias error, either as a random walk or correlated noise process both for symmetric and asymmetric elements, the white noise characteristics that drive the SF error stability or the bias stability need to be constantly monitored and identified in real-time. These values are normally not available from vendor's specification. However, they are important for the filter to achieve acceptable performance for calibration, thereby allowing MEMS IRU utilization with a more accurate solution. These two features will allow the compensation of MEMS IRU in a very unique way as compared to the traditional attitude estimation solution. We employ the correlated noise model (i.e., first order Markov model) described in [5] to capture the bias error and SF error of the gyros for this study.
Development of a 15 State Extended Kalman Filter

Quaternion Parameterization and Gyro Model
For spacecraft attitude estimation, the quaternion has been the most widely used attitude parameterization [1] . The quaternion is given by a four-dimensional vector, defined as
with ( )
, where d is the unit Euler axis and ϑ is the rotation angle. Because a four-dimensional vector is used to describe three dimensions, the quaternion components cannot be independent of each other. The quaternion satisfies a single constraint given by
. The attitude matrix is related to the quaternion by
where 3 3 I × is a 3 3 × identity matrix and 13 ×     q is the cross product matrix, defined by 
For small angles the vector part of the quaternion is approximately equal to half angles [6] .
The quaternion kinematics equation is given by ( )
where ω is the three-component angular rate vector. A major advantage of using the quaternion is that the kinematics equation is linear in the quaternion and is also free of singularities.
Another advantage of the quaternion is that successive rotations can be accomplished using quaternion multiplication. Here the convention of [6] is adopted, where the quaternions are multiplied in the same order as the attitude matrix multiplication, in contrast to the usual convention established by Hamilton. A successive rotation is written using ( ) ( ) ( )
. The composition of the quaternions is bilinear, with
Also, the inverse quaternion is given by
, which is the identity quaternion.
A common sensor that measures the angular rate is a rate integrating gyro. For this sensor, a widely used three-axis continuous-time model is given by
where ω  is the measured rate, b is the drift, S is a matrix of scale factors s and misalignments U k and L k , and v η (i.e., angular random walk, ARW), u η (i.e., rate random walk, RRW) and s η , U η and L η are independent zero-mean Gaussian white-noise processes with where E{ } denotes expectation and ( )
is the Dirac-delta function.
Kalman Filtering for Attitude Estimation
This section provides a review of the equations involved for spacecraft attitude estimation using the Kalman filter. The measurements are assumed to be given for a star tracker determined Kalman filter. To within first-order the quaternion measurements can be modeled by ( )
where q  is the measurement quaternion and v is a zero-mean Gaussian process with covariance R . Note that v is not a stationary process and R is determined from the attitude errorcovariance of the attitude determination process [4] . Also, to within first-order the quaternion normalization constraint is maintained with this measurement model. A summary of the extended Kalman filter (EKF) for attitude estimation, including gyro drifts and scale factors, is shown in 
where diag denotes a diagonal matrix, ∆s is a vector of the diagonal elements of S 3 3  3 3  3 3  3 3   3 3  3 3  3 3  3 3  3 3   2  3 3  3 3  3 3  3 3  3 3  2  3 3  3 3  3 3  3 3  3 3  2  3 3  3 3  3 3  3 3  3 3  2  3 3  3 3  3 3  3 3  3 3  2  3 3  3 3  3 3  3 A discrete-time propagation of the quaternion and error-covariance is possible (see [5] for details). The discrete-time covariance propagation is given by
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where k Φ and k Q are discrete-time state transition and process-noise covariance matrices, respectively. For small sampling intervals the discrete process noise matrix is well approximated by (also see [8] 
where t ∆ is the sampling interval and ( ) k Ω ω is a diagonal matrix made up of the elements of the estimate rate.
Multiple-Model Adaptive Estimation
MMAE Formulation
Multiple-model adaptive estimation described in [2] is a recursive estimator that uses a bank of filters that depend on some unknown parameters. In our case these parameters are the process noise covariance, denoted by the vector p , which is assumed to be constant (at least throughout the interval of adaptation). Note that we do not necessarily need to make the stationary assumption for the state and/or output processes though, i.e. time varying state and output matrices can be used. A set of distributed elements is generated from some known probability density function (pdf) of p , denoted by ( )
. The goal of the estimation process is to determine the conditional pdf of the  th element of ( ) . Note that
The conditional mean estimate is the weighted sum of the parallel filter estimates
Also, the error covariance of the state estimate can be computed using
The specific estimate for p at time k t , denoted by ˆk p , and error covariance, denoted by k Z , are given by
Equation (23b) can be used to define 3s bounds on the estimate ˆk p .
Attitude Likelihood Function
This section derives the likelihood function for the MMAE algorithm using quaternion measurements. From Table 1 , the measurement residual is defined to be (ignoring the propagated notation for q ) ( )
which is derived from the vector part of 1 − ⊗ (the factor of 2 is used so that e represents halfangle residuals). Using Eq. The CMOS star tracker attitude accuracy is at 70 arcsecs while the QRS gyros ARW is at 0.035 deg/hr^0.5. The mixing of gyros and CMOS star tracker will provide continuous high rate attitude and rate information with better quality information thanks to the EKF calibration filter to remove the gyros' error sources and the CMOS star tracker's high noise (75 arcseconds).
The attitude estimation accuracy of a single 15 state EKF is presented in Figure 6 
Gyros Noise Estimation for Update and Cancellation
Figure 16 presents the excellent gyro noise identification using the MMAE scheme implemented as a separate subsystem to estimate the IRU noise. Only rate random walk (RRW) and angular random walk (ARW) are estimated in this study. The one sigma values of RRW and ARW noises estimated online, will feed the adaptive process noise block to compute the right signature for the MMAE/IMM filter to effectively maintain the accuracy of the navigation solution in the presence of IRU performance degradation (due to aging or in-orbit drift variation) 
Conclusion
An adaptive filtering architecture via MMAE scheme has been developed and experimented for the possibility of using low cost low grade MEMS gyros and CMOS star tracker (lower grade than a traditional expensive high performance CCD star tracker) to produce precision attitude determination system. The proposed MMAE coupled with gyros noise estimation for update and cancellation is capable of ameliorating the effect of MEMS gyros bias, SF and MA errors while a traditional single EKF scheme suffers for a same operating condition. The MMAE scheme is exploited to offer two primary design features: (1) multiple EKF models mixing to provide the right fusion combination between various filter models' state vectors for a consistent navigation solution update at various rate magnitudes and (2) the ability to mix multiple external sensor data update in a simultaneous fashion via MMAE framework regardless their disparate update rate. In other words, external data available out of each sensor provided at different output rate can be systematically combined via the MMAE/IMM mixing scheme. Simulation performance results indicate that the MMAE/IMM provides better estimates compared to using each filter alone. Also, the MMAE approach is an effective scheme to estimate MEMS gyros noise parameters while not requiring an expensive CCD star tracker. 
