This paper is concerned with proving theoretical results related to the convergence of the conjugate gradient method for solving positive definite symmetric linear systems. Considering the inverse of the projection of the inverse of the matrix, new relations for ratios of the A-norm of the error and the norm of the residual are provided starting from some earlier results of Sadok [16] . The proofs of our results rely on the well-known correspondence between the conjugate gradient method and the Lanczos algorithm.
Introduction
The conjugate gradient (CG) method was originally developed in the early 1950s by Hestenes and Stiefel [5, 6] for solving a linear system of equations
where A is a symmetric positive definite (SPD) matrix. Let x 0 be a given initial approximate solution of equation (1), the CG method first computes the initial residual r 0 = b − Ax 0 and then generates a sequence of approximate solutions x 1 , x 2 , . . . such that the residual vectors r i = b − Ax i , i = 0, 1, . . . can be written in the form r i = P i (A)r 0 , where P i belongs to the space π i of i-th degree polynomials satisfying the relation P i (0) = 1.
The CG polynomial P i is implicitly computed by the algorithm and is such that the error i = x − x i , which satisfies the relation A i = r i , is minimized in the A-norm, defined for a vector y ∈ R n as y A = (y T Ay) 
In exact arithmetic, the CG residual vectors r i are mutually orthogonal, e.g. (r i , r j ) = 0, i = j. Various upper bounds for i A can be obtained by using other polynomials in π i rather than the CG polynomial in equation (2) , see [1] , [4] , [10] . In this paper we are concerned with finding exact expressions for the A-norm of the error as well as for ratios of the norm of the error to the norm of the residual. We will rely on the correspondence between CG and the Lanczos algorithm. In the course of the development of these theoretical results, we will also introduce new approximations to the eigenvalues of A. In some particular cases, they are similar to the harmonic Ritz values, see [20] .
The remainder of the paper is organized as follows. In section 2, we describe in more details the Galerkin orthogonality conditions that define the CG iterates. Using the relationship between CG and the Lanczos algorithm (see [7] , [8] ) in section 3 leads to some new exact relations for the A-norm of error and the residual norm, depending essentially on Krylov matrices whose columns are the vectors of the natural basis of the Krylov subspace based on A and the initial residual. In section 4, using the QR factorizations of these Krylov matrices (which are closely linked to the Lanczos algorithm), some new expressions are derived for ratios of the norms of the error and the residual.
In this paper we assume exact arithmetic. For a summary of results about the behaviour of CG in finite precision arithmetic, see [11] or [12] . Throughout this paper, e j stands for the j-th vector of the canonical basis.
The conjugate gradient method
In this section, we recall some theoretical properties of CG and give some expressions for i A involving Krylov matrices. Let us consider the linear system (1) with the SPD matrix A. Let v ∈ R n and K k (A, v) ≡ span{v, Av, . . . , A k−1 v} be the Krylov subspace constructed from A and v. According to equation (2) , the CG iterates x k are defined by
and the so-called Galerkin orthogonality conditions
It follows from property (3) that the residual vector r k can be written as a linear combination of the Krylov vectors A i r 0 , i = 0, 1, . . . , k, which is written as
with coefficients a i ∈ R, 1 ≤ i ≤ k. The orthogonality condition (4) is nothing but
In an equivalent matrix form, using the Krylov matrix K k whose columns are the Krylov vectors
and the representation
with a = (a 1 , a 2 , · · · , a k ) T , the orthogonality condition writes as K
Of course, in practice, x k is not computed by solving the linear system (8) for the coefficients a i at each iteration k. This relation will be used only for theoretical purposes. The matrix K T k AK k , known as a moment matrix, is dense, has Hankel structure and is badly conditioned. The most usual form of the conjugate gradient algorithm (see for instance [4] , [1] , [10] or [11] ) is obtained by building an orthogonal basis of the Krylov subspace. The most used form of the conjugate gradient algorithm involves two coupled two-term recurrences. For later use we denote the two scalar coefficients of CG as
where r j (resp. p j ) denotes the residual (resp. descent) vector and (. , .) denotes the usual inner product. The CG algorithm needs only a matrix-vector product, vector additions and multiplications by scalars and two inner products per iteration. In the following, we derive expressions for the A-norm of the error k A . Similar results for the error norm of Krylov methods like GMRES or FOM were proved in [16] . They will be used in Section 4. We start by giving expressions of
Proof. Since A k = r k , it follows from relations (5) and (6), because of orthogonality conditions, that
Using equations (8) and (7), we deduce, since
We observe that the right hand side of equation (10) is the Schur complement of
This is obtained since
We can factor this matrix into a product of a block upper and a block lower triangular matrix (block UL factorization) Taking determinants on both sides yields the formula that gives k 2 A as the ratio of two determinants.
From the block UL factorization of the matrix K
.
Proof.
A −1 K k+1 e 1 and this proves the result.
This leads to the following lower bound on the norm of the error.
Theorem 2. We have
where κ denotes the condition number.
Proof. The Kantorovich inequality [21] says that for a vector y and a nonsingular matrix B, we have (By, y)(B −1 y, y)
Using this with y = e 1 and B = K
, we obtain the lower bound. The lower bound in the last result shows that there is no convergence of the CG algorithm as long as the matrix K
The Lanczos algorithm
In this section, we recall some basic facts about the Lanczos algorithm and its relation to CG, and we introduce new approximations to the eigenvalues of A.
The relationship between CG and Lanczos algorithms
It is well known (see, for instance [11] ) that the CG algorithm is equivalent the Lanczos algorithm which generates a sequence of n × k matrices V k whose columns are the Lanczos vectors v i , i = 1, . . . , k. These vectors are recursively constructed using a three-term recurrence
The coefficients α j and η j are defined to obtain mutually orthonormal basis vectors for the Krylov subspace K k . They define tridiagonal matrices T k
Using these notations we have the following well-known properties
, and we have the matrix relation
Multiplying relation (11) by
The Lanczos algorithm can be used to solve linear systems by defining iterates x k = x 0 + V k y k . The coefficients in the vector y k ∈ R k are computed by requiring orthogonality of the corresponding residuals. They are obtained by solving a tridiagonal linear system
The relationship between CG and the Lanczos algorithms is given in the following theorem, see for instance [11] . 
The Lanczos vectors are related to the CG residual vectors by
As seen previously, the A-norm of the CG error shows the important role played by the matrix (K
Using the QR factorization of the Krylov matrix K k , we obtain
and R k is an upper triangular matrix. This orthonormal matrix V k is the same as the one constructed by the Lanczos algorithm, see [11] . Consequently
where T k is defined as
Properties of the matrix T k
We will now study the interesting properties of the matrix T k . We will first prove that this matrix is tridiagonal. We will also show that T k is nothing but the matrix T k except for the (k, k) diagonal element, that is T k is a rank-one modification of T k . We will prove that its eigenvalues, which in the sequel will be called the Galerkin values (since relation (2.2) is a Galerkin condition) are approximations to the eigenvalues of the matrix A. The eigenvalues of T k behave as those of the Lanczos matrix T k known as the Ritz values. Some interlacing relations between both sets of approximations will be given.
The Galerkin values are also related to the harmonic Ritz values [13] . In fact, they are equal to the harmonic Ritz values when the first Lanczos vector v 1 is chosen as v 1 = Av, v ∈ R n , but otherwise they are different.
To prove the next theorem we need the following lemma which is proved in Zhang [21, p. 207].
Lemma 1. Let U be an orthogonal matrix. If the eigenvalues of the SPD matrix A are ordered such that λ n ≤ . . . ≤ λ 1 then ∀y ∈ R n , we have
In the following result we characterize the matrix T k . Similar results were proved differently in [9] and also in [20] for the harmonic Ritz values. 
where τ k is a positive real element such that
Proof. Invoking relation (11) we deduce that
Since T k and T k are symmetric, it is obvious that u k e T k is also symmetric. Hence u k e T k = τ k e k e T k and T k is tridiagonal. In Lemma 1, we set, U = V k and y = e k to obtain the second part of the theorem. Theorem 4 shows that the only unknown parameter of T k is τ k . Indeed we have be respectively the eigenvalues of T k (Ritz values) and T k (Galerkin values). We arrange them as θ
and θ
1 . In the following theorem we give some interlacing properties relating the eigenvalues of the three matrices T k , T k and A.
Theorem 5. There exist nonnegative real numbers m 1 , . . . , m k such that
with m i ≥ 0 and
Since the matrix T k is obtained by perturbing the matrix T k by a rank-one matrix τ k e k e T k , with τ k nonnegative, then from Theorem 8.1.5 of [4, p. 412], we deduce that
We have also
and there exist nonnegative real numbers m i , for i = 1, . . . , k, such that
The matrix T k−1 is the leading submatrix of order (k − 1) of T k obtained by deleting the last row and the last column. Hence by using the Cauchy interlacing theorem for eigenvalues [4, p. 411], we get
Finally, for the last part, we use the relation T
is a section of the matrix A −1 (see the last section of [13] ). Then using [13] When using CG, we are concerned with the A-norm of the error because it corresponds to the energy norm occurring in some problems arising from partial differential equations and also because this norm is minimized at each CG iteration. In this section, using results from sections 2 and 3, we will derive formulas for ratios of norms of errors and residuals. For the A-norm of the error we have the following result which appears to be new. It shows the importance of the parameter τ k in CG convergence.
Theorem 6. Let k−1 and k be the errors obtained by the conjugate gradient method at steps k − 1 and k respectively. We have
Applying Sylvester's identity (see [3] or [2] ) to this matrix, we obtain
We notice that the first matrix on the right hand side is K 
By using Theorem 1, the following result holds
By using the QR factorization of K k which is 
Using equation (18), we get
On the other hand, since the matrix T k has the following form
it follows from the Cholesky-like factorizations of T k−1 and
which completes the proof. Theorem 6provides an exact expression for the ratio of norms k A / k−1 A . From this, bounds can be obtained which, unfortunately, are not optimal when k > 1. Remarks:
1. If k = 1, by using the fact that
) and the Kantorovich inequality, it is easy to show that an optimal bound is given by
Using Theorem 5, we deduce that
Notice that this last bound is weaker than the one obtained by using Chebyshev polynomials, see [1] , [10] . We now consider the norm of the residual vector and the relationships between the error and residual norms. First, we recall a result proved by Sadok in [16] .
Theorem 7. Let r k−1 and r k be the residuals obtained by the conjugate gradient method at steps k − 1 and k respectively, we obtain It is known that when the A-norm of the error decreases monotonically, the norms of the CG residuals may oscillate. Using the previous theorem we can give a bound for the (possible) increase of the residual.
Theorem 8. Let r k−1 and r k be the residuals obtained by the conjugate gradient method at steps k − 1 and k respectively, we obtain
where κ(A) = λ 1 /λ n is the condition number of A.
Proof. Formula (11) can be rewritten as
Multiplying this relation by its transpose we find that
From the second part of Lemma 1, we deduce that
Then, by using the Courant-Fischer Minimax Theorem, Theorem 4 and Theorem 7, we conclude that
The following result relates the A-norm of the error to the norm of the residual. We will see that the inverse of the matrix T k+1 plays a key role here. Theorem 9. Let r k be the residual obtained at the k-th step, k and k−1 be the CG errors obtained at the k-th and (k − 1)-th steps respectively. Then 1.
Proof. It was proved by Sadok in [16] that
From Theorem 1, we see that
Using once again the QR factorization of the Krylov matrix
The second part of the theorem is obtained by bounding det( T k+1 )/ det(T k ).
The following theorem gives the ratio of norms of the residual and the error as a function of CG and Lanczos parameters and τ k+1 .
Theorem 10. Let r k be the residual and k be the CG error obtained at the k-th step. Then
Proof. Using formula (18), we have
The assertion follows from Theorem 9. Finally, we relate our results which have been obtained using Krylov matrices to a formula for the difference of the squares of the A-norm of the error in successive iterations first proved in the seminal paper of Hestenes and Stiefel [5] . Proof. By using equation (16), we have
where
Conclusion
In this paper we have established new expressions for the A-norm of the error and the norm of the residual for the CG algorithm by using the relationships between CG and the Lanczos algorithm. We have shown that T k = (V T k A −1 V k ) −1 is a tridiagonal matrix and a rank-one modification of the Lanczos matrix T k . This modification is characterized by an important parameter τ k which is involved in the ratio of A-norms of the error at successive CG iterations and in the ratio of the norm of the residual to the A-norm of the error. It remains to be seen if one can compute τ k or, at least, compute good approximations of it, during CG iterations. This will be considered in a forthcoming paper. It could lead to complementing the bounds of the A-norm of the error that can be cheaply computed using Gauss quadrature, see [17, 18, 11] for a summary of these techniques.
