Optical parametric amplifiers using chirped quasi-phase-matching gratings offer gain over wide bandwidths, making them promising candidates for use in ultra-short-pulse laser systems. We discuss the space-time evolution of the amplified light pulses. In the case of a linear phase-matching profile, this problem is exactly solvable. The Green's functions of the system are investigated in detail and used to calculate the pulse shapes in the long-and short-pulse regimes.
INTRODUCTION
This paper is the second of a series on optical parametric amplification in nonuniform phase-matched media. The first paper treated the problem in the frequency domain, relying heavily on the WKB technique [1] . In this paper we present the time-domain analysis, which provides insight into the shape of the amplified pulse.
This problem is in fact similar to models found in other fields of physics. For instance, in atomic physics the nonadiabatic crossing of energy levels is modeled by coupled oscillators with linearly varying phase mismatch. That problem was solved in terms of parabolic cylinder functions independently by Landau [2] , Zener [3] , and Stuckelberg [4] in 1932. The entire field was revived in the early 1970s by the pioneering work of Rosenbluth and coworkers [5] , in the study of parametric instabilities driven by lasers in inhomogeneous plasmas. The Rosenbluth [5] model is equivalent to the Landau-Zener-Stuckelberg model except for a sign change in the exponent: an exponentially small probability of diabatic atomic transition now becomes an exponentially growing amplified wave in the case of a parametric instability. The Green's function of the space-time Rosenbluth problem is also known [5, 6] . More recently, Short and Simon studied the shape of the amplified pulses [7] , emphasizing the important differences existing between the impulse response and an amplified pulse.
The Rosenbluth [5] model assumes a time-independent pump wave. A completely different situation, that of a uniform medium with a time-dependent pump wave, has been presented by Afeyan and Fejer [8] . The case where both the medium and the pump wave are variable will be the subject of future research.
The goal of this paper is to obtain the shape and phase of the amplified signal and idler optical pulses. Because of their large amplification bandwidth, chirped quasi-phasematched (QPM) gratings are potential candidates for short-pulse optical parametric amplifiers (OPAs). It is therefore important to understand the behavior of the amplified pulses. For several high-peak-power applications, effects such as prepulsing are undesired, and a precise knowledge of the pulse shape is required. This paper is divided into three main sections. The first one is a review of the uniform medium. We derive the Green's functions for the amplified waves, following the work of Bobroff and Haus [9] . We also discuss the nature of the instability in the copropagating and counterpropagating situations. This overview serves as a preparation to the study of the nonuniform medium, which comes next. We derive the Green's functions for a linear nonuniform phase-matching profile, show how to recover the uniform-medium limit and discuss the nature of the instability. The last third of this paper is dedicated to obtaining the pulse shape. We consider two regimes: those of long and short pulses.
UNIFORM MEDIUM A. Propagation Equations in the Frequency Domain
The physics of optical parametric amplification in nonuniform phase-matched media is described in part 1 [1] . Two copropagating plane waves, the signal and the idler, satisfying the frequency-matching condition, are coupled through their interaction with a monochromatic, undepleted pump wave. The equations describing the evolution of the envelopes A s and A i are [10, 11] . Note the slight difference between this time-domain definition (which extracts only the center carrier phase k s,i0 z − s,i0 t) and the one used in the frequency-domain description [1] (which extracts the phase k s,i z − s,i t at each frequency under consideration).
The coupling coefficient ␥ appearing in Eqs. (1) and (2) is proportional to the amplitude of the pump wave. In the context of optical parametric amplification in QPM gratings, it is given by ␥͑z , ␦͒ = ͑ s i / n s n i ͒ 1/2 ͓d eff ͑z͒ / c͔͉E p ͉, where d eff is the amplitude of the effective nonlinear coefficient of the QPM grating (i.e., the amplitude of the Fourier coefficient of the spatially modulated structure), ͉E p ͉ is the magnitude of the pump wave electric field, s,i are the frequencies of the signal and idler waves, n s,i are their refractive coefficients, and c is the speed of light in vacuum.
We take Laplace transforms in time, assuming input at the signal wave only. Using −i as the transform variable, we obtain where A s ͑z ,0͒ denotes the initial signal distribution, and the tilde indicates a Laplace transform in time. Before reaching the nonlinear medium (i.e., for t Ͻ 0), an impulse is given by ␦͓t − ͑z − z 0 ͒ / v s ͔. Therefore, A s ͑z ,0͒ = v s ␦͑z − z 0 ͒.
The two coupled equations can then be combined to eliminate one of the two waves, and simplified using
The evolution of the signal wave is given by
Similarly, the idler wave obeys
The homogeneous parts of these equations are identical; the signal and idler waves differ by their driving terms and initial conditions.
B. Green's Functions
It is useful to introduce the sum and difference of the inverse velocities as follows:
͑10͒
The homogeneous solutions of Eqs. (7) and (8) are
͑11͒
The particular solutions can be constructed using a linear combination of ⌿ 1 and ⌿ 2 satisfying the boundary conditions at the input plane z 0 . Alternatively, we can obtain the solution of Eqs. (7) and (8) by taking Fourier transforms in z. The Fourier-domain representation of the impulse response is
͑13͒
The carets indicate spatial Fourier transforms, and k is the transform variable. The Green's functions are obtained by inverting the transforms in k and . In the case of the signal, we must evaluate
͑14͒
To obey causality, the contour must be taken above all singularities. Similarly, to ensure that G s = 0 for z − z 0 Ͻ 0, the contour C k must be taken from − ϱ + i Im͑͒ / v to + ϱ + i Im͑͒ / v. For z − z 0 Ͼ 0, the k contour can be closed in the lower half-plane. This yields two contributions, one for each of the two poles k ± = ±͓͑ / ␦v͒ 2 − ␥ 2 ͔ 1/2 :
The two integrands in Eq. (15) have a branch cut along the real axis ranging from =−͉␦v ͉ ␥ to = +͉␦v ͉ ␥. When ͉͉ is large (for instance if the contour is taken far above the real axis), the exponent in the first integral becomes −i͑t − t s ͒, where t s = ͑z − z 0 ͒ / v s is the signal wavefront. If t Ͻ t s , the contour can be closed in the upper half-plane, which contains no singularities, and therefore the first integral is zero. Conversely, if t Ͼ t s , the contour can be closed in the lower half-plane, around the branch cut. By a similar argument, we find that the second integral is zero if t Ͻ t i , where t i = ͑z − z 0 ͒ / v i is the idler wavefront, and nonzero otherwise.
It is useful to introduce the delays with respect to the wavefronts, V s and V i , as follows:
With these definitions, V s and V i are both positive between the wavefronts (i.e., for
We will see that t s and t i define the edges of the causal region, outside of which the amplitude of the impulse response is zero. Next, we perform the change of variables
. We find that the two integrals are in fact equal. Their sum is nonzero only in the causal region, where V s V i Ͼ 0. Outside of the causal region, the two integrals are either both zero or they cancel because they have opposite signs. After the change of variables, Eq. (15) becomes
͑18͒
where ͑x͒ denotes the step function (i.e., =1 if x Ͼ 0 and =0 if x Ͻ 0). We recognize an integral representation for the modified Bessel function I 0 . Finally, carrying out the differentiation, we obtain the result
͑19͒
The idler Green's function can be calculated by repeating this calculation. An alternative approach is to rewrite Eq. (1) in terms of the delays V s and V i :
Carrying out the differentiation, we find
These expressions are identical to those given by Bobroff and Haus [Eqs. (23) and (24) of [9] ]. The point of maximum amplification, z* = vt, travels at velocity v =1/͓ 1 / 2 ͑1/v s +1/v i ͔͒. At that location, the waves grow as e ␥͑z*−z 0 ͒ . The shape of the Green's functions are shown in Fig. 1 , for ␥͑z − z 0 ͒ = 5 and 10, corresponding to moderate and large amplification, respectively.
C. Interaction in Lossy Media
The coupled-mode equations describing the interaction in absorptive media are 
with the contour C k Ј going from − ϱ + i Im͑͒ / v + i to + ϱ 
The Green's function differs from before by an absorption term:
D. Counterpropagating Waves
In the derivation above we were concerned with the case of copropagating waves, typical in nonlinear optics. However, in the plasma physics literature, the counterpropagating case is more common. The study of counterpropagating waves is also relevant to backward wave oscillators [12] . The coupled-mode equations describing the interaction of counterpropagating waves in uniform media are [9] ‫ץ‬A s
In other words, inverting the direction of one of the waves (here, the idler) amounts to flipping the sign of its velocity, absorption coefficient, and coupling coefficient. Therefore, the expressions for the Green's functions obtained in the copropagating case can also be applied to the counterpropagating case provided that 
with the contour C k Љ going from − ϱ + i Im͑͒ / ␦v + i␦ to + ϱ + i Im͑͒ / ␦v + i␦. The expressions of the Green's function remain essentially unchanged:
although in the counterpropagating case the relative delays are defined as
The relative direction of propagation has profound implications as it determines whether the instability is absolute or convective. This distinction will be discussed in the Subsection 2.E
E. Character of the Instability
In this section we examine how the relative directions of the waves and the magnitude of the coupling coefficient determine the nature of the instability. An instability is absolute when a perturbation increases without limit at any fixed position in space as t → ϱ. Conversely, it is convective when it tends to zero at any fixed point as t → ϱ [13] [14] [15] .
Let us first establish the dispersion relation describing the evolution of the waves. Using the substitutions k = kЈ + / v + i into Eq. (24) and k = kЈ + / ␦v + i␦ into Eq. (30), we can rewrite the Green's functions in standard form:
where the contour is taken above all singularities and the k contour is along the real axis. The singularities of the integrand are given by the dispersion relation, ⌬͑k , ͒ = 0. In the case of counterpropagating waves, the dispersion relation is
In the copropagating case, it is
The nature of the instability can be determined using the usual pole-pinching argument [13] [14] [15] . Let us first consider the case of counterpropagating waves. The poles in the k-complex plane are
When ͉ ͉ → ϱ (i.e., when the contour is taken far above the real axis), the poles are k + Ϸ / v i + i i and k − Ϸ − / v s − i s ; they are located on either side of the real axis. As the contour is lowered towards the real axis, the poles move closer together, eventually "pinching" the k contour, which they approach from above and below. The polepinching frequency, 0 = iv͑␥ − ͒, is a singularity in the complex plane. It dominates the large-time behavior if it is located above the real axis, which happens when ␥ Ͼ . In this case, the perturbation grows as G s ϰ e t as t → ϱ, with a growth rate of = v͑␥ − ͒, regardless of the position along the z axis. The instability is therefore absolute. Conversely, if the gain is insufficient ͑␥ Ͻ ͒, the polepinching frequency is located in the lower half-plane. The contour can be lowered all the way below the real axis and the perturbation remains finite as t → ϱ; in this case the instability is convective.
It can be shown, by evaluating the integral asymptotically for large t (and moving at some velocity V), that the threshold for convective instability is ␥ = ͑ s i ͒ 1/2 . Therefore, the nature of the instability in the counterpropagating case can be summarized as follows. For 0 Ͻ ␥ Ͻ ͑ s i ͒ 1/2 , there is no instability; for ͑ s i ͒ 1/2 Ͻ ␥ Ͻ ͑ s + i ͒ / 2, the perturbation is convectively unstable; and for ␥ Ͼ ͑ s + i ͒ / 2, it is absolutely unstable.
Let us now examine the transition from counterpropagating to copropagating. The pole associated with the idler wave, k + , goes to infinity in the upper half-plane as v i → 0. When the idler wave changes direction, the dispersion relation for copropagating waves, Eq. (37), must be used. In this case, the poles are
For large Im͑͒, they are approximately
, both located in the lower half-plane. Therefore, as the idler wave changes direction, the pole k + goes to infinity in the upper half-plane and reappears in the lower half-plane. Since both poles are located on the same side of the k contour, pole pinching does not occur (i.e., it is always possible to deform the k contour to avoid the singularities). The contour can be lowered all the way down to the real axis; the instability in the copropagating case is always convective.
NONUNIFORM MEDIUM
In Section 2 we derived the Green's functions in the case of a uniform medium. In this section, we consider the more general case of a linear nonuniform medium. This problem was studied by Rosenbluth et al. [5] , Chambers [6] , and Short and Simon [7] in the context of laserplasma interactions.
A. Propagation Equations in the Frequency Domain
The coupled-mode equations describing the space-time evolution of waves interacting in nonuniform phasematching media are [11] ‫ץ‬A s
where
is the accumulated phase mismatch and ͑z͒ is the spatially varying wave-vector mismatch. In the context of quasi-phase-matching, ͑z͒
where k p , k s , and k i are the pump, signal, and idler wave vectors, and K g ͑z͒ is the wave vector associated with the QPM grating [16] . We first eliminate the exponential factor in the driving terms by substituting
After taking Laplace transforms in time, and using −i as the transform variable, we obtain ‫ץ‬a s
where a s ͑z ,0͒ denotes once again the initial signal distribution. As before, we combine the two equations and introduce
The equations describing the evolution of the waves are
B. Homogeneous Solutions for the Linear Profile
To proceed with the calculation of the spatial evolution of the Fourier components, we need to assume a certain functional form for the wavenumber mismatch, ͑z͒. In this paper we consider linear phase-matched media, described by the profile
In this expression, Ј is the dephasing rate (or chirp rate in the context of QPM technology), and z pm0 is the perfect phase-matching point at zero frequency detuning. Unless specified otherwise, we will assume that Ј Ͼ 0.
In the case of a uniform medium, the homogeneous solutions were exponentials. In a linear nonuniform medium, the homogeneous solutions of Eqs. (49) and (50) can be expressed in terms of parabolic cylinder functions. To see this, and to proceed with the calculation, it is convenient to introduce the normalized position, frequency, and time, as follows:
where we used the difference of reciprocal velocities, ␦v, defined in Eq. (10) . In these coordinates, space is defined with respect to the phase-matching point z pm0 . The wavenumber mismatch takes the simple form / ͱ Ј = z, and the phase mismatch becomes = 1 / 2 ͑z 2 − z 0 2 ͒. We also introduce the gain parameter,
Finally, we define the shifted position,
where = sgn͑␦v͒ (i.e., =1 if ␦v Ͼ 0 and =−1 if ␦v Ͻ 0).
With these definitions, the homogeneous parts of Eqs. (49) and (50) can be written as 
C. Green's Functions in the Frequency Domain
As before, we consider the initial impulse a s ͑z ,0͒ = v s ␦͑z − z 0 ͒. Substitution into the right-hand-side term of Eq. (49) gives the impulse driving the signal wave. Integrating twice over an infinitesimal region around the input position = 0 (and using the boundary condition y s ϵ 0 for Ͻ 0 ) gives the initial values of y s and its derivative:
We choose the two homogeneous solutions
which behave as forward-and backward-propagating waves at → + ϱ. Their Wronskian is W͕⌿ 1 , ⌿ 2 ͖ = e −i/4 e /2 . The linear combination of ⌿ 1 and ⌿ 2 satisfying the boundary conditions gives the frequency-domain representation of the Green's function:
Similarly, the impulse response of the idler wave in the frequency domain is
͑63͒
The spatial evolution of each Fourier component can be better understood by looking at the asymptotic behavior of the parabolic cylinder functions [17] , assuming a large gain 1. Before the PPMP, namely for 0 Ͻ 0, we have
ͬ .
͑65͒
In other words, before the PPMP the signal is essentially a plane wave propagating at phase velocity v s , affected by a modulation of small amplitude / ͉ 0 ͉ oscillating rapidly at the rate of the phase mismatch = 1 / 2 ͑ 2 − 0 2 ͒. The idler remains small, of the order of 1/2 / ͉͉. As it propagates towards the PPMP (i.e., when 0 0), it behaves like a plane wave propagating at the signal velocity v s .
After the PPMP, i.e., for 0 0 and 0, the waves behave as follows:
͑67͒
The key point is that the magnitude of both waves is e , the Rosenbluth gain factor [18] . The factors in square brackets are small modulations, of the order of 1/2 / ͉͉ and 1/2 / ͉ 0 ͉, which depend on the position of the PPMP with respect to the edges of the medium. Those oscillations are due to the finite length of the system and the abrupt turn-on and -off of the interaction at the edges. They vanish in the limit of an infinitely long medium, or can be reduced significantly by tapering the gain at the ends of the nonlinear medium. The idler wave experiences dispersion, through the quadratic phase term − 1 / 2 2 = −2 2 / Ј͑␦v͒ 2 . The physical origin of this dispersion is that the idler wave effectively travels at the signal velocity before the PPMP and at the idler velocity thereafter. This results in frequency dispersion because the position of the PPMP is itself frequency dependent.
D. Green's Function in the Time Domain
In subsection 3.C we have obtained the representation of the Green's functions in the frequency domain. In this section we derive its time-domain representation. In other words, we evaluate
where G s is given by Eq. (62) and the contour is taken above the real axis. We use the following integral representation for the parabolic cylinder function [17, 19] :
with the contour taken to the right of the imaginary axis. This representation has the advantage of being valid for all values of the parameter . The remainder of the derivation can be found in [5, 6] . We substitute these integrals into the expression for G s , Eq. (62), labeling the integration variables by p and q, then substitute into Eq. (68) and exchange the order of integration. The expression now consists of two terms [corresponding to the two terms in the curly brackets of Eq. (62)], each involving a triple integral in , p, and q. This is the point in the calculation where the positions with respect to the wavefronts intervene. To this end, we introduce the normalized travel times of the signal and idler wavefronts:
͑71͒
We also define the delays with respect to the wavefronts:
These delays correspond to V s and V i , defined in our discussion of the uniform medium, Eqs. (16) Armed with these definitions, we can evaluate the integrals in . The first one yields 2␦͑q + p − U i ͒, the second one 2␦͑q + p + U s ͒. These delta functions render straightforward the subsequent evaluation of the integrals in q.
At this point we are left with two integrals in p. The rest of the calculation is similar to that of the uniform medium. Closing the contours, we find the values of t for which these integrals are nonzero. Ultimately we obtain the following expression for the signal Green's function:
where the closed contour is taken around the branch cut going from −1 / 2 to 1 / 2. An equivalent expression, sometimes more convenient because it does not involve the singularity at U s = 0, can be obtained by integration by parts:
ͪ i dp ͬ .
͑75͒
The Green's function for the idler wave can be obtained in a similar manner:
These integral representations of the Green's functions involve not only the time delays with respect to the wavefronts t s and t s and the gain parameter but also the position with respect to the PPMP. The appearance of the term z + z 0 in the phase factor underlines the fact that the medium is nonuniform (if it were uniform, then space would enter only through functions of z − z 0 ).
The result being expressed in terms of an integral over the complex plane, additional work is required to understand its behavior and extract its physical meaning. One can rewrite it in terms of special functions, calculate it numerically, or evaluate it asymptotically in various regimes. Each one of these approaches will be taken in Subsection 3.J
E. Uniform-Medium Limit
The transition to the two regimes must be treated carefully because the uniform medium is a singular limit of the linear profile. (We cannot simply substitute Ј =0 in the expressions, for in this case = ϱ and U s = U i =0.)
We first make the dependence on the dephasing rate explicit by extracting Ј from the normalizations; we reintroduce the delays V s,i =2U s,i / ͉␦v ͉ ͱ Ј defined by Eqs.
(16) and (17) in the context of the uniform medium. Starting from the integral representation [Eq. (74)], we make the substitution p = pЈ / Ј. With this transformation, we can write ͓͑p −1/2͒ / ͑p +1/2͔͒ i = exp͕i͑␥ 2 / Ј͒ln͓1−Ј / pЈ + O͑Ј 2 ͔͖͒. We can expand the logarithm in powers of Ј, and then take the limit Ј → 0. Using the substitution pЈ
which is simply an integral representation for the modified Bessel function I 1 . Thus we recover the Green's function for the signal wave in the case of a uniform medium, Eqs. (19) and (21). ͪ i dp ͬ .
F. Interaction in Lossy Media

͑78͒
G. Counterpropagating Waves
As discussed in Subsection 2.D, the counterpropagating case can be recovered from the copropagating case by inverting the signs of v i , i , and ␥ 2 (or, in the present case, ). Therefore, upon inversion of the direction of the idler wave, the Green's functions are
where the delay relative to the wavefronts are now defined as
and normalized time is
H. Character of the Instability As we saw in Subsection 2.E, the nature of the instability depends on the location of the singularities in the complex plane. In the case of nonuniform media, the solution is expressed in terms of parabolic cylinder functions [see Eqs. (62) and (63)]. As long as is finite (i.e., Ј Ͼ 0), there are no singularities in the plane. Since the contour can be taken along the real axis, the perturbation remains finite as t → ϱ and the instability in a nonuniform medium is always convective, regardless of the relative direction of the waves. In fact, we will see later that the maximum amount of amplification is given by the Rosenbluth gain factor, e .
In the uniform-medium limit, the integral representation of parabolic cylinder functions, Eq. (69), gives rise to poles. The pole-pinching frequency can then impose a lower bound to Im͑ ͒. The fact that the character of the instability changes abruptly from absolute to convective as soon as nonuniformity is introduced is counterintuitive. In fact, the linear profile is an exceptional case; in general, when the waves are counterpropagating, the instability is absolute [20] . The absolute character of the instability is recovered when a quadratic [18] or random [21] perturbation is superposed to a linear profile, or when the pump wave is axially localized [22, 23] .
I. Alternative Representations for the Green's Functions
We expressed the Green's functions in terms of integrals over a closed contour in the complex plane. These forms present the advantage that the contour of integration can be adapted to a particular method of evaluation, for example, to facilitate numerical integration or make possible asymptotic evaluation. Alternative representations have been proposed in the literature and are reviewed here. We consider only copropagating waves, the extension to the counterpropagating case being straightforward.
Rosenbluth et al. [6] gave their solutions in terms of an integral over the real axis. This form can be obtained by collapsing the contour along the branch cut ranging from −1 / 2 to 1 / 2. On the segments above and below the cut, the integrand gives rise to factors of e ϯ . Redefining the integration variable, we can write the Green's functions in terms of integrals ranging from 0 to 1:
This is the form given in Eq. (8) of [6] . Short and Simon [7] pointed out that the integral appearing in Eqs. (84) and (85) are in fact confluent hypergeometric functions, an integral representation of which is [19] ⌽͑␤,␥,x͒ = ⌫͑␥͒
Using this definition, we can rewrite the Green's functions as
͑88͒
Alternatively, we can express the solutions in terms of generalized Laguerre functions:
J. Approximate Expressions for the Green's Functions
In Subsection 3.D we obtained the exact solutions for the Green's functions. However the integral representation does not lend itself to an immediate interpretation. We need to examine the behavior of the integral in various regimes in order to understand the solution. We distinguish three cases, depending on the relative magnitude of the product U s U i and the gain parameter . Note that the quantity U s U i represents the position inside the pulse. Using the definitions [Eqs. (72) and (73)], U s U i can be written as ͑t s − t͒͑t− t i ͒, which is a parabola in time centered at the mean position ͑t s + t i ͒ / 2 and reaching zero at the wavefronts t s and t i , as shown in Fig. 2 .
Whether we are interested in investigating the behavior of G s or G i using Eqs. (74), (75), or (76), we have to evaluate integrals of the form ͛e ͑p͒ f͑p͒dp, where
The three regimes examined below are distinguished by the location of the saddle points of ͑p͒, given by
Their trajectory is shown in Fig. 3 . When U s U i 4, the saddle points are purely imaginary and located far on either side of the real axis. As the value of U s U i increases, they move towards the real axis, and they meet at the origin when U s U i =4. As the value of U s U i increases further, the saddle points become real and they move apart toward the branch points ±1 / 2 as U s U i 4. The nature of the saddle points dictates the local behavior of the Green's functions. Close to the wavefronts ͑U s U i 4͒, the saddle points are imaginary and the waves grow exponentially. Conversely, away from the wavefronts ͑U s U i 4͒, the saddle points are real and the amplification is saturated. This situation is depicted in Fig. 2 . 
Case 1: U s U i 4
As the value of U s U i increases from zero, the saddle points move from ±iϱ toward the origin. The contour can be deformed in a loop passing through the saddle points, as shown in Fig. 4 , and for 0 U s U i 4 the integral can be evaluated using the steepest descent method. We find the following approximations for the Green's functions:
Except for the phase factors, these expressions are identical to the asymptotic behavior of the Green's functions in uniform media, Eqs. (19) and (21), for 2␥ ͱ V s V i large. Thus in the regime U s U i 4 the dephasing due to the nonuniformity of the medium is still unimportant and the wave amplitudes grow exponentially. However, when U s U i տ 4 the amplification saturates and the pulse enters a regime where the dephasing dominates.
Case 2: U s U i 4
In the middle of the pulse, where U s U i 4, the saddle points are located on the real axis and tend toward the branch points at ±1 / 2. The contour can be collapsed around the cut as shown in Fig. 5 and the integrals can be evaluated asymptotically using the stationary phase method. The contributions from the lower side of the cut then dominate the value of the integral.
In the case of the signal wave, the two saddle points yield contributions that are complex conjugates; the signal Green's function is oscillatory:
Due to the factor 1 / U s , the amplitude of G s increases as t→ t s and reaches its maximum in the region where U s U i ϳ 4. Therefore we also need to develop an approximation valid in the transition region.
In the case of the idler, the contribution from the saddle point p − dominates. The idler Green's function has essentially constant magnitude with some modulation added to it:
In this regime the signal and idler waves reach their maximum amplitudes, given by the Rosenbluth gain factor e . The amplification saturates because the nonuniformity of the medium brings the interaction out of phase matching. 
Case 3: U s U i ϳ 4
As mentioned earlier, the signal Green's function reaches its maximum amplitude close to the signal wavefront, in a region where U s U i ϳ 4. It is important to obtain an approximation valid in this transitional regime. When U s U i → 4, the two saddle points merge at the origin. The integrals cannot be evaluated asymptotically; we have to adopt a different strategy. Since the value of the integral is dominated by the behavior of the integrand around the origin we can expand ͑p͒ around p = 0 and collapse the contour around the branch cut. Then the contribution from the bottom of the cut dominates and we obtain the integral
ͬ dp, ͑97͒
which can be rewritten in terms of an Airy function using the substitution p = ͑16͒ −1/3 u. Thus the signal Green's function is approximately given by
The Airy function ensures the transition between exponential to oscillatory behavior as U s U i goes from 4 to 4.
K. Numerical Evaluation of the Green's Functions
Various means of approaching the integral representation of the Green's functions were outlined at the end of Subsection 3.D. In Subsection 3.I, the integrals were written in terms of known special functions; in Subsection 3.J they were evaluated approximately. In this section we calculate them numerically and show plots of their time evolution. The integrals in question here must be handled carefully since the integrand oscillates infinitely rapidly at the branch points. We can make use of the flexibility offered by the integral representations [Eqs. (74)- (76)] to choose a contour that avoids this difficulty. An example of such a contour is the dumbbell shape shown in Fig. 6 . If U s U i is large enough, the radius of the circles around the branch points can be chosen such that the contour goes through the saddle point. In any case it is possible to adjust the sampling along the path to resolve the oscillations of the integrand. One can also use the asymptotic representation for large values of U s U i . Figure 7 shows a numerical example with various input and output positions and compares it with the analytical approximations developed in Subsection 3.J. As expected from the asymptotic analysis, the agreement becomes better as z 0 → −ϱ and z → ϱ.
AMPLIFIED PULSES
The first half of this paper was concerned with solving for and understanding the behavior of the Green's functions for the signal and idler waves. In this section we use them to calculate the amplified waves, given various initial pulse shapes.
The Laplace transform technique used to solve the space-time evolution equations is ideally suited for initial-value problems. However, in the case of optical parametric amplification we have a boundary-value problem since we have knowledge of the incident waves at the input facet of the nonlinear crystal at any given time. The solution procedure consists of decomposing the input pulse, A͑z 0 , t͒ϵA s0 ͑t͒, into a continuous sum of impulses delayed in time, ͐A s0 ͑tЈ͒␦͑t − tЈ͒dtЈ. The evolution of each impulse is given by the Green's functions. Thus we are left with summing up their contributions. In other words, our goal is to evaluate the following convolution integrals:
We will consider the cases of long and short input pulses. The distinction between the two is defined with respect to the delay accumulated between the signal and
. Figures 8 and 9 show the evolution amplified pulse shapes as the input pulse duration is reduced. In this example the gain parameter is = 2; the corresponding Rosenbluth gain factor is e Ϸ 535. The input plane is located at z 0 = −15 and the wave is observed at z = 15, for a total length of L = 30. The pulse durations range from ⌬t = 50 (long-pulse regime) to ⌬t= 0.5 (short-pulse regime). The corresponding impulse response (very-short-pulse limit) was shown in Figs. 7(e) and 7(f). The pulse shapes in the long-pulse regime are shown in Figs. 8(a) and 8(b)  and 9(a) and 9(b) . 
A. Long Pulses
We consider long initial signal pulses, and allow for a frequency shift ␦ with respect to the carrier frequency. The input pulse can be written
where the envelope B s0 is a smooth function that varies slowly compared to the group delay between the signal and idler wavefronts,
The details of the calculation are given in Appendix A. The final expression is shown in Eq. (A7) in the case of the signal and Eq. (A8) in the case of the idler. Except for correction terms, which vanish in the infinite medium limit, the output pulse is essentially an amplified replica of the input, given by
Here, and 0 are the positions with respect to the frequency-dependent phase-matching point: = z − ␦ .
As expected, the waves are amplified by the Rosenbluth gain factor, e = e ␥ 2 /͉Ј͉ . The delay of the signal pulse is simply the travel time at the signal velocity, t s = L / v s . On the other hand, the delay of the idler pulse is the sum of the delays associated with propagation at the signal velocity before the PPMP and at the idler velocity after the PPMP:
The phase is the feature for which signal and idler are most different. The signal is amplified with very little phase accumulation: at the center of the passband (i.e., assuming z =−z 0 and small ␦ ), the phase of the signal wave is s = ln͉ / 0 ͉ Ϸ−4␦ / L , corresponding to a small linear phase with d s /d␦ =8 / ͉␦v ͉ ЈL, which vanishes in the limit of a long medium. On the other hand, We can also calculate the bandwidth of the amplifier. Significant amplification is possible only if the PPMP remains inside the grating. This limits the maximum frequency shift allowed: Ͻ L , ͉ 0 ͉ Ͻ L . Therefore the bandwidth is simply ⌬ BW = L ; in real units, with the definitions given in Eqs. (52) and (53), it is
͉Ј͉L, ͑104͒
in agreement with [1] . As expected, increasing the grating length or the chirp rate increases the amplification bandwidth. This discussion has ignored the presence of small corrections, which are derived in detail in the appendix. Those terms describe the effect of the finite length of the system and are due to the fact that the interaction is turned on and off abruptly at the edges of the medium. This causes a modulation of the gain as a function of fre- quency, or "gain ripple." (The gain ripple is treated in more detail in [1] .) An upper bound for the magnitude of these oscillations is given by ͱ ͉͑ 0 ͉ −1 + −1 ͒; they vanish in the limit of an infinitely long grating. The ripple can be reduced by varying the strength of the interaction adiabatically at the edges of the medium.
B. Short Pulses
A short pulse is one whose duration is shorter than the delay accumulated between the signal and idler wavefronts. We consider a Gaussian input pulse,
with ⌬tϵ 2 L . In physical units, the condition defining a short pulse is equivalent to ⌬t 2L / ͉␦v͉. The pulse shapes in the short-pulse regime are shown in Figs.
8(d)-8(g) and 9(d)-9(g).
When the duration of the input pulse is decreased, the output pulse is increasingly distorted. The main pulse is typically preceded or followed by smaller pulses. Natu- rally, the pulse shape tends to the impulse response in the limit of very short pulses.
Complete expressions for the amplified short pulses are given by Eqs. (A14) and (A15) of Appendix A. Here we will only discuss the main features of the amplified waves.
Let us first consider the regime for which the duration is not too short: 4 / L L / 2. In the spectral domain, this corresponds to the case for which the spectral width of the pulse is well-contained inside the bandwidth of the amplifier ͑⌬ ⌬ BW = L ͒. The main contribution to the signal wave is given by
It is a pulse of the same width as the input pulse, amplified by the Rosenbluth gain factor e , located at the signal wave front (except for a small delay of 4 / L corresponding to the linear spectral phase described in Subsection 4.A).
The output signal contains another pulse of identical width located at the idler wavefront, but of much smaller amplitude (by a factor of 4 / L 2 1). In addition, there is a wide train of small-amplitude pulses located between the two wavefronts. This train becomes wider and wider as the duration of the input pulse is decreased.
When the input pulse is even shorter ( 4/L , the "very-short-pulse" regime), the pulse train covers the entire range between the signal and idler wavefronts. In this limit, the output is essentially the same as the impulse response. In the spectral domain, the width of the input pulse is wider than the amplification bandwidth; in the temporal domain, the input pulse is so short that it can be regarded as an impulse.
The amplified idler is significantly different. In the short-pulse regime, it contains two small-amplitude replicas of the input pulse traveling at the signal and idler velocities, and a main contribution, which is a large, wide pulse located between the two wavefronts, given by
The width of this pulse is 2 / , which when 1 is much larger than the duration of the input pulse, ⌬t=2. In physical units, the duration of the amplified pulse is ⌬t =8/͑␦v͒ 2 Ј. This broadening is due to the fact that the amplification of the idler wave is accompanied by group delay dispersion, as discussed in Subsection 4.A. The pulse is also chirped, with a quadratic phase −1 / 8 ͑␦v͒ 2 Јt 2 , as a result of this dispersion. The arrival time is t si = ͑z pm − z 0 ͒ / v s + ͑z L − z pm ͒ / v i , which as discussed before is the time required to travel at the signal velocity up to the PPMP and at the idler velocity thereafter. As the duration of the input pulse is decreased, the idler pulse becomes wider but is limited in duration by the delay between the wave fronts. In the very-short-pulse limit ͑ 4/L ͒, the pulse occupies the region between the wave fronts entirely, and resembles the impulse response.
C. Pulse Distortion
In the short-pulse regime, the main pulse is followed or preceded by smaller pulses. These contributions represent distortions introduced by the amplifier. They are due to the abruptly terminated edges. They are the manifestation in the time domain of the ripple observed in the frequency domain. As a consequence, the techniques proposed in [1] to reduce the ripple, such as tapering the gain or the grating profile, will also reduce the pulse distortion.
Calculating the distortions correctly is one of the reasons why we used the exact expressions for the Green's functions as a starting point. Simplified approximations to the Green's functions may obtain the features of the main pulse correctly, but are likely to fail to capture the pulse distortion. For instance, it may seem reasonable to approximate the amplification spectrum by a constant Rosenbluth gain over the entire bandwidth, with dispersion in the case of the idler wave:
This approximation amounts to ignoring the gain and phase ripple affecting the amplification spectrum. One then finds the correct behavior for the main amplified pulse (namely, amplification by the Rosenbluth gain factor and stretching in the case of the idler wave) but completely misses the pedestal and pulse trains. It was necessary to carry out the calculation in detail in order to be aware of the effects neglected by using simpler approximations.
CONCLUSION
In this paper we investigated the temporal evolution of optical pulses in parametric amplifiers using linearly chirped quasi-phase-matching gratings. For completeness, we began by a review of space-time parametric amplification in uniform media, including both copropagating and counterpropagating geometries and a discussion of the character of the instability in each case. We then considered the central topic of this paper: the linearly nonuniform phase-matching profile. The Green's functions for the signal and idler waves were derived both in the frequency and time domains. We showed how to recover the uniform medium limit. We also showed that, exceptionally, counterpropagating waves interacting in nonuniform media do not constitute an absolute instability. Returning to the Green's functions, we gave equivalent representations found in the literature and explored their behavior in various regimes.
The final portion of this study was dedicated to the temporal shape of the amplified pulses. We examined the cases of long and short pulses. Long pulses emerge essentially undistorted and amplified by the Rosenbluth gain factor. The signal wave sees no significant phase shift. On the other hand, the idler wave accumulates frequencydependent phase, indicative of group delay dispersion.
In the short-pulse regime, the amplified signal and idler pulses are considerably different. In the case of the signal, the major contribution is a replica of the input pulse, amplified by the Rosenbluth gain factor. In the case of the idler, the pulse is stretched because of group velocity mismatch. The distortions affecting short pulses (pulse train or pedestal in the case of the signal and prepulses and postpulses in the case of the idler) are features caused by the abrupt medium edges; they can be mitigated by tapering the spatial profile of the gain.
APPENDIX A:
In this Appendix we give the details of the calculation of the amplified pulse shapes in various regimes. For definiteness, we will assume that v i Ͼ v s , hence t i Ͻ t s , and according to Eqs. (72) and (73), the delays with respect to the wavefronts are defined as U s = t s − t and U i = t− t i .
Long Pulses: ⌬t L
We consider a long pulse with a frequency shift with respect to the reference frequency 0 :
The duration ⌬t of the envelope B s0 ͑t͒ is assumed to be long compared to the delay between signal and idler after propagation through the medium: 
We evaluate the time integral using the stationaryphase method [17] in the limit z 0 → −ϱ, z → ϱ. It is easy to verify that the stationary point t 0 is located inside the causal region ͑t i Ͻ t 0 Ͻ t s ͒ provided 0 Ͻ 0 and Ͼ 0. If those conditions are satisfied, the main contribution to the integral comes from the saddle point and the following analysis is valid; if not, the integrand is oscillatory over the entire range of integration and the integral is small. In other words, amplification occurs only if the waves are launched before the perfect phase-match point (PPMP) ͑z 0 Ͻ ␦ ͒, and are observed after the PPMP ͑z Ͼ ␦ ͒. Thus we have demonstrated mathematically a fact that is obvious physically, namely that the amplification region is located in the vicinity of the phase-matching point z pm = ␦ .
After evaluation of the time integral, we are left with
The p integral can once again be evaluated using the stationary phase method. It can be put in the form ͐e i͑p͒ f͑p͒dp with
͑A4͒
There are four saddle points, two close to the origin and two close to the branch points:
The integration contour can be taken along the real axis, along the branch cut ranging from −1 / 2 to +1 / 2. The contribution from the saddle point p 1 is the leading asymptotic form; that from p 2 is negligible; those of p 3 and p 4 are the first terms of the asymptotic series 1 +1/ +1/ 0 +¯. The final result is
ͮ .
͑A7͒
The second and third terms inside the curly brackets represent oscillatory corrections due to the finite length of the medium; they vanish as → ϱ, 0 → −ϱ. ͪ i dp. ͑A12͒
Again, the contour can be taken along the branch cut. The Gaussian appearing in the integrand determines the range, which contributes significantly to the value of the integral. Let ⌬p =2/͑ ͉ U s − U i ͉͒ be the width of that Gaussian. If 4/L , then ⌬p 1 / 2 and the Gaussian is essentially flat over the range of integration ͓−1/2,1/2͔. In addition, the factor ͓erf͑x s ͒ − erf͑x i ͔͒ Ϸ ͑U s U i ͒. Then the integral in p is identical to the one appearing in the expression for the Green's function and we find A s Ϸ 2ͱ ͉␦v͉ͱЈ G s . ͑A13͒
As expected, in the very-short-pulse limit ͑ 4/L ͒ we recover the impulse response. The multiplicative factor is simply the area under the impulse (equal to 1/2 in physical units). If 4/L , then the Gaussian plays an important role. The location of the saddle points depends on the position inside the pulse. Let us first consider the regions close to the wavefront (i.e., either U s Ϸ 0 and U i Ϸ L or U s Ϸ L and U i Ϸ 0). In this case there is a saddle point close to the origin that gives rise to shifted replicas of the input pulse located in the vicinity of each wavefront. On the other hand, away from either wavefront, the saddle points are located near the branch points at ± 1 2 . They give rise to a train of pulses centered in the middle of the causal region. Gathering all these contributions, we find: The output signal is an amplified replica of the original pulse, traveling with the signal wave front.
b. Idler
The calculation of the amplified idler pulse is very similar to that of the signal. The only difference is the role of the saddle points: the saddle point close to the origin leads to small pulses propagating at the wavefront velocities, while one of the saddle points close to the branch points is associated with the main idler pulse. The expression for the amplified idler pulses is the following: It is stretched due to the dispersion seen by the idler wave.
It is important to keep in mind that the dispersion calculated here is the contribution of the QPM grating only. It does not account for material dispersion.
