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ского обслуживания и ремонта превышает
90 %.
3. Анализ контролируемых вторичных параметров
во времени с использованием контрольных
карт позволяет отслеживать динамику происхо
дящих изменений в эксплуатационных характе
ристиках технологического оборудования
и обоснованно прогнозировать сроки и содер
жание его наладочных работ и ремонтов.
4. Периодическое обновление карт на оператив
ных горизонтах планирования технического об
служивания и ремонта позволяет использовать
их в любом диапазоне изменения параметров
оборудования.
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Введение
Существует класс нейронных сетей – осцилля
торных нейронных сетей, в котором рассматрива
ются колебательные аспекты их функционирова
ния [1]. Изучение таких сетей стимулируется ре
зультатами нейрофизиологических эксперимен
тов, указывающих на существенную роль колеба
тельных процессов в работе нервной системы.
Функциональной единицей осцилляторных ней
ронных сетей, как правило, является осциллятор,
т. е. объект с колебательными свойствами. В зави
симости от целей исследования выбирается
не только определенная архитектура связей сети,
но и конструкция отдельного осциллятора.
Предметом данной работы является моделиро
вание колебательного режима нейрона и создание
на его основе нейронной сетиклассификатора.
Модель нейронного осциллятора
Переход нейрона в колебательный режим рабо
ты легко получить, исходя из свойств точечного
отображения.
Рассмотрим нейрон, который охвачен локаль
ной обратной связью, то есть выходной сигнал
нейрона подаётся на его вход [2, 3]. Таким спосо
бом реализуется точечное отображение значения
входного сигнала нейрона на его активационной
функции.
Это отображение может быть записано соотно
шением вида xn+1=f(xn), где n=1,2,3, … – номер ите
рации отображения входного значения, а f(xn) – ак
тивационная функция нейрона. Положим, что
в общем случае f(x) является сигмоидой с коэффи
циентом наклона >0, смещением  и коэффици
ентом >0:
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(1)
При =1 выражение (1) переходит в обычный
для нейронных сетей вид активационной функции.
Производная функции (1) имеет вид:
Очевидно, что при указанных выше параметрах
активационной функции производная f'(x)0 для
любого x. В этом случае рассматриваемое отобра
жение имеет три неподвижных точки, из которых
одна неустойчивая, а две – устойчивые [4]. Именно
этот факт в [2] положен в основу нейронной сети –
классификатора, а в [3] – в основу сети, решающей
задачу кластеризации.
Совсем иной характер имеет это отображение
для случая f'(x)0. Здесь есть неподвижная точка,
которая в зависимости от вида функции f(x) может
быть устойчивой или неустойчивой. Изменение
вида функции f(x) может привести к бифуркации,
при которой устойчивая неподвижная точка теряет
устойчивость, и рождается двукратный устойчи
вый цикл.
Рис. 1. Двукратный устойчивый цикл Xmin и Xmax
На рис. 1 с помощью диаграммы Ламерея [4]
представлен процесс отображения произвольных
входных значений X1 и X2 на активационной функ
ции (1) для f'(x)0. Здесь X* – неустойчивая непо
движная точка отображения, определяемая из ура
внения X*=f (X*), Xmin и Xmax – двукратные неподвиж
ные точки устойчивого цикла. Видно, что для любо
го Xmin<x<Xmax процесс отображения заканчивается
периодическим повторением значений Xmin и Xmax,
то есть нейрон переходит в колебательный режим
работы и превращается в нейронный осциллятор
с двумя состояниями. Из рис. 1 видно, что это пов
торение имеет разный вид для точек, расположен
ных слева и справа от неподвижной точки X*. Дей
ствительно, для точки X1 повторение начнётся
со значения Xmax на четвёртом шаге отображения,
а для точки X2 – на третьем. Следовательно, в даль
нейшем, на одном и том же шаге отображения у эт
их точек будут разные значения: у одной Xmin, у дру
гой – Xmax. Иными словами, входные значения ней
рона x<X* и значения x>X* порождают противофаз
ные выходные колебания значений.
Таким образом, для любого входного значения
нейрона x из интервала Xmin<x<Xmax после несколь
ких шагов отображения на выходе установится ко
лебательный процесс, который можно записать
в обычном для колебаний комплексном виде:
(2)
Здесь Y – выходное значение нейрона,
a0=(Xmin+Xmax)/2 – постоянная составляющая,
a1=(Xmax–Xmin)/2 – амплитуда выходного значения,
n – номер шага отображения, на котором исполь
зуется выходное значение,  – фазовый сдвиг, за
висящий от x (=0 при x<X*и = для x>X*).
Проанализируем теперь, каким образом в ней
ронной сети возможна реализация ситуации, соот
ветствующей f'(x)0. Из выражения для производ
ной f'(x) видно, что для изменения её знака доста
точно взять коэффициент наклона <0. Возможен
и другой способ получения нужной ситуации. Рас
смотрим отображение на вспомогательной функ
ции g(x)=–f(x), где f(x) задаётся ур. (1). Очевидно,
g'(x)=–f'(x), то есть вспомогательная функция име
ет отрицательную производную. Следовательно,
при отображении на этой функции можно полу
чить двукратный устойчивый цикл и перевести
нейрон в осцилляторный режим работы. Для ука
занного отображения имеем g(xn)=xn+1 или
f(xn)=–xn+1. Видно, что отображение на функции
g(x) эквивалентно отображению на функции f(x),
при котором на каждом его текущем шаге значение
используемого аргумента равно значению функции
на предыдущем шаге, взятому с противоположным
знаком. Перемену знака функции f (x) можно осу
ществлять при выполнении обратной связи
на нейроне, умножая на каждом шаге отображения
выходное значение нейрона на –1.
Заметим, что вспомогательную функцию g(x)
можно взять в несколько ином виде, а именно:
g(x)=C–f(x), где С – произвольная константа.
В этом случае производная вспомогательной функ
ции также будет отрицательной, что приведёт к
созданию колебательного режима работы нейрона.
Для реализации этой ситуации достаточно при вы
полнении обратной связи на каждом шаге выход
ное значение нейрона вычитать из константы С.
Структура и работа сети
Практически полезным свойством нейронного
осциллятора является то, что он даёт одну и ту же
выходную величину для входных величин из ин
тервала между неустойчивой и двукратной непо
движной точкой отображения. Рассмотрим, что
происходит в сети из нейронных осцилляторов
на упрощённом примере задачи классификации.
Пусть, для определённости, сеть должна различать
сигналы, относящиеся к двум разным классам.
Каждый класс имеет M признаков (mм признаком
будем считать значение mго отсчёта классифици
руемого сигнала, mM). Каждый признак прини
мает числовое значение xm(j) (j=1,2 – номер класса),
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которое имеет статистический разброс для своего
класса вокруг некоторого среднего значения. Пусть
все наблюдаемые числовые значения любого mго
признака для этих классов лежат в раздельных, не
пересекающихся числовых диапазонах [r1(m),R1(m)]
и [r2(m),R2(m)] где r1(m), r2(m) – минимальные, а R1(m),
R2(m) – максимальные значения mго признака для
первого и второго классов, соответственно. Требу
ется построить сеть, которая определяет, к какому
классу относится предъявленный ей сигнал.
Очевидно, что искомая сеть должна иметь
во входном слое M нейронных осцилляторов (то
есть нейронов, охваченных локальной обратной
связью). У каждого mго нейрона параметры , 
и  подбираются такими, чтобы неустойчивая точ
ка отображения Xm* разделяла числовые значения
этого признака, то есть R1(m)<Xm*<r2(m). Кроме того,
параметры должны быть такими, чтобы для обоих
классов значения двукратных неподвижных точек
устойчивого цикла для соответствующих призна
ков Xmin(m) и Xmax(m) различались, а числовые значения x (j)m
попадали в интервал между ними. Такой подбор
приводит к тому, что на каждом нейроне диапазо
ны входных значений признака будут создавать
разные, но постоянные для своего класса, выход
ные значения.
Пусть после установления колебательного ре
жима на всех нейронах значения выходных сигна
лов с нейронов на некотором шаге n0 отображения
суммируются на нейроне выходного слоя. Для
каждого из двух классов такая сумма Sj(n0),
j=1,2 имеет вид:
Здесь Y определяется выражением (2). Непо
средственные вычисления Sj(n0) с учётом (2) дают
выражение:
(3)
где индекс m обозначает принадлежность значения
к mму признаку одного из классов. При соблюде
нии указанных выше требований к неподвижным
точкам предельного цикла постоянные составляю
щие и амплитуды выходных колебаний будут неиз
менными для одного признака, но отличаться
от соответствующих значений для других призна
ков. Множитель перед второй суммой в (3) равен
ein0=±1  для чётного значения и для нечётного зна
чения n0, соответственно. Кроме того, для противо








вклад одной и той же амплитуды a1m для разных
классов также будет отличаться своим знаком, и,
значит, сумма S1(n0)S2(n0), то есть каждая из сумм
полностью и однозначно характеризует один
из классов.
Рассмотрим ситуацию, когда нужно различать
принадлежность к одному из нескольких классов.
Из анализа (3) понятно, что величина второй сум
мы при заданном значении n0 определяется видом
последовательности фазовых множителей ei(xm
(j)
).
Действительно, пусть есть два сигнала, для кото
рых у признаков при m=1,2,…,M–1 фазовые мно
жители совпадают. Ясно, что достаточно иметь раз
ные значения фазового множителя у Mго призна
ка для этих классов, чтобы результирующая сумма
(3) дала для них разные значения. Очевидно, что
количество различающихся сумм Sj(n0), а, следова
тельно, и различимых классов равно количеству
различающихся последовательностей J0. Так как
выходное значение сигнала нейрона на некотором
шаге n0 принимает одно их двух возможных значе
ний, то для M входных нейронов общее количество
таких последовательностей J0=2M.
Определение параметров нейронного осциллятора
Описанная выше сеть обладает классифика
ционными свойствами при некоторых параметрах
нейронов входного слоя. Рассмотрим способы по
лучения значений этих параметров.
Параметры нейрона ,  и  достаточно просто
определить, обратившись к рис. 1. Очевидно, что
двукратные неподвижные точки устойчивого ци
кла Xmin и Xmax удовлетворяют уравнениям
f(Xmin,,,)=Xmax и f(Xmax,,,)=Xmin, где актива
ционная функция f(x) задаётся соотношением (1).
При известных Xmin, Xmax и  эти уравнения соста
вляют систему, которая легко решается аналитиче
ски относительно неизвестных  и . Выбор Xmin
и Xmax обсуждался ранее. Решение системы имеет
вид:
Здесь:
Полученные выражения для  и  содержат в ка
честве задаваемого параметра коэффициент . Изме
няя значение , можно менять  и , то есть менять
форму функции f(x). Это, в свою очередь, влечёт
за собой изменение значения неподвижной неустой
чивой точки X*. Действительно, величина X* опреде
ляется из очевидного уравнения X*=f(X*,,,), кото
рое также просто решается численно. Изменяя X*,
можно разделять числовые значения mго призна
ка разных классов, что приводит к изменению фа
зовых множителей ei(xm
(j)
), и, следовательно, позволя
ет управлять значением суммы (3).
Экспериментальная проверка
Предметом проведённых экспериментов была
проверка возможностей создания колебательного
режима нейрона, а также использования осцилля
торной нейронной сети для классификации сигна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дилось средствами табличного процессора MS Ex
cel, где отдельный нейрон представлял собой ячей
ку таблицы с записанной в ней формулой преобра
зования входного значения.
На рис. 2 представлено значение выходного
сигнала нейрона, охваченного обратной связью,
при которой на каждом шаге отображения значе
ние сигнала умножается на –1.
Рис. 2. Колебательный режим нейрона для =5,82,
=3,24 и =1,5
Рисунок наглядно показывает, что, действи
тельно, выходной сигнал нейрона, несмотря на по
ложительное значение , приобрёл осциллирую
щий вид.
Структура осцилляторной нейронной сети, вы
полняющей классификацию входных сигналов,
представлена на рис. 3. Каждый входной нейрон
охвачен обратной связью. В эксперименте для пе
ревода нейронов первого слоя в колебательный ре
жим их активационные функции брались с отри
цательными коэффициентами наклона . После
выхода всех нейронов на установившийся режим,
их выходные значения когерентно (с учётом сдвига
фаз) складываются. Выходное значение суммы ме
няется в зависимости от принадлежности сигнала
к определённому классу.
Сеть тестировалась на так называемой задаче
ирисов Фишера. Задача классификации ставится
следующим образом. По известным значениям че
тырех признаков цветка ириса необходимо отнести
ирис к одному из трех классов: Setosa, Versicolor
или Virginica. Цветок характеризуется набором че
тырёх признаков: длина и ширина чашелистика,
длина и ширина лепестка. Исходная выборка со
стоит из 150 наборов признаков цветков, по 50 на
боров в каждом классе [5]. В классе 40 случайно
выбранных наборов составляли обучающую вы
борку, 10 – тестовую. Обучающая выборка исполь
зовалась для расчёта параметров нейронов. Её раз
мер достаточен, чтобы считать, что значения приз
наков в классе распределены по нормальному за
кону вокруг некоторого своего среднего значения.
Тестовая выборка использовалась для верифика
ции работы созданной нейронной сети.
При выводе (3) предполагалось, что входные
значения признаков для любого нейрона распола
гались в неперекрывающихся областях. Это обес
печивало равноправное участие выходных сигна
лов всех нейронов в формировании суммы Sj(n0).
Иными словами, все признаки были классифици
рующими. В реальной ситуации у некоторых приз
наков значения могут существенно перекрываться.
Такие признаки нельзя считать классифицирую
щими, и их лучше исключить из формирования
суммы Sj(n0). Выбор исключающего правила об
суждался в [3]. В соответствии с ним признаки
классифицируемых объектов можно разбить на две
группы. У одной из них дисперсии будут значи
тельно превышать дисперсии другой группы.
И тогда сумму Sj(n0) следует вычислять для тех
признаков, которые входят в группу с большей
дисперсией.
Рис. 3. Структура осцилляторной сетиклассификатора
Для исследуемой выборки по каждому из ха
рактеризующих её признаков вычислялось относи
тельное стандартное отклонение. Эти значения для
первого и второго признаков, из перечисленных
выше, составили 0,15, для третьего и четвёртого
признаков, соответственно, 0,48 и 0,70. Видно, что
значения отклонения для третьего и четвёртого
признаков более чем в 3 раза превосходят значения
первых двух признаков. На основании этого два
первых признака отнесены к неклассифицирую
щим, и в дальнейшем они не обрабатывались.
Таким образом, первый слой осцилляторной се
ти содержал два входных нейрона, параметры кото
рых определялись так, как это обсуждалось выше.
Для каждого признака Xmin и Xmax выбирались таким
образом, чтобы все имеющиеся значения признака
для обучающей выборки оказались внутри интер
вала [Xmin, Xmax]. Далее менялось значение  и вычи
слялись  и , а затем определялось положение не
устойчивой точки X*. Для четвёртого признака точ
ка X* была подобрана таким образом, что она пол
ностью отделила значения класса Setosa от значе
ний других классов. Для третьего признака точка X*
делит классы Versicolor и Virginica таким образом,
что три значения класса Versicolor попадают в класс
Virginica, и три значения класса Virginica попадают
в класс Versicolor. То есть признак создавал на вы
ходе нейрона для классов Setosa и Versicolor син
фазные, а для класса Virginica противофазные ко
лебания, но при этом по три значения при обуче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На рис. 4 представлены изменения выходных
значений нейрона у третьего признака для разных
классов.
Выходные значения от обоих нейронов коге
рентно суммировались на нейроне второго слоя.
Суммирование проводилось для двух соседних мо
ментов времени, измеренных в шагах отображе
ния. Это делалось для того, чтобы продемонстри
ровать независимость классификации от выбора
момента суммирования выходных значений. Оче
видно, что каждый класс полностью характеризу
ется своим значением суммы Sj(n0), полученным
либо на чётном, либо на нечётном шагах режима
установившихся колебаний.
Рис. 4. Колебательный режим нейрона для значений разных
классов
Таблица 1. Когерентное сложение колебаний при обучении
В табл. 1 приведены результаты обучения сети.
Значения сумм, полученных в результате когерент
ного сложения, для каждого класса и для разных
моментов времени были разными, но неизменны
ми в пределах класса и момента времени для боль
шинства сигналов (цветков). У класса Setosa сумма
была неизменной для всех 40 объектов (100 %
классификация). Для классов Versicolo и Virginica
ошибка классификации при обучении составила
по 7,5 % (3/40).
В табл. 2 приведены результаты классификации
сигналов из тестовой выборки (по 10 сигналов
из каждого класса) с помощью созданной нейрон
ной сети.
Таблица 2. Когерентное сложение колебаний при тестирова
нии
Анализ данных, табл. 2, позволяет утверждать,
что осциллирующая нейронная сеть с достаточной
точностью определяет принадлежность ирисов к
одному из трех классов. Классификация при тести
ровании для классов Setosa и Virginica была безо
шибочной, а для класса Versicolor ошибка составила
10 % (1/10). В целом по тестовой выборке ошибка
составляет 1/30, т. е. чуть больше 3 %.
Выводы
1. Для нейрона, охваченного локальной положи
тельной обратной связью, возможно создание
условий, при которых выходные значения его
сигналов приобретают колебательный характер,
т. е. нейрон превращается в осциллятор.
2. Когерентное сложение выходных значений сиг
налов нейронных осцилляторов позволяет соз
дать нейронную сеть, способную решать задачу
классификации. Для сигналов, имеющих M
признаков, сеть обеспечивает решение задачи
классификации для J0=2M разных классов.
3. Модель сети из нейронных осцилляторов по
зволяет определить их параметры, исходя
из числовых характеристик классифицируемых
сигналов.
4. Нейронная сеть, рассчитанная для определения
принадлежности сигналов к одному из заранее
известных классов, позволила идентифициро
вать сигнал по отдельным классам с точностью
от 90 до 100 %, а по тестовой выборке в це
лом – чуть менее 97 %.
Класс











Setosa 1,2 10 0,1 10
Versicolor
0,9 9 0,4 9
0,1 1 1,2 1
Virginica 0,1 10 1,2 10
Класс











Setosa 1,2 40 0,1 40
Versicolor
0,9 37 0,4 37
0,1 3 1,2 3
Virginica
0,1 37 1,2 37
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