In slow viscous flows, suspended particles are coupled by the flow disturbances they create in the surrounding fluid. These hydrodynamic interactions (HI) can drive spatial organization of a microparticle or system of microparticles in geometric confinement. Specific examples include the cross-stream migration of a single polymer near a wall [1] , the clustering of red blood cells in a tube [2] , and the crystallization of rigid spheres with finite inertia in a square channel [3, 4] . Both practical and theoretical considerations motivate interest in hydrodynamic "self-steering" (of a single particle) and selforganization (of multiple interacting particles.) In microfluidic devices, control over particle position allows the high throughput performance of operations on individual flowing objects, e.g. in on-chip cytometry [5] and multiplexed assays with functionalized particles [6] . While particles can be directly positioned with external fields or sheath flows [6, 7] , these methods can require cumbersome apparatus or complex channel structure. An elegant alternative is to tailor particle and channel design for self-steering or self-organization. Moreover, if the self-steered position of an object depends on a certain property of the object, a heterogeneous suspension can be separated by that property. For instance, both the stiffness [8] and shape [9] of blood components are of interest for microfluidic separations. From a theoretical perspective, a unifying framework for non-equilibrium self-organization and self-steering is highly sought after [10] . Specific mechanisms for cross-streamline migration and focusing in channel flow have been extensively investigated for Brownian [11] , inertial [3, 4] , and deformable [1, 2] particles. In these cases, migration arises from the interplay of viscous hydrodynamics near a channel boundary and another physical effect that breaks the reversibility of viscous flow. Conceptually, it seems difficult to reconcile self-organization and self-steering, in which any initial state will evolve towards one of a limited set of dynamical attractors, and reversibility, which requires particle behavior to make no distinction between two possible directions of time.
Confining boundaries can change the spatial decay and even the tensorial structure of hydrodynamic interactions. Interactions take a unique form when the typical particle size is comparable to the height of a confining slit, such that the particles are constrained to "quasi-twodimensional" (q2D) motion (Fig. 1a) . The tightly confined particles experience strong friction from the confining plates, and will therefore lag a pressure-driven external flow. In lagging the flow, the particles create flow disturbances with a characteristic dipolar structure: moving upstream relative to the fluid, particles push fluid away from their upstream edges and draw fluid into their downstream edges. This far-field flow disturbance, the "source dipole," is given by the conservation and transport of fluid mass, and decays as 1/r 2 [12, 13] . In contrast, the leading order far-field disturbance in bulk (three dimensional) fluid, the "Stokeslet," is given by the conservation and transport of momentum, and decays as 1/r. The difference between bulk and q2D arises because of the confining plates, which, by exerting friction on the fluid, dissipate momentum and screen its long-range transport, leaving only mass to determine the far-field disturbance.
These unique features of the dipolar flow disturbance allow the realization of "flowing crystals" with novel collective modes [14] [15] [16] [17] . These are configurations of particles that maintain spatial order as they are advected by an external flow. They are marginally stable: the amplitude of a collective mode neither grows nor decays in time. Consequently, realization of crystals is limited by initial configuration, and they are sensitive to break-up via nonlinear instabilities and channel defects. A natural question is how to introduce an effective attraction to the crystalline states, causing particles to assemble from disorder, and providing a "restoring force" against perturbations. One indication is provided by a recent study which demonstrated stable pairing of droplets via the higher flow disturbance multipoles induced by shape deformation [18] . This finding suggests a key role for particle shape in achieving self-steering and self-organization.
In this study, we combine theoretical and experimental Schematic diagram of the model system. A particle comprising two rigidly connected discs is confined in a thin microchannel and driven by an external flow. (b) Behaviors obtained as particle asymmetry is varied. A symmetric particle oscillates between side walls. When the symmetry is slightly broken, this oscillation is damped, and the particle aligns with the flow as it focuses to the centerline. A very asymmetric particle is "overdamped," and rapidly aligns before slowly focusing. The trajectories in (b) were obtained numerically for the parameters given in the caption of Fig. 5b . The x axes are scaled by a factor of 1/40 to show the full range of particle behaviors. approaches to investigate how particle shape can be tailored to induce self-steering under flow in q2D microchannels. Our main finding is that a single rigid, asymmetric particle will spontaneously align with the external flow and focus to the channel centerline. This self-steering can be tuned via channel and particle geometry. Moreover, it is time reversible; to our knowledge, all previous instances of hydrodynamic self-steering have been irreversible. Via a simple theoretical model, confirmed by experiments, we demonstrate how assembly arises from the interplay of three viscous effects: rotation and crossstreamline migration, via a particle's hydrodynamic selfinteraction, and rotation via a particle's interaction with hydrodynamic images. Each effect has an analogue in bulk sedimentation, but not in bulk channel flow. We demonstrate application of these findings in a device setting. Finally, we discuss their implications for the design of self-organizing "swarms" of interacting particles. (a) Illustration of the self-interaction of a symmetric particle. A disc's vector shows the component of the flow disturbance from the other disc inθ, the direction of increasing θ. The vectors are identical: there is no rotation of the particle. (b) When the two discs have different radii, the particle aligns with the flow. (c) Experimental angle vs. time for various R withs = 3.3,h = 0.06, andH = 1.6. We scale the data for eachR by a fittedτ , collapsing all data onto a universal curve predicted by theory. (inset) The dependence of the experimental timescalesτ onR, along with a theoretical curve for the same parameters (solid) and a theoretical curve withh adjusted for best fit (dashed). (d) Snapshots of a symmetric particle at various times, matched to the times in (c). The scale bar is 100 µm. (e) Snapshots forR = 2 at the same times as in (d).
RESULTS AND DISCUSSION
We consider a simple model geometry that captures the generic effects of asymmetry. A particle comprises two discs of radius R 1 and R 2 , with R 1 ≥ R 2 , which are rigidly connected with distance s between their centers. It is confined in a shallow channel of height H in the z direction and width W in y. Two lubricating gaps of height rotaƟon by image lateral driŌ images images FIG. 3 . Oscillation of a symmetric particle. A symmetric particle oscillates via the combined effects of hydrodynamic interaction with itself and with its own images. Self-interaction leads to cross-streamline migration ("lateral drift") when the particle angle θ ̸ = 0
• and θ ̸ = 90
• . The images rotate the particle.
h separate each of the discs from the confining walls in z (Fig. 1a) . There is a pressure-driven flow in x with a parabolic profile in z and an approximately uniform depth averaged velocity U 0 (Hele-Shaw flow.) In the absence of inertia, the governing dimensionless parameters are geometric:
. We define dimensionless time ast ≡ tU 0 /s. The instantaneous particle configuration is defined by the location in y of the midpoint between disc centers, y c ≡ (y 1 + y 2 )/2, and angle θ between the external flow and the particle axis, shown in Fig. 1a . Due to translational symmetry, the position in the flow direction x c ≡ (x 1 + x 2 )/2 does not affect particle dynamics.
We describe the theoretical model and the experimental method in detail in the Materials and Methods section. In the model, we write a force balance equation for each disc. Each disc experiences drag from the local flow, friction from the confining plates, and a rigid constraint force. The local flow at each disc is determined self-consistently as the external flow plus contributions from the other disc and the discs' hydrodynamic images. The images impose a no mass flux boundary condition on the confining side walls. In the experiments, we use continuous flow lithography (CFL) to fabricate particles with desired shape and initial configuration in situ under q2D channel flow.
Hydrodynamic self-interaction
As the first step in building a complete picture of particle dynamics, we neglect the effect of side walls, isolating a particle's self-interaction. For an identical pair of discs, the interaction is symmetric: disc 1 pushes on disc 2 just as much as disc 2 pushes on disc 1 (Fig. 2a) . The interaction cannot lead to relative motion of the discs, including rotation of the entire particle [20] . However, when θ ̸ = 0
• , it introduces a component to the particle velocity perpendicular to the direction of the external flow [21] . When 0
• < θ < 90
• , the particle migrates in the direction of decreasing y; when 90
• < θ < 180
• , it migrates with increasing y. This "lateral drift," occurring for both symmetric and asymmetric particles, also occurs for a rod or pair of spheres sedimenting in bulk.
When the discs are dissimilar, the particle aligns itself with the external flow, such that the larger disc is upstream of the smaller disc (Fig. 2b) . The principal cause of self-alignment is that one disc is hydrodynamically stronger than the other: in q2D, the magnitude of the dipolar flow disturbance created by a disc scales as the disc area. In the Supplementary Information, we derive an exact expression for θ as a function of time. Taking t = 0 when θ = 90
• , we obtaint = −τ r ln(csc(θ)+cot(θ)), where the timescaleτ r (R,s,H,h) depends on particle geometry. Notably, it diverges forR = 1. We recover these predictions experimentally. We polymerize particles with variousR and measure how θ evolves witht. We fit a timescaleτ to the data of eachR. When θ is plotted againstt/τ , all data collapses onto a universal curve (Fig.  2c) . We leave the data forR = 1 unscaled; for this singular case, the particle maintains its initial angle. The curve asymptotes to θ = 0
• and θ = 180
• , and is manifestly time reversible. In the inset of Fig. 2c , we plot the dependence of the experimental timescalesτ onR alongside a theoretical curve predicted for the same parameters. The theoretical and experimental timescales have the same order of magnitude and the same trend withR. Moreover, by adjustingh, we generate a theoretical curve with good fit to the data. The effect of the physics our model neglects is simply to renormalizeh.
Hydrodynamic self-orientation has not been observed for a rigid particle in bulk channel flow. Bretherton considered bodies with axial and fore-aft symmetry in slow unidirectional shear flows, which include pressure-driven bulk channel flows. He found that nearly all particles tumble in Jeffery orbits with no equilibrium orientation and no cross-streamline migration, except for certain "extreme," high aspect ratio shapes [22] . To our knowledge, these shapes have not been realized experimentally. Subsequently, flow-driven doublets of unequal spheres, analogous to the dumbbells we consider, were studied by Nir and Acrivos [23] and Adler [24] . These also tumble with no net migration. However, self-alignment has recently been predicted for asymmetric objects in bulk sedimentation, with a dynamical equation similar to ours when the object is initially oriented in a vertical plane [25] .
Effect of hydrodynamic images
Having isolated a particle's self-interaction, we consider how it combines with image interactions to produce the behaviors of Fig. 1b . Consider the symmetric particle in Fig. 3 . To leading order, the translation in y arises from self-interaction. The chief effect of the images is to rotate the particle. The particle in Fig. 3 begins by migrating towards the lower wall. It is rotated into θ = 0
• , for which the lateral velocity is zero. This configuration is an extremum of the oscillation. The particle is rotated further and migrates away from the wall. The mirror symmetry of the particle at the extremum ensures that the outgoing trajectory is mirror symmetric with the incoming trajectory. After crossing the centerline, the particle will reflect from the upper wall. Moreover, an oscillation with a θ = 90
• extremum can be produced with a different initial condition. Again, we can find an analogue in bulk sedimentation; a rod falling between vertical walls will oscillate between them with θ = 0
• and θ = 90
• modes of reflection [26] . Numerically, we construct a phase portrait for a symmetric particle (Fig.  5b) , showing trajectories in the space of particle configurations (y c , θ). Owing to the properties of viscous flow, the spatial configuration of a particle completely specifies the state of the system. We find that there are marginally stable fixed points at (y c , θ) = (W/2, 0
• ) and (y c , θ) = (W/2, 90
• ), each of which is associated with a continuous family of periodic orbits.
For an asymmetric particle, self-alignment changes the fixed point (y c , θ) = (W/2, 0
• ) into an attractor, as we demonstrate with a linearized model (Fig. 4) . We define ∆ ≡ y c − W/2, and model lateral drift as∆ = −aθ, where a > 0 depends on the dimensionless parameters. We model the rotational dynamics byθ = b∆ − cθ, with coefficients b > 0 and c ≥ 0 that respectively capture the strength of the images and self-alignment. When the particle is displaced from the centerline (∆ ̸ = 0), the effect of the images is to rotate the particle away from θ = 0
• , which is opposed by self-alignment. These equations can be combined into∆ = −ab∆ − c∆. Without self-alignment (c = 0), the particle oscillates around the fixed point. When c ̸ = 0, the particle is attracted to the fixed point via either a decaying oscillation or an "overdamped" approach. These regimes are separated by a critical boundary in parameter space √ ab ∼ c. Numerically, we construct a boundary by finding the critical R crit as a function ofW for various sets of the parameters s,H,h, as described in the Supplementary Information. We also obtain expressions for a, b, and c via heuristic arguments, yielding a functionW = F (H,s,R,h) that fits the numerical data for each individual parameter set (Supplementary Information). We collapse the numerical data and theoretical curves with the empirically fitted scalingR crit =s −1/5H 1/6W in Fig. 5a , exposing the universal shape of the curve. Rotation by the images is opposed by self-alignment. The particle drifts in the y direction when θ is displaced from the equilibrium value θ = 0
This phase diagram can guide the design and optimization of self-steering particles. For a given set of parameterss,H, andW , focusing occurs over the shortest streamwise travel distance atR crit , as the analogy with a "critically damped" oscillator suggests (Supplementary Information). The critical boundary occurs when the timescale for self-alignment is comparable to the timescale for a particle to migrate across the channel width. Along the boundary, decreasingW while increasingR or decreasings is an effective design strategy to reduce streamwise travel distance by decreasing lateral migration distance and enhancing self-alignment. Strikingly, the diagram does not depend onh, the dimensionless lubricating gap thickness, which can be independently tuned. Decreasingh slows down the particles, strengthening hydrodynamic interactions and reducing the travel distance for focusing.
Having considered small displacements from (y c , θ) = (W/2, 0
• ), we construct phase portraits forR = 1.05 and R = 1.5 (Fig. 5b ). The slightly asymmetric particle approaches (y c , θ) = (W/2, 0
• ) via a decaying oscillation, but there are marginally stable fixed points with θ = ±90
• . ForR = 1.5, any point in the phase space is along a trajectory connecting the unstable fixed point (y c , θ) = (W/2, 180
• ) with the stable fixed point. For a highly asymmetric particle, there is a separation of timescales between rapid self-alignment and slow lateral focusing. This separation can be seen in the convergence of all trajectories to a slow manifold, outlined in red. Since the attractor is asymptotic and accompanied by a repeller, it is compatible with reversibility: if the flow is reversed, the fixed points exchange stability, and a particle retraces its trajectory in phase space, attracted to the other fixed point. We demonstrate this via an example in the Supplementary Information.
Our complete theoretical picture predicts a wide range of experimental observations involving both the channel side walls and particle self-interaction. We first consider three particle trajectories in individual detail. Fig. 6a and Supplementary Movie 1 show an experimental montage in which a symmetric particle is reflected from a side wall. We obtain qualitative agreement with the theoretical trajectory generated for the same parameters and initial conditions as the experiment, shown in the inset. The trajectory is shown quantitatively in Fig. 6d . The theoretical prediction can be fitted to the experimental data if it is rescaled in x. If we relax the assumption of perfect symmetry and takeR = 1.01, the resulting theoretical curve better captures the curvature of the data. This asymmetry corresponds to a difference in radii of ∼0.2 µm, within the uncertainty of CFL (Supplementary Information). In Fig. 6b and Supplementary Movie 2, an asymmetric particle withR = 1.3 polymerized with θ = −10
• focuses to the channel centerline. Good agreement between theory and experiment is obtained upon rescaling. This initial condition is near the slow manifold for overdamped dynamics. For a particle with θ = 135
• , we obtain the predicted two timescale process of initial reorientation followed by slow focusing (Fig. 6c) . This difference in timescales is manifested in different rescalings needed to fit theory to data for the initial dynamics, dominated by self-interaction, and for focusing, in which the images are important.
Finally, we apply the insights developed in this manuscript to engineer a practical microfluidic system with self-focusing particles. We can thereby build a statistical picture of particle dynamics from hundreds of trajectories. We fabricate asymmetric and symmetric fluorescent particles in a synthesis channel and collect them from the channel outlet in an Eppendorf tube containing a common buffer. After rigorously washing the particles by successive steps of gentle centrifugation and decanting, we resuspend the particles in approximately density matched solvent at the desired concentration and flow the suspension through a detection channel. In the detection channel, we measure the transverse position y c of each flowing particle near the inlet and the outlet with fluorescence microscopy. The results are shown in Fig.  7 and Supplementary Movies 3 and 4. Starting from a broad and essentially random distribution of transverse positions, most asymmetric particles focus to the centerline. The finite width of the central peak is due to the finite length of the channel; with a longer channel, it would be narrower. The two side peaks are possibly due to the high shear rate in the boundary layer near the walls. In contrast, the symmetric particles remain unfocused. These results demonstrate both "self-steering" for particle-based assays, as the asymmetric particles are focused and aligned for interrogation, and simple shapebased separation, since the centerline is enriched with asymmetric particles at the outlet. We also observe that a small fraction of both the symmetric and asymmetric particles (< 12%) remain close to the walls at all times.
CONCLUSIONS
Experimentally and theoretically, we have shown that asymmetric particles flowing in a q2D channel self-steer -align with the flow and focus to the centerline -while symmetric particles oscillate between side walls. Via an analogy to a damped oscillator, we isolated three contributing hydrodynamic mechanisms and exhaustively revealed the dependence of the dynamics on the governing parameters, recovering the critical boundary between underdamped and overdamped regimes. Experiments and theory agree qualitatively and semiquantitatively.
Uniquely, focusing in q2D channel flow requires no physics beyond viscous hydrodynamics. In contrast, an axisymmetric rigid particle in bulk channel flow tumbles in a modified Jeffery orbit with no net migration [22-24, 27]. Chiral particles migrate across streamlines, but do not focus [28] , possibly because they have no equilibrium orientation. For the same reason, we suspect that curved fibers, recently predicted to migrate [29], will not focus either. On the other hand, we found intriguing connections between q2D channel flow and bulk sedimentation, which may be due to a common feature: to leading order, the singularities that couple particles maintain fixed orientation. In sedimentation, gravity introduces point forces oriented in the vertical direction; in q2D channel flow, dipoles are approximately oriented upstream. In contrast, consider an axisymmetric rigid particle in bulk and driven by flow. Due to the inextensibility of the particle, it creates a force dipole (pair of Stokeslets) that disturbs the flow if the particle is subject to a straining field, such as Poiseuille flow. The orientation and sign of this dipole depends on the particle orientation. Consequently, the periodicity of a Jeffery orbit entails that the force dipole averages out, since the particle equally samples the axes of extension and compression. With zero net force dipole, no net lift is produced by images introduced by confining boundaries. We have also shown that self-steering does not require irreversible physics, contrary to common intuition. Reversibility is not violated if an asymptotic attractor in phase space is accompanied by an asymptotic repeller.
Our findings open a new direction for passive manipulation of particles flowing in microdevices: trajectories can be engineered via particle shape and confinement. We demonstrated that dilute suspensions of asymmet- ric particles entering a q2D channel in a random spatial distribution will exit in an aligned and focused stream if the channel is sufficiently long. Symmetric particles, on the other hand, show no focusing effect. A lab-on-achip system that applies these findings will not require external forces or sheath flows to position particles, simplifying device design, manufacture, and use. In the same demonstration, we also performed a shape-based separation, enriching the centerline with asymmetric particles. Insights gained from this demonstration suggest future applications. We may be able to polymerize bifunctional particles containing a fluorescent code on the downstream edge of the particle and containing biomolecular capture probes such as DNA or antibodies in the upstream edge of the particle. These can be used for bioassays, harnessing previously shown advantages of using hydrogel particles for biosensing [30] . It is important to note that the particles considered here always align in the same direction, in contrast with particles aligned with sheath flows, such as in flow cytometry.
Our results also provide the foundation for study of q2D systems in which particle-particle interactions are important, including multiparticle clusters and concentrated suspensions. In such systems, the flowing crystalline states discussed in the introduction are possible. In preliminary numerical work, clusters assemble into the one-dimensional crystalline states described in [15] , in which particles are ordered in the lateral direction, and suspensions self-organize into two-dimensional crystals. We anticipate that our mechanistic insights into single particle dynamics will generalize to these "swarms."
METHODS

Numerical model
We assume the creeping flow or zero Reynolds number limit. The velocity of disc i, U p i , is given by a force balance:
where U(r i ) is the depth averaged velocity at the disc position r i = (x i , y i ), γ c ≡ 12µ/H, µ is the fluid vis-cosity, which ultimately drops out of the equations, and F i is a force of rigid constraint if disc i is connected to another disc. ζ i is a drag coefficient, derived in the Supplementary Information. We assume simple shear in the lubricating gaps, so that the disc friction coefficient γ p = 2µ/h. Significantly, γ p > γ c , so that a disc will lag its local flow field, creating a dipolar disturbance. For a free (non-connected) disc, this lag has a simple expression: since F i = 0, Eq. 1 can be rearranged as U p i = α i U(r i ). α i characterizes the mobility of disc i, with 0 < α i < 1. In the Supplementary Information, we demonstrate good agreement of this simple model with the more detailed analysis of [19] . The only free parameters areh,H,R,W , ands, defined above.
A rigid constraint k between discs i and j is associated with a constraint equation
, where r ij ≡ r i − r j . In our disc-rod model of a dumbbell particle, the rigid constraint and the four disc force balance equations realize one torque balance and two force balance conditions. To simplify the analysis, we neglect the effects of lubrication forces and the rotation of individual discs. In the Supplementary Information, we show that including disc rotations would improve the quantitative accuracy of our model, but not change our qualitative findings.
The local flow field at disc i is determined through an implicit equation
where G (ij) (r ij , r j ) is a tensor containing the leading order, far-field contribution of disc j to the local field at i. This tensor, derived in the Supplementary Information, includes the effect of the hydrodynamic images needed to impose boundary conditions at the side walls. The hydrodynamic strength of disc j is characterized by a quantity B j ∼ R 2 j that scales G (ij) . The constraint equations and Eqs. 1 and 2 can be arranged inrto matrix form AU P = B, where U P is a vector containing all 2N disc velocities, 2N local fields, and n constraint forces. We consider a single particle, so that N = 2 and n = 1. A is a matrix constructed from disc interactions, and B collects terms involving U 0 . This system can be solved and integrated numerically.
Continuous flow lithography
Particles with predefined geometries are synthesized in situ at the desired initial position and orientation using continuous flow lithography (CFL), described in detail in Dendukuri et al. [31] . In brief, an acrylate oligomer (poly(ethylene glycol) diacrylate) mixed with a photoinitiator is pumped through the poly(dimethylsiloxane) (PDMS) channel depicted in Fig. 1a using external pressure. The channel is mounted on an inverted microscope.
Particles are polymerized with short pulses of UV light (50 ms for Fig. 2 and 100 ms for Fig. 6 .) The geometry of the particle in the xy plane is imposed by a lithographic mask placed between the microscope objective and the UV source. The height of the particle inside the channel is dictated by the UV exposure time [32] . Importantly, the well-known oxygen inhibition effect in the CFL method [31, 32] provides uniformly thin, unpolymerized, lubricating layers between the microparticle and the top and bottom PDMS walls. Channels are 30 µm in depth, 500 µm in width and 2.4 cm in length. Using the hydraulic diameter 2HW/(H + W) as a length scale, 55 cp as the prepolymer viscosity, and 50 µm/s as a typical flow speed, a typical Reynolds number is Re = 5 x 10 -8 . Inertial effects are therefore negligible.
As the particles move along the channel, the microscope stage is translated by a homemade linear motor, ensuring that the particles remain in the field of view. Movies of particle trajectories are recorded using a CCD camera and analyzed offline to determine particle position and angle. We confirm that the applied pressure and the flow speed remain constant throughout the course of an experiment by synthesizing a disc and tracking its motion along the channel. The flow speed is determined by tracking 1.6 µm fluorescent tracer beads mixed with the flowing solution [33] .
For experiments presented in Fig. 7 , we synthesize fluorescent particles using CFL. To covalently bind fluorescent dye to the synthesized particles, we add acrylatemodified rhodamine to acrylate oligomer and photoinitiator solution. The synthesized particles are collected in a Tris-EDTA (TE) buffer containing 0.1% vol/vol surfactant Tween-20 in an 1.7 mL Eppendorf tube. The collected particles are resuspended in an approximately density matched solution containing 25% vol/vol poly(ethylene glycol) (molecular weight 400 g/mol) in TE buffer. Fluorescent particles are pumped through the detection channel. Particles are imaged with an appropriate UV light source and filter set for Rhodamine. The synthesis and detection channels are 30 µm in depth, 300 µm in width and 2.4 cm in length. We have analyzed over 300 symmetric and asymmetric particles. Further details regarding the experiments are described in the Supplementary Information. 
FORCE-FREE EQUATION FOR A DISC
As we have shown in a previous work [1] , a rigid disc in an unbounded q2D geometry with slit height H can be modeled with the two dimensional Brinkman equation:
with ∇ · u = 0, where λ 2 ≡ 12/H 2 , µ 2D ≡ µH, and µ is the bulk dynamic viscosity. P 2D is the two dimensional pressure and has units of surface tension, while u is the depth-averaged flow field in a frame fixed to the confining plates (hereafter the "channel frame.") Depth-averaging is performed in the z direction over the slit height H. A Poiseuille profile is assumed in z on the basis of the thin channel (Hele-Shaw) approximation. Eq. 1 differs from the two dimensional Stokes equation by inclusion of the last term, which represents the friction from the confining plates. The external flow velocity and the particle velocity provide boundary conditions for solution of the equation. Note that "unbounded q2D" means we neglect the effect of side walls.
We first consider the case of a disc of radius R i translating with (channel frame) velocity U p i through a quiescent fluid [2] . Solution of the equation for the flow field u and integration of the stress tensor on the surface r = R i yields the drag coefficient
so that the force on the disc is
where γ p is an effective friction coefficient, to be specified, that accounts for the friction on the disc from the confining plates. Now we consider a stationary disc subject to a uniform external flow with velocity U(r i ) in the channel frame [3] . The force on the disc is
where γ c = 12µ/H. The second term represents the force on the disc from the pressure gradient required to sustain external flow through the confining plates.
As described in the main text, each hydrodynamically interacting unit of a particle is modeled as rigid disc of radius R i . By superposition, we write the force-free equation for disc i moving with velocity U p i in a flow with velocity U(r i ) as
where F i are any non-hydrodynamic forces. The friction coefficient γ p is determined by the details of flow through the lubricating gaps of height h that separate the particle from the confining plates. We assume simple shear in the gaps, and therefore take γ p = 2µ/h. For a free single disc,
, where
The velocity of the disc is directly proportional to the depth averaged local flow velocity. The constant of proportionality α i depends on the degree of confinement through the dimensionless parametersH andh. Eq. 6 for α i invites comparison with the more detailed lubrication analysis of Halpern and Secomb, which considers a more realistic shape, a disc with rounded edges [4] . For unbounded q2D, Halpern and Secomb determine α 2 as a function ofH andh via a system of three equations. One of these equations is given by the force-free condition, and the other two by matching pressures at the boundaries i.) between the gaps and the rounded edges, and ii.) between the rounded edges and the region external to the disc. In principle, our model could be extended to incorporate the results of Halpern and Secomb by incorporating four additional equations for each disc (two for the x direction and two for the y direction.) However, direct comparison reveals that our simplified model shows qualitative and some quantitative agreement with Halpern and Secomb, and can be expected to capture the trends in the system's dependence on the dimensionless parameters. In particular, Fig. S1 shows good quantitative agreement in α i for smallH, i.e. when the radius of a disc is much larger than the channel height.
HYDRODYNAMIC INTERACTION TENSOR
Having considered the forces on a disc, we turn to how it creates a disturbance in the velocity field of the suspending fluid. Disc i disturbs the flow when it has a non-zero velocity in a frame moving with the flow in its vicinity (hereafter the "local flow frame.") We evaluate the local flow U(r i ) at the disc center. Physically, a disc scatters fluid mass when it moves more slowly or more quickly than the surrounding fluid. This scattered flow couples the motion of all discs in the system. We restrict our consideration of this coupling to the leading order flow disturbance, described via the the farfield hydrodynamic interaction tensor G (ij) αβ . We find this tensor for unbounded q2D by solving Eq. 1. It is nonzero only for i = j:
Here, (x i , y i ) are the coordinates of disc i in the channel frame, and
αβ should be read as "the channel frame flow disturbance at disc i in direction α due to motion of disc j in its local flow frame in direction β."
To include the effect of side walls in G (ij) αβ , we sum over disc images. A disc and its images split into two sets. The "far" set includes the real disc, as well as periodic images displaced from the real disc in the y direction with periodicity 2W . Each disc in the "far" set has the same velocity as the real disc. The "near" set is seeded from the original disc's mirror image across the closest side wall and includes periodic copies of this image. The "near" set is so named because it includes the image nearest to the real disc. The y component of velocities in this set are negated relative to the original disc, while the x component remains unchanged. Summing over images, the self-interaction (i = j) is determined as:
yx,near = 0.
For fixed Y + and Y − , the two body interaction decays exponentially with screening length W/π or W/2π as |X − | → ∞.
In the subsequent section, we will consider the hydrodynamic self-alignment of two rigidly connected discsa "dumbbell" particle -in unbounded q2D. We will find it convenient to use cylindrical coordinates (r, φ):
The subscripts of G (ij)
αβ now refer to directionsr and φ.r is a unit vector in direction of the vector from the center of disc j to the center of disc i. φ is defined as the angle betweenr and thex direction. The unit vectorφ is orthogonal tor and in the direction of increasing φ.
SELF-ALIGNMENT OF A SINGLE DUMBBELL PARTICLE IN UNBOUNDED Q2D
We now consider a dumbbell in unbounded q2D. We define directionsŝ andθ, whereŝ is a unit vector parallel to the vector from the center of disc 1 to the center of disc 2, andθ is a unit vector orthogonal toŝ in the direction of increasing θ. The instantaneous configuration of the dumbbell is specified by θ, the angle betweenr andx.
Conveniently, the dynamics of a dumbbell in theŝ andθ directions completely decouple, due to the form of the hydrodynamic interaction tensor in cylindrical coordinates. Motion of disc 1 inθ is not affected by motion of disc 2 inŝ, and similar statements hold when we swap the two directions or disc indices. Moreover, since the forces of constraint are directed alongŝ, we find from writing a force balance equation inθ that theθ component of the velocity of disc i is directly proportional to theθ component of the local fluid velocity:
We can therefore writė
where s is the length of the rod connecting the centers of discs 1 and 2. Now the problem is simply one of finding U θ (r i ). We write the local field of disc 1 as
The first of these equations expresses that theθ component of the local flow velocity at disc 1 is given by the projection of the external flow in theθ direction and thê θ component of the flow disturbance from disc 2. The latter depends on the difference between theθ component of disc 2's velocity and theθ component of its local flow field, and not at all on any components inŝ. This is an instance of the decoupling ofŝ andθ discussed above. In passing from the first equation to the second equation, we invoked Eq. 9. We have a similar equation for disc 2:
Substituting Eq. 10 into Eq. 11 and rearranging,
By symmetry, we have
Therefore, Eq. 9 becomeṡ
where the prefactor τ
.
(15) Eq. 14 can be linearized as exponential approach near θ = 0 and θ = π, and constant angular velocity near θ = π/2. It integrates to
We define t = 0 for θ 0 = π/2 in order to best demonstrate the reversibility of the rotational dynamics.
EFFECT OF DISC ROTATION
In the preceding section, we modeled the motion of individual discs in a rotating dumbbell as strictly translational. However, each individual disc should also rotate with the same angular velocity as the dumbbell. This can be seen by following the trajectory of a single point labeled on a disc edge during dumbbell rotation.
The rotation of individual discs does not contribute to far-field hydrodynamics, since it does not involve the displacement of fluid mass. However, it does contribute to the overall torque balance on the dumbbell. In neglecting it, we underestimated the torque on a rotating dumbbell, and therefore underestimated the timescale for self-alignment. In this section, we quantitatively consider the error entailed by this omission via both theory and numerics.
Taking an approach similar to the section "Force-free Equation for a Disc," we consider an isolated disc with radius R i rotating with angular velocity ω in unbounded q2D. We obtain two contributions to the disc torque τ :
where the first term arises from the fluid around the disc [2] , and the second from friction from the confining plates above and below the disc. The coefficient ζ r,i is given by
and the definitions of λ, γ p , and µ 2D are given in the section "Force-free Equation for a Disc." Now we consider a dumbbell rotating with angular velocity ω. The total torque τ tot is given by translational and rotational contributions from the individual discs. For a dumbbell rotating with angular velocity ω, the torque from disc rotations is
We can estimate the translational contributions as follows. The two discs translate with velocity ωs/2. The translational drag coefficent for disc 1, including both wall friction and drag from the surrounding q2D fluid, is (ζ 1 + γ p πR 2 1 ), so that the force on the disc is
neglecting hydrodynamic interactions. To include HI, we note that disc 2 produces a velocity disturbance at the location of disc 1 in the direction of translational motion, effectively reducing the rotational drag coefficient. Including HI, the force is
Therefore, the translational torque is
Now we can compare dumbbell rotational drag coefficients ζ r,db−complete = −(τ trans + τ rot )/ω and ζ r,db−trans = −τ trans /ω. For typical values of the parameterss,R,H, andh, the complete rotational drag coefficient is typically ∼ 1.5 times the rotational drag coefficient calculated with only translational contributions. The timescales for self-alignment should be linearly proportional to the rotational drag coefficient, so that the timescales should be increased by the same factor. This increase can partially account for the discrepancy between theoretical and experimental timescales in Fig. 2 of the main text.
We briefly discuss a numerical model augmented to include disc rotations, and compare its results to the analytical predictions just given. The system of equations for disc velocities is expanded to include two disc torque balances and two constraints on disc rotations, which can be expressed as:
Here, τ i are torques of constraint on the discs that set the disc angular velocities ω i equal to the dumbbell angular velocity ω db . In our framework, these constraint torques must be distributed to the discs as forces in order to affect dumbbell motion. In contrast with disc translation, disc rotation cannot contribute a net force to the entire dumbbell. Therefore, we apply equal and opposite forces F = (τ 1 + τ 2 )/s to the two discs.
We apply the augmented model to the self-alignment of an isolated dumbbell with initial angle θ = 90
• , comparing the time evolution of dumbbell angle with and without the inclusion of disc torques. We use the same parametersh,H,s as in Fig. 2(a) , and varyR. As expected, disc torques slow down dumbbell self-alignment. We rescale time by the rotational drag coefficients calculated above. For each value ofR, the rescaled curves with and without the inclusion of disc torques collapse quite well, with some visible difference for highR. In the inset, we plot the ratio of ζ r,db−complete and ζ r,db−trans .
We conclude that disc rotations must be included in a quantitatively accurate model. Their consideration partially resolves the discrepancy between theoretical and experimental timescales in Fig. 2 of the main text. However, for the semiquantitative accuracy desired in this work, omission of disc rotations from our minimalistic simplifies our analysis and restricts our focus to the hydrodynamics underlying self-alignment and focusing.
REVERSIBILITY OF FOCUSING DYNAMICS
It is well-known that the low Reynolds number dynamics of a rigid particle must be time reversible, owing to the linearity of the Stokes equations. However, at first glance, the alignment and focusing we predict and observe for an asymmetric particle may seem to be an irreversible phenomenon. In this section, we will show that asymmetric particle dynamics satisfy two conditions demanded by reversibility.
First, reversibility implies the following: Suppose a particle in some initial condition at t = 0 is advected "forward" by an external flow U 0 = U 0x for some time T , wherex is a unit vector in the direction of increasing x. If the flow is reversed to −U 0x at t = T , and the particle is advected "backward" another time T , then the particle configuration at t = 2T should be identical to the configuration at t = 0. To show that this can hold for an asymmetric particle, we note that a particle only approaches the attractor (y c , θ) = (W/2, 0
• ) asymptotically, remaining always on a trajectory in configuration space connected with its initial configuration. The particle can therefore recover its initial configuration if the flow is reversed. We note, however, that in the vicinity of the attractor, many trajectories from disparate initial configurations converge, and noise (whether experimental noise or numerical truncation error) can have a significant effect.
We note another, more subtle implication of reversibility. It is not difficult to see that reversibility demands mirror symmetry between forward and backward trajectories for a particle initially in a θ = 90
• configuration. Now consider some initial configuration with 0
• , where in the following discussion we restrict the definition of θ to the forward sense (i.e. the angle betweenx and the vector from the large disc to the small disc.) The particle is attracted to (y c , θ) = (W/2, 0
• ) for forward advection, and (y c , θ) = (W/2, 180
• ) for backward advection. In the latter case, it must pass through a configuration with θ = 90
• . Therefore, for forward advection, any point in configuration space is along a complete trajectory connecting a repeller (y c , θ) = (W/2, 180
• ) and an attractor (y c , θ) = (W/2, 0
• ). This complete trajectory is mirror symmetric across a configuration with θ = 90
• . The two fixed points swap stability if the flow is reversed.
We demonstrate both of the above points in Fig. S7 via numerical integration. A particle in the initial configuration indicated is integrated forward a time T , at which it is nearly completely aligned and focused. The flow is then reversed. The particle recovers its initial configuration at t = 2T . In the region of forward advection, the forward and backward trajectories overlap. (Note that two indistinguishable sets of particle configurations are plotted in this region.) Upon further backward advection, the particle passes through a configuration with θ = 90
• .
The complete trajectory is mirror symmetric about this configuration. We note that obtaining this agreement between forward and reverse dynamics required using a timestep a factor of 10 2 smaller than the timestep used for the results in the main text (δt ≈ 7.6 × 10 −4 and δt ≈ 0.076, respectively.)
NUMERICAL PHASE BOUNDARY
We combine numerical and theoretical approaches to obtain the phase boundary in Fig. 5(a) of the main text. We first discuss our numerical approach. For various sets of the parameterss,h, andH, we varyW . For eachW , we varyR fromR = 1 toR = 2, beginning withR = 1. At eachR, we numerically construct the Jacobian of the aligned and focused fixed point. We diagonalize the Jacobian to obtain eigenvalues and eigenvectors. For a particular set ofs,h, andH, we define a critical point for eachW as the firstR for which the imaginary components of the eigenvalues vanish. We therefore obtain a boundary relatingR crit andW . We collapse the data for the various sets ofs,h, andH with empirically fitted scalings, obtaining a collapsed numerical boundary relatings −1/5H 1/6W toR.
THEORETICAL PHASE BOUNDARY
Now we consider how to obtain a collapsed boundary via theoretical arguments. From the main text, we recall the condition for criticality, √ ab ∼ c, where a characterizes the strength of the "lateral drift" effect, c the self-alignment, and b the strength of the real particle's interaction with its images. We adopt a heuristic approach, driven by our understanding of the underlying physics, to obtain estimates for these coefficients.
In light of the results obtained in the section on selfalignment, a sensible choice is to take c = τ −1 r , given by Eq. 15. Now we seek to obtain an estimate for a. At lowest order -prior to consideration of hydrodynamic interactions -the discs are driven only by the external flow in x, so that the velocity of disc 1 is α 1 U 0 , and its relative velocity is (1 − α 1 )U 0 . Disc 1 therefore creates a flow disturbance with strength B 1 (1 − α 1 )U 0 . This flow disturbance is responsible for theŷ component of the flow field in the vicinity of disc 2, which would otherwise be zero. To estimate thisŷ component, we must consider both the spatial decay of the dipolar form and its angular dependence. The spatial decay clearly gives a factor of 1/s 2 . The angular dependence is such that theŷ component is zero at θ = 0. Therefore, theŷ component can be taken to be linear in θ for small θ. Hence, we obtain U y (r 2 ) = U 0 B 1 (1 − α 1 )/s 2 θ, so that theŷ velocity of disc 2 is α 2 U 0 B 1 (1 − α 1 )/s 2 θ. A similar expression holds for disc 1. Neglecting a factor of 2, the translational velocity of the particle isẏ c = −aθ, where
Note that we have neglected the effect of the rigid constraint, which would ensure that disc 1 and disc 2 have the samex velocity at θ = 0.
We now consider b, which characterizes the effect of the side walls. Near the centerline, the effect from the side walls is dominated by the two nearest images: one across the lower, y = 0 side wall, and the other across the upper, y = W side wall. We consider the lower image first. It tends to rotate the real particle into negative θ via the interaction of image disc 1 with real disc 2 and the interaction of image disc 2 with real disc 1. As with a, we take disc 1 to produce a flow disturbance with strength B 1 (1− α 1 )U 0 , and disc 2 to produce a disturbance with strength
2 . Here we have included the angular dependence of the dipolar interaction via a small angle δ, which can be taken to be δ ∼ s/y for wide channels, where s/W ≪ 1. The interaction therefore has a 1/y 3 dependence. However, near the centerline, the rotation driven by the lower image (into negative θ) is opposed by rotation driven by the upper image (into positive θ.) We can linearize for small deviations ∆ ≡ y c − W/2 from the centerline. We obtaiṅ θ = b∆, where b is
In order to isolate W , we define b ′ as
, so that W ∼ (ab
. (28) We now nondimensionalize this expression. We obtaiñ W ∼ f (H,s,R,h), where
with α 1 , α 2 ,B 1 andB 2 functions ofR,h, andH. (Since B i has dimensions of length squared, as B i ∼ R 2 i , the tildes indicate nondimensionalization by R 2 .)
For each set of parametersH,s,R, andh, this expression fits the corresponding numerical data with a fitted dimensionless prefactor of 3:
where the fitted prefactor has been absorbed into the definition of F (H,s,R,h). The results are shown in Fig.  S10 . The fit is particularly good for largeW and smalls, as one would expect from the approximation s/W ≪ 1.
More rigorous estimates for a, b, and c could be found via formal perturbation theory. However, the fit between our theoretical curves, obtained via physical arguments, and the numerical data for a large range of individual parameter sets indicates that we have identified the physical mechanism underlying the stability of the aligned and focused configuration. As discussed in the main text, these curves can be collapsed via fitted rescalings, exposing the universal shape of the critical boundary. These rescalings capture the dependence of the boundary on the dimensionless parameters in an experimentally relevant region of parameter space.
FOCUSING IS RAPID NEAR THE CRITICAL BOUNDARY
Our analogy to a damped oscillator suggests that for a given set of parametersh,H,W , ands, convergence to the centerline is most rapid for an asymmetryR near the critical boundary. We test this for one particular initial condition. In Fig. S9 , we show the x and y positions of a particle with initial condition (y c , θ) = (W/4, 160
• ) for various asymmetriesR, with the other parameters h = 0.08,H = 1.6,W = 21, ands = 3.5. As discussed in the previous section, the critical asymmetryR c for this set of parameters isR c = 1.10. Convergence to y c = W/2 with x c occurs most quickly forR =R c . This observation can aid the design and optimization of q2D lab-on-chip systems.
PHASE PORTRAITS AND CONDITIONS FOR GLOBAL ASSEMBLY
As discussed in the main text, we sweep over the configuration space of initial (y c , θ) for various asymmetry parametersR, maintainings = 3.5,W = 21, H = 1.6, andh = 0.08. We discard trajectories in which a disc overlaps with a side wall. (This overlap could be eliminated via the inclusion of lubrication and repulsion forces.) Beginning with the symmetric caseR = 1, we find marginally stable oscillations around the fixed points (y c , θ) = (W/2, 0
• ) and (y c , θ) = (W/2, 90 • ). When particle symmetry is weakly broken atR = 1.05, the aligned and focused state (y c , θ) = (W/2, 0
• ) is now an attractor. The damped oscillatory approach is manifested in the phase portrait as the spiral structure of trajectories in the vicinity of this fixed point.
However, θ = 90
• and θ = −90
• fixed points remain. The (y c , θ) = (W/2, 90
• ) point has bifurcated, and two marginally stable fixed points for θ = 90
• have moved off the centerline, closer to the two side walls. These marginally stable basins are undesirable from the standpoint of assembly, which ought to be global: ideally, any initial configuration would be mapped to the aligned and focused state. Momentarily deferring inquiry into these θ = 90
• fixed points, we consider the critical asymmetryR crit that separates the underdamped and overdamped regimes. Numerically, we findR crit as described in a previous section. For the parameters considered, R crit = 1.10. At this "critically damped" asymmetry, approach to the centerline is rapid, as we show in the next section. However, the θ = 90
• fixed points have not yet disappeared, although they have moved closer to the walls, and their basins of marginally stable oscillations have shrunk. Now we consider whether we can find aR g such that, forR >R g , there are no θ = 90
• or θ = −90
• fixed points. These fixed points are located at the two values of y c , y
and y
, at which the interaction of the real particle with the system of image particles exactly balances the tendency of the particle to align through self-interaction. The larger, slower disc 1, closer to a side wall than the smaller disc 2, is sped up by interaction with the closest image, such that both real discs move at the same velocity inx (Fig. S8(a) ). We can also understand why these fixed points are marginally stable. If, for instance, the particle is displaced from the 90
• fixed point away from the wall, the tendency of the particle to self-align will be stronger than the effect of the image, and the particle will rotate. Via the lateral drift effect, the rotation of the particle away from θ = 90
• produces a velocity inŷ towards y
, at which it arrives with an angle not equal to 90
• . Passing through this point, the interaction with the image overtakes the self-alignment effect, and the particle is driven to rotate in the opposite sense. The appearance of these marginally stable oscillations suggests that the particle is "bouncing" along the wall (Fig. S8(b) ).
On the basis of this physical understanding, we can derive the location of the fixed points, takingR g to occur at that y
for which disc 1 starts to overlap the side wall. Both discs are assumed to move strictly in x at the same velocity U p . We can write an equation for u x (r 1 ):
As this equation expresses, the contributions to the local flow field of disc 1 inx are: i.) the external flow; ii.) disc 2, and the set of "far" images generated from disc 2 as a lattice in the y direction with periodicity 2W ; iii.) the set of disc 2's "near" images, generated as disc 2's mirror image across the closest side wall, plus a lattice of this image's copies; iv.) the "far" lattice of disc 1's own images; and v.) the "near" lattice of disc 1's images. Likewise, we have for u x (r 2 ):
Moreover, since the force of constraint acts along y, we can take
Multiplying Eq. 31 and Eq. 32 by α 1 α 2 and rearranging, we have:
Setting these equal to each other and performing the summations, we have an implicit equation for y 1 :
We solve this equation numerically as a function ofR, takingR g to be theR at which disc 1 overlaps with the wall, or y 1 = R 1 . For the parameters considered,R g is 1.49.
EXPERIMENTAL SETUP
The experimental setup consists of the microchannel, the apparatus for moving the microscope stage, the continuous flow lithography (CFL) setup for making particles, and the camera for recording particle motion.
The microchannel
Poly(dimethylsiloxane) (PDMS, Sylgard 184, Dow Corning) microfluidic channels are 30 µm in depth, 500 µm in width and 2.4 cm in length, with ruler markings on the channel walls to determine the particle position in the channel (Fig. S2) . The process regarding the preparation of the PDMS channel is given below. A batch of PDMS and curing agent are mixed at weight fractions 10 to 1. The prepared viscous mixture is stirred rigorously and degassed in a vacuum chamber by gradually increasing and decreasing the pressure or by allowing the mixture to rest in the vacuum chamber over 45 minutes while it is tightly sealed to avoid dust. The degassed mixture is slowly poured on the silicon wafer and allowed to cure at 65
• C overnight. The cured PDMS is sliced with a razor and taken out of the wafer. The cover slides that the microchannel rests on are coated with PDMS/curing agent mixture (10 to 1 ratio) manually by slowly sliding another cover slide to make a thin layer of PDMS. The PDMS coated cover slides are later partially cured at 65
• C for 20 minutes. The partially cured PDMS coated cover slide and the fully cured top channel are placed together and cured overnight. At all stages of curing the samples are tightly sealed to avoid dust. The microchannel has ruler markings on both sides to allow for determination of the position along channel as the synthesized particles flow downstream. A microscope image of the microfluidic channel is given in the inset of Fig.  S2 .
The apparatus for moving the microscope stage
The homemade programmable apparatus for moving the microscope stage consists of a microfluidic pump attached to the stage with a robotic metal arm (Fig. S2) . The stage is attached to the moving part of a microfluidic pump (KSD 100 model, KD Scientific) with the metal robotic arm as seen in Fig. S2 . This allowed us to control the motion of the microscope stage in the x direction via setting the speed of the microfluidic pump. This experimental setup provides a cheap and a flexible option compared to commercially available microscope stages.
As the particle flows downstream, the slow motion of the microscope stage ensures that the particle remains in the field of view. Matching the speed of the particle with the speed of the microscope stage allowed for imaging the particle without the particle leaving the field of view. This matching is performed manually, as the speed of the dumbbell shaped particle is found to vary as it flows downstream. As a result, adjustment of the microscope stage speed is required along a given trajectory.
The microscope and the camera
The camera attached to the inverted microscope is the Clara model from Andor Technologies (Model Number DR 3286 − 60). With full CCD area, it can take up to 30 frames a second. The inverted microscope is Zeiss model Axio Observer A1.
Continuous Flow Lithography (CFL) setup
Particles with predefined geometries are synthesized in situ at the desired initial spatial position and orientation using continuous flow lithography (CFL), described in detail in Dendukuri et al [5] . In brief, 95% v/v acrylate oligomer (poly(ethylene glycol) diacrylate, n = 700, Sigma Aldrich) mixed with 5% v/v photoinitiator (Darocur TM 1173, Sigma Aldrich) is pumped through the poly(dimethylsiloxane) (PDMS) channel depicted in the inset of Fig. S2 using controlled external pressure. The channel is mounted on an inverted microscope (Zeiss Axio Observer). Particles are polymerized with short pulses of UV light. The UV exposure time is 50 ms, unless stated otherwise, and supplied by a UV light source (Lumen 200, Prior) equipped with UV filter set (cat.no.11000v3, Chroma). Rapid polymerization kinetics of the chosen chemistry allowed synthesis of particles with high resolution. The geometry of the particle in the xy plane is imposed by a lithographic mask placed between the microscope objective and the UV source. The height of the particle (along the z axis) inside the q2D channel is dictated by the UV exposure time [6] for a given channel height. Importantly, the well-known oxygen inhibition effect in the CFL method [5, 6] provides a uniformly thin, unpolymerized, lubricating layer between the microparticle and the top or bottom PDMS wall. The spatial position of the particle in the xy plane and its alignment (i.e. the angle θ) are adjusted manually by moving the mask within the filter spacing. The spatial position is confirmed by crosslinking a polymer solution on a cover slide and identifying that position of the monitor. Later, the microfluidic channel is placed accordingly to align the mask and the channel for precise placement of the particle in the microfluidic channel. The flowing solution is pumped into the channel with a pressure gauge (Control Air Inc. Model 700) equipped with a digital pressure measurement gauge. The applied pressure and the velocity of surrounding medium showed a linear relationship upon calibration. Typically, the range of pressure used in the experiment is 0.1 psia to 1 psia. For synthesis, we use a 20X 0.5 NA objective (Zeiss Plan Neofluar, cat.no.1004 − 072), whereas for tracking the particles, we use both the aforementioned 20X and 10X 0.5 NA objectives (Zeiss Plan Neofluar). Table S1 gives the dimensions of particles synthesized in experiments, where L stands for the total length of the particle, and R 1 and R 2 are the radii of discs (Fig.  S3) . The distance between the centers of two disks are given by s. The asymmetry R 1 /R 2 is varied as s is kept constant. The codes are written on the side of the masks close to the periphery to identify the masks during experiment.
EXPERIMENTAL PROCEDURES
Determining the surrounding medium and particle velocity
To measure the velocity of the surrounding medium, we prepare a "tracking" solution by adding a 1% by volume fluorescently labeled tracer spheres (Polysciences) with diameter 1.6 microns to the flowing solution (95%v/v PEG-DA and 5 %v/v Darocur). The tracers are imaged at 20 frames/s to extract the speed using the open source particle tracking routines of Crocker et al. [7] in Matlab (Fig. S4) . Finally, we constructed a calibration curve for the velocity of surrounding medium (U 0 ) versus applied pressure (P) by increasing the applied pressure in 0.2 psia increments and calculating the mean velocity of the surrounding medium via particle tracking. A typical set of particle trajectories is given in Fig. S4(a) . The displacements vector belonging to two consecutive frames with a time lag of 0.1 s are plotted over the image corresponding to the first frame. The particles that are stuck on the channel walls are excluded from the analysis by setting a minimum displacement threshold.
The velocity of a dumbbell shaped particle is determined manually using ImageJ and with a Matlab edge detection algorithm. In the manual process, the center of two discs of radius R 1 and R 2 are separately detected and the velocity of the particle is determined based on the displacement of the midpoint of the line connecting the centers of two disks. In the edge detection process, a circle of known radius is fitted to the image separately for R 1 and R 2 . First the image is background subtracted. The background subtracted image then converted to a black-white (B/W ) image where pixel values below a threshold are set to 0, i.e. black in B/W image, and the remaining pixel values correspond to features are set to 1, i.e. white. This operation forms an image where the features, including the particle, appear white on a black background. The edges of the features in B/W image are detected using an edge detection algorithm with Matlab. The detected features are then fitted to a circle of given radius. Once the two circles are detected, the midpoint of the line connecting the two centers of the discs is calculated arithmetically. Just as with the manual process, this midpoint is used to calculate displacement.
To confirm the steady speed of the surrounding medium along the channel, we track disc shaped particles (18.7µm radii) along the channel synthesized under same conditions as the dumbbell shaped particles. Upon the confirmation of steady speed along the channel with the disc shaped particles, we also confirmed the relationship between the velocity of the disc (U disc ) and external pressure. We constructed a calibration curve by varying the applied pressure in increments of 0.2 psia and recorded the movies of 10 s long with 20 frame/s for each increment. This calibration curve is given in inset of Fig.  S4(b) .
To determine the velocity of the particle with respect to the velocity of surrounding medium (U 0 ), we calculate the speed of the particle and the surrounding medium under the same experimental conditions via the following strategy. First, the speed of the dumbbell shaped particle is calculated as described above. Secondly, the surrounding medium speed is calculated by measuring the velocity of a disc shaped particle synthesized right after the dumbbell shaped particle. The velocity of the surrounding medium is calculated by utilizing two calibration curves (U 0 vs. P and U disc vs. P) described above. The first calibration curve connects the surrounding medium velocity and external pressure obtained by particle tracking of tracers is given in the inset calibration 1 of Fig.S4 (b) . The second calibration curve connects the velocity of a disc (U disc ) to the external pressure (P) as given in the inset calibration 2 the Fig.S4 (b) . It is important to note that the disc is created under the same experimental conditions as the dumbbell in order to have same value of h. Combining these two calibration curves (eliminating the external pressure) allows us to connect the velocity of the surrounding medium (U 0 ) to velocity of the a disc of given radius (U disc ). For experiments given in Fig. 2 of the main text, after the asymmetric particle completed its trajectory, we synthesized a disc (R = 18.7 µm) and measured the velocity of this disc to calculate the surrounding medium velocity. This strategy of calculating the relative speed of the particle offered certain advantages: (i) we avoid any possible interference from the tracers sticking on the walls of the microchannel and interacting with the dumbbell shaped particles and (ii) creating a disc after each experiment served as a benchmark to ensure the quality of experiment.
Determination of the position and alignment of the particle Briefly, the particle position and alignment angle θ is obtained by fitting circles separately for two discs of radius R 1 and R 2 , shown in the inset Fig. S2 , following masking and background subtraction operations. First, the raw image is subjected to background subtraction, then the area of interest is detected manually. The area of interest is converted into a black-white image with a threshold value (i.e. pixel values lower then a threshold are set to 0 and the ones above the threshold to 1). The edges of all features in the B/W image are then interrogated to find the feature with the closest shape to a circle with a given radius. The vector describing the distance between the detected circle centers for R 1 and R 2 is used in a cross product operation with the unit vector in the x direction to calculate the angle θ. The position of the dumbbell shape is calculated from the arithmetic average of center positions of the two circles (i.e. the midpoint of the line connecting the two center positions.)
FURTHER EXPERIMENTAL REMARKS
Influence of CFL resolution on experiements
In the experiments given in Fig. 4 of the main text, we observed that the oscillation of the symmetric particle (R = 1.0) is sensitive to small asymmetries. We hypothesize that this is due to the finite resolution of synthesizing particles with CFL. When we synthesize dumbbell shaped particles, the shape dictated by the mask is smeared by the external flow (U 0 ) due to the finite exposure time. For a given resolution, defined as the percent increase in length scale of a particle that can be tolerated, there is an upper limit to the flow velocity that can be used. This resolution depends on the experimental conditions such as UV exposure time and the magnitude of the external flow field. For our experiments, we have chosen the experimental parameters to reach the maximum resolution (i.e. lowest UV exposure time and U 0 ). For the smallest disc of the dumbbell ( R 2 = 18.7 µm, see table S1) we synthesize, we estimate the resolution to be approximately 0.2µm, corresponding toR = 0.2/(18.7) = 1.016 [5, 6] . In Fig. S5 , we provide equidistant snapshots of the trajectory of a symmetric particle. In Fig. S5 the position of the particle is given. The good fit between the experiment and the simulations indicates asymmetry due to finite resolution of CFL needs to be taken into account.
Determining the particle/channel gap height
The gap height (h) is a critical parameter defining the strength of hydrodynamic interactions (Fig. S3) . In our experimental setup, h is set by the exposure time [5, 6] . We measure h by measuring the height of particle (h p ) and through a priori knowledge of the height of the channel (H = 30 µm). For this purpose, we synthesize several particles with the same exposure time and collect them in the reservoir at the outlet of the channel (Fig. S2) . At the outlet, some of the collected particles confined by the walls of the reservoir flip to their sides, allowing us to measure the height of the synthesized particles. Fig. S6 provides a microscope image of said particles. Once the height of the particle is known, the gap height is calculated as h = (H − h p )/2. For experiments given in Fig.  2 of the main document, the exposure time is set as 50 ms, leading to h = 2.0 µm; whereas in the experiments given in Fig. 4 , the exposure time is set as 100 ms, leading to h = 1.1 µm. The measurement uncertainty of the gap height is 0.3 µm, as dictated by the resolution of the optics.
Synthesizing fluorescent particles
For the experiments demonstrating the utility of the focusing effect with asymmetric particles, we first synthesize fluorescent particles using CFL. To covalently bind fluorescent dye to the synthesized particles, we add acrylate-modified Rhodamine B to acrylate oligomer (Methacryloxyethyl thiocarbamoyl rhodamine B (Polysciences), excitation 548 nm, emission: 570 nm) and photoinitiator solution. Prior to synthesis, the monomer is centrifuged to force the solid impurities to settle. In order to optimize the strength of hydrodynamic interactions, the exposure time, and hence the height of the particle, is optimized by making particles with different exposure times. For the reported measurements the exposure time is 80 ms. The synthesized particles are collected in a Tris-EDTA (TE) buffer containing 0.1% vol/vol surfactant Tween-20 in an 1.7 mL Eppendorf tube. The surfactant here helps to stabilize synthesized particles. We synthesized symmetric (R = 1) and asymmetric (R = 1.3) particles separately. The collected particles are resuspended in an approximately density matched solution containing 25% vol/vol poly(ethylene glycol) (molecular weight 400 g/mol, Sigma-Aldrich) in TE buffer. The concentration of particles is adjusted to be one particle per two microliters.
Measuring the particle distribution along the channel width
After the fluorescent particles are collected, they are are pumped through the detection channel by an air regulator (0-2 psi range, Dayton). The detection channel is placed on an inverted microscope (Axio Observer A1) equipped for fluorescent imaging. Particles are imaged with an appropriate UV light source (Prior Lumen 200) and filter set (cat. no. XF101-2, Omega) under fluorescence using a CCD camera (Andor Clara) at an exposure time of 0.05 s. The synthesis and detection channels are 30 µm in depth, 300 µm in width and 2.4 cm in length. We have analyzed over 300 symmetric and asymmetric particles at the start and end of the channel. (Fig. S3) between two consecutive frames for a given pressure of 1 psia along the channel. The blue circles are the initial particle positions and red circles denote the positions 0.1 s later. The scale bar is 5 µm. The arrows are blown-up displacement vectors of individual particles, where the the length of arrows are proportional to the magnitude of the displacement vector. For clarity, the proportionality factor is set as 10. Panel (b) shows the calibration curve used to calculate the velocity of the surrounding medium (U0) from the velocity of the disk (U disk ). Insets in panel b correspond to two calibration curves evoked to construct the main graph in panel b. The top inset calibration 1 is average velocity of the surrounding medium (U0) vs. applied pressure (P) measured from particle tracking. The bottom inset calibration 2 corresponds to the velocity of disc of radius 18.7 µm vs. applied pressure (P). Demonstration of the reversibility of the dynamics of an asymmetric particle via numerical integration of the governing equations. A particle initially with yc = W/4 and θ = 45
• , as indicated, is advected by the flow U0 = U0x until time t = T , whereT ≈ 300. At this time, the particle is nearly aligned and focused. The flow is reversed, and the particle retraces its trajectory and recovers its initial configuration after an additional time T . Thereafter, it rotates into a configuration with θ = 90
• . The entire trajectory is mirror symmetric across this configuration. Ultimately, the particle aligns with the reversed flow −U0x and focuses to the centerline. To show the full range of particle motion, the x axis has been compressed by a factor of 10. (a) For a weakly asymmetric particle at its θ = 90
• fixed point, the large disc is close to the nearest images, interacting more strongly with them than the small disc does. The tendency of the particle to self-align is exactly balanced by the stronger flow field experienced by the large disc. Here,R = 1.05,h = 0.08, H = 1.6,s = 3.5, andW = 21, and the fixed point occurs at yc/W = 0.192. (b) These fixed points are marginally stable. For a small initial displacement from the fixed point, the particle appears to "bounce" along the wall as it is advected down the channel. The x axis is compressed by a factor of 20 in this image. IG. S10. Theoretical and numerical critical boundaries. For various sets of parametersH,s,R, andh, we numerically obtain points on the critical boundary separating the underdamped and overdamped oscillatory regimes via the method described in the section "Numerical Phase Boundary." These points are shown as symbols in the figure. For each parameter set, we also obtain theoretical curves via Eqs. 29 and 30, shown as solid lines and matched to the symbols by color. Each curve fits its corresponding numerical data with the same fitted dimensionless prefactor of 1/3. Moreover, as shown in Fig. 5(a) of the main text, all curves and data can be collapsed onto a single boundary via an empirically fitted rescaling ofs −1/5H 1/6W . For clarity, not all of the parameter sets in Fig. 5(a) angle θ R = 1.3, with disc torque R = 1.5, with disc torque R = 2.0, with disc torque R = 2.5, with disc torque R = 1.3, no disc torque R = 1.5, no disc torque R = 2.0, no disc torque R = 2.5, no disc torquẽ FIG. S11. Evolution of dumbbell angle with time with and without disc torques. We rescale time with our theoretically estimated values of the dumbbell rotational drag coefficient. For eachR, the curves obtained with and without disc torques collapse, since the self-alignment timescale is proportional to the dumbbell rotational drag coefficient. The ratio of rotational coefficients with and without disc torques is shown in Fig. S12 for each value ofR. The parameters h = 0.06,H = 1.6, ands = 3.3 are the same as in Fig. 2a of the main text. We show the ratio of theoretically estimated dumbbell rotational drag coefficients with and without contributions from disc rotations as a function ofR. The parametersh = 0.06,H = 1.6, ands = 3.3 are the same as in Fig. 2a of the main text. In Fig. S11 , these theoretically estimated coefficients were shown to collapse data from numerical simulations. Torque from the discs does not wholly account for the quantitative discrepancy between theoretical and experimental self-alignment timescales in Fig. 2a of the main text.
Movie 1: Alignment and cross-streamline migration
An asymmetric (̃= 1.3) particle with θ = -10° focuses to the centerline. The detailed trajectory and comparison with theory is given in Figure 6b . The particle first aligns with the flow then migrates to the centerline, illustrating the "very asymmetric" behavior introduced in Figure 1(b) . The channel width is 500 μm and the distance between two marks on the channel wall is 100 μm. The microscope stage is moving at a comparable speed to the particle speed with respect to the lab frame to keep the particle in field of view.
Movie 2: Oscillation of a very slightly asymmetric particle.
A particle oscillates between side walls. The detailed trajectory and comparison with theory is given in Figure 6 (a) and in supplementary information Figure S4 . Comparison with theory suggests that the particle is slightly asymmetric, with ̃= 1.01, and that the particle is in a basin of marginal stability. The channel width is 500 μm and the distance between two marks on the channel wall is 100 μm. The microscope stage is moving at a comparable speed to the particle speed with respect to lab frame to keep the particle in field of view.
Movie 3: Randomly distributed along channel width at the start of channel
Mixture of fluorescent asymmetric (̃= 1.3) and symmetric particles (̃= 1.0) injected through a microchannel imaged at the start of channel (x c /W=0). Both symmetric and asymmetric particles are randomly distributed along channel width, and show no preference to enter the channel at a particular transverse position. Figure 7 (b) provides a statistical picture supporting the visual observation. The width of channel is 300 μm.
Movie 4: Only asymmetric particles focus tothe centerline at the end of channel
Mixture of asymmetric (̃= 1.3) and symmetric particles (̃= 1.0) injected through a microchannel imaged at the end of same channel as movie 3 (x c /W =40). The symmetric particles are randomly distributed along channel width, whereas the asymmetric particles focus along the centerline. Figure 7c provides a statistical picture. The width of channel is 300 μm.
