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Résumé
Dans de nombreux domaines, la simulation est un outil puissant pour apprendre, visuali-
ser, et comprendre l’impact d’une décision à un temps donné sur l’ensemble du système. Le
domaine de la navigation aérienne ne fait pas exception. Les outils de simulation de trafic
aérien sont essentiels dans la gestion du trafic aérien, et doivent être capables de générer
une large variété de scénarios réalistes tout en prenant en compte différentes contraintes ob-
servables par l’utilisateur de simulations, appelées situations, telle qu’une densité de trafic,
une typologie de flux, des collisions, un évènement météorologique, ou tout autre évène-
ment émergeant.
Structurer une simulation de trafic pour obtenir le réalisme et différentes situations est
une tâche complexe, de par les nombreux objectifs et les nombreux critères à respecter, la
diversité des entités mobiles et leurs multiples interactions, ainsi que la dynamique de l’en-
vironnement. Dans le domaine de la navigation aérienne, cette complexité est très souvent
gérée par des humains, que ce soit l’expert scénariste qui génère le scénario de trafic au prix
de nombreuses heures d’essais-erreurs, ou par les acteurs humains lors de la simulation qui
gèrent l’adaptation temps-réel du trafic si celle-ci est requise. Les approches classiques de
résolution ont montré leurs limites pour faire face à la complexité de ces applications. L’ob-
jectif de cette thèse est de résoudre la structuration temps-réel d’une simulation de trafic
multi-objectif et multi-critère par l’utilisation de la théorie des AMAS (Adaptive Multi-Agent
Systems). Dans ces systèmes, les agents poursuivent des buts locaux et interagissent d’une
manière coopérative. Au travers de leurs interactions locales, le système est rendu plus ro-
buste et s’auto-adapte face à la dynamique de l’environnement, permettant une émergence
de la fonction globale. Suite à plusieurs études, cette théorie a montré son adéquation pour
la résolution de problèmes complexes et dynamiques.
L’objectif de ce travail est de modéliser et de spécialiser cette théorie pour la structura-
tion de simulation de trafic temps-réel, multi-objectif et multi-critère. Pour cela, le modèle
d’agents AGATS avec des comportements et des interactions coopératifs et locaux a été dé-
fini. Ce modèle est composé de deux sous-modèles, AGEAS, pour la structuration de la si-
mulation en fonction d’un scénario, et CAAMAS, pour l’adaptation des entités mobiles aux
scénarios et à la dynamique de la simulation. Les résultats de l’instantiation de ces deux
modèles pour les simulations de trafic aérien montrent l’adéquation de l’approche proposée
pour la génération autonome de scénarios, et l’adaptation lors de la simulation.
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Introduction
Dans de nombreux domaines, la simulation est un outil puissant pour apprendre, visua-
liser, et comprendre l’impact d’une décision à un temps donné sur l’ensemble du système.
Le domaine de la navigation aérienne ne fait pas exception. Les outils de simulation de tra-
fic aérien sont essentiels dans la gestion du trafic aérien, et doivent être capables de générer
une large variété de scénarios réalistes tout en prenant en compte différentes contraintes ob-
servables par l’utilisateur de simulations, appelées situations, telle qu’une densité de trafic,
une typologie de flux, des collisions, un évènement météorologique, ou tout autre évène-
ment émergeant.
Néanmoins, la mise au point d’un scénario réaliste de trafic virtuel respectant des si-
tuations impose des délais longs (typiquement plusieurs semaines) et la mobilisation d’une
équipe conséquente pour contrôler son déroulement, adapter et préserver la structuration
du trafic qui en découle lors de la simulation. De plus, les simulations actuelles sont peu ou
pas interactives, et, si elles existent, les interactions sont souvent effectuées par des humains.
Contribution de la thèse
Dans cette thèse, nous explorons le problème de structuration d’une simulation de trafic,
c’est-à-dire l’organisation des entités mobiles dans une simulation de trafic afin que le trafic
soit réaliste, du point de vue des trajectoires et du point de vue du trafic, et qu’il fasse émer-
ger un ensemble d’évènements observables (par exemple des densités ou des collisions)
requis par un scénariste, que nous nommons situations. Ce problème, de par les multiples in-
teractions entre les différentes entités mobiles, la contradiction entre leurs différents objectifs
locaux, l’ouverture de la simulation (que ce soit par la modification de l’environnement de
simulation, ou les actions d’humains dans la simulation), les différentes contraintes requises
pour le réalisme par le scénariste, est un problème complexe. En appliquant l’approche des
systèmes multi-agents adaptatifs (Adaptative Multi-Agents Systems (AMAS)), nous avons dé-
veloppé le système Autonomous GenerAtion of Traffic Simulations (AGATS), un AMAS dédié
à la structuration de simulations de trafic, capable de structurer le trafic pendant la généra-
tion du scénario (phase de création), mais aussi la simulation (phase de simulation), afin de
structurer pleinement un trafic réaliste, correspondant aux attentes, et pouvant être rejoué.
Nous évaluons notre approche selon ces deux phases. Les différents agents d’AGATS se
divisent en deux ensembles, que nous testons séparément. Le premier ensemble, Collision
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Avoidance Adaptive Multi-Agent System (CAAMAS) permet aux entités mobiles de s’adapter
au scénario et aux différentes interactions lors de la phase de simulation. Le deuxième en-
semble, Autonomous GEneration of trAffic Scenarios (AGEAS), permet la génération et l’adap-
tation du scénario lors de la phase de création et de simulation.
Organisation du document
La suite de ce document est structuré en 4 parties qui regroupent respectivement le
contexte applicatif, l’état de l’art, le modèle développé, et les expérimentations. La première
partie comporte deux chapitres et décrit le contexte applicatif de cette thèse, le trafic aérien,
sa structure, et les défis qui émergent de sa structure actuelle :
— Le chapitre 1 introduit le trafic aérien et sa gestion. Il décrit brièvement l’historique du
contrôle aérien, l’organisation de l’espace aérien en secteurs et en d’autres espaces, le
réseau de routes utilisé par les avions commerciaux pour voler d’un aéroport à un autre,
la gestion de l’espace aérien, et en particulier le rôle des contrôleurs aériens.
— Le chapitre 2 décrit les limites actuelles de la gestion du trafic aérien, en particulier
l’augmentation du trafic et la nécessité de modifier cette gestion, et donc la nécessité
d’étudier de nouvelles structures, de nouveaux outils, de nouvelles techniques, et par
conséquent, la nécessité de tester celles-ci dans un environnement de simulation réa-
liste, pouvant répondre à une diversité de contraintes.
La deuxième partie de ce manuscrit est dédiée à l’état de l’art sur les techniques utilisées
pour la structuration de trafic. Elle comprend deux chapitres :
— Le chapitre 3 décrit et analyse les techniques de structuration de trafic aérien, souligne
leurs limites, avant d’analyser les techniques utilisées pour le trafic routier et finir par
un premier positionnement de cette thèse.
— Le chapitre 4 décrit et analyse les techniques d’évitement de collisions, leurs généralités,
puis les techniques utilisées dans le trafic aérien.
— Le chapitre 5 résume les différentes analyses des états de l’art sur la structuration de
trafic et l’évitement de collisions et décrit le positionnement de cette thèse.
Les solutions les plus prometteuses dans ces deux états de l’art laissent à penser que
la solution se trouve, en partie, dans la décentralisation. Ainsi, les systèmes multi-agents,
naturellement décentralisés, et en particulier les systèmes multi-agents adaptatifs, repré-
sentent une alternative séduisante. La troisième partie présente ainsi les systèmes multi-
agents adaptatifs, et décrit notre système multi-agent pour la structuration de trafic :
— Le chapitre 6 présente les modèles et systèmes utilisés dans cette thèse, à savoir les
systèmes multi-agents, en particulier les systèmes multi-agents adaptatifs, ainsi que le
pattern AMAS4Opt et le système Environnement Virtuel Auto-Adaptatif (EVAA).
— Le chapitre 7 décrit le système multi-agent AGATS développé dans cette thèse pour la
structuration de trafic. Ce système est décrit en commençant par son fonctionnement
général, et les deux phases durant lesquelles il s’exécute ; la phase de création de scéna-
rio et la phase de simulation, puis le comportement nominal de chaque type d’agent est
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détaillé. Le chapitre se termine par la description de la détection et la résolution des dif-
férentes situations de non coopération (situations dans lesquelles les agents n’arrivent
pas à atteindre leurs buts locaux).
La quatrième partie présente les expérimentations qui ont été effectuées sur le système
multi-agent AGATS :
— Le chapitre 8 décrit les expérimentations effectuées sur les comportements locaux des
entités mobiles, et se concentre sur la phase de simulation des agents d’AGATS, et pré-
sente le sous-système CAAMAS.
— Le chapitre 9 détaille les expérimentations effectuées sur la génération de scénarios, et
présente plus particulièrement la phase de création de scénario des agents d’AGATS, et
présente le sous-système AGEAS.
Enfin, nous concluons avec une synthèse du travail effectué dans le contexte de cette
thèse, ainsi que différentes perspectives à plus ou moins long terme pour ce travail.
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Première partie
Présentation du contexte
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1 La Gestion du trafic aérien
Dans ce chapitre, la façon dont est géré le trafic aérien est présentée, en commençant par
un très bref historique de la gestion du trafic aérien (section 1.1), suivi de la description de
l’organisation de l’espace aérien (section 1.2), et enfin de la présentation de la gestion du
trafic aérien telle qu’elle est effectuée actuellement (section 1.3). Ce chapitre se termine par
un état des lieux du domaine et des défis à surmonter.
1.1 Bref historique et héritages
Nous ne ferons pas dans ce manuscrit une présentation exhaustive de l’histoire de la
gestion du trafic aérien, mais une présentation permettant de comprendre pourquoi le trafic
aérien d’aujourd’hui est organisé ainsi. Nous dirigeons le lecteur vers d’autres références s’il
souhaite plus de détails sur l’histoire du trafic aérien : [DGAC, 2017], ou (le plus complet)
[DGAC, 2013].
Une brève histoire de la gestion du trafic aérien. Les débuts de l’aviation civile organi-
sée commencent après la première guerre mondiale et le surplus de pilotes, qui ont donné
naissance à l’aéropostale. Une première organisation de l’espace autour de routes aériennes
se matérialise par des phares aéronautiques que les pilotes suivent à vue, comme le décrit
Antoine de Saint-Exupéry dans Vol de nuit [de Saint-Exupéry et al., 1931].
Après la guerre, ces phares aéronautiques, qui sont des balises visuelles, furent une pre-
mière base pour la gestion du trafic aérien d’aujourd’hui. Afin de contrôler les avions pour
augmenter le trafic et la sécurité, des Centres de Contrôle Régional (CCR) ou Area Control
Center (ACC) en anglais, sont créés (en France, ils sont au nombre de trois en 1947 fig. 1.1a)
et des techniques issues de la guerre sont dans un premier temps utilisées (fig. 1.1b).
Au fil du temps, pour prendre en compte une demande croissante de trafic aérien, de
nouveaux moyens ont été employés (listés sans ordre établi, ni exhaustivité) comme :
— augmentation du nombre de balises, de leur fonctionnement et de leur qualité (phare
aéronautique, balises radios non directionnelles, balises radios directionnelles...),
— et par conséquent, augmentation du nombre de routes aéronautiques,
— apparition (ou plutôt utilisation pour le civil) des radars primaires, puis secondaires,
— augmentation du nombre de contrôleurs pour surveiller les avions,
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(a) Les trois centres de contrôle régional
(CCR) (Paris Bordeaux, Marseille), août 1947
[DGAC, 2017]
(b) Le système plotting, 1939 [DGAC, 2017]. La
dernière position annoncée à la radio par les pi-
lotes est matérialisée par un pion posé sur une
carte. Le pion est équipé d’un grande flèche qui
représente sa trajectoire estimée pendant les pro-
chaines minutes
Figure 1.1 – Les débuts du contrôle aérien
— augmentation du nombre d’ACC et subdivision de l’espace de ces centres en espaces
plus petits, et spécification de ces espaces,
— amélioration des techniques de contrôle (liaison radio, strips, image radar...),
Pour arriver à l’état actuel du trafic aérien, que nous décrivons dans la suite.
Unités impériales. Dans une majorité des domaines aériens, en particulier dans le do-
maine de la navigation aérienne, le système de mesure impérial est encore beaucoup utilisé.
En particulier sont utilisés (liste non exhaustive) :
— Le pied ( f t), unité de mesure de distance (1 f t = 0, 3048m).
— Le mille nautique (NM), simplifié en nautique, unité de mesure de distance (1NM =
1852m). Cette mesure correspond à la valeur moyenne d’une minute d’arc de méridien.
— Le noeud (knt), est une unité de mesure de la vitesse utilisée en navigation maritime et
aérienne (1knt = 1, 852km.h−1).
Notations anglaises Les notations anglaises sont beaucoup employées dans le domaine
aéronautique. Par exemple, la gestion du trafic aérien ne possède pas d’acronyme et seul
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l’acronyme anglais ATM pour Air Traffic Management est employé. D’autres acronymes
seront introduits dans la suite de la présentation.
1.2 L’organisation de l’espace aérien
Nous distinguons dans la suite deux types de vols :
— les vols obéissant aux Visual Flight Rules (VFR), que nous appellerons vols VFR. Les
VFR définissent un régime de vol à vue, soumis par conséquent à de bonnes conditions
météorologiques.
— les vols obéissants aux Instrument Flight Rules (IFR), que nous appellerons vols IFR. Les
IFR définissent un régime de vol par instruments, qui n’a pas besoin, ou peu besoin, de
repères visuels.
Dans ce qui suit, nous nous intéressons majoritairement aux vols IFR, qui constituent la
grande majorité du trafic aérien commercial et cargo de nos jours.
1.2.1 Le découpage de l’espace aérien
Différentes catégories d’espaces. L’ensemble de l’espace aérien français, en règle géné-
rale, est découpé en portions d’espace aérien où les services fournis sont déterminés par une
classe dont l’appellation uniformisée par l’International Civil Aviation Organization (ICAO)
va de A à G. Il est possible de résumer ces classes par deux espaces :
— l’espace contrôlé : il regroupe les portions d’espace de classes A,B,C,D et E ; les règles ne
sont pas uniformes et diffèrent notamment si les vols sont des VFR ou des IFR.
— l’espace non contrôlé : il regroupe les portions d’espace restant, à savoir les portions d’es-
pace de classes F et G, dans lesquels les avions auront seulement des informations de
vol (par exemple la météorologie), si elles existent.
L’ensemble de ces portions d’espace est représenté par la figure 1.2, sauf l’espace F qui
n’est pas utilisé en France.
Ces portions d’espace elles-mêmes sont découpées et attribuées à des organismes ; en
France ce sont :
— Les Centre en Route de la Navigation Aérienne (CRNA), qui gèrent les espaces dits
en route, c’est-à-dire les espace aériens supérieurs (figure 1.3), en anglais Upper Traffic
Area (UTA).
— Les Services de la Navigation Aérienne (SNA), qui gèrent les espaces d’approche et les
aérodromes.
La figure 1.3 représente le découpage et l’attribution des portions d’espace entre CRNA
et SNA. Les zones en gris clair sont des zones dont le contrôle est délégué aux pays fronta-
liers (ou non contrôlées).
Les portions d’espace qui sont gérées par les CRNA et SNA sont découpées elles-mêmes
en secteurs qui sont gérés par des contrôleurs aériens (si le service de contrôle est assuré).
Ce découpage en secteurs est représenté à la figure 1.4.
9
La Gestion du trafic aérien
Figure 1.2 – Les différentes classes de portion d’espace aérien
Figure 1.3 – Découpage de l’espace aérien français en fonction des différents CRNA et SNA
[DGAC, 2018]
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contrôle, cette carte de synthèse ne saurait être exhaustive et
suffisamment précise dans le détail. Se référer à la
documentation fournie par le Service de l'Information Aéronautique
(SIA, www.sia.aviation-civile.gouv.fr) pour plus de précision.
Les données cartographiques, sous licence libre, sont issues du
projet Natural Earth (www.naturalearthdata.com).
Les données aéroportuaires, sous licence libre, sont issues du
projet OurAirports (www.ourairports.com).
Les secteurs de contrôle sont issus de la documentation du Service
de l'Information Aéronautique (SIA, www.sia.aviation-civile.gouv.fr).
Carte réalisée avec le logiciel libre QGIS (www.qgis.org).
Auteur : Cyprien Pouzenc (www.cypouz.com)
Carte sous licence CC BY-SA
Version du 17/07/2017
Figure 1.4 – Découpage des CRNA en secteurs dans l’UTA [DGAC, 2018]. Les CRNA de
Reims, Paris, Marseille, Bordeaux et Brest sont respectivement en vert, gris, bleu, violet, et
rouge.
L’espace aérien est aussi partagé entre les militaires et les civils. Certaines zones spéci-
fiques (voir figure 1.5) de l’espace aérien peuvent être ouvertes (c’est-à-dire qu’elles peuvent
être utilisées par les avions civils) ou être fermées (c’est-à-dire qu’elles ne peuvent plus être
utilisées par les avions civils) en fonction de demandes militaires.
En fonction de la nature et de la densité du trafic aérien, les secteurs peuvent être grou-
pés ou dégroupés. Par exemple, lorsque le trafic est faible comme en pleine nuit, les secteurs
qui sont dégroupés peuvent être groupés pour surveiller le trafic. La figure 1.6 représente
deux configurations sur un secteur de contrôle fictif en fonction des flux d’avions qui le par-
courent, chaque teinte de gris représentant un espace géré par un même groupe de contrô-
leurs.
1.2.2 Réseau de routes
Ces différents espaces aériens sont parcourus par des routes aéronautiques qu’em-
pruntent les avions pour voler de leurs aéroports de départ à leurs aéroports de destination.
Ces routes sont définies par un ensemble de points de cheminement, en anglais waypoints,
qui définissent géographiquement des points par lesquels doivent passer les avions. La fi-
gure 1.7a représente le réseau de routes en France dans l’espace supérieur. Ces waypoints,
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Figure 1.5 – Zones militaires dans l’espace aérien français qui peuvent être ouvertes ou fer-
mées à l’utilisation pour les avions civils
(a) Configuration adaptée pour des flux (Sud-
Ouest)-(Nord-Est)
(b) Configuration adaptée pour des flux (Sud-
Est)-(Nord-Ouest)
Figure 1.6 – Deux configurations possibles sur un centre de contrôle en route fictif
[Allignol et al., 2012]. Chaque teinte de gris représente un regroupement d’espaces.
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(a) Réseau de routes de France dans l’espace su-
périeur
(b) Une partie de la carte du réseau de routes
dans le sud de la France. Les points noirs sont
des vrais waypoints associés à une balise radio, et
les points gris sont des waypoints fictifs
Figure 1.7 – Les réseaux de routes et les waypoints
dont certains étaient des phares aéronautiques à l’origine, sont désormais des balises radio-
électroniques, ou des balises fictives (qui représentent des coordonnées géographiques),
comme le montre la figure 1.7b.
Sur le réseau de routes, les avions sont aussi organisés en altitude, afin de séparer au
maximum les flux. Quand les avions sont suffisamment loin des reliefs, c’est-à-dire quand
ils ne sont pas en phase d’approche et sur les aérodromes, la mesure de l’altitude se fait à
partir d’une référence commune à tous qui est la pression atmosphérique au niveau de la
mer, appelée pression standard, équivalente à un isobare de 1013, 25hPa. L’utilisation d’une
référence commune (même si cette référence est inexacte car la pression au niveau de la mer
fluctue) permet de réduire les écarts de mesure d’altitude aux erreurs des instruments de
mesure.
Il existe des routes aériennes toutes les dizaines de centaine de pieds, qu’on appelle des
niveaux de vols, en anglais Flight Level (FL) . Ainsi le FL300 correspond à l’altitude 30000 f t.
Dans le but de séparer les flux, les avions vont pouvoir utiliser ces routes aéronautiques en
fonction de leur cap c’est-à-dire leur orientation géographique. Si leur cap est dans l’inter-
valle
[
0°, 179°
]
, ils occupent des niveaux de vol de dizaines impaires (par exemple le FL210),
sinon ils occupent des niveaux de vols de dizaines paires (par exemple le FL220), comme le
montre la figure 1.8.
Cette organisation de l’espace aérien a pour but principal de permettre, ou de faciliter,
l’Air Space Management (ASM) , et la tâche du contrôleur aérien, que nous présentons dans
la section 1.3.1.
Le plan de vol déposé pour un avion, Flight Plan en anglais, est un ensemble de ren-
seignements décrivant le vol. Il contient en particulier le vol projeté, c’est-à-dire l’ensemble
des waypoints par lesquels l’avion passe et l’horaire estimé de passage, les indicatifs des aé-
roports de départ et d’arrivée, l’indicatif de l’avion. Il est par exemple utilisé pour prévoir
la demande (c’est-à-dire le nombre d’avions qui veulent utiliser des secteurs, des aéroports)
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Figure 1.8 – Séparation des avions en niveaux de vol selon la règle semi-circulaire :
les altitudes auxquelles les avions peuvent voler sont déterminées par leur cap (fig. par
[Breil, 2017])
mais il est aussi utilisé en cas d’alerte (en cas d’accident par exemple).
1.3 La gestion du trafic aérien
La gestion du trafic aérien, en anglais Air Traffic Management (ATM) , se découpe en trois
sous parties [OACI, 2012] :
— L’Air Traffic Services (ATS) , qui correspond à l’ensemble des services disponibles pour
les avions une fois qu’ils sont en vol.
— L’Air Space Management (ASM) , qui correspond à la gestion de l’espace aérien, c’est-à-
dire sa structure, que nous verrons plus en détail dans la suite.
— L’Air Traffic Flow Management (ATFM) , qui correspond à la gestion des flux d’avions,
dont le but est d’optimiser les flux du trafic, en amont des phases de vol, c’est-à-dire
avant que l’avion ne décolle, par exemple en modifiant les heures de départ des avions,
mais aussi lors des phases de vols, notamment par des régulations.
Nous présentons dans cette section les différentes facettes de l’ATM : l’ATS , puis l’ASM
et enfin l’ATFM .
1.3.1 Air Traffic Services
Les ATS correspondent à l’ensemble des services disponibles pour les avions une fois
qu’ils sont en vol. Cette tâche incombe en grande partie aux contrôleurs aériens. Afin de
maintenir la sécurité de l’espace aérien, cet espace est surveillé par des contrôleurs aériens.
Ici, nous faisons la différence entre sécurité aérienne et sûreté aérienne. La sécurité traite
de la gestion des risques involontaires ; A l’inverse de la sûreté, elle ne traite pas d’actes
malveillants, comme le terrorisme. Nous traitons dans la suite uniquement de la sécurité.
Le contrôleur aérien assume dans l’espace qui lui est attribué, une partie ou l’ensemble des
services suivants (en fonction de la catégorie d’espace) :
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— Le service de contrôle, rôle primaire du contrôleur qui est d’assurer la séparation entre les
avions.
— Le service d’information de vol, rôle d’informateur du contrôleur qui est de transmettre
aux avions les différents renseignements nécessaires à la conduite de vol, tels que la
météo pour les vols VFR.
— Le service d’alerte, rôle d’aide et d’assistance aux avions en difficulté.
En général en Europe, chaque secteur "en route" de l’espace aérien est surveillé par un
groupe de deux contrôleurs (un contrôleur dit "Radariste" et un contrôleur dit "Organique")
qui assurent ces différents services dans le secteur et les liaisons avec les secteurs adjacents.
Ainsi l’organisation de l’espace est faite de telle sorte qu’un contrôleur puisse effectuer sa
tâche le plus aisément possible.
Évitements entre avions. L’évitement de collision entre avions, ou "abordage", est bien
sûr essentiel dans le trafic aérien. Pour cela, de nombreux moyens sont mis en place. Ainsi,
à chaque avion est associé une bulle de protection, dans laquelle aucun autre avion ne doit
se trouver. Si un avion est dans la bulle de protection d’un autre, on dit que les deux avions
sont en perte de séparation, et si deux avions sont en perte de séparation dans un futur
proche, on dit qu’ils sont en conflit. Cette bulle de protection est construite pour pallier les
différentes incertitudes et délais, en particulier (liste non exhaustive) :
— Incertitude sur la vitesse, due aux instruments de mesure.
— Incertitude sur la position, due aux instruments de mesure.
— Temps de réaction du contrôleur, en particulier le temps qu’il met pour repérer un
conflit.
— Temps de réaction du pilote, par exemple le temps qu’il met pour réagir à un ordre du
contrôleur.
— Temps de communication, la durée des échanges verbaux entre les contrôleurs et les
pilotes.
Cette bulle de protection est une forme géométrique englobant l’avion, qui est nommée
"zone de séparation". La forme de la zone de séparation d’un avion correspond à un cylindre
orienté selon l’axe de l’altitude (axe des z). Dans la majorité des cas, cette zone est d’un rayon
rcon f lit = 5NM(= 9, 26km), et d’une hauteur hcon f lit = 1000 f t = 304, 8m, comme le montre
la figure 1.9.
Nous pouvons observer trois types de conflits dans le monde aérien [Alam et al., 2007] :
— un croisement : deux avions sur des routes différentes convergent vers un waypoint
commun à leurs routes,
— un rattrapage : un avion rattrape un autre avion sur la même route parce qu’il a une
plus grande vitesse,
— un face à face : deux avions sur la même route sont l’un en face de l’autre. Cette situation
ne doit normalement pas arriver grâce à la règle semi-circulaire (1.2.2), mais peut arriver
lorsqu’un avion change de niveau de vol, FL et qu’un autre avion est au-dessus ou au-
dessous de lui.
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Figure 1.9 – Zone de séparation d’un avion
La résolution des conflits est différente en fonction de la typologie du trafic ("en route",
de "transition" c’est-à-dire en montée, ou en descente, ou aux abords des aérodromes). En
route, les contrôleurs français préfèrent, dans l’ordre (qui correspond à l’ordre de l’action la
moins consommatrice en carburant à la plus consommatrice) :
1. Modifier la vitesse des avions.
2. Modifier le cap des avions.
3. Modifier le niveau de vol des avions.
Cet ordre est bien sûr indicatif, et peut varier, par exemple, lorsqu’un avion est proche
de sa destination, il arrive plus souvent de le faire descendre pour éviter un conflit. De
plus, cet ordre n’est pas le même partout, en particulier aux Etats-Unis où les contrô-
leurs préfèrent modifier le niveau de vol ou la vitesse des avions, avant de modifier
leur cap. La raison avancée est de préserver les routes comme elles ont été définies
[Erzberger, 2006][Rantanen and Wickens, 2012].
La capacité d’un secteur dépend directement de la capacité d’une équipe de contrôleurs
à gérer un certain nombre d’avions. Celle-ci varie en fonction de nombreux autres facteurs,
en particulier de la typologie du secteur (en route/ en approche, la forme et la taille du
secteurs, entre autres). Cette notion de complexité du trafic aérien est très développée dans la
littérature (du point de vue de la complexité [Breil, 2017],[Prandini et al., 2012], du point de
vue de la charge mentale du contrôleur [Martin, 2013],[Borghini et al., 2014][Hilburn, 2004])
mais nous ne l’aborderons pas ici. Dans [Flynn et al., 2003], la limite de capacité d’un secteur
est estimée entre 45 et 50 vols par heure, mais cette valeur reste très spécifique aux secteurs
étudiés, et restent des chiffres élevés.
1.3.2 Air Space Management et Air Traffic Flow Management
L’ASM et l’ATFM sont deux facettes de la gestion du trafic aérien qui, au contraire de
l’ATS, sont prises en compte avant la phase tactique (voir ci-dessous). Dans l’ensemble, ces
deux services ont pour but de distribuer la demande (le nombre d’avions qui veulent voler)
en fonction de la capacité des secteurs (dans lesquels vont passer les avions) pour que la
capacité des secteurs ne soit pas dépassée.
En aéronautique, trois phases de gestion du trafic aérien sont distinguées [ECTL, 2018] :
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— la phase Stratégique, allant de un an à sept jours avant le jour d’opération (c’est-à-dire
le jour même où les avions volent),
— la phase Pré-Tactique, les six jours avant le jour d’opération,
— la phase Tactique, le jour d’opération.
Stratégique. Entre un an et sept jours avant le jour d’opération, la phase stratégique
consiste à se concentrer sur la collecte de toutes les activités liées à l’ASM , c’est-à-dire la
définition des différents secteurs, de leur géométrie, des routes, des différentes procédures
de vol, dans le but de les améliorer, mais aussi de les adapter aux flux qui sont prévus. Elle
consiste en particulier à étudier les données de vols passés (comme les Flight Plans ), mais
aussi prévoir les futures demandes, afin d’être capable d’accepter au mieux cette demande,
et de prévoir des possibles dépassements de la capacité des différents secteurs. Dans ces
flux prévus, nous pouvons notamment citer les flux saisonniers, tels que les flux d’été s’ef-
fectuant du Nord de l’Europe vers le Sud de l’Europe, ou des évènements majeurs (sportifs
par exemple).
Pré-Tactique. Durant les six jours avant le jour d’opération, la phase pré-tactique consiste
à étudier la demande du jour d’opération, et à la comparer avec les capacités qui ont été
calculées. La demande étant mieux connue (les plans de vols par exemple sont affinés),
de même que certaines conditions météorologiques, des ajustements peuvent être effectués
pour mieux prédire le besoin à chaque instant. Le but global de cette phase est d’équilibrer
au mieux la demande et la capacité (comme les configurations des secteurs, des propositions
de modifications de Flight Plans ...).
Tactique. La phase tactique se déroule pendant le jour d’opération. Le but est de prendre
des décisions en temps réel concernant la demande telle qu’elle est observée, ou est prédite,
avec un granularité bien plus fine. Ici, il faut prendre en compte des évènements non prévus
tels que des changements de météorologie, des grèves, des problèmes dans un aéroport (sur
une piste, des problèmes au départ...), mais aussi les opportunités qui se présentent pour
faire les changements nécessaires dans la demande pour équilibrer celle-ci avec la capacité.
Une des mesures applicables pendant cette phase est de retarder ou d’avancer les heures de
départ des avions.
1.4 Conclusion
Nous avons fait dans ce premier chapitre une présentation de la gestion du trafic aérien
dans son ensemble.
En résumé, la grande majorité du trafic aérien est structurée autour d’un réseau de
routes. Afin de surveiller le trafic, et de gérer l’évitement entre les différents avions, l’es-
pace aérien a été subdivisé en sous-espaces, dont le volume a été défini pour permettre à
des contrôleurs aériens d’effectuer cette tâche. Dans le but d’assurer une plus grande sé-
curité du trafic aérien, une zone de séparation correspondant à une portion de cylindre de
17
La Gestion du trafic aérien
5NM de rayon et de 1000 f t de hauteur est établie autour de chaque avion. En fonction de la
demande, les sous-espaces peuvent être regroupés ou dégroupés dans le but de mieux gérer
la demande pendant le contrôle. Afin de ne pas dépasser la capacité des espaces aériens, ou
des aéroports, le trafic aérien est aussi géré avant leur phase de vol, dans le but de réguler
la demande et de réduire la charge des contrôleurs.
Cette gestion du trafic aérien fait face à différents défis, que nous présentons dans le
chapitre suivant.
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2 Défis et objectifs de la thèse
2.1 État des lieux de la gestion du trafic aérien (ATM)
A part quelques années comme celle de 2008, depuis 1970 le trafic aérien mondial n’a pas
cessé d’augmenter comme le montre la figure 2.1. Cette augmentation a été possible grâce à
de nombreuses avancées techniques et organisationnelles.
Parmi les avancées techniques, l’amélioration de la précision des radars a permis en 50
ans de réduire les normes de séparation de 20NM à 5NM horizontalement et de 2000 f t à
1000 f t verticalement. Ce qui a permis d’avoir non seulement le double de niveaux de vols,
mais aussi d’avoir plus d’avions à une même altitude [DGAC, 2013].
Un contrôleur aérien ne pouvant pas contrôler un nombre infini d’avions à la fois (1.3.1),
cette augmentation a été compensée par l’augmentation du nombre de contrôleurs et du
nombre de secteurs, comme le montre la figure 2.2.
Cependant, la subdivision de l’espace aérien en secteurs ne peut pas se faire indéfini-
Figure 2.1 – Évolution dans le monde du nombre de passagers transportés par l’aviation
civile (en milliard) par an
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Figure 2.2 – Évolution en France entre les années 1966 et 2010 du nombre d’avions, de sec-
teurs, de contrôleurs, et d’avions par contrôleur [Alliot and de Verdière, 2003]
ment. En effet, un contrôleur a besoin de temps pour interagir avec les avions dans son
secteur, tout d’abord pour les communications réglementaires d’entrée et de sortie du sec-
teur, mais aussi pour gérer les conflits. Pour cela des modifications de la forme des secteurs
ont été proposées [Tran Dac, 2004] ; néanmoins, cette remodélisation des secteurs est sujette
aux mêmes contraintes de taille.
Ainsi, même si la capacité au fil des années a augmenté, elle n’a pas totalement suivi la
croissance du trafic ; ce qui amène aux congestions que connaissent aujourd’hui l’Europe et
les Etats-Unis. Cette congestion se situe surtout au niveau des aéroports aux Etats-Unis et
en Europe.
Ces limites, qui sont déjà atteintes dans certains cas, risquent d’être dépassées dans
quelques années puisque les prévisions d’évolution du trafic sont toujours à la hausse. En
effet, les estimations prévoient une augmentation du trafic aérien d’environ 2, 5% par an
comme le montre la figure 2.3.
2.2 Le défi du trafic aérien
La gestion du trafic aérien actuel a atteint différentes limites qui sont d’autant plus dif-
ficiles à surmonter que de nouvelles contraintes et de nouveaux besoins sont apparus et
apparaissent encore pour la gestion du trafic aérien.
Par exemple, l’utilisation des drones pourrait considérablement augmenter le nombre
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2.3. Le besoin de simulations interactives réalistes
Figure 2.3 – Prévisions de l’évolution du trafic aérien Européen (en milliers de vols IFR),
EUROCONTROL, mai 2019 [ECTL, 2019]
d’objets volants, ajouterait une grande hétérogénéité d’objets volants, avec différentes al-
titudes et vitesses. D’autres défis apparaissent aussi, comme la réduction de l’impact en-
vironnemental, ou encore et toujours l’augmentation de la sécurité.Le problème n’est plus
mono-critère comme il pouvait l’être au début de l’aviation où seule la sécurité importait. Il
est à présent non seulement multi-critère, mais aussi multi-objectif de par les différents acteurs
qui sont impliqués. En effet, alors que les passagers veulent avoir un transport rapide, effi-
cace et peu onéreux, un aéroport veut augmenter au maximum la sûreté, le contrôle aérien
la sécurité, et les compagnies aériennes leurs profits.
Cette problématique de congestion ouvre la voie à de nombreuses propositions, comme
une meilleure gestion des ressources actuelles, une redéfinition des espaces ou de leur uti-
lisation, ou une gestion complètement différente du trafic aérien. Cette problématique fait
donc l’objet de nombreuses recherches. Dans le monde de l’aviation, il existe notamment
deux grands programmes de modernisation de l’espace aérien, les programme NextGen
(États-Unis) et le programme SESAR (Europe). Afin de montrer l’efficacité de ces nouvelles
structures, méthodes ou outils, il est nécessaire de les tester. Dans le contexte aérien où la
sécurité prime, cela implique dans la quasi-majorité des cas de les utiliser dans un premier
temps en simulation.
2.3 Le besoin de simulations interactives réalistes
Dans de nombreux domaines, la simulation est un outil puissant pour apprendre, vi-
sualiser, comprendre l’impact d’une décision à un moment donné sur tout un système. Le
monde de l’aviation ne fait pas exception, et les simulations sont utilisées dans de nombreux
contextes, que ce soit pour la formation des contrôleurs, pour l’intégration ou la validation
de nouveaux outils, dans les phases opérationnelles pour prédire le trafic, ou encore com-
prendre un incident. Ces simulations ont besoin d’abord d’être réalistes, du point de vue des
trajectoires et du trafic. Elles nécessitent aussi de correspondre aux besoins d’un utilisateur,
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par exemple un expert scénariste qui construit une simulation pour un apprenti contrôleur,
peut vouloir que la simulation contienne trois collisions et vingt avions. La simulation devra
donc satisfaire ces objectifs. Pour la suite, nous appelons ces objectifs, qui correspondent à
des contraintes voulues par un scénariste, des situations.
La mise au point d’un scénario réaliste de trafic virtuel respectant des situations im-
pose des délais longs (typiquement plusieurs semaines) [Signor et al., 2004] et la mobilisa-
tion d’une équipe conséquente pour contrôler son déroulement. De plus, les simulations
actuelles sont peu ou pas interactives, et, si elles existent, les interactions sont souvent ef-
fectuées par des humains. Par exemple, un contrôleur aérien en apprentissage nécessite, au
début, au moins une personne pour gérer l’interactivité de sa simulation, et peut nécessiter
jusqu’à quatre personnes pour des simulations avec beaucoup d’avions en approche. L’éva-
luation de nouvelles politiques de gestion de trafic est en conséquence onéreuse et limitée.
En conclusion, une automatisation de la génération de scénarios, mais aussi une interac-
tivité accrue, et assistée par un système, seraient des apports intéressants.
2.4 Objectifs de la thèse
L’objectif de cette thèse est la structuration multi-niveau et multi-critère d’une simu-
lation. Nous définissons la structuration d’un simulation comme étant l’organisation des
entités mobiles dans le but de générer un trafic qui soit réaliste, aussi bien du point de vue
du comportement des entités, c’est-à-dire le respect de leurs contraintes physiques et com-
portementales, que du point de vue du trafic général, le tout en produisant des situations
voulues par un scénariste. Cette structuration doit permettre la génération d’un scénario
reproductible, mais aussi l’interaction, et donc l’adaptation en temps réel.
Nous décomposons l’objectif de cette thèse en plusieurs sous-objectifs :
1. Être capable de générer un scénario réaliste du point de vue macroscopique et micro-
scopique, c’est-à-dire un scénario comportant des trajectoires réalistes, le tout dans un
trafic réaliste,
2. Une composante importante du réalisme de trafic est l’évitement de collisions, le sys-
tème devra donc permettre l’évitement de collisions entre les différentes entités de la
simulation,
3. Lors de la simulation, l’utilisation du scénario devra permettre l’apparition des diffé-
rentes situations voulues par le scénariste,
4. Cette simulation devra être interactive, et permettre à des acteurs humains d’agir sur
la simulation et que celle-ci réagisse à ses actions, en s’adaptant éventuellement pour
continuer de générer les situations désirées.
5. Enfin, si la thèse s’inscrit dans le trafic aérien, le modèle devra être générique, afin
d’être applicable à d’autres trafics, tel que le trafic routier.
Les chapitres suivants font un état de l’art des méthodes de structuration de simulation
de trafic aérien et routier, ainsi que des méthodes de planification de trajectoires et d’évite-
ment de collisions, afin de positionner cette thèse en accord avec ces objectifs.
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3 État de l’art sur la structurationde simulations de trafic
L’objectif de cette thèse est de structurer les entités mobiles d’une simulation de trafic
afin de générer un trafic qui soit réaliste au niveau macroscopique et microscopique, dans
lequel les entités mobiles sont capable de s’éviter, mais aussi de générer un ensemble de
situations observables requises par un scénariste, et de s’adapter aux modifications de leur
environnement. Ces modifications sont notamment dues à des interactions avec un acteur
humain dans la simulation.
Nous divisons le réalisme de la simulation en deux parties. La première concerne le réa-
lisme des trajectoires (niveau microscopique). Cette partie se divise en deux sous-niveaux :
le premier sous-niveau concerne la physique de la trajectoire c’est-à-dire la faisabilité de la
trajectoire par une entité mobile. Le deuxième sous-niveau concerne le comportement d’une
entité mobile, c’est-à-dire si l’entité mobile effectue une trajectoire qu’il effectuerait en temps
normal. Par exemple, un avion peut sortir le train d’atterrissage, c’est-à-dire ses roues,
quand il est en haute altitude, mais cette action n’est pas réaliste du point de vue du compor-
tement, puisque les avions n’effectuent pas cette action habituellement. Le deuxième niveau
du réalisme de la simulation concerne le réalisme du trafic, c’est-à-dire un trafic qui contient
des caractéristiques réelles, comme l’évitement entre les entités, ou une charge habituelle de
l’espace aérien.
Les situations sont des caractéristiques qu’un scénariste veut voir apparaître dans sa si-
mulation, par exemple des densités de trafic, un panne moteur, une mauvaise attribution de
niveau de vol, ou encore un flux d’avions particulier.
Nous explorons dans un premier temps les méthodes utilisées pour générer des scéna-
rios et structurer des simulations de trafic aérien (section 3.1). Cette section propose une
analyse et une discussion des avantages et des limites de ces différentes méthodes avant de
conclure sur le manque d’outils pour la génération de trafic aérien réaliste. La section (3.2)
explore les outils pour la génération de trafic routier.
3.1 Structuration de simulations de trafic dans le monde aérien
Le domaine de l’aviation possède de nombreux outils pour générer des trajectoires réa-
listes à partir de plans de vol (voir section 1.2.2). Nous dirigeons le lecteur vers d’autres ré-
férences pour plus de détails [Rantrua, 2017]. Nous notons néanmoins que la quasi totalité
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des méthodes utilisent un modèle mathématique afin de générer la trajectoire. Ces modèles
décrivent la physique de l’entité mobile, comme des taux de montée, des taux de virage, des
vitesses d’un avion.
En revanche, le domaine de l’aviation possède peu d’outils pour structurer une simu-
lation, encore moins pour des simulations interactives avec des situations (à part avec des
acteurs humains), et cette structuration se fait quasi uniquement par la génération de scéna-
rios contenant les situations.
Dans cette section, nous donnons un aperçu des méthodologies utilisées pour générer
des scénarios (section 3.1.1), puis nous faisons un état de l’art des outils pour la génération
de trafic aérien réaliste (section 3.1.2), et ensuite des outils de génération de scénarios avec
des conflits, qui sont les seules situations non liées à la densité générées automatiquement
(section 3.1.3). Tous les systèmes et méthodes présentés dans ces deux dernières parties sont
ensuite discutés dans la dernière sous-section (section 3.1.4).
3.1.1 Catégories de méthodologie de génération de scénarios dans le monde aé-
rien
Dans le domaine de l’aviation, deux catégories de méthodologies sont principale-
ment utilisées pour générer des scénarios à des fins de simulation [Alam et al., 2007]
[Signor et al., 2004][Kupfer et al., 2013]. Nous décrivons dans ce qui suit ces deux catégo-
ries :
— Les méthodologies "à partir de zéro" ("from scratch" dans la littérature) : l’expert scéna-
riste ajoute plan de vol après plan de vol jusqu’à atteindre le trafic qui correspond aux
situations définies (figure 3.1a).
— Les méthodologies "à partir d’un enregistrement d’un trafic" : l’expert scénariste ap-
plique des modifications jusqu’à ce que les situations souhaitées soient obtenues (figure
3.1b).
Dans la majorité des cas, ces méthodologies se basent sur des plans de vols et des mo-
dèles mathématiques représentant la physique des avions pour générer des trajectoires, ce
qui génère deux problèmes : d’une part, les plans de vols ne sont que des chemins que les
avions suivent selon leurs capacités, mais aussi en fonction des pilotes (qui obéissent sou-
vent à des directives de leur compagnie), et l’utilisation des modèles physiques ne suffit
pas pour obtenir le réalisme souhaité [Rantrua, 2017]. D’autre part, travailler sur un plan de
vol implique de le simuler pour obtenir une trajectoire qui puisse être vérifiée par un hu-
main. Par conséquent, la majorité des méthodes nécessitent un expert scénariste pour créer
le scénario.
Les deux catégories de méthodologies utilisent des plans de vol pour définir une trajec-
toire. Dans ce cadre, la simulation est nécessaire pour vérifier que les situations sont satis-
faites, et que les modifications apportées (par exemple une modification du plan de vol ou
l’ajout d’un autre avion) n’interagissent pas de manière négative avec le trafic déjà généré.
Cette vérification correspond à la phase 4 dans la figure 3.1.
La principale différence dans ces deux catégories de méthodologies réside dans la phase
de modification du trafic (phase 3) :
26 Augustin Degas
3.1. Structuration de simulations de trafic dans le monde aérien
— Dans la catégorie à partir de zéro, une modification du trafic correspond majoritaire-
ment à l’ajout d’avions et leur modification jusqu’à obtenir une situation, et de façon
plus secondaire à vérifier que les avions n’interagissent pas entre eux.
— Dans la catégorie à partir d’un enregistrement, une modification concerne majoritai-
rement la modification d’un plan de vol (par exemple ajouter un waypoint, voir section
1.2.2), et la vérification de la cohérence du trafic. De manière minoritaire, la phase 3 peut
éventuellement correspondre à l’ajout ou la suppression de plans de vols, par exemple
pour modifier la densité.
Dans les deux cas, générer un scénario prend du temps, nécessite un expert scénariste,
le scénario peut manquer de réalisme par rapport à un trafic réel, ne peut pas être modifié
en temps réel et manque ainsi de flexibilité et d’adaptabilité.
(a) A partir de zéro (b) A partir d’un enregistrement
Figure 3.1 – Les deux catégories de méthodologies de génération de scénario de trafic aérien
Historiquement, le choix de l’une ou l’autre de ces deux catégories vient surtout de l’ob-
jectif de la simulation. En général, les simulations qui nécessitent plusieurs situations variées
sont construites à partir de zéro, alors que la construction du scénario à partir d’un enregis-
trement se fait plutôt quand le réalisme est l’élément principal, ou que les situations ne sont
pas nombreuses ni variées, comme le suggère [Signor et al., 2004].
Les différents systèmes de génération de trafic aérien se basent sur ces deux catégories.
Dans ce qui suit, la première section (section 3.1.2) présente des systèmes se préoccupant
majoritairement de générer des trajectoires ou des trafics réalistes, la deuxième (section 3.1.3)
se focalise sur la génération de situations de conflits.
3.1.2 Génération de scénarios de trafic aérien réaliste
La définition d’un trafic réaliste commence souvent par la génération de trajectoires réa-
listes. Cette génération de trajectoires réalistes suit le principe des deux catégories de métho-
dologies présentées précédemment, c’est-à-dire soit en créant une trajectoire à partir de zéro,
27
État de l’art sur la structuration de simulations de trafic
la plupart de temps à partir de Flight Plan et d’un modèle mathématique comme le montre
[Rantrua, 2017], soit en modifiant des trajectoires réelles, à partir d’un enregistrement.
Génération de scénarios de trafic aérien réalistes de zéro à partir de Flight Plan. Nous
présentons deux systèmes, le premier [Heesbeen et al., 2003] permet de générer des trajec-
toires réalistes tout en respectant une densité de trafic (qui peut donc être une densité réelle
observée), le second [Prats et al., 2017] génère des trajectoires réalistes avec différents com-
portements possibles.
[Heesbeen et al., 2003] présente le "Traffic Manager" (TMX), un environnement de simu-
lation complet incluant un générateur de scénarios. Ce générateur de scénarios utilise en
entrée un environnement contenant une zone simulée et des waypoints reliés par un réseau
de routes. Un utilisateur peut définir un nombre d’aéroports ou des points d’arrivée/départ
fictifs (qui correspondent à des entrées/sorties dans la zone simulée) et des intervalles de
temps moyens entre chaque départ sur les points de départ. Le système crée ensuite auto-
matiquement des avions qui partent de ces points, et attribue à chacun un point d’arrivée.
Pour rejoindre son point d’arrivée depuis son point de départ, l’avion suit soit une trajec-
toire directe entre les deux points, soit suit un plan de vol prédéfini par un utilisateur. Ainsi,
la génération de scénarios permet dans ce système de générer une densité stable du trafic.
Les trajectoires sont ensuite générées dans la simulation en utilisant la table Base of Aircraft
DAta (BADA) [Mouillet, 2017]. Cette table correspond à des modèles mathématiques décri-
vant les performances des avions, et leur comportement pour suivre une route. Notons que
d’autres modèles mathématiques existent, par exemple la table utilisée dans les simulateurs
Aircraft Simulation for Traffic Operations Research (ASTOR).
[Prats et al., 2017] présente le projet APACHE, projet de simulation de trafic aérien com-
portant différents sous-systèmes, en particulier APACHE-TAP. Ce dernier prend en entrée
les demandes de trafic (des paires aéroport de départ et aéroport d’arrivée) et des données
météorologiques. Les plans de vols générés peuvent prendre en compte le réseau de routes
et des préférences utilisateurs (cost index, distance minimale, temps minimal), ou d’autres
stratégies, telles que le free route (c’est-à-dire laisser l’avion décider de sa route, sans utiliser
de réseau de route, donc en général le laisser effectuer le plus court chemin). Les trajectoires
sont ensuite générées en fonction d’un modèle de performance des avions. Dans leur cas
d’utilisation, les auteurs utilisent le modèle BADA [Mouillet, 2017], et se limitent à la défi-
nition de trajectoires dans l’espace en-route, c’est-à-dire au dessus du FL180 (voir section
1.2.2).
Génération de scénarios de trafic aérien réaliste à partir de données réelles Les auteurs
de [Signor et al., 2004] décrivent la génération d’un scénario comme étant fastidieuse, et pro-
posent en conséquence AvScenario, une interface utilisateur pour accélérer le développe-
ment de scénarios. Le logiciel AvScenario est un outil générique de manipulation de don-
nées de scénarios aéronautiques (données météorologiques, les Flight Planss, le réseau de
routes...), qui peut être utilisé par différents simulateurs. Il est capable de lire automatique-
ment diverses données de vols (qui sont hétérogènes dans le format), et de modifier celles-ci
afin de générer le scénario tel que spécifié dans les phases amont. Cette modification se fait
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majoritairement grâce à une interface graphique ; les Flight Plans peuvent être modifiés par
simple glisser-déposer. D’autres modifications sont possibles avec la même interface comme
modifier le réseau de routes, ou d’autres caractéristiques de l’espace aérien comme les zones
d’espace aérien à usage spécial. Un fichier de trafic AvScenario peut être exporté dans le for-
mat XML ou dans des formats spécifiques de simulation.
[Kupfer et al., 2013] propose un système comparable, spécialisé dans la phase d’ap-
proche des avions, avec des outils de détection d’erreur et de modification de Flight Plans
pour normaliser un ensemble de données sélectionnées. Le système facilite donc la généra-
tion en fournissant des interactions et des indicateurs sur les données à un expert scénariste.
3.1.3 Génération de scénarios avec conflits
Dans le cadre de l’automatisation de la structuration de scénarios avec des situations,
la génération de scénarios avec conflits est la plus étudiée. Ces systèmes et méthodes sont
majoritairement faits dans le but de tester des systèmes de détection de conflits et/ou d’évi-
tement. Nous retrouvons les deux catégories de méthodologies précédentes, à la différence
que la catégorie "à partir de zéro" génère des trajectoires réalistes sans tenir compte du ré-
seau de routes (ou de données).
Génération de scénarios avec conflits à partir de données réelles. Les auteurs de
[Bilimoria, 2001] proposent une méthode pour tester les systèmes de détection de conflits.
Il s’agit d’utiliser un trafic réel enregistré, qui par conséquent contient peu de conflits puis-
qu’il est normalement régulé par les contrôleurs, mais a l’avantage de contenir toutes les
imperfections des données réelles afin de tester les systèmes de détection de conflits. Pour
augmenter le nombre de conflits potentiels, la méthode consiste à modifier la définition de
la zone de séparation afin d’obtenir des pseudo-conflits. La zone de séparation peut alors
être augmentée en taille, verticalement ou horizontalement, ou bien être décalée par rapport
à l’avion. En particulier, il est possible d’effectuer des décalages différents sur les différents
avions, notamment en altitude, ce qui correspond à translater les trajectoires en altitude.
[Paglione et al., 2003] reprend l’idée d’utiliser des trajectoires réelles afin de tester les
systèmes de détection de conflits. En revanche le système développé ne prend pas les tra-
jectoires réelles, mais les conditions initiales réelles et le plan de vol volé (c’est-à-dire les
véritables temps de passage à chaque waypoint et les véritables altitudes). Cette méthode
permet de générer des trajectoires réalistes qui correspondent approximativement aux tra-
jectoires si les contrôleurs n’avaient pas eu d’influence sur le trafic. L’approche pour obtenir
des conflits est différente, puisqu’elle consiste à décaler dans le temps (quelques minutes)
les différentes trajectoires afin de créer des conflits. Afin d’explorer l’espace de recherche, et
trouver les bons décalages, un algorithme génétique est utilisé. Dans cet algorithme, chaque
gène correspond à un décalage dans le temps d’une trajectoire et un chromosome corres-
pond à un scénario. La fonction de fitness évalue négativement le décalage total dans le
temps de toutes les trajectoires c’est-à-dire à quel point les données ont été modifiées, et elle
évalue positivement le nombre de conflits créés.
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Génération de scénarios avec conflits à partir de zéro. Le système de [Alam et al., 2007]
crée des scénarios de conflits difficiles à résoudre en utilisant un algorithme génétique. La
génération de conflits se fait à partir de la définition du Closests Points of Approach (CPA). Le
CPA correspond au point où les deux avions (ou entités mobiles dans le cas le plus général)
passent le plus proche l’un de l’autre. Le système crée uniquement des conflits entre deux
avions respectant un ensemble de caractéristiques et calcule ensuite des trajectoires linéaires.
Les caractéristiques à définir sont :
1. La position en longitude et latitude et aussi l’altitude de l’un des avions lors du CPA.
2. La séparation horizontale : la distance horizontale séparant les deux avions lors du CPA.
3. La séparation verticale : la distance verticale séparant les deux avions lors du CPA.
4. L’angle d’approche entre les deux avions.
5. La géométrie de chaque avion : les auteurs ont défini la géométrie comme étant la phase
de vol (montée, en route, descente) de chaque avion.
Le système prend en entrée une définition de l’espace aérien, la densité d’avions sou-
haitée et des intervalles de valeurs pour les caractéristiques de conflits. L’espace aérien est
un pavé défini par une longitude, une latitude, une altitude maximale et minimale, un inter-
valle de temps pour la simulation. Le système génère un nombre de conflits en accord avec la
densité souhaitée. Chaque conflit (l’ensemble des caractéristiques) représente un gène dans
un chromosome, qui lui-même définit un scénario. Le système génère une population de
scénarios de départ, qu’il donne à un simulateur pour générer les trajectoires, sur lesquelles
il teste ensuite un algorithme de détection de conflits. Afin de maximiser la difficulté des
scénarios pour l’algorithme testé, la fonction de fitness favorise les erreurs des systèmes de
détection de conflits (faux négatifs et faux positifs).
Encounters from Actual Trajectories (EnAcT) [Ritchie III, 2019] utilise la même méthode
pour la génération de scénarios avec des conflits, en partant de la définition de CPAs avec
les caractéristiques précédentes, en ajoutant le type d’avion et en utilisant la table BADA. Le
système est ensuite capable de générer un ensemble de conflits, soit à partir d’une définition
des caractéristiques de chaque conflit voulu, soit à partir d’un nombre de conflits et d’une
distribution probabiliste pour chaque caractéristique.
3.1.4 Conclusion sur la structuration de simulation dans le monde aérien
Nous avons évalué les différents systèmes et méthodes présentés précédemment selon
huit critères principaux :
1. Structuration de la simulation : quand s’effectue la structuration de la simulation, lors
de la construction d’un scénario ou lors de la simulation,
2. Catégorie de méthodologie : quelle catégorie de méthodologie est utilisée pour struc-
turer la simulation, soit en générant un scénario à partir de zéro, soit à partir d’un enregis-
trement du trafic,
3. Automatisation : quel est le niveau d’automatisation du système, si le système est au-
tonome, son automatisation est forte, sinon l’automatisation est faible, ou moyenne,
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4. Utilisation de l’environnement : est-ce que le système s’appuie sur l’environnement
pour développer son scénario? Est-ce qu’il ne fait aucune utilisation de l’environnement,
ou bien utilise-t-il un réseau de routes, ou encore la météorologie? Ou encore est-ce que
l’utilisation est indirecte et vient de l’utilisation d’un enregistrement?,
5. Situations : quelles situations sont générées? Comme une densité de trafic (niveau ma-
croscopique), des conflits ou des densités de départ (niveau microscopique),
6. Réalisme : le réalisme de la simulation, est divisé en fonction du réalisme du trafic et du
réalisme de la trajectoire.
— Le réalisme de trajectoire : nous divisons le réalisme de trajectoire en deux, la phy-
sique de la trajectoire c’est-à-dire si la trajectoire respecte les règles physiques qui
régissent l’entité mobile et le comportement de l’entité mobile, c’est-à-dire si l’en-
tité mobile se comporte comme une entité mobile dans le monde réel. Le réalisme
de la trajectoire du point de vue physique vient soit d’un enregistrement, soit d’un
modèle mathématique comme les tables BADA ou ASTOR en utilisant un réseau de
routes, soit encore d’un modèle mathématique utilisé sur trajectoires linéaires. Le
réalisme de la trajectoire du point du vue du comportement est soit complexe, soit
simple, soit n’est pris en compte d’aucune manière.
— Le réalisme du trafic : soit il vient de l’utilisation d’un enregistrement, soit il est à la
charge de l’expert scénariste, soit il vient de mesures de densité que le système essaye
d’obtenir dans le scénario, ou alors le système ne présente aucun réalisme de trafic.
7. Adaptation du trafic : est-ce que la simulation est adaptative, c’est-à-dire est-ce que les
avions réagissent aux modifications de leur environnement de simulation ou de leur scé-
nario? L’adaptation du trafic à l’évolution de la simulation correspond par exemple à
l’évitement entre des avions qui n’étaient pas en conflit mais qui sont devenus en conflit
à cause de la modification de la trajectoire d’un avion. L’adaptation du trafic à l’envi-
ronnement de simulation est soit effectuée par l’humain, soit il n’y a aucune adaptation.
Quant à elle, l’adaptation du trafic au scénario correspond par exemple à modifier la
trajectoire d’un des deux avions impliqués dans un conflit parce que l’autre avion a eu
une modification de sa trajectoire. Cette adaptation est soit effectuée par l’humain, soit il
n’y a aucune adaptation.
8. Nécessité d’un plan de vol : un dernier critère propre à l’aviation, si la méthode ou le
système nécessite un plan de vol de manière, obligatoire, non obligatoire, ou au contraire
ne nécessite aucun plan de vol.
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Automa-
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Situations Réalisme Adaptation du trafic
Nécessite
plan de volMicro Macro
Trajectoire
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Physique
Compor-
tement
Scénario Simulation
[Bilimoria, 2001] Scénario
Enregis-
trement
Faible Indirectement Conflits Aucun Enregistrement
Enregis-
trement
Enregistrement Aucune Aucune Aucun
[Signor et al., 2004] Scénario
Enregis-
trement
Faible Réseau de routes
Non
précisé
Non
précisé
Dépend du simu-
lateur
Dépend
du
simula-
teur
Enregistrement et
à la charge du
scénariste
Humaine Humaine Obligatoire
[Kupfer et al., 2013] Scénario
Enregis-
trement
Faible Réseau de routes
Non
précisé
Non
précisé
Modèle Ma-
thématique
(ASTOR)
Aucun
Enregistrement et
à la charge du
scénariste
Humaine Humaine Obligatoire
[Paglione et al., 2003] Scénario
Enregis-
trement
Moyenne Indirectement Conflits Aucun Enregistrement
Enregis-
trement
Enregistrement Aucune Aucune Aucun
[Heesbeen et al., 2003] Scénario De zéro Faible Réseau de routes
Densité
de dé-
part
Densité
trafic
Modèle Mathé-
matique (BADA)
Aucun
Densité possible
par fitting
Humaine Humaine
Non obli-
gatoire
[Prats et al., 2017] Scénario De zéro Moyenne
Réseau de route,
Météorologie
Dépend
de l’ex-
pert
(Den-
sité)
Dépend
de l’ex-
pert
(Den-
sité)
Modèle Mathé-
matique (BADA)
Simple
Enregistrement et
à la charge de
l’expert
Humaine Humaine
Non obli-
gatoire
[Alam et al., 2007] Scénario De zéro Moyenne Aucune Conflits
Densité
trafic
Linéaire avec
Modèle mathé-
matique (BADA)
Aucun Aucun Aucune Aucune Aucun
[Ritchie III, 2019] Scénario De zéro Moyenne Aucune Conflits
Densité
trafic
Linéaire avec
Modèle mathé-
matique (BADA)
Aucun Aucun Aucune Aucune Aucun
Table 3.1 – Comparaison des systèmes de structuration de simulation dans le monde aérien
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Tous les systèmes et méthodes présentés structurent la simulation au cours de la généra-
tion du scénario pour jouer les différentes situations souhaitées. La structuration au cours de
la simulation, si elle existe, se fait ensuite à travers des interfaces utilisateurs, ce qui implique
donc des humains lors de la simulation [Signor et al., 2004][Kupfer et al., 2013]. Parmi les 8
systèmes et méthodes présentés, seulement la moitié permettent l’interaction lors de la si-
mulation, et s’adaptent à des modifications, et ce, seulement par l’intervention d’humains
[Heesbeen et al., 2003] [Prats et al., 2017] [Signor et al., 2004] [Kupfer et al., 2013]. En struc-
turant la simulation uniquement par la génération du scénario, la simulation s’adapte très
faiblement, voire pas, à des modifications de l’environnement, des trajectoires, ou d’un quel-
conque paramètre. La seule adaptation constatée vient de l’intervention d’un acteur humain,
ce qui est un procédé coûteux, et limité pour le passage à l’échelle.
Parmi les 8 systèmes et méthodes présentés, la moitié utilise des enregistrements de
trafic et l’autre moitié part de zéro pour générer les scénarios. D’un côté, l’utilisation
d’un enregistrement permet d’obtenir un réalisme de départ accru, puisque l’enregistre-
ment contient à la fois le réalisme de la trajectoire, c’est-à-dire un respect de la physique
du mobile, mais aussi des comportements que peut avoir un mobile, et le réalisme de tra-
fic [Heesbeen et al., 2003] [Prats et al., 2017] [Signor et al., 2004] [Kupfer et al., 2013]. Ce réa-
lisme est altéré pour correspondre aux attentes de l’expert scénariste. Cette altération de
réalisme est plus forte dans [Signor et al., 2004] [Kupfer et al., 2013] ; en revanche ces outils
permettent de générer des situations plus variées et fines, à la charge des experts scénaristes.
A contrario, partir de zéro pour construire des trajectoires permet de construire incrémen-
talement un scénario qui correspond aux différentes situations désirées, et donc facilite leur
création [Bilimoria, 2001] [Paglione et al., 2003] [Alam et al., 2007] [Ritchie III, 2019]. En re-
vanche, partir de zéro altère fortement le réalisme qui peut se regagner en partie par l’uti-
lisation de modèles mathématiques (réalisme de trajectoire) et en utilisant en entrée des
indicateurs, par exemple des départs réels ou des densités de trafic (réalisme de trafic)
[Heesbeen et al., 2003] [Prats et al., 2017].
Sur les 8 systèmes et méthodes et systèmes présentés, 5 sont automatisés,
avec des entrées diverses [Heesbeen et al., 2003] [Prats et al., 2017] [Paglione et al., 2003]
[Alam et al., 2007] [Ritchie III, 2019]. Parmi ces 5 systèmes, seulement [Paglione et al., 2003]
utilise des enregistrements, et uniquement pour la génération de situations simples de
conflit avec comme seule caractéristique la perte de séparation. Ceci requiert peu de mo-
difications du trafic (dans sa méthode, uniquement des translations dans le temps). Les si-
tuations générées par les systèmes et méthodes automatiques sont soit relativement simples
(des conflits avec peu de caractéristiques) [Paglione et al., 2003], soit manquent de réalisme
[Heesbeen et al., 2003] [Alam et al., 2007] [Ritchie III, 2019], soit demandent un travail de
l’expert scénariste pour obtenir des situations plus complexes qui ne concernent que la den-
sité pour les méthodes citées ici [Heesbeen et al., 2003] [Prats et al., 2017]. Pour conclure,
l’automatisation présentée dans ces méthodes apporte peu de flexibilité, et repose majo-
ritairement sur le scénariste pour obtenir des situations fines et variées.
L’adaptation aux modifications est faible, et l’utilisation de l’environnement est relati-
vement faible. En effet, seuls [Prats et al., 2017] utilisent plus que le réseau de routes dans la
génération de scénarios. Par exemple, la définition d’évènements comme l’ouverture ou la
fermeture d’un zone militaire peut être possible dans ces simulations, mais c’est à l’opéra-
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teur humain de le spécifier, et pas au système qui génère le trafic et le structure.
Les situations générées sont uniquement des situations de densité
de trafic, densité de départ, ou des conflits. Les méthodes et systèmes
manquent de généricité pour générer des situations différentes en particulier
[Paglione et al., 2003][Bilimoria, 2001][Alam et al., 2007][Ritchie III, 2019]. Aucun système
n’est capable de générer des situations variées et potentiellement contradictoires.
Le réalisme des trajectoires du point de vue physique est obtenu dans 5 méthodes
par l’utilisation d’un modèle mathématique (BADA ou ASTOR) [Heesbeen et al., 2003]
[Alam et al., 2007] [Prats et al., 2017] [Kupfer et al., 2013] [Ritchie III, 2019]. Nous ajoutons
[Signor et al., 2004] à cette liste car la majorité des simulateurs utilisent ces tables ou des
tables équivalentes [Rantrua, 2017]. Dans [Bilimoria, 2001] [Paglione et al., 2003] le réalisme
de trajectoire est obtenu par l’utilisation d’enregistrements. Du point de vue du compor-
tement, le réalisme vient aussi de l’utilisation d’enregistrements pour ces deux systèmes.
Dans le cas des méthodes qui utilisent un modèle mathématique, il n’y a pas de réalisme
de trajectoire du point de vue du comportement [Heesbeen et al., 2003] [Alam et al., 2007]
[Prats et al., 2017] [Kupfer et al., 2013] [Ritchie III, 2019], sauf [Prats et al., 2017] qui inclut
dans le choix du plan de vol des critères que peuvent utiliser les compagnies aériennes
(cost index, free flight, temps le plus court).
Le réalisme de trafic vient en général d’enregistrements [Bilimoria, 2001]
[Paglione et al., 2003], souvent en le laissant à charge de l’expert scénariste [Prats et al., 2017]
[Kupfer et al., 2013] [Signor et al., 2004]. Dans les autres cas, il peut venir de l’utilisation de
densités si l’expert scénariste le souhaite [Heesbeen et al., 2003], ou il n’y a aucun réalisme
de trafic [Alam et al., 2007] [Ritchie III, 2019].
En conclusion, les outils pour la structuration de simulation dans le domaine aérien
manquent d’automatisation, et ont besoin d’un modèle plus générique pour la génération de
situations diverses et variées. La structuration de la simulation à partir du scénario mais aussi
dans la simulation est une piste à développer, qui apporterait certainement plus de flexibilité
et d’adaptation aux simulations. Enfin, un système capable de partir de zéro pour générer les
situations, mais aussi capable d’utiliser des enregistrements pourrait amener à un compromis
entre le réalisme de la simulation, et l’obtention des situations. Globalement, le monde de
l’aviation manque d’outils pour la structuration de simulations, nous nous sommes donc
intéressé à d’autres domaines afin d’étudier des systèmes et outils qui complèteraient ces
différents travaux.
3.2 Structuration de simulations de trafic routier
Le domaine de l’aviation manque d’outils pour accélérer la génération de scénarios et de
simulations réalistes. Cependant, dans d’autres domaines utilisant des simulations de trafic,
des outils plus variés existent. Dans le domaine du trafic routier par exemple, plusieurs
systèmes existent. Comme pour le trafic aérien, ces systèmes se divisent en deux familles,
celles qui structurent la simulation à partir de données réelles, et celles qui partent de zéro.
Nous présentons dans un premier temps des méthodes appartenant à ces deux familles,
avant de faire une synthèse sur la structuration de simulation de trafic routier (section 3.2.3).
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3.2.1 Structuration de simulation de trafic routier à partir d’enregistrements
Le monde routier possède de nombreux simulateurs microscopiques où les différentes
entités choisissent de manière plus ou moins autonomes comment évoluer dans le réseau
routier, en fonction de l’environnement, pour arriver à leur destination. Ces simulateurs
comportent de nombreux paramètres, dont la calibration est essentielle pour obtenir un
trafic routier réaliste. Au contraire de l’aviation, le monde routier ne possède pas (dans la
quasi-totalité des cas) d’informations sur les trajectoires des véhicules, ou sur l’origine et la
destination des véhicules, mais seulement des indicateurs locaux, par exemple le nombre
de véhicules qui passent par un tronçon de route en particulier. Les experts scénaristes
estiment alors à la fois les points de départ et d’arrivée des véhicules (matrice d’origine-
destination) et le modèle de comportement des véhicules. Dans ce qui suit, nous présen-
tons certaines des méthodes utilisées, et nous renvoyons les lecteurs vers d’autres références
[Hollander and Liu, 2008] [Barceló et al., 2010] pour plus de détails.
Les auteurs de [Kim and Rilett, 2003] proposent un système pour calibrer des modèles
de comportements microscopiques (c’est-à-dire de comportements des véhicules), en utili-
sant des données d’observation de volume sur des intersections et un algorithme simplexe
séquentiel. L’algorithme améliore séquentiellement une fonction de fitness basée sur la dif-
férence entre l’observation et les résultats de la simulation en modifiant les paramètres du
modèle microscopique. Le système est testé pour optimiser les paramètres des simulateurs
CORSIM et TRANSIMS, sur un petit réseau composé d’une avenue principale traversée par
cinq autres rues. Les auteurs évaluent leur calibrage sur des mesures de volume.
Les auteurs de [Hourdakis et al., 2003] proposent une méthodologie pour le calibrage de
modèles microscopiques en 3 étapes. La première étape consiste à calibrer les paramètres
globaux qui affectent la performance globale du système (comme la vitesse maximale, le
taux d’accélération maximum, le taux de décélération maximum) afin d’obtenir un trafic
globalement correct, avec une marge d’erreur permissive. La deuxième consiste à calibrer
les paramètres de manière plus locale, c’est-à-dire sur des sections de route (par exemple
la vitesse désirée sur cette section). Une troisième étape, optionnelle, calibre le système afin
d’obtenir des situations particulières observées. Les auteurs ont appliqué le système unique-
ment à une autoroute, et conseillent de le calibrer en suivant le sens du flux de véhicule à
chaque étape. La méthodologie peut s’utiliser avec un système d’optimisation ; dans leur
implémentation, les auteurs utilisent le système d’optimisation non linéaire MINOS. Celui-
ci combine 4 méthodes : la méthode du simplexe, une méthode quasi-Newton, la méthode
du gradient réduit et une méthode du gradient projeté. La méthodologie est appliquée pour
calibrer le simulateur microscopique AIMSUN. Le calibrage est évalué sur des mesures de
volumes, de temps de trajet et de tailles de file d’attente.
Les auteurs de [Toledo et al., 2003] proposent une approche itérative pour calibrer une
matrice d’origines-destinations de véhicules sur tout le réseau, le choix de routes et le mo-
dèle de comportement du conducteur. Une première estimation des paramètres des diffé-
rents modèles est faite à partir des données, puis elle est utilisée dans le reste de leur métho-
dologie. Celle-ci consiste en différentes itérations qui suivent l’ordre suivant :
1. Estimer une matrice d’origines-destinations et calibrer le modèle de choix de route.
2. Calibrer le modèle de comportement.
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A la fin de la deuxième étape, si les calibrations ne satisfont pas les données, on reprend à
nouveau les calibrations. Afin de calibrer plus facilement les modèles, on les calibre dans
un premier temps sur une portion de route simple dont on dispose des données d’entrée et
de sortie, puis on affine la calibration du modèle sur le reste du réseau. L’évaluation de la
calibration se fait sur des mesures de volumes, ainsi que de temps de trajet, et de tailles de
file d’attente.
La méthodologie est utilisée dans [Toledo et al., 2003] [Ben-Akiva et al., 2000] sur un ré-
seau de taille moyenne avec une calibration majoritairement itérative avec des choix de l’ex-
pert, en utilisant les outils de MITSIMLab (matrice d’Origines-Destinations), et l’outil d’op-
timisation stochastique Boss/Quattro (paramètres comportementaux). La méthodologie a
été reprise et automatisée en partie dans [Jha et al., 2004] pour être utilisée sur un réseau de
grande taille, en évaluant sur des mesures de volume et de temps de trajet. Ces 3 applica-
tions utilisent et calibrent le simulateur MITSIMLab. Les auteurs de [Chu et al., 2003] pré-
sentent une méthodologie semblable à [Toledo et al., 2003], en inversant l’ordre des étapes
précédentes, pour optimiser les paramètres du simulateur Paramics. Ils effectuent leur cali-
bration avec des outils stochastiques de Paramics (matrice d’Origines-Destinations), et par
essais-erreurs (paramètres comportementaux). Ils évaluent leur calibrage sur des mesures
de volumes.
Les auteurs de [Ma and Abdulhai, 2002] proposent GENOSIM, un algorithme génétique
pour calibrer les paramètres du simulateur Paramics. Dans GENOSIM, chaque gène cor-
respond à un ensemble de paramètres à calibrer. Afin de réduire l’espace de recherche, les
auteurs conseillent de choisir un sous-ensemble de paramètres en se focalisant sur les pa-
ramètres qui influencent le plus les résultats observés, mais aussi sur les paramètres qui
sont le plus liés au modèle de comportement du véhicule (conduite et choix de route). La
méthode est appliquée sur un réseau de taille moyenne, dont les auteurs génèrent la ma-
trice d’origines-destinations à partir d’une étude auxiliaire, sur laquelle ils se basent pour
optimiser les paramètres. L’évaluation se base sur des observations de volumes sur des in-
tersections.
Les auteurs de [El Esawey and Sayed, 2011] proposent une méthodologie pour le cali-
brage des simulations, qu’ils appliquent sur un réseau de taille moyenne avec le simula-
teur VISSIM. Ils divisent les critères d’évaluation du calibrage en deux groupes, le premier
concerne les mesures de la demande de trafic (volume de trafic dans une rue par exemple),
et le deuxième concerne les performances du système (vitesse de parcours d’une rue par
exemple). Pour cela, leur méthodologie consiste dans un premier temps à estimer la matrice
d’origines-destinations (avec un outil propre à VISSIM), pour ensuite calibrer itérativement
le modèle de choix de routes, et enfin calibrer itérativement les différents paramètres de com-
portement des véhicules. Les auteurs calibrent donc dans un premier temps les critères liés à
la demande, c’est-à-dire la matrice d’Origines-Destinations (en utilisant un outil de VISSIM),
pour ensuite calibrer en fonction des autres critères d’évaluation. Ils préconisent de calibrer
un sous-ensemble de paramètres qui influence le plus la simulation dans le but de limi-
ter le temps de calibration. Ils effectuent cette deuxième calibration par essais-erreurs pour
deux paramètres, et en échantillonnage par hypercube latin (échantillonage quasi-aléatoire
qui s’assure que les échantillons n’ont pas de coordonnées en commun) pour les valeurs des
autres paramètres sélectionnés, pour ensuite sélectionner l’échantillon donnant les meilleurs
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résultats. Leur évaluation se fait sur des observations de volumes de trafic et de temps de
trajet.
3.2.2 Structuration de simulation de trafic routier à partir de zéro
Il existe aussi dans le monde du trafic routier des systèmes qui permettent la génération
de situations plus variées que des volumes de passages, des temps de trajet et des tailles de
file d’attente. A la différence des systèmes précédents qui veulent générer une simulation de
trafic réaliste sur différentes échelles de réseaux, ces systèmes se focalisent sur la génération
de trafic avec des situations autour d’un véhicule particulier, trafic ambiant, que ce soit pour
l’apprentissage d’un conducteur, ou le test de systèmes à bord du véhicule.
Les auteurs de [Abdelgawad et al., 2016] présentent un système qui génère automatique-
ment un trafic d’une certaine densité et d’une certaine vitesse autour du véhicule simulé. Le
trafic est simulé dans un espace autour du véhicule, appelé région d’intérêt (region of inter-
est (ROI)), afin d’éviter de générer un trafic trop important et donc de minimiser les calculs.
Les auteur de [Tönnis, 2007][Tönnis and Klinker, 2009] présentent un outil de génération
de scénarios qui utilise des voitures miniatures. L’outil est composé de voitures miniatures
équipées de capteurs passifs qui sont repérés par des caméras pour suivre les mouvements
donnés à celles-ci. Les utilisateurs déplacent chaque voiture sur une table équipée d’un écran
projetant l’environnement dans lequel ils les déplacent. L’outil permet d’accélérer la généra-
tion de trajectoires de voitures en permettant une interaction tangible, avec comme désavan-
tage de requérir un utilisateur pour générer une trajectoire à chaque itération. L’adaptation
d’un scénario lors de la simulation vient alors d’humains qui interagissent avec les voitures
miniatures. Pour pallier le besoin de plusieurs utilisateurs, l’outil permet d’enregistrer les
trajectoires afin d’en générer plusieurs dans une simulation qui alors ne s’adapte plus.
[Bonakdarian et al., 1998] propose un système d’adaptation de trafic ambiant pour le
simulateur Hank dans le but de suivre un scénario donné et ainsi mettre un conducteur
dans certaines conditions. Cette adaptation se fait par l’intermédiaire d’une attribution dy-
namique de rôles aux véhicules en utilisant une métaphore du cinéma. Les auteurs décrivent
un scénario ou scène, comme un triplet composé du set (l’environnement et l’ensemble des
entités mobiles), du cast (les rôles principaux décrits par des caractéristiques et des capa-
cités), et d’un script (la description des actions à effectuer). Leur système est composé de
différents types d’entités, des actors qui sont alors majoritairement des entités mobiles, un
stage manager dont le but est de générer des entités mobiles avec certaines caractéristiques
spécifiées par l’expert scénariste, et un casting director dont le but est de chercher le casting
d’actors parmi les entités mobiles et d’orchestrer le bon déroulement du scénario. Pour or-
chestrer le scénario, le casting director donne des instructions aux actors qui adaptent leur
comportement pour les prendre en compte. Ces directives sont des changements de couleur
d’un feu tricolore, ou des changements de comportement d’un véhicule (ajuster la vitesse,
ignorer un feu, s’arrêter, changer de voie, tourner). Le trafic ambiant est généré dans une
ROI autour du véhicule.
Nous retrouvons cette métaphore dans le système de [Wassink et al., 2006] de manière
étendue, en utilisant le paradigme multi-agent. Dans ce système, nous retrouvons les ac-
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tors qui sont les entités mobiles, le casting director dont le rôle est uniquement de choi-
sir les bons actors, l’orchestration étant assurée par les actors sélectionnés. Contrairement
à [Bonakdarian et al., 1998], ce système ne place pas le véhicule de l’élève directement sur
le lieu de la situation, mais dans un environnement ouvert. Le système est un système d’ap-
prentissage de conduite, qui génère des situations à la volée en fonction du contexte et des
capacités de l’élève. Il détecte de manière décentralisée des lieux qui sont propices à la créa-
tion d’une situation grâce à des location scouts. Ces derniers en informent des assistant directors
qui proposent leur situation au director qui décide alors des situations à jouer. L’attribution
des rôles se fait de manière décentralisée par des assistant casting directors. Les différents ac-
tors se coordonnent alors pour créer les situations décidées par le director, potentiellement
en échangeant leurs rôles avec d’autres entités s’ils ne sont pas ou plus capables de réaliser
leur rôle dans la situation.
Les auteurs de [Olstam et al., 2011] [Olstam and Espié, 2007] utilisent une métaphore
équivalente venant du théâtre, avec un scénario composé de plays (situations), un manus-
cript (set), une role list (casting), et des roles (actors). Le système met en scène les différentes
situations les unes après les autres pour un conducteur dans un trafic ambiant. Les véhicules
sont soit autonomes (les véhicules qui n’ont pas de rôle), soit contrôlés (ceux qui ont un rôle).
Ces générations de situations sont entre-coupées de phases de trafic ambiant sans situation,
phases appelées every day life, et de préparation de la situation. La préparation d’une situation
est découpée en 3 sous-problèmes : l’estimation des conditions de départ, l’attribution des
rôles et la transition entre le simple trafic ambiant et le trafic ambiant qui crée une situation.
La transition se fait par adaptation des comportements des différentes entités pour qu’il y ait
le bon nombre d’entités mobiles, et que les véhicules avec un role soient en place au début de
la situation. Cette mise en place peut donner lieu à de l’entraide entre entités mobiles pour
arriver à la mise en place des acteurs. Le système est utilisé pour générer deux situations :
une dans laquelle le véhicule qui est devant est lent et un véhicule passe rapidement sur
sa gauche, et une autre où le véhicule de devant freine brusquement pour sortir de la route
avec trois véhicules qui le dépassent en même temps.
Les auteurs de [Gajananan et al., 2013] proposent le Scenario Markup Language (SML), un
langage XML pour définir des scénarios qu’ils utilisent ensuite dans leur système. L’utili-
sateur doit spécifier l’ensemble des entités dans le scénario, et assigner les rôles dans les
différentes situations qu’il a spécifiées. Les entités mobiles qui ont un rôle se déplacent alors
de manière autonome pour correspondre aux caractéristiques initiales voulues, et sont en-
suite dirigées par un superviseur qui orchestre leur comportement pour exécuter la situation.
Les auteurs testent leur système avec une collision par rattrapage.
3.2.3 Conclusion sur la structuration de simulations de trafic routier
Nous avons évalué les différents systèmes et méthodes présentés précédemment selon
les 7 premiers critères utilisés pour la structuration de simulation de trafic aérien adapté
pour la simulation de trafic routier (sous-section 3.1.4). Nous ajoutons 3 critères, qui sont la
possibilité d’application à l’ATM, la taille du réseau sur lequel se fait la structuration, et la
méthode de calibration utilisée. L’apparition de ce dernier critère vient d’une automatisa-
tion accrue dans les systèmes du domaine routier.
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— Catégorie de méthodologie : comme pour le trafic aérien, les méthodes de structuration
de simulation appartiennent à la catégorie à partir de zéro, ou à la catégorie à partir d’un
enregistrement,
— Taille de réseau : le réseau est soit de petite taille (portion de route, autoroute), soit de
taille moyenne (partie d’une ville), soit de grande taille (ville), soit non spécifié.
— Automatisation : le niveau d’automatisation du système est soit fort, soit moyen, soit
faible,
— Utilisation de l’environnement : les systèmes peuvent utiliser un réseau de route simple,
soit l’utilisation de l’environnement dépend du simulateur (c’est-à-dire que les simula-
teurs utilisent par exemple les feux tricolores, des panneaux de signalisation, etc.).
— Réalisme :
— Le réalisme de trafic : le réalisme de trafic vient de mesures locales de volumes de
passage, de temps de trajet, de tailles de file d’attente, que le système essaye d’obtenir
dans le scénario ou dans la simulation. Il peut dépendre de l’expert scénariste, ou alors
le système ne présente aucun réalisme de trafic.
— Le réalisme de trajectoire :
— Le réalisme de trajectoires du point de vue physique vient d’un modèle com-
plexe, varié ou simple, ou dépend de l’expert. Par modèle simple, nous enten-
dons que les déplacements des véhicules sont régis par quelques règles de
comportements. Au contraire, les modèles variés contiennent un nombre plus
important de ces règles. Enfin, les modèles complexes peuvent être appris et
dépendent majoritairement du contexte.
— Le réalisme de trajectoires du point du vue du comportement est soit simple,
soit varié, soit complexe, selon la même échelle que le réalisme physique.
— Adaptation du trafic :
— Simulation : l’adaptation du trafic à l’environnement de simulation est soit effec-
tuée par l’humain, soit par des comportements des entités mobiles.
— Scénario : l’adaptation du trafic au scénario est soit effectuée par l’humain, soit par
le comportement simple ou avancé des entités mobiles, soit d’aucune manière.
— Structuration de la simulation : comme pour le trafic aérien, la structuration de la si-
mulation se fait lors de la construction d’un scénario ou lors de la simulation,
— Méthode de calibration : la méthode de calibration utilisée pour calibrer le trafic com-
bine généralement un outil du simulateur (MITSIMLab, VISSIM, Paramics), une méthode
d’optimisation (algorithme génétique, Boss/Quattro, MINOS), et parfois des mécanismes
d’essais-erreurs ou l’utilisation d’échantillonages par hypercube latin, ou alors la cali-
bration n’est pas mentionnée.
— Situations : au niveau microscopique, les situations générées sont des situations de
volume local de passage, de temps de trajet, de taille de file d’attente, de collision, ou des
situations variées dont la description est plus complète (comme le dépassement d’une
voiture par 3 autres, une voiture qui grille un feu devant une autre...). Au niveau ma-
croscopique, on retrouve des situations de volume route, vitesse route, typologie trafic route
(TTR) sur une route, ou encore de typologie de trafic du niveau macroscopique.
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— Application à l’ATM : la possibilité d’adapter le système ou la méthode à l’aviation est
soit faible, soit moyenne, soit forte.
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Systèmes
Critères
Catégorie
de
métho-
dologie
Taille du
réseau
Automa-
tisation
Utilisation de
l’environnement
Réalisme Adaptation du trafic
Structuration
simulation
Méthode de
Calibrage
Situations
ATM
Trafic
Trajectoire
Micro Macro
Physique
Compor-
tement
Scénario Simulation
[Kim and Rilett, 2003]
Enregis-
trement
Moyenne Fort
Dépend du simu-
lateur
Volume
Modèle
varié
Modèle
varié
Compor-
tement
Simple
Compor-
tement
Scénario et
Simulation
Simplexe Sé-
quentiel
Volume Aucune Faible
[Hourdakis et al., 2003]
Enregis-
trement
Petite Moyen
Dépend du simu-
lateur
Volume, Temps
de trajet, File
d’attente
Modèle
varié
Modèle
varié
Aucune
Compor-
tement
Scénario et
Simulation
MINOS (sim-
plexe, quasi-
Newton, gradient
réduit, gradient
projeté)
Volume, Temps
de trajet, File
d’attente
Aucune Faible
[Toledo et al., 2003]
Enregis-
trement
Moyenne Moyen
Dépend du simu-
lateur
Volume, Temps
de trajet, File
d’attente
Modèle
varié
Modèle
varié
Compor-
tement
Simple
Compor-
tement
Scénario et
Simulation
Outil MITSIM-
Lab, Boss/Quat-
tro (optimisation
stochastique)
Volume, Temps
de trajet, File
d’attente
TT Faible
[Jha et al., 2004]
Enregis-
trement
Grande Moyen
Dépend du simu-
lateur
Volume, Temps
de trajet
Modèle
varié
Modèle
varié
Compor-
tement
Simple
Compor-
tement
Scénario et
Simulation
Outil MITSIM-
Lab, Boss/Quat-
tro (optimisation
stochastique)
Volume, Temps
de trajet
Aucune Faible
[Chu et al., 2003]
Enregis-
trement
Petite Moyen
Dépend du simu-
lateur
Volume
Modèle
varié
Modèle
varié
Aucune
Compor-
tement
Scénario et
Simulation
Outil Paramics,
Essais-Erreur
Volume Aucune Faible
[Ma and Abdulhai, 2002]
Enregis-
trement
Moyenne Fort
Dépend du simu-
lateur
Volume
Modèle
varié
Modèle
varié
Compor-
tement
Simple
Compor-
tement
Scénario et
Simulation
Algorithme
Génétique
Volume Aucune Faible
[El Esawey and Sayed, 2011]
Enregis-
trement
Moyenne Moyen
Dépend du simu-
lateur
Volume, Temps
de trajet
Modèle
varié
Modèle
varié
Compor-
tement
Simple
Compor-
tement
Scénario et
Simulation
Outil VISSIM,
Essais-Erreur,
Échantillonnage
par Hypercube
Latin
Volume, Temps
de trajet
Aucune Faible
[Abdelgawad et al., 2016] De zéro Petite Fort Réseau de route
Dépend de l’ex-
pert scénariste
(Volume Route,
Vitesse Route)
Modèle
simple
Modèle
simple
Aucune
Compor-
tement
Simulation Non mentionné Aucune
Volume Route,
Vitesse Route
Faible
[Tönnis, 2007] De zéro Petite Faible Réseau de route Aucun
Dépend
de l’ex-
pert
Dépend
de l’ex-
pert
Humaine Humaine
Scénario et
Simulation
Non mentionné Variés Aucune Faible
[Bonakdarian et al., 1998] De zéro Petite Fort
Dépend du simu-
lateur
Dépend de l’ex-
pert scénariste
(Volume Route,
Vitesse Route,
TTR)
Modèle
varié
Modèle
varié
Compor-
tement
Avancé
Compor-
tement
Simulation Non mentionné Variés
Volume Route,
Vitesse Route,
TTR
Moyenne
[Wassink et al., 2006] De zéro
Non
spécifié
(Moyenne
ou
Grande)
Fort
Dépend du simu-
lateur
Sans indications
Modèle
varié
Modèle
varié
Compor-
tement
Avancé
Compor-
tement
Simulation Non mentionné Variés Non spécifié Forte
[Olstam et al., 2011] De zéro Petite Fort Réseau de route
Dépend de l’ex-
pert scénariste
(Volume Route,
Vitesse Route,
TTR)
Modèle
varié
Modèle
varié
Compor-
tement
Avancé
Compor-
tement
Simulation Non mentionné Variés Aucune Moyenne
[Gajananan et al., 2013] De zéro Petite Fort Réseau de route
Dépend de l’ex-
pert scénariste
Modèle
simple
Modèle
simple
Compor-
tement
Avancé
Compor-
tement
Scénario et
Simulation
Non mentionné Collision Aucune
Faible /
Moyenne
Table 3.2 – Comparaison des différents systèmes et méthodes de structuration de simulation de trafic routier
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Parmi les 13 systèmes présentés, 7 systèmes appartiennent à la catégorie de méthodo-
logie qui utilise des enregistrements de manière explicite pour structurer leur simulation.
Ils utilisent ces enregistrements dans le but de générer un trafic réaliste. Néanmoins, les
données utilisées sont des données locales, situées principalement à des intersections. Il
s’agit de données de volume de passage en un point, de temps de trajet sur une portion de
route, de taille de file d’attente, ou encore de typologie de trafic de route. De manière géné-
rale, ces données sont des données statistiques agrégées sur des intervalles de temps. Les 6
autres systèmes n’utilisent pas d’enregistrements de manière explicite, et sont donc consi-
dérés comme partant de zéro. Les 7 systèmes qui utilisent des données locales présentent
une approche mixte entre les deux catégories. En effet, ces méthodes génèrent une matrice
d’origine-destination (en partant donc de zéro), pour obtenir les données locales. La géné-
ration du scénario se focalise alors sur la génération des trajectoires, qui est une approche
intéressante. Les méthodes qui partent de zéro présentent d’autres avantages détaillés dans
la suite.
Cette structuration de la simulation se fait sur des tailles de réseau différentes. La moitié
(7 systèmes) des structurations se fait sur des réseaux de petite taille, qui correspondent
généralement à une portion de route simple. Sur la quasi totalité du reste, elle se fait sur un
réseau de moyenne taille, l’exception étant [Jha et al., 2004] qui effectue une structuration
sur un réseau de grande taille. Dans notre cas, nous voulons générer du trafic sur des réseaux
de grandes tailles, ce qui pourrait rendre difficile le passage à l’échelle de certaines de ces
méthodes.
A l’exception de [Tönnis, 2007], le niveau d’automatisation des systèmes est au moins
moyen (5 systèmes), et fort dans le reste des systèmes. Le niveau moyen est constitué de
méthodologies qui possèdent des outils pour effectuer certaines ou la totalité des tâches
(génération de la matrice d’origine destination par exemple), mais n’ont pas explicitement
de transitions automatiques entre les différentes tâches, et nécessitent donc un humain pour
faire les transitions. L’automatisation est un critère important dans notre modèle puisque
nous cherchons à contrôler un système complexe, qui peut fortement évoluer en fonction
des interactions. Certains systèmes apportent des réponses intéressantes, en particulier lors
de la simulation.
L’utilisation de l’environnement dépend fortement du simulateur. 9 systèmes utilisent
différents éléments de l’environnement pour faire fonctionner les véhicules (feux tricolores,
signalisation, parfois météorologie...). Au contraire de l’ATM, ces systèmes utilisent donc de
manière autonome de nombreux critères dépendant de l’environnement pour faire évoluer
les différentes entités mobiles. L’adaptation est alors dynamique, et pas forcément effectuée
par un humain. Les autres méthodes utilisent au moins le réseau de route. De manière gé-
nérale, cette utilisation de l’environnement est importante pour l’adaptation du trafic aux
éléments de la simulation, et est donc un aspect positif des systèmes présentés.
Le réalisme de trafic est obtenu dans la majorité des cas par des mesures de volume de
passage local (7 systèmes) ou de volume de route (3 systèmes à condition que l’expert scé-
nariste utilise des données réelles). Il est aussi obtenu par des temps de trajet (4 systèmes) et
sont équivalent sur une route, la vitesse de route (3 systèmes, encore à condition que l’expert
scénariste utilise des données réelles). Les temps de file d’attente sont utilisés de manière
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minoritaire (2 systèmes), pour obtenir un réalisme de trafic. En somme, le réalisme de trafic
est concentré sur l’obtention de situations locales (correspondant à des données) dans une
grande majorité des cas. Les systèmes n’essayent pas d’obtenir des comportements s’ils ne
sont pas observés ailleurs. Par exemple, l’obtention d’un ralentissement sur une rampe d’ac-
cès à un périphérique n’est garanti que si des données locales l’attestent. Une généralisation
des comportements pourrait avoir un intérêt, en particulier pour le passage d’un réseau à
un autre.
Le réalisme de trajectoire est obtenu dans 10 des systèmes par l’utilisation d’un mo-
dèle du comportement du véhicule varié. Le modèle est soit issu d’un simulateur externe
utilisé par le système [Kim and Rilett, 2003] [Hourdakis et al., 2003] [Toledo et al., 2003]
[Jha et al., 2004] [Chu et al., 2003] [Ma and Abdulhai, 2002] [El Esawey and Sayed, 2011]
[Bonakdarian et al., 1998] [Wassink et al., 2006], soit a été inclus dans le système en
utilisant les mêmes comportements [Olstam et al., 2011]. Dans les autres systèmes,
soit un sous-ensemble de ces comportements est implémenté [Gajananan et al., 2013]
[Abdelgawad et al., 2016], soit le comportement dépend totalement de l’expert scéna-
riste [Tönnis, 2007]. Nous ne détaillerons pas ces comportements, qui traitent princi-
palement (mais pas seulement) de l’adaptation de la vitesse à l’infrastructure, le suivi
de voiture, le changement de voie, le dépassement, l’évitement de conflit, le mou-
vement latéral, la signalisation de virage, et les feux de signalisation. Nous diri-
geons le lecteur vers [Ratrout and Rahman, 2009] [Barceló et al., 2010] [Passos et al., 2011]
[Lopez et al., 2018] pour plus de détails sur les principes et leurs différentes implémenta-
tions (analytique, probabiliste, logique floue...). Parmi ces systèmes avec des comportements
variés, ceux qui utilisent un réseau de route moyen ou grand ont aussi des comportements
pour décider du chemin à suivre, qui dépendent par exemple de la taille des files d’at-
tente [Kim and Rilett, 2003] [Toledo et al., 2003] [Jha et al., 2004] [Ma and Abdulhai, 2002]
[El Esawey and Sayed, 2011]. Pour les 3 autres systèmes, le comportement est soit simple
[Abdelgawad et al., 2016] [Gajananan et al., 2013] et vient d’un sous-ensemble des com-
portements cités précédemment, soit est entièrement à la charge de l’expert scénariste
[Tönnis, 2007]. Cette utilisation de comportements pour définir les trajectoires permet de
générer des trajectoires réalistes du point de vue de la physique et du comportement. Néan-
moins, ces comportements sont longs à paramétrer sur de grand réseaux (voir paragraphe
sur les méthodes de calibration), et sont souvent peu ou pas adaptés au contexte, ce qui est
préjudiciable lorsque le réseau est grand et qu’il présente des typologies différentes.
L’adaptation du trafic aux éléments de simulation vient de cette modélisation des en-
tités mobiles par des comportements dans tous les systèmes, sauf dans [Tönnis, 2007] où
elle est humaine, et dans [Hourdakis et al., 2003] et [Abdelgawad et al., 2016] où aucune
adaptation au scénario n’est requise. L’adaptation du trafic au scénario est soit simple
et consiste uniquement à respecter la matrice d’origine-destination [Kim and Rilett, 2003]
[Toledo et al., 2003] [Jha et al., 2004] [Ma and Abdulhai, 2002] [El Esawey and Sayed, 2011],
soit avancée, et contient des mécanismes dynamiques et distribués d’attribution de rôle
et d’orchestration de la mise en scène du scénario à travers une métaphore du cinéma
[Bonakdarian et al., 1998] [Wassink et al., 2006], ou du théâtre [Olstam et al., 2011]. De ma-
nière générale, l’utilisation de comportements locaux présente une adaptation très intéres-
sante lors de la simulation, très proche du paradigme des systèmes multi-agents.
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Des 13 systèmes présentés, 4 structurent la simulation uniquement lors de
la simulation [Abdelgawad et al., 2016] [Bonakdarian et al., 1998] [Wassink et al., 2006]
[Olstam et al., 2011], et les 9 autres structurent celle-ci lors de la construction du scénario et
lors de la simulation. Parmi ces 9, 7 sont orientés uniquement dans la génération d’un trafic
réaliste [Kim and Rilett, 2003] [Hourdakis et al., 2003] [Toledo et al., 2003] [Jha et al., 2004]
[Chu et al., 2003] [Ma and Abdulhai, 2002] [El Esawey and Sayed, 2011]. Les 2 autres ont
pour but de générer des situations, dans un trafic réaliste [Abdelgawad et al., 2016]
[Tönnis, 2007]. Pour ces 2 derniers, [Tönnis, 2007] permet d’enregistrer des trajectoires gé-
nérées par l’outil pour les ajouter à un scénario, et [Gajananan et al., 2013] permet d’écrire
un scénario dans un langage de haut niveau, que le système interprète pour générer les
situations désirées par l’expert scénariste. Dans les 4 systèmes qui structurent la simulation
lors de celle-ci, [Abdelgawad et al., 2016] génère en continu dans une zone d’intérêt un trafic
correspondant à des statistiques entrées en amont, et on retrouve les 3 systèmes de la mé-
taphore du cinéma (ou du théâtre) et du trafic qui génèrent dynamiquement les situations
[Bonakdarian et al., 1998] [Wassink et al., 2006] [Olstam et al., 2011]. Les 7 systèmes restant,
dont le but est de générer un trafic réaliste procèdent par calibrage explicite du modèle d’un
simulateur. Pour cela, ils effectuent deux opérations principales :
1. Générer une matrice d’origines-destinations.
2. Calibrer les paramètres de comportement des véhicules.
Leur principale différence est la manière avec laquelle ils effectuent ces opérations, c’est-
à-dire les méthodes d’optimisation employées pour la calibration des modèles, mais aussi
l’ordonnancement de ces opérateurs : successivement, en parallèle, de manière itérative sur
tous les paramètres, de manière itérative sur certaines tâches ou sous-tâches... Dans ces mé-
thodes, la structuration lors de la construction du scénario se résume à la construction de
la matrice d’origines-destinations, la structuration lors de la simulation vient du compor-
tement des entités mobiles. Ces méthodes d’optimisation sont souvent longues et difficiles
à utiliser. Afin de calibrer plus rapidement, les auteurs utilisent souvent un sous-ensemble
des paramètres de leur modèle. Et pour faciliter d’autant plus cette calibration lorsque le
réseau est important, ils procèdent pas à pas en essayant de trouver des portions du réseau
pour calibrer un sous-ensemble de paramètres (par exemple, une portion de route droite
sans sortie, dont ils possèdent les volumes de passages à chaque bout). Cette calibration est
d’autant plus difficile que le réseau est grand et que la typologie de trafic peut beaucoup
changer d’une partie à l’autre du réseau [Jha et al., 2004]. Ainsi, une auto-adaptation des pa-
ramètres ou de comportements apporterait une simplification de la calibration des modèles
à de nouveaux réseaux, ou sur les sous-réseaux.
Nous retrouvons les distinctions précédentes dans les situations qui sont générées.
Les 7 méthodes qui génèrent un trafic réaliste génèrent des situations microscopiques
liées aux données qu’elles possèdent (volume de passage, temps de file d’attente, temps
de trajet) [Kim and Rilett, 2003] [Hourdakis et al., 2003] [Toledo et al., 2003] [Jha et al., 2004]
[Chu et al., 2003] [Ma and Abdulhai, 2002] [El Esawey and Sayed, 2011], avec l’exception
de [Toledo et al., 2003] qui génèrent aussi une typologie de trafic. Dans les méthodes
restantes, les 3 méthodes utilisant la métaphore du cinéma (ou du théâtre) génèrent
des situations microscopiques variées, sans situation macroscopique, à l’exception de
[Bonakdarian et al., 1998] qui génère des typologies de trafic sur des routes, des volumes
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de route et des vitesses de route. [Gajananan et al., 2013] quant à eux ne génèrent que des
situations de collisions, et [Abdelgawad et al., 2016] ne génèrent que des situations de vo-
lume de route et de vitesse de route. De manière générale, les systèmes présentent peu de
moyens pour obtenir des situations macroscopiques. En résumé, les méthodes utilisant la
métaphore du cinéma (ou du théâtre) permettent une décentralisation naturelle de la réa-
lisation des situations, et permettent par conséquent de générer des situations plus variées
que les autres systèmes.
L’applicabilité à l’ATM dépend du niveau de généricité des systèmes. La totalité des
systèmes qui calibrent les paramètres du modèle de comportement utilisent une méthodo-
logie basée sur la structure de trafic routier ; par conséquent, ils ont une faible généricité,
même si les méthodes d’optimisation utilisées sont génériques. [Tönnis, 2007] est peu ap-
plicable dans le monde aérien puisqu’un changement de plan sur une surface plane reste
difficile, et l’obtention de réalisme physique par cette méthode reste relativement difficile.
L’idée de [Abdelgawad et al., 2016], même si sa transposition n’est pas directe, existe déjà
en plus complet dans l’aéronautique [Prats et al., 2017], et ne permet pas de générer des si-
tuations autres que des densités. [Gajananan et al., 2013] présente une description de plus
haut niveau du scénario, qui reste peu générique dans son exécution. Enfin, les 3 systèmes
utilisant la métaphore du cinéma (ou du théâtre) présentent des degrés plus avancés de
généricité et donc d’applicabilité, en particulier [Wassink et al., 2006].
En conclusion, la moitié des systèmes présentés structurent la simulation en partant de
la catégorie de méthodologie dite de zéro pour structurer la simulation. La génération de
trajectoires du trafic routier dans ces systèmes se fait par un modèle physique, mais surtout
par un système de comportements des entités mobiles, souvent variés, qui permet d’obtenir
un trafic flexible qui s’adapte à des modifications dans l’environnement.
En revanche, le couplage entre le scénario et la simulation n’existe que dans la génération
d’un trafic réaliste. Ces trafics réalistes sont sensibles à l’environnement pour lequel ils ont
été calibrés. En effet, lors d’une perturbation les entités mobiles, qui n’ont pas conscience
des situations qu’elles doivent générer à part leur destination, ne sont pas préservées les
situations du scénario (situations de volume de passage par exemple).
Ce lien entre les objectifs macroscopique et le comportement microscopique a été étu-
dié de manière approfondie dans des domaines autre que la calibration de simulateurs
de trafic à travers la calibration dynamique de systèmes [Cheng et al., 2009], en particulier
pour l’auto-adaptation dynamique de systèmes [Brun et al., 2009]. Cette auto-organisation
est aussi présente dans les systèmes multi-agents [Serugendo et al., 2006]. Les systèmes
multi-agents coopératifs ont montrés leur efficacité et leur adéquation pour de telles tâches
[Boes, 2014], mais aussi pour de l’optimisation [Kaddoum, 2011]. Il sont aussi largement uti-
lisés dans les simulations, notamment les simulations de trafic (maritime, routier, pédestre,
ect.), en raison de leur localité et de leur passage à l’échelle.
Dans le cas où le système est capable d’adapter la simulation aux situations
[Bonakdarian et al., 1998] [Wassink et al., 2006] [Olstam et al., 2011], il n’y a pas de concep-
tion de scénario en avance. La principale conséquence de l’absence de scénario est l’absence
de garantie d’avoir les conditions nécessaires pour générer la situation voulue si le "casting"
n’est pas possible, c’est-à-dire si des entités mobiles ayant les caractéristiques requises pour
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la génération de la situation ne sont pas disponibles. L’expert scénariste doit intervenir dans
le mécanisme de génération du trafic pour que celui-ci soit propice au casting et donc à la
génération des situations. En revanche, les auteurs de [Wassink et al., 2006] présentent une
distribution et une généricité très avantageuses pour s’adapter à d’autres trafics.
Enfin, les situations sont rarement des situations macroscopiques, et
les mécanismes pour générer les situations globales sont souvent limités
[Bonakdarian et al., 1998][Abdelgawad et al., 2016].
3.3 Conclusion sur la structuration de simulation de trafic et posi-
tionnement intermédiaire
Nous faisons dans cette section une synthèse des systèmes et méthodes présentés dans
ce chapitre, en faisant une comparaison de la structuration de simulation de trafic dans le
domaine de trafic aérien et dans celui de trafic routier (section 3.3.1), pour faire un premier
positionnement de cette thèse (section 3.3.2).
3.3.1 Comparaison de la structuration de simulation dans le trafic aérien et dans
le trafic routier
Au contraire du monde de l’aviation, le monde routier n’utilise pas d’enregistrements
complets pour des raisons non indiquées. La principale raison que nous avançons est la
difficulté d’obtenir des données complètes sur les réseaux routiers, notamment parce que
les voitures ne diffusent pas d’informations, au contraire des avions qui diffusent en clair de
nombreuses données dans leur environnement. La protection de la vie privée est aussi une
hypothèse pour expliquer que de telles données ne soient pas accessibles : au contraire des
avions qui transportent un ensemble de passagers (non identifiables à moins d’avoir accès
aux bases de données des compagnies), une voiture est souvent personnelle, et identifiable
(par l’endroit où se gare le conducteur le soir par exemple).
Cette absence de données a eu, au vu des systèmes présentés, un effet radical sur le dé-
veloppement des simulateurs et des différents systèmes et outils issus du monde routier.
Afin de générer des trafics réalistes dans le monde routier, de nombreux modèles de com-
portements des différentes entités ont été développés, au contraire du monde de l’aviation
qui a surtout développé des modèles physiques des différents types d’avions.
Ainsi, pour obtenir un trafic réaliste, le monde routier a besoin de calibrer les différents
modèles de comportements, tandis que le monde de l’aviation peut se contenter d’utiliser
des enregistrements.
Néanmoins, les systèmes de structuration de simulation de trafic aérien montrent diffé-
rentes limites :
1. Les systèmes de l’aviation utilisent souvent un plan de vol pour générer les trajectoires
des avions, alors que ce plan de vol n’est pas toujours respecté [Rantrua, 2017].
2. L’expert scénariste est souvent très impliqué dans la génération d’un trafic aérien car
l’automatisation fait souvent défaut.
46 Augustin Degas
3.3. Conclusion sur la structuration de simulation de trafic et positionnement intermédiaire
3. Les systèmes qui génèrent automatiquement des scénarios avec des situations manquent
de généricité.
4. Les systèmes ne sont pas flexibles, et ne s’adaptent pas lors de la simulation, autrement
que par l’intervention d’un humain.
De l’autre côté, les systèmes de structuration de simulation de trafic routier sont plus
développés par différents aspects et apportent des réponses aux problèmes sus-cités :
1. Les simulateurs, qui utilisent des comportements locaux pour le choix des routes, né-
cessitent uniquement une matrice d’origines-destinations.
2. L’automatisation est bien plus forte, que ce soit pour générer des trafics réalistes en
calibrant les modèles de comportement et les matrices d’origines-destinations, ou pour
la génération de situations variées.
3. Certains systèmes ont été développés pour générer des situations lors de la simulation,
et présentent une généricité intéressante [Wassink et al., 2006].
4. Les simulateurs à base de comportements présentent, lors de la simulation, des adap-
tations au scénario ou à d’autres aspects de la simulation très intéressants.
Néanmoins, les systèmes de structuration de simulation de trafic routier présentent eux
mêmes différentes limites supplémentaires :
— Dans les systèmes présentés, le couplage entre la simulation et le scénario, n’existe pas
(sauf avec un manque de résilience pour générer un trafic réaliste), ce qui est probléma-
tique pour rejouer des scénarios.
— Les situations générées sont rarement des situations macroscopiques, et les mécanismes
pour générer ces situations sont souvent limités.
3.3.2 Positionnement intermédiaire
Pour rappel, l’objectif de la thèse est de concevoir un système capable de structurer une
simulation de trafic, c’est-à-dire générer un scénario et une simulation avec des trajectoires
et un trafic réaliste, notamment avec un évitement de collisions entre les entités, structurées
autour de situations voulues par un scénariste. Cet objectif se décline en plusieurs sous-
objectifs :
1. Permettre l’apparition d’un ensemble de situations dans la simulation,
2. Adapter la simulation à des interactions extérieures,
3. Générer un trafic et des trajectoires réalistes,
4. Permettre l’évitement de collisions entre les différentes entités mobiles,
5. Enfin, le système doit être générique.
Apparition de situations dans la simulation. Parmi les différents systèmes
que nous avons étudiés, ceux utilisant la métaphore du cinéma (ou du théâtre)
[Bonakdarian et al., 1998] [Wassink et al., 2006] [Olstam et al., 2011] apportent la réponse la
plus générique pour générer de manière autonome des situations variées, en particulier les
auteurs de [Wassink et al., 2006].
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Néanmoins, ces derniers présentent le désavantage de créer les situations uniquement à
la volée lors de la simulation. Par conséquent, nous nous inspirerons de la décentralisation
observée dans ces systèmes et de la généricité qu’ils apportent, en prévoyant une adaptation
lors de la simulation, mais aussi lors de la construction des scénarios.
Adapter la simulation à des interactions extérieures. Nous prévoyons que le système
puisse s’adapter aux interactions extérieures, pour que le trafic s’adapte à des modifica-
tions de l’environnement sans l’intervention d’un humain, mais aussi pour maintenir les
situations prévues.
Afin que le trafic s’adapte aux modifications de l’environnement, nous nous inspirerons
des simulateurs de trafic routier. Le monde du trafic routier présente de nombreux simula-
teurs qui font évoluer les différentes entités mobiles en fonction de leur comportements lo-
caux en utilisant des systèmes multi-agents [Mandiau et al., 2008], ou un paradigme proche
[Passos et al., 2011]. Définir les différentes entités mobiles comme des agents, leur permet
(à condition de leur donner les comportements nécessaires) de s’adapter de manière auto-
nome à des modifications de leur environnement, par exemple dues à des interactions de
plusieurs acteurs humains [Badeig et al., 2016], et donc d’obtenir une structuration lors de
la simulation. Les différentes entités mobiles de la simulation devront donc bénéficier de
comportements autonomes afin de s’adapter à des modifications de leur environnement, en
particulier d’un comportement d’évitement.
Afin que le trafic s’adapte au scénario, nous prévoyons que les entités mobiles aient
un comportement local, qu’elles peuvent modifier pour maintenir les situations, et que le
générateur de scénarios puisse faire évoluer dynamiquement le scénario, et indiquer aux
entités leur nouveau comportement si nécessaire.
Générer un trafic et des trajectoires réalistes. Comme nous avons pu le voir, le cali-
brage de modèles pour générer des trajectoires et des trafics réalistes est long et diffi-
cile [Ma and Abdulhai, 2002]. Afin de générer des trajectoires réalistes, nous proposons
d’utiliser des comportements contextuels, c’est-à-dire des comportements qui varient en
fonction du contexte. Ces comportements contextuels peuvent être des comportements
d’adaptation donnés aux entités mobiles qui varient en fonction de l’environnement
[Ksontini et al., 2015], ou issus de l’apprentissage (par exemple sur des enregistrements de
trajectoires).
Dans le but de générer un trafic réaliste, nous utiliserons à nouveau le paradigme des
systèmes multi-agents. En utilisant des données, comme des enregistrements de trajectoires
ou des données utilisées dans le domaine routier, un ensemble de points de passages devra
être satisfait en volume de passage.
Permettre l’évitement de collisions entre les différentes entités mobiles. Une compo-
sante non négligeable de la génération d’un trafic et de trajectoires réalistes, est l’évitement
de collisions entre entités. Cet évitement est étudié en détail dans l’état de l’art du chapitre
suivant, mais l’utilisation de comportements locaux comme dans les simulateurs de tra-
fic routier semble être une proposition intéressante en terme de généricité et de passage à
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l’échelle.
Généricité. Un trafic est composé d’entités en mouvement, allant d’un point de départ à
un point d’arrivée suivant une trajectoire. C’est particulièrement vrai dans le trafic aérien,
où les avions se déplacent d’un point à l’autre, évitant les autres avions grâce au contrôleur.
C’est pourquoi, comme le suggèrent Esawey et Sayed dans [El Esawey and Sayed, 2011],
notre travail se concentrera sur la génération de trajectoires afin de générer un scénario.
Notre modèle utilisera également l’attribution de rôles comme dans
[Bonakdarian et al., 1998] [Wassink et al., 2006] [Olstam et al., 2011] pour générer les
situations requises. En simulation, la représentation d’entités mobiles par des agents
permet une description naturelle et décentralisée du problème, que l’on veut étendre à
l’attribution des rôles et à la génération de scénarios. Enfin, notre génération d’un scénario
se focalisera sur la génération de trajectoires.
Conclusion. En conclusion, le système présenté devra :
— Générer un scénario, c’est-à-dire un ensemble de trajectoires,
— Apporter des comportements d’adaptation aux différentes entités mobiles, pour leur
permettre de s’ajuster à des modifications de l’environnement, notamment l’évitement
entre entités mobiles, mais aussi à des modifications du scénario,
— S’inspirer de la décentralisation observée dans [Bonakdarian et al., 1998]
[Wassink et al., 2006] [Olstam et al., 2011], en prévoyant une adaptation lors de la
simulation mais aussi lors de la génération du scénario,
— Effectuer un couplage entre la structuration lors de la simulation et lors de la génération
du scénario [Signor et al., 2004], notamment pour améliorer l’adaptation,
— Utiliser des données pour générer des densités réalistes et des comportements contex-
tuels, dans le but d’apporter du réalisme à la simulation, aussi bien en terme de trajec-
toires que de trafic.
Dans la suite, nous cherchons à donner des comportements d’adaptation au entités mo-
biles, pour qu’elles s’adaptent à un ensemble d’objectifs multi-niveaux et multi-critères. L’un
des comportements les plus importants est l’évitement de collisions, et il sera le cœur de
l’état de l’art du chapitre suivant (chapitre 4).
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Nous généralisons la génération d’un scénario et son adaptation au cours de la simu-
lation en considérant qu’un scénario de trafic est un ensemble de trajectoires. Générer un
scénario de trafic correspond alors à planifier un ensemble de trajectoires. Ainsi, l’obten-
tion de situations dans un trafic se fait par la construction de trajectoires qui respectent des
contraintes données par les situations.
Dans la suite, nous cherchons à donner des comportements d’adaptation aux entités mo-
biles, pour qu’elles s’adaptent à un ensemble d’objectifs multi-niveaux et multi-critères. L’un
des comportements le plus important est l’évitement de collisions. Le but est d’ensuite géné-
raliser ces comportements d’évitement pour que l’entité mobile puisse s’adapter à d’autres
objectifs.
Nous faisons dans un premier temps une présentation du domaine, en particulier des
notations et des concepts utilisés dans la planification de trajectoire(s) (section 4.1). Nous
les utiliserons pour présenter un état de l’art historique de la planification d’une trajectoire
pour des entités mobiles de manière générale (section 4.2), et ensuite présenter l’évitement
de collisions dans le domaine aérien (section 4.3).
4.1 La planification de trajectoire(s)
Nous présentons dans un premier temps les concepts qui seront utilisés dans la suite
de cet état de l’art, ainsi que leurs notations associées. La majorité des concepts sont ti-
rés de [Latombe, 2012], qui a unifié la plupart des concepts de planification de trajec-
toires autour du concept d’espace des configurations. Ce concept d’espace des configura-
tions vient de la physique Lagrangienne, dans la planification de trajectoires. Ce concept
se trouve notamment dans le travail de Lozano-Perez [Lozano-Pérez and Wesley, 1979]
[Lozano-Perez, 1983], et plus avant dans celui d’Udapa [Udupa, 1977].
4.1.1 Concepts et notations
Mobiles. Les entités mobiles sont notées Mi. L’ensemble des n entités mobiles est noté M,
tel que M =
{
Mi
}
i≤n..
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Figure 4.1 – Représentation de l’espace des configurations C, de l’espace des configu-
rations occupé CObs en couleur, et des configurations initiale et objective (qinit et qgoal)
[Latombe, 2012]
Espace. L’espace dans lequel peut évoluer l’entité mobile : son environnement, est noté W
pour Workspace en anglais. En général, W = <n, n ∈ {2, 3}.
Obstacle. L’ensemble des m obstacles dans W est noté O. Chaque obstacle sera noté Oj, de
telle sorte que O =
{
Oj
}
j≤m.
Espace des configurations. L’espace des configurations d’une entité mobile, est un espace
d’états pour la planification de chemins ou de trajectoires, habituellement noté C. Il corres-
pond à l’ensemble des configurations qi que peut prendre une entité mobile. Dans notre cas
où les mobiles sont rigides, c’est-à-dire que leur structure ne change pas, qi est un triplet
contenant la position du mobile, son vecteur vitesse et son orientation. La notation est la
même dans la littérature pour la planification de trajectoires de n mobiles. Une configura-
tion représente alors le n-uplet des différentes positions et orientations des n mobiles.
Nous notons CObs l’espace des configurations occupé par des obstacles Oj, et de manière
complémentaire nous notons C f ree l’espace des configurations sans obstacles. Ainsi C =
C f ree ∪ CObs, avec bien entendu C f ree ∩ CObs = ∅
Dans un problème de planification, la configuration de départ est notée qinit et celle d’ar-
rivée est notée qgoal .
Planification de chemins et planification de trajectoires. Nous distinguons dans ce qui
suit la planification de chemins, path planning de celle de trajectoires, trajectory planning.
— La planification de chemins, path planning, correspond à chercher un chemin dans l’es-
pace des configurations reliant qinit et qgoal . Cette recherche ne tient pas compte de la
vitesse à laquelle le mobile doit suivre ce chemin, ni des lois de contrôle qui lui permet-
52 Augustin Degas
4.1. La planification de trajectoire(s)
tront de le suivre. Un chemin peut être représenté comme une fonction c de
[
0, 1
]
dans
C f ree avec c(0) = qinit et c(1) = qgoal
— La planification de trajectoires, trajectory planning, consiste à chercher une trajectoire
reliant qinit et qgoal . Elle revient à chercher une loi de contrôle (simple ou complexe)
permettant au mobile de rejoindre sa destination, en respectant éventuellement ses
contraintes différentielles. De manière plus formelle, la planification devient une plani-
fication de trajectoires quand la paramétrisation de la fonction c est interprétée comme
le temps : nous avons alors c(s(t)) :
[
0, 1
]→ C f ree, avec s(0) = tstart et s(1) = tend.
Contraintes différentielles. Les contraintes différentielles sont toutes les contraintes qui
s’appliquent aux mouvements d’un mobile Mi, comme une restriction sur la vitesse, ou
sur la vitesse de rotation. Par exemple, un avion de ligne n’est pas capable d’effectuer une
montée verticale de manière soutenue comme une fusée.
Métrique. Dans la majorité des algorithmes qui suivent, les notions de métrique et de
pseudo-métrique sont beaucoup utilisées. De manière simplifiée, une métrique est une fonc-
tion qui donne une distance entre deux éléments d’un ensemble.
Plus formellement, une métrique d sur un ensemble E est une fonction définie de ExE
dans l’ensemble des réels positifs.
d : ExE→ <+
Cette fonction doit vérifier trois conditions pour tout x, y, z dans E :
1. d(x, y) = 0⇔ x = y (identité des indiscernables)
2. d(x, y) = d(y, x) (symétrie)
3. d(x, z) ≤ d(x, y) + d(y, z) (inégalité triangulaire)
Une métrique usuelle est la distance euclidienne sur <2 qui à toute paire de couples
(x1, y1), (x2, y2) ∈ <2 associe le réel
√
(x1 − x2)2 + (y1 − y2)2.
Pseudo-Métrique. Définir une métrique dans un espace E s’avère parfois difficile.
Dans ce cas, il est possible de définir une pseudo-métrique, qui ne respecte pas toutes les
conditions d’une métrique. Ces pseudo-métriques sont souvent utilisées pour définir le coût
de différentes actions, afin de choisir la meilleure.
Par exemple, prenons une voiture dont la configuration correspond à sa position (x, y)
et sa vitesse v. Partant d’une configuration qinit = (A, 0km.h−1), la voiture doit atteindre
la configuration qgoal = (B, 0km.h−1). La voiture peut effectuer le voyage à 100km.h−1 ou
10km.h−1. Dans le premier cas, elle consomme beaucoup plus, mais dans l’autre elle met
beaucoup plus de temps. Les algorithmes peuvent alors définir une pseudo-métrique pour
concilier les deux aspects, et cette pseudo-métrique ne respecte pas la symétrie.
Autre exemple, l’espace des configurations contient des paramètres que le concepteur
ne veut pas prendre en compte (parce qu’ils ne sont pas utiles pour la planification, ou par
souci de simplification). Par exemple, l’espace des configurations contient la température du
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moteur de la voiture. Il est possible alors d’utiliser une pseudo-métrique qui ne tienne pas
compte de ce paramètre, et ne respecte donc pas l’identité des indiscernables.
Roadmap. Une roadmap est un graphe topologique extrait de l’espace des configurations.
Chaque nœud du graphe est une configuration qi ∈ C f ree. Deux configurations du graphe
sont liées par un arc si un chemin ou une trajectoire entre les deux configurations a été
trouvé. Dans le cas des trajectoires, le graphe est orienté [Siméon et al., 2000].
Nous présentons succinctement dans la suite les débuts de la planification de chemins
et de trajectoires, pour ensuite présenter la planification de la trajectoire d’une entité mobile
de manière générale.
4.1.2 Du discret au continu
La planification de chemins a majoritairement commencé sur des espaces discrets. Le
déplacement d’un seul mobile dans un environnement statique où l’ensemble des configu-
rations se résume à un ensemble fini dénombrable n’est pas le cœur de cet état de l’art.
Néanmoins, ces méthodes ont aujourd’hui encore une forte influence sur les méthodes dé-
veloppées. Nous en faisons donc un rapide tour d’horizon.
Un tel environnement correspond dans la plupart des cas à une approximation de l’envi-
ronnement comme étant un graphe. Par exemple, un labyrinthe s’apparente à ce type d’en-
vironnement si l’on cherche uniquement à en trouver la sortie. Le labyrinthe est alors équi-
valent à un graphe où chaque nœud est une intersection.
Les algorithmes les plus connus de planification de chemins sont sur des graphes orien-
tés, comme les algorithmes de Bellman-Ford-Moore [Bellman, 1958] et celui de Dijkstra
[Dijkstra, 1959], ou encore les algorithmes A* [Hart et al., 1968] et D* [Stentz, 1994].
Le problème de planification change beaucoup lorsque nous passons d’un monde W dis-
cret à un monde W continu, comme <2 ou <3. Néanmoins l’efficacité des algorithmes dans
le monde discret a beaucoup orienté certaines solutions dans le continu. En effet, beaucoup
de travaux se sont focalisés sur la création d’une roadmap, notamment pour réutiliser ces
algorithmes.
4.1.3 La complexité de l’espace continu
Il est intéressant de noter que la distinction entre domaine continu et domaine discret
n’implique pas, dans le cas général, que résoudre un problème continu est plus difficile que
résoudre un problème discret. Certains problèmes discrets peuvent être NP-complet dans
le cas général, tandis que certains problèmes continus peuvent être résolus en un temps po-
lynomial. Cette étonnante propriété vient du fait que la difficulté d’un problème discret est
d’explorer de manière efficace l’espace de recherche, alors que pour les problèmes continus,
la difficulté vient plus de la forme de l’espace de recherche. Dans des problèmes d’optimi-
sation continue simples, l’espace de recherche est très régulier et l’optimum facile à trouver.
Néanmoins, que ce soit par l’expérience des différents auteurs qui s’y sont confrontés,
ou par des démonstrations dans des cas spécifiques, le problème de planification de trajec-
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toires est généralement accepté comme NP− Hard. Le problème général de planification de
trajectoires a été prouvé en 1979 comme étant PSPACE− hard [Reif, 1979].
L’introduction de la continuité, si elle ne change pas nécessairement la complexité du
problème, requiert un changement dans la façon d’aborder le problème. Deux philosophies
majoritaires s’adressent au problème de planification de trajectoires dans un espace continu.
La première famille crée une roadmap et utilise celle-ci pour planifier le chemin ou la trajec-
toire, tandis que la deuxième famille génère la trajectoire de manière itérative en utilisant
une fonction de navigation.
Nous présentons dans la suite de ce chapitre les différentes méthodes de planification de
trajectoires pour des entités mobiles de manière générale.
4.2 Planification d’une trajectoire pour une entité mobile
Les systèmes de planification d’une trajectoire peuvent globalement se diviser en deux
familles. La première famille construit l’espace des configurations sans obstacles C f ree en
utilisant la connaissance de l’ensemble des obstacles O, pour ensuite construire une roadmap
sur cet espace et enfin planifier une trajectoire. La deuxième famille ne construit pas l’espace
C f ree, mais soit construit une roadmap par échantillonage, soit navigue itérativement dans
l’espace des configurations C. Dans la figure 4.2, nous proposons une classification plus
détaillée.
Figure 4.2 – Classification des méthodes de planification de trajectoires
Cette section permet de présenter les principes de la planification de trajectoires, en illus-
trant certains concepts vus précédemment, mais surtout de souligner des algorithmes que
l’on ne retrouve pas ou peu dans l’aviation, mais qui pourraient servir dans un cas plus
générique. La suite de cette section concerne dans un premier temps les algorithmes qui
construisent l’espace C f ree en utilisant la connaissance de l’ensemble O (sous-section 4.2.1),
puis les algorithmes qui planifient une trajectoire suite à la construction d’une roadmap de
C f ree par échantillonage (sous-section 4.2.2), et enfin les algorithmes qui naviguent itérati-
vement dans l’espace des configurations C pour la planification des trajectoires (sous-section
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4.2.3).
Les méthodes qui construisent une roadmap, planifient par la suite simplement la trajec-
toire en faisant une requête sur cette roadmap.
4.2.1 Planification par construction d’une roadmap en connaissant Cfree
Les algorithmes qui suivent, s’appuient sur la connaissance de l’espace des configura-
tions C et de l’ensemble des obstacles O pour construire l’espace des configurations libres
C f ree et une roadmap associée. La planification d’une trajectoire à partir de la roadmap étant
simple, nous nous focalisons dans la suite uniquement sur la construction de la roadmap.
Nous pouvons globalement diviser ces algorithmes en deux catégories. La première ca-
tégorie divise l’espace des configurations C en cellules (Cell Decomposition dans la littéra-
ture), et ensuite utilise ces cellules pour obtenir une roadmap. La seconde catégorie utilise la
connaissance de l’ensemble des obstacles O pour créer directement la roadmap.
Ces algorithmes traitent majoritairement de la planification de chemins ou de trajectoires
à travers des obstacles statiques, nous éloignant de notre sujet principal de structuration
d’un trafic, qui évolue dans un espace ou les obstacles sont majoritairement les autres en-
tités mobiles, et donc mobiles. Par conséquent, nous présentons que très succinctement les
principes de ces approches dans les deux paragraphes suivant et indiquons d’autres réfé-
rences plus complètes au lecteur : [Souissi et al., 2013] [Preparata and Shamos, 2012].
Découpage de l’espace en cellules - Cell Decomposition. D’une manière générale, l’algo-
rithme cherche à décomposer l’espace des configurations libres C f ree en cellules de certaines
tailles et de certaines formes, éventuellement en modifiant la taille ou la forme en fonction
des algorithmes ; le découpage est ensuite utilisé pour créer une roadmap. Pour effectuer ce
découpage en cellules, il est par exemple possible de découper l’espace des configurations
C verticalement (ou horizontalement) en traçant une droite verticale (ou horizontale) à par-
tir de chaque sommet (les obstacles), qui s’arrête lorsqu’elle rencontre un autre obstacle,
comme dans la figure 4.3. Il est aussi possible d’utiliser le principe des quadtree, de diviser
l’espace en quatre cellules, et de procéder ainsi récursivement sur chaque cellule tant que
la précision n’a pas été atteinte ou que la cellule ne contient pas uniquement une portion
d’obstacle ou une portion d’espace libre, comme le montre la figure 4.4.
La roadmap est ensuite créée en mettant des noeuds au centre de ces cellules, et/ou au
centre des côtés des cellules, et en reliant ces noeuds.
Création d’une roadmap à partir de l’ensemble des obstacles O. Nous re-
trouvons dans cette catégorie la Visibility Roadmap, cette fois sans échantillonnage
[Lozano-Pérez and Wesley, 1979]. Le principe est de considérer chaque extrémité des obs-
tacles (éventuellement un point légèrement éloigné de l’obstacle pour considérer des entités
mobiles qui ne sont pas seulement de simples points) comme un point de vue, qui est un
noeud du graphe, et de connecter les noeuds entre eux si un chemin ou une trajectoire di-
recte existe.
56 Augustin Degas
4.2. Planification d’une trajectoire pour une entité mobile
Figure 4.3 – Découpage vertical de l’espace des configurations libre par des trapèzes et la
roadmap qui en résulte [De Berg et al., 2008]
Figure 4.4 – Découpage de l’espace des configurations libre par un quadtree de hauteur 3
[Goerzen et al., 2009] (les cellules grises sont des cellules avec obstacles)
Nous retrouvons aussi une utilisation des diagrammes de Voronoï dont le principe est de
découper l’espace par des lignes situées à égale distance de chaque obstacle. Les noeuds de
ce diagramme peuvent constituer alors des noeuds pour une roadmap [Aurenhammer, 1991].
4.2.2 Planification de trajectoires par construction d’une roadmap par échan-
tillonnage
Nous présentons les principaux algorithmes qui utilisent l’échantillonnage pour
construire une roadmap. Nous renvoyons le lecteur vers [Elbanhawi and Simic, 2014] pour
une présentation plus complète des différents algorithmes existants.
L’échantillonnage correspond à la première idée pour pallier la problématique du pas-
sage d’un espace des configurations C discret à un espace des configurations C continu.
En effet, il suffirait d’échantillonner l’espace des configurations C avec une grille ré-
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gulière afin d’adapter les algorithmes de planification de chemins (Bellman-Ford-Moore
[Bellman, 1958], Dijkstra [Dijkstra, 1959], A* [Hart et al., 1968], D* [Stentz, 1994]...) sur l’es-
pace discret échantillonné.
Étant donné que l’espace des configurations sans obstacles C f ree n’est pas construit à
l’avance, il est possible que la grille d’échantillonnage soit trop petite et qu’aucune solution
ne soit trouvée. Une solution est d’augmenter la taille de la grille tant qu’une solution n’a
pas été trouvée. Mais, si l’échantillonnage est trop important, bien que l’algorithme trouve
théoriquement la solution, il met en pratique trop de temps pour que son utilisation soit
intéressante.
Il est possible de calculer la taille minimale de la grille d’échantillonnage pour trouver
une solution, mais ce calcul nécessite de connaître à l’avance l’espace des configurations sans
obstacles C f ree, ce qui est une opération coûteuse en temps. Par conséquent, les algorithmes
que nous présentons dans la suite construisent des échantillonnages qui ne sont pas basés
sur des grilles.
4.2.2.1 Planification de trajectoires par construction d’une roadmap par échantillonnage
itératif
Principe général des algorithmes. Les algorithmes par échantillonage itératif fonc-
tionnent dans la grande majorité de la même façon, que nous résumons dans l’algorithme
4.1. Dans cet algorithme, la roadmap est considérée comme un graphe G(V, E), construit
itérativement en ajoutant des configurations à son ensemble de noeud V (vertices) et en
connectant les noeuds par des arrêtes souvent orientées qui représentent des trajectoires
dans l’ensemble E (edges).
Cette construction se fait en prenant un échantillon, c’est-à-dire une configuration qi de
l’espace des configurations C, pour ensuite tester, le plus souvent par un algorithme de
détection de collisions externe au système, si qi ∈ C f ree, et si c’est le cas tenter de connec-
ter cette configuration au reste du graphe. Ces algorithmes planifient en fait des parties de
trajectoires entre des configurations temporaires de départ qtemp,init et d’arrivée qtemp,goal , et
utilisent ensuite ces parties de trajectoire pour planifier une trajectoire complète entre les
véritables configurations de départ qinit et d’arrivée qgoal . Autrement dit, l’algorithme ne
construit pas l’espace des configurations sans obstacles C f ree, mais teste si chaque confi-
guration échantillonnée et chaque trajectoire planifiée est sans collision, sans pour autant
calculer tout l’espace (ce qui est considéré comme bien plus coûteux).
La roadmap ainsi construite est par la suite utilisée pour planifier les trajectoires. En géné-
ral, cette planification est simple, et elle est la condition d’arrêt de beaucoup des algorithmes
présentés ici.
La différence dans les algorithmes réside majoritairement dans le choix des configura-
tions qtemp,goal et qtemp,init, c’est-à-dire dans les étapes 3 et 4 de l’algorithme 4.1, qui sont
parfois inversées.
Présentation des algorithmes. Les auteurs de [Overmars, 1992][Bohlin and Kavraki, 2000]
présentent l’algorithme appelé (Lazy) Probabilistic RoadMap (PRM). Dans cet algorithme, le
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Algorithme 4.1 : Échantillonnage itératif
1: Le graphe G est initialisé avec l’ensemble des noeuds V contenant les noeuds qinit et
qgoal et l’ensemble des arrêtes E vide
2: tant que Pas de trajectoire trouvée entre qinit et qgoal faire
3: Choisir une configuration qtemp,goal dans C f ree (éventuellement en tirant
aléatoirement dans l’espace des configurations C tant que le tirage n’est pas déjà
dans un obstacle), qui appartient ou n’appartient pas à V.
4: Choisir une configuration qtemp,init dans V.
5: Essayer de construire une trajectoire T entre qtemp,init et qtemp,goal contenue dans C f ree.
6: si La planification a réussi alors
6: Ajouter la configuration qtemp,goal à V et la trajectoire liant les deux configurations à
E.
7: fin si
8: fin tant que
tirage de la configuration qtemp,goal se fait de manière aléatoire. L’algorithme vérifie ensuite
si cette configuration est dans C f ree en vérifiant l’absence de collisions. Si la configuration
qtemp,goal est dans C f ree, il cherche la configuration qtemp,init ∈ V la plus proche et tente de
lier les deux configurations par une trajectoire T. Dans tous les cas, il ajoute la configuration
qtemp,goal dans V, et s’il réussit à planifier T, il place T liant qtemp,init et qtemp,goal dans E.
Plusieurs variantes du tirage aléatoire sont possibles :
1. tirer aléatoirement une configuration qtemp,goal tant que celle-ci n’est pas dans C f ree (tant
que celle-ci n’est pas en collision avec un obstacle),
2. tenter de déplacer la configuration qtemp,goal dans C f ree. Par exemple, dans une direction
aléatoire (utile quand l’espace contient beaucoup d’obstacles),
3. diriger le tirage aléatoire par les configurations déjà tirées (pour s’en éloigner, ou s’en
rapprocher).
La méthode est étendue dans [Kavraki, 1994] [Kavraki et al., 1996], pour permettre plusieurs
planifications de trajectoires. La méthode explore alors plus l’espace des configurations C
que le juste nécessaire pour planifier une trajectoire entre les configurations qinit et qgoal
(PRM). De plus, elle permet aussi de reprendre l’exploration de l’espace des configurations
C si celle-ci n’est pas suffisante. La méthode est étendue dans [Svestka and Overmars, 1995]
pour planifier des trajectoires de plusieurs entités mobiles.
Les auteurs de [Hsu et al., 1997] présentent l’algorithme appelé Expensive Space Planner.
L’idée de l’algorithme est de construire deux sous-graphes (SG1 et SG2), en partant de qinit et
qgoal , et de tenter de joindre régulièrement ces sous-graphes. Focalisons-nous sur la construc-
tion d’un graphe (SGi) :
1. à chaque étape, l’algorithme choisit la configuration qtemp,init ∈ SGi avec une probabilité
inversement proportionnelle au nombre de noeuds proches de la configuration qtemp,init
dans SGi
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2. l’algorithme échantillonne ensuite le voisinage de la configuration qtemp,init, et sélec-
tionne la configuration qtemp,goal parmi cet échantillonnage, avec un probabilité inverse-
ment proportionnelle au nombre de nœuds dans son voisinage,
3. l’algorithme tente ensuite de connecter les deux configurations qtemp,init et qtemp,goal par
une trajectoire, et s’il réussit, ajoute la nouvelle configuration au graphe SGi.
Les auteurs de [LaValle, 1998] présentent l’algorithme appelé Rapidly exploring Ran-
dom Tree (RRT). Comme pour PRM, l’algorithme RRT tire aléatoirement une configura-
tion qtemp,goal ∈ C f ree, mais n’ajoute celle-ci que si un chemin n’est pas trouvé. D’autre
part, la configuration qgoal n’est pas ajoutée à l’initialisation ; l’algorithme tente régu-
lièrement de la lier avec l’une des configurations de son graphe G. Les auteurs de
[Kuffner and LaValle, 2000] proposent d’explorer plusieurs arbres en même temps, et d’es-
sayer de joindre ceux-ci régulièrement, comme pour les Expensive Space Planner.
Les auteurs de [Siméon et al., 2000] présentent un algorithme pour construire une Visi-
bility Roadmap par échantillonnage. Une Visibility Roadmap est une représentation simplifiée
de la topologie de l’espace des configurations qui s’inspire du principe simple et réel du
point de vue. Ainsi, un noeud (une configuration) de la Visibility Roadmap est lié à une autre
configuration s’il peut "voir" cette configuration. Dans cet algorithme, il existe deux sortes
de configurations retenues par l’algorithme pour construire la roadmap :
— les Guards : ce sont les points de vue de l’algorithme. Lorsque l’algorithme se termine,
l’ensemble des Guards, noté EGuards, doit normalement couvrir l’espace de configura-
tions sans obstacles C f ree,
— les Connections : ce sont des configurations qui lient des Guards entre elles. L’ensemble
des Connections est noté EConnections.
L’algorithme tire de façon aléatoire une configuration qtemp,goal ∈ C f ree. Il tente ensuite
de lier la configuration qtemp,goal avec les configurations de EGuards. Si l’algorithme arrive à
connecter la configuration qtemp,goal à une seule configuration de EGuards, il ajoute la configu-
ration qtemp,goal à EGuards. S’il arrive à connecter deux configurations de EGuards non connec-
tées par une configuration q ∈ EConnections, il ajoute la configuration qtemp,goal à EConnections.
Sinon il ne conserve pas la configuration qtemp,goal .
Les auteurs de [Mazer et al., 1998] présentent l’algorithme du fil d’Ariane. L’algorithme
construit le graphe en explorant en priorité les configurations les plus éloignées d’un en-
semble d’autres configurations déjà explorées. Pour sélectionner une configuration, ils uti-
lisent un algorithme génétique.
4.2.2.2 Planification de trajectoires par construction d’une roadmap par échantillonnage
non itératif
Une autre façon de procéder pour l’échantillonnage, est de considérer les configurations
de départ qinit et d’arrivée qgoal , et de relier les deux par différentes trajectoires dans l’espace
des configurations C, pour ensuite tester si ces trajectoires sont dans l’espace des configura-
tions sans obstacles C f ree comme le montre l’algorithme 4.2.
La planification d’une trajectoire est alors immédiate à partir de la roadmap.
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Algorithme 4.2 : Échantillonnage non itératif
1: Le graphe G est initialisé avec l’ensemble des noeuds V contenant les noeuds qinit et
qgoal et l’ensemble des arrêtes E vide
2: Construire un graphe G(V, E) sans considérer les collisions
3: tant que Condition d’arrêt non atteinte faire
4: Explorer le graphe G(V, E) en testant les arêtes pour vérifier les collisions
5: fin tant que
La condition d’arrêt dépend de l’objectif de l’algorithme. Si l’objectif est d’obtenir la
meilleure solution, alors l’exploration sera exhaustive (pour prouver l’optimalité), sinon
l’algorithme s’arrête lorsqu’il trouve une solution acceptable (dont le coût est suffisamment
bas), ou encore dès qu’il trouve une solution.
Cette famille d’algorithmes est particulièrement représentée dans l’évitement de colli-
sions dans le domaine aérien, puisqu’elle se prête à des preuves d’optimalité dans l’en-
semble discret, et parce que le monde aérien possède relativement peu d’obstacles.
4.2.3 Planification d’une trajectoire par navigation itérative dans C
Nous présentons dans cette sous-section différentes méthodes qui font naviguer l’entité
mobile dans l’espace des configurations C. L’entité mobile possède une trajectoire créée ité-
rativement à partir de sa position actuelle, en utilisant des fonctions et des comportements
qui dirigent l’entité vers sa destination en évitant les obstacles.
Les auteurs de [Carpin and Pillonetto, 2005] présentent une méthode entièrement basée
sur l’aléatoire. L’algorithme tire à chaque pas une configuration de l’espace des configura-
tions C aléatoirement dans le voisinage de la configuration actuelle, et tente de planifier
une trajectoire vers cette configuration. Si la planification réussit, l’entité est déplacée vers
la nouvelle configuration. Sinon, une autre configuration est tirée aléatoirement. Le tirage
aléatoire est guidé par les k (nombre paramétrable) dernières configurations dont il tente
d’éloigner la nouvelle configuration.
Les auteurs de [Khatib and Le Maitre, 1978] [Khatib, 1986] présentent l’algorithme basé
sur des potential fields. L’algorithme consiste à faire évoluer l’entité mobile dans un champ
de potentiel U artificiel. Le principe est de voir l’entité mobile comme une particule char-
gée négativement, sa destination comme une particule chargée positivement, et les obstacles
comme des particules chargées négativement, et de faire ainsi évoluer l’entité mobile en sui-
vant une descente de gradient. Les forces qui s’appliquent sur le mobile sont généralement
les trois suivantes [Zeghal, 1994] :
— force répulsive : elle permet au mobile de s’éloigner des obstacles,
— force attractive : elle permet au mobile de se rapprocher de sa destination,
— force glissante : parfois ajoutée aux deux autres forces, cette dernière force corres-
pond au glissement tangentiel du mobile sur les zones équipotentielles. Elle permet
de contourner les obstacles.
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Les auteurs de [Barraquand and Latombe, 1990] utilisent un algorithme se rapprochant
de l’algorithme précédent, nommé Randomized Potential Field. Le principe de l’algorithme
est d’utiliser une pseudo-métrique pour diriger l’entité mobile vers sa destination, sans lui
donner d’autre pseudo-métrique (en particulier pas de force répulsive). L’algorithme fonc-
tionne selon deux modes, le premier consiste à suivre la descente de gradient, l’autre est
utilisé pour sortir des minima locaux. La descente de gradient se fait soit en tirant aléatoire-
ment une configuration dans le voisinage, et en s’y déplaçant si le gradient y est plus faible,
soit en évaluant un échantillonnage du voisinage et en se déplaçant vers le gradient le plus
faible atteignable. L’algorithme peut se retrouver dans un minimum local ; dans ce cas, il
effectue des changements de configurations aléatoires.
Dans le but d’éviter les minima locaux des potential fields, les auteurs de
[Rimon and Koditschek, 1992] ont défini une fonction de navigation, utilisant aussi une
fonction de répulsion des obstacles β et une fonction d’attraction γk, mais en les composant
dans une fonction de conditionnement σλ. La formule de la fonction de navigation étant :
φk(q) =
||q− qgoal ||2
||q− qgoal ||2k + β(q)2
L’algorithme descend lui aussi le gradient de cette fonction.
4.2.4 Conclusion sur la planification d’une trajectoire
Nous avons présenté dans cette section des systèmes de planification d’une trajectoire,
principalement dans le but de présenter le principe général des approches. La présentation
n’a pas montré les apports d’autres méthodes notamment pour gérer la dynamique, puisque
ces méthodes, à part la planification d’une trajectoire par navigation itérative dans l’espace
des configurations C et par échantillonage non itératif, sont peu adaptées à la planification
lorsque le nombre de degrés de liberté devient trop important, ce qui est le cas lors de la
planification de nombreuses trajectoires.
En effet, les systèmes de construction de roadmap par échantillonnage n’exploitent pas
les connaissances sur les obstacles (ou les autres avions) et leur trajectoire, ce qui est préju-
diciable lors de la recherche de solutions.
De plus, les systèmes qui créent des roadmaps à partir de l’espace des configurations sans
obstacles C f ree sont quant à eux peu adaptés à des obstacles mobiles, autrement que par
des modifications de vitesse dans certains cas.
Enfin, les systèmes à base de création de champs de potentiels sont peu adaptés à de
nombreuses entités mobiles car le calcul des champs est coûteux.
Nous présentons dans la section suivante les systèmes de planification de trajectoires,
appliqués aux trafics d’avion, qui ont été construits pour répondre à la problématique du
nombre d’entités mobiles et des contraintes liées à l’aviation. Dans cette section, chaque
avion a une trajectoire prévue, qui est souvent considérée comme une ligne droite, mais
cette trajectoire ne considère pas l’ensemble des autres avions. Par conséquent, la section
suivante parle d’évitement de collisions entre avions, avec suivi de la trajectoire prévue.
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Figure 4.5 – Manœuvres d’offset et de point tournant
4.3 Évitement de collision dans le domaine aérien
Nous présentons dans cette section différentes approches pour la planification de trajec-
toires d’avions. Nous pouvons diviser les algorithmes présentés en deux familles. La pre-
mière famille effectue un échantillonnage non itératif de l’espace des configurations C pour
ensuite explorer cet échantillonnage par différentes méthodologies, et en déduire une plani-
fication de trajectoires (section 4.3.1). La deuxième famille fait évoluer les entités mobiles en
suivant une heuristique pour éviter les collisions et diriger l’entité mobile vers sa destination
(section 4.3.2).
Vocabulaire préliminaire Plusieurs de ces méthodes utilisent des modifications de trajec-
toires proches de celles effectuées par des contrôleurs, dites proches du milieu opérationnel,
qu’ils qualifient de manœuvres (d’évitement). Dans le plan, ces manœuvres peuvent être :
— un "offset", qui correspond à un décalage d’un avion parallèlement à sa trajectoire pré-
vue pendant un certain temps (ou une certaine distance),
— un point tournant, qui correspond à un éloignement de la trajectoire en suivant un cer-
tain cap pendant un certain temps, puis un retour à la trajectoire en suivant un nouveau
cap.
Ces deux manœuvres d’évitement sont représentées dans la figure 4.5. Dans la ma-
noeuvre d’"offset", l’avion commence à s’éloigner de sa trajectoire initiale au bout d’un
temps t1, en suivant une déviation par rapport à sa trajectoire initiale d’un angle α. Il tourne
puis commence à avancer en parallèle par rapport à sa trajectoire initiale à partir de t2. Puis,
à t3, il rejoint sa trajectoire avec un angle β.
Dans la manoeuvre de point tournant, l’avion effectue une manoeuvre semblable, sans
se mettre en parallèle et en retournant directement à sa trajectoire initiale.
4.3.1 Échantillonnage non itératif de l’espace des configurations C
Contrairement à la planification de trajectoires présentée dans la section précédente,
nous trouvons de nombreux algorithmes qui échantillonnent l’espace des configurations
C non itérativement. Ces algorithmes explorent ensuite cet échantillonnage, pour trouver
les trajectoires sans collisions. Dans le cas des algorithmes présentés dans cette section, ces
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Figure 4.6 – Exemple de discrétisation d’une manœuvre de point tournant avec discrétisa-
tion de l’angle α (l’angle α peut prendre les valeurs -30, -20, -10, 0, 10, 20, ou 30 degrés), du
temps de manière régulière (pour t1 et t2), avec un retour direct à la destination à la fin de
la manœuvre (β et t3 sont donc implicites). Le graphe ici n’est pas complet dans un souci de
clarté, puisque le nombre de manoeuvres reste important
algorithmes cherchent à optimiser la trajectoire selon un ou plusieurs critères prédéfinis
(comme la consommation en carburant), en trouvant un optimum local ou global parmi
les trajectoires échantillonnées. Cette optimisation se fait selon deux approches, la première
par des méthodes "exactes", l’autre par des méthodes "par approximation", c’est-à-dire des
heuristiques ou des méta-heuristiques.
L’échantillonnage qui est effectué, ne se fait pas à partir d’une grille d’échantillonnage,
mais par construction d’un graphe partant de la position de départ de mobiles, et arrivant
à la position d’arrivée. Dans la grande majorité des cas, le graphe est construit en discréti-
sant les déplacements de l’entité mobile par des manœuvres, en discrétisant aussi ces ma-
nœuvres, et dans la plupart des cas en discrétisant aussi le temps (voir la figure 4.6). Dans ces
algorithmes, en général une seule manœuvre est autorisée par entité mobile, ce qui, combiné
avec la discrétisation des manœuvres, réduit de manière significative l’espace de recherche.
Nous présentons dans la suite de cette sous-section les différents algorithmes, en com-
mençant par les méthodes exactes (section 4.3.1.1), pour ensuite présenter celles par approxi-
mation (section 4.3.1.2).
4.3.1.1 Méthodes exactes
Nous décrivons dans cette section des méthodes exactes utilisées pour la planification
de trajectoires. Ces méthodes échantillonnent l’espace des configurations C par un ensemble
de manoeuvres, qu’elles associent dans un graphe, pour ensuite explorer exhaustivement ce
graphe afin de trouver la solution optimale. Elles diffèrent par la typologie de leur graphe,
et par la méthode d’exploration de ce graphe. Nous présentons dans un premier temps
des méthodes utilisant la programmation linéaire mixte en nombres entiers, pour ensuite
présenter des méthodes utilisant la programmation par contraintes.
Programmation linéaire mixte en nombres entiers. L’auteur de [Lehouillier, 2015] pro-
pose de résoudre le problème de planification de trajectoires avec évitement en utilisant un
algorithme pour un problème de clique maximale avec coût minimal. L’idée est de trou-
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ver des trajectoires (le mieux étant bien sûr de trouver des trajectoires pour tous les avions,
clique maximale), le tout en minimisant une fonction de coût (de coût minimal). L’algo-
rithme discrétise un ensemble de manœuvres (changement de vitesse, changement de cap)
en considérant que celles-ci commencent dès le début, et, dans un premier temps, sans cal-
culer pendant combien de temps cette manœuvre est exécutée (sans calculer t2, voir figure
4.5). Il associe un nœud à cette manœuvre sous spécifiée, et calcule pour chaque paire de
nœud non voisin (pour des avions différents), si cette paire de manœuvre est sans conflit.
Si oui, l’algorithme lie les deux nœuds par une arête et garde en mémoire le temps de fin
de la manœuvre. Pour obtenir la clique de taille maximale, l’algorithme utilise la program-
mation linéaire mixte en nombre entier (Mixed-Integer Linear Programing (MILP)). Lorsque
les cliques de tailles maximales sont obtenues, le coût de chaque manœuvre est calculé, et la
clique de coût minimal est sélectionnée.
Les auteurs de [Lehouillier et al., 2017] améliorent l’algorithme précédant en introdui-
sant des manœuvres verticales, en modifiant la fonction de coût et en utilisant un algorithme
pour diminuer le nombre de nœuds. L’algorithme est testé pour un maximum de 60 avions
dans le plan. Les mêmes auteurs introduisent l’incertitude sur les prévisions de vent, sur les
mesures de vitesse et sur le temps d’exécution de la manœuvre.
Programmation par contraintes. Les auteurs de [Allignol et al., 2013] présentent un algo-
rithme de résolution de conflits utilisant la programmation par contraintes. L’algorithme
prend en compte des manœuvres de point tournant, mais en allant directement à la desti-
nation après le point tournant (voir figure 4.5). L’algorithme considère donc seulement le
triplet (t1, α, β, voir figure 4.5), plus exactement son équivalent en distance (d1, α, d2). Ces
différents paramètres sont restreints à des valeurs discrètes, 5 valeurs pour d1, 5 pour d2 et
7 pour α (α peut prendre les sept valeurs -30, -20, -10, 0, 10, 20 ,30). L’algorithme explore
un arbre de recherche par l’algorithme backtracking en utilisant l’heuristique weigthed de-
gree. L’algorithme trouve la solution optimale au benchmark du rond-point (dans les condi-
tions de manœuvres discrètes) pour 15 avions après avoir exploré l’ensemble de l’espace, et
trouve des solutions pour 20 avions sans preuve d’optimalité en moins de 5 minutes (qui
pour leur test est la durée maximale autorisée pour explorer exhaustivement l’espace de
recherche).
4.3.1.2 Méthodes approximatives - Méta-heuristiques
Nous décrivons dans cette section des méthodes par approximation utilisées pour la
planification de trajectoires. Ces méthodes optimisent une fonction de coût global, en ex-
plorant l’espace des configurations C grâce à différentes heuristiques. Nous détaillons dans
un premier temps des méthodes qui réduisent l’espace de recherche par des manoeuvres
d’offset et/ou de point tournant, en explorant alors cet espace par des méta-heuristiques (al-
gorithme de colonie de fourmis et algorithme évolutionnaire, algorithmes génétiques). Puis
nous décrivons des méthodes n’utilisant pas de manoeuvres d’offset ou de point tournant
(algorithme génétique et recuit simulé).
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Algorithme de colonie de fourmis. L’auteur de [Olive, 2006] utilise un algorithme de
fourmis [Dorigo et al., 1996] généralisé pour planifier des trajectoires sans conflits. Pour ce
faire, l’algorithme comporte autant de colonies de fourmis que d’avions. Dans l’algorithme,
chaque départ d’avion est une colonie et chaque arrivée est une source de nourriture. Pour
une colonie de fourmis, le dépôt de phéromones se fait en fonction du coût de la trajectoire,
ou du nombre de conflits. Ils utilisent un seuil maximal de nombre de conflits par trajectoire
qui est progressivement réduit à 0, si le seuil est dépassé aucune phéromone n’est déposée
par la fourmi. Les avions peuvent effectuer des points tournants avec un angle α discret
(10, 20, 30,−10, 20, 30), en se dirigeant vers la destination après t2. Les avions avancent avec
des pas de temps, et peuvent décider d’effectuer une manœuvre à n’importe quel pas ; il
revient ensuite vers sa destination. L’auteur utilise l’algorithme pour résoudre des ronds-
points jusqu’à 29 avions. L’algorithme est repris dans [Durand and Alliot, 2009] et testé avec
différents paramètres.
Hybridation : approche par intervalle et algorithme évolutionnaire. Dans sa thèse, Char-
lie Vanaret [Vanaret, 2015] propose un algorithme hybride utilisant deux algorithmes d’op-
timisation qui coopèrent entre eux. Le premier est un algorithme à évolution différentielle,
qui est un algorithme à population évolutionnaire avec un opérateur de croisement proba-
biliste sur 4 individus. Le deuxième est un algorithme par branch and bound par intervalles.
L’algorithme à évolution différentielle permet de donner un borne maximale de la fonction
objective à l’algorithme de branch and bound par intervalle, et ce deuxième réduit l’espace
de recherche du premier. Son application au trafic aérien utilise des manœuvres de point
tournant (voir figure 4.5), où t1, t2 et α sont des valeurs continues, et en se dirigeant vers la
destination après cette manœuvre unique. L’algorithme est testé pour résoudre des conflits
à 3 avions avec une optimalité certifiée.
Algorithme génétique. L’auteur de [Durand, 1996] présente un algorithme génétique
pour résoudre des conflits. Chaque avion peut uniquement effectuer des manœuvres d’offset
et de point tournant (voir figure 4.5) avec α = β. Chaque chromosome contient 4 gènes par
avion, un pour chaque paramètre (α, t1, t2, t3, voir figure 4.5), il contient donc 4n gènes en
tout. Les valeurs possibles sont discrétisées, par exemple α peut prendre les valeurs -30, -20,
-10, 10, 20 et 30 degrés. L’algorithme optimise des conflits allant jusqu’à 20 avions. L’algo-
rithme est utilisé dans un simulateur pour détecter des conflits en temps réel : il détecte
toutes les δ minutes (2 ou 3 minutes) les paires d’avions qui sont en conflit dans une fenêtre
temporelle de ∆ minutes (8 ou 12 minutes), pour ensuite les regrouper en cluster, et enfin
résoudre les clusters par un algorithme génétique.
Les auteurs de [Delahaye et al., 2010][Peyronne, 2012] utilisent eux aussi les algorithmes
génétiques pour résoudre des conflits. Cette fois, l’algorithme optimise des trajectoires re-
présentées par des B-splines, qui sont une généralisation des courbes de Bézier dans le but
de générer un trafic sans conflit. Les chromosomes représentent alors l’ensemble des points
de contrôle des trajectoires. Les auteurs testent l’algorithme sur différents benchmarks, en
particulier des ronds-points allant jusqu’à 8 avions.
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Recuit simulé. Les auteurs de [Chaimatanan et al., 2013] proposent de résoudre des
conflits en modifiant les temps de départ des avions, ou le profil horizontal, de manière
discrète, par un algorithme de recuit simulé. La modification du profil horizontal se fait en
discrétisant la trajectoire en N points, qui peuvent bouger horizontalement sous certaines
contraintes. Les auteurs limitent les possibilités de l’algorithme en contraignant l’allonge-
ment de la trajectoire par une taille maximale, et les angles entre les points pour qu’ils soient
suffisamment grands. Pour améliorer le trafic, l’algorithme tire aléatoirement une trajectoire
parmi l’ensemble des trajectoires puis modifie celle-ci. La fonction d’évaluation est fonction
du nombre de conflits.
L’auteur de [Girardet, 2014] présente un algorithme qui utilise la propagation d’une
onde pour optimiser une trajectoire en fonction des vents. L’algorithme propage itérative-
ment un front d’onde qui est influencé par le vent jusqu’à ce qu’il atteigne la destination.
La trajectoire est ensuite déterminée en fonction des différents fronts d’ondes. L’auteur op-
timise aussi un ensemble de trajectoires pour diminuer la congestion par un algorithme de
recuit simulé.
4.3.2 Évitement ans le domaine aérien par navigation itérative dans l’espace des
configurations C
Les algorithmes décrits ci-après font évoluer les entités mobiles selon un pas de temps
discret, et modifient lors de ces pas de temps discret la trajectoire du mobile en fonction
d’une évaluation locale ou non de la situation de celui-ci. Cette modification peut être dis-
crète (choix d’un incrément de cap par exemple) ou continue. Nous avons classé les diffé-
rents algorithmes en 2 familles, selon qu’ils soient centralisés, ou décentralisés.
4.3.2.1 Méthodes centralisées
Nous décrivons dans cette section des méthodes qui font évoluer les avions selon un
pas de temps discret, en modifiant la trajectoire des différents avions de manière centralisée,
c’est-à-dire en regroupant la prise de décision dans une seule autorité. Nous décrivons diffé-
rentes approches : une approche par programmation linéaire mixte en nombres entiers, une
approche par analogie avec des ondes lumineuses, des approches par champs de potentiel
et par fonction de navigation, et des approches géométriques.
Programmation linéaire mixte en nombres entiers. Les auteurs de [Pallottino et al., 2002]
présentent un algorithme d’optimisation d’une trajectoire par des manœuvres latérales, par
modifications de vitesses, ou par des manœuvres latérales et par modifications de vitesses.
L’algorithme fait évoluer chaque avion selon un temps discret (5min) et résout à chaque pas
la recherche de la modification minimale des trajectoires pour éviter les conflits. Pour cela,
l’algorithme initialise à chaque pas l’avion comme étant dans la direction de sa destination,
et calcule la déviation minimale pour chaque paire d’avions et en déduit la déviation .
Analogie. L’auteur de [Dougui, 2011] présente un algorithme d’optimisation d’une trajec-
toire par analogie avec la propagation d’ondes lumineuses. La lumière se déplace en suivant
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des géodésiques (c’est-à-dire en suivant les trajectoires les plus courtes en temps), en passant
par les milieux d’indice le plus faible (comme le vide). Par analogie, l’avion de l’algorithme
évite itérativement les zones à haut niveau d’indice (les zones contenant des avions) en ef-
fectuant des manœuvres dans le plan horizontal. Pour cela, à chaque itération l’algorithme
étudie un ensemble de manœuvres et décide celle qui le rapproche le plus de sa destination.
L’algorithme est utilisé pour planifier plusieurs trajectoires en les planifiant séquentielle-
ment.
Fonction Harmonique/Biharmonique. L’auteur de [Guys, 2014] propose deux algo-
rithmes d’évitement de collisions, que nous notons dans la suite [Guys, 2014] (A) et
[Guys, 2014] (B).
Le premier algorithme, [Guys, 2014] (A), utilise une fonction biharmonique pour créer
un champ de potentiel sans minima locaux et planifier une trajectoire. La fonction biharmo-
nique est ensuite utilisée pour planifier plusieurs trajectoires mais les temps de calcul ayant
été jugés trop importants, l’auteur utilise une fonction de navigation harmonique pour pla-
nifier plusieurs trajectoires, [Guys, 2014] (B). L’auteur teste son algorithme pour planifier
des trajectoires pour 4 et 2000 avions. L’algorithme permet de trouver des trajectoires reliant
le départ et l’arrivée, mais sans garantie sur la faisabilité des trajectoires (en particulier pour
les virages), ni sur l’absence de conflit (seulement sur l’absence de collisions).
Méthodes géométriques. Les auteurs de [Lin and Lee, 2015] proposent un algorithme de
détection et de résolution de conflits par résolution géométrique. Les conflits détectés sont
résolus à vitesse constante en calculant la modification d’angle minimale et en distribuant
la modification sur les deux entités mobiles impliquées. L’algorithme est testé ensuite sur 2
drones.
Les auteurs de [Durand and Barnier, 2015] proposent une adaptation d’un algorithme
d’évitement utilisé pour des robots nommé d’ORCA [Van Den Berg et al., 2011]. Le principe
de [Van Den Berg et al., 2011] consiste à détecter dans un certain intervalle de temps τ les
paires de conflits, et à calculer la modification minimale du vecteur vitesse pour éviter le
conflit (en vitesse ou en angle donc). Du point de vue d’un mobile, cette modification mi-
nimale permet d’établir un demi-plan vers lequel son vecteur vitesse ne peut pas le diriger.
Pour chaque entité mobile, un ensemble de demi-plans est calculé (par paire d’entités mo-
biles) et un espace dans lequel peut se trouver le vecteur vitesse d’une entité mobile est créé.
Dans le cas où l’espace est vide, les demi-plans sont repoussés perpendiculairement jusqu’à
obtenir une zone non vide. Si l’espace est non vide, la vitesse est choisie dans cette espace
en fonction des objectifs de l’entité mobile.
Le vecteur vitesse n’est pas restreint dans [Van Den Berg et al., 2011]. Afin de prendre en
compte les contraintes différentielles des avions, les auteurs de [Durand and Barnier, 2015]
forcent chaque avion à choisir le vecteur vitesse dans un espace qui lui est propre, en plus
des autres contraintes d’ORCA. Le vecteur vitesse choisi est celui le plus proche du vecteur
vitesse optimale calculé pour la trajectoire. L’algorithme est testé avec de nombreux pa-
ramètres dans [Durand and Barnier, 2015] mais ne permet pas de planifier des trajectoires
avec beaucoup d’avions, en particulier à vitesse constante. L’algorithme est utilisé dans
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[Allignol et al., 2016] pour l’évitement de drones à vitesse constante. Il est ensuite modifié
dans [Durand, 2018] pour que la modification de séparation soit plus forte et évite la mise
en parallèle des entités mobiles, ce qui évite le conflit, mais empêche l’arrivée à destination.
Prévu dans un premier temps pour être à vitesse constante, et nommé CSORCA, l’algo-
rithme est ensuite testé en permettant des modifications de vitesses. Il permet de planifier
des trajectoires sans conflit avec des modifications de vitesse jusqu’à 90 avions.
4.3.2.2 Méthodes décentralisées
Nous détaillons dans cette section des méthodes qui font évoluer les avions selon un pas
de temps discret, en modifiant la trajectoire des différents avions de manière décentralisée,
c’est-à-dire laissant les entités mobiles modifier leur trajectoire de manière autonome. Nous
décrivons différentes approches : une approche par champs de potentiel et comportement
d’essaim, une approche par fonction de navigation bipolaire, et des approches par système
multi-agent.
Modified Voltage Potential. Les auteurs de [Maas et al., 2016] utilisent un algorithme dé-
centralisé pour éviter et prévenir les conflits, utilisant une modification du champ de po-
tentiel avec des comportements d’essaim. Dans leur algorithme, chaque drone avance en
combinant le résultat de trois comportements indépendants :
— l’évitement de collisions (Collision Avoidance),
— l’homogénéisation de la vitesse (Velocity Alignment),
— la réduction de la taille de l’essaim (Flock Centering).
Chacun de ces comportements donne un vecteur vitesse que devrait effectuer l’avion pour
satisfaire ce comportement, ces vecteurs vitesses sont ensuite sommés avec des poids pour
donner le vecteur vitesse final. Chaque drone évite les collisions détectées en calculant le
CPA (le point de la trajectoire où l’entité mobile est la plus proche de l’autre), puis en cal-
culant la plus petite modification du vecteur vitesse pour éviter un conflit de manière géo-
métrique, chaque agent (dans la paire en conflit) devant effectuer la moitié de cette mo-
dification. L’homogénéisation de la vitesse se fait par le calcul de la vitesse moyenne de
l’entourage de l’avion. La réduction de la taille de l’essaim se fait de même en calculant le
barycentre des avions proches. Les deux derniers comportements permettent de prévenir
l’apparition de conflits en créant des flux d’avions. L’algorithme est testé pour réduire le
nombre de conflits dans une zone circulaire synthétique contenant entre 50 et 350 avions sur
5 niveaux de vol.
Fonction de navigation bipolaire. Les auteurs de [Roussos et al., 2010] font le constat de
l’échec des fonctions de navigation pour contrôler des véhicules avec des contraintes dif-
férentielles (comme les avions). Ils utilisent donc une fonction dipolaire, pour empêcher
notamment l’apparition de rotation sur place du mobile. Chaque avion est un agent qui
connaît l’ensemble des positions des autres avions, leurs orientations et leurs vecteurs vi-
tesses, et calcule à chaque pas son déplacement avec la fonction de navigation bipolaire.
L’algorithme est utilisé pour planifier des trajectoires sans conflits pour 4 avions.
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Systèmes Multi-Agent. [Shandy and Valasek, 2001][Rong et al., 2002] proposent un sys-
tème d’aide à la décision pour chaque avion basé sur une stratégie décentralisée à base
d’agents. Les agents d’un même avion émettent des propositions de vecteurs vitesses en
fonction de leurs contraintes (météorologie, collision, terrain) qui sont transmises à un agent
central qui décide en fonction d’une base de manœuvres possibles la manœuvre de l’avion.
[Bicchi and Pallottino, 2000] proposent un système multi-agent ou chaque avion perçoit
la position et l’objectif des avions dans une zone sphérique autour de lui. La résolution
des conflits se fait en utilisant des trajectoires de Dubins (des arcs cercles). Chaque agent
planifie sa trajectoire en minimisant le coût des trajectoires de tous les agents qu’il perçoit.
Les auteurs testent leur algorithme avec 4 avions.
Dans sa thèse, [Breil et al., 2016] propose un système multi-agent pour résoudre les
conflits par une modification de la vitesse des avions le long de leur trajectoire et la mo-
dification du réseau de route. Dans son système, chaque avion est un agent qui calcule, en
fonction des messages reçus des autres agents, les conflits potentiels le long de sa trajec-
toire, et décide à chaque pas de temps de modifier sa vitesse ou non pour éviter les conflits
détectés. Il introduit un autre agent qui détecte les zones congestionnées, et décide de mo-
difier le réseau de routes dans le but de minimiser la congestion, et normalement de faciliter
l’évitement de conflits.
4.3.3 Conclusion sur la planification de trajectoires dans le domaine aérien
Nous avons classé les différents algorithmes présentés précédemment selon sept cri-
tères :
— Optimalité : l’optimalité est recherchée sur une trajectoire, ou sur le trafic lui-même
— Trajectoire : l’algorithme recherche soit l’optimalité de la trajectoire (oui), soit ne la
recherche pas (non)
— Trafic : l’optimalité sur le trafic est soit obtenue sur un graphe, soit non garantie,
c’est-à-dire que l’algorithme recherche l’optimalité mais n’a pas de preuve d’opti-
malité, soit sous-optimale, c’est-à-dire que l’algorithme tel quel ne peut pas donner
de solutions optimales mais tente d’optimiser les trajectoires (au moins individuel-
lement), soit il n’y a pas de preuve d’optimalité ou de non optimalité (non), car
l’algorithme ne recherche pas l’optimalité de manière explicite.
— Modification de la trajectoire : la modification de la trajectoire se fait soit par l’utilisa-
tion de manœuvres soit par des modifications multiples
— Manœuvres : les manœuvres sont soit horizontales (H), soit verticales (V). Pour
une illustration des manoeuvres horizontales, voir la figure 4.5. Les manoeuvres
verticales correspondent uniquement à un changement de niveau de vol.
— Modifications multiples : les modifications multiples sont soit discrètes (D), soit
continues (Cn), c’est-à-dire que la trajectoire sera soit une suite de segments, soit
une courbe. Ces modifications restent dans le plan, et peuvent être des modifica-
tions de vitesse, d’angle, ou des deux.
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— Moment de la planification : la planification se fait soit dans une phase amont, c’est-à-
dire avant que les avions ne partent, soit lors d’une fenêtre temporelle, c’est-à-dire pen-
dant la phase de vol en planifiant entre le moment présent et un certain temps, soit de
manière dynamique, c’est-à-dire au fur et à mesure qu’avance l’avion.
— Incertitude : les algorithmes gèrent l’incertitude par la dynamique, par fenêtres tempo-
relles, et sur la manœuvre (début de la manœuvre, temps de la manœuvre, etc.), sur
l’heure de départ, sur la vitesse, sur la position, ou ne gèrent pas l’incertitude
— Retour à la trajectoire : les algorithmes font revenir les avions sur leur trajectoire, ou
les redirigent directement vers leur destination.
— Passage à l’échelle : le passage à l’échelle est soit faible (moins de 10 avions), soit moyen
(entre 10 et 60), soit fort (plus de 60).
— Généricité : la généricité des systèmes est soit faible, soit moyenne, soit forte
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Systèmes
Critères Optimalité Modification de
trajectoire
Moment de la planification Incertitude
Retour à la
trajectoire
Passage à
l’échelle
Généricité
Trajectoire Trafic
[Dougui, 2011] Oui Sous-optimale
Modification
multiples (D)
Fenêtre temporelle Vitesse Oui Faible
Moyenne /
Forte
[Durand, 1996] Non Non garantie Manœuvre (H) Fenêtre temporelle
Par fenêtre / Vi-
tesse
Oui Moyen Faible
[Girardet, 2014] Oui Non garantie
Modification
multiples (D)
Amont Heure de départ Destination Faible Faible
[Peyronne, 2012] Non Non garantie
Modification
multiples (Cn)
Amont Non Destination Faible Faible
[Durand and Alliot, 2009] Non Non garantie Manœuvre (H) Amont Non Destination Faible Faible
[Chaimatanan et al., 2013] Non Non garantie
Modification
multiples (D)
Amont Non
Non garanti /
Destination
Faible Faible
[Lehouillier et al., 2017] Non Sur graphe Manœuvre (H,V) Amont Manœuvre Destination Fort Faible
[Allignol et al., 2013] Non Sur graphe Manœuvre (H) Amont Manœuvre Destination Moyen
Faible /
Moyenne
[Vanaret, 2015] Non Par précision Manœuvre (H) Amont Non Destination Faible
Faible /
Moyenne
[Guys, 2014] (A) Non Non
Modification
multiples (D)
Amont Non Destination Faible Faible
[Guys, 2014] (B) Non Non
Modification
multiples (D)
Dynamique
Par Dynamique /
Non
Destination Fort Faible
[Pallottino et al., 2002] Non Non
Modification
multiples (D)
Dynamique
Par dynamique /
Non
Destination Moyen
Faible /
Moyenne
[Lin and Lee, 2015] Non Non
Modification
multiples (D)
Dynamique
Par dynamique /
Non
Destination Faible
Faible /
Moyenne
[Durand, 2018] Non Non
Modification
multiples (D)
Dynamique
Par dynamique /
Non
Destination Fort
Moyenne /
Forte
[Maas et al., 2016] Non Non
Modification
multiples (D)
Dynamique
Par dynamique /
Position
Destination
Non spécifié
(Supposé Fort)
Faible
[Roussos et al., 2010] Non Non
Modification
multiples (D)
Dynamique
Par dynamique /
Non
Destination Non spécifié Faible
[Shandy and Valasek, 2001] Non Non
Modification
multiples (D)
Dynamique
Par dynamique /
Non
Destination Non spécifié Faible
[Bicchi and Pallottino, 2000] Non Non
Modification
multiples (D)
Dynamique
Par dynamique /
Non
Destination Fort
Moyenne /
Forte
[Breil et al., 2016] Non Non
Modification
multiples (D)
Dynamique
Par dynamique /
Non
Oui Fort
Moyenne /
Forte
Table 4.1 – Comparaison des différents algorithmes de planifications de trajectoires dans le domaine aérien
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Parmi les 19 systèmes présentés, 7 cherchent directement l’optimalité de la résolution
pour le trafic [Lehouillier et al., 2017] [Allignol et al., 2013] [Durand, 1996] [Peyronne, 2012]
[Durand and Alliot, 2009] [Chaimatanan et al., 2013] [Vanaret, 2015]. Deux autres cherchent
à obtenir dans un premier temps l’optimalité des trajectoires, pour ensuite chercher à amé-
liorer le trafic, en optimisant les trajectoires une à une [Dougui, 2011], ou en optimisant
toutes les trajectoires séparément pour ensuite diminuer la congestion [Girardet, 2014], ce
qui mène à des solutions sous-optimales. Les autres algorithmes cherchent uniquement à
empêcher les conflits, sans rechercher l’optimalité [Pallottino et al., 2002] [Guys, 2014] (A)
[Guys, 2014] (B) [Lin and Lee, 2015] [Durand, 2018] [Maas et al., 2016] [Roussos et al., 2010]
[Shandy and Valasek, 2001] [Bicchi and Pallottino, 2000] [Breil et al., 2016]. Nous retrouvons
globalement cette dichotomie dans les critères qui suivent. De manière générale, l’optima-
lité est atteinte par une centralisation des contraintes, et les méthodes décentralisées ne la
recherchent pas.
La modification de trajectoire, lorsque le but est d’optimiser le trafic, se fait ma-
joritairement par des manœuvres dites "opérationnelles", qui ressemblent à des ordres
que les contrôleurs donneraient. C’est le cas pour 5 algorithmes [Allignol et al., 2013]
[Durand, 1996] [Durand and Alliot, 2009] et [Vanaret, 2015], qui utilisent des manœuvres
dans le plan, et [Lehouillier et al., 2017] qui utilise des manœuvres verticales. Ces méthodes
présentent souvent des changements brusques dans les trajectoires qui sont peu réalistes.
[Peyronne, 2012], [Chaimatanan et al., 2013], [Dougui, 2011] et [Girardet, 2014] sont les ex-
ceptions puisqu’ils optimisent en modifiant la trajectoire par des modifications multiples
continues ou discrètes. Dans les autres cas, les modifications sont des modifications mul-
tiples discrètes, qui sont alors plus facilement adaptées aux capacités des avions. En résumé,
les manoeuvres multiples semblent plus réalistes et génériques, surtout dans un contexte de
simulation autonome et temps réel.
Le moment de la planification se fait en amont dans 7 des algorithmes, ou avec une fe-
nêtre glissante dans 2 algorithmes. En suivant la dichotomie précédente, les autres méthodes
planifient de manière réactive et dynamique [Pallottino et al., 2002] [Lin and Lee, 2015]
[Durand, 2018] [Maas et al., 2016] [Roussos et al., 2010] [Shandy and Valasek, 2001]
[Bicchi and Pallottino, 2000] [Breil et al., 2016]. Seule exception, [Guys, 2014] (B) plani-
fie en amont sans avoir un but d’optimalité. De manière générale, la planification en amont
semble peu appropriée pour l’évitement de collisions lorsque le système est ouvert et sujet
à de nombreux imprévus.
Nous retrouvons un peu la dichotomie dans la prise en compte de l’incertitude, dans
laquelle nous retrouvons le groupe des méthodes dites dynamiques et réactives (9 algo-
rithmes), qui prennent en compte l’incertitude par la dynamique. Les mobiles peuvent ré-
agir à des choses qui n’étaient pas prévues, comme une nouvelle météo, ou un recalibrage
de la position qui était fausse, en s’adaptant par leur comportement [Pallottino et al., 2002]
[Guys, 2014] (B) [Lin and Lee, 2015] [Durand, 2018] [Maas et al., 2016] [Roussos et al., 2010]
[Shandy and Valasek, 2001] [Bicchi and Pallottino, 2000] [Breil et al., 2016]. Dans ces algo-
rithmes dynamiques, [Maas et al., 2016] teste particulièrement l’incertitude sur la position.
Dans l’autre moitié, la prise en compte de l’incertitude est plus partagée. Les deux méthodes
qui utilisent une fenêtre temporelle pour optimiser apportent une prise en compte intermé-
diaire de l’incertitude entre les algorithmes dynamiques et ceux en amont [Dougui, 2011]
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et [Durand, 1996] qui prennent en compte une partie de l’incertitude. Ces deux algo-
rithmes introduisent aussi une incertitude sur la vitesse. Les 2 qui utilisent un graphe
pour optimiser introduisent des incertitudes sur les manœuvres effectuées (début de la
manœuvre, temps de la manœuvre, position de début de manœuvre...) [Lehouillier, 2015]
[Allignol et al., 2013]. [Girardet, 2014] introduit une incertitude sur les départs des avions,
et les 5 autres n’introduisent pas d’incertitude [Peyronne, 2012] [Durand and Alliot, 2009]
[Chaimatanan et al., 2013] [Vanaret, 2015] [Guys, 2014] (A). Néanmoins, l’incertitude prise
en compte traite majoritairement de petites modifications dans le trafic prévu, ce qui reste
une hypothèse importante. Les systèmes dynamiques ou avec fenêtres temporelles semblent
plus adaptés pour la gestion de l’incertitude, mais aussi par extension pour l’adaptation à
des interactions lors de la simulation.
La quasi totalité des algorithmes ne fait pas en sorte que l’avion retourne à sa trajectoire,
mais seulement à sa destination. Seuls [Dougui, 2011] et [Durand, 1996] obligent les avions
à retrouver leur trajectoire à la fin de leur fenêtre temporelle. [Breil et al., 2016], ne modifie
que la vitesse et oblige les avions à retourner à leur vitesse optimale. Cette composante est
importante dans cette thèse, autant en terme de réalisme puisque le trafic aérien se construit
dans la grande majorité sur un réseau de routes, mais aussi à la génération de situations,
puisque générer des situations implique une adaptation des entités mobiles pour suivre des
trajectoires données.
Le passage à l’échelle des différents algorithmes varie beaucoup. Les algorithmes qui
passent le mieux à l’échelle sont globalement ceux qui utilisent des méthodes dynamiques.
Parmi les autres, le seul algorithme qui montre un passage à l’échelle intéressant est
[Lehouillier et al., 2017], grâce à des choix judicieux des paramètres d’échantillonage de l’es-
pace des configurations C et l’utilisation de propriétés des graphes induites par l’application
au trafic aérien. Les méthodes dynamiques semblent donc plus appropriées pour cette thèse
où on vise la structuration d’un trafic, et donc de nombreuses entités.
La généricité est très majoritairement faible. Les méthodes qui s’appuient sur
des algorithmes génétiques possèdent de nombreux paramètres à calibrer qui ralen-
tissent celles-ci [Peyronne, 2012] [Durand, 1996], de même pour les algorithmes de re-
cuit simulé [Girardet, 2014] [Chaimatanan et al., 2013], et celui utilisant des fourmis
[Durand and Alliot, 2009]. Les fonctions de navigation induisent des oscillations dans
la trajectoire jugées peu réalistes, des virages impossibles pour certaines entités mo-
biles, et généralement des allongements non nécessaires [Guys, 2014] (A) [Guys, 2014] (B)
[Maas et al., 2016] [Roussos et al., 2010]. L’algorithme de [Pallottino et al., 2002] est jugé fai-
blement générique en raison d’une hypothèse non réaliste d’orientation vers la destina-
tion à chaque pas de résolution. Le système de [Shandy and Valasek, 2001] est très orienté
avion et par conséquent faiblement générique. Les algorithmes utilisant des graphes ont
une généricité faible voir moyenne, puisque la construction et la résolution des graphes
peuvent être adaptées à d’autres entités mobiles, parfois difficilement [Allignol et al., 2013]
[Vanaret, 2015]. En revanche [Lehouillier et al., 2017] a une généricité faible car il utilise des
propriétés des graphes (comme la symétrie des manoeuvres) pour améliorer ses résultats
qui ne sont pas communs à tous les domaines. De plus, ces trois différents algorithmes uti-
lisent des changements de trajectoires brusques et peu réalistes. Les méthodes géométriques
présentent une approche plus générique [Lin and Lee, 2015], en particulier [Durand, 2018].
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L’approche de [Dougui, 2011] par exploration itérative d’un ensemble de modifications de
trajectoires est une démarche qui peut être facilement modifiée pour d’autres entités mo-
biles. Enfin, les systèmes multi-agents de [Bicchi and Pallottino, 2000] et [Breil et al., 2016]
apportent une décentralisation et une distribution propice à la généricité.
En conclusion, une majorité des algorithmes présentent des lacunes en termes de pas-
sage à l’échelle ce qui est préjudiciable pour la structuration d’un trafic aérien, et de généri-
cité. Les méthodes décentralisées utilisant des systèmes multi-agents apportent une réponse
intéressante en termes de généricité et de passage à l’échelle [Bicchi and Pallottino, 2000]
[Breil et al., 2016], de même que les algorithmes géométriques [Durand, 2018]. Ces deux al-
gorithmes sont des algorithmes réactifs, qui permettent aux différentes entités de réagir à
l’état actuel de l’environnement, ce qui correspond à nos attentes liées à la structuration
de simulations. L’algorithme de [Breil et al., 2016] gère plusieurs caractéristiques, comme le
retour à la vitesse optimale, ce qui laisse prévoir une meilleure adéquation des systèmes
multi-agents pour la généricité, le passage à l’échelle, et la structuration d’une simulation
en fonction de plusieurs caractéristiques.
Dans un souci de généricité, l’évaluation d’un ensemble d’actions, comme le fait
[Dougui, 2011] par l’évaluation de plusieurs déplacements, semble tout à fait appropriée
et permet aussi une planification plus haut niveau.
L’optimalité est obtenue dans les différents algorithmes présentés par une centralisation.
Nous émettons l’hypothèse que la relaxation des contraintes peut se faire de manière locale,
par un partage d’information, non seulement sur l’état local des différentes entités mobiles,
mais aussi sur leurs difficultés.
Après avoir présenté l’état de l’art sur la structuration de simulations de trafic aérien et
celle de trafic routier (chapitre 3) nous avons conclu le besoin de donner des comportements
d’adaptations locaux aux entités mobiles et de focaliser la génération de scénarios de trafic
sur la génération de trajectoires. Nous avons donc effectué un deuxième état de l’art sur
la planification de trajectoires (chapitre 4) et sur l’évitement de collisions, qui nous permet
de finaliser le positionnement de cette thèse que nous présentons dans le chapitre suivant
(chapitre 5).
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5 Conclusion et positionnement dela thèse
Les deux état de l’art que nous avons effectués ont permis d’établir sur plusieurs axes
plusieurs points faibles et points forts.
Le premier état de l’art sur le trafic aérien et le trafic routier a dégagé plusieurs points
(section 3.3.2) que nous résumons ici :
— les simulateurs qui utilisent des comportements locaux, présentent une adaptation très
intéressante lors de la simulation, très proche du paradigme des systèmes multi-agents
(ou l’utilisent de manière explicite),
— certains systèmes ont été développés pour générer des situations lors de la simulation, et
présentent une généricité intéressante [Wassink et al., 2006] en utilisant une métaphore
du cinéma et une forte décentralisation,
— le couplage entre le scénario et la simulation n’existe pas, ce qui est un problème pour
rejouer le scénario, mais aussi pour générer certaines situations particulières,
— les situations générées sont rarement des situations macroscopiques, et les mécanismes
pour générer ces situations sont souvent limités.
Cet état de l’art a permis de motiver les principales fonctions à prendre en compte dans
cette thèse :
— générer un scénario, peut être considéré comme la génération d’un ensemble de trajec-
toires respectant un ensemble de contraintes,
— apporter des comportements d’adaptation aux différentes entités mobiles, pour leur
permettre de s’ajuster à des modifications de l’environnement, notamment l’évitement
entre entités mobiles, mais aussi à des modifications du scénario,
— s’inspirer de la décentralisation observée dans [Bonakdarian et al., 1998]
[Wassink et al., 2006] [Olstam et al., 2011], en prévoyant une adaptation lors de la
simulation mais aussi lors de la génération du scénario,
— effectuer un couplage entre la structuration lors de la simulation et lors de la génération
du scénario [Signor et al., 2004], notamment pour améliorer l’adaptation,
— utiliser des données pour générer des densités réalistes et des comportements contex-
tuels, dans le but d’apporter du réalisme à la simulation, aussi bien en terme de trajec-
toires que de trafic.
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A partir de ce premier positionnement, nous avons décidé de faire un état de l’art sur
la planification de trajectoires et sur l’évitement de collisions dans le but de générer l’en-
semble de trajectoires qu’est notre scénario, et de donner des comportements d’adaptation
lors de la simulation aux différentes entités, afin qu’elles s’adaptent aux interactions, qu’elles
s’évitent, et qu’elles soient capable de maintenir la génération du scénario voulu par le scé-
nariste.
Cet état de l’art a permis de motiver les choix faits pour ce travail de thèse :
— afin de donner des comportements adaptatifs lors de la simulation aux différentes enti-
tés mobiles, nous utiliserons un système multi-agent,
— dans un souci de généricité, ces comportements s’appuieront sur un ensemble d’actions
que peut effectuer l’entité mobile qui sont propres à celle-ci,
— le système devra relaxer les contraintes des différentes entités afin de chercher à satis-
faire toutes les contraintes de la manière la plus optimale possible.
Les chapitres suivant décrivent les outils qu’utilisent cette thèse, qui sont la théorie
Adaptive Multi-Agent System (AMAS), le pattern AMAS4Opt, et le système Environne-
ment Virtuel Auto-Adaptatif (EVAA). Ces différents outils sont utilisé dans le système Au-
tonomous GenerAtion of Traffic Simulations (AGATS), pour l’auto-structuration temps-réel
multi-objective et multi-critère d’une simulation de trafic (chapitre 7).
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Troisième partie
Une architecture pour résoudre
l’auto-structuration d’une simulation
de trafic : AGATS
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6 Contexte et outils
Nous présentons dans ce chapitre les différents outils utilisés dans cette thèse. Nous
décrivons dans un premier temps le paradigme des Systèmes Multi-Agents (section 6.1),
ensuite la théorie des Adaptive Multi-Agent Systems et leur adéquation avec le contrôle de
l’émergence et des systèmes complexes (section 6.2), et enfin deux modèles AMAS que nous
utilisons dans la thèse, tout d’abord AMAS4Opt [Kaddoum, 2011] (section 6.3) pour la réso-
lution collective de problème complexe sous-contraintes, et ensuite EVAA [Rantrua, 2017]
(section 6.4) pour l’apprentissage et la simulation de trafic aérien.
6.1 Système Multi-Agent
Nous présentons dans cette section le concept de systèmes multi-agents. Un système
multi-agent étant par définition composé d’agents, nous commencerons par présenter les
agents (section 6.1.1), pour ensuite décrire les systèmes multi-agents (section 6.1.2), les carac-
téristiques de leurs environnements (section 6.1.3), les interactions du système multi-agent
(section 6.1.4) et finir par la présentation des concepts de systèmes complexes et d’émer-
gence (section 6.1.5).
6.1.1 Agent
Il existe dans la littérature de nombreuses définitions de ce qu’est un agent et des para-
digmes l’utilisant. Une définition communément acceptée est celle de [Weiss, 1999] :
"An agent is a computer system that is situated in some environment, and that
is capable of autonomous action in this environment in order to meet its design
objectives"
Cette définition est plus riche dans [Ferber, 1995], notamment sur la notion de localité. Nous
associons généralement une liste de caractéristiques qui définissent un agent :
— un agent est autonome,
— il existe au sein d’un environnement qu’il est capable de percevoir et sur lequel il peut
agir,
— il est mu par un ensemble de tendances (buts, objectifs individuels ou collectifs)
— il a une représentation partielle de cet environnement,
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— il est capable de communiquer avec d’autres agents,
— il possède des ressources propres,
— il possède des compétences et peut offrir des services.
Le comportement d’un agent tend à satisfaire ses objectifs, en tenant compte des res-
sources et des compétences dont il dispose, et en fonction de ses perceptions, de sa repré-
sentation de l’environnement et des communications qu’il reçoit. L’autonomie est souvent
considérée comme l’aspect le plus important d’un agent [Di Marzo Serugendo et al., 2011].
Puisque l’agent est autonome, il est capable de prendre ses propres décisions en fonction de
motivations qui lui sont propres, il est en particulier capable de refuser d’exécuter une tâche
s’il la juge contradictoire avec ses objectifs, ou s’il ne peut pas l’effectuer (par manque de
ressources ou de capacités).
Les décisions d’un agent sont régies par un cycle de vie en trois étapes distinctes, qu’il
répète indéfiniment (figure 6.1) :
1. la phase de perception durant laquelle il observe et acquiert des informations sur son
environnement,
2. la phase de décision durant laquelle il décide des prochaines actions qu’il va effectuer,
3. la phase d’action durant laquelle il effectue les actions qu’il a décidées précédemment.
Figure 6.1 – Cycle de vie d’un agent
Un agent peut être considéré [Di Marzo Serugendo et al., 2011] :
— Réactif / Cognitif : un agent est dit réactif lorsqu’il réagit uniquement aux stimulis
immédiats de son environnement, sans avoir de représentation interne de l’environne-
ment. Au contraire, un agent est dit cognitif lorsqu’il dispose d’une base de connais-
sances importante pour réaliser ses tâches. Ces connaissances peuvent être construites
au fur et à mesure par l’agent lui-même, et ne sont donc pas nécessairement données à
l’initialisation de l’agent.
Cette distinction est à prendre avec précaution, puisqu’il est rare de travailler avec des
agents purement réactifs, ou purement cognitifs. Certains agents peuvent avoir une
représentation interne de l’environnement, et être considérés comme des agents réactifs
car leur représentation est assez simple.
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— Communiquant / Situé : un agent est dit communiquant lorsque ses interactions ne dé-
pendent pas de son positionnement dans l’environnement, ou qu’il n’a simplement pas
de positionnement. Au contraire, un agent est qualifié de situé si ses perceptions et ses
communications dépendent de son positionnement dans l’environnement.
Comme la distinction entre agent réactif et agent cognitif, la frontière entre agent com-
muniquant et agent situé n’est pas absolue. Un agent peut, par exemple, avoir certaines
interactions qui dépendent de son environnement sur un canal, et communiquer avec
tous les agents sur un autre canal.
6.1.2 Système Multi-Agent
Un système multi-agent est défini comme étant un ensemble d’agents autonomes dans
un même environnement, qui interagissent entre eux pour résoudre une tâche commune et
cohérente telle que la résolution collective de problèmes [Di Marzo Serugendo et al., 2011],
qui nous intéresse particulièrement dans le cadre de ce travail.
Dans un système multi-agent en général, les différents agents ne possèdent pas toutes
les compétences, toutes les ressources, ni toutes les connaissances pour résoudre le problème
individuellement. Ce sont les interactions des agents, et leur coopération qui permettent la
réalisation de la tâche complète. De par la nature des agents, les systèmes multi-agents sont
naturellement autonomes, et le contrôle d’un système multi-agent peut être décentralisé au
niveau des agents.
Les systèmes multi-agents peuvent aussi être catégorisés en fonction de leur ouverture
et de leur homogénéité :
— Ouvert/Fermé : dans un système multi-agent fermé, la population des agents présents
dans le système n’évolue pas au cours du temps, c’est-à-dire qu’aucun agent n’est créé,
ni supprimé. Au contraire, dans un système ouvert, il est possible d’en ajouter ou d’en
supprimer au cours de l’exécution.
— Homogène/Hétérogène : dans un système multi-agent homogène, les agents sont du
même type, c’est-à-dire qu’ils possèdent tous la même architecture. Dans un système
hétérogène, plusieurs types d’agents existent.
6.1.3 Environnement d’un système multi-agent
Un système multi-agent est situé dans un environnement dans lequel chaque agent évo-
lue en simultané. Cet environnement inclut en particulier ce qui est externe au système,
que chaque agent peut interagir avec ou manipuler. Par exemple, si on considère une colo-
nie de fourmis comme un système multi-agent, l’environnement correspond à la nature qui
entoure cette colonie (maison, arbres, fleurs, animaux...).
Chaque agent possède son propre environnement qui est composé d’une partie de l’en-
vironnement du système multi-agent, et d’autres agents, qui sont alors dans son voisinage.
Dans l’exemple de la colonie de fourmis, l’environnement d’une fourmi est composé de la
nature et des fourmis environnantes. Le système multi-agent et l’environnement sont cou-
plés par leurs interactions. Lorsque le système multi-agent effectue une action sur l’environ-
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nement, celui-ci est modifié. La perception de cette modification agit comme un signal de
retour sur le système multi-agent.
Comme les systèmes multi-agents et les agents, l’environnement d’un agent peut être
caractérisé par différentes propriétés [Jonathan et al., 2010][Lind, 2001] :
— Accessible/Inaccessible : dans un environnement accessible, chaque agent peut accéder
à une information complète, à jour, et juste de l’environnement. Dans le cas contraire,
l’environnement est inaccessible et seulement une information partielle de l’environne-
ment est disponible.
— Déterministe/Non-déterministe : un environnement est déterministe si le prochain état
du monde est complètement déterminé par son état actuel, et par l’activité du système
multi-agent. Dans le cas contraire, il est Non-déterministe. C’est en particulier le cas d’un
environnement ouvert dans lequel des entités externes au système multi-agent peuvent
apparaître ou disparaître.
— Statique/Dynamique : un environnement est statique s’il n’évolue pas au cours du pro-
cessus de décision des agents. Dans le cas contraire, l’environnement est dynamique.
— Discret/Continu : un environnement est discret s’il existe un nombre fini d’actions et de
perceptions, et est continu dans le cas contraire.
6.1.4 Interactions
Les interactions dans les systèmes multi-agents sont une part importante de leur défini-
tion. Dans [Camps et al., 1998][Gleizes et al., 1999] les auteurs distinguent trois types d’in-
teractions :
— les interactions antinomiques : une entité a une interaction antinomique avec une autre
entité si son action gêne cette entité dans l’accomplissement de sa tâche,
— les interactions neutres : si son action ne gêne pas mais ne favorise pas non plus l’ac-
complissement de la tâche de l’autre entité, l’interaction est neutre,
— les interactions coopératives : enfin, si l’action favorise l’accomplissement de la tâche
de l’autre entité, l’interaction est coopérative.
Du point de vue de l’agent, la coopération correspond à la capacité des agents à travailler
ensemble dans le but de réaliser leur objectif collectivement. Par conséquent, dans le but
d’assurer l’état coopératif, les interactions entre les agents doivent satisfaire 4 propriétés
[Glize, 2001] :
— Sincérité : un agent ne ment pas sur son état, ses croyances, ou sur ses intentions (mais
il peut avoir des croyances fausses),
— Volonté : un agent satisfait toujours une requête si la requête est cohérente avec son état
et qu’il en a la capacité,
— Bienveillance : quand c’est possible, l’agent le moins satisfait est favorisé pour être
satisfait,
— Réciprocité : un agent connaît ces trois dernières propriétés, en tient compte dans ses
raisonnements, et les respecte.
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6.1.5 Émergence
Dans les méthodes traditionnelles de développement, les logiciels sont généralement
mis au point pour répondre à des besoins explicités et pré-établis ainsi qu’aux exigences
des différentes parties prenantes. De ces besoins, les concepteurs établissent une architec-
ture logicielle, puis développent l’application, souvent en regardant les briques logicielles
existantes et disponibles pour les réutiliser. Dans cette approche top-down, chaque brique
logicielle, chaque partie, apporte quelque chose à la finalité du logiciel.
Cette approche est une bonne approche pour des systèmes, où le comportement glo-
bal est bien défini, et où par conséquent le système peut être facilement découpé en par-
ties. Néanmoins, elle peine à contrôler des systèmes complexes. De tels système sont gé-
néralement caractérisés par des comportements non-linéaires [Guespin-Michel, 2015], des
rétroactions [Wiener, 1948], des causalités circulaires [Erdi, 2008], et sont généralement très
sensibles aux conditions initiales. Cette dernière est souvent illustrée par le cas de la mé-
téorologie et l’effet papillon du mathématicien Lorenz [Lorenz, 2000]. De tels systèmes sont
souvent composés par un grand nombre d’entités, et par un grand nombre d’interactions.
Une notion centrale de l’étude des systèmes complexes est la notion d’émergence. Cette
dernière n’a pas de définition formellement acceptée de tous, mais on qualifie générale-
ment celle-ci comme étant un phénomène perceptible au niveau global résultant des in-
teractions locales des parties du système [De Wolf and Holvoet, 2004][Georgé et al., 2011].
L’apparition de la conscience humaine, qui est le résultat de l’interaction entre des milliards
de neurones, peut être considérée comme un phénomène émergent.
Néanmoins, l’émergence ne peut pas être réduite uniquement au résultat des interac-
tions locales des parties du système. En effet, on qualifie rarement la rotation des aiguilles
d’une horloge comme émergent. D’autres aspects sont à prendre en compte.
Dans un premier temps, pour être émergent, un phénomène doit apparaître au cours
de l’évolution du système (caractère dynamique), et se maintenir suffisamment longtemps
pour être observé [Goldstein, 1999]. Nous retiendrons un deuxième critère qui est la nou-
veauté (radical novelty) [De Wolf and Holvoet, 2004]. Un phénomène est émergent s’il apporte
quelque chose au niveau macroscopique de fondamentalement nouveau par rapport au ni-
veau microscopique, qu’il est possible de paraphraser avec la citation attribuée générale-
ment à Aristote, "le tout est supérieur à la somme de ses parties".
Afin d’aborder les systèmes complexes, il est nécessaire de changer l’approche tradition-
nelle de conception, et de ne plus étudier le tout, mais les parties, leur comportement, et
leurs interactions.
Un système multi-agent est composé d’une multitude de parties en interaction, les
agents, qui agissent localement entre eux et avec l’environnement de manière décentralisée,
sans contrôle central du système. Dans le but de créer un système multi-agent qui produit la
fonction voulue, les efforts de modélisation se concentrent alors sur le comportement local
des différentes entités, en particulier le comportement des agents. La fonction du système
émerge alors des interactions entre les différentes parties de ce système. La théorie AMAS
[Georgé et al., 2011] propose un framework théorique pour créer de tels systèmes. Cette ap-
proche se base sur les interactions entre les agents, et la notion de coopération, dans le but
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d’aborder les systèmes complexes, et de contrôler l’émergence.
6.2 L’approche AMAS
Nous avons défini dans la section précédente les concepts d’agent, de système multi-
agent, d’interactions (pour les agents), et d’émergence. Dans cette section, nous présentons
les concepts et les notions sur lesquels le travail de cette thèse porte : la théorie Adaptive
Multi-Agent System (AMAS).
Tel que nous l’avons défini dans la section 6.1.5, un système complexe n’a pas la capa-
cité de s’observer lui-même, et par conséquent il est impossible du point de vue du sys-
tème de juger si la tâche pour laquelle il a été conçu est satisfaite. Ainsi, le rôle du juge
revient à un observateur externe qui peut observer l’ensemble et indiquer si le système
est fonctionnellement adéquat (c’est-à-dire s’il réalise la fonction pour laquelle il a été conçu).
L’auto-organisation est le processus permettant à un système logiciel de modifier dynamique-
ment son organisation interne (structure et fonctionnalité) pendant son temps d’exécution
sans aucun mécanisme de direction externe explicite [Georgé et al., 2011]. Cependant, pour
s’auto-organiser, le système doit s’évaluer lui-même. Dans le cas d’auto-organisation des
systèmes multi-agents, les agents ne connaissent pas la fonction globale, mais n’en pos-
sèdent que des perceptions locales.
La clé est alors de trouver un moyen pour produire une bonne auto-organisation, afin
de permettre au système de réaliser une fonction adéquate. La théorie AMAS propose la co-
opération comme moyen. En effet, la définition de l’adéquation fonctionnelle indique qu’un
système fonctionnellement adéquat n’a pas d’interactions antinomiques avec son environ-
nement. Ainsi, tous les systèmes à milieu intérieur coopératif sont fonctionnellement adé-
quats.
"Pour tout système fonctionnellement adéquat, il existe au moins un système
coopératif qui soit fonctionnellement adéquat dans le même environnement."
[Glize, 2001]
Un système à milieu intérieur coopératif est un système où toutes les parties inter-
agissent de façon coopérative. Ainsi, un système multi-agent où tous les agents sont dans
un état coopératif (c’est-à-dire un système à milieu intérieur coopératif) existe pour chaque
problème calculable.
Une démonstration informelle de ce théorème peut être trouvée dans [Glize, 2001]. Cette
démonstration s’appuie sur l’inclusion de trois catégories différentes de systèmes : Systèmes
Fonctionellement Adéquats (SFA), Systèmes à Etats Coopératifs (SEC) et Systèmes à Milieu
Intérieur Coopératif (SMIC). La figure 6.2 illustre ces inclusions (SFA ⊃ SEC ⊃ SMIC)
Nous présentons donc dans ce qui suit la coopération comme définie dans la théorie
AMAS.
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Figure 6.2 – Adéquation fonctionnelle des systèmes à milieu intérieur coopératif
6.2.1 Coopération
Dans la théorie AMAS, les agents ont un comportement nominal, c’est-à-dire un com-
portement normal qui assure l’adéquation fonctionnelle quand l’agent est dans un état co-
opératif. Les agents ont aussi un comportement coopératif, qu’ils adoptent lorsqu’ils sont
en situation de non coopération (SNC) afin de revenir dans un état coopératif.
Une Situation de Non Coopération (SNC) est une situation dans laquelle un agent, de
par son comportement, ou simplement l’état dans lequel il se trouve, ne peut atteindre son
but, ou empêche d’autres agents d’atteindre leur but.
La théorie AMAS identifie 7 situations génériques de non coopération (SNC) pour un
agent, réparties selon les trois étapes du cycle de vie d’un agent [Georgé et al., 2011]. Nous
trouvons, associées à la perception, les situation de non coopération d’incompréhension et
d’ambiguïté, puis, associées à la décision, les SNC d’incompétence et d’improductivité, et
enfin, associés à l’action, les SNC de concurrence, de conflit et d’inutilité (voir figure 6.3) :
— Incompréhension : un agent est incapable d’extraire de l’information de ce qu’il perçoit.
— Ambiguïté : un agent peut interpréter de différentes manières ce qu’il perçoit.
— Incompétence : un agent est incapable de prendre une décision à partir de ses connais-
sances.
— Improductivité : l’agent est incapable de proposer une action à faire pendant l’action.
— Concurrence : l’agent perçoit qu’un autre agent est en train d’agir et que les consé-
quences de son action seront les mêmes que sa propre action.
— Conflit : les conséquences de l’action seront incompatibles avec le comportement d’un
autre agent.
— Inutilité : l’action d’un agent n’a pas d’impact et n’est pas intéressante pour les autres
agents.
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Figure 6.3 – Situations de non coopération (SNC) d’un agent
La résolution des situations de non coopération (SNC) se fait localement par les agents,
en modifiant l’organisation du système multi-agent, par conséquent en s’auto-organisant.
Un agent dispose de trois moyens génériques pour modifier cette organisation :
— Réorganisation : changer ses relations avec les autres agents, c’est-à-dire prendre
contact avec d’autres agents, arrêter d’interagir avec un agent donné, ou bien modifier
l’importance qu’il accorde aux relations existantes.
— Ajustement : modifier son comportement en ajustant ses paramètres internes.
— Ouverture : Décider de créer un nouvel agent, ou bien de se supprimer.
C’est au concepteur que revient la tâche de définir les règles de résolution des SNC. Elles
se présentent sous la forme de règles comportementales qui décrivent la détection de la SNC
et sa méthode de résolution. A ses règles s’ajoutent les règles d’interactions coopératives
précédentes (section 6.1.4) : sincérité, bienveillance, réciprocité et volonté.
La règle de bienveillance implique un degré de satisfaction des différents agents. Dans la
théorie AMAS, ce degré de non satisfaction d’un agent est appelé criticité. L’évaluation de
la criticité et sa forme est spécifique à chaque type d’agent. La criticité peut être un réel, un
entier, ou tout espace (discret ou continu) totalement ordonné. Dans la pratique, la criticité
est souvent un réel, ou un n-uplet de réels.
La conception d’un AMAS, est différente de la conception d’approches traditionnelles.
La méthode Atelier de Développement de Logiciels à Fonctionnalité Emergente (ADELFE)
[Bonjean et al., 2014] guide le développement d’AMAS à travers 5 étapes que nous ne décri-
rons pas ici.
La théorie AMAS permet de définir des systèmes fonctionnellement adéquats capables
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d’aborder efficacement les systèmes complexes. Nous présentons dans les sections suivantes
deux modèles d’AMAS, le premier aborde la résolution collective de problème complexe
sous-contrainte (section 6.3), et le deuxième l’apprentissage et la simulation de trafic aérien
(section 6.4). Nous utilisons ces deux modèles dans la suite de la thèse.
6.3 Le pattern AMAS4Opt
Les problèmes d’optimisation complexes sont généralement formalisés sous la forme
d’un ensemble d’entités qui doivent satisfaire un ensemble de contraintes. Dans les systèmes
multi-agents, les entités sont généralement représentées en utilisant des agents. En fonction
des interactions entre le système et son environnement, l’organisation des agents émerge et
constitue la solution au problème.
Dans son travail, [Kaddoum, 2011] propose un modèle d’AMAS pour résoudre les pro-
blèmes d’optimisation, nommé AMAS4Opt. Ce modèle générique s’appuie sur la concep-
tion de 2 rôles d’agents :
— Rôle contraint : les agents dans le rôle contraint sont des agents qui ont besoin de l’aide
d’autres agents,
— Rôle service : les agents dans le rôle service sont les agents qui aident coopérativement
les agents dans le rôle contraint.
Les rôles dans le modèle ne sont pas figés, un agent peut passer dans le rôle contraint
pour effectuer une tâche puis repasser dans le rôle service pour d’autres tâches. Les agents
dans le rôle contraint sont considérés comme des activateurs de la résolution, puisque ce
sont eux qui sont à l’initiative des interactions dans le but de satisfaire leurs contraintes.
Les agents dans le rôle service étant coopératifs, ils aident en priorité les agents les plus
critiques.
Pour assurer les négociations et les interactions entre les agents, AMAS4Opt propose 4
principaux types de messages :
— demande de service : ce message est envoyé par les agents dans le rôle contraint pour
demander un service à des agents dans le rôle de service. Ce message dépend des
connaissances de l’agent qui l’envoie. Le message contient aussi la criticité de l’expé-
diteur, pour que l’agent dans le rôle de service la connaisse,
— demande d’information : les deux rôles peuvent échanger ce type de message, lors-
qu’ils ont besoin d’informations supplémentaires,
— réponse à la demande : après le traitement de la demande de service, l’agent dans le
rôle de service répond en utilisant ce type de message,
— message d’information : les informations jugées utiles par les agents (dans les deux
rôles) peuvent être échangées par le biais de ce genre de message.
Nous utilisons ce modèle dans la suite pour la gestion autonome de conflits, et la gé-
nération de scénarios, que nous présentons dans le chapitre suivant. La section suivante
concerne le système EVAA, pour l’apprentissage et la simulation de trafic aérien.
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6.4 EVAA : Environnement Virtuel Auto-Adaptatif
Habituellement, les simulateurs de trafic aérien utilisent un modèle mathématique plus
ou moins complexe pour faire voler les avions, dans la majorité des cas en utilisant un plan
de vol (voir section 3.1.4 et [Rantrua, 2017]).
Dans sa thèse, [Rantrua, 2017] propose un AMAS nommé EVAA pour apprendre à partir
de données réelles de vols comment volent les avions en fonction du contexte dans lequel
ils se trouvent. Il utilise ensuite cette base de données de comportements contextuels pour
faire voler des avions virtuels dans un simulateur.
Dans son travail, il utilise 5 types d’agents :
— avion de rejeu : un avion qui rejoue une trajectoire enregistrée, c’est-à-dire un avion qui
suit la suite de points qui constituent la trajectoire de l’avion,
— situation d’intérêt : un point d’une trajectoire jugé pertinent,
— situation agrégée : un groupe de situations d’intérêt qui présentent des similarités,
— contextes : une portion de comportements, c’est-à-dire les conditions dans lesquelles il
faut faire une action,
— avion simulé : un avion qui interroge les contextes pour décider de sa trajectoire lors
de la simulation.
Phase d’apprentissage. Dans la phase d’apprentissage, EVAA crée pour chaque avion
dont il possède les enregistrements, un agent avion de rejeu, qui va suivre la suite de points
qui constituent sa trajectoire enregistrée. Pendant qu’il suit cette suite de points, l’agent avion
de rejeu détecte des points notables dans sa trajectoire. Ces points notables correspondent à
des changements significatifs dans celle-ci, comme un virage ou une montée.
Pour chaque point notable qu’il détecte, il associe un agent situation d’intérêt avec les
caractéristiques qui définissent ce point notable. Ces caractéristiques correspondent à la po-
sition (longitude et latitude) et l’altitude, mais aussi les caractéristiques de l’avion comme la
compagnie, la vitesse horizontale et la vitesse verticale, le modèle avion, parmi d’autres.
Ces agents de situations d’intérêt connaissent l’agent situations d’intérêt précédant et sui-
vant, et forment avec eux des vecteurs, que nous appelons dans la suite des segments.
Ces agents situations d’intérêt observent ensuite leur environnement pour se regrouper
dans un agent situation agrégée.
La figure 6.4 montre le résultat de l’apprentissage d’EVAA sur une centaine de vols entre
Bordeaux, Toulouse, Lyon et Paris.
Phase de simulation. Dans la phase de simulation, les agents situations agrégées n’évo-
luent plus et deviennent des agents contextes, et les agents situation d’intérêt liés entre eux
deviennent des segments. L’ensemble des agents contextes correspond alors à une base de
données distribuées et contextuelles de comportements, que les agents avions simulés uti-
lisent pour voler durant la simulation.
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Figure 6.4 – Apprentissage d’EVAA sur des vols entre Toulouse et Paris, Paris et Lyon, Lyon
et Bordeaux, et Bordeaux et Paris. Les flèches rouges représentent les segments, les points
oranges sont des situations d’intérêts, et les points verts sont des situations agrégées.
Dans la suite, nous utiliserons les résultats de l’apprentissage d’EVAA comme une road-
map pour générer des scénarios réalistes, et le simulateur multi-agent d’EVAA pour expéri-
menter des comportements adaptatifs autonomes.
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7 Le modèle de structuration desimulation de trafic AGATS
("Autonomous GenerAtion of
Traffic Simulations")
Nous présentons dans ce chapitre le modèle Autonomous GenerAtion of Traffic Simulations
(AGATS), dont le but est de permettre une auto-structuration d’une simulation de trafic
pour générer un trafic réaliste du point de vue microscopique et macroscopique (c’est-à-
dire du point de vue des trajectoires et du trafic), et contenant des situations voulues par un
scénariste. Le système s’appuie sur une modélisation à base d’agents, selon la théorie AMAS
[Georgé et al., 2011], mais aussi sur le pattern AMAS4Opt [Kaddoum, 2011], pattern AMAS
dédié à la résolution collective de problèmes d’optimisation, et sur EVAA [Rantrua, 2017],
système multi-agent dédié à l’apprentissage et la simulation de trafic aérien.
Nous décrivons dans un premier temps l’ensemble du système AGATS après avoir rap-
pelé brièvement ses objectifs (sections 7.1 et 7.2), pour ensuite détailler les différentes entités
qui le composent (sections 7.5 à 7.9), et enfin présenter les différentes situations de non co-
opération et leur résolution (section 7.10).
7.1 Les objectifs et axes du système AGATS
Pour rappel, nous découpons l’objectif de structuration d’une simulation de trafic dans
le but de générer un trafic réaliste, et contenant des situations voulues par un scénariste, en
différents sous-objectifs :
1. Être capable de générer un scénario réaliste du point de vue microscopique et macro-
scopique, c’est-à-dire un scénario comportant des trajectoires réalistes, le tout dans un
trafic réaliste,
2. Une composante importante du réalisme de trafic est l’évitement de collisions, le sys-
tème doit donc permettre l’évitement de collisions entre les différentes entités de la
simulation,
3. Lors de la simulation, l’utilisation du scénario doit prendre en compte l’apparition des
différentes situations voulues par le scénariste,
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4. Cette simulation doit être interactive pour que des acteurs humains agissent sur la si-
mulation et que celle-ci réagisse à ces actions, en s’adaptant éventuellement pour conti-
nuer de générer les situations désirées.
5. Enfin, même si la thèse s’inscrit dans le trafic aérien, le modèle doit être générique, afin
d’être applicable à d’autres trafics, tel que le trafic routier.
Nous voulons qu’à partir de :
— Une description de l’environnement. Par exemple dans la génération de trafic aérien,
une description des espaces aériens dans lesquels les avions volent, des routes aé-
riennes, et des aéroports (voir section 1).
— Une base de données de trajectoire. Dans notre système, nous utilisons le résultat de
l’apprentissage d’EVAA (section 6.4) comme une roadmap (section 4.1). Chaque situa-
tion d’intérêt est alors un noeud, et chaque segment une arrête. Cette roadmap est utilisée
comme une base de données de trajectoires, contenant un ensemble de parties de tra-
jectoires (les segments).
— Un ensemble de situations requises par un scénariste, noté Sit ;
Les agents du système AGATS soient capables de générer un scénario de trafic réaliste,
c’est-à-dire un ensemble de trajectoires réalistes, qui produira l’ensemble des situations Sit
souhaitées lors de la simulation. Les agents du système AGATS doivent aussi être capables
par leurs interactions d’adapter leur comportement afin de préserver le réalisme et de main-
tenir les situations requises.
7.2 Présentation des entités du système AGATS
Nous présentons dans cette section l’ensemble des entités de structuration de simulation
de trafic du système AGATS. Cette structuration s’inspire de la métaphore du cinéma (voir
section 3.2.3). Un scénario répond en général à 4 questions :
1. Quel est le lieu?
2. Quel est le temps?
3. Quelle est l’action?
4. Quels sont les acteurs?
Par hypothèse, les 2 premières questions sont entièrement spécifiées par le scénariste
qui décrit l’environnement et le moment de la simulation. Il apporte également les grandes
lignes de la réponse à la troisième, avec l’ensemble des situations Sit souhaitées. Le scénario,
qui est une histoire, comporte des évènements majeurs, les situations. Dans un scénario de
trafic, ces situations sont des évènements tels que : des densités de trafic, des collisions, des
files d’attentes, etc.
Le but des différentes entités du système AGATS est de construire collectivement, grâce à
leurs différentes interactions, l’ensemble des "actions" qui amène à la génération de ces situa-
tions, et l’ensemble des "acteurs" qui effectueront ces "actions" dans la simulation. Dans un
scénario de trafic, ces "actions" sont des déplacements d’entités mobiles. Ainsi, l’ensemble
des "actions" est un ensemble de déplacements, et correspond finalement à un ensemble de
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trajectoires. Les "acteurs", quant à eux, sont uniquement des entités mobiles qui suivent ces
trajectoires.
Puisque la simulation est interactive, les agents d’AGATS doivent aussi être capables
de réagir à des modifications de l’environnement en adaptant leur organisation, et par
conséquent les déplacements des entités mobiles, pour maintenir la cohérence du scénario.
Comme notre travail concerne des simulations réalistes, cet ensemble de trajectoires devra
être réaliste du point de vue macroscopique, c’est-à-dire du point de vue du trafic, mais
aussi du point de vue microscopique, c’est-à-dire du point de vue de chaque trajectoire.
Nous décrivons dans ce qui suit les différentes entités du système AGATS, et leur rôle dans
cette structuration de trafic.
AGATS est composé de différents agents, entités passives et entités actives telles que
définies dans la méthodologie ADELFE [Bonjean et al., 2014]. AGATS est composé de deux
entités passives :
— La base de données de trajectoires, entité passive qui représente la base de données des
parties de trajectoires. Dans l’implémentation des agents d’AGATS, cette base de don-
nées de trajectoires contient l’ensemble des agents contextes d’EVAA (section 6.4). Elle
sert comme roadmap permettant aux agents (en particulier les Agents Parties) de générer
des parties des trajectoires réalistes du point de vue physique et comportemental (5).
Une partie de la trajectoire, peut représenter une courbe ou un segment, dans notre im-
plémentation, elle représente uniquement des segments au sens d’EVAA. Ces parties
de trajectoires contiennent d’autres caractéristiques qui décrivent l’entité mobile qui
parcourt celle-ci, par exemple, les segments d’EVAA contiennent l’intervalle de temps
(deux dates en temps unix) durant lequel l’avion a utilisé ce segment, le modèle avion
(A320, A340...), un identifiant, la compagnie aérienne, en plus de la position de départ
et d’arrivée du segment (en longitude, latitude) et leur altitude respective (en pied).
— L’entité passive Caractéristique est l’entité passive qui représente une caractéristique
d’une situation.
Ces entités passives sont utilisées par 5 types d’agents coopératifs :
— L’Agent Entité Mobile (Agent EM), représentant une entité mobile qui a pour but d’ap-
porter des comportements d’adaptation aux différentes entités mobiles, pour éviter les
collisions, suivre une trajectoire, et si l’entité mobile est impliquée dans une situation,
de la maintenir.
— L’Agent Situation, représentant une situation requise par le scénariste qui mobilise les
entités mobiles pour obtenir la situation qui lui est attribuée. Pour ce faire, il sollicite
autant d’Agents Trajectoires que d’entités mobiles nécessaires à la création de sa situation.
— L’Agent Trajectoire, représentant une trajectoire qui a pour but de répondre au besoin de
l’Agent Situation tout en assurant le réalisme de sa trajectoire. Sa trajectoire est générée
par son propre ensemble d’Agents Parties.
— L’Agent Partie, représentant une partie de la trajectoire d’un Agent Trajectoire qui a pour
but de générer une partie de trajectoire réaliste pour son Agent Trajectoire, en étant co-
hérent avec le reste de la trajectoire, c’est-à-dire les autres Agents Parties de l’Agent Tra-
jectoire. La base de données de trajectoires alimente ces Agents Parties en parties de tra-
jectoires potentielles.
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— L’Agent Extrémité, représentant une zone d’apparition et de disparition d’entités mo-
biles qui génère les entités mobiles nécessaires à la simulation, que ce soit pour générer
les situations, ou le trafic contextuel, c’est-à-dire le trafic qui ne participe pas à des situa-
tions mais participe au réalisme du trafic. Lors de cette génération d’entités mobiles, il
doit respecter les données locales qui détaillent le trafic évoluant dans sa zone.
Les agents d’AGATS agissent selon deux phases, la première, la phase de construction
permet aux agents de générer les premières trajectoires et les premières entités mobiles,
et la deuxième, la phase de simulation, permet aux agents d’évaluer, d’auto-adapter, et
d’améliorer les trajectoires ainsi générées. L’algorithme 7.1 décrit le comportement général
du système et les interactions entre les différents agents pour une situation donnée selon
ces deux phases. La figure 7.1 représente l’organisation des agents pour la génération d’une
situation de collision (décrite ci-après).
Figure 7.1 – Organisation des différents agents pour la génération de la situation de collision
(décrite section 7.3)
Nous illustrons ce concept dans le cas de la génération d’une situation de collision dans la
section suivante, qui servira de fil rouge dans le reste de ce chapitre.
7.3 Un exemple de situation : situation de collision
Afin d’illustrer le concept de situation et des caractéristiques de celle-ci, nous décrivons
une situation de collision telle que définie pour le trafic aérien. Une situation de collision peut
être définie par les caractéristiques suivantes :
1. le nombre d’entités mobiles impliquées dans la collision (NSit), par exemple 2 avions,
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Algorithme 7.1 : Comportement général des agents d’AGATS pour générer une
situation
Phase de construction
1. L’Agent Situation crée autant d’Agents Trajectoires que nécessaire pour sa situation
2. Chaque Agent Trajectoire choisit une partie de trajectoire satisfaisant au mieux ses
caractéristiques dans la base de données de trajectoires et lui associe un Agent Partie.
3. L’Agent Partie ainsi créé déclenche la création d’autres Agents Parties jusqu’à ce qu’une
trajectoire complète soit créée avec les deux Agents Extrémités adéquats. Les Agents
Parties au fur et à mesure de leur création s’auto-organisent en se modifiant, en se
substituant, en ajoutant d’autres Agents Parties et en se supprimant pour décrire
coopérativement la trajectoire la plus réaliste possible.
4. L’ Agent Trajectoire négocie avec les Agents Extrémités la création de l’Agent Entité
Mobile qui suivra sa trajectoire.
Phase de simulation
repeter
1. L’Agent Entité Mobile suit sa trajectoire et envoie des feedbacks à son Agent
Trajectoire.
2. L’Agent Trajectoire transmet les informations aux Agents Parties concernés.
3. Les Agents Parties auto-adaptent leur partie de trajectoire en se modifiant, en se
substituant, en ajoutant d’autres Agents Parties et en se supprimant, afin d’aider l’Agent
Trajectoire à prendre en compte les feedbacks de l’Agent EM
tant que Un trafic réaliste satisfaisant l’ensemble des situations est créé
2. le temps : la collision voulue doit se produire à un certain moment, par exemple à midi,
3. la position : la collision voulue doit se produire à un certain endroit, par exemple le
point AS1 dans la figure 7.2,
4. la géométrie : la collision voulue doit se produire selon une certaine géométrie, par
exemple une entité vient du nord-ouest et une autre vient du sud-ouest,
5. la proximité : les 2 entités mobiles doivent se rencontrer.
La figure 7.2 illustre la génération d’une situation de collision. Afin de générer cette situa-
tion, l’Agent Situation AS1 génère 2 Agents Trajectoires, AT1 et AT2, qui vont respectivement
prendre dans la base de données de trajectoires les parties de trajectoires PT2 et PT6 pour
générer chacun leur premier Agents Parties, respectivement AP2 et AP6. Ces deux Agents Par-
ties et les Agents Parties qui sont créés après s’auto-organisent jusqu’à ce qu’une trajectoire
complète soit créée pour chaque Agent Trajectoire. Les Agents Parties de AT1 (AP1, AP2, AP3)
se modifient beaucoup pour générer la situation AS1, tandis que les Agents Parties de AT2
(AP4, AP5, AP6, AP7) se modifient peu. L’organisation des agents qui en résulte est représen-
tée dans la figure 7.1, l’Agent Situation est relié à 2 Agents Trajectoires, qui sont chacun reliés
à leurs Agents Parties. Chaque Agent Partie est relié aux 2 Agents Parties précédent et suivant
dans la trajectoire de son Agent Trajectoire, ou à un Agent Extrémité.
Nous décrivons en détail les différents agents qui composent le système AGATS dans les
sections qui suivent.
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Figure 7.2 – Une représentation des agents d’AGATS pour la génération d’une situation de
collision
7.4 Présentation de l’entité passive caractéristique
L’entité passive Caractéristique correspond à une caractéristique de l’Agent Situation. Par
exemple, la position de la collision est une caractéristique d’une situation de collision représen-
tée par une entité passive Caractéristique. Chaque fois que l’état de l’Agent Situation change, il
demande à ses entités passive Caractéristiques de mettre à jour leur criticité.
Nous notons Critchar,i la criticité de la ieme entité passive Caractéristique. Le calcul de la
criticité de cette entité dépend de la caractéristique. Dans le cadre de ce travail, afin d’homo-
généiser le calcul des criticités, nous proposons d’utiliser la fonction générique décrite par
l’équation 7.1, où dmax est la valeur maximale de distance prise en compte pour la caracté-
ristique, et d est une fonction de distance de la caractéristique, appliquée à 2 valeurs v1 et
v2 : la valeur requise (v1) pour la caractéristique, et la valeur actuelle (v2).
C(x) =
{
1000
dmax d(v1, v2) if d(v1, v2) < dmax
1000 if d(v1, v2) ≥ dmax
(7.1)
7.5 Présentation de l’Agent Situation
Pour chaque situation que le scénariste souhaite observer dans la simulation, le système
AGATS associe un Agent Situation. Par exemple, si le scénariste veut un conflit aéronautique
dans son scénario, un Agent Situation s’occupera de générer cette situation. Ces agents sont,
avec les Agent Extrémité, à l’initiation du processus de création du scénario et de la structu-
ration de la simulation, puisque, ces agents, qui sont dans le rôle contraint dans le pattern
AMAS4Opt (section 6.3), initient le processus de génération de trajectoires.
Une situation est composée d’un ensemble de caractéristiques qui la définissent. Dans le
systèmes AGATS les caractéristiques d’un Agent Situation sont représentées par des entités
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passive Caractéristiques (section 7.4). Le but de l’Agent Situation est alors d’avoir ses diffé-
rentes caractéristiques satisfaites tout en préservant le réalisme. Sa criticité, Critsit, qui re-
présente le degré de satisfaction de ce but, est alors un n-uplet composé des criticités de ses
différentes caractéristiques, et par conséquent, Critsit =
{
Critchar,i
}
.
La figure 7.3 décrit la structure de l’Agent Situation que nous utilisons pour décrire son
comportement dans ce qui suit.
Figure 7.3 – Structure de l’Agent Situation
Dans l’état d’Initialisation (EtatSituation etatCourant, figure 7.3), l’Agent Situation, qui est
dans le rôle contraint selon le pattern AMAS4Opt, cherche des agents pour satisfaire ses ca-
ractéristiques (Caracteristique[] caracteristiques), qui sont ses contraintes, et sortir de son état
d’Initialisation (algorithme 7.2). Pour ce faire, l’Agent Situation crée autant d’Agents Trajec-
toires (section 7.6) qu’il faut d’entités mobiles pour satisfaire ses caractéristiques (void creerA-
gentTrajectoire()), puis délègue à chacun de ses Agents Trajectoires une partie de la satisfaction
de ses caractéristiques (void envoyerDeleguerCaracteristiqueTraj(@AgentTrajectoire)), et passe
alors dans l’état Non Satisfait.
Dans notre exemple de situation de collision, l’Agent Situation délègue en partie à un Agent
Trajectoire l’obtention d’un premier avion en provenance du Nord-Ouest, arrivant à AS1 et
devant rencontrer un autre avion, et en partie à l’autre Agent Trajectoire l’obtention d’un
deuxième avion en provenance du Sud-Ouest, arrivant à AS1, et devant rencontrer le pre-
mier avion.
Afin de passer de l’état non satisfait à satisfait, l’Agent Situation doit avoir chacune
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Algorithme 7.2 : Comportement d’un Agent Situation dans l’état d’initialisation
1: etatCourant← Initialisation // L’Agent Situation n’a pas encore d’Agents Trajectoires
2: pour k← 1 à NSit faire
3: agentsTrajectoireSit[k]← creerAgentTrajectoire() // L’Agent Situation garde en
mémoire l’adresse de ses Agents Trajectoires qu’il vient de créer
4: envoyerDeleguerCaracteristiqueTraj(agentsTrajectoireSit[k]) // L’Agent Situation
délègue une partie de ses caractéristiques à chacun de ses Agents Trajectoires
5: fin pour
6: etatCourant← NonSatisfait // L’Agent Situation passe dans l’état Non Satisfait
de ses caractéristiques satisfaites. Dans ce but, il envoie sa criticité (void envoyerCrit-
Sit(@AgentTrajectoire)) à ses Agents Trajectoires (AgentTrajectoire[] agentsTrajectoireSit), et de-
mande à ces derniers de modifier leur trajectoire (void envoyerDemandeChangementTrajec-
toire(@AgentTrajectoire)), afin de faire diminuer sa criticité (CritSit criticiteSituation). Ses
Agents Trajectoires lui renvoient leur trajectoire (void trajectoire()) et leur criticité (void criticite-
Traj()) après avoir modifié leur trajectoire, que l’Agent Situation garde en mémoire (Crittraj[]
criticitesTrajectoire et PartieTrajectoireBDT[][] trajectoiresAgents) (algorithme 7.3).
Algorithme 7.3 : Comportement d’un Agent Situation dans l’état Non Satisfait
1: tant que ∃i/Critchar,i 6= 0 faire
2: pour tout AgentTrajectoire a ∈ agentsTrajectoireSit faire
3: envoyerCriticiteSit(a) // L’Agent Situation envoie sa criticité à ses Agents Trajectoires
4: fin pour
5: pour tout AgentSituation a ∈ agentsSituationVois faire
6: envoyerCriticiteSit(a) // L’Agent Situation envoie sa criticité aux Agents Situations
dans son voisinage (pour résoudre certaines SNC)
7: fin pour
8: pour tout AgentTrajectoire a ∈ agentsTrajectoireSit faire
9: envoyerDemandeChangementTrajectoire(a) // L’Agent Situation demande à ses
Agents Trajectoires de modifier leur trajectoire afin de mieux satisfaire ses
caractéristiques
10: fin pour
11: pour tout Caracteristique c ∈ caracteristiques faire
12: getCriticiteCar(c) // L’Agent Situation demande à ses entités passive Caractéristiques
de mettre à jour leur criticité
13: fin pour
14: fin tant que
15: etatCourant← Satistfait // L’Agent Situation a toutes ses caractéristiques satisfaites, et
passe donc dans l’état Satisfait
Enfin, dans l’état Satisfait, l’Agent Situation reste à l’écoute des messages des autres
agents, en particulier ses Agents Situations voisins (AgentSituation[] agentsSituationVois), et
répond à leur demande (résolution de situation de non coopération, voir section 7.10, ou
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demande d’information, void envoyerDemandeInformationSit(@AgentSituation), void envoyer-
InformationSit(@Agent), void envoyerCriticiteSit(@AgentSituation)), et peut passer de nouveau
dans l’état Non Satisfait si la trajectoire a été modifiée par l’Agent Trajectoire, par exemple
pour s’adapter lors de la simulation.
7.6 Présentation de l’Agent Trajectoire
Dans le but d’avoir les Agents EM requis par ses différentes caractéristiques, chaque
Agent Situation (figure 7.4) crée autant d’Agents Trajectoires que nécessaire. Il délègue par
la suite à chacun de ses Agents Trajectoires la partie de ses caractéristiques le concernant no-
tamment celles définissant le rôle de l’Agent EM. Dans notre exemple précédent (section
7.5), l’Agent Situation délègue à un premier Agent Trajectoire ses caractéristiques de position,
temps, collision, et une partie de la caractéristique de géométrie, par exemple celle de venir
du Nord-Ouest.
Le but de chaque Agent Trajectoire est alors de construire une trajectoire réaliste du point
de vue comportemental et physique (section 3.2.3), noté τ, qui sera ensuite suivie par une
entité mobile, dans le but de satisfaire les caractéristiques déléguées par l’Agent Situation.
Ainsi, l’Agent Trajectoire est dans un rôle service du pattern AMAS4Opt vis-à-vis de son
Agent Situation.
La figure 7.4 décrit la structure de l’Agent Trajectoire que nous utilisons pour décrire
son comportement dans ce qui suit, qui dépend en majorité de son état (EtatTraj etatCour-
rant). Quelque soit son état, l’Agent Trajectoire envoie régulièrement sa trajectoire (void en-
voyerTrajectoire(@AgentSituation)) et sa criticité (Crittraj criticiteTrajectoire, void envoyerCritici-
teTraj(@AgentSituation)) à son Agent Situation (AgentSituation agentSituation), et aux Agents
Trajectoires de la même situation (AgentTrajectoire[] agentsTrajectoire, void envoyerCriticite-
Traj(@AgentTrajectoire), void envoyerTrajectoire(@AgentTrajectoire))
Dans l’état Initialisation, l’Agent Trajectoire va chercher dans la base de données de tra-
jectoires une première partie de trajectoire (PartieTrajectoireBDT getDonneesBDT()) pour sa-
tisfaire au mieux (PartieTrajectoireBDT choisirPartieTrajectoire()) les caractéristiques (Caracte-
ristique[] caracteristiquesSituation) déléguées par son Agent Situation. Il crée ensuite un Agent
Partie (Agent Partie creerAgentPartie(PartieTrajectoireBDT)) associé à cette partie de trajectoire
(algorithme 7.4, et étape 1 de la figure 7.5).
Ce premier Agent Partie crée un Agent Partie à chacune de ses extrémités (étape 2 de la
figure 7.5), ces deux nouveaux créent à leur tour un Agent Partie à leur extrémité qui n’est
pas relié, et ainsi de suite jusqu’à ce qu’une trajectoire complète soit créée (étape 3). En
parallèle et à la suite de cette première initialisation, la trajectoire peut évoluer en fonction
des décisions des Agents Parties. La trajectoire de l’Agent Trajectoire est donc le résultat de la
coopération de l’ensemble de ses Agents Parties (voir la figure 7.5).
Le but de l’Agent Trajectoire est de construire une trajectoire réaliste, nous divisons cet
objectif en trois sous-objectifs :
1. La capacité de définir une trajectoire complète du départ jusqu’à la destination. La
criticité Crittraj,comp est associée à ce sous-objectif. Elle est composée de l’ensemble
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Figure 7.4 – Structure de l’Agent Trajectoire
Algorithme 7.4 : Comportement d’une Agent Trajectoire dans l’état Initialisation
1: PartieTrajectoireBDT[] ps // Variable temporaire pour contenir des parties de
trajectoires venant de la base de données
2: Critsit[] cs // Variable temporaire pour contenir des criticités anticipées
3: etatCourant← Initialisation // L’Agent Trajectoire est dans l’état d’Initialisation
4: caracteristiqueTraj() // L’Agent Trajectoire recupère de son Agent Situation les
caractéristiques qui lui sont déléguées
5: ps← getDonnesBDT() // Il cherche dans la base de données de trajectoires des parties
de trajectoires qui pourraient satisfaire les caractéristiques de sa situation
6: pour k← 1 à ps.taille() faire
7: cs[k]← calculerCriticiteAnticipeSit(ps[k]) // L’Agent Trajectoire calcule la criticité
anticipée de son Agent Situation s’il choisit ps comme première partie de trajectoire
8: fin pour
9: Déterminer l’indice lmin de la criticité minimale de cs // L’Agent Trajectoire choisit la
partie de trajectoire qui diminue le plus la criticité de son Agent Situation
10: agentPartie[1]← creerAgentPartie(p[lmin]) // Il crée l’Agent Partie associé
11: etatCourant← RechercheTraj // L’Agent Trajectoire passe dans l’état RechercheTraj
des expressions locales de cet objectif au niveau de ses Agents Parties, c’est-à-dire que
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Figure 7.5 – Création de la trajectoire de l’Agent Trajectoire par ses Agents Parties. L’Agent
Partie6 (AP6) crée les Agents Parties AP5 et AP7, et enfin AP5 crée AP4.
Crittraj,comp =
{
Critpart,comp
}
.
2. La définition d’une trajectoire réaliste du point de vue du trafic, c’est-à-dire qui montre
des comportements contextuels. Ces comportements peuvent aller du respect de cer-
taines règles du trafic, à des schémas plus avancés du trafic réel (par exemple, ne pas
passer par un waypoint de la trajectoire, ou encore qu’une compagnie irlandaise, préfère
passer le plus possible par l’espace aérien irlandais pour payer moins de taxes). La cri-
ticité Crittraj,tra f f est associée à ce sous-objectif. Elle s’exprime également par la criticité
Critpart,tra f f des Agents Parties Crittraj,tra f f =
{
Critpart,tra f f
}
.
3. La faisabilité de la trajectoire, associée à Crittraj, f eas. Cette criticité est le retour reçu par
son Agent EM qui la calcule pour chaque partie de trajectoire, noté Critpart, f eas.
Le calcul des criticités locales Critpart,comp et Critpart,tra f f est expliqué dans la section 7.7
présentant les Agents Parties. Ces trois criticités font partie de la criticité de l’Agent Trajectoire,
Crittraj =
{
Crittraj,comp, Crittraj,tra f f , Crittraj, f eas
}
.
Afin d’atteindre son but, dans la phase de construction, l’Agent Trajectoire demande à
ses Agents Parties (AgentPartie[] agentsPartie) de s’auto-organiser (en modifiant les caracté-
ristiques de leur partie de trajectoire, substituant leur partie de trajectorie par une autre,
ajoutant une autre partie de trajectoire ou en se supprimant, voir section 7.7) dans le but
de diminuer les criticités Crittraj,comp et Crittraj,tra f f (void envoyerDemandeChangementPartie
(@AgentPartie)), c’est-à-dire améliorer la complétude de la trajectoire et le réalisme de la tra-
jectoire du point de vue du trafic. Ses Agents Parties lui répondent après auto-organisation
leur état (void etatPartie()), qu’il garde en mémoire (PartieTrajectoireBDT[] agentsPartie). Si sa
trajectoire est suffisamment complète, l’Agent Trajectoire demande aux Agents Extrémités la
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création de l’Agent EM qui va parcourir sa trajectoire pendant la phase de simulation (void
envoyerDemandeCreationAgentEM (@AgentExtremite)).
Dans la phase de simulation, l’Agent Trajectoire donne sa trajectoire à son Agent EM
(AgentEM agentEM) et lui demande de suivre celle-ci (void envoyerTrajectoire(@AgentEM)).
Il reçoit ainsi les criticités Critpart, f eas de son Agent EM qui sont relatives aux difficultés que
celui-ci rencontre pour suivre cette trajectoire (void criticiteFeasPartie()), et demande aussi
à ses Agents Parties de s’auto-organiser en conséquence (algorithme 7.5). Par conséquent,
l’Agent Trajectoire et l’Agent EM, collaborent sous le rôle service du pattern AMAS4Opt dans
le but de générer la trajectoire.
Enfin, dans l’état Satisfait, l’Agent Trajectoire reste à l’écoute des messages des autres
agents. Si sa trajectoire ne correspond pas ou plus, il demande à ses Agents Parties de s’auto-
organiser pour proposer une nouvelle trajectoire et retourne dans l’état RechercheTraj. Durant
la phase de simulation, dans le cas où cette auto-organisation engendre une dégradation trop
forte du réalisme par exemple, l’Agent Trajectoire est aussi en contact avec les Agents EM du
voisinage de sa trajectoire (qu’il connaît grâce à son Agent EM qui lui envoie des messages
voisinMj(@AgentTrajectoire)), et est capable de demander à l’une de ces entités mobiles de
jouer le rôle de son Agent EM, c’est-à-dire de remplacer son Agent EM par un Agent EM plus
proche.
7.7 Présentation de l’Agent Partie
La trajectoire d’un Agent Trajectoire est le résultat de l’auto-organisation d’un ensemble
d’Agents Parties qui planifient localement leur trajectoire. Chaque Agent Partie correspond
alors à une partie de trajectoire, lié à deux Agents Parties, un suivant et un précédent (sauf
les agents de début et fin de trajectoire, qui sont chacun liés à un Agent Extrémité). L’Agent
Partie assume un rôle service selon le pattern AMAS4Opt pour son Agent Trajectoire. Initia-
lement, l’Agent Partie correspond exactement à une partie de trajectoire originale provenant
de la base de données de trajectoires apprise par EVAA. Au cours de l’adaptation de l’Agent
Partie, cette partie de trajectoire peut être modifiée afin de générer une meilleure trajectoire
pour l’Agent Trajectoire, respectant toujours les contraintes de l’entité mobile. Sa structure est
décrite par la figure 7.6.
La figure 7.6 décrit la structure de l’Agent Partie que nous utilisons pour décrire le reste
de cet agent.
Le but de chaque Agent Partie est de définir localement une partie de trajectoire reliant
les Agents Parties liés à lui et réaliste du point de vue physique et du point de vue du com-
portement. La criticité de cet agent, Critpart, est décomposée en trois sous-objectifs :
1. La capacité de définir une partie de trajectoire complète, notée Critpart,comp. Cette capa-
cité s’exprime par la jonction avec les Agents Parties précédent et suivant.
2. La définition d’une partie de trajectoire réaliste du point de vue du comportement dans
le trafic, notée Critpart,tra f f .
3. La faisabilité de la partie de trajectoire, notée Critpart, f eas.
Les criticités Critpart,comp et Critpart,tra f f sont calculées selon au moins 4 axes, d’autres
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Algorithme 7.5 : Comportement d’un Agent Trajectoire dans l’état Recherche Traj
1: si Critsit 6= −→0 ou Crittraj 6= −→0 alors // Si la criticité de son Agent Situation et de sa
trajectoire n’est pas nulle
2: pour tout Caracteristique c ∈ caracteristiquesSituation faire // L’Agent Trajectoire
demande la criticité des caractéristiques (Critsit) qui lui sont déléguées aux entités
passives Caractéristiques
3: getCriticiteCar(c)
4: fin pour
5: pour tout AgentPartie a ∈ agentsPartie faire // L’Agent Trajectoire demande à ses
Agents Parties de modifier leur trajectoire pour améliorer la criticité de sa trajectoire
Crittraj
6: envoyerDemandeChangementPartie(a)
7: fin pour
8: sinon
9: etatCourant← Satisfait // L’Agent Trajectoire passe dans l’état Satisfait car sa criticité
et celle de son Agent Situation sont nulles
10: fin si
11: pour tout AgentTrajectoire a ∈ agentsTrajectoire faire
12: envoyerCriticiteTraj(a) // L’Agent Trajectoire envoie sa criticité aux autres Agents
Trajectoires de son Agent Situation
13: envoyerTrajectoire(a) // L’Agent Trajectoire envoie sa trajectoire aux autres Agents
Trajectoires de son Agent Situation
14: fin pour
15: si agentExtremite[0] 6= null ∧ agentExtremite[1] 6= null alors // Si sa trajectoire est
suffisamment complète, l’Agent Trajectoire cherche des Agents Extrémités d’où partira et
arrivera l’Agent EM qui suivra sa trajectoire, puis leur demande de créer cette entité
16: si agentEM = null alors
17: envoyerDemandeCreationAgentEM(agentExtremite[0]) // L’Agent Trajectoire
demande à l’Agent Extrémité de départ de créer une Agent EM
18: sinon
19: pour tout AgentExtremite ae ∈ agentsExtremite faire // L’Agent Trajectoire envoie
sa trajectoire à ses deux Agents Extrémités
20: envoyerTrajectoire(ae)
21: fin pour
22: fin si
23: sinon
24: choisirAgentExtremite(trajectoire) // S’il le peut, l’Agent Trajectoire décide de l’Agent
Extrémité d’où part et où arrive sa trajectoire
25: fin si
26: envoyerCriticiteTraj(agentSituation) // L’Agent Trajectoire envoie sa criticité à son Agent
Situation
27: envoyerTrajectoire(agentSituation) // L’Agent Trajectoire envoie sa trajectoire à son
Agent Situation
28: envoyerTrajectoire(agentEM)// L’Agent Trajectoire envoie sa trajectoire à son Agent EM
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Figure 7.6 – Structure de l’Agent Partie
pouvant être ajoutés en fonction des applications, mais ces distances sont les bases néces-
saire à la définition de ces criticités (l’altitude n’est pas toujours nécessaire, mais existe aussi
dans le trafic routier, puisque celui-ci joue aussi avec l’altitude, par exemple les échangeurs,
les ponts ou encore les parking à plusieurs étages) :
1. la distance géographique,
2. la distance temporelle,
3. la distance en altitude,
4. la distance de vitesse.
Dans AGATS, les parties de trajectoires sont des segments caractérisés, entre autres, par :
— une position géographique de départ et d’arrivée en longitude et latitude,
— une altitude de départ et d’arrivée en pied,
— un intervalle de temps durant lequel l’avion a utilisé ce segment,
— un modèle d’avion,
— un indicatif de vol, qui contient notamment la compagnie aérienne.
Ainsi, les criticités Critpart,comp et Critpart,tra f f sont composées d’au moins 4 sous-criticités
que nous notons Critpart,comp,l et Critpart,tra f ,l , avec l ∈ J1, 4K, selon l’énumération précédente.
Ces différentes criticités se calculent en utilisant la fonction générique de criticités décrite
par l’équation 7.2, où dmax,l est la valeur maximale de distance prise en compte pour l’axe l,
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et dl est une fonction de distance pour l’axe l, appliquée à 2 variables v1, la valeur a obtenir,
et v2 la valeur actuelle.
C(x) =
 1000dmax,l dl(v1, v2) if dl(v1, v2) < dmax,l1000 if dl(v1, v2) ≥ dmax,l (7.2)
Concrètement, les valeurs considérées pour chaque axe sont :
1. d1 est la distance en kilomètres entre 2 points géographiques (v1 et v2) en longitude
et latitude, et dmax,1 = 60km, une distance utilisée pour déterminer le voisinage dans
EVAA [Rantrua, 2017].
2. d2 est la distance en secondes entre 2 dates (jour, heure, secondes) modulo le jour, et
dmax,2 = 3600s, le temps d’une simulation d’apprentissage pour un contrôleur,
3. d3 est la distance entre 2 altitudes en m, et dmax,3 = 3048m = 10000 f t, la moitié de la
hauteur de l’espace aérien inférieur, qui est suffisamment significative pour se traduire
par un changement de typologie de trafic (voir section 1.2.1, en particulier figure 1.3),
4. d4 est la distance entre 2 vitesses en kilomètres par heure, et dmax,4 est 450km.h−1, la
moitié de la moyenne de vitesse de croisière des avions commerciaux.
Pour chaque Agent Partie, la criticité de complétude de sa partie selon chaque axe,
Critpart,comp,l , est composée de 2 criticités, dont le calcul se fait selon la fonction 7.2 :
— la distance dl selon l’axe l, entre le point d’origine de la partie de trajectoire de l’Agent
Partie (v1), et la destination de l’Agent Partie précédant l’Agent Partie (v2). Cette criticité
est noté Critpart,comp,l,prev,
— la distance dl selon l’axe l, entre le point de destination de la partie de trajectoire de
l’Agent Partie (v1), et l’origine de l’Agent Partie suivant l’Agent Partie (v2). Cette criticité
est noté Critpart,comp,l, f oll .
Il est informé de l’état de la partie de ses deux Agents Parties voisins (AgentPartie[] partie-
TrajectoireVoisin) par des envois de messages (void envoyerEtatPartie(@AgentPartie))
La figure 7.7 illustre ces criticités pour l’Agent Partie AP6 en représentant les distances
utilisées pour Critpart,comp,l, f oll (d1, f oll), et pour Critpart,comp,l,prev (d1,prev) pour l’axe des dis-
tances géographiques.
La criticité de l’Agent Trajectoire par rapport à la complétude de sa trajectoire (Crittraj,comp)
est donc formée par la criticité de chaque Agent Partie le composant (figure 7.8).
Le calcul de Critpart,tra f f se fait par comparaison de la partie de trajectoire actuelle de
l’Agent Partie (PartieTrajectoireBDT partieTrajectoireActuelle) avec la partie de trajectoire origi-
nale (PartieTrajectoireBDT partieTrajectoireOriginale), c’est-à-dire celle qui vient de la base de
données de trajectoires : plus la partie de trajectoire actuelle est proche de la partie de trajec-
toire originale, plus la criticité est basse et plus la partie de trajectoire est réaliste du point de
vue du comportement. Ainsi, la partie de trajectoire contient le réalisme du comportement.
Pour évaluer cette différence, nous utilisons les 4 même axes et les 4 même distances que
précédemment, et nous avons donc une criticité Critpart,tra f f ,l associée à chaque axe.
Chaque Critpart,tra f f ,l est calculée en utilisant une fonction dérivée de la fonction géné-
rique 7.2. dl (l ∈ J1, 4K), et appliquée à 2 couples puis sommée pour calculer la criticité,
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Figure 7.7 – Illustration des distances utilisées pour calculer la criticité de complétude selon
l’axe géographique, Critpart,comp,1.
Crittraj,comp

Critpart,comp

Critpart,comp,1

Critpart,comp,1,prev
Critpart,comp,1, f oll︸ ︷︷ ︸
Les 2 composantes de Critpart,comp,1
Critpart,comp,2
Critpart,comp,3
Critpart,comp,4︸ ︷︷ ︸
Expression de Critpart,comp selon les 4 axes
.
.
.︸ ︷︷ ︸
Décomposition de Crittraj,comp selon les Agents Parties de l’Agent Trajectoire
Figure 7.8 – Une vue hiérarchique de la criticité de l’Agent Trajectoire par rapport à la com-
plétude de sa trajectoire, Crittraj,comp
selon la fonction 7.3. Le premier couple, (v1, v2), correspond au départ de la partie de tra-
jectoire actuelle de l’Agent Partie (v1) et au départ de la partie de trajectoire originale (v2). Le
deuxième couple correspond à la destination de la partie de trajectoire de l’Agent Partie (v3)
et à la destination de la partie de trajectoire originale (v4).
C(x) =
 1000dmax,l (dl(v1, v2) + dl(v3, v4)) if (dl(v1, v2) + dl(v3, v4)) < dmax,l1000 if (dl(v1, v2) + dl(v3, v4)) ≥ dmax,l (7.3)
La figure 7.9 illustre la valeur des deux distances utilisées pour le calcul de Critpart,tra f f ,1
pour l’axe des distances géographiques.
La criticité de l’Agent Trajectoire par rapport au réalisme de sa trajectoire du point de
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Figure 7.9 – Illustration des distances utilisées pour calculer la criticité de l’Agent Partie par
rapport au réalisme de sa partie de trajectoire du point de vue du comportement, selon l’axe
géographique, noté Critpart,tra f f ,1.
Crittraj,tra f f

Critpart,tra f f

Critpart,tra f f ,1
Critpart,tra f f ,2
Critpart,tra f f ,3
Critpart,tra f f ,4︸ ︷︷ ︸
Expression de Critpart,tra f f selon les 4 axes
.
.
.︸ ︷︷ ︸
Décomposition de Crittraj,tra f f selon les Agents Parties de l’Agent Trajectoire
Figure 7.10 – Une vue hiérarchique de la criticité de l’Agent Trajectoire par rapport au réa-
lisme comportemental de sa trajectoire, Crittraj,tra f f
vue du comportement (Crittraj,tra f f ) est donc formée par la criticité de chaque Agent Partie le
composant (figure 7.10).
La criticité Critpart, f eas est quant à elle calculée par l’Agent EM suivant la trajectoire de
son Agent Trajectoire.
Afin d’atteindre ces différents buts, et de faire diminuer sa criticité (Critpart criticitePartie)
l’Agent Partie est capable d’effectuer 4 actions différentes :
— Action 1 : Modifier les caractéristiques (ActionPartie modifierPartie()) de sa partie de tra-
jectoire (PartieTrajectoireBDT partieTrajectoireActuelle), par exemple augmenter la vitesse
de l’entité mobile qui suit sa partie de trajectoire.
— Action 2 : Substituer sa partie de trajectoire par une autre partie de trajectoire venant de
la base de données de trajectoire (ActionPartie substituerPartie(PartieTrajectoireBDT[])).
— Action 3 : Ajouter un nouvel Agent Partie (ActionPartie ajouterPar-
tie(PartieTrajectoireBDT[])), cette action peut être faite pour compléter la trajectoire, ou
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pour l’étendre. Il peut ajouter un Agent Partie avec une partie de trajectoire spécifique
avant ou après sa propre partie de trajectoire, en utilisant une partie de trajectoire
venant de la base de données de trajectoires.
— Action 4 : Se supprimer (ActionPartie supprimerPartie()), cette action est exécutée lorsque
l’Agent Partie considère qu’il est plus coopératif de laisser les Agents Parties précédant
et suivant se rejoindre plutôt que d’effectuer l’une des trois actions précédentes.
Pour l’action 1, la modification d’une partie de trajectoire (ActionPartie modifierPartie())
se fait selon un seul des 4 axes utilisés suivants :
1. Une modification selon l’axe géographique se fait par translation de la partie de trajec-
toire, ou sa rotation, préservant ainsi la longueur et la forme de la partie de trajectoire,
et maintient donc le réalisme physique. Le pseudo algorithme 7.6 décrit la translation
d’un segment d’EVAA (illustrée par la figure 7.11), et le pseudo algorithme 7.7 décrit
la rotation (illustré par la figure 7.12), puisque ces opérations sont moins triviales sur
une sphère. Le point utilisé comme centre de la rotation est le milieu de la partie de
trajectoire de l’Agent Partie
2. Une modification selon l’axe temporel se fait en modifiant le temps pour toute la partie
de trajectoire.
3. Une modification selon l’axe de l’altitude se fait en modifiant la hauteur pour toute la
partie de trajectoire.
4. Une modification selon l’axe de la vitesse se fait en augmentant ou en diminuant la
vitesse sur toute la partie de trajectoire.
Algorithme 7.6 : Translation d’un segment d’EVAA
1: Choisir l’un des deux points extrêmes du segment, noté −→p1 , disons le départ
(respectivement l’arrivée) du segment, et translater ce point dans la direction voulue et
la distance voulue. Nous notons le point translaté −→p3 .
2: Translater −→p3 selon l’orientation (respectivement l’orientation contraire) et la longueur
du segment. Nous notons le point translaté −→p4
Algorithme 7.7 : Rotation d’un segment d’EVAA par un point quelconque
1: Choisir le point de translation, généralement celui-ci appartient au segment, noté −→prot.
2: Calculer la distance d1 entre
−→prot et le départ du segment −→p1
3: Calculer l’orientation α1 de
−−−→prot p1
4: Calculer l’orientation α′1 = α1 + angleRotation de
−−−→prot p1, avec −→p3 le futur point du
segment translaté.
5: Translater −→prot selon l’orientation α′1 et la distance d1. Ce point translaté correspond à−→p3 .
6: Translater −→p3 selon l’orientation orientationSegment + angleRotation et la distance du
segment. Ce point translaté correspond à −→p4 .
L’Agent Partie modifie selon l’axe dont la criticité est maximale (parmi tous les axes) dans
le but de diminuer celle-ci (algorithme 7.8).
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Figure 7.11 – Illustration de translation d’une partie de trajectoire (les étapes correspondent
à celles de l’algorithme 7.6)
Figure 7.12 – Illustration de la rotation d’une partie de trajectoire (les étapes correspondent
à celles de l’algorithme 7.7)
Pour l’action 2, la substitution d’une partie de trajectoire par une autre se fait en re-
quérant des parties de trajectoires proches dans la base de données de trajectoire (Partie-
TrajectoireBDT[] getDonneesBDT()), en évaluant chacune de ces parties de trajectoire (Critpart
calculerCriticiteAnticipePartie(PartieTrajectoireBDT)), et en choisissant celle qui fait diminuer
le plus la criticité maximale actuelle (algorithme 7.9).
L’évaluation de l’action 3 d’ajout d’une nouvelle partie de trajectoire entre un Agent Par-
tie et l’un de ses deux voisins, se fait par l’évaluation de la somme des criticités de ces 2
Agents Parties et sa comparaison avec la somme des deux criticités anticipées des Agents Par-
ties avec celle du nouveau Agent Partie (algorithme 7.10). L’évaluation de l’ajout se fait en
amont de l’Agent Partie dans la trajectoire (Critpart calculerCriticiteAnticipePartieAjouterAvant
(PartieTrajectoireBDT)), et en aval (Critpart calculerCriticiteAnticipePartieAjouterApres (Partie-
TrajectoireBDT)), afin d’évaluer les différentes possibilités. La figure 7.13 illustre l’ajout en
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Algorithme 7.8 : Modification d’une partie de trajectoire d’un Agent Partie
1: PartieTrajectoire pt
2: pt←modifierPartie(partieTrajectoireActuelle) // L’Agent Partie calcule la modification
de sa partie de trajectoire actuelle
3: Renvoyer new ActionPartie(Modifier(pt), calculeCriticiteAnticipePartie(pt)) // L’Agent
Partie calcule sa criticité anticipée s’il effectue cette action
Algorithme 7.9 : Substitution d’une partie de trajectoire d’un Agent Partie
1: PartieTrajectoireBDT[] ps
2: Critpart[] cs
3: ps← getDonnesBDT() // L’Agent Partie cherche dans la base de données de trajectoires
des parties de trajectoires qui pourraient convenir à la substitution
4: pour k← 1 à ps.taille() faire
5: cs[k]← calculerCriticiteAnticipePartie(ps[k]) // L’Agent Partie calcule la criticité
anticipée de la substitution de la partie de trajectoire partieTrajectoireOriginale par la
partie de trajectoire ps[k]
6: fin pour
7: Soit lmin / cs[lmin] = min
l
cs[l] // L’ Agent Partie détermine la partie de trajectoire qui fait
le plus diminuer la criticité
8: Renvoyer new ActionPartie(Substitution(ps[lmin]), cs[lmin])
amont (AP′5) et en aval (AP′7) d’un Agent Partie pour l’Agent Partie AP6 (à des fins de clarté,
nous ajoutons une partie de trajectoire différente).
Figure 7.13 – Illustration de l’ajout d’une partie de trajectoire
L’évaluation de l’action 4 de suppression de l’Agent Partie se fait par évaluation de la cri-
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Algorithme 7.10 : Ajout d’une partie de trajectoire d’un Agent Partie
1: PartieTrajectoire[] ps
2: Critpart[] csApres
3: Critpart[] csAvant
4: ps← getDonnesBDT() // L’Agent Partie cherche dans la base de données de trajectoires
des parties de trajectoire qui pourraient convenir à l’ajout
5: pour k← 1 à ps.taille() faire // Pour chaque partie de de trajectoire ps[k], l’Agent Partie
calcule la criticité anticipée de l’ajout de ps[s] avant ou après lui
6: csAvant[k]← calculerCriticiteAnticipePartieAjoutAvant(ps[k])
7: csApres[k]← calculerCriticiteAnticipePartieAjoutApres(ps[k])
8: fin pour
9: Soit lmin,avant / csAvant[lmin] = min
l
csAvant[l] // L’Agent Partie détermine la partie de
trajectoire qui diminue le plus la criticité si elle est ajoutée avant lui
10: Soit lmin,apres / csApres[lmin] = min
l
csApres[l] // L’Agent Partie détermine la partie de
trajectoire qui diminue le plus la criticité si elle est ajoutée après lui
11: si csAvant[lmin,avant] > csApres[lmin,apres] alors // L’Agent Partie détermine lequel des
deux ajouts (avant ou après) diminue le plus la criticité, et renvoi l’action appropriée
12: Renvoyer new ActionPartie(Ajouter(Apres,ps[lmin,apres]), csApres[lmin,apres])
13: sinon
14: Renvoyer new ActionPartie(Ajouter(Avant,ps[lmin,avant]), csAvant[lmin,avant])
15:
16: fin si
ticité maximale actuelle totale de l’Agent Partie avec celle de ses 2 voisins, et l’évaluation de
la criticité totale de ses 2 voisins sans lui (Critpart calculerCriticiteAnticipePartieSupprimer()).
Tant que ses différentes sous-criticités ne sont pas nulles, l’Agent Partie étudie les dif-
férentes actions possibles (modifier, substituer, ajouter, se supprimer), et choisit l’action qui
diminue le plus sa criticité (algorithme 7.11), applique l’action associée (modifier sa partie de
trajectoire, substituer sa partie de trajectoire, ajouter une partie de trajectoire, se modifier),
et indique à son Agent Trajectoire (AgentTrajectoire agentTrajectoire) et à ses deux Agents Parties
voisins (AgentPartie agentPartieVoisin) son nouvel état (void envoyerEtatPartie(@AgentPartie),
void envoyerEtatPartie(@AgentTrajectoire)). Si l’action est un ajout, l’Agent Partie crée un nou-
vel agent (AgentPartie creerAgentPartie(PartieTrajectoireBDT)), et ce nouveau agent indiquera
son existence à l’Agent Trajectoire (void envoyerNouvellePartie(@AgentTrajectoire)) et à ses
Agents Parties voisins (void envoyerNouvellePartieVoisine(@AgentPartie)). Si l’action est une
suppression, l’Agents Parties indique à son Agent Trajectoire et à ses deux Agents Parties voi-
sins sa suppression (void envoyerSupressionPartie(@AgentTrajectoire) et void envoyerSupression-
PartieVoisine(@AgentPartie)).
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Algorithme 7.11 : Comportement de l’agent Agent Partie
1: PartieTrajectoireBDT[] ps
2: ActionPartie[] acs // Table contenant l’évaluation de l’ensemble des actions de l’Agent
Partie
3: ActionPartie ac // Variable temporaire qui recevra l’action choisie
4: si Critpart 6= −→O alors // Si la criticité de l’Agent Partie est non nulle, il essaye de
diminuer celle-ci
5: ps← getDonneesBDT()
6: acs[1]←modifierPartie() // L’Agent Partie calcule la meilleure modification de sa
partie de trajectoire et sa criticité anticipée associée
7: acs[2]← substituerPartie(ps) // L’Agent Partie calcule la meilleure substitution de sa
partie de trajectoire et sa criticité anticipée associée
8: acs[3]← supprimerPartie() // L’Agent Partie calcule la criticité anticipée de son
voisinage s’il se supprime
9: acs[4]← ajouterPartie(ps) // L’Agent Partie calcule le meilleur ajout et la criticité
anticipée de son voisinage associée
10: ac← choisirChangementPartie(acs) // L’Agent Partie détermine l’action qui fait le
plus diminuer sa criticité anticipée
11: ac.appliquer() // L’Agent Partie applique l’action
12: etatPartie(agentTrajectoire) // L’Agent Partie envoi son nouvel état à son Agent
Trajectoire
13: pour tout AgentPartie a ∈ agentsPartieVoisin faire
14: envoyerEtatPartie(a) // L’Agent Partie envoi son nouvel état à ses Agents Parties
voisins
15: fin pour
16: fin si
7.8 Présentation de l’Agent Extrémité
Un Agent Extrémité correspond à un point d’arrivée ou de départ d’une entité mobile.
Une trajectoire commence forcément par un Agent Extrémité et se termine aussi par un Agent
Extrémité. En fonction de la finalité de la simulation, ces points peuvent être des points réels
de départ et d’arrivée c’est-à-dire un point d’où l’Agent EM s’arrête ou part (par exemple
un aéroport, un parking), ou alors un point d’entrée ou de sortie de la simulation, c’est-à-
dire les limites géographiques de l’espace simulé (par exemple les limites d’un secteur en
aéronautique).
La figure 7.14 décrit la structure de l’Agent Extrémité utilisée dans la suite.
Un Agent Extrémité se caractérise par sa position dans l’espace (Position position), par
exemple une position en longitude, latitude, altitude, et par un planning des arrivées et dé-
parts qui sont effectués depuis cet Agent Extrémité (Planning planningArriveDepart). D’autres
caractéristiques peuvent compléter ces deux dernières, afin de représenter des contraintes
sur l’entité que représente l’agent (Caracteristiques[] caracteristiquesExtr). Par exemple, il est
possible d’ajouter des contraintes sur le nombre d’entités mobiles qui peuvent apparaître
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Figure 7.14 – Structure de l’Agent Extrémité
ou disparaître en même temps (par exemple, un aéroport avec une piste ne peut pas faire
atterrir ou décoller plus d’un avion à la fois), sur leur nombre total (par exemple dans le
trafic routier, un parking n’a pas un nombre illimité de places).
Son but est d’assurer le réalisme du trafic qui part et arrive à lui, c’est-à-dire de son plan-
ning des arrivées et des départs, mais aussi de respecter les différentes caractéristiques qui
le définissent. Son but est donc à la fois d’assurer la création du trafic dit "contextuel", mais
aussi que les départs et les arrivées soient réalistes pour lui, c’est-à-dire qu’ils correspondent
à un trafic habituel et faisable.
Sa criticité Critextr est donc composée de la criticité de son planning, Critextr,plan, et de la
criticité de ses caractéristiques, Critextr,char.
Critextr = (Critextr,plan, Critextr,char)
Afin de satisfaire ses buts, l’Agent Extrémité connaît les parties de trajectoires qui partent
et arrivent à lui (PartieTrajectoireBDT[] partiesTrajectoire), et s’assure que chacune de ces par-
ties de trajectoires soient utilisées dans une trajectoire, de la manière la plus réaliste possible.
Pour cela, l’agent a la capacité de créer des Agents Trajectoires (AgentTrajectoire creerAgentTra-
jectoire (PartieTrajectoireBDT)) dont le but est de générer des trajectoires réalistes satisfaisant
ses contraintes, et de générer des Agents EM pour parcourir ces trajectoires (AgentEM creerA-
gentEM()). Il peut également supprimer des Agents Trajectoires qui gêneraient la génération
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du trafic dit "situationnel" (void supprimerAgentTrajectoire(AgentTrajectoire)), c’est-à-dire du
trafic qui génère des situations requises par le scénariste, libérant ainsi des créneaux pour
les Agents EM impliquées dans ces situations.
Dans notre système, le planning de l’Agent Extrémité est l’équivalent d’un ensemble de
parties de trajectoires, qui correspondent à l’ensemble des arrivées et départs de cette extré-
mité. La criticité Critextr,plan est alors un ensemble de criticités pour chacun de ces départs et
arrivées, noté Critextr,char,i.
Critextr,char,i =
{
Critextr,char,i
}
Chaque Critextr,char,i est l’équivalent de la criticité de réalisme du point de vue du trafic de
l’Agent Partie (Critpart,tra f f ), appliquée en un point. Ce point est le point d’arrivée, si la partie
de trajectoire arrive à l’Agent Extrémité, ou est le point de départ, si la partie de trajectoire
part à l’Agent Extrémité.
Ainsi, Critextr,char,i est composée d’au moins 4 sous-criticités que nous notons
Critextr,comp,i,l , l ∈ J1, 4K selon les axes des Agents Parties (géographique, temporelle, alti-
tude, vitesse). Le calcul de ces criticités se fait de la même manière que Critpart,tra f f l , selon la
fonction 7.4 appliquée au couple (v1, v2), qui correspond au point d’arrivée de la partie de
trajectoire actuelle (respectivement de départ) (v1), telle que l’utilise l’Agent Trajectoire et par
extension l’Agent Partie (la trajectoire est transmise), et au point d’arrivée de la partie de tra-
jectoire originale (respectivement de départ) (v2). La figure 7.15 illustre la distance d1(v1, v2)
pour l’axe géographique.
C(x) =
 1000dmax,l (dl(v1, v2)) if (dl(v1, v2)) < dmax,l1000 if (dl(v1, v2)) ≥ dmax,l (7.4)
Figure 7.15 – Illustration des distances utilisées pour calculer la criticité de planification
l’Agent Extrémité pour l’arrivée i selon l’axe géographique, Critextr,char,i
Le calcul de la criticité Critextr,char dépend de la nature de l’extrémité, et donc de son
implémentation.
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7.9 Présentation de l’Agent Entité Mobile
L’Agent EM évolue uniquement durant la phase de simulation. Son but est soit d’étudier la
faisabilité d’une trajectoire τi donnée par son Agent Trajectoire, soit de participer à la création
d’un trafic contextuel, le tout en évitant d’entrer en collision avec les autres Agents EM, et
en notifiant son Agent Trajectoire de sa difficulté à suivre sa trajectoire. Pour cela, l’Agent EM
évolue dans son environnement en fonction de ce qu’il perçoit dans sa zone de perception.
La zone de perception de l’Agent EM est l’espace autour de sa position dans lequel
l’Agent Entité Mobilei (Agent EMi) percoit les Agent Entité Mobilej (Agent EMj) voisins. Nous
notons Zpi la zone de perception de l’Agent EMi. Ainsi cette zone doit être définie pour
permette à l’Agent EM d’effectuer correctement sa tâche qui est d’atteindre sa destination
tout en évitant les collisions. Dans notre système, elle est définie par la portée des échanges
de messages.
Afin d’atteindre ses buts, l’Agent EM utilise ses différentes compétences, qui sont de 2
types : la communication et le déplacement. De par les différentes contraintes physiques
qui régissent leurs mouvements, les Agents EM modifient leur trajectoire dans une certaine
enveloppe. Par exemple, une voiture classique ne passe pas de 0 à 100 km.h−1 en moins
d’une seconde. De même, la plupart des avions ne peuvent pas voler sans vitesse horizontale
en vol soutenu.
Pour prendre en compte ses contraintes, l’Agent EM effectue des actions qui corres-
pondent à ses capacités. Les actions qu’il peut effectuer correspondent à différentes sous-
actions sur ses différents degrés de liberté. Par exemple, un avion peut ralentir et tourner en
même temps.
Dans notre approche, nous ne considérons pas tout l’espace des actions possibles par
l’entité mobile, qui est infini puisque la majorité (sinon la totalité) des dimensions sur les-
quelles l’Agent EM peut agir sont des espaces continus (comme par exemple, la vitesse).
Ainsi, nous considérons un échantillonage des actions possibles à l’instant t, qui est utilisé
pour décider de la meilleure action à réaliser. Par exemple, dans le domaine aéronautique,
les actions consistent en toutes les combinaisons possibles entre une modification de vi-
tesse (accélérer, ne pas modifier la vitesse, ralentir), une modification d’orientation (tourner
à gauche, ne pas tourner, tourner à droite), et une modification de l’altitude (monter, ne pas
modifier l’altitude, descendre) (figure 7.16).
Dans ce qui suit, nous notons Aci l’ensemble des actions de l’Agent EMi.
Aci =
{
Aci,k
}
0<k≤n (n étant le nombre d’actions possibles)
Les communications entre les Agents EM ont été volontairement limitées en contenu. Le
contenu de ces messages est le suivant :
— La position de l’entité mobile Mi, notée
−→pi .
— Le vecteur vitesse de l’entité mobile Mi, noté
−→v i.
— La criticité de l’entité mobile (détaillée dans la section 7.9.1), notée Criti.
Les Agents EM communiquent entre eux dans leur zone de perception Zpi, mais ne
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Figure 7.16 – Un avion et ses différentes actions
dialoguent pas, c’est-à-dire que les messages qu’ils s’envoient ne sont pas des réponses à
d’autres messages.
Le comportement de l’Agent EM suit un cycle de vie présenté par l’algorithme 7.12.
Algorithme 7.12 : Cycle de vie d’un Agent EMi le long de sa trajectoire
1: repeter
2: Perception : Récupérer la criticité et la situation dynamique actuelle (position+vecteur
vitesse) des Agents EMj voisins se trouvant dans sa zone de perception notée Zpi;
3: Décision : Calculer la criticité de chaque action possible Aci,k et décider de l’action qui
minimise la criticité des voisins et la sienne;
4: Action : Effectuer l’action décidée Aci,kdecided et informer le voisinage de sa nouvelle
criticité et sa nouvelle situation;
5: tant que Mi n’est pas arrivé à destination
L’Agent EM effectue ce cycle de vie jusqu’à ce qu’il atteigne sa destination. Le calcul des
différentes mesures de criticités utilisées et le fonctionnement détaillé de son raisonnement
est décrit dans les sections suivantes.
7.9.1 Criticité d’un Agent EM Criti
Nous présentons dans cette section les différentes mesures permettant de calculer la cri-
ticité utilisée par les Agents EM, en partant de la criticité la plus générale pour aller vers la
plus spécifique. Cette hiérarchie de criticité est résumée dans la figure 7.17.
L’Agent EMi tel que nous l’avons défini, a 2 buts, qui sont de suivre sa trajectoire et
d’éviter les collisions. Ainsi la criticité de l’Agent EMi se définit comme un couple :
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Criti

Criti,coll

Criti,k,coll

Criti,j,k,coll

Criti,j,k,coll,time = Crit1,j,k
Criti,j,k,coll,dist = Crit2,j,k︸ ︷︷ ︸
Les 2 composantes de la criticité anticipée
de collision de l’Agent EMi avec les Agents EMj s’il effectue Aci,k
.
.︸ ︷︷ ︸
L’ensemble des criticités anticipées de collision
de l’Agent EMi avec l’Agent EMj s’il effectue Aci,k
.
.︸ ︷︷ ︸
Les criticités anticipées de collision de l’Agent EMi pour l’ensemble des Aci,k︸ ︷︷ ︸
Criticité de collision de l’Agent EMi
Criti,traj = Critpart, f eas

Criti,k,traj

Crit3,k
Crit4,k
Crit5,k︸ ︷︷ ︸
Les trois composantes de la criticité anticipée
de trajectoire de l’Agent EMi s’il effectue Aci,k
.
.︸ ︷︷ ︸
L’ensemble des criticités anticipées de trajectoire de l’Agent EMi pour l’ensemble des Aci,k︸ ︷︷ ︸
Criticité de trajectoire de l’Agent EMi︸ ︷︷ ︸
Criticité de l’Agent EMi
Figure 7.17 – Une vue hiérarchique des criticités de l’Agent EMi
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Criti = (Criti,traj, Criti,coll)
Avec :
— Criti,traj, la criticité de l’Agent EMi par rapport à la trajectoire,
— Criti,coll , la criticité de l’Agent EMi par rapport à la collision.
La criticité à un instant t de l’Agent EMi correspond à la criticité de l’action qu’il effectue,
ainsi, nous avons :
Criti,traj = Criti,kdecided,traj
Et,
Criti,coll = Criti,kdecided,coll
Avec kdecided, le numéro de l’action Aci,kdecided que l’Agent EMi effectue. La criticité Criti,traj
qui correspond à la criticité Critpart, f eas est envoyée à son l’Agent Trajectoire, qui la renvoie à
l’Agent Partie correspondant.
L’Agent EMi décide à chaque cycle de vie d’une action parmi l’ensemble d’actions Aci,k.
Pour cela, il évalue la criticité des différentes actions Aci,k selon les 2 critères précédents, à
savoir la collision et le suivi de trajectoire. Nous notons :
— Criti,k,traj, la criticité de l’Agent EMi par rapport à la trajectoire s’il effectue l’action Aci,k.
— Criti,k,coll , la criticité de l’Agent EMi par rapport à la collision s’il effectue l’action Aci,k.
Enfin, la criticité anticipée de l’Agent EMi s’il effectue l’action Aci,k est notée
Criti,k = (Criti,k,traj, Criti,k,coll)
La criticité anticipée de trajectoire de l’Agent EMi par rapport à la trajectoire s’il effectue
l’action Aci,k, Criti,k,traj, correspond à l’éloignement entre l’Agent EMi et sa trajectoire voulue
τi donnée par son Agent Trajectoire. Cette criticité est communiquée ensuite à l’Agent Trajec-
toire, qui la communique à l’Agent Partie concerné. S’il le peut, c’est-à-dire si cela n’implique
pas de rapprochement trop important entre son entité mobile et un obstacle, l’Agent EMi
suit sa trajectoire.
Suivre la trajectoire τi revient à suivre les différentes parties de la trajectoire qui la com-
posent. Ainsi, la criticité de la trajectoire est évaluée par rapport à la partie de la trajectoire
qui est suivie actuellement par l’Agent EMi. Cette criticité, Criti,k,traj, est composée de 3 criti-
cités, Crit3,k, Crit4,k, Crit5,k :
Criti,k,traj = (Crit3,k, Crit4,k, Crit5,k)
Le calcul de ces 3 criticités anticipées dépend de la notion de partie de trajectoires utilisée
(voir chapitre 8 pour un exemple). Dans AGATS, nous considérons que ce sont des segments,
néanmoins, l’utilisation et le sens de ces criticités restent les mêmes si la partie de trajectoire
change de nature, et nous considérons que toute partie de trajectoire peut se découper en
segments :
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— Crit3,k est fonction de la distance entre la partie de la trajectoire et l’Agent EMi au pro-
chain cycle de vie (t + 1) si l’Agent EMi effectue l’action Aci,k. Crit3,k sert à rapprocher
l’Agent EMi de sa trajectoire.
Crit3,k = min−→x ∈[−−→pstart,−−→pend]
{||−→pi,k(t + 1)−−→x ||}
L’algorithme 7.13 permet de calculer le point −→x pour lequel la distance ||−→pi,k(t + 1)−−→x || est minimale.
— Crit4,k est fonction de la distance entre l’Agent EMi et la destination de la partie de la
trajectoire −→pend au prochain cycle de vie (t + 1) si l’action Aci,k est effectuée. Crit4,k sert
à rapprocher l’Agent EMi de la fin de la partie de la trajectoire.
Crit4,k = ||−→pi,k(t + 1)−−→pend||
— Crit5,k est fonction de l’angle αk entre la partie de trajectoire et le vecteur vitesse de
Agent EMi au prochain cycle de vie (t + 1) si l’action Aci,k est effectuée. Crit5,k sert à
orienter l’Agent EMi dans le bon sens de la trajectoire.
Crit5,k =
0 if αk < pi2100pi
2
× (αk − pi2 ) if αk ≥ pi2
Algorithme 7.13 : Calcul de la projection généralisée d’un point sur un segment
1: Calculer −→qi,k(t + 1) le projeté de −→pi,k(t + 1) sur la droite D contenant le segment ;
2: si −→qi,k(t + 1) ∈ [−−→pstart,−→pend] alors
3: Retourner −→qi,k(t + 1);
// La projection de −→pi,k(t + 1) sur la droite appartient au segment, comme la
projection de A dans la figure 7.18
4: sinon si ||−→qi,k(t+ 1)−−−→pstart|| > ||−→qi,k(t+ 1)−−→pend|| alors // Sinon, l’algorithme renvoie
l’extrémité la plus proche
5: Retourner −→pend ;
// L’extrémité la plus proche est −→pend, comme pour A” dans la figure 7.18
6: sinon
7: Retourner −−→pstart ;
// L’extrémité la plus proche est −−→pstart, comme pour A’ dans la figure 7.18
8: fin si
Dans la suite, nous considérons qu’une trajectoire est une suite de segments. Suivre une
trajectoire revient à suivre chaque partie de trajectoire, et à effectuer la transition d’une par-
tie de trajectoire à l’autre. Nous décrivons dans un premier temps le suivi d’une partie de
trajectoire, puis les transitions entres les parties de trajectoires.
Lors du suivi de sa partie de trajectoire actuelle, l’Agent EMi utilise les criticités Crit3,k,
Crit4,k et Crit5,k, dans 2 ordres leximin possibles :
— (Crit5,k, Crit3,k, Crit4,k), cet ordre est utilisé pour que l’Agent EMi rejoigne au plus vite
sa trajectoire
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Figure 7.18 – Illustration de la distance minimale entre un point et un segment.
— (Crit5,k, Crit4,k, Crit3,k), cet ordre est utilisé pour que l’Agent EMi rejoigne au plus vite
sa destination
Coopérativement, l’Agent EMi rejoint sa partie de trajectoire au plus vite afin de la suivre
au maximum, et de satisfaire cette partie de trajectoire. Pour ce faire, il passe d’un ordre à
l’autre. Le choix de l’ordre est résumé par l’algorithme 7.14. Nous décrivons dans la suite
cet algorithme et le calcul des seuils pour décider de l’ordre, qui passe par l’approximation
d’un cercle par un polygone.
De manière mathématique, plus on augmente le nombre m de faces d’un polygone régu-
lier, plus celui-ci se rapproche d’un cercle, de telle manière que (travaux d’Archimède pour
déterminer le nombre pi) :
lim
m→∞ Polygone(m) = Cercle
Ce résultat peut se voir graphiquement dans les images a et b de la figure 7.19. Le péri-
mètre d’un polygone régulier à m côtés inscrit dans un cercle de rayon r est de 2msin( pim )r.
Dans notre implémentation, le virage maximum est de 3 deg .s−1, et nous allons jusqu’à
5 deg .s−1 dans l’étude de sensibilité, avec ces virages, nous faisons respectivement une er-
reur de 0.046% et 0, 127% sur le périmètre du polygone en approximant les polygones de la
suite comme étant des cercles.
Pour décider de l’ordre à appliquer, l’Agent EMi utilise deux seuils adaptatifs, R et β,
illustrés dans la figure 7.20.
Le premier seuil, R, est un seuil "gros grain" qui permet de savoir si l’Agent EMi est loin
de son segment, et dans ce cas doit le rejoindre. Pour R, si l’Agent EMi effectue un virage à
vitesse constante ||−→vi,k|| et vitesse de rotation constante α˙, celui-ci effectue un cercle (ou une
approximation satisfaisante), en un nombre de cycles de vie égal à 2piα˙ , ce qui veut dire que
le périmètre R du cercle est :
R = ||−→vi,k||2piα˙
Si la distance r = min−→x ∈segment
{||−→pi,k(t + 1)−−→x ||} entre l’Agent EMi et la partie de trajec-
toire est supérieure à R, l’Agent EMi se dirige directement vers la partie de trajectoire pour
122 Augustin Degas
7.9. Présentation de l’Agent Entité Mobile
(a) Polygone régulier à 20 côtés (b) Polygone régulier à 50 côtés
Figure 7.19 – Approximation d’un cercle par un polygone régulier à n côtés
la rejoindre en utilisant l’ordre leximin (C5,i,k, C4,i,k, C3,i,k).
Dans le cas où r < R, l’Agent EMi utilise le deuxième seuil, β. Le seuil β correspond
à l’angle optimal que devrait avoir l’Agent EMi pour rejoindre son segment, et permet de
rejoindre la trajectoire le plus souplement possible. Cette angle est déterminé de la manière
suivante :
β = acos(
R− r
R
);
L’Agent EMi compare alors l’angle γ = (
−→vi,k,−−−−−→pstart pend) (l’angle que fait le vecteur vitesse
de l’Agent EMi avec la partie de trajectoire) et l’angle optimal β, dans le but de réduire à
0 la différence entre ces deux angles. Si l’on considère que l’Agent EMi est à gauche de sa
partie de trajectoire actuelle (c’est-à-dire si θ > 0, sinon inverser le signe de β et considérer
les inégalités dans l’autre sens), alors :
— si γ ≥ β alors l’Agent EMi utilise l’ordre (C5,i,k, C3,i,k, C4,i,k), pour se rapprocher de la
partie de trajectoire actuelle et faire décroître l’angle γ jusqu’à β,
— sinon l’Agent EMi utilise l’ordre (C5,i,k, C4,i,k, C3,i,k), pour s’orienter vers la destination
de sa partie de trajectoire actuelle, et faire décroître l’angle γ jusqu’à β.
Coopérativement, l’Agent EMi change d’une partie de trajectoire à l’autre, en équilibrant
la criticité de suivi des deux parties de trajectoires, c’est-à-dire en suivant autant l’une que
l’autre.
Si les parties de trajectoires sont jointes, l’Agent EMi suit coopérativement la première
partie de trajectoire jusqu’à ce que la limite de sa vitesse de rotation l’oblige à passer à l’autre
partie de trajectoire. Dans cette optique, l’Agent EMi suit la partie de trajectoire jusqu’à être
à une distance L de la destination de celle-ci qui correspond au début de l’autre partie de
trajectoire (figure 7.21). Lorsqu’il est à une distance inférieure à L de la destination, l’Agent
EMi change de partie de trajectoire.
Pour calculer L, remarquons que le centre du cercle (figure 7.21) est sur la bissectrice de
l’angle β, par conséquent, nous avons bien L de chaque côté et ainsi :
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Figure 7.20 – Illustration de l’algorithme de décision pour le classement des criticités
Algorithme 7.14 : Choix de l’ordre des criticités pour le suivi de segment
1: Calculer R = ||−→vi,k|| 2piα˙
2: Calculer r = min−→x ∈segment
{||−→pi,k(t + 1)−−→x ||}
3: si r > R alors
4: Calculer l’angle θ = (−−−−−→pstart pend,
−−−−−−→
pstart pi,k(t)) ;
5: Calculer l’angle β = acos(R−rR ) ;
6: Calculer l’angle γ = (−→vi,k,−−−−−→pstart pend)
7: si (θ ≥ 0∧ γ ≥ β) ∨ (θ ≤ 0∧−β ≥ γ) alors
8: Renvoyer (C5,i,k, C3,i,k, C4,i,k)
9: sinon
10: Renvoyer (C5,i,k, C4,i,k, C3,i,k)
11: fin si
12: sinon
13: Renvoyer (C5,i,k, C4,i,k, C3,i,k)
14: fin si
R
L
= tan β
Si les parties de trajectoire sont non jointes, le point B qui était commun aux deux parties
est remplacé par le point B1 qui est la fin de la partie de trajectoire actuelle et B2 qui est le
début de la partie de trajectoire suivante (figure 7.22). Ainsi, si l’Agent EMi est à une distance
≤ L de B2, il décide de changer de partie de trajectoire et de passer au suivant, de même, s’il
est à une distance ≤ de de B1. Le seuil de a été configuré comme étant la distance parcourue
par l’Agent EMi en un cycle de vie.
L’algorithme 7.15 résume ce raisonnement pour les parties de trajectoires non jointes, et
jointes.
La criticité anticipée de collision de l’Agent EMi par rapport à la collision s’il effectue
l’action Aci,k, Criti,k,coll , correspond au maximum des criticités anticipées Criti,j,k,coll pour
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Figure 7.21 – Illustration de l’algorithme de décision pour le changement de parties de tra-
jectoires lorsque les parties sont jointes
Figure 7.22 – Illustration de l’algorithme de décision pour le changement de parties de tra-
jectoires lorsque les parties sont disjointes
l’ensemble des Agents EMj dans sa zone de perception.
Algorithme 7.15 : Changement de segment
1: Calculer R = ||−→vi,k|| 2piα˙
2: Calculer d1 = ||−−→pi(t)−−→B1||
3: Calculer d2 = ||−−→pi(t)−−→B2||
4: Calculer L = Rtan β
5: Retourner L > d2||de > d1
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Criti,k,coll = max
j
Criti,j,k,coll
Chaque criticité Criti,j,k,coll est la criticité anticipée de collision de l’Agent EMi avec l’Agent
EMj s’il effectue l’action Aci,k. Une collision correspond à un rapprochement dans le temps.
Ainsi la criticité Criti,j,k,coll est une fonction de la distance entre les 2 trajectoires des Agents
EM. Afin de déterminer cette criticité nous avons décidé :
— de baser son calcul sur une extrapolation appelée nominal projection dans la littérature
[Kuchar and Yang, 2000]. Cette extrapolation consiste à considérer que Mj évolue de la
même manière qu’il évolue actuellement, c’est-à-dire en suivant les vecteurs vitesses
communiqués et perçus par l’Agent EMi, ce qui permet de calculer une potentielle in-
tersection de manière simple,
— de nous concentrer sur la distance entre les mobiles Mi et Mj à un instant t si Mi effectue
l’action Aci,k, distance que nous notons di,j,k(t),
— de considérer que les Agents EM peuvent être réduits à des points, ou englobés dans
des sphères.
La première hypothèse permet de prendre des décisions sur des éléments simples, et
rapides à calculer, et se justifie par le fait que cette prise de décision est très régulière. Ainsi, si
l’Agent EMj venait à modifier sa trajectoire, il la modifierait peu, et surtout, le prochain cycle
de décision de l’Agent EMi viendrait rapidement corriger l’erreur induite par l’hypothèse.
Les 2 autres hypothèses sont justifiées par le contexte du système : nous voulons éviter tout
type de collisions (une collision de côté est aussi grave qu’une collision de face).
Afin de calculer cette distance di,j,k(t), nous utilisions la norme euclidienne notée ||.|| sur
n’importe quel espace Rn pour donner la distance di,j,k(t) = ||−→pi,k(t)−−→pj (t)||.
Nous utilisons la valeur minimale de la fonction di,j,k(t), noté dmin,i,j,k, et le temps tmin,i,j,k
où cette distance minimale est atteinte pour déterminer cette criticité anticipée, et décider
des actions à effectuer. Les valeurs de distance et de temps sont utilisées dans deux criticités
distinctes qui composent Criti,j,k,coll :
Criti,j,k,coll = (Crit1,j,k, Crit2,j,k)
avec :
— Crit1,j,k, la criticité associée à dmin,i,j,k
— Crit2,j,k, la criticité associée à tmin,i,j,k
Avec ces hypothèses, nous avons la valeur minimale de la distance entre l’Agent EMi
avec l’Agent EMj si l’Agent EMi effectue l’action Aci,k :
dmin,i,j,k = min
t≥0
(di,j,k(t)) = min
t≥0
||−→pi,k(t)−−→pj (t)|| (7.5)
Avec −→pi,k(t) la position de l’Agent EMi s’il effectue l’action Aci,k en fonction du temps, et−→pj (t) la position de l’Agent EMj.
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Puisque les vecteurs vitesses −→vi,k et −→vj sont considérés comme constant, dmin,i,j,k peut
s’écrire :
dmin,i,j,k = min
0≤t
||(−→pi,k(0) + t.−→vi,k)− (−→pj (0) + t.−→vj )||
L’instant où cette distance minimale est atteinte, tmin,i,j,k, est la valeur à laquelle la dérivée
de ||(−→pi,k(0) + t.−→vi,k − (−→pj (0) + t.−→vj )|| est nulle. Intuitivement, cette équation a au plus une
solution puisque les 2 mobiles avancent en mouvement rectiligne uniforme, ce qui veut dire
que soit ils avancent en parallèle, soit ils se rapprochent l’un de l’autre puis s’éloignent.
Mathématiquement, cette équation admet exactement un minimum puisque c’est la racine
carrée d’une équation vectorielle du second degré, sous réserve que −→vi,k et −→vj ne soient pas
égaux. On peut donc se permettre d’étudier son carré :
di,j,k(t)2 = ||(−→pi,k(0) + t.−→vi,k − (−→pj (0) + t.−→vj )||2
=
(
(−→pi,k(0)−−→pj (0)) + t(−→vi,k −−→vj )
)
.
(
(−→pi,k(0)−−→pj (0)) + t(−→vi,k −−→vj )
)
= ||−→pi,k(0)−−→pj (0)||2 + 2t(−→pi,k(0)−−→pj (0)).(−→vi,k −−→vj ) + t2||−→vi,k −−→vj ||2
dont la dérivée est,
d
dt
(
di,j,k(t)2
)
= 2(−→pi,k(0)−−→pj (0)).(−→vi,k −−→vj ) + 2t||−→vi,k −−→vj ||2
qui s’annule pour,
tmin,i,j,k =
−(−→pi,k(0)−−→pj (0)).(−→vi,k −−→vj )
||−→vi,k −−→vj ||2
(7.6)
et de manière évidente,
dmin,i,j,k = di,j,k(tmin,i,j,k) (7.7)
Nous avons constaté qu’en utilisant uniquement tmin,i,j,k dans l’algorithme de décision,
celui-ci avait tendance à effectuer 2 comportements minoritaires mais non voulus :
— Repousser les collisions à plus tard, en faisant augmenter le temps de rapprochement
tmin,i,j,k
— Créer des collisions à un instant t parce que dans un temps T (T > t) la situation sera
bien pire (di,j,k(T) > di,j,k(t))
Afin de pallier à ces comportements, nous considérons l’intervalle de temps[
tstart,i,j,k, tend,i,j,k
]
durant lequel les agents Agent EMi et Agent EMj sont en collision, et nous
repérons les interblocages, qui sont des conflits d’agents, traités dans la section 7.10.3.4.
Nous développons dans ce qui suit le calcul de cet intervalle. Une collision est détectée
si la distance minimale est inférieure à une certaine distance qu’on note dcoll .
dmin,i,j,k < dcoll ⇒ Collision
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Dans le cas où une collision est détectée, nous déterminons l’intervalle
[
tstart,i,j,k, tend,i,j,k
]
de temps durant lequel la collision se produit. Nous utilisons alors, le temps tstart,i,j,k au lieu
de tmin,i,j,k.
Pour calculer cet intervalle, nous résolvons l’équation suivante :
0 ≤ ||(−→pi,k(0) + t.−→vi,k)− (−→pj (0) + t.−→vj )|| ≤ dcoll
⇔ 0 ≤ ||(−→pi,k(0)−−→pj (0)) + t.(−→vi,k −−→vj )||2 ≤ d2coll
Ce qui revient à calculer les 2 racines de :
||(−→pi,k(0)−−→pj (0)) + t.(−→vi,k −−→vj )||2 − d2coll = 0
⇔ ||−→pi,k(0)−−→pj (0)||2 + 2t(−→pi,k(0)−−→pj (0)).(−→vi,k −−→vj ) + t2||−→vi,k −−→vj ||2 − d2coll = 0 (7.8)
Les 2 solutions étant :
tstart,i,j,k =
−b−√δ
2a
(7.9)
tend,i,j,k =
−b +√δ
2a
(7.10)
avec,
δ = b2 − 4ac a = ||−→vi,k −−→vj ||2
b = 2(−→pi,k(0)−−→pj (0)).(−→vi,k −−→vj ) c = ||−→pi,k(0)−−→pj (0)||2 − d2coll
Enfin, si le temps retenu (tmin,i,j,k ou tstart,i,j,k) est inférieur à 0, nous considérons qu’il est
égal à 0.
Ainsi, la criticité anticipée Crit1,j,k est calculée selon l’équation 7.11 et suit la forme dé-
crite dans la figure 7.23
Crit1,j,k =
{
100− 1002dcoll dmin,i,j,k dmin,i,j,k < 2dcoll
0 dmin,i,j,k ≥ 2dcoll
(7.11)
Cette criticité permet de trier les rapprochements entre Mi et les Mj ∈ Zpi (dans la zone
de perception) en fonction de leur gravité en terme de distance. Lorsque la distance est nulle,
la criticité est maximale, et lorsque les 2 mobiles sont au moins à une distance suffisante,
la criticité est nulle. Cette notion de distance "suffisante" est définie comme étant 2 fois la
distance de collision dcoll . La pertinence de ce choix est discutée dans les expérimentations
(section 8.2).
La criticité anticipée Crit2,j,k est calculée selon l’équation 7.12 et suit la forme décrite
dans la figure 7.24.
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Figure 7.23 – La fonction de criticité Crit1,j,k
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Figure 7.24 – La fonction de criticité Crit2,j,k
Crit2,j,k =

100 tmin,i,j,k < tr
100− 1002tr (tmin,i,j,k − tr) tmin,i,j,k ∈ [tr, 3tr]
0 tmin,i,j,k ≥ 3tr
(7.12)
Cette criticité permet de trier les rapprochements entre Mi et les Mj ∈ Zpi en fonction
de leur gravité en terme de temps. Lorsque la collision ou le rapprochement est "trop tôt",
la criticité est maximale. Ensuite, celle-ci doit être nulle lorsque la collision est "suffisam-
ment loin" dans le temps, puisqu’elle est très incertaine et n’arrivera sûrement pas. Nous
considérons le temps que met l’Agent EMi pour traverser sa zone de perception Zpi, noté tr,
comme premier jalon, et 3tr comme deuxième jalon. De même, la pertinence de ces choix est
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discutée dans les expérimentations (section 8.2).
7.9.2 Fonctionnement interne de l’Agent EM
Nous avons présenté précédemment le fonctionnement de l’Agent EMi de manière gé-
nérale. Nous introduisons ici son fonctionnement interne, qui se découpe en 4 types de
modules différents décrits dans les sections suivantes :
— Le Module Perception de l’Agent EM (Module Perception) : c’est le module qui permet à
l’agent de collecter des informations de son environnement. Il y a un Module Perception
par Agent EMi. Son comportement est présenté dans la section 7.9.3.
— Les Modules Voisins de l’Agent EM (Module Voisins) : ils correspondent à la mémoire à
court terme de l’Agent EMi. Il existe un Module Voisin par Agent EMj dans le voisinage,
tel que Mj ∈ Zpi. Leur comportement est présenté dans la section 7.9.4.
— Les Modules Actions de l’Agent EM (Module Actions) : ils correspondent aux actions pos-
sibles de l’Agent EMi. Il existe autant de Module Action que d’actions dans l’ensemble
Aci. Leur comportement est présenté dans la section 7.9.5.
— Le Module Décision de l’Agent EM (Module Décision) : il correspond à la prise de décision
de l’Agent EMi. Il y a un Module Décision par Agent EMi. Son comportement est décrit
dans la section 7.9.6.
Le fonctionnement interne de l’Agent EMi est représenté par la figure 7.25. Cette distri-
bution répond au besoin de généricité, et permet aussi de distribuer les calculs. Le Module
Perception peut recevoir des informations de nombreux capteurs. Les différentes entités mo-
biles qui sont dans le voisinage de l’Agent EMi peuvent être de types différents (par exemple,
dans le trafic aérien nous pouvons avoir des avions de types différents, des drones, des pla-
neurs, parmi d’autres). L’analyse de leur comportement différera en fonction de ce type,
justifiant l’utilisation de plusieurs Modules Voisins. Les actions sont différentes les unes des
autres, et si dans notre système elles correspondent à des modifications du vecteur vitesse,
elles peuvent correspondre à une suite d’actions simples (par exemple tourner à droite puis
à gauche), justifiant l’utilisation de plusieurs Modules Actions. Enfin, le fonctionnement du
Module Décision est indépendant du type des actions.
La figure 7.26 décrit la structure de l’Agent EMi dans sa globalité.
7.9.3 Présentation du Module Perception
Le rôle du Module Perception est d’observer l’environnement de l’Agent EMi et de notifier
ses observations auprès des Modules Voisins.
Le Module Perception peut représenter un système de reconnaissance d’images, le trans-
pondeur d’un avion, ou l’ensemble des capteurs de l’Agent EMi. Dans un système où les
données d’observations sont multiples et multi-modales, ce module est en charge de l’ob-
servation de ces données et de leurs différentes interprétations.
Le Module Perception commence par percevoir son environnement, c’est-à-dire les diffé-
rents messages des Agent EMj ∈ Zpi et les différents obstacles Oi ∈ Zpi. Il envoie ses per-
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Figure 7.25 – Vue globale du fonctionnement interne de l’Agent EMi
Figure 7.26 – Structure de l’Agent EMi
ceptions aux différents Modules Voisins. Ce comportement est représenté dans l’algorithme
7.16.
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Algorithme 7.16 : Comportement du Module Perception
1: Percevoir l’ensemble des Agents EMj dans la zone de perception Zpi de l’Agent EMi.
2: pour tout Les Agents EMj ∈ Zpi faire
3: si Le Module Voisin associé à l’Agents EMj n’existe pas alors
4: creerModuleVoisin()
5: fin si
6: Envoyer l’information perçue au Module Voisin approprié
7: fin pour
7.9.4 Présentation du Module Voisin
Pour accomplir leurs fonctions, les Modules Actions et le Module Décision doivent avoir
une vison de leur environnement à jour et suffisamment détaillée. Cette tâche incombe aux
Modules Voisins, qui sont la mémoire à court terme de l’Agent EMi.
Les Modules Voisins effectuent 2 tâches essentielles pour l’Agent EMi. La première est
d’informer les Modules Actions qui dépendent d’eux de l’état des Agents EMj qu’ils ob-
servent. La deuxième est d’inférer des informations sur l’environnement à partir de ses per-
ceptions, afin de prévoir, de comprendre, voire d’anticiper les déplacements de l’Agent EMj
dans la zone de perception de leur agent, et ainsi améliorer le fonctionnement des autres
modules. Chaque Module Voisin effectue cette tâche pour un Agent EMj qui lui est attribué.
Inférer des informations sur l’environnement à partir des perceptions est utile dans 2 cas.
Dans un premier temps, il est important de déterminer l’état des voisins, même quand les
informations reçues par le Module Voisin (venant du Module Perception) sont incomplètes. Ce
cas est décrit par la situation de non coopération de la section 7.10.3.2. Dans un deuxième
cas, il est intéressant d’inférer des informations qui ne sont pas communiquées. En effet,
les Agents EM ne se communiquent que leur position, leur vecteur vitesse, et leur criticité.
Par conséquent, il est intéressant que l’Agent EMi détermine si des Agents EMj sont en dif-
ficulté (en particulier en situation de non coopération), et comment les aider. Par exemple,
un Agents EMj peut être dans l’incapacité de revenir sur sa trajectoire (situation que nous
décrivons dans la section 7.10.3.5), sans pouvoir communiquer cette information, et il est
alors intéressant que le Module Voisin associé à cet Agent EMj détecte cette situation.
Le Module Voisin effectue cette tâche tant qu’il perçoit l’Agent EMj auquel il est associé
dans son environnement, et se supprime sinon. L’algorithme 7.17 décrit le comportement
du Module Voisin.
7.9.5 Présentation du Module Action
Un Module Action représente une action que peut effectuer l’Agent EMi. Une action cor-
respond à une modification du vecteur vitesse, que ce soit dans son orientation (sa vitesse
de rotation), sa norme (et donc sa vitesse) sur ses différents degrés de liberté. Il y a autant
de Module Action que d’actions Aci,k réalisables par l’Agent EMi.
Chaque Module Action reçoit des informations des Modules Voisins, à partir desquelles
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Algorithme 7.17 : Comportement du Module Voisin
1: DeathCounter ← 0;
2: si a reçu un message de Module Perception alors
3: DeathCounter ← 0;
4: Ajouter cet état à sa mémoire;
5: Inférer informations;
6: Envoyer l’état et les information inférées aux Modules Actions et au Module Décision
(en cas de SNC, voir section 7.10) ;
7: sinon
8: DeathCounter← DeathCounter + 1;
9: si DeathCounter > 2 alors
10: Détruire Module Voisin
11: fin si
12: fin si
Figure 7.27 – Illustration de l’intérêt de la modification d’une action
il calcule la criticité de l’Agent EMi si celui-ci effectue son action Aci,k, à savoir Criti,k,coll et
Criti,k,traj. Il envoie ensuite son action et les criticités associées au Module Décision.
Ce Module Action peut décider de modifier légèrement son action s’il considère que mo-
difier celle-ci peut améliorer la criticité du voisinage ou de l’Agent EMi. Par exemple, sans
modifier les actions, un Agent EMi peut être dans l’incapacité de rejoindre exactement sa
trajectoire, en raison de la discrétisation qui a été faite, et être à une distance faible, mais non
nulle, de celle-ci (figure 7.27) ; en modifiant très légèrement une action, l’Agent EMi peut
alors rejoindre exactement sa trajectoire. Le comportement du Module Action est décrit dans
l’algorithme 7.18.
7.9.6 Présentation du Module Décision
Le Module Décision est la partie de l’Agent EMi qui décide quelle action Aci,kdecided est ef-
fectuée par l’agent.
Pour ce faire, le Module Décision prend en compte à chaque cycle les propositions des
différents Modules Actions, et choisit d’appliquer l’action proposée qui diminue le plus la
criticité locale de l’agent, c’est-à-dire des autres Agents EMj et de lui même. Pour cela, il
133
Le modèle de structuration de simulation de trafic AGATS ("Autonomous GenerAtion of Traffic
Simulations")
Algorithme 7.18 : Comportement du Module Action
1: Calculer Criti,k,traj;
2: Recevoir les différentes informations associées à l’Agent EMj (Critj,
−→pj , −→vj ) ;
3: pour tout Agent EMj faire
4: Calculer Criti,j,k,coll ;
5: Mettre Criti,j,k,coll dans la liste Criti,k,coll ;
6: fin pour
7: tant que Le Module Action modifie son action faire
8: Recalculer Criti,k,traj;
9: pour tout Agent EMj faire
10: Recalculer Criti,j,k,coll ;
11: Mettre à jour Criti,j,k,coll dans la liste Criti,k,coll ;
12: fin pour
13: fin tant que
14: Envoyer Criti,k = (Criti,k,traj, Criti,k,coll) et son action au Module Décision
choisit le sous-ensemble d’actions qui diminue le plus la criticité de l’Agent EM le plus cri-
tique dans sa zone de perception (potentiellement lui même), puis réduit ce sous-ensemble
avec les actions qui diminuent le plus la criticité du deuxième Agent EM le plus critique dans
sa zone de perception, et ainsi de suite, récursivement, jusqu’à ce qu’il n’y ait plus qu’une
action, ou qu’il n’y ait plus d’autres Agents EM (algorithme 7.19).
7.10 Situations de non coopération des agents d’AGATS
Une Situation de Non Coopération (SNC) est une situation dans laquelle un agent, de
par son comportement, ou simplement l’état dans lequel il se trouve, ne peut atteindre son
but, ou empêche d’autres agents d’atteindre leurs buts. Nous décrivons dans cette section
les SNC prévues dans lesquelles peuvent se trouver les différents agents d’AGATS, leur
détection, et leur résolution.
7.10.1 SNC de l’Agent Situation
Cette section va décrire les 2 SNC de l’Agent Situation.
7.10.1.1 SNC 1 : Conflit d’Agent Situation
Deux Agents Situations se gênent dans la génération de leurs situations respectives.
Détection La situation est détectée par deux Agents EM appartenant à deux situations dif-
férentes qui entrent en conflit lors de la phase de simulation.
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Algorithme 7.19 : Comportement du Module Décision
1: Soit L, la liste contenant l’ensemble des couples (Aci,k, Criti,k)
2: Soit V, la liste contenant les couples (Agent EMj,Critj) et le couple (Agent EMi,Criti)
3: Trier V en fonction de Critj, du plus critique au moins critique
4: Ltemp ← L
5: jactuel ← 1 //Cet indice est utilisé dans la suite pour parcourir les Agents EMj voisins
du plus critique au moins critique
6: tant que Ltemp.taille()>1 et jactuel<V.taille() faire
7: si V[jactuel] 6=Agent EMi alors
8: Trouver l’action Aci,k jactuel telle que Criti,jactuel ,k jactuel soit minimale pour tout couple
(Aci,k, Criti,k) dans Ltemp // On cherche l’action qui minimise la criticité avec
l’agent EMjactuel , qui est le jactuelème agent le plus critique. Pour rappel, Criti, j, k est
contenue dans Criti,k
9: Enlever toutes les actions de Ltemp dont la criticité Criti,j,k dans Critj,k est telle que
Criti,jactuel ,k > Criti,jactuel ,k jactuel + e // On enlève toute les actions dont la criticité est
trop élevée par rapport à cette action de criticité minimale
10: sinon
11: Trouver l’action Aci,k jactuel telle que Criti,k jactuel soit minimale pour tout couple (Aci,k,
Criti,k) dans Ltemp // On cherche l’action qui minimise la criticité de l’Agent EMi.
12: Enlever toutes les actions de Ltemp dont la criticité Criti,k est telle que
Criti,k > Criti,k jactuel + e // On enlève toute les actions dont la criticité est trop
élevée par rapport à cette action de criticité minimale
13: fin si
14: jactuel ← jactuel + 1
15: fin tant que
Résolution Les deux Agents EM transmettent cette information à leur Agents Trajectoires
respectifs, qui eux-même transmettent cette information à leurs Agents Situations respectifs.
L’Agent Situation le moins critique demande alors à son Agent Trajectoire de modifier sa tra-
jectoire, qui demande alors à ses Agents Parties de modifier leurs parties de trajectoire.
7.10.1.2 SNC 2 : Incompétence d’un Agent Situation, non respect du réalisme
L’Agent Situation ne peut pas améliorer la satisfaction de ses contraintes sans dégrader
le réalisme, ou inversement. La situation requise par le scénariste n’est alors pas compatible
avec le réalisme demandé.
Détection La SNC est détectée par l’ Agent Situation, par observation de sa criticité. Si
celle-ci ne baisse pas, ou suit un cycle, l’Agent Situation est alors dans cette SNC.
Résolution L’Agent Situation ne peut pas construire la situation telle que voulue par le scé-
nariste, il doit donc signaler son incompétence et demander au scénariste de modifier une
ou plusieurs caractéristiques de la situation, en proposant en premier celles ayant la criticité
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la plus élevée.
7.10.2 SNC de l’Agent Trajectoire
L’Agent Trajectoire traite la SNC suivante.
7.10.2.1 SNC 3 : Conflit d’Agents Trajectoires, génération de collision non désirée
Les trajectoires de deux Agents Trajectoires génèrent une ou plusieurs collisions entre les
Agents EM qui parcourent leur trajectoire.
Détection La détection de cette SNC se fait lors de la phase de simulation, les Agents EM
qui suivent ces trajectoires ont dû s’éviter l’un l’autre, et par conséquent ils ont envoyé cette
information à leur Agent Trajectoire respectif.
Résolution La résolution dépend du fait que les Agents Trajectoires appartiennent à la
même situation ou non.
— Si les deux Agents Trajectoires appartiennent à la même situation, l’Agent Trajectoire le
moins critique demande à ses Agents Parties de se modifier, en commençant par l’Agent
Partie qui était suivi par l’Agent EM lors de l’interaction.
— Sinon, l’information est remontée aux Agents Situations respectifs, et ces derniers né-
gocient pour savoir quel Agent Trajectoire doit se modifier. L’Agent Situation le moins
critique demande alors à son Agent Trajectoire de modifier sa trajectoire, qui demande
alors à ses Agents Parties de modifier leurs parties de trajectoire.
Cette SNC est résolue par les Agents Trajectoires qui demandent la modification de la
trajectoire à leurs Agents Parties.
7.10.3 SNC de l’Agent EM
L’Agent EM traite les 6 SNC suivantes.
7.10.3.1 SNC 4 : Incompréhension Agent EM
Détection. L’Agent EM reçoit des observations qui ne concernent aucun de ses Module Voi-
sin, son Module Perception se retrouve donc dans l’incapacité de le transmettre au bon Module
Voisin.
Résolution. L’Agent EM crée le Module Voisin approprié et transmet via son Module Percep-
tion le message qu’il n’arrivait pas à transmettre.
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7.10.3.2 SNC 5 : Ambiguïté d’un Agent EM, message incomplet
Détection. Quand un Agent EMi reçoit une information incomplète venant d’un Agent EMj
voisin, en particulier pour des informations comme la criticité de l’agent, ou son vecteur vi-
tesse, il est dans une situation d’ambiguïté. Cette information importante peut potentielle-
ment prendre n’importe quelle valeur. En raison de l’absence de cette information, le Module
Voisin associé à l’Agent EMj est incapable d’effectuer les tâches qu’il doit effectuer, comme
inférer les SNC de l’Agent EMj qu’il observe, ou sa tâche principale qui est de transmettre
une information complète au Module Action.
Résolution. L’Agent EMi tente de résoudre cette SNC en utilisant la mémoire du Module
Voisin. Le module estime les informations manquantes en utilisant les informations qui sont
à sa disposition, c’est-à-dire les informations qu’il perçoit à l’instant, ou celles qu’il a mé-
morisées. L’information estimée par le Module Voisin est transmise aux Modules Actions pour
qu’ils réussissent à estimer les informations ou non. L’échec est dû à un manque d’informa-
tion, notamment lorsque l’Agent EMj vient d’entrer dans la zone de perception de l’Agent
EMi, et que ce dernier n’a donc pas de mémoire le concernant.
7.10.3.3 SNC 6 : Incompréhension d’un Agent EM
Détection. Cette SNC est détectée par le Module Action qui reçoit une information venant
d’un Module Voisin et que celle-ci n’est pas complète, en particulier pour des informations
comme la criticité d’Agent EMj, ou son vecteur vitesse. Cette situation peut arriver quand le
Module Voisin n’arrive pas à résoudre la SNC5 (présentée dans 7.10.3.2).
Résolution. La résolution dépend de la nature de l’information manquante :
— Si l’information manquante est le vecteur vitesse de l’Agent EMj, le Module Action consi-
dère que la vitesse est nulle.
— Si l’information manquante est la criticité de l’Agent EMj, le Module Action considère
que la criticité de l’Agent EMj est maximale.
7.10.3.4 SNC 7 : Inutilité de l’action d’un Agent EM
Détection. Cette SNC apparaît lorsque l’action d’un Module Action est appliquée plusieurs
fois par le Module Décision sans que la criticité de l’Agent EMi ne s’améliore.
Résolution. L’Agent EMi décide de désactiver ce module jusqu’à ce qu’il observe que sa
criticité baisse suffisamment.
7.10.3.5 SNC 8 : Incompétence d’un Agent EM, suivi de trajectoire
Détection. Cette situation apparaît en raison de la priorité que l’évitement de collision a
sur le suivi de la trajectoire. Voulant éviter les conflits, mais aussi en même temps se rappro-
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cher de sa trajectoire un Agent EMi peut se retrouver en situation d’interblocage, avec un ou
plusieurs autres Agent EMj. Cette situation est détectée de deux manières :
— Si la situation concerne l’Agent EMi lui-même, elle est détectée par le Module Action lors
de la détection de la SNC 7 (section 7.10.3.4).
— Si la situation concerne un autre Agent EMj, elle est détectée par le Module Voisin qui
observe cet Agent EMj
Résolution.
— Si la situation concerne l’Agent EMi, il choisit une action différente de l’action précé-
demment effectuée, et effectue cette action tant que la criticité par rapport à la collision
n’est pas nulle.
— Si la situation concerne un autre Agent EMj qui est plus critique que lui, le Module Dé-
cision demande au Module Voisin qui observe l’Agent EMj d’estimer sa trajectoire. Tant
qu’aider l’Agent EMj ne le pénalise pas, le Module Décision de l’Agent EMi choisit l’action
qui aide le plus l’Agent EMj à rejoindre sa trajectoire
7.10.3.6 SNC 9 : Improductivité d’un Agent EM, pas d’action
Détection. Le Module Décision ne peut pas choisir d’action car il n’a reçu aucune proposi-
tion d’action de la part de ses Modules Actions. Cette SNC peut arriver notamment parce que
l’Agent EM est en SNC 5 (7.10.3.4) pour toutes ses actions.
Résolution. Le Module Décision indique la SNC, et l’Agent EM réactive les différents Mo-
dules Actions qui étaient désactivés provisoirement.
7.10.4 SNC de l’Agent Partie
L’Agent Partie traite 2 SNC.
7.10.4.1 SNC 10 : Conflit d’Agents Parties
Deux Agents Parties veulent modifier leur partie de trajectoire en même temps, de ma-
nière antinomique. Par exemple, l’un veut décaler vers l’est sa partie de trajectoire, et l’autre
vers l’ouest, alors qu’ils étaient parfaitement liés entre eux.
Détection. En effectuant leurs actions respectives, les deux agents remarquent la SNC.
Résolution. L’Agent Partie qui était le plus critique reste dans son état, et l’autre agent
retourne dans l’état antérieur.
7.10.4.2 SNC 11 : Inutilité d’un Agent Partie
Une partie de trajectoire est inutile dans la trajectoire de son Agent Trajectoire.
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Détection. L’Agent Partie évalue que la criticité de ses deux Agents Parties voisins sera
meilleure s’il ne participe pas à la création de la trajectoire de leur Agent Trajectoire.
Résolution. L’Agent Partie décide alors de se supprimer.
7.10.5 SNC de l’Agent Extrémité
L’Agent Extrémité traite une SNC.
7.10.5.1 SNC 12 : Conflit d’Agents Extrémité
Deux Agents Extrémités veulent qu’un même Agent Trajectoire arrive (ou parte) de leur
extrémité afin de satisfaire leur planning et/ou leur contrainte.
Détection. L’Agent Trajectoire reçoit deux propositions d’Agents Extrémités pour faire arri-
ver (ou partir) un Agent EM depuis leur extrémité.
Résolution. L’Agent Trajectoire choisit l’Agent Extrémité le plus critique.
7.11 Conclusion sur le système AGATS
Nous avons décrit dans ce chapitre le système Autonomous GenerAtion of Traffic Simula-
tions (AGATS), pour l’auto-structuration d’une simulation de trafic. Dans cette thèse, nous
considérons la structuration de trafic comme étant l’organisation d’un trafic qui permet
l’émergence de situations requises par un scénariste, et le réalisme de ce trafic. Le réalisme
doit être réalisé du point de vue macroscopique, c’est-à-dire que le trafic soit réaliste, et du
point de vue microscopique (par exemple, sans collision), c’est-à-dire que les trajectoires
soient réalistes que ce soit par rapport à la physique (par exemple, aucun avion commercial
actuel n’a la capacité de voler à plus de Mach 2, c’est-à-dire 2 fois la vitesse du son à son alti-
tude 1), ou le comportement (par exemple, beaucoup d’avions commerciaux volent environ
à Mach 0.8 en croisière). Une simulation étant souvent interactive, et sujette à des modifica-
tions, cette structuration doit être adaptable de manière autonome, et résiliente, notamment
en apportant des comportements d’adaptation aux différentes entités mobiles.
Afin d’atteindre ces différents objectifs, nous nous sommes appuyés sur la théorie AMAS
(section 6.2), le pattern AMAS4Opt (section 6.3) et le système EVAA (section 6.4). Le système
EVAA est utilisé pour l’apprentissage de comportement contextuel, afin de générer une base
de données de trajectoires distribuée et contextuelle. En suivant le pattern AMAS4Opt, nous
avons proposé différents agents pour l’auto-structuration d’une simulation de trafic, qui
peuvent se distinguer en deux ensembles. Le premier ensemble d’agents est dédié à l’adap-
tation des entités mobiles lors de la simulation, en s’inspirant des comportements d’adapta-
tion observés dans la structuration de trafic routier (section 3), et d’approches utilisées dans
1. La vitesse du son varie avec la température, qui varie notamment en fonction de l’altitude
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le trafic aérien (section 3.1). Ces agents (Agent EM) permettent aux entités mobile de s’éviter,
de suivre leur trajectoire, et de manière générale de s’adapter en fonction de l’évolution de
la simulation. Le deuxième ensemble d’agents est dédié à la génération d’un scénario et à
son adaptation en temps réel en fonction de l’évolution de la simulation. Ces agents (Agent
Situation, Agent Trajectoire, Agent Partie, Agent Extrémité) ont pour but de générer des tra-
jectoires réalistes qui permettent l’émergence des situations et d’un trafic réaliste. Ces deux
ensembles interagissent afin d’auto-structurer dynamiquement la simulation.
Nous présentons dans les chapitres suivants l’implémentation d’AGATS, et les expéri-
mentations qui ont été effectuées. Les agents du système AGATS peuvent être séparés en
deux ensembles suffisamment autonomes. C’est pourquoi nous testons ces deux ensembles
séparément. Ainsi, nous présentons dans un premier temps l’implémentation et l’expéri-
mentation du premier ensemble qui apporte des comportements d’adaptation aux diffé-
rentes entités mobiles, Collision Avoidance Adaptive Multi-Agent System (CAAMAS). Et nous
présentons dans un deuxième temps l’implémentation et l’expérimentation du deuxième
ensemble qui permet de générer dynamiquement des scénarios, Autonomous GEneration of
trAffic Scenarios (AGEAS).
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8 CAAMAS : Implémentation,expérimentations et analyse
Les comportements adaptatifs des entités mobiles constituent une partie non négligeable
du modèle AGATS, globalement indépendante de la génération de scénarios et de trajec-
toires, et pleine de spécificités et de comportements intéressants à tester. Ainsi, nous avons
mis en place le système CAAMAS permettant de tester intensivement cette partie avant de
la replacer dans le modèle complet.
Le reste de ce chapitre présente l’implémentation de l’Agent EM, son adaptation aux
spécificités de l’aviation, et enfin les expérimentations qui ont été effectuées.
8.1 Implémentation du système CAAMAS
Nous décrivons dans cette section l’implémentation des Agents EM qui constituent le
système CAAMAS. Cette section présente les adaptations de ces agents aux spécificités de
l’aviation, ainsi que les points d’implémentation que nous avons traités. Dans ce qui suit, les
Agents EM sont désormais uniquement des avions, et la notation Mi désigne donc l’avion i.
Dans cette implémentation, comme la plupart des implémentations sur la planification de
trajectoires d’avions, nous nous abstrayons du problème des coordonnées géographiques
(longitude, latitude, altitude) pour nous concentrer sur l’évitement de collisions et l’adapta-
tion des entités mobiles à leur environnement. Nous décrivons dans ce qui suit l’implémen-
tation de l’Agent EMi et de ses situations de non coopération.
8.1.1 Présentation générale de CAAMAS
Le système CAAMAS est une partie du système AGATS composé uniquement des Agents
EM. Les agents de CAAMAS requièrent en entrée un ensemble d’entités mobiles M =
{
Mi
}
,
et leur trajectoires prévues, noté τi, et doivent fournir en sortie des trajectoires sans collision,
respectant au maximum les trajectoires τi prévues.
CAAMAS est composé des Agents EM, qui doivent s’éviter entre eux et suivre leur tra-
jectoire τi. Chaque trajectoire est l’équivalent de la trajectoire envoyée par l’Agent Trajectoire
du système AGATS à son Agent EMi, elle est donc composée de parties de trajectoires, que
l’Agent EMi suit l’une après l’autre.
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L’implémentation suit globalement la description de l’Agent EMi d’AGATS (section 7.9).
Le système CAAMAS suit une exécution quasi-synchronisée. A chaque pas de temps, tous
les Agents EM exécutent un cycle de vie (perception, décision, action). L’ordre dans lequel
ces agents effectuent ce cycle de vie est totalement aléatoire. Ce type d’exécution influence
certains résultats, comme nous le verrons dans les expérimentations (section 8.2).
Nous décrivons dans les sections suivantes l’implémentation de la trajectoire, puis celle
de l’Agent EMi.
8.1.2 Implémentation des trajectoires de l’Agent EM
Dans le monde aérien, les trajectoires planifiées pour les avions sont des suites de balises
aéronautiques (chapitre 1.2.2), appelées "waypoints", qui peuvent se résumer à un nom et
une position géographique. Une trajectoire d’avion est donc une suite de segments joints,
néanmoins, le but étant d’utiliser le résultat de l’apprentissage d’EVAA (section 6.4) comme
une base de données de trajectoires, nous considérons que ces segments sont potentielle-
ment non joints. Suivre une trajectoire revient alors à suivre chaque partie de la trajectoire,
c’est-à-dire suivre chaque segment.
Une partie de trajectoire est déterminée par un point de départ et un point de des-
tination dans l’espace cartésien, noté respectivement −−→pstart = (xstart, ystart, zstart) et −→pend =
(xend, yend, zend).
Une trajectoire est alors une suite ordonnée de segments τi, supposés non joints, que
doit suivre l’Agent EMi associé.
8.1.3 Implémentation de l’Agent EM
Afin d’être utilisé dans le trafic aérien, l’Agent EMi nécessite quelques ajustements, que
nous décrivons dans ce qui suit.
Étant donné les spécificités de l’aviation, l’évitement d’Agents EM ne correspond pas
uniquement à éviter les collisions, mais aussi les conflits entre les avions (section 1.3.1).
Ainsi, nous considérons dans la suite deux avions en perte de séparation comme étant en
"collision" pour notre système. Nous préservons alors le but de l’Agent EMi qui est de suivre
sa trajectoire τi, et d’éviter les collisions (conflits aéronautiques).
La zone de perception de l’Agent EMi a été déterminée par trois facteurs :
— La portée de l’Automatic Dependent Surveillance – Broadcast (ADS-B).
— L’espace aérien et son utilisation.
— La zone de conflit aéronautique des avions.
Dans un premier temps, la zone de perception Zpi était calée sur la distance de percep-
tion des signaux de l’ADS-B 1 environ égale à 200NM, puisque les données dynamiques
utilisées par CAAMAS (et AGATS) sont déjà contenues dans les messages échangés par les
1. système de surveillance dans lequel les avions déterminent leur position gps, et la diffusent par radio avec
d’autres données qui le caractérisent (identifiant, vitesse, entre autres)
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avions et qu’il suffit d’enrichir ceux-ci avec les mesures de criticités. Ainsi, la zone de per-
ception était une sphère (figure 8.1) de rayon égal à la moitié de la distance de perception
des signaux ADS-B (à savoir 100NM), limitant ainsi la perte d’information.
Figure 8.1 – Sphère de rayon 100NM représentant la première version de la zone de percep-
tion de l’Agent EMi noir au centre qui perçoit ici deux avions rouges
Cependant, nous avons constaté que les avions volent à une altitude de quelques kilo-
mètres de la surface de la terre (par exemple, les avions commerciaux volent dans la tropo-
sphère, dont la limite haute est de 20km), alors que le rayon de cette sphère de perception est
de 100NM = 185, 2km. Nous avons donc décidé de caler la zone de perception sur la forme
de la zone de conflit aéronautique (qui pour rappel est un cylindre orienté selon l’axe de
l’altitude), en ayant un cylindre de rayon rZp de 100NM (100NM = 182, 5km) et de hauteur
hZp 4000 f t (4000 f t = 1219, 2m), représenté dans la figure 8.2. Le rayon rZp correspond tou-
jours à la moitié de la portée horizontale de l’ADS-B, afin de prendre en compte de possibles
congestions et pertes de signaux. La hauteur permet à l’Agent EMi de percevoir deux voies
aériennes au dessus de lui et en dessous, selon la structure la plus répandue dans la gestion
du trafic aérien décrite dans la section 1.2.2.
Figure 8.2 – La zone de perception de l’Agent EMi
Les compétences de l’Agent EMi sont celles qui se spécifient le plus pour s’adapter aux
spécificités de l’aviation.
De par les différentes contraintes physiques qui régissent leurs mouvements, les avions
ne peuvent modifier leur trajectoire que dans une certaine enveloppe. Pour correspondre à
ces contraintes, les actions des Agents EM sont de petites modifications de leur trajectoire
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sur trois aspects :
— La vitesse : l’Agent EMi peut décider d’accélérer, de ralentir, ou de ne pas modifier
sa vitesse. La vitesse de l’avion est comprise dans un intervalle déterminé,
∥∥−→v Ai∥∥ ∈
[vmin, vmax]. Par la suite, ses bornes seront comprises entre [vopt - 6%; vopt + 3%] comme
dans le projet ERASMUS [Bonini et al., 2009]. De même, son accélération et sa décéléra-
tion seront au maximum de 1, 11NM.s−2.
— La direction horizontale : l’Agent EMi peut décider de tourner à droite, à gauche, ou de
ne pas modifier sa direction avec une vitesse de virage de 3°.s−1.
— L’altitude : l’Agent EMi peut décider de monter, de descendre, ou de ne pas modifier
son altitude. Dans l’expérimentation, cette compétence n’est pas utilisée, mais sa valeur
par défaut est de 10m.s−1 en descente ou en montée.
L’Agent EMi peut effectuer ses modifications en même temps. Il peut par exemple accélé-
rer, tourner à droite, et garder son altitude actuelle. L’Agent EMi peut donc effectuer à chaque
instant t un total de 27 modifications de sa trajectoire qui correspondent aux différentes com-
binaisons d’actions sur la vitesse, la direction et l’altitude. Ces différentes actions peuvent
être représentées comme des points dans l’espace vers lesquels peut se diriger l’avion (figure
8.3).
Figure 8.3 – Un avion et l’ensemble de ses actions (Aci)
L’Agent EMi communique uniquement par des envois de messages contenant les mêmes
informations décrites dans AGATS (position, vecteur vitesse et criticité).
Le calcul de la criticité de collision de l’Agent EMi évolue légèrement, puisque nous
considérons désormais les conflits aéronautiques au lieu des collisions. Un avion Mi est en
conflit aéronautique avec un autre avion Mj s’il est dans son espace de sécurité (et par consé-
quent, puisque les zones de sécurité sont les mêmes, Mj est aussi en conflit aéronautique
avec Mi).
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Logiquement, Con f lit = Perte de séparation horizontale∧Perte de séparation verticale.
Partant de cette définition, nous avons adapté les criticités Crit1,j,k et Crit2,j,k pour présenter
cette séparation. Dans ce qui suit, les conflits d’avions sont nommés des collisions.
Pour dmin,i,j,k et tmin,i,j,k, les calculs considèrent les deux dimensions, c’est-à-dire
dmin,i,j,k,ver, dmin,i,j,k,hor, tmin,i,j,k,ver et tmin,i,j,k,hor,ainsi que les intervalles
[
tstart,i,j,k,ver, tend,i,j,k,ver
]
,[
tstart,i,j,k,hor, tend,i,j,k,hor
]
en cas de collision.
Pour calculer ces différentes valeurs, il suffit d’utiliser les formules 7.6, 7.7, 7.9, 7.10 en
projetant les vecteurs de la manière suivante :
— Pour obtenir les valeurs horizontales, les vecteurs sont projetés sur le plan horizon-
tal, ils sont donc remplacés comme suit : −→pi,k(0) = (xi,k,0, yi,k,0, zi,k,0) par (xi,k,0, yi,k,0, 0),−→pj (0) = (xj,0, yj,0, zj,0) par (xj,0, yj,0, 0), −→vi,k = (vx,i,k, vy,i,k, vz,i,k) par (vx,i,k, vy,i,k, 0) et−→vj = (vx,j, vy,j, vz,j) par (vx,j, vy,j, 0).
— Pour obtenir les valeurs verticales, les vecteurs sont projetés sur l’axe vertical, ils
sont donc remplacés comme suit : −→pi,k(0) = (xi,k,0, yi,k,0, zi,k,0) par (0, 0, zi,k,0), −→pj (0) =
(xj,0, yj,0, zj,0) par (0, 0, zj,0),
−→vi,k = (vx,i,k, vy,i,k, vz,i,k) par (0, 0, vz,i,k) et−→vj = (vx,j, vy,j, vz,j)
par (0, 0, vz,j).
La criticité Crit1,j,k, est donc représentée par deux criticités, une pour chacune des deux
dimensions, Crit1,j,k,hor et Crit1,j,k,ver. Les deux criticités ont la même forme que Crit1,j,k, en
remplaçant dcoll par dcoll,hor pour Crit1,j,k,hor et dcoll,ver pour Crit1,j,k,ver.
Crit1,j,k,ver =
100− 1002dcoll,ver dmin,i,j,k,ver dmin,i,j,k,ver < 2dcoll,ver0 dmin,i,j,k,ver ≥ 2dcoll,ver (8.1)
Crit1,j,k,hor =
100− 1002dcoll,hor dmin,i,j,k,hor dmin,i,j,k,hor < 2dcoll,hor0 dmin,i,j,k,hor ≥ 2dcoll,hor (8.2)
Avec,
dcoll,hor = rcon f lit
dcoll,ver = hcon f lit
Ces deux criticités sont représentées par les figures 8.4 a et b.
Une collision étant une rencontre dans la dimension verticale et dans le plan, la criticité
Crit1,j,k est une combinaison de ses deux sous-criticités, et afin de maintenir l’esprit de la
mesure, nous utilisons le minimum des deux criticités (ainsi, deux avions l’un au dessus de
l’autre ne sont pas considérés en collision selon Crit1,j,k tant qu’ils ne sont pas véritablement
en collision) :
Crit1,j,k = min(C1,j,k,ver, C1,j,k,hor) (8.3)
Afin de calculer la criticité Crit2,j,k, nous utilisons les différentes valeurs tmin,i,j,k,ver et
tmin,i,j,k,hor,
[
tstart,i,j,k,ver, tend,i,j,k,ver
]
,
[
tstart,i,j,k,hor, tend,i,j,k,hor
]
.
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Figure 8.4 – Adaptation de C1,j,k et prise en compte des deux dimensions
S’il y a une collision, et que les deux intervalles sont calculés, nous calculons leur inter-
section
[
tstart,i,j,k, tend,i,j,k
]
et nous utilisons tstart,i,j,k.[
tstart,i,j,k, tend,i,j,k
]
=
[
tstart,i,j,k,hor, tend,i,j,k,hor
] ∩ [tstart,i,j,k,ver, tend,i,j,k,ver]
Sinon, nous utilisons la valeur maximale entre tmin,i,j,k,ver et tmin,i,j,k,hor.
tmin,i,j,k =
{
max(tmin,i,j,k,ver, tmin,i,j,k,hor) si pas de collision
tstart,i,j,k si collision
Et ensuite nous utilisons la valeur tmin,i,j,k (ou tstart,i,j,k s’il y a une collision), dans la même
fonction de criticité :
Crit2,j,k =

100 tmin,i,j,k < tr
100− 1002tr (tmin,i,j,k − tr) tmin,i,j,k ∈ [tr, 3tr]
0 tmin,i,j,k ≥ 3tr
Avec,
tr =
dtr
||−→vi ||
, dtr = rZp
La figure 8.5 montre l’adaptation des criticités des Agents EM du système AGATS pour
le système CAAMAS.
Concernant les différents modules de l’Agent EMi, ceux-ci sont implémentés et sont les
mêmes que dans le système AGATS à quelques adaptations près. Les Modules Voisins n’es-
timent pas les SNCs des Agents EMj. Les Modules Actions ajoutent une préférence dans les
actions des Agents EM afin de prendre en compte les préférences du contrôle aérien (section
1.3.1), mais ne peuvent pas modifier leur action (8.1).
N’ayant pas implémenté d’algorithme capable d’estimer la trajectoire voulue par ses
voisins, l’algorithme de décision de notre Module Décision a été adapté pour faire diminuer
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.
.
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Figure 8.5 – Adaptation des criticités de l’Agent EMi pour l’aviation
Algorithme 8.1 : Implémentation du cycle de vie du Module Action
1: Calculer Criti,k,traj;
2: Recevoir les différentes informations des Agent EMj (Critj,
−→pj , −→vj ) ;
3: pour tout Agent EMj faire
4: Calculer Criti,j,k,coll ;
5: Mettre Criti,j,k,coll dans la liste Criti,k,coll ;
6: fin pour
7: Envoyer Criti,k = (Criti,k,traj, Criti,k,coll) et son action au Module Décision
la criticité de collision pour les autres et les criticités de trajectoire et de collision pour Mi
(algorithme 8.2).
En revanche, nous avons implémenté la préférence des manoeuvres décrite dans la sec-
tion 1.3.1, ainsi, lors de la phase (7) de l’algorithme 8.2, si l’ensemble des actions
{
Aci,k
}
contient différents types d’actions, seront extraites les actions, si elles existent, qui modifient
uniquement la vitesse, sinon, si elles existent, les actions qui modifient uniquement le cap
de l’avion, puis, toujours si elles existent, celles qui modifient uniquement l’altitude, puis
uniquement les actions avec les deux types de modifications (avec la même préférence).
Nous avons implémenté les SNC suivantes :
— SNC 4 : Incompréhension Agent EM
— SNC 5 : Ambiguïté d’un Agent EM, message incomplet. L’estimation de la criticité pour
cette SNC n’a pas été implémenté, en revanche, l’estimation de la vitesse, de l’accélé-
ration ou de la position l’ont été. Afin d’estimer ces dernières, ce travail utilise leurs
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Algorithme 8.2 : Comportement du Module Décision dans l’implémentation
1: Soit L, la liste contenant l’ensemble des couples (Aci,k, Criti,k)
2: Soit V, la liste contenant les couples (Agent EMj,Critj) et le couple (Agent EMi,Criti)
3: Trier V en fonction des criticités, du plus critique au moins critique
4: Ltemp ← L
5: jactuel ← 1 //Indice utilisé dans la suite pour parcourir les agents du plus critique au
moins critique
6: tant que Ltemp.taille()>1 et jactuel<V.taille() faire
7: si V[jactuel] 6=Agent EMi alors
8: Trouver l’action Aci,k telle que Criti,jactuel ,k,coll soit minimale pour tout couple (Aci,k,
Criti,k) dans Ltemp // On cherche l’action qui minimise la criticité de collision avec
l’agent EMjactuel , qui est le jactuelème agent le plus critique. Pour rappel, Criti,j,k,coll
est contenue dans Criti,j,k, elle même contenue dans Criti,k.
9: Enlever toutes les actions de Ltemp dont la criticité Criti,j,k,coll dans Critj,k est telle
que Criti,jactuel ,k,coll > Criti,jactuel ,k jactuel ,coll + e // On enlève toutes les actions dont la
criticité est trop élevée par rapport à cette action de criticité minimale
10: sinon
11: Trouver l’action Aci,k telle que Criti,k soit minimale pour tout couple (Aci,k, Criti,k)
dans Ltemp // On cherche l’action qui minimise la criticité globale (trajectoire et
collision) de l’Agent EMi.
12: Enlever toutes les actions de Ltemp dont la criticité Criti,k est telle que
Criti,k > Criti,k jactuel + e // On enlève toutes les actions dont la criticité est trop
élevée par rapport à cette action de criticité minimale
13: fin si
14: jactuel ← jactuel + 1
15: fin tant que
définition respectives, et les approximations habituelles :
−−→
v(t) =
d
−−→
p(t)
dt
≈
−→p1 −−→p0
t1 − t0
−→
a(t) =
d
−−→
v(t)
dt
≈
−→v1 −−→v0
t1 − t0−−→
p(t) =
∫ −−→
v(t)dt ≈ −→p0 + (t1 − t0)−→v0
— SNC 6 : Incompréhension d’un Agent EM
— SNC 7 : Inutilité de l’action d’un Agent EM
— SNC 8 : Incompétence d’un Agent EM, suivi de trajectoire. Cette SNC a été implémen-
tée selon sa description si la SNC concerne l’Agent EMi, elle n’a en revanche pas été
implémentée si elle concerne l’Agent EMj.
— SNC 9 : Improductivité d’un Agent EM, pas d’action.
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8.2 CAAMAS : Expérimentations et analyse
Nous présentons ici les différentes expérimentations effectuées sur le système CAAMAS
adapté au contexte aéronautique présenté dans la section précédente. Nous présentons dans
un premier temps des expérimentations sur le benchmark dit du rond-point afin de compa-
rer les solutions données par CAAMAS avec des solutions optimales (section 8.2.2), puis des
expérimentations sur un benchmark dit aléatoire, pour tester le système dans un contexte
réaliste (section 8.2.3), afin d’étudier la sensibilité sur certains des paramètres de CAAMAS
(section 8.2.4) et aussi de comparer le système CAAMAS avec un autre système (section
8.2.5).
8.2.1 Présentation des benchmarks
Nous utilisons dans ces expérimentation deux benchmarks présentés dans
[Durand and Barnier, 2015] et [Durand, 2018], le benchmark du rond-point et le benchmark
aléatoire.
Le benchmark du rond-point est un benchmark classique du monde aéronautique
qui consiste à placer tous les avions dans un même plan, sur le bord d’un disque de
rayon R. Les entités mobiles sont placées à intervalle régulier sur le bord, et convergent
toutes vers le centre du disque avec un angle de 2ΠAgNb entre elles (figure 8.8a). Des va-
riantes existent, en plaçant les avions uniquement sur un côté du disque, comme dans
[Durand and Barnier, 2015]. Le nom du benchmark vient de la solution optimale pour le
collectif, qui est de créer un rond-point autour du centre du disque empêchant les avions
d’entrer en collision.
Le benchmark aléatoire quant à lui consiste à placer les avions dans le même plan, sur
le bord d’un carré de côté l. Les avions sont divisés en quatre groupes égaux, et chaque
avion d’un même groupe part d’un point choisi aléatoirement sur l’une des faces du carré
et doit rejoindre un point choisi aléatoirement sur la face opposée du carré (figure 8.6a et
8.6b). Deux points de départ ou d’arrivée, doivent être distants au minimum d’une certaine
distance de. La distance de est choisie de telle sorte que les avions ne soient pas en difficulté
dès le début de la simulation, en particulier qu’ils ne soient pas à une distance de < dcoll .
Ces deux benchmarks se déroulant dans le plan, nous avons réduit l’ensemble des ac-
tions des Agents EM aux actions dans le plan horizontal (pas de montée ni de descente, donc
9 actions possibles), comme le montre la figure 8.7.
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(a) Trace d’une expérience aléatoire avec 12
avions, tous arrivent à destination
(b) Trace d’une expérience aléatoire avec 80
avions : 76 sont arrivés, 4 sont sortis excessive-
ment, et 0 collision
Figure 8.6 – Deux expérimentations de CAAMAS pour le benchmark aléatoire
Figure 8.7 – Actions possibles pour un avion dans le plan (n’est pas à l’échelle)
Dans nos différentes expérimentations, nous utilisons les métriques suivantes :
— temps de calcul,
— nombre d’avions arrivant à destination, pour cela, l’avion doit arriver suffisamment
proche de sa destination (cette distance est fixée à la distance parcourue par un Agent
EM en un cycle de vie) sans sortir excessivement de la zone carrée (d’une distance
2rcon f lit),
— collisions restantes, le nombre de paires d’avions qui sont entrées en collision,
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AgNb Délais Relatif Moyen Déviation Standard Q1 Q3
6 1.00735 0.01210 1.0 1.01353
8 1.01310 0.02028 1.00000 1.02029
10 1.02291 0.03447 1.00338 1.03721
Table 8.1 – Délais relatif dus à l’évitement de collisions
— allongement du temps de trajectoire moyen, défini par :
|li,wanted − li, f inal |
li,wanted
Avec li,wanted la longueur de la trajectoire prévue τi, et li, f inal la longueur de la trajectoire
effectuée par l’agent EM.
Nous utilisons ces benchmarks et ces métriques dans les sections suivantes.
8.2.2 Benchmark du rond-point
Dans ce benchmark, [Durand and Barnier, 2015] utilise un disque de rayon R =
125NM = 231, 5km. Nous avons donc adapté le comportement des Agents EM et généré
des scénarios avec les mêmes paramètres pour permettre la comparaison des résultats ob-
tenus. Ainsi, seuls les changements de cap sont autorisés, les vitesses seront donc fixes et
normalisées, ainsi le nombre d’actions possibles est réduit au nombre de trois (tourner à
gauche, tourner à droite, ne pas modifier l’orientation).
Les paramètres de ce benchmark sont :
— le nombre d’avions, AgNb, qui varie dans l’ensemble
{
6, 8, 10
}
,
— la vitesse de rotation maximale de l’avion, qui est de 3 deg .s−1,
— la vitesse est constante, et donc l’accélération est nulle.
Les figures 8.8a, 8.8b et 8.8c présentent la résolution du benchmark par CAAMAS pour
AgNb = 6, AgNb = 8 et AgNb = 10 respectivement, et le tableau 8.1 regroupe les résultats
sur l’allongement de trajectoire.
Le pattern du rond-point émerge des différentes interactions entre les Agents EM, en
particulier pour le cas AgNb = 6. Néanmoins, l’écart-type souligne le fait que le retard
relatif n’est pas toujours réparti de manière égale entre les avions (en particulier pour le cas
AgNb = 10), et le rond-point se dégénère légèrement. Ceci est dû à l’implémentation faite
pour cette expérimentation dans laquelle les Agents EM décident de manière itérative, ainsi
les premiers agents qui agissent sont plus pénalisés que les autres (voir figure 8.8c). Enfin,
dans notre approche, les agents retournent sur leur trajectoire une fois la collision évitée
avant de se rendre à leur destination, alors que dans la plupart des algorithmes, les avions
se rendent directement à la destination, ce qui augmente le retard relatif causé aux avions.
Néanmoins, les Agents EM sont capables de trouver une solution quasi optimale, malgré
l’implémentation, pour des cas avec peu d’avions.
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(a) Résolution pour AgNb = 6 (b) Résolution pour AgNb = 8
(c) Résolution pour AgNb = 10
Figure 8.8 – Résolution du benchmark du rond-point par CAAMAS
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8.2.3 Benchmark aléatoire
Nous testons les comportements des Agents EM sur le benchmark aléatoire pour les pa-
ramètres prédéterminés afin de tester les comportements d’adaptation de ces agents dans
un contexte réaliste.
Pour rappel, les paramètres prédéterminés de l’Agent EM sont :
— La vitesse, qui peut varier dans un intervalle [vnom − 5%, vnom + 5%], avec vnom =
450NM.h−1,
— L’accélération, qui est fixée à 1.11NM.h−2,
— La vitesse de rotation maximale, qui est de 3°.s−1
— Le temps de chaque cycle de décision, qui est de ∆t = 1s
Pour ce benchmark, la longueur de côté du carré est fixée à l = 500NM, et de = 2dcoll . Le
nombre d’avions AgNb varie dans l’ensemble
{
12, 20, 32, 40, 52, 60, 72, 80, 92, 100, 112, 120
}
.
Pour chaque AgNb, 100 tests aléatoires sont réalisés, avec des positions générées aléatoire-
ment pour chaque test en respectant la contrainte d’espacement pour chaque test.
Enfin, nous observons 4 métriques dans cette étude :
— le temps de calcul,
— le nombre d’avions arrivant à destination,
— le nombre de collisions restantes,
— l’allongement du temps de trajectoire moyen.
Les figures 8.9, 8.10, 8.11 et 8.12 présentent les résultats de cette étude sur ces 4 mé-
triques. Chaque figure représente pour chaque valeur de AgNb la valeur minimale, le pre-
mier quartile, la valeur médiane, le troisième quartile, et la valeur maximale de la métrique
représentée.
Figure 8.9 – Nombre de collisions (perte de séparation) entre les avions pour différentes
valeurs d’AgNb
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Figure 8.10 – Temps de calcul des agents (ms) de CAAMAS pour différentes valeurs d’AgNb
Figure 8.11 – Nombre d’avions arrivant à destination pour différentes valeurs d’AgNb
Nous avons effectué les tests dans un espace carré de côté l = 500NM = 926km. La taille
de cet espace correspond globalement à un carré englobant la France en entier (la distance
entre Brest et Strasbourg est de 900km, et celle entre Lille et Perpignan est de 882km), qui
correspond à la taille de l’espace aérien français sur un niveau de vol (voir section 1.2, no-
tamment la figure 1.3). Le trafic en juin 2018, mois le plus chargé sur l’année 2018, était de
175 milliers de vols IFR (avion respectant les règles IFR, section 1.2) volant dans l’espace aé-
rien français [DGAC, 2018]. Cela correspond à 42 avions en même temps sur un seul niveau
de vol dans tout l’espace aérien français, si :
— ce trafic est réparti uniformément sur tous les jours du mois de juin ;
— les avions volent seulement entre 6h et 24h dans l’espace aérien ;
— les avions volent deux heures dans l’espace aérien ;
— le trafic est réparti uniformément sur la journée ;
— les avions volent uniquement entre le FL240 et FL370.
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Figure 8.12 – Allongement relatif des trajectoires pour différentes valeurs d’AgNb
Nos expérimentations montrent que les agents de CAAMAS sont capables dans la grande
majorité des cas d’éviter des collisions entre les différents avions, malgré une densité forte
d’avions et plus élevée que dans la réalité (figure 8.9), et dans une configuration très diffé-
rente et plus compliquée, dans laquelle, en probabilité, les avions convergent tous en même
temps vers le centre du carré. En effet, pour des cas avec AgNb < 80 avions, les Agents EM
sont capables de s’adapter pour éviter totalement toute collision entre eux dans la grande
majorité des cas (100% pour AgNb < 32 et entre 96% et 100% pour AgNb = 32, 40, 52et60
et au moins 75% pour AgNb = 72). Les cas AgNb = 92 et AgNb = 100 semblent être des
cas pivots pour le nombre de collisions puisque les tests avec au moins une collision de-
viennent majoritaires. A noter que dans cette étude, une perte de séparation est considérée
comme conflit. Une perspective intéressante est d’étudier l’importance des pertes de sépa-
ration détectées et notamment voir si dans le cadre d’une automatisation complète, il n’est
pas possible de réduire la taille de cette zone de séparation.
Du point de vue du temps de calcul, les résultats montrent globalement une non linéarité
du temps de calcul avec le nombre d’agents. Pour autant nous notons une linéarité quasi-
exacte de temps de calculs médians entre les valeurs AgNb = 40 et AgNb = 80 (coefficient
de corrélation de 0, 9979) et un peu moins exacte entre les valeurs AgNb = 12 et AgNb = 40
(coefficient de corrélation de 0, 9931). A partir de AgNb ≥ 80, la courbe semble plutôt suivre
une fonction carré 2, nous notons tout de même une forte variabilité des résultats pour le cas
AgNb = 120 en comparaison avec les autres cas (une différence de 15, 9% entre le premier
et troisième quartile). Ceci dit, les résultats montrent un passage à l’échelle intéressant, avec
une capacité du système multi-agent à adapter les trajectoires afin de prendre en compte
l’environnement de l’entité mobile en quelques secondes (ou quelques dizaines de secondes
pour les cas les plus denses). Les décisions et la plupart des calculs étant naturellement
décentralisés, une perspective intéressante est de distribuer les calculs des agents, et les
2. Notons qu’ici nous ne parlons pas de la complexité algorithmique théorique du système multi-agent ; mais
seulement d’un interpolation pour un nombre d’agents satisfaisant (plus d’une centaine ce qui correspond à 3
fois le trafic dit réaliste) pour l’application
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calculs des modules de l’Agents EM en particulier ceux des Modules Actions.
La limitation de l’espace n’étant pas spécifiée dans les agents, un nombre non négligeable
d’agents peuvent sortir de la zone lorsque la densité augmente, ou à cause du fait que les
départs et les destinations se font depuis le bord du carré et sont comptés comme n’arrivant
pas à destination. Ainsi, pour AgNb < 30 les avions arrivent tous à destination dans plus
de 75% des tests, pour AgNb = 52 au plus deux avions sortent dans 75% des cas, et pour
AgNb ≥ 100, tous les tests ont au moins un avion qui n’arrive pas à destination.
Pour les cas avec AgNb < 80, l’allongement général des trajectoires est relativement
faible. En effet, l’allongement des trajectoires est au maximum de 8, 3% pour le troisième
quartile et de 1, 4% pour la médiane (pour AgNb = 80). En revanche, pour les cas avec
AgNb > 80, l’allongement des trajectoires est plus important, avec au maximum de 17, 4%
pour le troisième quartile et de 1, 4% pour la valeur médiane (pour AgNb = 120). Cer-
tains pics très important dans l’allongement de trajectoire sont à étudier, malgré leur non-
persistance qui suggère que ce sont des cas très isolés.
8.2.4 Étude de sensibilité
Nous étudions dans cette section la sensibilité de CAAMAS à différents paramètres uti-
lisés. Pour cela, nous faisons évoluer un paramètre de CAAMAS et le nombre d’avions, et
nous fixons les autres valeurs de paramètres.
Les paramètres de base sont :
— la vitesse qui peut varier dans un intervalle [vnom − 6%, vnom + 3%], avec vnom =
450NM.h−1,
— l’accélération qui est fixée à 1.11NM.h−2,
— la vitesse de rotation maximale qui est de 2°.s−1.
Les paramètres de CAAMAS qui nous faisons évoluer sont :
1. dcoll,hor, avec dcoll,hor = rcon f lit = 5NM comme valeur par défaut, utilisé dans Crit1,j,k,hor,
2. tr =
dtr
||−→vi || , en faisant varier dtr, avec dtr = rZp comme valeur par défaut, utilisé dans
Crit2,j,k,
3. rZp , avec rZp = 100NM comme valeur par défaut pour le rayon de la zone de perception,
4. α˙, avec α˙ = 3°.s−1 comme valeur par défaut pour la vitesse de rotation,
5. ∆t, avec ∆t = 1s comme valeur par défaut pour le temps entre chaque cycle de vie des
agents.
Nous étudions la sensibilité de CAAMAS à ces paramètres en utilisant le benchmark
aléatoire. Pour cette étude, nous gardons une longueur l = 500NM pour le carré, et nous
utilisons une distance de = 2dcoll,hor.
Afin de tester la sensibilité de ces 5 paramètres, nous considérons 5 cas d’études. Pour
chaque cas, au moins 5 valeurs sont considérées pour le paramètre étudié, les autres pa-
ramètres sont fixés à leur valeur par défaut. Pour chaque valeur considérée, le nombre
d’avions AgNb évolue dans
{
12, 20, 32, 40, 52, 60, 72, 80, 92, 100, 112, 120
}
. Pour chaque va-
leur de AgNb, 100 exécutions du système (avec des positions aléatoires différentes pour
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chaque exécution) sont effectuées. Ainsi, pour chaque cas d’étude, un minimum de 5× 12×
100 = 6000 exécutions sont réalisées.
Enfin, nous observons 4 métriques dans cette étude de sensibilité :
— temps de calcul,
— nombre d’avions arrivant à destination,
— collisions restantes,
— allongement du temps de trajectoire moyen.
Chaque courbe affiche l’une de ces métriques. Elles représentent les valeurs médianes
sur les 100 tests.
8.2.4.1 Sensibilité au paramètre d = dcoll,hor de la fonction de criticité Crit1,j,k,hor
Pour cette étude nous faisons varier dcoll,hor, utilisé dans la fonction de criticité Crit1,j,k,hor
(section 8.1.3), en préservant rcon f lit :
— dcoll,hor = rcon f lit = 5NM, la valeur qui avait été prédéterminée pour le système AGATS,
— dcoll,hor = 10NM(= 18, 52, 3km), soit 2rcon f lit,
— dcoll,hor = 15NM(= 27, 78km), soit 3rcon f lit,
— dcoll,hor = 20NM(= 37, 04km), soit 4rcon f lit,
— dcoll,hor = 25NM(= 46, 30km), soit 5rcon f lit,
— dcoll,hor = 30NM(= 55, 560km), soit 6rcon f lit.
Les figures 8.13, 8.14, 8.15 et 8.16 présentent les valeurs médianes des différentes mé-
triques en fonction de AgNb pour chaque valeur de dcoll,hor.
Figure 8.13 – Temps de calcul en fonction d’AgNb pour différentes valeurs de dcoll,hor
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Figure 8.14 – Nombre d’avions arrivants en fonction d’AgNb pour différentes valeurs de
dcoll,hor
Figure 8.15 – Collisions restantes en fonction d’AgNb pour différentes valeurs de dcoll,hor
Discussion de la sensibilité du système aux modifications de dcoll,hor. Les 4 figures (fi-
gures 8.13, 8.14, 8.15 et 8.16) montrent la robustesse du système quant aux variations de ce
paramètre, de l’adaptabilité du comportement agent et valide le rôle d’ordonnancement de
la fonction de criticité Crit1,j,k,hor. Deux points sont à noter :
1. La courbe représentant le temps de calcul pour AgNb (figure 8.13). Étant donné que les
autres valeurs sont assez concentrées, nous pensons que cet écart est dû à l’utilisation de
la machine de calcul pour d’autres tâches pendant une partie de cette expérimentation.
2. Nous remarquons une petite influence du paramètre dcoll,hor sur le nombre d’avions qui
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Figure 8.16 – Allongement du temps de trajectoire en fonction d’AgNb pour différentes va-
leurs de dcoll,hor
arrivent à destination (figure 8.14). Nous supposons que ce résultat est dû à la résolution
de la SNC 8 (section 7.10.3.5), en effet, lorsque dcoll,hor augmente, la criticité de l’Agent
EM décroît moins rapidement, imposant à l’Agent EM de s’éloigner plus de l’autre Agent
EM.
8.2.4.2 Sensibilité au paramètre tr de la fonction de criticité Crit2,j,k
Nous faisons évoluer tr =
dtr
||−→vi || , utilisé dans la fonction de criticité Crit2,j,k (section 7.9.1),
en faisant varier dtr . Pour cela, nous utilisons les valeurs :
— dtr = 25NM(= 46, 3km), soit
1
4 dtr ,
— dtr = 50NM(= 92, 6km), soit
2
4 dtr ,
— dtr = 75NM(= 138, 9km), soit
3
4 dtr ,
— dtr = dtr = 100NM(= 185, 2km),
— dtr = 125NM(= 231, 5km), soit
5
4 dtr .
Les figures 8.17, 8.18, 8.19 et 8.20 présentent les valeurs médianes des différentes mé-
triques en fonction de AgNb pour chaque valeur de dtr .
Discussion de la sensibilité du système aux modifications de dtr . Comme le montrent
les 4 figures, tr ne semble pas avoir d’influence sur les différentes métriques, ceci valide
le rôle d’ordonnancement de la fonction de criticité Crit1,j,k,hor, mais aussi la robustesse du
système quant à ces variations, et la capacité du comportement agent à intégrer ces diffé-
rentes valeurs. Ces résultats étayent notre hypothèse de la section précédente par rapport à
la résolution de la SNC 8.
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Figure 8.17 – Temps de calcul en fonction d’AgNb pour différentes valeurs de dtr
Figure 8.18 – Nombre d’avions arrivants en fonction d’AgNb pour différentes valeurs de dtr
8.2.4.3 Sensibilité au rayon rZp de la zone de perception
Nous faisons évoluer la distance de vision horizontale de l’Agent EM, rZp , en prenant
comme valeurs :
— rZp = 25NM, soit
1
4 de la valeur par défaut,
— rZp = 50NM, soit
2
4 de la valeur par défaut,
— rZp = 75NM, soit
3
4 de la valeur par défaut,
— rZp = 100NM, la valeur de départ
— rZp = 125NM, soit
5
4 de la valeur par défaut.
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Figure 8.19 – Conflits aéronautiques restants en fonction d’AgNb pour différentes valeurs
de dtr
Figure 8.20 – Allongement du temps de trajectoire en fonction d’AgNb pour différentes va-
leurs de dtr
Les figures 8.21, 8.22, 8.23 et 8.24 présentent les valeurs médianes de différentes mé-
triques en fonction de AgNb pour chaque valeur de rZp .
Discussion de la sensibilité du système aux modifications de rZp . Les 4 figures montrent
que les variations de rZp n’ont pas d’influence sur le système. Deux points sont à noter :
1. Le paramètre ne semble pas avoir d’influence sur le temps de calcul (figure 8.21), or,
en diminuant rZp , seule la taille de la zone de perception est influencée, et par consé-
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Figure 8.21 – Temps de calcul en fonction d’AgNb pour différentes valeurs de rZp
Figure 8.22 – Nombre d’avion arrivants en fonction d’AgNb pour différentes valeurs de rZp
quent l’Agent EM devrait percevoir moins d’Agents EM, ce qui devrait a priori réduire le
nombre d’opérations de calcul, et par conséquent le temps de calcul. Puisque le temps
de calcul évolue de manière non-linéaire lorsque AgNb varie seul, nous pensons que
la diminution de rZp ne fait pas diminuer le nombre d’Agents EM perçus. En effet, en
probabilité, la très grande majorité des Agents EM convergent vers le centre du carré en
même temps, et il est possible que les valeurs de rZp testées soient trop grandes. Sinon,
la diminution du nombre d’Agents EM perçus est compensé par d’autre opérations, par
exemple le choix d’une action devient plus long.
2. Le nombre de collisions n’augmente pas lorsque rZp diminue (figure 8.23), alors que
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Figure 8.23 – Collisions restantes en fonction d’AgNb pour différentes valeurs de rZp
Figure 8.24 – Allongement du temps de trajectoire en fonction d’AgNb pour différentes va-
leurs de rZp
l’Agent EM a moins de temps pour modifier sa trajectoire et éviter les collisions.
Ce résultat montre qu’en fonction de son environnement, l’Agent EM pourrait écouter
plus d’Agents EM autour de lui en augmentant rZp (par exemple lorsque la densité est faible),
ou se concentrer sur des Agents EM plus proche (par exemple lorsque la densité est forte)
afin d’améliorer son temps de calcul, sans pour autant modifier son efficacité.
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8.2.4.4 Sensibilité à la vitesse de rotation
Nous faisons évoluer le paramètre α˙, la vitesse de rotation de l’avion, en prenant comme
valeurs :
— α˙ = 1 deg .s−1,
— α˙ = 2 deg .s−1,
— α˙ = 3 deg .s−1,
— α˙ = 4 deg .s−1,
— α˙ = 5 deg .s−1.
Les figures 8.25, 8.26, 8.27 et 8.28 présentent les valeurs médianes de différentes mé-
triques en fonction de AgNb pour chaque valeur de α˙.
Figure 8.25 – Temps de calcul en fonction d’AgNb pour différentes valeurs de α˙
Discussion de la sensibilité du système aux modifications de α˙. Comme nous pouvions
nous y attendre, le paramètre α˙, qui influe sur les actions de l’Agent EM, influe sur certains
des résultats du système CAAMAS :
— Le temps de calcul n’est pas influencé (figure 8.25).
— Le nombre de collisions restantes est légèrement influencé par α˙ lorsque le nombre
d’AgNb est supérieur à 70 (figure 8.27), le plus fort gain étant pour 112 avions (226%
entre 1deg .s−1 et 5deg .s−1). Cette amélioration se maintient généralement (avec une
augmentation moins forte), sauf pour 120 où la valeur médiane pour 1deg .s−1 et
5deg .s−1 sont les mêmes.
— Le nombre d’avions arrivant à destination sans sortir excessivement de la zone (figure
8.26) est très légèrement influencé par α˙ pour AgNb > 30, et légèrement influencé pour
AgNb > 80 (environ 5% entre α˙). Ce résultat est certainement dû à la capacité de l’Agent
EM à modifier plus vite sa trajectoire une fois les collisions passées, et donc sa capacité
à rester dans la zone carrée.
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Figure 8.26 – Nombre d’avions arrivants en fonction d’AgNb pour différentes valeurs de α˙
Figure 8.27 – Collisions restantes en fonction d’AgNb pour différentes valeurs de α˙
8.2.4.5 Sensibilité au temps entre chaque cycle de vie d’agent ∆t
Nous faisons évoluer le paramètre ∆t entre chaque cycle de vie d’agent, en prenant
comme valeurs :
— ∆t = 1s,
— ∆t = 2s,
— ∆t = 3s,
— ∆t = 4s,
— ∆t = 5s,
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Figure 8.28 – Allongement du temps de trajectoire en fonction d’AgNb pour différentes va-
leurs de α˙
Figure 8.29 – Temps de calcul en fonction d’AgNb pour différentes valeurs de ∆t
Les figures 8.29, 8.30, 8.31 et 8.32 présentent les valeurs médianes de différentes mé-
triques en fonction de AgNb pour chaque valeur de ∆t.
Discussion de la sensibilité du système aux modifications de ∆t. De manière assez évi-
dente, le système est sensible au modification de ∆t :
1. Le temps de calcul est proportionnel à ∆t, et décroît lorsque ∆t augmente (figure 8.29).
Par conséquent, le temps de calcul est directement proportionnel au nombre de cycles.
2. Le nombre de collisions est sensiblement le même pour les différentes valeurs de ∆t,
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Figure 8.30 – Nombre d’avions arrivants en fonction d’AgNb pour différentes valeurs de ∆t
Figure 8.31 – Collisions restantes en fonction d’AgNb pour différentes valeurs de ∆t
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Figure 8.32 – Allongement du temps de trajectoire en fonction d’AgNb pour différentes va-
leurs de ∆t
et il n’y a pas de tendance fixe, sauf pour ∆t = 3s et ∆t = 4s qui semblent avoir plus
régulièrement de meilleurs résultats (figure 8.31). Il est possible que ces valeurs de ∆t
permettent d’anticiper un peu plus que les autres valeurs, sans pour autant provoquer
des changements de trajectoire brusques. Deux biais sont à noter ; 1) Les virages sont
effectués automatiquement, donc plus ∆t est important, moins le virage est réaliste. 2)
Puisque le simulateur fait agir un avion après l’autre, ce qui introduit un biais, plus
∆t est important plus le biais est fort. Dans sa thèse, [Dougui, 2011] présente ce biais à
l’extrême lorsqu’un avion planifie toute sa trajectoire avant les autres.
3. Le nombre d’avions arrivant sans sortir excessivement (figure 8.30) est très légèrement
plus important lorsque ∆t augmente (environ 2% entre 1s et 5s). Il est possible que
l’agent a moins de cycles de vie pour décider de modification et arriver à destination
Le fait que le temps de calcul soit directement lié au nombre de cycles de vie montre qu’il
est possible de diminuer le temps des calcul en distribuant ceux-ci, et nous supposons aussi
en distribuant le calcul des différents modules (notamment les Modules Actions). L’Agent
EM pourrait aussi adapter son temps ∆t en fonction de son environnement, par exemple en
augmentant ∆t lorsqu’il y a peu d’Agents EM autour de lui.
8.2.4.6 Conclusion sur l’étude de sensibilité
Cette étude de sensibilité nous a permis de montrer l’adéquation du système CAAMAS
pour donner des comportements adaptatifs aux entités mobiles.
Cette étude a montré la robustesse du système quant aux variations de dcoll,hor et tr, ainsi
que l’adaptabilité du comportement des Agents EM et valide le rôle d’ordonnancement de
Crit1,j,k et Crit2,j,k.
Elle a permis de montrer le potentiel de la distribution du calcul des cycles de vie des
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agents et de leurs Modules Actions. Les expérimentations ont validé la modification adapta-
tive du temps entre chaque cycle de vie ∆t, de la taille de la zone de perception, mais aussi
des actions.
8.2.5 Comparaison
Nous comparons dans cette section l’implémentation de CAAMAS pour le trafic aérien
avec les résultats de CSORCA [Durand, 2018] (présenté dans la section 4.3) sur le benchmark
aléatoire. La longueur de côté du carré est fixée à l = 500NM, et de = 3dcoll .
Nous effectuons deux comparaisons avec CSORCA [Durand, 2018], la première à vi-
tesse constante (table 1 de [Durand, 2018]), et la seconde à vitesse variable (table 5 de
[Durand, 2018]). Dans ces comparaisons, le nombre d’avions AgNb varie dans l’ensemble{
10, 20, 30, 40, 50, 60, 70, 80, 90
}
.
Pour chaque AgNb, 100 tests aléatoires (avec des configurations différentes) sont réali-
sés, avec des positions générées aléatoirement en respectant la contrainte d’espacement pour
chaque test. Si le test contient une perte de séparation, il est considéré comme ayant échoué.
Pour tous les tests qui n’ont pas échoué, des statistiques sont calculées sur l’allongement
relatif du temps de la trajectoire.
Pour la comparaison à vitesse constante, nous utilisons donc les paramètres suivants
(qui sont ceux de la table 1 de [Durand, 2018]) :
— La vitesse de rotation maximale est de 3°.s−1,
— La vitesse est constante, fixée à vnom = 450NM.h−1,
— L’accélération est nulle.
Pour la comparaison avec une vitesse variable, les paramètres sont (cf. table 5 de
[Durand, 2018]) :
— La vitesse peut varier dans un intervalle [vnom − 5%, vnom + 5%], avec vnom =
450NM.h−1,
— L’accélération, qui est fixée à 1.11NM.h−2,
— La vitesse de rotation maximale, qui est de 3°.s−1
Les tableaux 8.2 et 8.3 contiennent les résultats de la comparaison à vitesse constante et à
vitesse variable. Nous comparons les deux systèmes sur l’allongement relatif de la trajectoire
(voir section 8.2.1), et sur le nombre de tests qui ont échoué à cause de collisions (c’est-à-dire
le nombre de tests où il existe au moins une collision ou une perte de séparation).
Avec li,wanted étant la longueur de la trajectoire prévue τi, et li, f inal la longueur de la tra-
jectoire effectuée par l’Agent EM.
Échecs en raison de perte de séparation. A vitesse constante, CAAMAS propose des ré-
sultats équivalents à ceux de CSORCA pour les tests avec AgNb < 70, avec des résultats
bien meilleurs pour les cas AgNb ∈ {30, 40} en terme de planification sans collisions. En
revanche, nous observons un palier important pour AgNb ∈ {70, 80, 90} et des résultats
moins bon. Nous retrouvons aussi des bonds brusques dans les résultats de CSORCA entre
AgNb = 20 et AgNb = 30 et entre AgNb = 80 et AgNb = 90.
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CAAMAS CSORCA [Durand, 2018]
Nb d’Avions(AgNb) Nb de tests en échecs Allongement Nb de tests en échecs Allongement
dû à des collisions Moyen Max dû à des collisions Moyen Max
10 0 1.01311 2.34988 3 1.00172 1.00763
20 1 1.02474 2.18661 5 1.00477 1.01088
30 4 1.03558 2.01421 23 1.01159 1.02739
40 16 1.04872 2.22742 26 1.01979 1.03626
50 34 1.06590 2.66802 39 1.02708 1.04028
60 52 1.05945 1.69313 55 1.04270 1.06213
70 82 1.07694 2.78372 53 1.05514 1.08631
80 93 1.08510 2.92088 57 1.06571 1.10463
90 99 1.09948 2.89704 79 1.07024 1.07024
Table 8.2 – Comparaison avec la table 1 de [Durand, 2018]
CAAMAS CSORCA [Durand, 2018]
Nb d’Avions(AgNb) Nb de tests en échecs Allongement Nb de tests en échecs Allongement
dû à des collisions Moyen Max dû à des collisions Moyen Max
10 0 1.01576 2.02537 0 1.00061 1.00331
20 0 1.02840 2.08766 0 1.00168 1.00730
30 0 1.03911 2.06485 0 1.00382 1.00969
40 1 1.04374 2.46300 1 1.00664 1.01412
50 4 1.05093 1.90796 2 1.01179 1.02745
60 4 1.05345 2.09812 12 1.01634 1.03171
70 30 1.07244 2.08912 8 1.01634 1.03884
80 41 1.06389 2.60254 15 1.03050 1.05314
90 60 1.07065 2.68834 25 1.03485 1.04844
Table 8.3 – Comparaison avec la table 5 de [Durand, 2018]
Nous retrouvons des résultats équivalents à vitesse variable, puisque les résultats de
CAAMAS sont comparables à ceux de CSORCA pour AgNb < 70 voire même meilleurs
pour AgNb = 60. En revanche, on observe une brusque augmentation du nombre d’échecs
à partir de AgNb = 70 et des résultat moins bons pour les nombres supérieurs.
Les deux comparaisons montrent des paliers dans le nombre d’échecs, en particulier
entre 50 et 60 avions pour CAAMAS et entre 80 et 90 pour CSORCA à vitesse variable. La
persistance de ces paliers dans les deux tableaux suggère que le niveau de vol commence à
être trop saturé pour l’une puis pour l’autre des méthodes. Le fait que ce palier intervienne
avant pour CAAMAS pourrait venir de la discrétisation des actions : l’espace étant plus sa-
turé, il requiert d’utiliser plus finement les possibilités de l’entité mobile en terme de dépla-
cement, et donc de faire évoluer le nombre d’actions possibles. Globalement, les résultats des
deux systèmes sont meilleurs lorsque la vitesse peut varier, néanmoins, pour CAAMAS les
résultats sont quasiment identiques pour AgNb < 40, ce qui suggère que donner à l’Agent
EM la possibilité de créer de nouvelles actions, ou de modifier légèrement celles qu’il utilise
déjà, pourrait améliorer les résultats (par exemple en temps de calcul). A noter que dans
cette étude, une perte de séparation est considérée comme conflit, suite à quoi le test est in-
terrompu. Une perspective intéressante est d’étudier l’importance des pertes de séparation
détectées. En effet, la zone de séparation est définie pour prendre en compte de nombreux
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paramètres (voir section 1.3.1), notamment le temps de réaction d’acteurs humains. Dans le
cadre d’une automatisation de la gestion de conflit, il est peut-être intéressant de réduire la
taille de cette zone de séparation afin d’augmenter la densité.
Allongement de la trajectoire. Les allongements des trajectoires induits par CAAMAS
sont globalement moins bon pour la moyenne, et toujours largement moins bon pour le
maximum. La non constance dans les maximums suggère que ce sont des cas très isolés,
mais dont la valeur tire la valeur moyenne vers le haut. A noter que l’allongement du temps
de trajectoire ne prend pas correctement en compte les modifications de la vitesse qui in-
duisent des modifications de trajectoire qui peuvent passer inaperçues, et d’autres métriques
devraient être introduites.
Conclusion. Nos expérimentations montrent que les deux systèmes sont capables dans la
grande majorité des cas d’éviter des collisions entre les différents avions, avec plus d’avions
que dans la réalité (en particulier le tableau 8.3), et dans une configuration très différente et
plus compliquée, dans laquelle, en probabilité, les avions convergent tous en même temps
vers le centre du carré.
En l’absence de tests sur le non-déterminisme des Agents EM et la sensibilité du système
à la façon avec laquelle décident les agents, il est difficile d’affirmer que nous pourrions
obtenir de meilleurs résultats en rejouant un test (même positions de départ et d’arrivée).
Néanmoins, il est évident que l’ordre dans lequel les agents agissent peut influencer les
trajectoires générées. Nous observons cet effet dans les systèmes qui génèrent entièrement
une trajectoire après l’autre (par exemple [Dougui, 2011] et [Girardet, 2014] présenté dans la
section 4.3), et nous suspectons encore cet effet dans un système comme CAAMAS dans les
résultats du benchmark du rond-point (section 8.2.2). Dans le cas ou le système se révélerait
non déterministe, puisque les trajectoires sont générées en quelques secondes pour des vols
qui prennent des heures, il serait possible de générer des trajectoires plusieurs fois dans le
but d’obtenir de meilleurs résultats.
Enfin, nous observons dans cette comparaison que le système CAAMAS peut gérer
un trafic et éviter les collisions dans l’espace aérien actuel, et globalement aussi bien que
CSORCA [Durand, 2018] pour des cas avec moins de 70 avions, voire mieux dans la plupart
des cas. En revanche, CAAMAS donne de moins bons résultats pour un nombre d’avions
plus élevé. Nous pensons que la discrétisation des actions commence à pénaliser les résul-
tats de CAAMAS dans cet environnement très dense en avion, et que donner de nouveaux
comportements d’adaptation des Agents EM, comme la capacité de modifier ses actions, ou
d’en créer de nouvelles, permettrait d’améliorer ces résultats.
8.3 Conclusion sur le système CAAMAS
Nous avons présenté dans ce chapitre le système multi-agent Collision Avoidance Adaptive
Multi-Agent System (CAAMAS), composé des Agents EM du système multi-agent AGATS.
Nous avons présenté dans un premier temps l’adaptation du modèle pour le trafic aérien
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Critères CAAMAS
Optimalité
Trajectoire Non
Trafic Non prouvé
Modification de trajectoire Modification multiple (D)
Moment de la planification Dynamique
Incertitude Par Dynamique / Position, Vitesse, Orientation
Retour à la trajectoire Oui
Passage à l’échelle Fort
Généricité Forte
Table 8.4 – Le système multi-agent adaptatif CAAMAS positionné selon les critère de l’état
de l’art sur l’évitement de collisions (chapitre 4, en particulier la table 4.1)
(section 8.1), qui concerne majoritairement la définition non homogène d’une collision dans
le trafic aérien, et la définition des actions des avions.
Ce système a été ensuite utilisé dans 4 expérimentations différentes :
— le benchmark du rond-point,
— le benchmark aléatoire,
— une étude de sensibilité sur le benchmark aléatoire,
— une comparaion avec CSORCA [Durand, 2018] sur le benchmark aléatoire.
Ces expérimentations permettent de situer le système multi-agent CAAMAS par rapport
à l’état de l’art sur la planification de trajectoires et l’évitement de collisions. De manière
générale, CAAMAS se place à la frontière entre les méthodes qui cherchent à éviter les col-
lisions et les méthodes qui cherchent l’optimalité, avec une forte composante dynamique
(Table 8.4).
Le calcul, la diffusion, et l’utilisation de différentes mesures de criticités dans le proces-
sus de décision permet la relaxation locale de la criticité des Agents EM, et permet de trouver
des solutions quasi-optimales pour le trafic (section 8.2.2), bien que non prouvée.
Par l’utilisation d’actions discrètes, les Agents EM de CAAMAS construisent une trajec-
toire avec des modifications multiples discrètes, et une planification dynamique. En plus de
prendre en compte l’incertitude par cette dynamique, grâce à ses comportements d’adapta-
tion (en particulier la résolution de ses situations de non coopération, voir section 7.10.3), le
système CAAMAS est capable de prendre en compte l’incertitude de position, de vitesse et
d’orientation, qui sont peu prises en compte dans les différents systèmes dynamiques (voir
table 4.1).
De manière générale, les différentes expérimentations montrent la capacité d’adaptation
des Agents EM pour leur permettre de s’ajuster à des modifications de l’environnement, en
particulier l’évitement entre entités mobiles, et de retrouver leur trajectoire une fois ces per-
turbations prises en compte. La décentralisation de la prise de décision au niveau des entités
mobiles, et l’utilisation d’actions spécifiques aux entités mobiles rend le système fortement
générique et facilite son adaptation pour des trafics différents. De plus, les comportements
des Agents EM ont montré leur robustesse quant aux variations de leurs paramètres com-
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portementaux, ainsi que leur adaptabilité à ceux-ci et aux variations de l’environnement
(section 8.2.4).
Enfin, les comportements adaptatifs des Agents EM leur permettent d’éviter les collisions
entre entités mobiles dans un contexte proche du réel, et dans des scénarios plus compliqués
(section 8.2.5 et section 8.2.3). Les expérimentations (en particulier section 8.2.3) montrent un
fort passage à l’échelle du système multi-agent CAAMAS, avec une augmentation du temps
de calcul presque linéraire avec le nombre d’avions (figure 8.10) jusqu’à 80 avions sur un
même niveau de vol.
Ces expérimentations ont aussi permis de montrer le potentiel de certaines adaptations
et de nouveaux comportements des Agents EM de CAAMAS, notamment sur la distribution
des calculs, mais aussi sur la modification de la taille de la zone de perception, sur l’inter-
valle de temps entre chaque cycle de vie, ou encore sur la modification des actions par les
Agents EM.
Nous présentons dans le chapitre suivant la deuxième partie de ces expérimentations,
qui concernent les agents d’AGATS dédiés à la génération de scénarios et à leur adaptation.
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Nous avons expérimenté les comportements adaptatifs des entités mobiles dans le cha-
pitre précédent, qui agissent exclusivement pendant la phase de simulation. Dans ce cha-
pitre, nous expérimentons les comportements des autres agents composant le système
AGATS lors de la phase de création. Dans cette phase, ces agents sont dédiés à la génération
de scénarios, et nous nommons le sous-système qu’ils constituent AGEAS.
Le reste de ce chapitre présente la conception des différents agents agissant durant la
phase de création, leurs éventuelles adaptations aux spécificités de l’aviation (section 9.1),
et enfin les expérimentations qui ont été effectuées sur ce système (section 9.2).
9.1 Implémentation d’AGEAS
Nous présentons dans cette section l’implémentation d’AGEAS pour la génération de
scénario de trafic aérien pour les simulations d’entraînement des contrôleurs, en présentant
dans un premier temps les différentes caractéristiques de ces simulations, puis l’implémen-
tation d’AGEAS pour ce contexte.
9.1.1 Simulation de contrôle de trafic aérien
Différentes caractéristiques des simulations ont été définies grâce à des discussions avec
des experts de génération de scénarios de trafic aérien. Les situations se placent selon les
trois niveaux du trafic (micro, méso, macro) et l’environnement.
Au niveau microscopique, nous retrouvons les caractéristiques qui définissent un avion
et son comportement :
— la compagnie, par exemple Air France,
— le type de vol, par exemple un vol low-cost, militaire ou encore charter,
— le type d’avion, par exemple un A320,
— la trajectoire prévue de l’avion,
— le respect du plan de vol,
— le respect des procédures,
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— la demande de modification de "directe", c’est-à-dire une modification du plan de vol,
— la mise en situation d’urgence (panne moteur, réserves basses, situation sanitaire ou
tout autre situation).
Au niveau mésoscopique, nous retrouvons les caractéristiques suivantes :
— des collisions, ou des conflits,
— des flux : saisonniers, descendants, montants,
— des volumes horaire d’entrée/sortie.
Enfin, au niveau macroscopique nous retrouvons les caractéristiques suivantes :
— la densité de trafic,
— la complexité du trafic,
— un ensemble de flux, par exemple le trafic l’été qui est caractérisé par plusieurs flux
d’été (par exemple en Europe, ce sont majoritairement des flux allant vers le sud).
L’environnement quant à lui se caractérise par :
— le réseau de routes,
— l’espace aérien simulé de manière générale, par exemple le secteur,
— les bornes temporelles pendant lesquelles la simulation se déroule,
— la météorologie, par exemple la présence de cellules orageuses, ou de turbulences,
— les zones militaires, qui peuvent s’activer ou se désactiver,
— les aéroports, qui peuvent se fermer, dont des pistes peuvent devenir impraticables, ou
dont le sens d’utilisation des pistes peut varier.
Dans la suite, nous nous intéressons en particulier aux situations de collision du niveau
mésoscopique. Nous définissons une situation de collision par les caractéristiques suivantes :
1. le nombre d’entités mobiles impliquées dans la collision (NSit), par exemple 2 avions,
2. la géométrie : la collision requise doit se faire selon une certaine géométrie, par exemple
un avion vient du Nord-Ouest et un autre vient du Sud-Ouest,
3. la position : la collision requise doit arriver à un certain endroit, déterminée par sa
longitude et latitude, par exemple (44.516698, 1.722166),
4. l’altitude : la collision requise doit arriver à une certaine altitude, par exemple 30000 f t,
5. le temps : la collision requise doit arriver à un certain moment, par exemple à midi,
6. la proximité : les 2 entités mobiles doivent se rencontrer.
Les sections suivantes présentent l’implémentation d’AGEAS pour la génération de scé-
narios d’entraînement de contrôleurs aériens.
9.1.2 Autonomous Generation of trAfic Scenario
Les agents qui composent le système AGEAS sont les agents d’AGATS qui agissent du-
rant la phase de création du scénario. Ces agents sont :
— l’Agent Situation, représentant une situation requise par le scénariste. Dans cette implé-
mentation, les situations sont uniquement des situations de collision,
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— l’Agent Trajectoire, représentant une trajectoire,
— l’Agent Partie, représentant une partie de la trajectoire d’un Agent Trajectoire,
— l’Agent Extrémité, représentant un aéroport.
Ces agents utilisent deux entités passives :
— base de données de trajectoires, entité passive représentant la base de données des par-
ties de trajectoires, qui est un ensemble d’agents contextes d’EVAA (voir section 6.4),
— entité passive Caractéristique, entité passive représentant une caractéristique d’une situa-
tion.
L’implémentation de l’Agent Situation ne diffère pas de celle dans AGATS, à la diffé-
rence de ses caractéristiques, dont la criticité qui dépend de la nature de chaque caracté-
ristique. Ces criticités sont toutes calculées selon la fonction générique 9.1. Le calcul de ces
criticités se fait par évaluation de la partie de trajectoire de l’Agent Trajectoire utilisée par
l’Agent EM lors de la génération de la situation.
C(x) =
{
1000
dmax d(v1, v2) if d(v1, v2) < dmax
1000 if d(v1, v2) ≥ dmax
(9.1)
Pour la situation de collision décrite précédemment, les caractéristiques 2 à 5 influencent
chaque avion indépendamment pour qu’il ait le cap souhaité, qu’il passe par la position
souhaitée avec l’altitude souhaitée, au moment souhaité. La caractéristique numéro 6, par
contre, influence les différents avions pour qu’ils soient au même endroit au même moment.
Pour les caractéristiques 2 à 5, la distance d est définie comme suit :
2. dgeometry est la distance en degrés entre le cap souhaité spécifié par l’Agent Situation et
le cap réel de la partie de trajectoire d’EVAA. xmax est ici 180°. Dans la figure 9.1, cette
distance est de 0 pour la partie de trajectoire [AB] et γ2 pour la partie de trajectoire
[CD],
3. dposition est la distance en kilomètres entre la position souhaitée spécifiée par l’Agent Si-
tuation et la partie de trajectoire d’EVAA. xmax est ici 60km, une distance utilisée pour
déterminer le voisinage dans la simulation EVAA [Rantrua, 2017]. Dans la figure 9.1,
cette distance est d1 (respectivement d2) pour la partie de trajectoire [AB] (respective-
ment [CD]),
4. daltitude est la distance en pieds entre l’altitude souhaitée spécifiée par l’Agent Situation
et l’intervalle d’altitude décrit par la partie de trajectoire d’EVAA (altitude au début et
à la fin). xmax est ici 10000 f t,
5. dtime est la distance en secondes entre le temps souhaité spécifié par l’Agent Situation et
l’intervalle de temps décrit par la partie de trajectoire d’EVAA (temps au début et à la
fin). xmax = 3600s.
La caractéristique de proximité crée une rencontre dans le temps et l’espace entre les dif-
férentes trajectoires des Agents Trajectoires de l’Agent Situation. Pour ce faire, elle crée pour
chaque Agent Trajectoire une rencontre dans le temps et l’espace entre la partie de trajectoire
impliquée dans la génération de la situation avec la partie de trajectoire impliquée dans la
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Figure 9.1 – Illustration des caractéristiques de géométrie et de position d’une situation de
collision
génération de la situation du premier Agent Trajectoire créé par l’Agent Situation. Par simplifi-
cation, cette dernière partie de trajectoire est numérotée 1, et nous numérotons j la partie de
trajectoire du jeme Agent Trajectoire créée par l’Agent Situation impliquée dans la génération
de la situation. Cette caractéristique est donc composée de NSit− 1 criticités. Chacune de ces
criticités est notée Critchar,prox,j. Pour calculer Critchar,prox,j, quatre étapes sont utilisées (voir
figure 9.2 pour une représentation des notions utilisées ci-dessous) :
1. calculer les deux points de croisement (P et Q dans la figure) entre le cercle contenant
la partie de trajectoire 1 (utilisée comme référence) et le cercle contenant la partie de
trajectoire j,
2. prendre le point le plus proche de la première partie de trajectoire (Q dans la figure),
3. calculer le temps tprox,j,1 auquel un avion j suivant la partie de trajectoire j atteindrait
ce point s’il volait avec le même cap et la même vitesse que ceux décrits par la partie
de trajectoire j et le temps tprox,1,j auquel l’avion 1 suivant la partie de trajectoire 1 at-
teindrait ce point s’il volait avec le même cap et la même vitesse que ceux décrits par la
partie de trajectoire 1,
4. calculer Critchar,prox,j où dprox est la fonction de distance en secondes entre tprox,j,1 et
tprox,1,j (pas de modulo). Ici, xmax = 3600s.
L’implémentation de l’Agent Trajectoire suit celle décrite dans AGATS.
L’implémentation de l’Agent Partie diffère légèrement de son implémentation dans
AGATS : lors de l’initialisation, l’Agent Partie initialise l’ensemble de la trajectoire en pre-
nant les parties de trajectoires qui sont associées à sa partie de trajectoire, et en créant autant
d’Agents Parties que de parties de trajectoires. Le reste de son fonctionnement reste le même.
Dans cette première implémentation, l’Agent Extrémité est simplement une entité pas-
sive qui génère les Agents EM demandés par les Agents Trajectoires.
Dans cette implémentation, nous avons implémenté les SNC suivantes :
— SNC 10 : conflit d’Agents Partie,
— SNC 11 : inutilité d’un Agent Partie.
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Figure 9.2 – Deux parties de trajectoires, [AB] et [CD] et leurs cercles. Les points géogra-
phiques P et Q sont les points de croisement de ces cercles utilisés pour déterminer la criti-
cité de la proximité.
Les SNC de l’Agent Situation et de l’Agent Trajectoire n’ont pas été implémentées puis-
qu’elles sont détectées dans la phase de simulation, et les SNC de l’Agent Extrémité ne sont
pas prises en compte.
9.2 Expérimentation d’AGEAS
Dans cette expérience, nous testons séparément la génération de trois situations de colli-
sion (AS1, AS2 et AS3) représentées dans 9.3, et représentées séparément dans la suite dans
les figures 9.4, 9.7 et 9.9 respectivement.
Nous utilisons pour cette expérimentation, une base de données de trajectoires compo-
sée de parties de trajectoires apprises à partir du trafic enregistré entre trois paires de villes
françaises : (Paris, Toulouse), (Bordeaux, Paris) et (Bordeaux, Lyon). Cette base de données
de trajectoires est représentée dans la figure 9.3 (traits rouges). Les données d’apprentis-
sage utilisées contenant certaines données erronées ou incomplètes, certaines trajectoires
apprises n’arrivent pas aux aéroports cités précédemment (c’est le cas notamment de la tra-
jectoire apprise qui se dirige vers le Nord-Est de la France, mais aussi de trajectoires apprises
qui s’arrêtent avant destination).
Dans ce qui suit, les Agents Parties peuvent uniquement modifier leur partie de trajec-
toire, afin de tester cette action qui est la plus complète. Les Agents Situations n’interagissant
pas dans cette implémentation, nous générons chaque situation de collision séparément pour
plus de clarté.
Génération de AS1 La situation AS1 représentée dans la figure 9.4 est définie par :
— deux avions A320,
— deux caps souhaités, 180° (du nord au sud) et 90° (de l’ouest à l’est),
— une position géographique, près de (46, 01°, 1, 62°),
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Figure 9.3 – Base de données de trajectoires utilisée pour la génération de 3 situations de
collisions avec AGEAS (AS1, AS2, AS3)
— une altitude de 30000 f t.
Figure 9.4 – Description de la situation de collision AS1
Nous avons positionné la situation AS1 dans une zone géographique où aucune partie
de trajectoire ne correspond parfaitement pour la situation, mais des parties de trajectoires
ayant quasiment le bon cap existent dans le voisinage (figure 9.4).
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Comme l’Agent Situation nécessite deux avions pour satisfaire ses caractéristiques, il crée
deux Agents Trajectoires pour créer des trajectoires d’avions qui satisferont ses caractéris-
tiques. Puisque l’Agent Situation exige un avion allant de l’ouest vers l’est et un avion allant
du nord vers le sud, les deux trajectoires ont respectivement choisi une partie de la tra-
jectoire apprise par EVAA sur une trajectoire de Bordeaux à Lyon et de Paris à Toulouse.
Ensuite, ils créent des Agents Parties correspondant à ces parties de trajectoire, et les laissent
créer les Agents Parties pour compléter la trajectoire. Comme les trajectoires ne satisfont pas
à la situation, les Agents Parties créés commencent à adapter leurs parties de trajectoire (ici,
ils décident de modifier les caractéristiques géographiques et temporelles de leur partie de
trajectoire d’origine) pour mieux satisfaire l’Agent Situation. Le figure 9.5 montre les deux
trajectoires générées qui permettent aux avions de créer la situation de collision.
Figure 9.5 – Résultats d’une génération de scénario avec la situation de collision AS1, en violet
les Agents Parties, et en vert les parties de trajectoires de la base de données de trajectoire
utilisées par ces agents
La figure 9.6 représente toutes les criticités de la situation de collision. Dans un premier
temps, les Agents Parties tentent de réduire la criticité des caractéristiques de géométrie, de
position, d’altitude et de temps, puis de réduire la criticité de la caractéristique de proximité
lorsque toutes les autres criticités sont inférieures à un seuil de 10. Aux alentours du 90eme
cycle, toutes les criticités sont inférieures à 20, ce qui signifie que dans la situation de proximité
générée, les deux avions passent par la même position (à 1, 2km de la position souhaitée)
avec une différence d’une minute.
Les premiers résultats montrent que les agents d’AGEAS sont capables de générer la
situation en moins de 100 cycles de vie des agents (figure 9.6), ce qui représente environ
5, 45s.
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Figure 9.6 – Évolution des différentes criticités de la situation en fonction du nombre
d’étapes des Agents Parties lors de la génération de la situation de collision AS1
Génération de AS2 La situation AS2 représentée dans la figure 9.7 est définie par :
— deux avions quelconques,
— deux caps souhaités, 180° (du nord au sud) et 90° (de l’ouest à l’est),
— une position géographique, près de (45, 51°, 2, 52°),
— une altitude de 30000 f t.
Figure 9.7 – Description de la situation de collision AS2
Nous avons positionné la situation AS2 dans une zone géographique où aucune partie
de trajectoire ne correspond parfaitement pour la situation, mais des parties de trajectoires
passent à proximité.
Se situant trop loin d’autres parties de trajectoires, les Agents Trajectoires de l’Agent Situa-
tion AS2 sont obligés d’utiliser des parties de trajectoires apprises par EVAA entre Bordeaux
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et Paris. Dans cette situation, les Agents Parties impliqués dans la génération de la situation
sont obligés d’effectuer des rotations de leur partie de trajectoire afin de passer exactement
par la position requise, et d’avoir l’angle requis. Les autres Agents Parties s’adaptent à leur
modification afin de préserver au maximum la trajectoire (figure 9.8). Les Agents Parties de
l’Agent Trajectoire venant de Bordeaux ont dans notre cas utilisé des parties de trajectoires
apprises sur des données erronées dans lesquelles l’avion qui volait indiquait voler vers
Lyon alors qu’il ne s’y rendait pas (voir [Rantrua, 2017]). Dans cette expérimentation, les
Agents Parties ne peuvent pas utiliser d’autres actions que la modification (et l’Agent Extré-
mité n’est pas non plus implémenté complètement), ainsi la trajectoire venant de Paris (cet
effet se remarque aussi dans l’autre sens), qui détourne sa trajectoire pour générer la situation
de collision AS2, ne peut arriver à Bordeaux. L’étude de l’ensemble des actions (notamment
l’ajout) en perspective permettra de vérifier l’adéquation du comportement de l’Agent Partie
pour résoudre ses cas.
Figure 9.8 – Résultats d’une génération de scénario avec la situation de collision AS2, en violet
les Agents Parties, et en vert les parties de trajectoires de la base de données de trajectoires
utilisées par ces agents
Génération de AS3 La situation AS3 représentée dans la figure 9.9 est définie par :
— trois avions A320,
— trois caps souhaités, 180° (du nord au sud), 90° (de l’ouest à l’est) et 270° (du sud-est
vers le nord-ouest),
— une position géographique, près de (46, 61°, 1, 62°),
— une altitude de 30000 f t.
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Figure 9.9 – Description de la situation de collision AS3
La situation de collision AS3 permet de montrer la généricité de la définition de la collision
et la capacité des agents d’AGEAS à générer des collisions avec plus de deux avions, mais
aussi sa capacité à générer une trajectoire lorsqu’aucune partie de trajectoire ne correspond
pour la position et le cap (cap 270°).
Trois points sont à noter lors de cette génération (figure 9.10) :
— les Agents Parties montrent leur capacité d’adaptation afin de générer une trajectoire se-
lon le cap 270 en passant par la position requise, malgré le fait qu’il n’y ait pas de partie
de trajectoire proche ayant un cap proche. Néanmoins, l’angle de virage qui découle de
cette génération est peu probable pour un avion. Dans AGATS, le problème sera détecté
lors de la phase de simulation par l’Agent EM qui suit la trajectoire. Dans AGEAS, ce
problème pourrait être détecté en ajoutant d’autres mesures de criticité afin de vérifier
l’angle entre deux parties de trajectoires,
— les Agents Parties ne pouvant pas ajouter de parties de trajectoires, les trajectoires venant
de Toulouse et de Bordeaux n’arrivent pas à destination. Pour le cas de la trajectoire
venant de Toulouse, le problème est le même que pour la situation AS2 (les Agents
Parties n’ont pas le droit d’ajouter les parties de trajectoires nécessaires),
— pour le cas de la trajectoire venant de Bordeaux, le problème est légèrement différent :
lors de la génération de la première trajectoire par l’Agent Trajectoire, les parties de tra-
jectoire utilisées viennent d’une trajectoire incomplète (par exemple parce que le trans-
pondeur de l’avion a été arrêté). Par conséquent, la première trajectoire (verte) n’arrive
pas à destination, et pour les raisons précédentes, les Agents Trajectoires ne complètent
pas la trajectoire.
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Figure 9.10 – Résultats d’une génération de scénario avec la situation de collision AS3, en violet
les Agents Parties, et en vert les parties de trajectoires de la base de données de trajectoires
utilisées par ces agents
9.3 Conclusion sur le système AGEAS
Ces expérimentations ont permis de montrer la capacité des agents d’AGEAS à générer
des situations de collision, et la généricité de la définition de ses situations. Ces expérimenta-
tions montrent la capacité d’adaptation des agents d’AGEAS, en particulier des Agents Par-
ties, qui sont capables de générer pour leur Agent Trajectoire une trajectoire la plus réaliste
possible, et respectant les caractéristiques de l’Agent Situation, malgré les caractéristiques
de la situation qui n’autorisent qu’une génération simple, proche des parties de trajectoires
provenant de la base de données de trajectoires.
Ces expérimentations préliminaires sont encourageantes, et laissent envisager des résul-
tats similaires pour l’utilisation des autres actions, permettant de générer des trajectoires
complètes une fois que les Agents Extrémités seront implémentés complètement (table 9.1).
Les perspectives d’AGEAS sont très liées avec l’implémentation complète d’AGATS, qui
permettra de lier totalement la simulation et la génération de scénarios. En effet, le système
AGEAS se concentre sur la phase de création de scénario d’AGATS, et ne traite pas de l’adap-
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Système AGEAS
Structuration simulation
Scénario (et Simulation, Perspective cou-
plage AGEAS et CAAMAS)
Catégorie de méthodologie Enregistrement et De zéro
Automatisation Forte
Utilisation de l’environnement
Indirectement (Perspective couplage
AGEAS et CAAMAS)
Situations
Micro Collision
Macro Non testé
Réalisme
Trajectoire
Physique Apprentissage sur Enregistrements
Comportement Apprentissage sur Enregistrements
Trafic Apprentissage sur Enregistrements
Adaptation du trafic
Scénario
Aucune (Perspective couplage AGEAS et
CAAMAS)
Simulation
Aucune (Perspective couplage AGEAS et
CAAMAS)
Nécessite plan de vol Non
Table 9.1 – Le système multi-agent adaptatif AGEAS positionné selon les critère de l’état de
l’art sur l’évitement de collisions (chapitre 3, en particulier les tables 3.1 et 3.2)
tation du trafic, que se soit à la simulation (travail effectué dans CAAMAS, voir chapitre 8),
ou au scénario (travail perspectif de CAAMAS), ni de sa structuration lors de la simulation
(qui est prévue à travers l’adaptation des Agents Trajectoires et Agents Parties grâce aux re-
tours des Agents EM). De même, l’utilisation de l’environnement est pour l’instant indirecte
avec l’utilisation de l’apprentissage, mais elle sera plus complète avec le couplage entre les
Agents EM et les Agents Trajectoires.
En l’état actuel, AGEAS permet d’obtenir un réalisme intéressant au niveau des trajec-
toires grâce à l’utilisation de l’apprentissage d’EVAA (voir 6.4). Au niveau du trafic, le réa-
lisme devrait être fort lorsque l’Agent Extrémité sera complètement implémenté et qu’il gé-
nérera le trafic contextuel.
Enfin, AGEAS est fortement automatisé, contrairement aux systèmes et méthodes étudié
dans l’aviation (chapitre 3 en particulier la table 3.1), et permet de lier les méthodologies
partant de zéro (via les comportements des agents) et d’enregistrement (via l’apprentissage).
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Conclusion
Le trafic aérien (chapitre 1) est complexe. En effet, c’est un domaine vaste, composé
de plusieurs milliers d’entités en interaction avec des buts qui leur sont propres et par-
fois conflictuels (liés au pilote, au type d’avion, à la ligne de vol, à la compagnie, entre
autres), sujets à des aléas structurels (ouverture ou fermeture d’une portion de l’espace aé-
rien, ouverture ou fermeture d’une piste) ou météorologiques (vent, orages, éruptions vol-
caniques, ect.). Son organisation en temps réel est critique, aussi bien pour la sécurité (par
exemple l’évitement de collisions) que pour son bon déroulement en terme d’optimisation
(par exemple éviter que les avions soient mis en attente, accélérer le trafic).
Ainsi, la simulation, qui est un outil puissant d’apprentissage, de visualisation, et de
compréhension de l’impact d’une décision à un moment donné sur tout un système, est
fortement utilisée afin d’éprouver les outils de demain (chapitre 2). Néanmoins, la structu-
ration d’une simulation de trafic est un processus long qui nécessite la mobilisation d’une
équipe conséquente pour contrôler son déroulement dans le monde aérien.
La structuration de simulation de trafic est l’organisation d’une simulation de trafic pour
qu’elle soit réaliste du point de vue du trafic et des trajectoires des entités mobiles qui la com-
posent, et pour qu’elle contienne des situations requises par un scénariste. Les techniques de
structuration de simulation de trafic présentent certaines limites (chapitre 3). Les techniques
de structuration de trafic aérien (section 3.1) se focalisent majoritairement sur la structu-
ration à partir d’un scénario, sont peu automatisées, et sont souvent peu génériques et ne
s’adaptent pas lors de la simulation. Les techniques de structuration de trafic routier (section
3.2) apportent plusieurs points positifs à ces problèmes, notamment par l’utilisation de com-
portements locaux des entités mobiles. Certaines en particulier présentent une généricité et
une flexibilité intéressantes lors de la simulation par l’utilisation de systèmes multi-agents.
Partant du constat qu’un scénario de trafic correspond à un ensemble de trajectoires,
nous nous sommes intéressés à la génération de trajectoires, et à l’évitement de collisions,
ce qui nous a permis d’étudier les comportements locaux des entités mobiles dans le trafic
aérien (chapitre 4).
Les solutions les plus prometteuses dans ces deux états de l’art laissent à penser que
la solution se trouve, en partie, dans la décentralisation. Ainsi, les systèmes multi-agents,
naturellement décentralisés, et en particulier les systèmes multi-agents adaptatifs, repré-
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sentent une alternative séduisante. Dans de tels systèmes, l’auto-organisation coopérative
des agents leur permet de trouver collectivement, une solution au problème qui leur est
présenté (chapitre 6).
Nous appuyant sur ces systèmes multi-agents adaptatifs, nous proposons le système Au-
tonomous GenerAtion of Traffic Simulations (AGATS) pour la structuration en temps réel d’une
simulation de trafic (chapitre 7), combinant la structuration durant la phase de génération
de scénario, et pendant la phase de simulation.
Nous expérimentons séparément les comportements des agents qui composent AGATS
dans les deux phases. Notre première expérimentation porte sur les comportements locaux
d’adaptation des entités mobiles, en se concentrant sur les Agents EM, système Collision Avoi-
dance Adaptive Multi-Agent System (CAAMAS) (chapitre 8). Notre deuxième expérimentation
se concentre sur le système Autonomous GEneration of trAffic Scenarios (AGEAS) (chapitre 9)
et notamment, sur la phase de génération de scénario, et sur les agents qui agissent ma-
joritairement dans cette phase (Agents Situations, Agents Trajectoires, Agents Parties, Agents
Extrémités).
Contributions et Perspectives
Dans ce qui suit, nous présentons les contributions et les perspectives selon 3 axes :
— Le cadre scientifique des systèmes multi-agents et le modèle AGATS.
— Le cadre applicatif.
— Le cadre des expérimentations et de la validation
Cadre scientifique des Systèmes Multi-Agents et le modèle AGATS
Le système multi-agent AGATS est la principale contribution de cette thèse. Il offre une
solution originale et innovante pour l’adaptation des entités mobiles lors de la simulation
à des modifications de l’environnement, pour la construction de scénarios, leur adaptation
lors de la simulation, et plus généralement pour la théorie AMAS.
Concernant l’adaptation des entités mobiles lors de la simulation, le système multi-
agent AGATS apporte des comportements d’adaptation locaux, robustes, capables de passer
à l’échelle, génériques, et capables de s’adapter à l’évolution même des paramètres internes
du système. Ces comportements permettent de gérer des trafics dans des conditions réalistes
mais aussi pouvant contenir plus d’avions que dans la réalité. Ils donnent des solutions en
quelques secondes (quelques dizaines de secondes dans les cas les plus denses), pour des
trajets de plus d’une heure, améliorant ainsi de manière continue les solutions proposées, et
la prise en compte de l’incertitude au cours du vol.
Plusieurs perspectives sont possibles pour enrichir cette adaptation des entités mobiles
lors de la simulation. Les Agents EM étant au centre de cette adaptation, ces perspectives
concernent de nouveaux comportements pour ces agents :
— Les Agents EM pourraient décider de faire des cycles de vie à des intervalles plus ou
moins long, en fonction de leur environnement, ce qui pourrait améliorer le passage à
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l’échelle, et le temps de calcul (suggéré par l’étude de sensibilité section 8.2.4.5).
— Les Agents EM pourraient décider d’augmenter ou de diminuer leur zone de percep-
tion, ce qui est équivalent à ignorer des entités mobiles en fonction d’une distance va-
riable, en fonction de son état et de celui de son environnement (suggéré par l’étude de
sensibilité section 8.2.4.5).
— En plus de la modification des actions des Modules Actions, permettre à l’Agent EM
de créer ou de supprimer des Modules Actions pour qu’il puisse adapter son compor-
tement en fonction de l’état de son environnement, afin d’explorer plus l’espace des
actions possibles si nécessaire, comme nous le soulignons dans l’étude de sensibilité
(particulièrement la section 8.2.4.4) et dans la comparaison (section 8.2.5).
— Enfin, les expérimentations, en particulier celles du rond-point (section 8.2.2), suggèrent
l’utilisation d’une nouvelle criticité pour les Agents EM, qui prenne en compte le temps,
afin de pallier certaines situations ou un agent est beaucoup plus pénalisé que les autres
agents.
Ces quatre perspectives posent finalement la question de la flexibilité du cycle de vie
de l’agent, de la notion de perception locale, et plus généralement de toutes les notions
qui dans le modèle AMAS4Opt et la théorie AMAS sont décidés par l’expert du domaine.
L’expert pourrait finalement apporter les premiers calibrages, et le système devrait alors se
calibrer lui-même, en apprenant tout au long de sa vie, ou en amont de son utilisation.
Concernant la construction adaptative de scénarios de trafic, le système multi-agent
AGATS apporte une automatisation qui est peu présente dans l’état de l’art (section 3), une
généricité dans la construction des situations, dans les comportements d’adaptation et de
modification locale des parties de trajectoires qui conduisent à une génération décentralisée
et adaptative des trajectoires.
Afin d’enrichir cette construction adaptative de scénarios de trafic, il serait intéressant
d’implémenter complètement les Agents Extrémités et certaines de leurs caractéristiques
qui ont été laissées de côté dans les expérimentations. En effet, ces agents apportent des
contraintes supplémentaires sur le réalisme pour tempérer les modifications parfois nom-
breuses des Agents Trajectoires.
Enfin, dans notre cas d’application, chaque Agent EM intervient au maximum dans une
situation, ce qui est peut-être le cas dans le trafic aérien sur un secteur (notre cas d’appli-
cation), néanmoins, cette hypothèse est restrictive dans le cadre général, d’une part parce
qu’une entité mobile pourrait intervenir plus tard dans une autre situation (par exemple,
une collision dans un secteur et dans le secteur suivant), d’autre part parce que la construc-
tion de situations plus complexes le nécessitent (dans le trafic routier, un conducteur qui
dépasse dangereusement plusieurs fois). Cette modification nécessite l’ajout de mécanismes
pour que les situations communiquent entre elles, par exemple pour qu’elles se partagent un
Agent Trajectoire, et permettre aussi aux Agents Situations de se déléguer des caractéristiques.
Enfin, AGATS est avant tout un modèle de structuration de trafic temps réel, liant phase
de simulation et phase de création de scénario, pour une adaptation du scénario aux évolu-
tions des entités mobiles dans la simulation, mais aussi de l’environnement, afin de mainte-
nir la cohérence et le réalisme du scénario requis, dont les deux principales parties, CAAMAS
et AGEAS, sont déjà fonctionnelles.
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Figure 9.11 – Le modèle AGATS complet et ses deux sous-modules
L’une des perspectives les plus pressantes du système AGATS reste alors le couplage
entre ces deux parties c’est-à-dire les interactions entre les Agents EM et les Agents Trajec-
toires, afin de lier complètement la phase de génération de scénarios et la phase de simula-
tion et d’adaptation du scénario lors de la simulation. Ce couplage est une partie importante
du modèle qu’il faut tester pour évaluer entièrement l’apport d’AGATS.
Dans nos expérimentations, nous avons pris à part les deux groupes d’agents, c’est-à-
dire les Agents EM dans CAAMAS, et les Agents Situations, les Agents Trajectoires, les Agents
Parties et les Agents Extrémités dans AGEAS. La deuxième étape est d’étendre les comporte-
ments des Agents EM de CAAMAS afin qu’ils puissent intervenir dans une situation. Pour
réaliser cette étape, il faut ajouter une nouvelle valeur de criticité plus importante que celle
de collision et de trajectoire, pour que les Agents EM intervenant dans des situations soient
prioritaires. Il est également nécessaire de compléter le comportement des Agents EM pour
ne pas gérer une collision lorsque cette dernière est requise par un agent situation en permet-
tant l’interaction entre Agents EM impliqués dans la situation. La deuxième étape consiste à
enrichir le système en prenant en compte ces nouvelles interactions, terminant le couplage
entre AGEAS et CAAMAS représenté dans la figure 9.11.
Cette thèse contribue à enrichir la théorie des AMAS sur les points suivants :
— La criticité, en particulier sur les fonctions de criticités et sur la gestion de l’hétérogé-
néité des criticités des agents.
— L’auto-organisation.
La notion de criticité est fondamentale dans les AMAS, et une grande partie de la défi-
nition des agents réside dans la définition de ses criticités. La criticité, qui est une mesure
de la non satisfaction des buts de l’agent, permet aux agents de s’évaluer eux-mêmes et de
se comparer aux autres agents dans leur environnement. C’est donc un mécanisme essentiel
pour mettre en oeuvre la coopération entre les agents.
La fonction de criticité varie beaucoup en fonction du cadre théorique et applicatif.
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[Perles, 2017] utilise une fonction basée sur les moindres carrées entre deux valeurs (celle
du voisinage et celle calculée par l’agent) dans sa thèse sur l’estimation du voltage des
noeuds dans un réseau électrique. [Rantrua, 2017] utilise, entre autre, une distance de Man-
hattan généralisée et pondérée pour déterminer le contexte le plus proche de l’état de
l’avion simulé. [Boes, 2014] utilise différentes fonctions (fonction "seuil", "consigne", "op-
timisation") proches du cadre applicatif, en l’occurrence la calibration de moteur à combus-
tion, et construit, si possible (cadre bornée), ces fonctions avec des fonctions "barrières" plus
simples.
Dans cette thèse, les fonctions de criticités sont composées de trois parties linéaires, qui
représentent respectivement la satisfaction (criticité nulle), un degré de non satisfaction, et
un degré de non satisfaction maximal (1000 ou 100). Pour le contrôle d’un système, ce travail
souligne que la fonction de criticité n’a pas besoin de représenter parfaitement l’évolution
de l’état d’un agent, et ainsi n’a pas besoin d’être une fonction compliquée. Au contraire, une
fonction trop compliquée peut avoir tendance à générer d’autres problèmes. Par exemple,
une fonction dont la dérivée est très faible aux alentours de la valeur visée donne une cri-
ticité très faible, alors que la valeur obtenue reste loin de la valeur requise (annexe A de
[Boes, 2014]). La fonction peut alors être une fonction linéaire par morceaux (et continue), et
réduite à son rôle premier : donner un ordre d’idée de la satisfaction des agents.
La gestion de l’hétérogénéité des criticités, et par extension l’hétérogénéité des agents
prend différentes formes dans les travaux sur la théorie AMAS. La criticité d’un véhicule a
explicitement ou, la plupart du temps, implicitement, une sémantique parfois extrêmement
différente. Dans la thèse [Esteoul, 2019] sur la prévision de production de parcs éoliens (et
d’éoliennes), la criticité des agents qui représentent des parcs éoliens est normalisée par
leur taille avant d’être comparée à la criticité d’autres agents du même type. Dans la thèse
[Bouziat, 2017] portant sur la coopération entre systèmes de systèmes, les agents qui repré-
sentent un système peuvent normaliser les criticités qu’ils perçoivent par un facteur qu’ils
apprennent, sous réserve que les autres agents respectent un standard.
Dans cette thèse, nous retrouvons une problématique similaire, dans des agents de même
type, mais avec plusieurs criticités hétérogènes (par exemple Crittraj,comp qui se partage se-
lon les axes géographique, temporel, de vitesse, et d’altitude, voir section 7.7). Nous avons
utilisé une fonction de criticité générique basée sur les distances entre l’état requis et l’état
actuel, avec en paramètre une valeur maximale pour standardiser les valeurs dans une plage
(entre 0 et 1000), ce qui introduit un taux de conversion implicite entre les différents axes. De
plus, nous ajoutons des mécanismes d’ordonnancement adaptatifs préétablis des criticités
des Agents EM pour les criticités qui composent Criti,k,traj (section 7.9).
Ces deux aspects de la criticité (fonction et hétérogénéité) présentent différentes pers-
pectives pour les AMAS en général, et pour AMAS4Opt. Il serait intéressant de standar-
diser un ensemble de criticités élémentaires, dont les propriétés sont connues pour qu’il
soit utilisable dans différents travaux. Les fonctions de criticités de cette thèse, linéraires
par morceaux et continues, semblent suffisantes dans différents cas. Toujours concernant la
criticité, la généralisation des mécanismes de taux de conversion, et des mécanismes d’or-
donnancement adaptatif des criticités devrait être étudiée. Pour résoudre certaines SNC de
manière générique, il faudrait que les agents soient capables d’adapter les criticités perçues
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Figure 9.12 – Relaxation de la criticité dans [Bonnet et al., 2015]
ou envoyées, et de modifier l’importance de certains critères. De tels mécanismes requièrent
d’avoir un ordre dans les criticités qui peut évoluer et des paramètres de calcul qui peuvent
être modifiés (par exemple, la valeur maximales des criticités dans le cadre de cette thèse).
L’auto-organisation reste le coeur des AMAS et cette thèse y contribue selon différents
axes notamment sur le pattern AMAS4Opt :
— La relaxation de criticité.
— La délégation de service.
— La coopération entre agents ayant le rôle service.
La relaxation de la criticité est un mécanisme qui permet à un agent service de gérer
une partie d’une contrainte d’un agent service et de propager dans son voisinage ce qu’il
n’est pas capable de gérer. Ce mécanisme est présenté dans le cadre d’AMAS4Opt dans
[Bonnet et al., 2015], afin de "faire de la place" dans un planning pour une nouvelle tâche
(figure 9.12), en l’occurrence des prises de vues de satellites. Dans cette thèse, cette relaxation
est effectuée implicitement (sans dialogue), par chaque Agent EM qui recherche l’action qui
diminue le plus les criticités des Agents EM les plus critiques parmi son ensemble d’actions,
montrant aussi la résilience du pattern AMAS4Opt pour de tels cas.
La délégation de service est un comportement ajouté pour la conception du système
ATLAS [Bonnet et al., 2015], qui trouve dans cette thèse un nouveau cas d’application, et
se trouve généralisé par une délégation multi-niveau et l’hétérogénéité des agents qui y
participent (figure 9.13). L’Agent Situation délègue à ses Agents Trajectoires la tâche de générer
des trajectoires respectant certaines de ses caractéristiques, qui délèguent eux-mêmes cette
tâche à leurs Agents Parties respectifs. Dans le cas où les Agent Situation peuvent se déléguer
des contraintes (cas envisagé précédemment qu’un Agent EM intervienne dans plusieurs
situations), d’autres niveaux seraient ajoutés à cette délégation. Dans le cadre plus général
des AMAS, cette dernière délégation serait l’équivalent de mécanismes pour que les agents
reconnaissent qu’ils ont un ou plusieurs buts communs, et qu’ils peuvent agir ensemble, au
moins momentanément, pour réaliser ce but.
Cette structure multi-niveau n’est autre qu’une représentation des liens entres les diffé-
rents niveaux micro, meso, et macro d’un système. L’auto-organisation qui émerge des inter-
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Figure 9.13 – Généralisation de la délégation de service dans AGATS
actions entre les agents fait apparaître ces différents niveaux. Le comportement coopératif
qui anime les agents permet l’émergence d’évènements macroscopique ou mesoscopique
(ici les situations) du point de vue de l’agent (ici l’entité mobile).
Enfin, cette thèse apporte des mécanismes de coopération entre agents services au tra-
vers de la coopération des Agents Trajectoires et Agents Extrémités avec leurs Agents EM res-
pectifs. En effet, l’Agent Trajectoire demande à son Agent EM de suivre une trajectoire, ce que
fait l’Agent EM, lui rendant donc un service, mais ce dernier demande aussi à l’Agent Trajec-
toire de modifier la trajectoire s’il ne peut pas la suivre, parce qu’il n’en a pas la capacité ou
qu’il s’en est éloigné pour s’adapter aux évolutions de l’environnement.
Cadre applicatif
Dans le cadre applicatif, cette thèse contribue à la structuration de trafic aérien, mais
aussi à la structuration d’une simulation de trafic, voir à la structuration de trafic (outil
d’aide à la décision) ou de simulation.
Du côté du trafic aérien, cette thèse contribue à l’enrichissement du logiciel EVAA déve-
loppé par la thèse de [Rantrua, 2017] en complétant ce premier travail par une générateur de
trafic aérien réaliste. Les expérimentations valident le modèle AGATS et son adaptation au
domaine aérien, et cette adaptation pourrait être explorée plus en profondeur sur différents
plans :
1. Dans les trafics réels, les perceptions sont souvent multiples, et multi-modales. Par
exemple, la plupart des avions commerciaux se transmettent des données via leur trans-
pondeur 1, mais ils possèdent aussi d’autres capteurs, comme le radar météo pour dé-
tecter des précipitations ou des orages, des sondes Pitot pour détecter la pression at-
mosphériques, des accéléromètre, des GPS... Nous nous sommes abstraits de la plupart
de ces sources en considérant que la position des Agents EM était absolue et sans er-
reur, mais le Module Perception de l’Agent EM pourrait être en charge de concorder des
1. émetteur/récepteur radio permettant d’envoyer des données entre des avions
195
Conclusion et Perspectives
sources hétérogènes d’informations, et de détecter des anomalies. Une telle modifica-
tion demanderait peut être de donner au Module Perception des comportements et des
capacités de décisions qui en ferait un ou plusieurs agents, comme le suggèrent certains
travaux sur la détection d’anomalies [Verstaevel et al., 2018].
2. Les calculs des Agents EM dans les expérimentations de CAAMAS ne sont pas distri-
bués physiquement, ainsi, expérimenter la distribution de ces calculs permettrait d’ap-
préhender pleinement le potentiel en terme de passage à l’échelle de ces agents. Cette
distribution physique devrait se faire facilement grâce à la décentralisation naturelle
des agents et l’indépendance dans le calcul des Modules Actions des Agents EM.
3. Concernant AGEAS, les expérimentations ont validé la capacité du système à générer
des situations de collision. Si cette situation reste primordiale, de nouvelles situations sont
à ajouter pour permettre la génération d’un scénario complet. L’implémentation de ces
situations nécessite l’étude de leurs caractéristiques afin d’en déduire les criticités cor-
respondantes et l’implication des différents agents dans leur construction. Une piste
intéressante consiste à rendre plus générique la génération de ces différentes situations.
Certaines réponses se trouvent sans doute du côté des travaux sur la composition de
services Web ou de composants informatiques [Noël, 2012][Degas et al., 2016], et des
pistes communes avec la délégation de caractéristiques entre situations semblent envi-
sageables.
Ensuite, le système multi-agent AGATS a été conçu pour être générique. Il serait donc
opportun de l’utiliser dans le contexte d’autres simulations de trafics pour juger de son
degré de généricité, par exemple sur un trafic de drones ou sur le trafic routier. Les Agents
EM de part leur architecture sont assez génériques, et demandent uniquement de définir ce
que sont les actions possibles. Les autres agents nécessitent des adaptations variables pour
être utilisés dans d’autres trafics. Les Agents Situations ne devraient pas présenter plus de
travail que pour la génération d’une nouvelle situation dans le domaine aérien. Les Agents
Trajectoires et les Agents Parties devraient peut être nécessiter d’autres mesures de criticités
propres au domaine pour les parties de trajectoires. Enfin, les Agents Extrémités nécessitent
un travail de généralisation. Le travail d’adaptation nécessitera aussi d’avoir une base de
données de trajectoires que les agents pourront utiliser. Un travail actuellement en cours
dans un projet de première année de Master pour utiliser les comportements des Agents EM
sur des Drones quadri-moteurs dans le simulateur Paparazzi 2, a pour but de tester le com-
portement des Agents EM dans un simulateur réaliste et valider la généricité de l’approche.
Une étape suivante serait alors d’utiliser AGATS pour un trafic hétérogène, mais aussi
d’aborder l’inter-modalité par l’angle pris par cette thèse sur la structuration de tra-
fic. Cette adaptation pourrait utiliser par exemple l’esprit de l’approche générique de
[Wassink et al., 2006] et spécialiser les Agents Trajectoires et Agents Parties en fonction du type
d’entité mobile avec lesquels ils travaillent (par exemple, une voiture et un piéton), ou en
ajoutant d’autres mesures de criticités qui traduiront la différence entre ces entités mobiles.
D’un autre côté, cette thèse pourrait évoluer comme outil d’aide à la décision. En ef-
fet, cette thèse est dédiée à la structuration de trafic virtuel, mais ce trafic pourrait être réel,
et les situations seraient alors d’une nature légèrement différente. Par exemple, cette thèse
2. simulateur drone développé par l’ENAC
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pourrait être utilisée comme support d’aide à la décision d’un contrôleur aérien, pour de-
mander à un flux d’avions de se diviser en deux sous-flux, empêcher les avions de passer
par une zone, ou au contraire les faire passer dans une zone en priorité. Cette perspective
reposerait majoritairement sur les aspects dynamiques d’AGATS et s’éloigne finalement peu
de la problématique. La différence majeure est que les entités mobiles ne sont pas créées à la
demande, mais existent déjà. De même, cette thèse pourrait s’appliquer à la thématique des
flottes de véhicules autonomes accessibles à la demande. Fonctionnant comme nos taxis ac-
tuels (un véhicule cherche un utilisateur, le dépose à sa destination, et va chercher un nouvel
utilisateur), ou comme le taxi collectif (un véhicule peut prendre plusieurs utilisateurs avec
la même destination, ou des destinations complémentaires). Ce dernier est particulièrement
intéressant pour la gestion des ressources, la génération de trajectoires répondant au maxi-
mum de critères (les départs et destinations des usagers), et retrouve de nombreux points
avec cette thèse, avec une contrainte supplémentaire : le nombre de véhicules est limité, et
on cherche à diminuer au maximum la durée des trajectoires.
Enfin, dans une thématique plus éloignée, cette thèse parle de génération de scénarios
et de leur adaptation lors de la simulation, et il serait très intéressant de se rapprocher
d’autres domaines nécessitant la génération de scénarios (ici au sens large), comme la struc-
turation de jeux vidéos, par exemple pour préserver une trame d’histoire, ou adapter dy-
namiquement le scénario aux actions d’un joueur, ou la génération de textes. L’Agent Trajec-
toire (Agent Rôle) devraient alors générer un ensemble d’actions que son Agent EM (Agent
Acteur) devrait effectuer, et les Agents Parties (Agent Action) s’occuperaient de ces actions
élémentaires.
Cadre des expérimentations et de la validation
Dans cette thèse, plusieurs expérimentations valident de nombreux aspects et hypo-
thèses d’AGATS, mais certains aspects n’ont pas été testés.
A court terme, différentes expérimentations peuvent être effectuées afin de valider cer-
tains comportements prévus dans le modèle AGATS :
— Expérimenter les pertes ou la détérioration des communications des Agents EM (non
envoi de la position, non envoi du vecteur vitesse, non envoi de la criticité, ou toute
combinaison de ces détériorations), pour valider les comportements prévus pour cette
situation de non coopération (SNC 5 et SNC 6).
— Expérimenter les Agents EM en tenant compte de l’altitude pour valider toutes les ac-
tions prévues permettrait aussi de montrer les avantages de la décentralisation, notam-
ment sur le passage à l’échelle.
— Expérimenter les Agents EM dans un trafic mixte, composé d’entités mobiles non coopé-
ratives, et d’entités coopératives permettrait de montrer la possibilité d’une intégration
progressive dans un trafic réel, mais aussi l’adaptation des Agents EM face à des obs-
tacles mobiles non coopératifs.
— Expérimenter le comportement des Agents EM dans un environnement contenant du
vent, afin de tester la robustesse de leur comportement pour cet évènement particulier,
mais aussi plus généralement face à des incertitudes dans le résultat des actions.
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— Expérimenter le système multi-agent AGATS en utilisant d’autres bases de données
de trajectoires que les résultats de l’apprentissage d’EVAA, par exemple les roadmaps
issues d’algorithmes de planification telles que : les PRM ou le RRT (voir section 4.2).
Cela pourrait demander l’ajout de certaines capacités aux agents, par exemple pour
segmenter des parties de trajectoires qui sont des courbes, par échantillonnage ou en
utilisant les tangentes.
Ensuite, les expérimentations ont soulevées différents points qu’il serait intéressant d’ex-
plorer :
— Effectuer des expérimentations sur d’autres benchmarks ou avec des valeurs de rZp
plus petites afin d’approfondir les hypothèses émises sur cette distance de vision lors
de l’étude de sensibilité (section 8.2.4.3). Il est étonnant que le temps de calcul n’évolue
pas avec cette distance de vision, et il faudrait vérifier l’hypothèse de la densité d’avion
perçu qui évolue peu.
— Les expérimentations d’AGATS se font dans un mode semi-asynchrone, qui reste une
hypothèse non réaliste, en particulier pour les Agents EM, et effectuer des expérimenta-
tions purement asynchrones permettraient de vérifier la cohérence des comportements
des différents agents d’AGATS. Il serait par ailleurs intéressant de tester le détermi-
nisme de CAAMAS dans ces deux cas.
De manière générale, ce dernier point existe dans de nombreux systèmes AMAS, et il
serait intéressant de s’y attaquer plus généralement. Une piste serait du côté de la criticité :
la criticité de trajectoire de l’Agent EM (Criti,traj) pourrait s’aggraver au fil du temps tant
qu’il est défavorisé (tant que les autres agents qui ont agit avant lui ne l’aident pas à revenir
à sa trajectoire, visible dans la section 8.2.2), de même la criticité d’agents défavorisés au
détriment d’autres pourrait s’aggraver au fil du temps.
Enfin, une problématique intéressante dans les AMAS est la validation de l’adéquation
fonctionnelle des différentes parties du système, c’est-à-dire des différents agents qui le com-
posent. Les comportements des agents nécessitent d’être vérifiés, et cela implique la mise en
situation de l’agent afin d’étudier si sa réponse à la situation dans laquelle il se trouve est
adéquate. Certaines situations peuvent être représentées schématiquement, mais il est diffi-
cile de représenter toute la complexité des situations rencontrées par un agent. Il serait alors
intéressant de définir des caractéristiques qu’un agent doit satisfaire, et qu’un système gé-
nère un scénario de test adéquat. Généraliser le système AGATS pourrait être un début de
réponse pour une telle problématique. Un tel système de génération de scénarios pourrait
être combiné à des comportements d’adaptations proposés précédemment pour la criticité
et l’organisation afin que le système détecte des situations dans lesquelles il est en difficulté,
génère un ensemble de scénarios, et s’entraîne sur ces scénarios pour apprendre à surmonter
ces situations.
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