I. INTRODUCTION

I
N THIS PAPER, a methodology for finite-element (FE) based simulation of an eddy-current system is presented. The methodology is based on an efficient algorithm developed for repeated computation of the magnetic field for different values of excitation frequency, conductivity, and permeability of the conducting region. Such problems arise in many diverse engineering situations associated with induction heating, eddy-current losses in electrical machinery, magnetic levitation, etc. In particular, induction heating systems and induction motors fed by inverter-based controls often necessitate FE computation for various frequencies as well as material parameters. Eddy-current systems have attracted attention from both analytical [1] and numerical points of view [2] - [7] . In general, for many applications, it is often not enough merely to compute the particular solution of the problem for a given set of source and material parameters. It is also important to be able to characterize and analyze the effects of variations of the excitation and material parameters on the solution. It can be observed in this light that most of the numerical methodologies for solving such problems do not a priori provide this insight into the behavior of the solution relative to parameter variation. This necessitates carrying out repeated solutions of the equations for different values of the parameters. Such an approach obviously calls for considerable computational efforts in terms of time and memory requirements. On the other hand, analytical methods that often reveal important information regarding characterization of solutions and parametric variation [8] are generally not feasible for many practical cases primarily due to complicated geometries. An important illustration of this is the problem considered in [9] , where an eddy-current braking system is analyzed. There, an analytic parametric expression of the field is given with the velocity, conductivity, and slot pitch as parameters, which allows for fast parametric study of the brake performance for these parameters. But the expression contains a static FE solution for a particular harmonic frequency and relative permeability. This makes the parametric study with respect to frequency and permeability much more difficult since a new static FE solution has to be computed for each new value of these two parameters.
This paper can be seen as an attempt toward characterization of FE solutions, with a major aim of facilitating computation and parametric study of electromagnetic systems. It is an extension and further development of the approach suggested recently in [10] . There, it has been illustrated that for an electrostatic system governed by the time-independent Poisson equation, a linear algebraic study of the FE model can reveal important information about the solutions, which can in turn be exploited to develop efficient algorithms. Encouraged by the benefits of the approach, in this work, it is extended to a time-harmonic eddy-current problem governed by the well-known Helmholtz equation. The geometry considered is a commonly encountered one, involving a structural component exposed to the field of a high-current conductor. Here, instead of having only one parameter as in [10] , three quantities, viz. the frequency of excitation, the permeability, and conductivity of the eddy-current region are taken as parameters. This significantly enhances the applicability and utility of the algorithm to diverse engineering applications. In this paper, the dependence of the FE solution on these parameters is identified and an efficient algorithm is suggested, which requires repeated solution of a much smaller system of equations for each new set of parameter values. The algorithm also permits computation of the solution over only the 0018-9464/04$20.00 © 2004 IEEE eddy-current region, or any other area of interest within the domain, without the need of repeated computation of the solution over the whole domain.
As an immediate area of application of the proposed algorithm, an eddy-current system with a linear material and excited by periodic nonsinusoidal excitations is investigated. In addition, its application to general transient excitations is outlined.
II. PROBLEM FORMULATION AND GENERAL APPROACH
The geometry considered in this work is shown in Fig. 1 , with all dimensions in centimeters. A conducting plate whose cross section is shown as is exposed to a time-harmonic magnetic field produced by a bar carrying high current, with current density varying sinusoidally with frequency rads/s and directed into the plane of the paper. The entire domain considered, which includes the plate and bar, is enclosed by a boundary , over which the magnetic vector potential is specified to be zero (Dirichlet boundary condition). The region within the domain excluding the plate is denoted by , while the interface between and is denoted by . The parameters considered in this study are the frequency , conductivity , and relative permeability of the plate. The computational problem consists of finding an efficient algorithm for repeated computation of the electromagnetic field and induced eddy currents in the plate for different values of , , and . The eddy currents induced in the bar are neglected.
The magnetic field is formulated through the magnetic vector potential . For a sinusoidal time variation of the vectors and , the well-known governing equation for the magnetic vector potential over the two-dimensional (2-D) region is (1) where is a scalar, and , are phasors represented by complex numbers.
A parametric expression for the FE solution with the frequency and material properties as parameters is developed. This is then applied to the problem of finding the response to a periodic nonsinusoidal excitation, by computing and superposing the responses to the individual harmonics. The expression is used to compute both the response for a particular frequency as well as the sensitivity, i.e., the variation of the response with frequency. Although in this work only periodic excitations have been treated, the suggested algorithm can also be applied to transient excitations. In a recent work [11] , a transient eddycurrent system has been analyzed through superposition of the responses for a set of harmonics of the transient excitations. The harmonics are obtained through a Fourier series decomposition of the excitation converted to an equivalent periodic form. The responses are computed through a time-harmonic FE solution for each harmonic. The number of FE solution steps in this process was shown to be considerably smaller than a time-stepping transient computation. However, for cases with broad bandwidth of the excitation waveform, or for a better approximation of a general aperiodic transient excitation, a large number of harmonics have to be considered, necessitating repeated solution of the same FE system for different frequen- cies. In addition, it was also shown that information regarding the frequency sensitivity becomes crucial, especially in cutting down or avoiding repeated computation near the higher frequency regions.
III. FINITE-ELEMENT MODEL
Through a standard FE procedure involving interpolation of with linear interpolating functions over triangular elements and applying a Galerkin procedure [12] , the following FE model for (1) is obtained after imposing the boundary conditions (2) where the matrices , are real, sparse, and symmetric, and has full rank. The vectors , represent respectively the excitation current density in the bar, and any Neumann conditions in general. In the problem considered here, there are no Neumann conditions, implying , while the zero Dirichlet condition is specified over the entire boundary. However, it may be noted that the proposed algorithm does not require them to be zero; it is equally applicable to nonzero Dirichlet and Neumann conditions. In addition, they are equally valid for a three-dimensional (3-D) eddy-current problem.
A. Structure of the Coefficient Matrix
Note that the submatrices are formed by rows corresponding to those nodes which are not on the boundary. It can be easily checked that all such nodes can be classified into the following three groups, and the corresponding three sets of rows in can be identified.
• Nodes lying in : They are vertices of elements only within . Hence, the corresponding rows in the global coefficient matrix have terms containing entries from the element matrices of only these elements. Let the number of such nodes be .
• Nodes lying on the interface between and : They are vertices of elements in both regions. Hence, the corre-sponding rows have terms containing entries from element matrices of elements in either region. Let the number of such nodes be .
• Nodes lying in : They are vertices of elements only within . The corresponding rows have terms having entries from element matrices of only these elements. Let such nodes be in number. Following the above observations, the form of the global coefficient matrix can be identified as (3) where is the relative reluctivity of the plate. Combining the last two rows, we get (4) where is a matrix while , , are matrices, all being real. With this, the FE system of (2) becomes of the form (5) where has been used for the vector for brevity. The computational problem involved is to solve the above linear system repeatedly for different values of and .
In Section IV, a general expression of the solution for the above linear system of equations is developed, which forms the basis of the algorithm suggested in this paper.
IV. GENERAL SOLUTION: DERIVATION AND OBSERVATIONS
A. Expression for the General Solution
For the linear system of equations of the form of (5), we state and prove the following theorem.
Theorem 1: If is the solution to (5) for and , then the solution for any arbitrary and is given by (6) if and respectively satisfy (7) and (8) Proof: Substituting (6) for in (5), we have the left-hand side as LHS RHS using (7) and (8), and the fact that is the solution of (5) for , . This shows that as given in (6) is indeed a solution of (5) for the new values of and . Finally, we note that the coefficient matrix on the left is nonsingular for any and , since the underlying partial differential equation (PDE) problem has a unique solution for any physically meaningful values of , , and (i.e., with ). Hence, as given in (6) is the only (unique) solution for these values of and .
B. Important Observations
Based on the previous analysis, we make the following important observations, which subsequently lead to the algorithm presented formally in Section V.
1) Interpretation of the Vectors and :
The vectors and can be identified as changes in the solution due to variations in and , respectively. In particular, if is taken to be zero, then the solution corresponds to the absence of any eddy currents either due to , implying absence of conducting region, or , implying a dc source current. In this case, will be a real vector. Moreover, the vector can then be directly interpreted as the electromagnetic field due to the induced eddy currents. Similarly, implies the absence of high permeability region, and can be interpreted as the effect on the field due to the increase in permeability of the plate. In other words, taken together, the choice and can also be interpreted as the case when the plate has been replaced by air, with being the modification in the field caused by the permeable plate, while is the modification caused by the induced eddy currents. This reveals important insight into the precise effect of varying or or both on the overall electromagnetic field.
2) Computation of and : It can be seen that irrespective of the values of and , the conditions and always hold. Hence, if is the (real) kernel of the real matrix , then and can be written as and , where and are complex vectors of length . With this, the lower blocks of (7) and (8) become (9) where , , and are real matrices. Now as can be seen from (6), for computing the overall solution, only the sum is required and not , individually. Hence, instead of solving the two equations in (9) individually, their sum (10) can be solved once to obtain the single vector . This finally yields the required solution , through (6) written as (11) Hence, it can be observed that having once computed and stored one solution along with the vectors , , and -sized matrices , , and , the computation of any other solution for a new set of values does not require the whole FE model to be stored or solved.
3) Structure of and Matrices: Recalling from (3) that has the form , its kernel can be taken in the form (12) such that is a basis of . For this case, the matrices are of the form Finally, multiplying the first block of rows by , and noting that , we have a new set of matrices as (13) Hence, assuming full rank (whose existence is guaranteed since is full rank), multiplying the first equations in the system (10) with makes (10) a symmetric and sparse system of equations of size , with only dense rows and columns at the most. It is this system which needs to be solved repeatedly for each new set of values of the parameters. Finally, an obvious particular choice of this kernel is , , for which the method reduces to the substructure-frontal method (SFM) proposed in [13] , based on a direct elimination process equivalent to using a Schur complement. Hence, in a way the analysis presented here, in which a variety of choices for and are possible, can be considered a generalization of that approach. In this context, in [14] it has been observed that for the substructural approach, the accuracy of the computed solutions would depend upon the accuracy of the elimination process and the solution of the equations solved. Here, it can be seen that the freedom of choosing a general nonsingular other than merely leaves a possibility of improving the numerical quality of the smaller system to be solved. For example, it may be used to annihilate some nonzero elements in or through an orthogonal , and choosing accordingly, which thus improves the smaller linear system while preserving its symmetry. Further investigation in this respect may be fruitful. More importantly, it has been observed in [14] that the substructural approach may lead to considerable saving in the case of nonlinear transient systems, although not so much for the static problems due to the considerable time required in the elimination process. However, it may be noted here that the computation of the matrices , , much like the elimination process in [13] , involves computational effort roughly equivalent to solving one sparse symmetric linear system of equations of size , with different right-hand sides. This process renders itself readily to parallelization, unlike the successive steps in the iterations for nonlinear computation or time-stepping. Further, when the transient response has to be computed for a number of excitation functions, the reduction of the system to be solved repeatedly would lead to considerable savings. where use has been made of the fact that is the actual solution of (5) for the new values , followed by use of (6)- (8) successively. An upper bound on the magnitude squared of the complex error vector , defined as , is given as
The above relation gives a measure of the difference between the solutions for two sets of values of parameters , the first term in the right-hand side giving a measure of the effect due to change in , and the second giving that due to the change in . , and is the solution to be computed for the next set of parameter values , then an a priori measure of the difference between these two solutions is given by (15) which is obtained by replacing with and with in the right-hand side of inequality (14) . For computational purposes, we note that from (11), we have (16) Similarly (17) Hence, computing this measure of difference also does not require storage of the original FE model. The vectors and matrices , suffice, while the vector has been computed during the evaluation of the th solution . It follows that if this error is found to be below a threshold, implying negligible effect on the electromagnetic field due to the change in values, need not be computed and can be retained as the new solution .
6) Frequency Sensitivity and Taylor Series Approximation:
By successively differentiating (10), a recursive relation giving the th order frequency sensitivity in terms of the th can be obtained. In [11] , a similar measure has been shown to be useful in approximating successive solutions through a Taylor series expansion. In the proposed method, sensitivity computation of each order will involve solution of a smaller system than that solved in [11] for the purpose. With this, the actual FE solution and the sensitivities can be computed by solving the smaller systems after some intervals, while for the intermediate harmonics the solution can be estimated through the Taylor series expansion.
V. PROPOSED ALGORITHM
Based on the observations in Section IV, the following modeling and solution scheme is suggested for the problem discussed. The solution procedure is essentially based on using the parametric expression in (6) to obtain solutions for any values of and from the solution computed and stored for one set of values . The suggested choice of is , corresponding to the absence of the permeable eddycurrent region. Although the solution for any other suitable set of values would also have served the purpose, this choice as mentioned earlier provides insight into the effect of the permeability and eddy currents in the conducting plate. Moreover, the solution in this case is real, facilitating storage and computation.
It can be observed that in the proposed scheme, most of the computationally heavy tasks have been shifted from the repetitive "solution" stage to the one-time "modeling" stage.
Modeling: 1) Form the complete FE coefficient matrix as in (3) (16) and (17) . If this is below a threshold , then the last solution can be retained as the new solution. If , then obviously the bound in (15) can be evaluated directly, without requiring the use of (16) and (17) . 2) If the bound is above a threshold , then solve the -sized complex linear system (18) or equivalently its real-computation form, the -sized real linear system (19) where and are the real and imaginary parts of . Solving either of the above systems yields . 3) Obtain required solution using (11), i.e., by (20) If the current density value is also changed, the above solution simply has to be scaled appropriately, as the overall solution is linear with respect to .
VI. POSSIBLE GENERALIZATIONS AND MAJOR ADVANTAGES
A. Nonlinear Problems
In the present work, has been considered to be linear, and a superposition of responses to each harmonic has been used to compute the response to the periodic excitation. However, in problems when the material in is nonlinear, a time-stepping method has to be used, with a nonlinear problem solved iteratively at each time-step. In each of the nonlinear iteration stages, the matrices in (3), and consequently the matrices will have to be updated. Still, the kernel remains entirely the same and the computational effort for each stage is still the solution of a sparse symmetric linear system of equations of size .
B. Nonstatic
In the eddy-current system considered here, the set of equations in was purely algebraic, owing to time-independence of the PDE in . In this case, the kernel of the constant matrix denotes its algebraic null space. However, when comes from a system of algebraic and differential equations, the kernel denotes a collection of trajectories. A systematic theory of such kernels is being developed as shown in [15] and [16] . The theory shows that a kernel of any matrix , which is a polynomial matrix in the differential operator , can be represented as an image. For this, all solutions satisfying can be expressed as with being arbitrary functions of time and a polynomial matrix, if and only if the trajectories have the property defined as controllability. Moreover, all underdetermined systems given by equations of the form , as will be the equations in , have been shown to consist of a controllable and an autonomous part. Both these parts can then be expressed in image forms. The work in [17] gives a matrix computational paradigm for such problems, especially suited to the first-order case, to which eddy-current problems belong. From the above discussion of the behavioral theory of systems, it follows that the methodology suggested in this paper can be extended to the problem where has differential equations governing it, and trajectories have to be computed repeatedly with a different set of at each time step. An obvious application is presence of linear conducting regions in and a nonlinear conducting region in . The details of this application of the idea to the general transient eddy-current problems are beyond the scope of this paper and will be treated in a subsequent work.
C. Relation With the Woodbury Algorithm
The Woodbury formula [18] , [19] has been used for solution updating in a number of applications where a large system of equations has to be solved repeatedly after low-rank changes in the coefficient matrix [20] . The method requires that the original (unchanged) system be easy to solve. For a rank-change of the form with having columns, it requires computation of , followed by solution of the system , being the solution to the original system. Evidently, the computational effort is roughly same as solving the original system times followed by solving a sized system, in addition to finding suitable decomposition for the perturbation. For the eddy-current problem, and the first stage would require solving times the entire system, which is more than the effort in computing the kernel of . It is suggested that the Woodbury algorithm be used on the smaller system in (18) . The rank of the correction matrix will be the same as the rank of the correction in the entire FE matrix , while the size of the updated system is now much less.
D. Major Advantages
Finally, few major advantages of the proposed methodology can be summarized as follows.
1) Being based on the FE methodology, the algorithm is applicable to a wide range of geometries, while cutting down on the computational cost. 2) As mentioned earlier, the choice allows the vectors and to be interpreted as the precise effects due to the increased permeability of the plate, and the parameter respectively, thus offering insight into the effect of these quantities on the electromagnetic field. 3) In most of the practical problems, the eddy-current regions are much smaller than the area over which the PDE has to be solved (since they are normally plates, vessels, etc.), while the field is distributed over a large region in space. Moreover, the boundary conditions may have to be imposed at some distance, enlarging the considered area and making . Thus, in the proposed methodology, the size of the linear system to be solved repeatedly is considerably reduced, from to if complex computation is being used, or from to if only real computations are used. 4) The change in the solution for a new set of parameter values can be estimated before actually computing the new solution. When this change is estimated to be negligible, the entire solution stage can be avoided, saving the task of solving even the smaller -sized system. While using superposition of responses to various harmonics for periodic excitation, this can be used as a frequency-sensitivity measure to avoid evaluating responses to different frequencies in a band with low frequency-sensitivity. 5) Since the large problem is solved for only one value of the parameter, the need for repeated preconditioning of large coefficient matrices for each new value of the parameter is avoided, something necessary for convergence in conventional iterative schemes. 6) Since the final solution is constructed through a linear sum of vectors and columns of as shown in (20) , it can be updated for different only at a few nodes of interest, by summing the corresponding entries of these vectors. This saves the requirement of storing or computing solutions over the whole domain, and is especially useful in coupled field applications. In most such applications, the magnetic field is coupled to an external system through a relatively small part of the whole domain, for example, through the bar to the external supply circuit. However, conventional iterative methods applied on the whole system would require the evaluation of the entire solution at each iteration step. To sum up: The above algorithm allows repeated computation of the field over an entire domain or a subdomain, for any value of frequency, as well as conductivity and permeability of the eddy-current region, through repeated solution of a sparse symmetric linear system whose size is the number of nodes in only the eddy-current region.
VII. NUMERICAL RESULTS
For a computational validation of the developed general expression and the proposed methodology, the latter is implemented with a FE code developed using the Scilab computational package. The mesh used has a total of 1479 nodes with , , and the rest 156 on the outer boundary . The whole FE system is solved once, for and the fields for all other cases are computed from this solution. Two sets of simulations are carried out.
In the first, the fields computed by the proposed method for various conductivities ranging from to are compared with solutions obtained through the conventional method of solving the whole system. The solutions are found to match satisfactorily, with the solution from the proposed method correctly reflecting the skin effect variation across the conductivity values. The system of equations to be solved in either case are sparse, symmetric and complex, but its size in the former case is nearly six times smaller than whole system, with a proportional saving in time per solution.
In the second set, the electromotive force (EMF) induced at the center of the bar is computed, for a trapezoidal current waveform of time period s and magnitude A as shown in Fig. 2 . Responses for up to 50 harmonics are computed through the proposed algorithm and the induced EMFs are superposed to obtain the waveform in Fig. 3 . The problem is also solved by the use of frequency sensitivity to approximate the solutions over bands of frequencies, and the results are shown in Fig. 4 . This proves to be profitable in the problem simulated. The actual FE solutions are computed by solving the reduced linear system (18) only at few isolated frequencies, and first-order Taylor series approximation is used for the other frequencies. The percentage errors, measured as norms of the error over a cycle, are very less, while both the size and number of FE solutions are much less. The simulation results are presented in Table I . A conventional approach of solving the whole system of size 1323 for all 50 harmonics would require about 25 times the computational time required for the last case in the table, assuming a CG method with quadratic convergence.
It is felt that a realistic measure of the computational saving in terms of absolute CPU time will be more evident for standard 3-D eddy-current systems with transient excitations, solved through Fortran FE codes. In particular, the parallelization of the computation of the kernel will lead to further saving in overall computational time. An investigation of the effect of various choices of on the numerical properties of the system of equations will be another area of computational significance. 
VIII. CONCLUSION
In this paper, an efficient algorithm for repeated computation of the electromagnetic field and eddy currents for a typical bar-plate eddy-current system has been presented. The field and eddy currents have to be computed for different values of the exciting frequency, as well as the conductivity and permeability of the plate. The development of the algorithm is based on identifying the parametric dependence of the FE coefficient matrix on the above quantities, and obtaining a general expression for the solutions of such linear systems. For a typical case, the size of the linear equation system required to be solved by the algorithm to obtain the solution for a new set of parameter values is several times less than that required by a straightforward solution of the FE equations. Moreover, the sparsity and symmetry of the system is largely preserved. The algorithm is verified through simulations for two typical problems. In the first one, the variation of the skin depth of the plate with conductivity is obtained. In the second, the algorithm is used to compute the response of the eddy-current system in terms of the EMF induced at the center of the bar, for a trapezoidal excitation current. The possibility for application of the algorithm to general transient excitations is identified. Moreover, directions of further theoretical development to analyze broader classes of problems have been outlined. A comparison of the computational burdens involved in the proposed method and a direct application of the Woodbury formula is also discussed.
It has been shown for the eddy-current problem that a systematic study of the linear system of FE equations may lead to important information regarding the solution and its behavior with parametric variation. This kind of information is generally obtained only through analytical methods, which are not feasible in many practical cases with complicated geometries. On the other hand numerical methodologies like the FEM, although applicable widely, normally do not a priori provide such information. Hence, any attempt in characterization or analysis of the solution necessitates repeated computation of the whole solution for different parameter values. In this sense, the paper serves to illustrate the possibility of widening the scope and application of the FEM, and developing more efficient algorithms, by harnessing some of the benefits of analytical methods.
In addition, the suggested approach enhances the justification of the set of linear system of equations being called a model of the system. A systematic study of its structure may provide further insight into the dependence of the solution on the geometry and parametric values of the system.
The approach suggested in this work, along with [10] , opens up possibilities of its further applications to a variety of problems governed by PDEs, where the FE method is used as a numerical approach for modeling and solution.
