Abstract. DVB-H (Digital Video Broadcasting -Handheld) is a technical specification for bringing broadcast services to handheld receivers. IP Datacast integrates DVB-H in a hybrid network structure consisting of both a mobile communications network such as GPRS or UMTS and an additional DVB-H downstream. This paper introduces two different approaches for providing interactive services to DVB-H terminals. It is assumed that the terminals dispose of a MIDP compliant runtime environment. The Mobile Information Device Profile (MIDP) is a J2ME profile for the use of Java on embedded devices such as mobile phones and PDAs. It is shown how these services can be synchronized with the multimedia data that is broadcasted over the DVB-H channel. A first approach will only use the DVB-H broadcast channel as bearer of both the audiovisual data and the interactivity-related data. The second approach combines the broadcast path with a bidirectional unicast channel in order to implement the interactive services.
Introduction
In November 2004, the DVB consortium released the DVB-H (Digital Video Broadcasting-Handheld) standard [1] . This broadcast standard provides an efficient way of carrying multimedia services over digital terrestrial broadcasting networks to handheld terminals. Special requirements for this type of devices (low energy consumption, robust transmission, etc.) have been taken into account. The first commercial DVB-H services have already been rolled out. IP Datacasting (IPDC) combines digital content formats, software applications, programming interfaces and multimedia services are combined through IP with a digital broadcasting environment. An inherent part of such a datacast system is that it comprises of a unidirectional DVB broadcast path that may be combined with a bi-directional mobile/cellular interactivity path. IPDC can be used for enabling the convergence of services from broadcast/media and telecommunications domains. A typical IPDC over DVB-H terminal is a mobile phone with built-in DVB-H receiver and UMTS antenna. On most mobile phones a MIDP [2] compliant runtime environment is installed. The Mobile Information Device Profile (MIDP) is a J2ME profile for the use of Java on embedded devices such as mobile phones and PDAs. It is the de facto specification for application development when targeting different types of mobile phones. This paper introduces two different approaches for providing interactive services to DVB-H terminals that (only) dispose of a MIDP compliant runtime environment. Instead of user-device interactivity, this paper will focus on client-server interaction. These services may also be synchronized with the audio and video (A/V) data that is broadcasted over the DVB-H channel. Such services may enlarge the user's experience of mobile television by offering interactivity that is closely related or even frame accurately synchronized with what is happening on TV. A first approach will only use the DVB-H broadcast channel as bearer of both the A/V data and the interactivity-related data. The second approach combines the broadcast path with a mobile interactivity path such as UMTS in order to implement all the required services. In the presented approaches, several concepts of the Multimedia Home Platform (MHP) [3] standard have been used and translated to the "DVB-H/MIDP" environment. MHP is an open middleware standard designed by the DVB project for interactive digital television. The main objective however was not to present a generic MHP-compliant solution, but a client-server architecture which can be easily integrated into a DVB-H system. The development of the presented solutions is still ongoing and is part of the MADUF (MAximizing DVB Usage in Flanders) project [4] . The objective of MADUF is to generate an optimum model for providing mobile television services in Flanders via DVB-H and developing a proof of concept setup. This paper is structured as follows: section 2 states some related work. In section 3 we introduce IP Datacasting over DVB-H and in section 4 the functional requirements for mobile interactivity are listed. The setup and concepts that are used to fulfill these functional requirements are described in section 5. Finally, section 6 states our conclusions and future work.
Related Work
Several projects are trying to define or implement synchronized, interactive services for broadcast and convergent networks. This approach uses fullfeatured applications with complex logic which allow full control over the interaction. These applications may be downloaded over the broadcast channel or via the interaction channel, they are expensive to develop and must be verified against all terminal types the operator wants to support for the application.
In order to support a maximum of functionality, the presented solutions are based on the latest approach, specifically downloading applications on the user's device. As already mentioned in the introduction, we will only focus on applications that are compliant with the MIDP specification.
Functional Requirements
First of all, the applications that will provide the interactive services should be linked to one or more television programs and a signalling mechanism is required to inform the user that a program is available. A transport mechanism is also required to transmit these file-based objects to the mobile terminal.
In order to manage these downloaded applications a middleware framework should be installed on the user's device. This framework shoud be able to detect applications that are available. These applications must then be loaded in memory, and started when requested by the user or when the application is linked to the television program that is currently playing on the user's device. When the service is no longer needed, the applications should be stopped and (if necessary) removed from the memory to free space.
Without enhancements, the (stand-alone) applications will have no immediate coupling with the audiovisual data that is broadcasted. This makes them initially not suitable to support synchronized interactivity, i.e. generating actions that occur on the user's device when a specific scene (or frame) is shown on the screen. To support this type of interactivity a mechanism will be needed that synchronizes the A/V data stream with the interactive applications that are running on the mobile device.
By providing a synchronization mechanism, the applications can perform the right actions at the right time. However, they still need to know which action this should be and when exactly it should be performed. A static solution would be the integration of these parameters into the application logic. But this would not be suitable for live shows and it would also raise development costs. For instance, an application that is linked to a daily quiz should have to be adapted and recompiled on a daily basis. And the user would also experience more overhead (re-downloading, reinstalling, etc.). Therefore, a mechanism is required to inform the client-applications about when they should perform a specific action. Along with this information, sending extra data to perform an action should also be possible.
As a summary, we can state that the solution for providing synchronized, interactive services through downloadable MIDP applications should support:
1. Signalling in the broadcast stream in order to link the applications to certain television programs. 2. A transport mechanism for delivering the applications to the handheld terminals. 3. Middleware on the user's device to load, start, stop and unload applications. 4 . A mechanism that synchronizes the downloaded applications with the broadcasted content. 5. A server-side mechanism that can steer all client applications in order to perform the right actions at the right time.
5 Integrating Interactive Services into a IPDC over DVB-H System
Setup Description
In order to fulfill the functional requirements that where listed in Sec.4.2, a setup is built as is shown in Fig. 2 . This architecture can easily be mapped to the functional architecture that is specified in the DVB-CBMS specification [11] .
Starting from a general explanation of the work flow of this architecture, we will go into more detail about how the functional requirements are met by this setup.
The content provider streams its multimedia content to the encoders that trans/encode both audio and video to the requested format (e.g. for video this will usually be the H.264/AVC format). Afterwards, these encoders packetize both the encoded audio and the video stream into RTP packets. Besides these RTP streams, the encoders may also provide extra information concerning these streams by generating a Session Description Protocol (SDP) [12] file for every session. These files are used by both the ESG server and our interactivity server. The generated RTP streams are sent over a multicast IP network to the IP Encapsulator. There, the incoming IP datagrams are encapsulated into datagram sections which are compliant to the DSM-CC [13] section format for private data.
The content provider will offer its scheduling information to the Electronic Service Guide (ESG) server by building up a schedule on the server via a graphical user interface or by sending the data in an appropriate format to the server.
ip NOWOM~L iapu kẽ rated by the encoders, the ESG server builds a DVB-H over IPDC compliant ESG [14] . Both the ESG data that is generated by the server and the extra data (non streaming data such as files) that is delivered by the content provider are delivered to the end user by using the FLUTE data carousel.
For the signalling of data services in the DVB signal, Program Specific Information (PSI) and Service Information (SI) will be added to the transport stream. PSI consists of data enabling a decoder to demultiplex DVB services. In addition to the PSI, SI data is needed to provide identification of DVB services to the user. PSI and SI information are often generated in the IP encapsulator. For more information concerning the use of these tables in a IPDC over DVB-H system we refer to [15] .
The interactivity server is the central component for the delivery of the synchronized, interactive services. This server is able to generate data streams to the multicast IP network and it can also handle incoming client requests in order to send all the data via a unicast channel. The next sections detail about how the interactive services are provided.
Signalling and Transportation of the Applications
Linking applications to a specific service can be done in the ESG. The IP Datacast ESG provides a flexible data structure for a large number of use cases. In order to deliver Java-based software applications, the extensions that are proposed in [16] may be used.
As already mentioned, we present two solutions for delivering synchronized interactive services to a DVB-H terminal. The first solution uses the FLUTE data carousel in order to send the applications to the broadcast channel. To download and install these applications, the application manager on the terminal should be able to access this carousel. The second solution uses a bidirectional unicast connection to transport the applications. In the proposed setup, this is a UMTS network connection as this offers sufficient band width for a fast delivery of MIDP applications. In order to install new application logic via this unicast connection, the application manager only needs to invoke a MIDP platformrequest to the URI that refers to the requested application.
Action Mechanism
Analogue to the MHP specification, we use an event-trigger mechanism for steering all the client applications. An event is the description of a specific action that can be executed by a downloaded application. A trigger will inform the application logic on the client device when a specific event needs to be executed. There are two types of triggers:
-Do-It-Now Event Triggers where the associated event occurs immediately.
-Scheduled Event Triggers, these triggers contain a clock value that indicates when the event has to occur. They are sent in advance, and possibly more than once.
Additionally, a trigger may contain extra data that is needed to execute an event. The Interactivity Server that is shown on Fig.2 generates the appropriate triggers and events, based on a simple description of the content provider. Contrary to the MHP solution, the interactive data is not sent via the data carousel but depending on the solution that is used:
-The server will generate a multicast IP socket for every service that may support interactivity. The events and triggers are thus delivered to the user as a separate DVB-H service. -The interactivity related data is sent via a bidirectional unicast channel to the client devices. Each client has to specifically request such a unicast connection.
Both solutions have the advantage that the on time arrival of triggers is not subject to the size of the data carousel. In order to work on terminals that "logged in" after the start of a television show, the server will resent all required information in well defined cycles.
With regard to linking the data that is generated by the interactivity server to a specific service, extra information should be provided in the ESG. When using the broadcast solution, the interactive service should be linked to the multimedia content service. In case of the unicast solution, the IP address and port number of the interactivity server should be provided in the ESG.
Client Middleware for Application Management
As already mentioned, a MIDP application (called a MIDlet) is used to provide the interactive services. However, the currently available MIDP profile MIDP 2.0 imposes some serious restrictions: -There is no support for the Java reflection mechanism.
-Inter-MIDlet communication and auto-launching of MIDlets are very hard to implement. -Running multiple concurrent MIDlets in the same VM is only possible if these MIDlets are part of the same group (called a MIDlet suite).
-Due to the severe security restraints of MIDP's virtual sandbox, the MIDlets cannot be installed without requiring the user to intervene several times.
Because of the absence of a reflection mechanism or an existing OSGi [17] framework on a MIDP terminal, it is impossible to add application logic to an already installed framework or application. This has a major impact on the architecture of the client's application manager. Instead of running a manager that may be extended with extra functionality, new application logic is provided to the user by means of a fully installable MIDP application. Fortunately, MIDP 3 (JSR 271)
[18], which is still in early stage of development, will tackle most of the issues that are listed above. Another important specification that is under development is JSR 272: "Mobile Broadcast Service API for Handheld Terminals" [19] . This specification will define an optional package in a J2ME/MIDP/CLDC environment to provide functionality to handle broadcast content, e.g. to view digital television and to utilize its rich features and services. In order to implement a fully working application manager that is able to load the requested applications or interpret the broadcasted ESG information, the usage of JSR 272 will be required.
Synchronization Mechanism
RTP Synchronization Overview RTP provides tools for synchronizing the seperate audio and video stream that are generated by the encoders. For that purpose, an RTP time stamp is present in the RTP header. As RTP's synchronization mechanism will be used by the interactivity server to link events to audio and video data, it will be explained first:
-RTP time stamps convey the sampling instant of access units at the encoder.
An access unit is the smallest entitiy to which timing information can be attributed. The RTP time stamp is expressed in units of a clock, which is required to increase monotonically and linearly. The frequency of this clock is specified for each payload format. We assume that the frequency of the sampling clock is used. In Fig.3 , TSa(i) and TSv(j) are RTP time stamps that are used to present the access units at the correct timing at the receiver. This requires that the receiver reconstructs the video clock and audio clock with the same mutual offset in time as at the sender.
When transporting RTP packets, the RTCP Control Protocol [8] is used for purposes such as monitoring and control. RTCP data is generated by the encoder and carried in RTCP packets. There are several RTCP packet types, one of which is the Sender Report (SR) RTCP packet type. Each RTCP SR packet contains an RTP time stamp and an NTP [20] time stamp. Both time stamps correspond to the same instant in time. However, the RTP time stamp is expressed in the same units as RTP time stamps in data packets, while the NTP time stamp is expressed in "wall-clock" time. In Fig.3 , NTPa(k) and NTPv(n) are the NTP time stamps of the audio and video RTCP packets. At(k) and Vt(n) are the values of the audio and video clock at the same instant in time as NTPa(k) and NTPv(n), respectively. The interactivity server steers the clients' event clock by transmitting RTCP SR analogue packets which map the event clock values Et(i) to the NTP time stamps NTPe(i). As such, the offset between the event clock and the audio or video decoder clock can be calculated. By using this mechanism, server side synchronizing of the client's event clock to the decoder's video or audio clock is possible. However, to do this, the interactivity server itself needs to know the exact link between these clocks. This can be accomplished by offering a graphical user interface to the content provider in order to inform the interactivity server about the mapping between the occurrence of an event and the video or audio time basis. Still, frame accurate synchronization is only possible in a scenario where the link between the time basis that is used by the content provider and its mapping of events to this basis can be kept during transport, encoding and/or transrating (i.e changing the frame rate of the video stream). In order to keep this link, the interactivity server shall use the same wall-clock time as the encoders to perform the calculations needed to re-map the specified events to the clock of the encoders. This is possible by interpreting the SDP files and SR RTCP packets that are generated by the encoders. By interpreting the SDP file, the interactivity server knows the exact start NTP time of the session. As it is supposed that the (usually uncompressed) video data, offered by the content provider, has a constant frame rate, knowledge of the NTP timestamp of the first frame makes it possible to map the occurence of events to the NTP time. If the encoder doesn't generate (appropriate) SDP files, then a initial requirement is that the start value of the encoder clock is set to zero. In order to support the nonstop streaming of concurrent television programs, the interactivity server should also be synchronized with the ESG data. As such, an interactivity server is built that can synchronize events with the decoding clock of the client's terminal while only sending the interactive data that is related to the program that is currently playing.
Conclusions and Future Work
In this paper, we introduced two possible solutions for delivering interactive services that are synchronized with the multimedia content that is broadcasted via a IP Datacast over DVB-H system. As the focus is on using MIDP application logic to implement these services, complex logic can be supported while targeting a wide diversity of mobile terminals. The first solution maximizes the usage of the broadcast channel. The advantage of this approach is that no additional channel is required. When evaluating the functional requirements for synchronized interactivity on mobile devices, it is clear that adding extra services to the broadcast channel will require new Java middleware to be available on the MIDP terminal. The JSR 272 specification should provide a decent solution for handling broadcasted data. The second solution combines the broadcast channel with a bidirectional unicast channel. As this solution is less dependent on the available MIDP middleware, it is currently easier to implement but it requires a DVB-H terminal that also disposes of a bidirectional unicast connection such as UMTS. In this paper a synchronization mechanism was presented that makes it possible to map events to the decoder clock of the broadcasted audio or video stream. As this mechanism is independent of the type of channel that is used to transmit the interactivity related data, it can be used in both the unicast and broadcast solution. Currently we are focussing on the development of the server side component (i.e the interactivity server) in order to synchronize the event clock with the decoder clocks. A demo client application that handles the interactivity server's data via a unicast connection has already been developed.
