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Abstract 
The integration of database and expert system technology is 
complicated by the inherent incompatibility of their underlying 
computational models. How·ever, an increasing number of 
applications have a requirement for this capability. Today, the 
integration of ES and DBMS is an emerging research area. This 
paper takes a look into the development of those approaches and 
then focuses on identifying system architectures. Finally, a 
conceptual prototype based on the project currently being 
designed is presented. 
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Chapter 1 
1 Introduction • 
A data base management system (DBMS) is · a software tool 
for developing applications requiring access to shared information. 
A DBMS is needed when multiple users require access to the 
same collection of information for the purpose of updating and 
retrieval. Expert knowledge is a collection of principles and 
procedures established by human experts in solving a certain 
domain of problems. In general, an expert system represents 
expert knowledge in small discrete chunks as logic rules and 
production rules. It is agreed that expert systems technology· 
provides a potentially powerful tool for solving an array of 
practical problems, while DBMS is an efficient tool for 
information management. 
Current experimental systems take advantage of 
knowledge-based processing. These systems require powerful 
reasoning capabilities· and processing such as" data processing, 
2 
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communications, and multi-disciplinary scientific analysis. Many 
of these systems are severely limited by. current knowledge base 
and database systems technology. Currently, knowledge-based 
system technology lacks the means to provide access to or 
efficient management of large, shared or distributed knowledge 
bases, while database system technology lacks knowledge 
representation and the inference capabilities required for even the 
simplest forms of reasoning with respect to a knowledge base. 
Hence, the interest of integration between database and artificial 1 
intelligence techniques is widespread. 
The general goal is to capitalize on information storage and 
retrieval strengths of database management systems (DBMS) and 
reasoning as well as inference abilities of expert systems. These 
I 
I 
combined technologies can produce intelligent systems with data 
storage, access and inferencing capabilities. It is for this reason 
I 
that data base managem'ent and expert systems have in the 
recent past received growing attention from research in both 
areas. 
' 3 
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Chapter 2 
Research Strategies 
Since PROLOG is a fully developed · language in expert 
system field, this chapter will use PROLOG to illustrate the data 
management strategies for expert systems that have been 
developed. All the strategies· for establishing a cooperative 
communication between the deductive and data components of an 
expert system can be described as four stages. . On top of them, 
a more general distinction between two broader classes: 
homogeneous and heterogeneous can be superimposed. ,. 
2.1 Homogeneous Strategy: Deductive Database 
The homogeneous strategy integrates data manipulation 
functions· and deductive functions into a single system. The 
, approach uses the same programming system to represent both 
aspects of a given reality: the deductive aspects and those related 
to fact. Tp.e fallowing two cases are classified by the extent to 
which they embody database technology in the PROLOG 
4 
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environment. 
• 
2.1.1 Elementary Data Manage1nent within the ES 
In this stage the mechanisms to manage the knowledge, . 
essentially the pattern matching and the inference engine, are 
used as implemented within the PROLOG system. All data is 
kept in core and stored in mostly ad-hoc data structures. 
, .. I 
The data structures and the algorithms which manage the 
rules and the facts are strictly those supplied by the PROLOG 
system itself; this does not allow any flexibility to adjust these for 
specific applications. The direct use of PROLOG to query data 
kept in core also poses question of space limitation. 
2.1.2 Generalized Data Managem.ent within the ES 
In this stage the principal enhancement is the capability to 
manage data residing on an external device, this capability 
includes access methods typical of database technology and are 
integrated in the PROLOG framework. It is PROLOG system 
with the principal functions of a DBMS. 
The advantage is efficiency. It is possible to devise a more 
· sophisticated storage strategy (e~g., B-Trees), and perhaps to use 
auxiliary indexing schemes, hashing, etc. This approach avoids 
5 
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the two major difficulties of the previous one, i.e., space limitation 
and poor data structures. But, evolving a ES by adding facilities 
not in spirit with the design objectives of itself, results in yet 
another patch-up with very small improvements over the previous 
system state. More constructive improveinents (e.g., relational 
' 
algebra) may require an expensive restructure and redesign of the 
system. The proposed systems end up with a large amount of 
code, wince they tend to implement all the functions of a 
standard DBMS besides the inference capabilities of a deductive 
programming environment. 
To reduce the implementation effort while keeping the 
advanced data handling capabilities, a suitable approach is that 
of connecting an expert system to an existing database system.. 
This approach is ref erred as the heterogeneous strategy . 
2.2 Heterogeneous Strategy: ES plus DBMS 
This strategy refers to the cooperation of two distinct 
systems, ES and DBMS. In this approach the key issue is the 
interlace that allows the two systems to communicate. In 
designing this kind of interface there are essentially two 
6 ? 
possibilities, that lead to a loose or a tight coupling. 
2.2.1 Loose Coupling of the ES with an Existing DBMS 
Often, the need for consulting existing very large databases 
• 
anses. Such databases will normally be managed by a 
I 
commercial DBMS. Loose coupling of an existing DBMS refers to 
the presence of a communication channel between the two system 
which allows for data extraction from the existing database, and 
subsequent storage of this 'snapshot' as an expert system 
database. Data extractions occur statically before the actual 
operation of the ES. This approach tends to maintain for each 
component its identity: the ES essentially devoted to deductive 
functions, the DBMS manages the datab~ses. The DBMS acts as 
a server to the ES, supplying on cjemand the data that thEf latter 
• 
requires. 
... 
ES-DBMS loosely coupled can be referred to as the 'compiled' 
approach, since it is based on two distinct phases (eventually ~ 
repeatedly performed): first a computation on the side of the ES, 
\" 
which, using its knowledge, generates the queries for the DBMS; 
then the execution of the queries on the side of the DBMS and 
.the deliyery of the result to the former. 
7 
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Work on loosely coupled systems, in which PROLOG does all 
• 
its work before the database query, is based on the idea of query 
compilation, in which stereotypical user queries are transformed 
in advanced into a conjunctiorf of straight database queries and 
model calls. The following mechanisms are required: 
1. Link to a DBMS with download facilities; 
2. Automatic generation of an ES database from the 
extracted database (how to fit in the predefine predicates ... ) 
3. Knowing in advance which portion of the database is 
required for extraction (static decision). Usually, a superset· 
of the actually required data will have to be extracted by this 
strategy. The approach may be rendered infeasible if this· 
superset becomes too large to fit into the internal expert 
system database. 
One of the major advantages of this approach is represented 
by the possibility of using existing databases. The principal ~ 
· drawback is represented by the necessity of separating in a 
precise way the deductive phase and" the data retrieval phase; 
furthermore problem happens when the selected data can not 
fully reside in main me\llory. 
8 
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2.2.2 Tight Coupling of an ES With an Existing DBMS 
It refers to the use of telecommunication channel between the 
two systems in such a way that the external database appears to 
the ES as an extension of its own. This strategy interleaves 
deduction with partial search in the DBMS. It redirects all ES 
queries, on predicates representing relations, to the DBMS for 
II 
1 
stored database relations. 
This approach faces two major difficulties: 
a)the number of database calls will be prohibitively high 
(each PROLOG goal or sub-goal corresponds to a separate 
DBMS call) -PROLOG is not designed for DB search, so it is 
inefficient for DBMS purpose .. 
b)the complexity of PROLOG goals (queries) may make it 
impossible to translate them directly into DBMS queries (e.g., 
":"!t 
recursion). 
These difficulties can · be overcome by collecting and jointly 
executing database calls rather. than executing them separately 
whenever required by the ES, and replace the pure depth-first 
approach of PROLOG by a combination of a depth-first reasoning 
and breadth-first database call execution. 
9 
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The queries are directed to the DBMS, answers are obtained 
and transforn1ed to the format accepted by the ES for internal 
databases. The .ES can continue its reasoning at the object level. 
Each invocation of predicates corresponding to database relations 
will now amount to an ES database goal, rather than a call to an 
external DBMS. Using tight coupling, interactions between a 
DBMS and a ES can take place at any moment. On the one 
hand, the DBMS may employ the ES functions for more 
'intelligent' processing, while on the other hand, the ES may play 
the role of an 'intelligent' user of a generalized DBMS that 
manages a very large database. However, . this kind of free 
interaction can cause a severe slowdown for the ES operations. 
In regard to the interface between the two systems, the user 
sees the existing large relational database just as an extension of 
the internal PROLOG database. The decisions when and how 
access the database relies on the ES frontend. 
10 
Chapter 3 
Architectural Issue in Coupling 
One might think that the natural architecture would be a 
uniform integrated system written in and usable through one 
language: either an extended database programming language 
with deductive capabilities, or an ES language with general 
programming capabilities. However, not only· has each of these 
languages its own idiosyncrasies making it awkward to use in 
certain subsystem (e.g., complex computations in PROLOG), but 
this architecture also defeats the whole purpose of exploiting 
existing DBMS and quantitative methods. Therefore, this 
theoretically architecture is excluded. Three architectures for the 
coupling of independent systems are categorized based on where 
' 
processing takes place and how the interaction is controlled. 
Within each architecture,means must be provided to translate 
knowledge representations and transaction requests between ES 
and DBMS. 
11 
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3.1 Distributed Syste01 
One architecture calls for a total distribution of processing 
and control. The two systems interact by exchanging messages. 
Each interaction assumes a master to slave relationship between 
the originator and the receiver of the message, but both systems 
are self-contained and can be operated independently 
An advantage of this architecture is a large degree of 
application and system independence, allowing for transportability 
to other ES and DBMS. How niuch each system has to know 
about the other's capabilities is an important consideration. The 
duplication of knowledge representations may, cause inconsistency 
and incompatibility. 
3.2 Concentrated System 
At the other extreme, concentration of processing and control, 
a system integration can be envisioned. One of the two 
subsystems (ES or DBMS) may assume a more dominant. e.g. 
ES as front-end to DBMS ---- DBMS dominant or 
ES as back-end to DBMS ----- ES dominant 
This · approach focuses on one direction of the interaction 
Ill 
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between ES and DBMS. The architecture suggests a more 
variable distribution of labor than the typically predetermined 
separation of labor in distributed systems. There is much 
flexibility and potential in such an architecture, at the expense of 
---~ 
transportability. Another difficulty is the integration of additional 
external subsystems . 
• 
3.3 Supervisory System. 
In this architecture, processing is distributed but control is 
now the responsibility of a separate subsystem, a supervisor 
program. This supervisor performs all the necessary steps for 
interfacing the ES with the DBMS (e.g., translations), and 
manages the interaction between them. 
The main advantage is that it allows a smoother interaction 
with other subsystems. The challenging research question would 
be how to implement a supervisor that makes full use of the 
. 
, 
capabilities of the various subsystems without duplicating their 
features. 
13 
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Chapter 4 
Case Study 
From above conceptual theory, a linkage between the ES and 
the DBMS of an undergoing project sponsored by the 
Semiconductor Research Corporation (SRC) can be developed. 
4.1 SRC Project 
In the past decade there has been tremendous advances in 
the field of semiconductor packaging technology. The industry 
has moved to very large scale integration (VLSI) of integrated 
circuit chip design. The overall performance of the silicon die 
along with its package in the environment is a crucial factor. 
Thus, the design of packages has to keep pace with the rapidly 
changing technology of the silicon die. 
In order to be competitive most companies have to design 
. 
and manufacture their chips with a low turn around time. The 
pressure on packaging engineers could lead to a proliferation of 
package designs and is time consuming. Thus, the idea of 
14 
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developing an expert system that could handle the lower end of 
the package spectrum was conceived. 
The goal of the SRC project is the total integration of the 
database and design tools into a unified knowledge base that will 
provide expert package advice via user interface. Besides 
providing the design, the system tests the mechanical properties 
of a designed package using finite element analysis and shows 
the shape of the package that is designed by the expert system 
with the support of CAD. The system also has a tool to manage 
a material database which is used for selecting proper materials 
for the package. The database information is supplied by CINDAS 
- it will be introduced in the next section. 
This integrated system is being developed based on the IBM-
AT compatible personal computer. Different modules includes: 
.Expert System 
.CAD 
.Materials database 
.Graphic facility 
Each of these modules can be accessed separately. In the final 
phase of the SRC project all these modules will be capable of 
15 
interacting with each other. All the above modules are accessible 
through a user interface. 
4.2 CINDAS 
A computerized materials properties numerical data system 
has been developed and established at the Center for Information 
and Numerical Data Analysis and Synthesis (CINDAS) of Purdue 
University. The data system contains the data and information 
on the properties of various types of materials which are stored 
in different data bases, and each data base is on a group of 
materials. 
The development involves: 
(i) the in-depth cognizance and acquisition of the relevant 
worldwide scientific and technical literature; 
(ii) the exhaustive extraction and compilation of experimental 
data from the acquired pertinent research documents; 
(iii) the critical evaluation, analysis, correlation, and 
synthesis of the compiled raw experimental data to generate 
reliable reference data; 
(iv) the computerization of both the raw experimental data 
16 
( 
and the CINDAS-generated reliable reference data to create 
various data files; 
( v) the integration of the various data files to establish an 
operational computerized data base; and 
(vi) the. operation, maintenance, and continuing update and 
expansion of the established data base. 
In the extraction and compilation of the experimental data, 
CINDAS also extract information on the test material and on the 
property meas·urement from the research document together with 
the numerical data, so the latter are meaningful and useful. 
-• Thus, each set of data consists of numerical data points (as a 
function of temperature or other independent variable) and 
pertinent information on the specification and characterization of 
the test material and on the method and conditions of the 
property measurement. 
4.3 Database System ' . 
The schematic relational layout of SRC Data Base file system 
supplied by CINDAS is shown in Figure 4.1 and the list which 
describes the symbols used in the ,4iagram is shown in Figure 4.2. 
17 
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GRP M GRP P 
nigc 
4 
NAMM 
-
rrigc InC :rnnarn 
4 5 50 
IIlC pc 
5 4 
., 
dset Cll 
5 3 
IIV fg 
5 3 1 
dset 
5,. 
ref 
4. 
25 4 
NAM P 
-
pgc pc pnam punit 
4 4 45 20 
~DSRCH 
- dset IC 
4 5 
DAT 1 
-
fg 
/1 / 3 
DAT 2 
-
-
35 
NAM I 
-
ic inain iunit 
4 45 20 
ref stafid 
4 7 
meta 
70 
XC xe ye ye 
7.4 , 3 7.4 3 7.4 3 
DAT 3 
-
glalJel 
70 
REFLS 
citat 
2 70 
Figure 4.1 SRC data base file system for data table 
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File Symbol 
GRP M, 
GRP P, 
-NAMM, 
-NAM P, 
NAM I 
DSRCH 
DAT 1 
DAT 2 
REFLS 
SPECD 
SGRP M 
SGRP P 
-SNAM M 
SNAM P 
Field Symbol Definition 
mgc material group code 
mgnam material group name 
pgc property group code 
pgnam property group name 
me material code 
mnam material name 
pc property code 
pnam property name 
punit property unit 
• independent variable J.C 
. independent variable inam 
iunit independent variable 
dset data set number 
ref reference number 
stafid staff identification 
en card number 
fg flag 
cq card sequence 
meta meta data 
XC mantissa of X value 
xe exponent of X value 
ye mantissa of y value 
ye exponent of y value 
zc mantissa of z value 
ze exponent of z value 
citat reference citation 
code 
name 
unit 
Definition 
list of material groups 
list of property groups 
list of materials 
list of properties 
list of independent variables 
relational list connecting data, 
reference to material, property, 
and independent variable 
data table 
numerical part of data table 
list of citations 
list of specification data 
Type Function 
character sort, relational 
text sort, data 
character sort, relational 
text sort, data 
character sort, relational 
text sort, data 
character sort, relational 
text sort, data 
text l data 
character sort, relational 
text sort, data 
text data 
character sort, relational 
character sort, relational 
key 
key 
key 
key 
key 
key 
key 
character sort, identification 
character internal sort 
character internal sort 
character internal sort 
text data 
numerical data 
numerical data 
numerical data 
numerical data 
numerical data 
numerical data 
text data 
sdata entry of specification date text data 
Figure 4.2 SRC file symbol description-~ 
' 
19 
' 
j 
... 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
00113 
101 a 
101 a 001 
101 e 
101 e 001 
105 C 
105 C 000 
105 C 001 
111 b 
111 b 000 
111 b 001 
111 g 000 
111 g 001 
111 g 002 
112 b 
112 b 000 
112 b 001 
114 
114 001 
114 002 
114 003 
114 004 
201 
202 001 
201 001 
204 
204 000 
204 001 
204 002 
204 003 
204 004 
205 
205 001 
205 002 
205 003 
205 004 
(a) 
Composition : 
94.0 weight percent 
Supplier/Producer/Fabricator : 
Alumina, Al(2) 0(3) 
G.E. Ceramics Inc., Laurens, South Carolina 
Preparation of Specimen : 
Polycrystal Processing : 
Unglazed test specimens 
Specimen Characteristics : 
Density (293K) : 
3.62 g cm[-3] 
Other Properties : 
Hardness: 9.0 Moh's Scale 
Hardness: 77 .0 Rockwell 45N Scale 
Measurement or Evaluation Procedure : 
Evaluation : 
Specification data reported by G.E. Ceramics Inc. 
Additional Information : 
Color: Pink ( for as-fired ceramic ) 
Characteristics: Good electrical and mechanical properties and 
easily metallized by moly process. 
Maximum use Temp.: 1773 deg. K 
Measured Properties : 
X : Temperature 
Y : Thermal Conductivity 
Data Points : 
X y 
2.9800e+02 2.7670e+01 
5.7300e+02 1.4270e+01 
7.7300e+02 1.0090e+01 
1 .0730e+03 6.6300e+OO 
Data -- Comments : 
K 
W m[-1] K[-1] 
Values are average from unglazed test pieces which may 
vary slightly depending upon size, shape and method of 
manufacture. 1 
Values are not intended for use in preparation of specification. 
(b) 
00113 000 001 2.9800 2 6.6300 0 1.0000 40 
00113 000 002 1.0730 3 2.7670 1 1.0000 40 
00113 002 001 2.9800 2 2.7670 1 1.0000 40 
0011 3 002 002 5. 7300 2 1 .4270 1 1 .0000 40 
00113 002 003 7. 7300 2 1 .0090 1 1.0000 40 
00113 002 004 1 .0730 3 6.6300 0 1 .0000 40 
r 
• 
00113 GE AISiMag 630 Alumina 
00113 Thermal Conductivity (W m[-1] K[-1]) 
00113 Temperature (K) 
(c) 
(d) 
0130 01 Material Selection Guide, General Electric Ceramics, Inc., 
0130 02 Laurens, South Carolina, 5pp., 1987 
Figure 4.3 A data set in file (a)DAT_l (b)DAT_2 (c)DAT_3 (d)REFLS 
20 
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The data structure is in a specific format. As an example to 
show how the data and inforn1ation are stored_ in the data base, 
Figure 4.3 contains one set of data on the thermal conductivity of l . 
a particular sample of aluminum composite. 
Although there are ten ftles included in this file system, the 
actually data information are among 1only three, of them: DAT_l 
. 
J 
.. 
... 
for meta-data, DAT_2 for numerical data and REFLS for citation 
information. All the other files are for the purpose of index key 
retrieval and modularization. From Figure 4.2, we know the data 
structure is complied to dBASE data structure. CINDAS data 
ftles are stored in dBASE · format. By taking the advantage of 
dBASE efficient facility, a d.BASE III Plus program is developed 
to implement the query function in a user friendly environment. 
dBASE uses the relational model: the data is represented in 
two-dimensional tables. dBASE III Plus is not only a complete 
database. management system, but it also includes a programming 
language called dBASE. With this programming language, a 
customized application for specific needs can be created, allowing 
the control of all database management tasks. Even more, a 
dBASE program can act as an intermediary between users and 
-t 
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the database. So the real data structure is hidden from user and 
the valuable information is protected. 
4.4 Expert Systein 
The goal of SRC's expert system is to decide what kinds of 
packages would be best for various semiconductor components. 
If a package does not exist, the expert system will aid the user 
in the design of a new package using information from a database 
that contains instantiated packages. Still, many database are 
store in an external DBMS and much of the knowledge in these 
databases is not pertinent to package design. Therefore, prune 
the database to make them specific to package design is required.~ 
v Turbo-PROLOG is chosen to write the program in expert 
system. The PROLOG la!lguage has many advantages. First of 
all, it is based on predicate logic. Secondly, it is the prototype for 
I 
declarative languages as opposed to instructional or procedural 
languages. Briefly, procedural languages are those in which the 
programmer describes an algorithm ~tep by step laying down, 
through a series of instructions. 
On the · other hand, declarative programming involves 
22 
f 
providing data and rules for a program in bulk, and the program 
sorts out the rest. Of course, the program is in fact told how to 
sort out things; this is the role of the inference engine. The 
fundamental difference between these two programming modes is 
that in declarative programming the way through the rules does 
not need to be known beforehand, and is not known by the 
programmer, as opposed to what happens when using instructions 
in procedural programming. 
The idea in PROLOG is to formulate a set of rules and facts 
in predicate logic together with a problem for which a solution is 
sought by deductive reasoning. A PROLOG program consists of 
clauses, which may be of three kinds: 
.The facts are unconditional conclusions . 
. The rules are conditional clauses consisting of a 
conclusion, followed by a sequence of conditions . 
./, 
.A goal (query) logically specifies the conditions to be solved. 
The facts in PROLOG correspond to a relational database, 
while the rules contain expertise about how to use the data. 
PROLOG's search strategy is goal oriented. This means that it 
starts with a more or less instantiated conclusion, and reasons 
q 
23 
backwards until it matches known evidence. The solution often 
comes as the instantiation of the variables in the conclusion. To 
get advice, one can either use PROLOG's built in inference 
mechanism, or one can write further rules about how to use the 
knowledge. 
PROLOG allows facts to be written to and read from external 
files much like facts asserted in RAM databases. There are many 
benefits in using external files. For example, the programmer is 
no longer restricted by the size of available RAM for his database. 
Secondly, heap overflows are not likely to occur due to a decrease 
in need for internal memory. Finally, different searching 
techniques can be employed to speed up access to the facts in the 
, 
database. Consequently, PROLOG program interfaces with a 
external database is desirable in practical application. 
4.5 Implem.entation 
In this section, a hypothetic system will be presented. The 
proposed structure is shown in Figure 4.4. 
First, a picture about how d.BASE manipulate the SRC file 
.... 
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system is giyen. d.BASE uses the 'dset' attribute of DSRCH file 
as a key to search for the relevant data from files DAT_l, DAT_2, 
DAT_3 and REFLS. In order to get a certain data set 'dset', the 
values for 'me', 'pc' and ·'ic', which represent material code, 
property code and independent variable code correspondingly, are 
needed. These codes are only number symbols, while the actual 
names are stored in fields 'mnam', 'pnam' and 'inam' of files 
NAM_M, NAM_P and NAM_I. On a higher level, files GRP _M 
and GRP _P contain group records. 
Because the hierarchy structure of file system, it is 
impossible for d.BASE to start the search (for 'dset') with names 
of material, property and independent variable as keys, unless 
PROLOG keeps relational table for names and codes. However, 
it is impractical to put the, load on ES when the work is 
. 
~ 
essentially a data management part and d.BASE can do it very 
efficiently. Thus, it is designed that (a) when ES _comes to the 
moment to acc~ss an external database, it invokes a cl.BASE III 
Plus program immediately. 
The cl.BASE program will prompt user for getting the 
required keys step by step (e.g. in the order of getting material 
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group name, material name, property group name, property name · 
and independent variable name). When a certain 'dset' is found 
by keying in 'mc+pc+ic' on file DSRCH, that means a data set is 
specified. (b) By using this 'dset' and its relational 'ref, we can 
retrieve the relevant records and copy them .into a temporary files 1 
for further use. " 
(c) If a graphic display application is required, the numerical 
data table from DAT_2 will be downloaded into the graphical 
program. ( d) If packaging design information are . required, the 
data will be transformed into predicate form, so ES can use them. 
There is a tool of Turbo PROLOG TOOLBOX, a collection of 
software tools, supports this transformation. With the special tool 
predicates, it is possible to import data generated by dBASE III 
in Turbo PROLOG application program. The transforming 
process can be implemented on whole file or one record at a time. 
Thus, (e) Turbo PROLOG will load the transformed data into its 
work space and take control. 
It should be noted that the 'en' and ~fg' fields in DAT_l can 
be treated as primary and secondary key separately after the data 
be loaded into PROLOG. In order to do that, a semantic 
27 
mapping information should be keep in PROLOG too. e.g. 
100 
104 
104 a 
104 b 
' ' 
' 
" 
111 
111 b 
Specification 
Conditioning History of Materials 
Heat-Treatment Sequence 
Hot-Work/Cold-Work Sequence 
Specimen Characteristics 
Density 
User can also invoke the cl.BASE III Plus program from the 
cl.BASE end and then bring the data to invoke ES program. 
"' - . .. 
4.6 Discussion 
During the development of this system, an arguable question 
arises -- the poor data structure. Although the data is stored in 
cl.BASE format, the most significant information are still stored 
under one field, 'meta', of a file, DAT _1. That means, the benefit 
of relational table is only implemented in search phase, but not 
in the relation of data context itself. To make matter worse, this I 
significant information is scattered among several records. 1 As we 
can see in Figure 4.3(a), within a data set (e.g. 'dset'=00113), the 
.. 
information about 'Data -- Comments:' occupy 5 records with each. 
28 
0, record has a fix-length. 
, 
'The way TOOLBOX transforn1s a dBASE III record into 
predicate form is field by field. Thus, all the information will be 
in one slot, but still can not represent a complete meaningful 
.. 
data. Maybe that is the reason why people always says DBMS 
can only manipulate simply form data and demand a more 
sophisticated knowledge representation system, Knowledge-Base 
Management System (KBMS). 
29 
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Chapter 5 
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Conclusions 
In recel).t years there :has been a flurry of interest in merging 
ES and DBMS technologies. We recognize that these technologies . 
supplement each other in certain ways, e.g. DBMS is useful for 
efficient storage and retrieval of large amounts of simply data but 
its functionality is limited. On the other hand ES does more 
with the information at hand - .the information is more complex -
but gets into perf orn1ance problems when the amount of 
information becomes large. This paper presented shows that a 
convergence of the two technologies is on the way, but :also that 
· a general solution is still far away. The ~ain problem is that 
these two technologies are presently too different, even though in 
their ~volution they tend to overlap. 
A more ambitious research strategy is to take a fresh look at 
the goals and objectives of future information systems and create 
a new class of systems whic~ are not constrained by ES . and 
DBMS design characteristics. Thus, the Knowledge Based 
Management System enters into the picture. However, it is still 
I 
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an open field. Proposals as to how such systems should look like 
are around. But, with no doubt, KBMS will be one of the 
dominant trends. 
" 
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