Equistable graphs, general partition graphs, triangle graphs, and graph products  by Miklavič, Štefko & Milanič, Martin
Discrete Applied Mathematics 159 (2011) 1148–1159
Contents lists available at ScienceDirect
Discrete Applied Mathematics
journal homepage: www.elsevier.com/locate/dam
Equistable graphs, general partition graphs, triangle graphs, and
graph products
Štefko Miklavič, Martin Milanič ∗
University of Primorska, FAMNIT, Glagoljaška 8, 6000 Koper, Slovenia
University of Primorska, PINT, Muzejski trg 2, 6000 Koper, Slovenia
a r t i c l e i n f o
Article history:
Received 4 May 2010
Received in revised form 14 March 2011
Accepted 19 March 2011
Available online 22 April 2011
Keywords:
Equistable graph
General partition graph
Triangle graph
Triangle condition
Cartesian graph product
Strong graph product
Tensor graph product
Lexicographic graph product
Deleted lexicographic graph product
a b s t r a c t
In this paper we examine the connections between equistable graphs, general partition
graphs and triangle graphs. While every general partition graph is equistable and every
equistable graph is a triangle graph, not every triangle graph is equistable, and a conjecture
due to Jim Orlin states that every equistable graph is a general partition graph. The
conjecture holds within the class of chordal graphs; if true in general, it would provide
a combinatorial characterization of equistable graphs.
Exploiting the combinatorial features of triangle graphs and general partition graphs,
we verify Orlin’s conjecture for several graph classes, including AT-free graphs and various
product graphs. More specifically, we obtain a complete characterization of the equistable
graphs that are non-prime with respect to the Cartesian or the tensor product, and provide
some necessary and sufficient conditions for the equistability of strong, lexicographic and
deleted lexicographic products. We also show that the general partition graphs are not
closed under the strong product, answering a question by McAvaney et al.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In 1977, Chvátal and Hammer introduced threshold graphs as those graphs G = (V , E) for which there exists a positive
integer t and a weight functionw : V → N, given byw = (w(v) : v ∈ V ), such that a subset S ⊆ V is a stable set of G if and
only if
∑
v∈S w(v) ≤ t [3] (a stable set in a graph is a subset of pairwise non-adjacent vertices). In 1980, Payan introduced
equistable graphs as a generalization of threshold graphs: A graph G = (V , E) is called equistable if and only if there exists
a positive integer t and a weight function w : V → N on the vertices of G such that a subset S ⊆ V is an (inclusion-wise)
maximal stable set of G if and only if
∑
v∈S w(v) = t [26].
Threshold graphs arewell understood, admitting several characterizations, efficient recognition algorithms, and efficient
algorithms for many optimization problems (see, e.g., the papers [24,11,12,20,14], the monograph [18] and the chapters on
threshold graphs in monographs [2,10]). This is not the case for equistable graphs: finding the maximum cardinality of
a stable set or the minimum cardinality of a maximal stable set in an equistable graph is APX-hard [22]; the complexity
status of recognizing equistable graphs is open, and no combinatorial characterization of equistable graphs is known.
It is not even known whether recognizing an equistable graph is in NP.1 Moreover, verifying whether a given weight
function on the vertices of a graph G is an equistable weight function of G is co-NP-complete [22], indicating that any
polynomial time recognition algorithm of equistable graphs would most probably have to rely on the structural properties
∗ Corresponding author at: University of Primorska, PINT, Muzejski trg 2, 6000 Koper, Slovenia. Fax: +386 5 611 75 71.
E-mail addresses: stefko.miklavic@upr.si (Š. Miklavič), martin.milanic@upr.si (M. Milanič).
1 As mentioned in [17], referring to a remark by Igor Zverovich, there is an exponential time algorithm based on linear programming to recognize an
equistable graph.
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of equistable graphs. Our current (non-)understanding of the structure of equistable graphs provides ample motivation for
further investigation of their structural properties, initiated for general equistable graphs in [19] and continued for particular
graph classes in [19,16,27,17] and for general equistable graphs and related classes in [23]. An application of equistable
graphs in parallel computing was given by Korach et al. [17].
Although no combinatorial characterization of equistable graphs is known, there are some necessary and sufficient
conditions of a combinatorial flavor for a graph to be equistable. In [19], Mahadev et al. showed the following necessary
condition, expressed in terms of induced 4-vertex paths and maximal stable sets. We say that an induced 4-vertex path
P4(a, b, c, d) in a graph G is bad if there exists a maximal stable set S in G containing a and d such that no vertex from S is
adjacent both to b and c. Such a set S is said to be a witness against the P4.
Theorem 1 ([19, Theorem 3.1]). If G is equistable, then G contains no bad P4.
In the samepaper,Mahadev et al. also introduced a subclass of equistable graphs, the so-called strongly equistable graphs.
For a graph G, we denote by S(G) the set of all maximal stable sets of G, and by T (G) the set of all other nonempty subsets
of V (G). A graph G = (V , E) is said to be strongly equistable if for each T ∈ T (G) and each γ ≤ 1 there exists a function
ϕ : V → R+ such that ϕ(S) = 1 for all S ∈ S(G), and ϕ(T ) ≠ γ . Mahadev et al. showed that every strongly equistable
graph is equistable, and conjectured that the converse assertion is valid.
Theorem 2 (Mahadev–Peled–Sun [19]). All strongly equistable graphs are equistable.
Conjecture 1 (Mahadev–Peled–Sun [19]). All equistable graphs are strongly equistable.
To the best of our knowledge, the conjecture is still open. In [19], it has been verified for a class of graphs containing all
perfect graphs, and in [16] for the series–parallel graphs.
Equistable and strongly equistable graphs are related to two other combinatorially defined graph classes, the so-called
general partition graphs and the triangle graphs. A graph G = (V , E) is a general partition graph if there exists a set U and
an assignment of nonempty subsets Ux ⊆ U to the vertices of G such that two vertices x and y are adjacent if and only
if Ux ∩ Uy ≠ ∅, and for every maximal stable set S of G, the set {Ux : x ∈ S} is a partition of U . If this is the case, we
say that the set system (Ux : x ∈ V ) realizes G. General partition graphs arise in the geometric setting of lattice polygon
triangulations [6] and have been studied in a series of papers [8,5,7,4,1,15].
Following [25], we say that a graph is a triangle graph if it satisfies the following.
Triangle Condition. For every maximal stable set S in G = (V , E) and every edge uv in G− S there is a vertex s ∈ S such that
{u, v, s} induces a triangle in G.
The triangle condition was introduced byMcAvaney et al. in [21], who proved that all general partition graphs satisfy the
condition. In [25], Orlovich and Zverovich discuss several complexity results for triangle graphs.
In this paper, we study the relationships between general partition graphs, strongly equistable graphs, equistable graphs,
and triangle graphs. As we will show in Section 2, the relation between general partition graphs and triangle graphs can be
further refined as follows:
general partition graphs ⊆ strongly equistable graphs ⊆ equistable graphs ⊂ triangle graphs.
The fact that every general partition graph is equistable provides a combinatorially-flavored sufficient condition
for equistability. (For another combinatorial and useful characterization of general partition graphs, see Theorem 3 in
Section 2.1.)While not every triangle graph is equistable, it is not knownwhether the other two inclusion relations are proper
or not. As mentioned above, the equivalency between strongly equistable graphs and equistable graphs was conjectured in
1993 by Mahadev et al. and has been verified for a class of graphs containing all perfect graphs and for the series–parallel
graphs. Jim Orlin [private communication, 2009] conjectured that every equistable graph is a general partition graph. Orlin’s
conjecture, if true, would imply that all the three classes (general partition graphs, strongly equistable graphs and equistable
graphs) coincide, and would provide a combinatorial characterization of equistable graphs. It follows from the results by
Peled and Rotics [27] that the conjecture holds within the class of chordal graphs.
In viewof the absence of a proof or a disproof of these two conjectures, it is interesting to identify graph classesC such that
if we restrict our attention to graphs from C then some (or all) of the above inclusions become equalities. Even though we
know that the class of equistable graphs is properly contained in the class of triangle graphs, it is often the case that all four
graph classes coincide withinC. Typically, such an equivalency is proved by showing that every triangle graph in the class is
a general partition graph. This approach exploits the combinatorial features of triangle graphs and general partition graphs
(instead of the more algebraically-flavored properties of equistable and strongly equistable graphs). Clearly, whenever the
triangle graphs coincide with the general partition graphs within a class C, we obtain as a corollary also the equality of
strongly equistable and equistable graphs within C.
Our results.We apply the above strategy to several graph classes, mainly to different graph products. Various graph products
are well studied and important concept in contemporary graph theory, with many applications (see, e.g., [13]).
In particular, we verify Orlin’s conjecture for graphs in the class C, where C is one of the following graph classes: AT-free
graphs, nontrivial tensor products, nontrivial Cartesian products, and for deleted lexicographic products where the base is a
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triangle-free graph. In fact, we show that, in all these cases except for the tensor products, all the four graph classes (general
partition graphs, strongly equistable graphs, equistable graphs, and triangle graphs) coincide when restricted to C. More
specifically, we characterize the equistable graphs that are non-prime with respect to the Cartesian or the tensor product,
and provide some necessary and sufficient conditions for the equistability of strong, lexicographic and deleted lexicographic
products.
We also show that the general partition graphs are not closed under the strong product, thereby answering a question
by McAvaney et al. [21]. Last but not least, we point out the equivalency between the triangle condition and the absence of
a bad P4, which allows us to show that the inclusion between equistable graphs and triangle graphs is strict. At the same
time, this shows that the absence of a bad P4 is not a sufficient condition for the property of being equistable (a fact which
seems to have remained unnoticed in the equistable graphs literature).
Besides, our results provide further justification for the validity of Conjecture 1 of Mahadev–Peled–Sun, verifying the
conjecture for AT-free graphs and graphs that can be decomposed with respect to the Cartesian or the tensor product.
Structure of the paper. In Section 2, we explain the claimed relations among the graph classes considered, state Orlin’s
conjecture and some related ones, point out the equivalency between the triangle condition and the absence of a bad P4,
and observe that the four classes coincide for AT-free graphs. Sections 3–7 are devoted to results connecting the four classes
to various graph products. In Section 3, the tensor product is considered; the Cartesian product is the subject of Section 4;
the strong product is the subject of Section 5; the lexicographic product is the subject of Section 6, and, finally, in Section 7
the deleted lexicographic product is discussed.
Main definitions and notation. N is the set of positive integer numbers and R+ is the set of non-negative real numbers. All
the graphs considered are finite, undirected and simple (without loops and multiple edges). For a graph G, we denote by
V (G) and E(G) its vertex set and its edge set, respectively. A stable (or independent) set in a graph is a subset of pairwise
non-adjacent vertices, and a clique is a subset of pairwise adjacent vertices. For a vertex v of a graph G = (V , E), we denote
by NG(v) (or simply N(v), if no confusion can arise) the neighborhood of v, that is, the set of vertices in G that are adjacent
to v, and by N[v] the set N(v) ∪ {v}. The degree (or valency) of a vertex x, denoted by d(x), is the size of N(x). A graph is
regular of degree k if all vertices have degree k. An edge {u, v} in a graph will also be denoted by uv. We denote by G the
complement of a graph G = (V , E), that is, the graph (V , {uv : u, v ∈ V , u ≠ v, uv ∉ E}). As usual, we denote by Kn and
Pn the complete graph and the path on n vertices, respectively. We also write Pn(x1, x2, . . . , xn) for a Pn to indicate that its
vertex set is {x1, x2, . . . , xn} and its edges are x1x2, x2x3, . . . , xn−1xn. The paw is the graph with vertex set {a, b, c, d} and
edge set {ab, bc, bd, cd}. For a graph H , an H-free graph is a graph without an induced subgraph isomorphic to H . Similarly,
for two graphs H1, H2, we define (H1,H2)-free graphs as graphs in which no induced subgraph is isomorphic to either H1 or
H2. If Gi = (Vi, Ei), i ∈ {1, 2}, are graphs with V1 ∩ V2 = ∅, their disjoint union G1 ∪ G2 is the graph (V1 ∪ V2, E1 ∪ E2).
The following simple lemma characterizing connected (P4, paw)-free graphs will be used in some of the proofs in
Sections 3 and 7.
Lemma 1. Let H be a connected (P4, paw)-free graph. Then, H is either the one-vertex graph, or a complete multipartite graph
with at least two parts.
Proof. Suppose that |V (H)| ≥ 2. Since H is connected and P4-free, its complement H is disconnected (see, e.g.,
[2, Theorem 11.3.3]). Moreover, since the complement of a paw is the graph P3 ∪ K1, we conclude that H is (P3 ∪ K1)-
free. This implies that H is P3-free, for otherwise an induced copy of P3 together with a vertex from a different connected
component would induce a P3 ∪ K1 in it. Hence, H is the disjoint union of at least two complete graphs, and therefore H is
complete multipartite graph with at least two parts. 
Notice that equistable graphs G = (V , E) could also be defined by the existence of a mapping ϕ : V → R+ such that
for all S ⊆ V , S is a maximal stable set of G if and only if ϕ(S) := ∑v∈S ϕ(v) = 1. This definition is equivalent to the one
given above (with integer weights). The mapping ϕ is called an equistable weight function of G, while the pair (w, t) from
the above definition with integer weights is called an equistable weight structure of G. For terms left undefined, we refer the
reader to [2,9], and for background on graph products, to [13].
2. Inclusion relations among general partition graphs, strongly equistable graphs, equistable graphs and triangle
graphs
In this section, we will justify the following two inclusions between graph classes:
general partition graphs ⊆ strongly equistable graphs and equistable graphs ⊂ triangle graphs.
We will also examine some related conjectures and consequences. Recall that the fact that all strongly equistable graphs
are equistable was proved by Mahadev et al. [19] (see Theorem 2).
2.1. General partition graphs and strongly equistable graphs
The following lemma is due to Jim Orlin [personal communication, 2009].
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Lemma 2. All general partition graphs are equistable.
Proof. Let G = (V , E) be a general partition graph, realized by a set system (Ux : x ∈ V ). Let U = {u1, . . . , uk}. Let the
weight of uj be nj where n = |V |. Let the weight of a vertex x ∈ V be the sum of the weights of the elements of Ux. This
defines a weight function w : V → N. Let t = n + n2 + · · · + nk. Since every maximal stable set S of G corresponds to
a partition of U , the total weight of S is t . Conversely, any subset S ⊆ V with weight t must correspond to a collection
of pairwise disjoint subsets of U whose union is U . Therefore, S is a maximal stable set of G. This shows that (w, t) is an
equistable weight structure of G. 
We shall now strengthen the above lemma. First, we recall two results from the literature. Following [17], we define a
strong clique in a graph G as a clique that meets all maximal stable sets. The following two results are reformulations of a
result from [21] and [19, Part 4 of Theorem 5.1].
Theorem 3 ([21]). Let G be a graph. The following are equivalent:
(i) G is a general partition graph.
(ii) Every edge of G is contained in a strong clique.
Theorem 4 ([19]). Every equistable graph with a strong clique is strongly equistable.
With these results in mind, it is now easy to (at least formally) strengthen Lemma 2 as follows.
Corollary 1. All general partition graphs are strongly equistable.
Proof. Let G be a general partition graph. If G is edgeless then G is strongly equistable. So wemay assume that G contains an
edge, say e. By Theorem 3, the edge e is contained in a strong clique K . By Lemma 2, G is equistable. Thus, G is an equistable
graph with a strong clique. The corollary now follows from Theorem 4. 
The following conjecture due to Jim Orlin [personal communication, 2009] states that the converse of Lemma 2 is valid.
Conjecture 2. All equistable graphs are general partition graphs.
The characterization of equistable chordal graphs by Peled and Rotics [27] implies that Conjecture 2 is valid for chordal
graphs. If true, Conjecture 2 would imply both conjectures by Mahadev et al.: Conjecture 1 (stated in the Introduction),
and Conjecture 3 below, related to the operation of substitution. Let G1 and G2 be graphs, and let x be a vertex of G1. The
substitution H = G1(x → G2) of G2 for x in G1 is defined as the graph obtained by deleting x from G1 and joining each vertex
of G2 to each neighbor of x in G1.
Conjecture 3 (Mahadev–Peled–Sun [19]). The strongly equistable graphs are closed under substitution.
The validity of Orlin’s conjecture would also provide a combinatorial characterization of equistable graphs. However, it
would not immediately settle the question about the complexity of recognizing equistable graphs, as – to the best of our
knowledge – the complexity of recognizing general partition graphs is unknown.
One could also refine the relation between Conjectures 1 and 2 by introducing the following ‘‘intermediate’’ conjecture:
Conjecture 4. Every equistable graph contains a strong clique.
If Conjecture 2 is true, then so is Conjecture 4. Moreover, if Conjecture 4 is true, then so is Conjecture 1.
Question 1. Are these three conjectures equivalent?
2.2. Equistable graphs and triangle graphs
The notion of a bad P4 is strongly related to the notion of triangle graphs. Namely, the absence of a bad P4 is equivalent
to the triangle condition. For completeness, we include the simple proof below.
Proposition 1. Let G be a graph. The following are equivalent:
(i) G contains no bad P4.
(ii) G is a triangle graph.
Proof. Suppose that G = (V , E) contains a bad P4(a, b, c, d), and let S be a witness against that P4. Then, the triangle
condition fails for S and the edge bc. Conversely, suppose thatG does not satisfy the triangle condition, and let S be amaximal
stable set in G such that there is an edge e = uv such that u, v ∈ V − S, and u and v have no common neighbors in S. Since
S is a maximal stable set, u has a neighbor in S, say u′, and similarly, v has a neighbor in S, say v′. By the above assumption,
u′v ∉ E and uv′ ∉ E. Therefore, G contains a bad P4(u′, u, v, v′), as witnessed by S. 
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Theorem 1 and Proposition 1 immediately imply that every equistable graph is a triangle graph, which (in view of
Lemma 2) strengthens the result by McAvaney et al. stating that all general partition graphs are triangle graphs [21].
Corollary 2. Every equistable graph is a triangle graph.
The converse of Corollary 2 is not true in general, but it holds for some particular graph classes, for instance for AT-free
graphswhichwe nowdefine. An asteroidal triple in a graphG is a stable set S inG such that |S| = 3 and for every vertex v ∈ S,
the two vertices of S−{v} are in the same connected component ofG−N[v]. A graph is said to be AT-free if it does not contain
any asteroidal triple. The class of AT-free graphs properly extends the classes of permutation and co-comparability graphs,
but not all AT-free graphs are perfect (see, e.g., [10,15]). It turns out that Conjectures 1 and 2 (and then also Conjecture 4)
are valid for AT-free graphs.
Corollary 3. For every AT-free graph G, the following conditions are equivalent:
(i) G is a general partition graph.
(ii) G is strongly equistable.
(iii) G is equistable.
(iv) G is a triangle graph.
Proof. By Corollary 1, (i) implies (ii), by Theorem 2, (ii) implies (iii), and by Corollary 2, (iii) implies (iv). The fact that (iv)
implies (i) was proved in [15]. 
While the equivalence stated in Proposition 1 is straightforward, we are not aware of any previous appearance of it in
the literature. Apparently, it has remained undetermined whether these two equivalent conditions are not only necessary
but also sufficient for equistability. According to Korach et al. [17]: ‘‘. . . equistable graphs do not have a bad P4. It is not known
whether the converse is true . . . ’’.
As we explain below, the converse is not true. In [21], McAvaney et al. posed the question whether the triangle condition
is also sufficient for the property of being a general partition graph. The question was resolved in the negative by DeTemple
et al. in [4]: A graph G∗ on 9 vertices was given, satisfying the triangle condition but which is not a general partition graph.
The graph G∗ can be defined by setting V (G∗) = {1, . . . , 9} and by listing all its maximal stable sets S1, . . . , S5:
(S1, . . . , S5) = ({1, 2, 3}, {4, 5, 6}, {7, 8, 9}, {1, 4, 7}, {3, 6, 9}).
It can be easily seen that G∗ is not an equistable graph. Indeed, let x = x(S1) + x(S2) + x(S3) − x(S4) − x(S5), where x(S)
denotes the characteristic vector of a set S. Then, x ∈ {0, 1}V (G∗) is the characteristic vector of the set T = {2, 5, 8}, which
is not a stable set in G∗. Suppose that ϕ : V → R+ is an equistable weight function of G∗. Writing φ = (ϕ(v) : v ∈ V ), it
follows that
ϕ(T ) = φ⊤x = φ⊤(x(S1)+ x(S2)+ x(S3)− x(S4)− x(S5)) = 1+ 1+ 1− 1− 1 = 1 ,
a contradiction.
In view of Conjecture 2, the observation that G∗ is not equistable is unsurprising. However, it does show that the triangle
condition, and hence the absence of a bad P4 in a graph is not a sufficient condition for the property of being equistable. For
another example, see the remark at the end of Section 3.
3. Tensor products
In this section, we characterize nontrivial tensor products that are equistable. The tensor (or direct) product of two graphs
G and H is the graph G×H with vertex set V (G)×V (H) and edge set {(u, x)(v, y) : (u, x), (v, y) ∈ V (G)×V (H), uv ∈ E(G)
and xy ∈ E(H)}.
Theorem 5. Let G be a graph that admits a tensor product decomposition into k ≥ 2 connected factors, G = G1 × · · · × Gk ,
such that each Gi has more than just one vertex. Then, the following statements are equivalent:
(i) G is a general partition graph.
(ii) G is strongly equistable.
(iii) G is equistable.
(iv) k = 2, and there exists an integer m ≥ 2 such that G1 and G2 are complete m-partite graphs.
Proof. By Corollary 1, (i) implies (ii), and by Theorem 2, (ii) implies (iii).
(iii) implies (iv): First, we handle the case k = 2: G = G1 × G2, where G1 and G2 are connected.
Claim. G1 and G2 are (P4, paw)-free.
Proof. Suppose for contradiction that G1 contains an induced P4 or an induced paw. That is, there exist four vertices
a, b, d, c ∈ V (G1) such that ab, bc, cd ∈ E(G1) and ad, bd ∉ E(G1). The vertices a and c are either adjacent (if {a, b, c, d}
induce a paw) or non-adjacent (if {a, b, c, d} induce a P4); the presence or absence of this edge will be irrelevant for the rest
of the proof.
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Let uv ∈ E(G2). The vertices {(a, u), (b, v), (c, u), (d, v)} induce a P4 in G. Let S ′ = {(a, u), (b, u), (d, v)}. Then, S ′ is a
stable set in G. Let S be a maximal stable set in G containing S ′. By Corollary 2, since G is equistable, S contains a vertex (x, y)
such that (x, y) is adjacent in G both to (b, v) and to (c, u). By the definition of the tensor product, the presence of the edges
(x, y)(b, v) and (x, y)(c, u) in G implies that xb ∈ E(G1) and yu ∈ E(G2), respectively. It follows that (x, y)(b, u) ∈ E(G),
contrary to the fact that S is a stable set. This contradiction shows thatG1 is (P4, paw)-free. By symmetry,G2 is (P4, paw)-free
too. 
Combining the above claim with Lemma 1, we conclude that each of G1 and G2 is a complete multipartite graph with at
least two parts. It remains to show that the number of parts is the same in both graphs. Let m ≥ 2 denote the number of
parts, say U1, . . . ,Um, in G1 and letm′ ≥ 2 denote the number of parts, say V1, . . . , Vm′ , in G2. We now define the following
m+m′ subsets of V (G):
For i = 1, . . . ,m, let Si = Ui × V (G2).
For j = 1, . . . ,m′, let S ′j = V (G1)× Vj.
Then, each of these sets is a maximal stable set in G. Thus, for an equistable weight structure (w, t) of G, it holds that
w(Si) = t for i = 1, . . . ,m and w(S ′j ) = t for j = 1, . . . ,m′. Using the fact that each of the sets {Si : 1 ≤ i ≤ m} and
{S ′j : 1 ≤ j ≤ m′} forms a partition of the vertex set of V (G), we get
w(V (G)) = w

m
i=1
Si

=
m−
i=1
w(Si) = mt
and
w(V (G)) = w

m′
j=1
S ′j

=
m′−
j=1
w(S ′j ) = m′t.
Thereforem = m′. This completes the proof for the case k = 2.
Finally, suppose that G = G1 × · · · × Gk where k ≥ 3. Then, we can write G = G1 × G′2 where G′2 = G2 × G′3 and
G′3 = G3×· · ·×Gk. By the above, there is an integerm ≥ 2 such that G1 and G′2 are completem-partite graphs. In particular,
since G′2 = G2 × G′3, each of the graphs G2 and G′3 contains an edge. Let uv ∈ E(G2) and xy ∈ E(G′3). Then, in the graph G′2,
vertices (u, y) and (u, x) are non-adjacent, so they must belong to the same part of the multipartition. Similarly, (u, y) and
(v, y) must belong to the same part of the multipartition. This implies that (u, x) and (v, y) also belong to the same part,
contrary to the fact that they are adjacent in G′2. This contradiction shows that we must in fact have k = 2.
(iv) implies (i): Let m ≥ 2, let G1 and G2 be complete m-partite graphs with parts of sizes r1, . . . , rm and s1, . . . , sm,
respectively. We denote this by G1 = K(r1, . . . , rm) and G2 = K(s1, . . . , sm). Let G = G1 × G2.
We shall prove that G is a general partition graph by induction on s =∑mi=1(ri + si).
The smallest value s can achieve is s = 2m, that is, when ri = si = 1 for all 1 ≤ i ≤ m. In this case, each of G1 and G2 is
isomorphic to the complete graph Km, thus G is isomorphic to the tensor product of Km with itself.
By Theorem 3, it suffices to show that every edge of G is contained in a strong clique. Consider an edge e = (u, x)(v, y) ∈
E(G) where uv ∈ E(G1) and xy ∈ E(G2). By a suitable numbering of the vertices of G1 and G2 as V (G1) = {u1, . . . , um} and
V (G2) = {v1, . . . , vm}, wemay assume that u = u1, v = u2, x = v1 and y = v2. Consider the subset K of the vertices of V (G)
defined by K = {(ui, vi) ; 1 ≤ i ≤ m}. Then, K is a clique containing e. Moreover, we will show that K is a strong clique. Let
S be a maximal stable set of G. Since E(G) = {(ui, vj), (uk, vℓ) : i ≠ k and j ≠ ℓ}, there exists an index i∗ ∈ {1, . . . ,m} such
that S = {(ui∗ , vj) : 1 ≤ j ≤ m} or S = {(uj, vi∗) : 1 ≤ j ≤ m}. Therefore, S ∩ K = {(ui∗ , vi∗)}, showing that K is a strong
clique. Thus, e is contained in a strong clique, and G is a general partition graph by Theorem 3.
Suppose now that s > 2m. Without loss of generality, we may assume that r1 ≥ 2. Note that the graph G =
K(r1, . . . , rm) × K(s1, . . . , sm) can be obtained from the graph G′ = K(r1 − 1, r2, . . . , rm) × K(s1, . . . , sm) by a sequence
of vertex duplications. (In general, for a graph H and a vertex v ∈ V (H), the graph obtained from H by duplicating v is the
graph H∗ defined by V (H∗) = V (H) ∪ {v∗} (where v∗ ∉ V (H)) and E(H∗) = E(H) ∪ {{v∗, x} : x ∈ V (H), {v, x} ∈ E(H)}.)
By the inductive hypothesis, G′ is a general partition graph. It can be easily verified that general partition graphs are closed
under vertex duplication, which implies that G is a general partition graph. 
Remark. Tensor product graphs are another source for examples of non-equistable graphs satisfying the triangle condition.
By Theorem 5, the graph K3 × K4 (or, more generally, Km × Kn for 3 ≤ m < n) is not equistable, however it is easy to verify
that it satisfies the triangle condition.
4. Cartesian products
In this section, we characterize nontrivial Cartesian products that are equistable. The Cartesian product of two graphs G
and H is the graph GH with vertex set V (G) × V (H) and edge set {(u, x)(v, y) : (u, x), (v, y) ∈ V (G) × V (H), u = v and
xy ∈ E(H), or x = y and uv ∈ E(G)}. General partition graphs that are a nontrivial Cartesian product of two connected
factors were characterized by McAvaney et al., as follows.
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Theorem 6 ([21]). Let G1 and G2 be connected graphs. Then, G1G2 is a general partition graph if and only if G1 = G2 = Kn for
some n ≥ 1.
We show below that these graphs are also the only possible equistable graphs or triangle graphs that admit a nontrivial
Cartesian product decomposition into any number of connected factors.
First, we introduce some notation that will be needed in the proof. For any two adjacent vertices a, b of G let λ(ab) =
|NG(a) ∩ NG(b)|, and let λ(G) = min{λ(ab) | ab ∈ E(G)}. Furthermore, we define
δ(G) = min{d(x) | x ∈ V (G)} and ∆(G) = max{d(x) | x ∈ V (G)}.
Observe that if G has at least one edge then
λ(G) ≤ δ(G)− 1 ≤ ∆(G)− 1. (1)
Theorem 7. Let G be a graph that admits a Cartesian product decomposition into k ≥ 2 connected factors, G = G1 · · ·Gk
such that each Gi has more than just one vertex. Then, the following statements are equivalent:
(i) G is a general partition graph.
(ii) G is strongly equistable.
(iii) G is equistable.
(iv) G is a triangle graph.
(v) k = 2, and there exists an integer m ≥ 2 such that G1 = G2 = Km.
Proof. By Corollary 1, (i) implies (ii), by Theorem 2, (ii) implies (iii), and by Corollary 2, (iii) implies (iv).
(iv) implies (v): Let G be a graph satisfying the triangle condition that admits a Cartesian product decomposition into k ≥ 2
connected factors with more than just one vertex, G = G1 · · ·Gk. First, we handle the case k = 2: G = G1G2, where G1
and G2 are connected.
We first claim that ∆(G1) − 1 ≤ λ(G2). Assume on the contrary that ∆(G1) − 2 ≥ λ(G2). Pick a vertex x ∈ V (G1)
with d(x) = ∆(G1). Since λ(G2) ≥ 0, vertex x has at least two neighbors. Pick y, z ∈ NG1(x), y ≠ z. Furthermore,
pick adjacent vertices u, v of G2 such that λ(uv) = λ(G2). Now consider the path (y, u), (x, u), (x, v), (z, v) in G1G2.
Note that this path is an induced P4 in G1G2. Vertices adjacent to both (x, u) and (x, v) in G1G2 are exactly the vertices
{(x, w) | w ∈ NG2(u)∩NG2(v)}. Note that there is exactly λ(G2) such vertices. Since∆(G1)−2 ≥ λ(G2), there is an injective
map f : NG2(u) ∩ NG2(v)→ NG1(x) \ {y, z}. But now the set
S ′ = {(y, u), (z, v)} ∪ {(f (w),w) | w ∈ NG2(u) ∩ NG2(v)}
is a stable set in G1G2, since the vertices in S ′ have pairwise different first and second coordinates. Let S be any maximal
stable set in G1G2 containing S ′. Observe that any common neighbor (x, w) of (x, u) and (x, v) is not contained in S, since
it is adjacent to (f (w),w). Therefore, G1G2 fails the triangle condition, a contradiction. The claim follows.
Using a similar argument (andusing the fact thatG1G2 is isomorphic toG2G1)we can show that also∆(G2)−1 ≤ λ(G1).
But by (1) we now get
∆(G1)− 1 ≤ λ(G2) ≤ δ(G2)− 1 ≤ ∆(G2)− 1 ≤ λ(G1) ≤ δ(G1)− 1 ≤ ∆(G1)− 1. (2)
It follows that δ(G1) = ∆(G1) = δ(G2) = ∆(G2), implying that G1 and G2 are both regular of the same degree. Denote this
degree by m − 1. Since by (2) we also have λ(G1) = λ(G2) = m − 2, it follows that there is no induced P3 in G1 or in G2.
Therefore, G1 and G2 are both complete graphs Km.
Finally, suppose that G = G1 · · ·Gk where k ≥ 3. Then, we can write G = G1G′2 where G′2 = G2 · · ·Gk. It follows
from the above discussion that G′2 is a complete graph. But clearly G2 · · ·Gk is a complete graph if and only if k = 2 and
G2 is a complete graph. The result follows.
(v) implies (i): Let V (G1) = {x1, x2, . . . , xm} and V (G2) = {y1, y2, . . . , ym}. Then two distinct vertices (xi, yj) and (xk, yℓ) are
adjacent in G1G2 if and only if i = k or j = ℓ. Note also that S ⊆ V (G1G2) is maximal stable set of G1G2 if and only if
for every i ∈ {1, 2, . . . ,m}, S contains exactly one vertex with the first coordinate equal to xi, and exactly one vertex with
second coordinate equal to yi. It follows that the strong cliques in G1G2 are precisely the following sets:
{(xi, yj) | 1 ≤ j ≤ m}, {(xj, yi) | 1 ≤ j ≤ m},
where i ∈ {1, 2, . . . ,m}. It is now clear that every edge of G1G2 is contained in a strong clique of G1G2. Therefore, G1G2
is a general partition graph by Theorem 3. 
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5. Strong products
The strong product of two graphs G and H is the graph G  H with vertex set V (G) × V (H) and edge set
{(u, x)(v, y) : (u, x), (v, y) ∈ V (G) × V (H), xy ∈ E(H) and uv ∈ E(G), or u = v and xy ∈ E(H), or x = y and uv ∈ E(G)}.
In [21], McAvaney et al. showed that if the strong product GH is a general partition graph, then so are G and H , and posed
the question whether the converse is true, i.e., whether the general partition graphs are closed under the strong product.
The following example settles this question in the negative, and also shows that equistable graphs are not closed under the
strong product.
Example 1. Let H = K3K3, the Cartesian product of K3 with itself, and G = H  H , the strong product of H with itself.
Theorem 7 implies that H is an equistable general partition graph. We will now show that the graph G is not a triangle
graph. We can write V (H) = {a, b, c} × {1, 2, 3}, two vertices being adjacent if and only if they agree either in the first or
in the second coordinate. Consider the set
S = {((a, 1), (c, 3)), ((a, 3), (b, 2)), ((b, 1), (b, 1)), ((b, 2), (a, 3)), ((c, 3), (a, 1))}
and the edge
e = {((a, 1), (a, 3)), ((a, 3), (a, 1))}.
It is a matter of routine verification to check that S is a maximal stable set of G and e is an edge in G− S such that the triangle
condition fails for S and e. In particular, G is neither equistable (by Theorem 1) nor general partition (by Lemma 2).
A complete characterization of strong product graphs that are general partition, equistable, or triangle (even a
conjectured one) appears difficult to obtain. In the rest of this section, we present some partial results. A simplicial clique in
a graph G is a clique K of the form K = N[v] for some v ∈ V (G).
Lemma 3. Let G,G1,G2 be graphs such that G = G1  G2 and pick U ⊆ V (G1) and W ⊆ V (G2). Then U × W ⊆ V (G) is a
simplicial clique in G if and only if U and W are simplicial cliques in G1 and G2, respectively.
Proof. Assume first that U ×W is a simplicial clique in G. Pick x ∈ V (G1) and u ∈ V (G2) such that U ×W = NG[(x, u)]. We
show that U is a simplicial clique in G1 (a proof thatW is a simplicial clique in G2 is analogous). It is clear by the definition
of the strong product that U is a clique in G1, and that U ⊆ NG1 [x]. It remains to show that NG1 [x] ⊆ U . It is clear that x ∈ U .
Pick an arbitrary z ∈ NG1(x). Then (z, u) ∈ NG[(x, u)] = U ×W . It follows that z ∈ U . Therefore NG1 [x] ⊆ U .
Assume now that both U and W are simplicial cliques in G1 and G2, respectively. Let x ∈ V (G1) and u ∈ V (G2) be such
that U = NG1 [x] and W = NG2 [u]. By the definition of the strong product we find that U × W is a clique in G. We show
that U × W = NG[(x, u)]. Pick arbitrary (y, v) ∈ U × W . Since U × W is a clique, we have (y, v) ∈ NG[(x, u)], implying
U ×W ⊆ NG[(x, u)]. Pick arbitrary (y, v) ∈ NG[(x, u)]. If (y, v) = (x, u), then clearly (y, v) ∈ U ×W . If (y, v) ≠ (x, u), then
either y = x and v ∈ NG2(u), or v = u and y ∈ NG1(x), or y ∈ NG1(x) and v ∈ NG2(u). Since U andW are simplicial cliques,
we have in every case that (y, v) ∈ U ×W . Therefore U ×W = NG[(x, u)]. 
Lemma 3 immediately implies the following sufficient condition for the strong product to be a general partition graph.
Corollary 4. Let G1,G2 be graphs such that every edge of G1 is contained in a simplicial clique, and every edge of G2 is contained
in a simplicial clique. Then, the graph G = G1  G2 is a general partition graph (and hence equistable).
Proof. Pick an edge (x, u)(y, v) of G. Assume first that x = y (the case when u = v is treated similarly). Then uv ∈ E(G2).
LetW be a simplicial clique of G2 containing uv. If NG1 [x] = {x}, then let U = {x}. Otherwise pick z ∈ NG1(x) and let U be a
simplicial clique in G1 containing xz. By Lemma 3, U ×W is a simplicial clique. It is clear that U ×W contains (x, u)(y, v).
Assume now that x ≠ y and u ≠ v. Then xy ∈ E(G1) and uv ∈ E(G2). Let U be a simplicial clique of G1 containing xy and
let W be a simplicial clique of G2 containing uv. By Lemma 3, U ×W is a simplicial clique. It is clear that U ×W contains
(x, u)(y, v). Therefore, every edge of G is contained in a simplicial clique. Since every simplicial clique is also a strong clique,
the result now follows from Theorem 3. 
Theorem 8. Let G,G1,G2 be graphs such that G = G1  G2 and such that at least one of G1 and G2 does not satisfy the triangle
condition. Then, G does not satisfy the triangle condition. In particular, G is not equistable.
Proof. Without loss of generality we may assume that G1 does not satisfy the triangle condition. By Proposition 1, G1
contains a bad induced P4, say P = (a, b, c, d). Let S be a witness against P . Pick x ∈ V (G2) and consider the path
P ′ = ((a, x), (b, x), (c, x), (d, x)) of G. Note that P ′ is an induced P4 in G and that S × {x} is a stable set of G. We claim
that every common neighbor (e, y) of (b, x) and (c, x) has a neighbor in S × {x}. If y = x then the claim holds since S is a
witness against P in G1. Assume now y ≠ x and note that this implies that x and y are adjacent in G2. If e ∈ {b, c}, then, by
the definition of the strong product, (e, y) is adjacent to either (a, x) ∈ S × {x} or (d, x) ∈ S × {x}. If e ∉ {b, c}, then e is a
common neighbor of b and c in G1 (note also that e ∉ {a, d} since P is an induced path in G1). Since S is a witness against P
in G1, there is a vertex s ∈ S such that s and e are adjacent in G1. But now (s, x) ∈ S × {x} is a neighbor of (e, y) in G. This
proves the claim.
Now let S ′ denote any maximal stable set of G, which contains S×{x}. It follows from the above claim that S ′ is a witness
against P ′ in G. Therefore, P ′ is a bad P4 in G, and by Proposition 1 graph G does not satisfy the triangle condition. 
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6. Lexicographic products
The lexicographic product of two graphs G (the base) and H (the fiber) is the graph Lex(G,H)with vertex set V (G)×V (H)
and edge set {(u, x)(v, y) : (u, x), (v, y) ∈ V (G) × V (H), (xy ∈ E(H) and u = v) or (uv ∈ E(G))}. Note that in general
Lex(G,H) and Lex(H,G) are not isomorphic. In [21], McAvaney et al. showed that Lex(G,H) is a general partition graph if
and only if G and H are. In this section we show that Lex(G,H) is a triangle graph if and only if G and H are, and give some
necessary and sufficient conditions for Lex(G,H) to be equistable.
Theorem 9. Let G,G1,G2 be graphs such that G = Lex(G1,G2). Then G is a triangle graph if and only if both G1 and G2 are
triangle graphs.
Proof. We first show that if one of G1,G2 is not a triangle graph, then also G is not a triangle graph.
Assume first that G1 is not a triangle graph. By Proposition 1, G1 contains a bad induced P4, say P = (a, b, c, d). Let S be
a witness against P . Pick x ∈ V (G2) and consider path P ′ = ((a, x), (b, x), (c, x), (d, x)) of G. Note that P ′ is an induced P4
in G and that S × {x} is a stable set of G. We claim that every common neighbor (e, y) of (b, x) and (c, x) has a neighbor in
S × {x}. If e ∈ {b, c}, then (e, y) is adjacent to either (a, x) ∈ S × {x} or (d, x) ∈ S × {x}. Assume now e ∉ {b, c} and note
that e ∉ {a, d} since P is an induced path in G1. Since (e, y) is adjacent to both (b, x) and (c, x) in G, vertex e is a common
neighbor of b and c in G1. As S is a witness against P , there exists s ∈ S which is adjacent to e. But this implies that (s, x) is
adjacent to (e, y) in G. This proves the claim. Now let S ′ denote anymaximal stable set of Gwhich contains S×{x}. It follows
from the above claim that S ′ is a witness against P ′ in G. Therefore P ′ is a bad P4 in G. Proposition 1 now implies that G does
not satisfy the triangle condition.
Assume next that G2 is not a triangle graph. By Proposition 1, G2 contains a bad induced P4, say P = (x, y, z, w). Let S be
a witness against P . Pick a ∈ V (G1) and consider the path P ′ = ((a, x), (a, y), (a, z), (a, w)) in G. Note that P ′ is induced P4
in G and that {a} × S is a stable set of G. We claim that every common neighbor (b, v) of (a, y) and (a, z) has a neighbor in
{a} × S. If b = a, then v is a common neighbor of y and z in G2. Since S is a witness against P in G2, v has a neighbor in S. But
this implies that (b, v) has a neighbor in {a} × S. Assume now b ≠ a. As (b, v) is adjacent to (a, y), a and b are adjacent in
G1. It follows from the definition of lexicographic product that (b, v) is adjacent to every vertex of {a} × V (G2). This proves
the claim. Now let S ′ denote any maximal stable set of Gwhich contains {a} × S. It follows from the above claim that S ′ is a
witness against P ′ in G. Therefore, P ′ is a bad P4 in G, and Proposition 1 implies that G does not satisfy the triangle condition.
We now show that if G is not a triangle graph, then either G1 or G2 is not a triangle graph. If G is not a triangle graph, then,
by Proposition 1, G contains a bad induced P4. Denote this path by P and let S be a witness against P . Note that we have two
types of induced P4 in G. Paths of the first type are of the form ((a, x), (a, y), (a, z), (a, w)) for some a ∈ V (G1) and some
induced P4 (x, y, z, w) ofG2. Paths of the second type are of the form ((a, x), (b, y), (c, z), (d, w)) for some x, y, z, w ∈ V (G2)
and some induced P4 (a, b, c, d) of G1.
Assume first that P = ((a, x), (a, y), (a, z), (a, w)) is of the first type. Let S ′ denote the projection of S∩({a}×V (G2)) onto
V (G2). Note that S ′ is amaximal stable set of G2. We show that S ′ is a witness against (x, y, z, w) in G2. Clearly, x, w ∈ S ′. Pick
a common neighbor v of y and z in G2. Therefore, (a, v) is a common neighbor of (a, y) and (a, z) in G. Since S is a witness
against P , (a, v) has a neighbor (b, u) ∈ S. Note that b = a; otherwise (b, v) is adjacent to (a, x) ∈ S, a contradiction. But
this implies that v and u are adjacent in G2 and that u ∈ S ′. This shows that S ′ is a witness against (x, y, z, w) and therefore
(x, y, z, w) is a bad P4 in G2. By Proposition 1, G2 is not a triangle graph.
Assume next that P = ((a, x), (b, y), (c, z), (d, w)) is of the second type. Let S ′ denote the projection of S onto V (G1)
and note that S ′ is a maximal stable set of G1. We show that S ′ is a witness against (a, b, c, d) in G1. Clearly a, d ∈ S ′. Pick a
common neighbor e of b and c in G1. Observe that (e, x) is a common neighbor of (b, y) and (c, z) in G. Since S is a witness
against P in G, there exists (f , v) ∈ S which is adjacent to (e, x). Note that f ≠ e; otherwise (f , v) is a vertex of S which
is a common neighbor of (b, y) and (c, z), a contradiction. Therefore, f ∈ S ′ is adjacent to e. This shows that S ′ is a witness
against (a, b, c, d) and therefore (a, b, c, d) is a bad P4 in G1. By Proposition 1, G1 is not a triangle graph. 
Lemma 4. Let G,G1,G2 be graphs such that G = Lex(G1,G2). Then:
(i) If G is equistable, then G1 and G2 are equistable.
(ii) If G1 and G2 are equistable and G2 contains an isolated vertex, then G is equistable.
Proof. In [23], it was shown that equistable graphs are closed under contracting modules and under taking subgraphs
induced by a module. (A module in a graph is a nonempty subset of vertices such that every vertex outside the set is either
adjacent to all the vertices in the set, or to none of them.) Since the base graph G1 can be obtained from G by a sequence
of module contractions, it follows that G1 is equistable if G is. Similarly, as the fiber G2 can be obtained from G by taking a
subgraph of G induced by a module, it follows that G2 is equistable if G is. This proves (i).
Suppose now that G1 and G2 are equistable and G2 contains an isolated vertex. A result from [23] shows that equistable
graphs are closed under substitution with an equistable graph containing an isolated vertex. More precisely, if H1 and H2
are disjoint equistable graphs, and x a vertex of H1, then the graph H1(x → (K1 ∪H2)) is equistable. Since G can be obtained
by substituting a copy of G2 for every vertex of G1, part (ii) follows. 
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7. Deleted lexicographic products
The deleted lexicographic product of two graphs G (the base) and H (the fiber) is the graph DLex(G,H) with vertex set
V (G)× V (H) and edge set {(u, x)(v, y) : (u, x), (v, y) ∈ V (G)× V (H), (xy ∈ E(H) and u = v) or (uv ∈ E(G) and x ≠ y)}.
Note that in general DLex(G,H) and DLex(H,G) are not isomorphic. In this section, we prove some necessary and sufficient
conditions for the deleted lexicographic product of two graphs to be a general partition graph, an equistable graph, or a
triangle graph.
Proposition 2. Let G be a connected graph with at least one edge and let En be the edgeless graph on n vertices. ThenDLex(G, En)
is equistable (strongly equistable, general partition) if and only if G is a complete n-partite graph.
Proof. Note that DLex(G, En) = G × Kn, where Kn is a complete graph on n vertices. The result now follows from
Theorem 5. 
In the rest of the section, we consider the case when the fiber has at least one edge.
Theorem 10. Let G be a connected graph and let H be a graph with at least one edge. If DLex(G,H) is a triangle graph, then G
is complete multipartite.
Proof. We first show that G is (P4, paw)-free. Suppose on the contrary that G is not (P4, paw)-free. Then there exist vertices
x, y, z, w of G, such that xy, yz, zw ∈ E(G) and xz, xw ∉ E(G). Pick vertices u, v of H such that uv ∈ E(H). Note that vertices
(x, u), (y, v), (z, u), (w, v) induce a P4 in DLex(G,H). Let S ′ = {(x, u), (z, v), (w, v)}. Then, S ′ is a stable set in DLex(G,H).
Let S be a maximal stable set in DLex(G,H) such that S ′ ⊆ S. By Proposition 1, S contains a vertex (a, t) which is adjacent
in DLex(G,H) both to (y, v) and to (z, u). Note that a ≠ y, otherwise (a, t) and (z, v) are adjacent. Note also that a ≠ z,
otherwise (a, t) and (w, v) are adjacent. Therefore a is connected to both y and z in G. But in this case (a, t) and (z, v) are
adjacent, showing that such a vertex (a, t) cannot exists. This contradiction implies that G is (P4, paw)-free. By Lemma 1, G
is complete multipartite. 
As suggested by Proposition 2 and Theorem 10, we shall now also assume that G is a nontrivial complete multipartite
graph. We first show that if DLex(G,H) is equistable, then also H is equistable.
Theorem 11. Let G be a connected complete multipartite graph with m ≥ 2 parts and let H be a graph with at least one edge. If
DLex(G,H) is equistable, then H is equistable.
Proof. If H is a complete graph, then it is equistable. We therefore assume that H is not complete and fix a maximal
stable set S of H with |S| ≥ 2. Let T = {x1, x2, . . . , xn} be a maximal stable set of G. Let ϕ denote an equistable weight
function of DLex(G,H) and set t = ∑s∈S ϕ((x1, s)). Then for every maximal stable set S ′ of H with |S ′| ≥ 2, the set
({x1} × S ′) ∪ ((T \ {x1}) × S) is a maximal stable set of DLex(G,H). It follows that∑s∈S′ ϕ((x1, s)) = t for every stable
set S ′ of H with |S ′| ≥ 2. Define a weight function ϕH of H by ϕH(v) = 1 if v is a dominant vertex of H (that is, if v is adjacent
to all other vertices ofH), and ϕH(v) = ϕ((x1, v))/t for all other vertices v ∈ V (H). It follows from the above comments and
from the definition of the weight function ϕH that all maximal stable sets of H have weight 1. Now let A ⊆ V (H) be a set of
vertices of H that is not a maximal stable set in H . If A contains a dominant vertex, then ϕH(A) > 1. Otherwise, observe that
the set ({x1} × A)∪ ((T \ {x1})× S) is not a maximal stable set in DLex(G,H), implying that∑a∈A ϕ((x1, a)) ≠ t . Therefore
ϕH(A) ≠ 1 showing that ϕH is an equistable weight function of H . 
In the next two theorems we derive some further restrictions on the size of stable sets of H in the case when DLex(G,H)
is equistable.
Theorem 12. Let G be a connected complete multipartite graph with m ≥ 2 parts, let H be a graph with at least one edge, and
let S be a maximal stable set of H. Assume that DLex(G,H) is equistable. Then the following holds:
(i) |S| ∈ {1,m}.
(ii) If G is not complete, then |S| = m.
Proof. (i) Assume |S| ≠ 1 and consider V (G) × S ⊂ V (DLex(G,H)). Let ϕ be an equistable weight function of DLex(G,H).
Note that for each v ∈ V (H), the set V (G)×{v} is maximal stable set of DLex(G,H). Therefore,∑s∈S∑x∈V (G) ϕ((x, s)) = |S|.
On the other hand, for every maximal stable set T of G, the set T × S is again maximal stable set of DLex(G,H). Therefore,∑
x∈V (G)
∑
s∈S ϕ((x, s)) = m, implying |S| = m.
(ii) Assume |S| = 1, that is, S = {v} for some v ∈ V (H). Since G is a connected graph which is not complete, there exist
vertices x, y, z ∈ V (G) such that y is adjacent to both x and z, and such that x and z are not adjacent. Let u ∈ V (H) be a
neighbor of v and consider the (induced) path P = ((x, v), (x, u), (y, v), (z, u)) of DLex(G,H). Note that every common
neighbor of (x, u) and (y, v) is adjacent to either (x, v) or (z, u). Therefore, P is a bad P4 in DLex(G,H), which, by Theorem 1,
contradicts the fact that DLex(G,H) is equistable. Therefore, |S| = m by (i) above. 
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Theorem 13. Let G be a connected complete multipartite graph with m ≥ 2 parts. Let H be a graph with at least one edge, and
let S1, S2 be distinct maximal stable sets of H with |S1| = |S2| = m. If DLex(G,H) is equistable, then |S1 \ S2| ≥ 2.
Proof. Suppose that |S1 \ S2| = 1. Let v be the unique element of S1 \ S2, and let u be the unique element of S2 \ S1. Let
T = {x1, x2, . . . , xn} be a maximal stable set of G. Then T × S1 and ({x1} × S2)∪ (T \ {x1})× S1 are both maximal stable sets
of DLex(G,H). Since DLex(G,H) is equistable, we have ϕ(T × S1) = ϕ(({x1} × S2) ∪ (T \ {x1}) × S1) = 1. It follows that
ϕ((x1, v)) = ϕ((x1, u)). Observe that V (G)×{v} is also amaximal stable set of DLex(G,H), and thereforeϕ(V (G)×{v}) = 1.
But now the set {(x1, u)} ∪ ((V (G) \ {x1})× {v}) is not stable and it has weight 1, a contradiction. 
Finally, we give a complete characterization of equistable products DLex(G,H) in the case when G is triangle-free. By
Kt×m we denote the complete multipartite graph with t parts of sizem.
Theorem 14. Let G be a connected triangle-free graph, which is not K1, and let H be a graph with at least one edge. Then, the
following conditions are equivalent:
(i) DLex(G,H) is a general partition graph.
(ii) DLex(G,H) is strongly equistable.
(iii) DLex(G,H) is equistable.
(iv) DLex(G,H) is a triangle graph.
(v) Either G = K2 and the complement of H is of maximum degree at most 1, or G ≠ K2 is complete bipartite and H = Kt×2 for
some t ≥ 2.
Proof. By Corollary 1, (i) implies (ii) by Theorem 2, (ii) implies (iii), and by Corollary 2, (iii) implies (iv).
(iv) implies (v): Suppose thatDLex(G,H) is a triangle graph. By Theorem10,G is completemultipartite, and since it is triangle-
free, it must be complete bipartite.
Suppose first that G = K2, say V (G) = {x, y}. Assume that H contains three vertices u, v, w such that uv ∉ E(H)
and uw ∉ E(H). The path P = ((x, u), (y, v), (x, w), (y, u)) is an induced P4 in DLex(G,H). Notice also that P is bad, as
witnessed by the maximal stable set {(x, u), (y, u)}, contrary to Proposition 1. Therefore, if G = K2 then the complement of
H is of maximum degree at most 1.
Suppose now that G ≠ K2. Let us denote by V1 and V2 the two parts in the bipartition of V (G) so that |V1| ≥ 2. First,
we show that H contains no dominant vertices. Suppose to the contrary that H has a dominant vertex u. Let (a, b, c) be
an induced P3 in G. Let w ∈ V (H) \ {u}. Consider the path P = ((a, u), (a, w), (b, u), (c, w)). This is an induced P4 in
DLex(G,H). Let S be any maximal stable set in DLex(G,H) containing (a, u) and (c, w). By Proposition 1, S contains a vertex
(d, t) ≠ (a, u) adjacent to both (a, w) and (b, u). Note that d ≠ a; if d = a then (a, t) is adjacent to (a, u), a contradiction.
Also, d ≠ b since every vertex of the form (b, t) is adjacent either to (a, u) or to (c, w). Since G is bipartite, we have either
ad ∉ E(G) – in which case (d, t) is not adjacent to (a, w) – or bd ∉ E(G) — in which case (d, t) is not adjacent to (b, u).
In either case, we get a contradiction. Therefore, H contains no dominant vertices, implying that the complement of H is of
minimum degree at least 1.
It remains to show that no vertex in H has two non-neighbors. Suppose to the contrary that there exists u ∈ V (H)
such that v,w are two vertices in H non-adjacent to u. Let (a, b, c) be an induced P3 in G. Consider the path P =
((b, u), (a, v), (b, w), (c, u)). This is an induced P4 in DLex(G,H). Let S = V (G) × {u}. The set S is a maximal stable set
in DLex(G,H) containing (b, u) and (c, u). By Proposition 1, S contains a vertex (e, u) adjacent to both (a, v) and (b, w).
Note that e ≠ a since (a, u) is not adjacent to (a, v). Also, e ≠ b since (b, u) is not adjacent to (b, w). Since G is bipartite, we
have either ae ∉ E(G) – in which case (e, u) is not adjacent to (a, v) – or be ∉ E(G) — in which case (e, u) is not adjacent to
(b, w). This contradiction shows that no vertex in H has two non-neighbors. This implies that H = Kt×2 for some t ≥ 2.
(v) implies (i): Suppose first that G = K2 and the complement ofH is of maximumdegree atmost 1. Then, the complement of
DLex(G,H) consists of disjoint 4-cycles and edges. Therefore, every maximal stable set of DLex(G,H)meets every maximal
clique of DLex(G,H), implying that every maximal clique of DLex(G,H) meets every maximal stable set of DLex(G,H). In
particular, every maximal clique of DLex(G,H) is a strong clique. It follows that in this case DLex(G,H) is a general partition
graph, by Theorem 3.
Assume now that G ≠ K2 is complete bipartite and H = Kt×2 for some t ≥ 2. Let us denote by V1 and V2 the two parts in
the bipartition of V (G). The set of maximal cliques of DLex(G,H) is precisely the set
{({x} × K1) ∪ ({y} × K2) : x ∈ V1, y ∈ V2, K1 and K2 are disjoint maximal cliques of H}.
The set of maximal stable sets of DLex(G,H) is precisely the set S1 ∪ S2 ∪ S3, where
• S1 = {V (G)× {w} : w ∈ V (H)} ,
• S2 =

x∈V1({x} × Sx) : Sx is a maximal stable set of H, for all x ∈ V1

, and
• S3 =

x∈V2({x} × Sx) : Sx is a maximal stable set of H, for all x ∈ V2

.
It is straightforward to verify that every maximal clique intersects every maximal stable set, i.e., every maximal clique in
DLex(G,H) is a strong clique. Therefore, by Theorem 3, DLex(G,H) is a general partition graph. 
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