Predicting fatigue life of composite materials is essential to increase reliability of manufacturing systems. The predicting techniques for fatigue life of composite materials are not widely investigated. The support vector regression (SVR) is an emerging forecasting technique and has been applied in many areas successfully. Therefore, this study attempts to examine the feasibility of SVR in predicting the fatigue life of composite materials. Additionally, immune algorithms (IA) are used to select three parameters of SVR models. An experimental data set from a laboratory was employed to depict the feasibility of develpoed SVRIA (support vector regression with immune algorithms) approach in predicting fatigue life of composite materials. Empirical results indicate that the SVRIA is a valid way in predicting fatigue life of composite materials.
Introduction
Composite materials have been widely used in automotive and aerospace applications due to the high stiffness and strength [1] . Using composite materials in industry can reduce life-cycle costs and save potential energy [2] . However, most of these applications are subjected to cyclic fatigue loading, which can easily cause material damage, and finally structural breakage. Therefore, predicting fatigue life of composite materials is crucial in fatigue-resistant design. The analysis is to predict the remaining life of composite materials based on previous loading historical data. The fatigue damage of composite materials involves many mechanisms. Therefore, the fatigue life prediction is a complex process with nonlinear characteristics [3] [4] .
Artificial neural networks (ANN) is an effective method to predict the remaining life of composite materials. Artymiak et al. [5] applied ANN to predict finite-life fatigue strength and fatigue limit of steel. They reported that the ANN model is superior to the other approaches in terms of prediction performance. Venkatesh and Rack [6] presented a back-propagation neural network to predict the fatigue life. The authors found that the proposed neural network can estimate elevated temperature creep-fatigue life of the Ni-based alloy INCONEL 690. Pleune and Chopra [7] used back-propagation neural networks to predict the fatigue life of carbon and low-alloy steels for specified sets of loading and environmental conditions. It was reported that proposed ANN model predicts the fatigue life accurately with incomplete data sets. AlAssaf and El Kadi [8] proposed a feedforward neural network to determine the relationship between the input parameters and the fatigue life of a unidirectional glass fiber/epoxy composite laminate. The simulation results obtained by the proposed ANN model are comparable to existing fatigue life prediction models. El Kadi and Al-Assaf [9] compared the performance of different neural networks in predicting the fatigue life of unidirectional glass fiber/epoxy composite laminate. They claimed that the modular neural networks outperformed the other models in terms of prediction accuracy. El Kadi and Al-Assaf [10] used a modular neural network to predict fatigue life of fiberglass/epoxy composites. The experimental results showed that the modular neural network with the strain energy resulted in the best prediction of fatigue life. Choi et al. [11] predicted the fatigue damage growth in composite laminates by ANN. They pointed out that the presented neural network has more accurate prediction results than the power law model.
Developed by Vapnik [12] , the support vector machine is a novel neural network algorithm and originally applied to pattern recognition problems. The SVR [13] technique has been investigated to deal with non-linear regression problems and has provided many exciting prediction results in the field of finance [14] , air quality [15] , wind speed [16] , reliability [17] , electricity load [18] , and tourist arrivals. Thus, the aim of this work is to study the feasibility of SVRIA in predicting the fatigue life of composites.
Support Vector Regression with Immune Algorithms
Instead of searching empirical errors, SVR technique minimizes an upper bound of the generalization error [12] . SVR map nonlinearly the original data x into a higher dimensional feature space. In such a way, the data not being divided by a linear function in the input space can be partitioned in the feature space. The linear function ( ) g x wx u = + is always used to conduct the regression in the feature space. The coefficients, w and u, are determined by the following equation:
with the following constraints:
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Kernel function and the value of a Kernel equals to inner product of two vectors,
Gaussian kernel function, represented as Eq. (8), is used in this study.
Thus, a SVR model contains three parameters: σ , ε and C. The selection of three parameters influences the forecasting accuracy of a SVR model a lot. In this study, the IA is used to seek a better combination of the three parameters of SVR so that a smaller prediction error can be obtained.
IA [20] was developed on the basis of natural immune systems that efficiently recognize all cells within the body and classify those cells as self or nonself cells. The non-self cells stimulate a defensive mechanism to defense foreign invaders, such as bacteria and viruses. In this study, antibodies are represented by three SVR parameters. The prediction error of SVR is contained in the denominator part of the affinity formula. Therefore, maximizing the affinity of IA implies the minimization of prediction errors of SVR model. The mean absolute percentage error (MAPE), given by (9) , is used to calculate predicting errors. 
where N represents the number of experiments ; i Y is the actual value of experiment i; and i y denotes the predicting value of experiment i. The framework of SVRIA model is depicted in Fig. 1 . More detail of applying IA in selecting SVR parameters is depicted as follows.
Step 1: Initializing the antibody population randomly Binary-code strings containing three parameters ( σ , C, and ε ) of a SVR model is used to represented the antibody population. The initial antibody population is created randomly. For instance, suppose that an antibody contains nine binary codes representing three SVR parameters. Each parameter is thus expressed by three binary codes. Additionally, assume that the limits of σ , C, and ε are 1, 100, and 0.8 correspondingly. The antibody with binary-code "101001110" implies that the values of the three parameters σ , C, and ε are 0.714, 57.14, and 0.343
respectively. The number of initial antibodies is the same as the size of the memory cell set to 20 in this study.
Step 2: Identifying the affinity and the similarity Ab values exceeding a threshold are not qualified to enter the memory cell. In this study, the threshold value is set to 0.85.
Step 4: Performing crossover and mutation of antibody population. Crossover and mutation are used to generate new antibodies. When conducting crossover operation, strings representing antibodies are paired randomly. Segments of paired strings between two predetermined break-points are swapped. The mutation operation randomly converts a code "0" into "1", or a code "1" into a "0". The crossover and mutation rates are determined using probabilities.
Step 5: Stopping criteria When the number of iterations reaches a given scale, the best antibody is a solution. Otherwise, return to Step 2.
A Numerical Example
Experimental data of fatigue life provided by the Composite Materials & Structure Laboratory at National Chiao Tung University (Taiwan) waere used to examine the feasibility of the proposed SVRIA model in fatigue life prediction. To obtain the properties and strengths of the laminated composite specimens, six types specimens were employed. The specimens were mounted and tested in a properly aligned and calibrated INSTRON 8801 test machine. Wedge action friction grips of hydraulic grips were used with the crosshead rate set at 1 mm/min.
After each specimen was finished fatigue testing, the tensile experiment was conducted. From fatigue testing, parameters of the different fiber orientation and width of specimens provide the residual strength and residual Young's modulus decay. The experiment with more than 100,000 cyclic loading periods was conducted. Twenty residual stiffness degradation ratios for each specimen were obtained. The data set was divided into three parts, the training data, the validation data, and the testing data. The numbers of training set, validation data set, and testing data set are ten, five, and five respectively. In this investigation, the rolling-based prediction procedure and a one-stepahead prediction policy are employed in this experiment. Fig. 1 The SVRIA framework The model with the minimum validation MAPE value for each experiment is selected as the most appropriate model in this study. Two other prediction models, namely autoregressive integrated moving average (ARIMA) [21] and general regression neural networks (GRNN) [22] , are used to predict the same experimental data of fatigue life. The MAPE values for six specimens of three models and corresponding parameters are shown in Table 1 .
Conclusions
The fatigue life of composite materials is the remaining life of a structure expressed as a time-series loading data. To prevent the break of materials in advance, accurate estimation of fatigue lie is essential. This study develops a SVRIA model and verifies its feasibility in predicting the fatigue life of composites. Besides, the SVRIS model outperforms the ARIMA model and the GRNN model in terms of prediction accuracy. For the future research, some other factors causing the fatigue of composite materials such as material type can be considered in the prediction model.
