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The ear-canal acoustic impedance and reflectance are useful for assessing conductive hearing disor-
ders and calibrating stimulus levels in situ. However, such probe-based measurements are affected
by errors due to the presence of evanescent modes and incorrect estimates or assumptions regarding
characteristic impedance. This paper proposes a method to compensate for evanescent modes in
measurements of acoustic impedance, reflectance, and sound pressure in waveguides, as well as
estimating the characteristic impedance immediately in front of the probe. This is achieved by
adjusting the characteristic impedance and subtracting an acoustic inertance from the measured
impedance such that the non-causality in the reflectance is minimized in the frequency domain
using the Hilbert transform. The method is thus capable of estimating plane-wave quantities of the
sought-for parameters by supplying only an arbitrary initial value for the characteristic impedance.
From a comparison with a simulated waveguide, it is shown that this method can accurately esti-
mate these quantities in a waveguide that is uniform at the position of the probe. Finally, it is dem-
onstrated how evanescent modes, characteristic impedance, and the proposed methodology can
affect the measured acoustic impedance and reflectance of an occluded-ear simulator.
VC 2017 Acoustical Society of America. https://doi.org/10.1121/1.5016808
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I. INTRODUCTION
In hearing diagnostics, the ear-canal acoustic impedance
and reflectance can provide clues on the conductive status of
the middle ear (Piskorski et al., 1999; Keefe et al., 2000;
Feeney and Keefe, 2001; Keefe et al., 2012; Ellison et al.,
2012; Merchant et al., 2014), and be used to calibrate stimu-
lus levels in situ (Scheperle et al., 2008; McCreery et al.,
2009; Lewis et al., 2009; Scheperle et al., 2011; Withnell
et al., 2009; Souza et al., 2014). In other fields, such as musi-
cal and duct acoustics, the acoustic input impedance of wind
instruments, mufflers, impedance tubes, etc., is often studied
(e.g., Fletcher and Rossing, 1991; Munjal, 2014; Fletcher
et al., 2005; Dalmont et al., 2012). The calculation of reflec-
tance from a measured impedance requires that the charac-
teristic impedance of the waveguide is known. The
characteristic impedance represents the ratio of sound pres-
sure to volume flow for a propagating plane wave in the
waveguide and is inversely proportional to the cross-
sectional area. In ear canals, this area is difficult to measure,
e.g., using ear molds or computed tomography (Egolf et al.,
1993), and, in addition, vary with probe-insertion depth. A
frequently used approach in hearing diagnostics is to utilize
an invariant value for the characteristic impedance, corre-
sponding to an average adult ear canal, and another value for
infants. However, this uncertainty in characteristic imped-
ance inevitably introduces errors into the ear-canal
reflectance.
The acoustic input impedance of a waveguide is defined
as the ratio of acoustic pressure to volume flow in a cross-
sectional plane. The sought-for parameter is thus the plane-
wave impedance, but it is difficult to accurately control such
uniform acoustic flow and measure the sound pressure simul-
taneously. Acoustic impedance is often measured by means
of an acoustic probe that, based on a preceding calibration
procedure, injects a known acoustic volume flow into a
waveguide through a speaker-tube aperture in this plane. At
the same time, the sound pressure is measured across another
aperture in that plane using a microphone. The geometrical
mismatch between the speaker tube and waveguide causes
higher-order modes to be excited in the waveguide. These
higher-order modes describe variations in the sound pressure
across the radial and azimuthal axes of the waveguide, as
opposed to plane waves which only vary along the axis of
propagation in the lossless case. If the excitation frequency
is below the cut-on frequency for any given higher-order
mode (i.e., the frequency at which the mode starts to propa-
gate), that mode will be exponentially decaying (evanescent)
along the axis of the waveguide. With the speaker and
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microphone tubes positioned in the same plane, the resulting
impedance measurement will be affected by some distur-
bance, in addition to the plane-wave sound field, described
by these evanescent modes, as there is no spatial decay. A
measured acoustic impedance comprises the superposition of
impedance characteristics of each excited mode. For fre-
quencies high enough that higher-order modes start to propa-
gate and are reflected by a waveguide termination, the
interpretability of the measured impedance is limited.
A. Existing methods for estimating characteristic
impedance
Keefe et al. (1992), Huang et al. (2000), and Keefe and
Abdala (2007) showed that the characteristic impedance of a
waveguide can be calculated by averaging the real part of
the input impedance across frequency. Keefe et al. (1992)
evaluated the capability of this method in estimating the
characteristic impedance of different waveguides and
observed errors in the range of 3%–6%. However, their eval-
uation does not take into account the effect of finite fre-
quency bandwidth in estimating the characteristic
impedance of shorter waveguides. With their chosen wave-
guide lengths (34.8–51.8 cm), the input impedances contain
a large part of the resonant behavior, with multiple maxima
throughout the investigated frequency range (0.1–10.7 kHz),
and the real impedance average provides a relatively good
estimate of characteristic impedance. With the typical length
of human ear canals (l  2:5 cm, minus probe insertion), the
ear-canal impedance has none or few impedance maxima
within their investigated frequency range. The method is
thus very sensitive to these impedance maxima being
included in or excluded from the average. In addition, the
method cannot account for any frequency dependency in the
termination impedance of a waveguide, which will inher-
ently have an effect on averaging the real part of the imped-
ance across a limited bandwidth.
Rasetshwane and Neely (2011) and Rasetshwane et al.
(2012) calculated the time-domain reflectance, the inverse
Fourier transform of reflectance, and used it to estimate the
characteristic impedance by iteratively adjusting it to mini-
mize the reflection at time t¼ 0. They did, however, neither
take evanescent modes nor the smearing of the time-domain
reflectance as a result of frequency-domain windowing into
account. They also made the observation that time-domain
reflectance was non-causal, referring to this as a measure-
ment artifact, and carried out a “time-reversed addition,”
thus removing the artifact. It is possible that this artifact
could originate from a combination of evanescent modes
affecting the measurement and calibration errors in the
Thevenin source parameters due to the presence of evanes-
cent modes during calibration (Siegel and Neely, 2017;
Nørgaard et al., 2017). These errors likely introduce an addi-
tional error into the estimated characteristic impedance.
B. Existing methods for accounting for evanescent
modes
Keefe et al. (1992), Huang et al. (2000), Voss and Allen
(1994), and Siegel and Neely (2017) protruded the
microphone tube beyond the speaker tube in order to elimi-
nate the contribution from evanescent modes to the mea-
sured probe pressures during calibration and measurements.
However, this approach includes the excess piece of wave-
guide between the speaker and microphone tubes in the
source parameters. Thus, errors are introduced into subse-
quent measurements in waveguides of radii different from
the calibration waveguides (Huang et al., 2000), since the
characteristic impedance of this piece of waveguide depends
on the waveguides radius.
Keefe and Benade (1981) and Fletcher et al. (2005)
showed that evanescent modes can be approximated by the
addition of an acoustic inertance to the plane-wave acoustic
input impedance and calculated analytically for a known
probe geometry and waveguide radius. The approximation
as an inertance is valid up to some point in frequency, below
the cut-on frequency of the lowest-order non-uniform mode,
and shifts the position of impedance minima in frequency
while maintaining the position of maxima. However, other
effects can also contribute to such series inertance, e.g., a
horn gradient (Rasetshwane and Neely, 2011).
Brass and Locke (1997) investigated the effect of eva-
nescent modes on ear-canal sound-pressure measurements.
They predicted the contribution from the evanescent-modes
inertance for various probe and waveguide configurations
and showed that this introduces errors up to 3 dB below
10 kHz into measurements of sound pressure in adult ear
canals. On the other hand, Schmidt and Hudde (2009)
showed that evanescent modes can introduce large errors
into ear-canal impedance and reflectance measurements
above 3 kHz. They also attempted to compensate for the
effect using an acoustic inertance and the method of Karal
(1953), although this requires information about area discon-
tinuity and thus the ear-canal geometry.
Fletcher et al. (2005) used an acoustic probe, delivering
an assumed constant acoustic volume flow through a narrow
annulus, to measure acoustic impedance. From an imped-
ance measurement in a circular uniform waveguide of
known radius, they added an acoustic inertance in series
with the measured impedance and adjusted its magnitude
such that impedance minima were translated to the halfway
point between maxima. With this procedure, the probe and
the obtained evanescent-modes inertance could be utilized in
subsequent measurements for estimating the plane-wave
impedance in a waveguide of identical radius at the position
of the probe. Their methodology is thus not applicable in
ear-canal measurements, as the ear canal is not necessarily
circular and the cross-sectional area is typically not known.
C. Proposed compensation methodology
There is thus a need for a fast, non-invasive method that
can accurately estimate the characteristic impedance at the
position of the acoustic probe and the inertance that accounts
for evanescent modes in a waveguide of unknown area. This
paper proposes a method capable of estimating the size of
this inertance and the characteristic impedance from a mea-
surement of acoustic input impedance using an acoustic
probe. The effects of evanescent modes and unknown
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characteristic impedance on the measured impedance and
reflectance are thus compensated for. The method is at least
applicable in waveguides that are uniform at the position of
the probe, i.e., unaffected by a horn inertance (Rasetshwane
and Neely, 2011), but the waveguide can otherwise possess
an arbitrary area function and entryway geometry. The pro-
posed method utilizes the relationship between the real and
imaginary parts of a causal function using the Hilbert trans-
form. The evanescent-modes inertance and characteristic
impedance are adjusted to minimize the non-causality in the
measured reflectance. In this way, the proposed method dif-
fers from existing methods in that it takes both the effects of
evanescent modes and characteristic impedance into
account. Thus, the estimated characteristic impedance is not
affected by errors due to evanescent modes and vice versa,
although the method does rely on the ability of an inertance
in characterizing the non-causality in a given impedance
measurement. In addition, errors due to finite measurement
spectra are avoided by truncating the Hermitian-symmetric,
harmonic reflectance spectrum to restore differentiability.
II. METHODS
A. Quantifying non-causality using the Hilbert
transform
A causal system is independent of future inputs and
quantities describing the behavior of passive, linear, physi-
cal, input–output systems must conform to this property.
Assessing the causality of a quantity, characterizing a given
physical system, can provide information on the physical
validity of such quantity or phenomena that introduce non-
causality into such quantity. Causality of a function can intu-
itively be assessed in the time domain, but it is also possible
to investigate this property in the frequency domain using
the Hilbert transform (Papoulis, 1962; Hsu, 1967). The
Hilbert transform of a real-valued function of time H½hðtÞ is
defined as the convolution of the function with 1=ðptÞ,
H½hðtÞ ¼ 1
pt
 hðtÞ; (1)
where the asterisk denotes convolution. Since the Fourier
transform F½1=ðptÞ ¼ j sgnx, the Hilbert transform intro-
duces a phase shift of 90 degrees into its argument. j is the
unit-imaginary number, sgnðÞ is the signum function, and x
is the angular frequency. For a causal function,
hðt < 0Þ ¼ 0, the real Refg and imaginary Imfg parts of
the Fourier transform of that function, F½hðtÞ ¼ HðxÞ, are
related by the Hilbert transform and the behavior in
RefHð1Þg  limx!1 RefHðxÞg (Papoulis, 1962),
RefHðxÞg ¼ RefHð1Þg þH ImfHðxÞg½ ; (2)
ImfHðxÞg ¼ H1 RefHðxÞg½ : (3)
Here, hðtÞ ¼ RefHð1ÞgdðtÞ þ hðt > 0Þ; dðÞ is the Dirac-
delta function, and ImfHð1Þg ¼ 0. An estimate of the
Fourier transform of the function H^ðxÞ can be obtained
from RefHð1Þg and the Hilbert pairs,
H^ðxÞ ¼ RefHð1Þg þ H ImfHðxÞg½ 
þ jH1 RefHðxÞg½ : (4)
The estimation error H can then be assessed by selecting an
initial value for RefHð1Þg, which might not be known due
to the practical limitation of finite frequency range,
HðxÞ ¼ HðxÞ  H^ðxÞ: (5)
This error quantifies any non-causal component in HðxÞ and
error in RefHð1Þg. In this study, phenomena that introduce
non-causality into measured quantities will be quantified by
the real and imaginary estimation errors
RefHðxÞg ¼ RefHðxÞg  RefHð1Þg
 H ImfHðxÞg½ ; (6)
ImfHðxÞg ¼ ImfHðxÞg  H1 RefHðxÞg½ : (7)
B. Application of the Hilbert transform to waveguide
acoustic input impedance
Acoustic impedance is inherently causal and defined as
the ratio of acoustic pressure to volume flow. In its time-
domain representation, an acoustic waveguide yields an
immediate pressure response at t¼ 0, equal to the character-
istic impedance, to such unit-delta volume-flow excitation
(Keefe et al., 1992; Huang et al., 2000; Keefe and Abdala,
2007). This gives rise to the property that the plane-wave
impedance Zpw of an acoustic waveguide converges to the
lossless characteristic impedance in the limit
RefZpwð1Þg ¼ Z0. As a result of this property, the real and
imaginary estimation errors in Eqs. (6) and (7) can be written
in terms the plane-wave impedance and both yield zero,
RefZpwg ¼ RefZpwg  Z0 H ImfZpwg
  ¼ 0; (8)
ImfZpwg ¼ ImfZpwg  H1 RefZpwg
  ¼ 0: (9)
Z0 might not be known; however, an arbitrary initial value
Z00 ¼ qc=A can be chosen, representing the cross-sectional
area A, air density q, and speed of sound c. In this study, cir-
cular waveguides are considered and from the radius a,
A ¼ pa2. The real impedance estimation error RefZpwg now
yields the error in the chosen initial value Z00 and the charac-
teristic impedance can be estimated,
RefZpwg þ Z00 ¼ Z^0: (10)
If the input impedance of a waveguide is measured
using an acoustic probe, this measured impedance Zmeas can
be regarded as the ratio of measured sound pressure at the
probe microphone Pmeas, to the volume flow injected by the
probe speaker U in the plane of the probe tip. The measure-
ment will thus be affected by evanescent modes which can
be approximated by the impedance of a series acoustic iner-
tance L to the plane-wave impedance Zpw (Keefe and
Benade, 1981; Fletcher et al., 2005),
Zmeas ¼ Pmeas
U
’ Zpw þ jxL: (11)
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The approximation of evanescent modes as an inertance is
only valid up to a certain point below the frequency where the
first non-uniform mode starts to propagate. For a circular
waveguide, these frequencies are given by (Blackstock, 2000)
xmn ¼ a
0
mnc
a
; (12)
where a0mn is the nth zero of the cylindrical bessel-function
derivative of the first kind J0m of order m. The present analy-
sis is based on the assumption that the approximation as an
inertance applies across the infinite frequency spectrum. For
a band-limited measurement, such ideal acoustic inertance
introduces a non-causality into the measured impedance,
presumably due to ImfZmeasð1Þg 6¼ 0. In practice, the addi-
tion to the plane-wave impedance, constituted by higher-
order modes, will exhibit a resonant behavior above the cut-
on frequency and eventually satisfy ImfZmeasð1Þg ¼ 0.
Since the Hilbert transform is an additive operator, and given
the purely imaginary addition of the approximation of eva-
nescent modes, the imaginary impedance estimation error
yields the evanescent-modes inertance when this approxima-
tion of Zmeas is inserted into Eq. (9),
ImfZmeasg ¼ xL: (13)
However, the evanescent-modes inertance introduces an
error into the characteristic-impedance estimation in Eq.
(10) such that,
RefZmeasg þ Z00 ¼ Z^0 H xL½ : (14)
This is the remainder of the imaginary term jxL when insert-
ing Zmeas into Eq. (8). The additional term H½xL is unde-
fined and diverges to positive infinity for all x in the limit of
the Hilbert-transform convolution integral over an infinite
spectrum. However, estimating the plane-wave impedance
Z^pw by subtracting the evanescent-modes inertance from the
measured impedance,
Z^pw ¼ Zmeas  jxL; (15)
the characteristic impedance can be estimated from Eq. (10).
C. Application of the Hilbert transform to waveguide
reflectance measurements
In practice, acoustic impedance is measured in discrete
points over a finite range of frequencies. The inherent non-
smooth behavior of the real and imaginary parts and the
divergent behavior in the imaginary part as x ! 0 of the
acoustic input impedance of a non-vented waveguide, such
as the ear canal, can introduce instabilities into the calcula-
tion of the discrete Hilbert transform. It is therefore conve-
nient to evaluate the discrete Hilbert transform of the real
and imaginary parts of acoustic reflectance R rather than
impedance. The reflectance of an acoustic waveguide can be
regarded as the ratio of incident to reflected pressure waves,
in the continuous-time domain equivalent to the response to
an incident Dirac-delta pressure impulse. Therefore, no
reflection can occur at or before this impulse and the reflec-
tance is strictly causal, i.e., no impulses at the origin
(RefRpwð1Þg ¼ 0), if the incident and reflected waves are
planar and the acoustic waveguide is uniform at the position
of the measurement. In general terms, any non-causality in
the acoustic impedance Z, and thus represented by the
impedance estimation error Z, is equivalently observable in
the reflectance R. However the initial value Z00 must be uti-
lized to compute reflectance,
R ¼ Z  Z
0
0
Z þ Z00
: (16)
The reflectance estimation error can now be defined,
R ¼ R H ImfRg½   jH1 RefRg½ : (17)
Section II B showed that the impedance estimation error Z
essentially represents the impedance of the non-causal
component in the measured impedance and its negative
Hilbert-transform pairs. The impedance and reflectance
estimation errors Z and R can also be defined from from
the negative-time parts of the time-domain impedance z(t)
and reflectance r(t),
Z ¼ F zðtÞ 2hðtÞ½ ; (18)
R ¼ F rðtÞ 2hðtÞ½ ; (19)
where hðÞ is the Heaviside step function. While a non-
causal series component is simply added to the impedance in
the time domain, additional delayed components are intro-
duced into the reflectance. This is a result of the bilinear
transform, used for converting between impedance and
reflectance [Eq. (16)], not being an additive operation.
However, it is only the non-causal component in the imped-
ance that can cause a response to the incident pressure pulse
and contribute to the negative-time part of the time-domain
reflectance. The reflectance estimation error R then similarly
represents the reflectance of such non-causal component and
its negative Hilbert-transform pairs, for the arbitrary
characteristic-impedance initial value Z00. For an evanescent-
modes inertance, this results in the reflectance of
jxL H½xL, assuming that this Hilbert transform is
defined. The impedance estimation error Z can then be cal-
culated from the reflectance estimation error R using the
bilinear transform. However, if Z00 6¼ Z0,
Re R 1ð Þ  ¼ Z0  Z00
Z0 þ Z00
6¼ 0: (20)
This is accounted for by adding the behavior of Z00 to Z in its
relation with R,
R ¼
Z þ Z00
  Z00
Z þ Z00
 þ Z00 ¼
Z
Z þ 2Z00
; (21)
Z ¼ 2Z
0
0R
1 R : (22)
The procedures in Sec. II B can now be employed to investi-
gate the impedance estimation error Z. From the estimated
characteristic impedance Z^0 and plane-wave impedance Z^pw,
the plane-wave reflectance R^pw can be estimated,
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R^pw ¼ Z^pw  Z^0
Z^pw þ Z^0
: (23)
Having estimated the plane-wave impedance, it can be
used to estimate the plane-wave sound pressure P^pw as well.
This is possible since the ratio of compensated to non-
compensated impedances Z^pw and Zmeas yields the ratio of
sound pressure on the probe microphone affected by evanes-
cent modes Pmeas and the plane-wave sound pressure at the
position of the probe
P^pw ¼ Pmeas Z^pw
Zmeas
: (24)
This estimated plane-wave sound pressure can then be uti-
lized, in combination with the estimated plane-wave imped-
ance and characteristic impedance, or reflectance, for
calibrating stimulus levels.
D. Harmonic Hilbert spectra and truncation
The Hilbert transform of the real or imaginary part of a
Hermitian-symmetric, harmonic spectrum is usually calcu-
lated as a circular convolution of the argument with 1=ðpxÞ
using the forward and inverse Fourier transforms,
H RefHðxÞg½  ¼ F1 F RefHðxÞg½ F 1=ðpxÞ½ ½ : (25)
When 1=ðpxÞ is replicated at the integer multiples of the
sampling frequency xs and superimposed, it converges to a
cotangent,
X1
n¼1
1
p x nxsð Þ ¼
cot px=xs½ 
xs
: (26)
The Hilbert-transform convolution integral can then be
thought of as bounded by the positive and negative Nyquist
frequencies, i.e., half the sampling frequency xs=2,
H½RefHðxÞg ¼
ðxs=2
xs=2
cot p x sð Þ=xs
 
xs
RefHðsÞg ds:
(27)
In order for the circular Hilbert transform to yield accurate
results, the harmonic spectrum of its argument must be differ-
entiable at the Nyquist frequency. This is the frequency from
which the negative-frequency part of the spectrum is repli-
cated to obtain a harmonic spectrum when calculating the
Hilbert transform of the real and imaginary parts and the
inverse Fourier transform of the spectrum. A non-
differentiable spectrum causes a divergent behavior in the
Hilbert transform towards the Nyquist frequency. A spectrum
is differentiable if the Nyquist frequency coincides with an
ordinate zero crossing of the imaginary part and a local
extreme of the real part of the spectrum, but this is an unlikely
case for a measured or modeled reflectance across a fixed fre-
quency range. In addition, due to anti-aliasing filters in the
data-acquisition system and potential limitations in the band-
width of the calibration data, reflectance measurements will
only be valid up to a certain maximum frequency below the
Nyquist frequency xm < xs=2. The data above xm can thus
not be utilized for the analysis. However, differentiability can
be restored by adaptively truncating the spectrum such that
this truncation frequency xt  xm coincides with such points
that restore differentiability in the real and imaginary parts of
the harmonic reflectance spectrum. This process discards
some high-frequency data from the spectrum for the calcula-
tion of the Hilbert transform and inverse Fourier transform,
but yields a significant increase in the validity of the real and
imaginary estimation errors. It also facilitates the assessment
of time-domain reflectance without windowing as the discre-
tized sinc-function impulse response of the ideal low-pass fil-
ter, that the harmonic spectrum is implicitly multiplied by in
the inverse Fourier transform, coincides with the zeros
sincðpnÞ ¼ 0 for n 6¼ 0 and sincðpnÞ ¼ 1 for n¼ 0, where n
is the integer sample number.
For a harmonic spectrum, the impedance of the
evanescent-modes inertance ZL can be regarded as an imagi-
nary sawtooth function with zero mean, passing though the
origin, with ridges at the odd truncation-frequency integer
multiples, and slope L,
ZL ¼ jL x
2xt


x
2xt
 1
2

 1
 !
; (28)
where bc denotes flooring to nearest integer. The Hermitian-
symmetric, harmonic spectrum of the impedance of an
acoustic inertance will thus contain a non-differentiable
component at the truncation frequency due to the complex-
conjugate mirrored part of the spectrum. Figure 1(a) shows
the reflectance of a four-sample delay line Rpw correspond-
ing to a uniform, lossless, rigidly terminated waveguide of
length l ¼ c=xt. The figure also shows the effect of an
evanescent-modes inertance on reflectance Rmeas with
L=ðxtZ0Þ ¼ 1, and added to the impedance [Eq. (11)] of the
delay line before calculating reflectance. The impulse delay
of an even number of samples results in a differentiable
spectrum at xt regardless of evanescent modes, whereby
xt ¼ xm ¼ xs=2. The figure shows how the evanescent-
modes inertance translates in frequency both the real and
imaginary parts of reflectance, corresponding to impedance
minima. Notice how the differentiable reflectance spectrum
effectively causes a smooth transition from the original to
the replicated spectrum at the truncation frequency. Figure
1(b) shows the impedance of the harmonic evanescent-
modes inertance ZL, its negative Hilbert transform
H½ImfZLg, and the real and imaginary impedance estima-
tion errors RefZg and ImfZg, calculated from reflectance
[Eq. (22)]. The figure illustrates how this smooth transition
in the reflectance spectrum results in a smoothing of the saw-
tooth function and thus an error in the estimation of the
evanescent-modes inertance towards xt. An approach is
therefore employed which estimates the evanescent-modes
inertance L^ by adjusting it such that the absolute imaginary
impedance estimation error, averaged across frequency,
jhImfZgij is minimized. Subsequently, the characteristic
impedance Z^0 is estimated by averaging the sum of the real
impedance estimation error and the characteristic-impedance
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initial value across frequency hRefZg þ Z00i. Averaging the
quantities minimizes the influence of potential noise and
other measurement artifacts on the estimated quantities. The
error introduced into the characteristic-impedance estimate
due to evanescent modes H½ImfZLg does not diverge to
infinity in case of a harmonic frequency spectrum and
smoothed evanescent-modes sawtooth function, as Fig. 1(b)
also illustrates. At x¼ 0 in Eq. (27), where discontinuities in
the cotangent intersect abscissa crossings in the smoothed
sawtooth function, the convolution results in an offset. At
the truncation frequency x ¼ xt, where discontinuities in
the cotangent intersect the smoothed ridges in the sawtooth
function, the convolution diverges to a finite value of oppo-
site sign of operation.
E. Summary of the proposed compensation scheme
The compensation scheme of the proposed methodology
for estimating the evanescent-modes inertance L^ and charac-
teristic impedance Z^0 can be summarized to consist of the
following three steps:
(1) Measuring the impedance affected by evanescent modes
Zmeas of a waveguide in the usual way using a Thevenin-
calibrated acoustic probe. Calculating the reflectance
affected by evanescent modes R0meas, where the prime
superscript indicates that it was calculated from the
characteristic-impedance initial value Z00.
(2) Estimating the evanescent-modes inertance L^ by adjust-
ing L in Eq. (15) such that the absolute averaged imagi-
nary impedance estimation error ImfZg, calculated
from Eq. (22), is minimized,
L^ ¼ arg min
L
jhImfZgij: (29)
The plane-wave impedance Z^pw can then be estimated
from Eq. (15), and the plane-wave reflectance R^
0
pw, still
using the characteristic-impedance initial value Z00, from
Eq. (23).
(3) Estimating the characteristic impedance Z^0 as the aver-
aged sum of the real impedance estimation error RefZg
and characteristic-impedance initial value Z00,
Z^0 ¼ hRefZg þ Z00i: (30)
The plane-wave reflectance R^pw can then be estimated
from Eq. (23).
The truncation procedure was performed in each iteration of
adjusting L in Eq. (29) of the compensation scheme, as Fig.
1(a) indicated that a change in L can affect the highest-
possible frequency at which differentiability is restored. Due
to the frequency spectrum being discrete, it is not possible to
achieve perfect differentiability. The parts of the Hilbert-
transform spectra close to the truncation frequency are there-
fore omitted from the averages hImfZgi and hRefZg þ Z00i.
F. Equipment and measurements
The measurements reported in this study were carried out
using a FireFace UC sound card (RME Audio, Haimhausen,
Germany) controlled through custom-written MATLAB (The
MathWorks, Inc., Natick, MA) software and the third-party util-
ity Playrec.1 The Hilbert function, as part of the MATLAB Signal
Processing Toolbox, was used to calculate discrete Hilbert
transforms and time-domain reflectances were calculated using
only the ifft function, both from the Hermitian-symmetric, trun-
cated spectra. A Titan-based ear probe (Interacoustics A/S,
Middelfart, Denmark) was used, but modified to improve the
high-frequency performance via internal crosstalk reduction.
Probe pressures were obtained by applying a frequency-
equalized wideband chirp to the probe so as to provide a flat
probe pressure in a non-reflecting load of radius similar to an
adult ear canal. The chirp was played back in the probe in
phase-locked blocks with a length of N¼ 2048 samples at a
sampling rate of fs ¼ 44:1 kHz which were each recorded
using the probe microphone and averaged to reduce the noise
in the measurements. Prior to the measurement, the probe was
calibrated to obtain its Thevenin-equivalent source parame-
ters, the source pressure Ps and source impedance Zs, and
facilitate the measurement of acoustic impedance using the
calibration method described by Nørgaard et al. (2017). The
measured impedance Zmeas was calculated from the measured
probe pressure Pmeas and the Thevenin source parameters,
Zmeas ¼ Zs Pmeas
Ps  Pmeas : (31)
FIG. 1. (Color online) (a) The real and imaginary parts of the reflectance of
an ideal four-sample delay line Rpw, and including the simulated effect of
evanescent modes Rmeas using an inertance L=ðxtZ0Þ ¼ 1. (b) The imaginary
part of the impedance of the evanescent-modes inertance ImfZLg and its
negative Hilbert transform H½ImfZLg. The real and imaginary impedance
estimation errors RefZmeasg and ImfZmeasg, derived from reflectance [Eq.
(22)]. The quantities are normalized with respect to an arbitrary characteris-
tic impedance Z0 and truncation frequency xt.
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The calibration waveguides were of lengths l¼ 1.2, 1.45,
1.75, and 2 cm and radius a¼ 2mm. For applying the pro-
posed methodology, it is important that the calibration
method characterizes the probe in a way such that the mea-
sured impedance can be interpreted as in Eq. (11), and not
including any parallel components such as a compliance, as
demonstrated by Nørgaard et al. (2017). The reflectance can-
not be measured at zero frequency, but this value is required
for calculating the Hilbert and Fourier transforms, and it was
therefore manually set to Rðf ¼ 0Þ ¼ 1. The maximum cali-
bration frequency, and thereby maximum valid measurement
point, was fm ¼ 20 kHz.
An evaluation waveguide of radius a¼ 2.35mm and
length l¼ 2.8 cm was used to evaluate the proposed method.
The evaluation waveguide was constructed similar to the cal-
ibration waveguides used by Nørgaard et al. (2017), insert-
ing the probe using the same hard-rubber adapter and thus
positioning the probe tube flush in the input plane. The
radius was chosen to deviate from the calibration wave-
guides and still expose a small part of the rubber section to
the acoustic domain. The length was chosen to better sepa-
rate features apart in the time domain.
In addition, a type 4157 occluded-ear simulator (Br€uel &
Kjær Sound & Vibration A/S, Nærum, Denmark), typically
designated a 711 coupler, was used to further evaluate the pro-
posed methodology in a load similar to the human ear canal.
A 3D-printed part was attached to the ear simulator that uni-
formly extended its length, as the non-removable protection
grid just in front of the reference plane in the ear simulator
caused errors into the estimation of characteristic impedance.
The ear simulator had the following dimensions: radius
a¼ 3.75mm and length l¼ 2.25 cm, terminated by a refer-
ence microphone. The probe was inserted into the ear simula-
tor using a standard, mushroom-shaped, yellow, 8mm rubber
ear tip (Sanibel Supply, Middelfart, Denmark). The
evanescent-modes inertances obtained in the evaluation wave-
guide and ear simulator were compared to analytically calcu-
lated values for the specific probe-waveguide configuration,
using the approach of Nørgaard et al. (2017).
III. SIMULATIONS
To analytically investigate the effects of characteristic
impedance and evanescent modes on the causality of reflec-
tance, given the approximation of an acoustic inertance [Eq.
(11)], the analytical plane-wave input impedance of a rigidly
terminated, uniform waveguide was calculated using a
transmission-line model,
Zpw ¼ Z0;losscothCl: (32)
C is the propagation constant and Z0;loss is the frequency-
dependent characteristic impedance, both including thermo-
viscous losses and calculated from Keefe (1984).
Calculating the reflectance, it can be simplified,
Rpw ¼ e2Cl: (33)
C is mainly imaginary and the real and imaginary parts of
the plane-wave reflectance Rpw are thus given by a cosine
and sine, respectively, and thereby satisfy the constraints of
strict causality.
Figures 2(a) and 2(b) show the real and imaginary parts
of the analytically calculated plane-wave impedance Zpw and
the corresponding reflectance Rpw of a simulated waveguide
of radius a¼ 2.35mm and length l¼ 2.8 cm. The data was
calculated in frequency increments of Df ¼ fs=N
¼ 44:1 kHz=2048  21:5 Hz between 0Hz and 20 kHz for
comparison with subsequent measurements in the evaluation
waveguide. The figures also show the result of the truncation
process, with the discarded part of the spectrum beyond the
truncation frequency to restore differentiability, as the
dashed lines. This yielded a truncation frequency of ft
¼ 18:3 kHz as opposed to the available data up to the maxi-
mum frequency fm ¼ 20 kHz.
Figures 3(a) and 3(b) show the real and imaginary
impedance estimation errors RefZg and ImfZg, and time-
domain reflectance r of the plane-wave quantities of the sim-
ulated waveguide [Eq. (33)]. Time-domain reflectance is
presented as it rather intuitively illustrates causality as
opposed to Z. The figures confirm that this plane-wave
impedance and reflectance are indeed causal, and that both
RefZg and ImfZg are close to zero. Figure 3(a) also illus-
trates the incapability of restoring perfect differentiability in
the reflectance spectrum in terms of the slight deviant behav-
ior in RefZg and ImfZg towards the truncation frequency
ft ¼ 18:3 kHz.
FIG. 2. (Color online) Analytically calculated real and imaginary parts of
the (a) plane-wave acoustic impedance Zpw [Eq. (32)] and (b) corresponding
reflectance Rpw [Eq. (33)] of a rigidly terminated waveguide of radius
a¼ 2.35mm and length l¼ 2.8 cm. The dashed lines represent the discarded
part of the spectrum above the truncation frequency ft ¼ 18:3 kHz, in which
the Hermitian-symmetric spectrum is replicated, to restore differentiability,
and up to the maximum frequency fm ¼ 20 kHz of available data.
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Figures 3(c) and 3(d) show RefZg; ImfZg, and r using
the plane-wave impedance, but introducing a mismatch in
characteristic impedance in the calculation of reflectance
R0pw as in Eq. (16), setting Z
0
0 ¼ 2:59	 107 Pa s/m3
(a¼ 2.25mm). As expected, the incorrect characteristic
impedance causes an offset in RefZg, while ImfZg is unaf-
fected. For t  0, it thus only contributes with an impulse in
t¼ 0 in the time-domain reflectance and agrees with the
approach of Rasetshwane and Neely (2011) in estimating
characteristic impedance in the absence of evanescent
modes.
Finally, Figs. 3(e) and 3(f) show RefZg; ImfZg, and r
using the correct characteristic impedance Z0, but adding an
acoustic inertance jxL to the plane-wave input impedance
[Eq. (11)] prior to calculating reflectance. The result thus
mimics the effect of evanescent modes on a measured reflec-
tance. The evanescent-modes inertance L ¼ 32:1 kg/m4
was calculated analytically. It is clear that a degree of non-
causality is introduced into impedance and reflectance. As
expected, ImfZg increases linearly with frequency except
for a deviation at high frequencies, representing a half period
of the smoothed sawtooth function similar to Fig. 1(b),
though without the replicated spectrum. Additionally, an off-
set at f¼ 0 and diverging behavior with increasing frequency
due to the inertance are introduced into RefZg, such that the
characteristic impedance cannot be estimated in the presence
of evanescent modes.
IV. EXPERIMENTAL RESULTS
A. Evaluation waveguide
To illustrate the steps [see steps (1)–(3) of Sec. II E for
details] of the compensation scheme of the proposed meth-
odology and to compare with the simulation in Fig. 3, the
acoustic probe was placed, without an ear tip, in the input
plane of the evaluation waveguide (Z0 ¼ 2:37	 107 Pa s/
m3, a¼ 2.35mm). For this waveguide, the first higher-order
mode starts to propagate at f1;0 ¼ 42:7 kHz with a01;0 ¼ 1:84
FIG. 3. (Color online) Analytically calculated (a), (c), (e) real and imaginary impedance estimation errors RefZg and ImfZg, and (b), (d), (f) time-domain
reflectances r of a rigidly terminated waveguide of characteristic impedance Z0 ¼ 2:37	 107 Pa s/m3 (a¼ 2.35mm) and length l¼ 2.8 cm. (a), (b) The plane-
wave quantities [Eq. (33)]. (c), (d) Utilizing an incorrect characteristic impedance Z00 ¼ 2:59	 107 Pa s/m3 (a¼ 2.25mm) for calculating reflectance [Eq.
(16)]. (e), (f) Modeling evanescent modes using an acoustic inertance L ¼ 32:1 kg/m4 [Eq. (11)], using the correct characteristic impedance Z0.
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[Eq. (12)]. Setting the initial value for the characteristic
impedance to Z00 ¼ 2:59	 107 Pa s/m3 (a¼ 2.25mm), the
compensation scheme has no preliminary knowledge of the
features of the acoustic load under investigation.
Figures 4(a) and 4(b) show the real and imaginary
impedance estimation errors RefZg and ImfZg, and time-
domain reflectance r resulting from step (1). Thus, the reflec-
tance is calculated from Z00 and without any compensation
for evanescent modes. The figures indicate the presence of a
significant non-causality in reflectance and incapability in
correctly estimating the characteristic impedance.
Figures 4(c) and 4(d) show RefZg; ImfZg, and r
resulting from step (2), estimating the evanescent-modes
inertance L^ ¼ 34:1 kg/m4 [Eq. (29)] and subtracting it
from the measured impedance [Eq. (15)]. This value is simi-
lar to the analytical value of L ¼ 32:1 kg/m4 from Sec. III.
The figures show a remaining error in RefZg, similar to the
analytical case in Figs. 3(c) and 3(d). This indicates that the
reflectance measurement is now mainly affected by a mis-
match in characteristic impedance.
Finally, Figs. 4(e) and 4(f) show RefZg; ImfZg, and r
resulting from step (3), estimating the characteristic imped-
ance Z^0 ¼ 2:35	 107 Pa s/m3 (a¼ 2.36mm) [Eq. (30)].
This value is in close agreement with Z0 of the waveguide,
with a relative error of 0.011. The obtained RefZg and
ImfZg have attained levels comparable to the analytical
case in Figs. 3(a) and 3(b), and the non-causality is also visu-
ally confirmed to have been significantly reduced from r. A
small non-causal component is still present in the measure-
ment, both seen in negative time in r and at high frequencies
in Z. This could be caused by small calibration errors
towards higher frequencies or noise in the measurements.
However, this does not appear to limit the capability of the
methodology in this case.
FIG. 4. (Color online) Measured (a), (c), (e) real and imaginary impedance estimation errors RefZg and ImfZg, and (b), (d), (f) time-domain reflectances r
of a rigidly terminated waveguide of characteristic impedance Z0 ¼ 2:37	 107 Pa s/m3 (a¼ 2.35mm), length l¼ 2.8 cm, and analytically calculated
evanescent-modes inertance L ¼ 32:1 kg/m4 resulting from steps (1)–(3); see Sec. II E for details. (a), (b) The result of step (1), the measurement without
any compensation for evanescent modes and an initial value Z00 ¼ 2:59	 107 Pa s/m3 (a¼ 2.25mm) for calculating reflectance. (c), (d) The result of step (2),
having estimated the acoustic inertance L^ ¼ 34:1 kg/m4 [Eq. (29)] to compensate for evanescent modes, still using Z00. (e), (f) The result of step (3), addition-
ally having estimated Z^0 ¼ 2:35	 107 Pa s/m3 (a¼ 2.36mm) [Eq. (30)].
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B. Ear simulator
To further demonstrate the capability of the proposed
methodology and its effect on a measurement of impedance
and reflectance in a load similar to the human ear canal, the
probe was positioned in the ear simulator (Z0 ¼ 9:32	 106
Pa s/m3, a¼ 3.75mm) using the ear tip. For the ear simula-
tor, the first higher-order mode starts to propagate at f1;0
¼ 26:8 kHz with a01;0 ¼ 1:84 [Eq. (12)]. The results of the
steps [see steps (1)–(3) of Sec. II E for details] in the pro-
posed compensation scheme were obtained using an initial
value for the characteristic impedance Z00 ¼ 7:25	 106 Pa s/
m3 (a¼ 4.25mm). This value was chosen to be representa-
tive of a mismatch one might encounter in a real ear, assum-
ing an invariant characteristic impedance Z0. Step (2)
estimated an acoustic inertance L^ ¼ 31:5 kg/m4 [Eq. (29)],
which is in good agreement with the analytically calculated
value L¼ 29.6 kg/m4. Step (3) estimated a characteristic
impedance Z^0 ¼ 9:25	 106 Pa s/m3 (a¼ 3.76mm) [Eq.
(30)], corresponding to a relative error of 0.0066.
Figures 5(a) and 5(b) show the impedance magnitudes
jZj and phases /Z obtained from steps (1)–(3). As the esti-
mation of characteristic impedance does not affect the
impedance measure itself, the results of steps (2) and (3) are
identical. The figures mainly show the translation in the
position of impedance minima due to the evanescent-modes
inertance L^.
Figures 5(c) and 5(d) show the reflectance magnitude
jRj and the reflectance group delay sg ¼ d/R=dx. sg was
convolved by a 19-point Blackman window to reduce noise.
The figures show that evanescent modes affect jRj and sg in
step (1) increasingly with frequency compared to step (2).
Conversely, estimating Z^0 in step (3) introduces variation
across the entire frequency range compared to step (2), but
most distinct in points where jRj is small, resulting in a
much smoother curve across the frequency range. Also, at
low frequencies where the load is compliance dominated, Z^0
has a large effect on sg.
Finally, Figs. 5(e)–5(g) show the real and imaginary
impedance estimation errors RefZg and ImfZg, and time-
domain reflectances r, respectively. The behavior resulting
from the steps (1)–(3) is similar to the simulation in Fig. 3
and the results in Fig. 4, and the final result indicates that the
non-causality has been significantly reduced in the imped-
ance and reflectance. It is interesting to also note that, while
Z^0 mainly affects r in t¼ 0, evanescent modes have a large
influence on r before and after the main reflection of the ear
simulator. These measurements also show a degree of
assumed calibration errors or system noise towards higher
frequencies, however without affecting the methodology.
V. DISCUSSION
In hearing diagnostics and other fields, evanescent
modes and incorrect estimates of characteristic impedance
introduce errors and uncertainties into measurements of
reflectance and impedance. The compensation for evanes-
cent modes using an acoustic inertance and estimation of
characteristic impedance to reduce the non-causality in the
reflectance using the Hilbert transform appears to address
most of these errors. Despite these errors, existing reflec-
tance and impedance-based methods for calibrating stimulus
levels in situ appear to perform well. However, given the
results in Fig. 5, the errors in stimuli to the ear would proba-
bly only amount to a few dBs, which is also in line with the
results of Brass and Locke (1997). It is thus likely that the
proposed methodology would only result in minor perfor-
mance improvements in methods for calibrating stimulus
levels. Conversely, the capability of ear canal reflectance in
identifying specific conductive pathologies could be limited
by evanescent modes and, in particular, incorrect character-
istic impedance. While the present study does not demon-
strate that the proposed methodology can provide accurate
measurements of impedance and reflectance in real ears, it
does give an indication of the implications of incorrect char-
acteristic impedance and evanescent modes, and how these
effects can degrade the reflectance measure. The results of
this study indicate that the reflectance above approximately
3 kHz does not provide valid information on the conductive
capabilities of the middle ear, unless at least the characteris-
tic impedance can be accurately estimated, which is similar
to the conclusion of Schmidt and Hudde (2009). The pro-
posed methodology could thus provide a step forward in
improving the sensitivity and specificity in identifying and
distinguishing such pathologies, and provide minor improve-
ments in calibrating stimulus levels. However, more research
is required to systematically evaluate the capability of the
method in real ears in a clinical setup.
The proposed methodology appears to perform well in
the utilized evaluation waveguide and ear simulator in esti-
mating the characteristic impedance and evanescent-modes
inertance. Scheperle et al. (2011) reported the estimated
characteristic impedances in evaluation waveguides of vari-
ous radii using the method of Rasetshwane and Neely (2011)
and Rasetshwane et al. (2012) with errors within a few per-
cent. However, it is interesting to note that the accuracy of
their estimated characteristic impedances decreases with an
increasing mismatch between calibration and evaluation
waveguide radii [see Table II of Scheperle et al. (2011)].
The proposed method was evaluated in waveguides with
radii very different from the calibration waveguides but still
appears to perform better. A comparison with the method
and errors reported by Keefe et al. (1992) is not valid due to
the limitations associated with the finite frequency range dis-
cussed in Sec. I A. The calibration method described by
Nørgaard et al. (2017) and utilized in this paper does not
include the material properties of the ear tip in the source
parameters. The ear tip therefore appears as a parallel com-
ponent to a measured impedance, and could likely contribute
with a non-causal component to the measurement. Besides
small calibration errors and noise, the ear tip could be a rea-
son for the variations observed in Figs. 5(e) and 5(f) towards
higher frequencies, though the effects of evanescent modes
and characteristic impedance appear to be much more pro-
found. The results suggest that the material properties of the
specific utilized ear tip do not influence the proposed meth-
odology in any significant way.
The proposed methodology relies on two important
assumptions, namely that the characteristic impedance is real
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and frequency independent, and that the true plane-wave
reflectance is strictly causal, i.e., no impulses in t¼ 0
(RefRð1Þg ¼ 0). These assumptions fall short in the case of
a non-uniformity of the waveguide at the position of the
probe, which is the case for an oblique probe insertion into a
waveguide or an ear canal. Such oblique probe insertion
shoves the probe tube closer to one ear-canal wall at an
angle, which acoustically appears as a rapidly expanding
horn just in front of the probe. The consequence of this horn
gradient when applying the proposed methodology is that the
superposition of the evanescent-modes and horn inertances
(Rasetshwane and Neely, 2011; Rasetshwane et al., 2012) is
FIG. 5. (Color online) The results of the steps [see steps (1)–(3) of Sec. II E for details] of the proposed compensation scheme on the measurement in the
occluded-ear simulator (Z0 ¼ 9:32	 106 Pa s/m3, a¼ 3.75mm, and L¼ 29.6 kg/m4), setting Z00 ¼ 7:25	 106 Pa s/m3 (a¼ 4.25mm). Step (2) estimated the
evanescent-modes inertance L^ ¼ 31:5 kg/m4, and step (3) the characteristic impedance Z^0 ¼ 9:25	 106 Pa s/m3 (a¼ 3.76mm). (a), (b) The impedance mag-
nitudes jZj and phases /Z. (c), (d) The reflectance magnitudes jRj and group delays sg. (e), (f) Real and imaginary impedance estimation errors RefZg and
ImfZg, and (g) time-domain reflectances r. jZj; /Z, and ImfZg are identical for steps (2) and (3).
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obtained. For the characteristic impedance, assuming it is fre-
quency independent and real, a value is obtained correspond-
ing to the apparent cross-sectional area just in front of the
probe. Thus, the obtained characteristic impedance varies
with the obliqueness of the probe insertion, and this can
reduce the accuracy and test–retest variability of the reflec-
tance. In addition, variations in the attachment of the ear tip
to the probe can cause similar issues in the measured imped-
ance and reflectance. When applying the proposed methodol-
ogy in ear-canal measurements, one should exhibit caution in
positioning the probe perpendicular to the input plane of the
probe tip in the ear canal. Also, the ear tip should be attached
to the probe in a way such that the tip of the probe tube and
the ear tip, as far as possible, are aligned in a single plane.
However, more research is required to overcome these chal-
lenges, perhaps in the form of additional compensation or ear
tips that facilitate a more precise probe placement.
The proposed methodology also relies on the assump-
tion that the imaginary addition from evanescent modes to
the input impedance is proportional to frequency. This
assumption is invalid when the frequency approaches the
cut-on frequency of the first higher-order propagating mode
in the waveguide [Eq. (12)]. Given the radii of the evaluation
waveguide and ear simulator utilized in this study, the first
higher-order modes start to propagate well above the investi-
gated frequency range (f1;0 ¼ 42:7 kHz and f1;0 ¼ 26:8 kHz,
respectively, with fm ¼ 20 kHz). It is difficult to estimate at
which frequency the approximation using an inertance to
quantify evanescent modes is insufficient, and it probably
depends on the application, e.g., reflectance measurements
or stimulus-level calibration. In any case, the approximation
as an inertance is likely to be superior to no compensation,
and otherwise the maximum frequency fm can simply be
reduced to avoid such variation. In order to restore differen-
tiability in the reflectance spectrum, its real and imaginary
parts must exhibit a harmonic behavior. This is always the
case when the majority of sound is reflected by a waveguide
termination and thus mainly delayed by the round-trip time
t ¼ 2 l=c. If the waveguide is short enough or the maximum
frequency low enough that l < c=ð4 fmÞ, differentiability
cannot be restored as the reflectance does not contain one
half oscillation between f¼ 0 and f ¼ fm, and this severely
limits the application of the proposed method. Non-
uniformities in the ear canal could degrade this harmonic
behavior, but presumably not enough to render the method
inapplicable as the tympanic membrane constitutes a major
impedance discontinuity. While the truncation process
avoids most errors due to the finite frequency range, poten-
tial errors beyond the truncation frequency cannot be
observed in the impedance estimation errors and time-
domain reflectance. In addition, when a large mismatch
between the characteristic-impedance initial value Z00 and
the true characteristic impedance of the waveguide Z0 is pre-
sent, a non-smooth behavior, similar to that of the imped-
ance, forms in the real and imaginary parts of reflectance. If
this mismatch becomes too large, instabilities can occur in
the discrete Hilbert transform. The limit where this occurs is
defined by many factors such as the fast Fourier transform-
size, waveguide length, and damping in the load. In loads
similar to the human ear canal, this does not appear to pose a
problem, even for mismatches much larger than investigated
in this study.
A current unresolved uncertainty, potentially affecting
the proposed methodology, is its dependency on system
noise. Although the presented measurements were not car-
ried out in a sound booth, they seem to be affected by noise
by only a small degree, compared to the potential noise
induced by, e.g., head movements in real ears. Calculating
the time-domain reflectance using the inverse Fourier trans-
form constitutes an ill-posed inverse problem. If the meas-
urements are affected by noise, it can contribute to the
derived time-domain quantities in any points in time, poten-
tially introducing a non-causality. Currently, no further
assessment of the potential influence of noise on the pro-
posed methodology has been conducted, but such investiga-
tion should be carried out before the methodology is
employed in potentially noisy applications. In addition to
noise, the ear cannot be assumed to be a passive system.
Burns et al. (1998) showed that energy reflectance can
exceed unity near spontaneous otoacoustic-emission fre-
quencies. However, no further investigation has been con-
ducted to assess the potential effect of active mechanisms in
the ear on the proposed methodology.
In some ideal cases, it may be possible to estimate the
characteristic impedance and evanescent-modes inertance
without utilizing the Hilbert transform. This could be
achieved by selecting Z0 and L such that the time-domain
reflectance r is minimized for t  0. However, a measured
time-domain reflectance, derived from an inverse Fourier
transform of frequency-domain data, is rarely as well-
behaved as the considered measurements in Figs. 4 and 5. If
frequency-domain windowing is applied to the reflectance
prior to calculating the inverse Fourier transform
(Rasetshwane and Neely, 2011), the confined effect of incor-
rect characteristic impedance in t¼ 0 is smeared in time.
This renders the effect indistinguishable from the effect of
evanescent modes, which may affect points for t  0, and
possibly also actual reflections for t> 0 from the ear canal.
As briefly discussed in Sec. II D, a lack of differentiability in
the reflectance essentially convolves the time-domain reflec-
tance with a sinc function. This is the effect that
Rasetshwane et al. (2012) refers to as “Gibbs phenomena.”
For the measured time-domain reflectances in Figs. 4 and 5,
caution was taken to place the probe accurately, and the
measurements were obtained immediately after the calibra-
tion procedure such that there was no drift of the Thevenin
source parameters. Such drifts in the source parameters and
other measurement errors can cause an incapability in restor-
ing differentiability in the reflectance spectrum through trun-
cation. These effects appear close to the actual signal in the
time-domain reflectance and can obscure the effects of incor-
rect characteristic impedance and evanescent modes.
However, in the impedance estimation errors, calculated
from the Hilbert transform, the effects will be confined
towards higher frequencies, and can thus be avoided by
restricting the frequency range over which quantities are
analyzed. Furthermore, a different truncation frequency
could be utilized for the real and imaginary parts to reduce
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such effects. Still, more research would be beneficial to sys-
tematically assess the effect of instability in the Thevenin
source parameters on the proposed methodology and existing
time-domain measures.
VI. CONCLUSION
A method has been proposed that can accurately esti-
mate the acoustic inertance accounting for evanescent modes
and the characteristic impedance, based on a measurement
of the input impedance of a waveguide using an acoustic
probe. The method determines these quantities such that the
non-causality in the reflectance is minimized in the fre-
quency domain using the Hilbert transform and thereby com-
pensates for the effects of evanescent modes and incorrect
characteristic impedance. The method is applicable in wave-
guides that are uniform at the position of the acoustic probe
and could provide a step forward in increasing the validity of
ear-canal impedance and reflectance measurements, and
stimulus level calibration. It has been demonstrated how an
evanescent-modes inertance and a characteristic-impedance
mismatch theoretically affect the causality of reflectance and
how these parameters can be determined for a given degree
of non-causality. The behavior was confirmed, both from an
analytical case and actual measurements in an evaluation
waveguide and an occluded-ear simulator, using an ear
probe. The evanescent-modes inertances and the characteris-
tic impedances were estimated, both in close agreement with
the analytical values of the waveguides.
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