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                                                       Abstract 
 
Innovation and technology advancements in information systems (IS) result in multiple 
product offerings and business intelligence (BI) software tools in the market to 
implement business intelligence systems (BIS). As a result, a high proportion of 
organisations fail to employ appropriate and suitable software tools meeting 
organisational needs, resulting in a prime number of BI solution failures and abandoned 
projects are therefore recorded. Due to such project failures, benefits associated with 
BI are not realised hence organisations loose enormous investments on BI solutions and 
competitive advantage. The study aims at discovering and exploring critical factors 
influencing the selection of BI tools when embarking on the selection process. This is 
a quantitative research study and questionnaire surveyed data was collected from 92 
participants working in South African financial services providers listed on the 
Johannesburg Stock Exchange (JSE) appearing in the top 100 based on market 
capitalization. The data was analysed quantitative by employing the use of SPSS and 
SmartPLS-3 software’s to test the significance of influential factors using the proposed 
conceptual model that emerged from the literature. The findings showed that a 
combination of domain technical and non-technical factors is critical. Therefore, 
software tool technical factors (functionality, ease of use, compatibility, availability of 
an integrated hardware/software package, and availability of source code), vendor 
technical factors (availability of technical support, technical skills, quality of product, 
availability of user manual for important information, tutorial for learning and 
troubleshooting guide, and experience in using product developed by the same vendor), 
and opinion non-technical factors (end-users, subordinates, outside personnel 
acquaintances, and improvement in customer service) emerged as significant 
combination of influential factors to be considered. The study contributes to both 
academia and industry by providing influential determinants for software tool selection. 
It is hoped that the findings presented will contribute to a greater understanding of 
factors influencing the selection of BI tools to researchers and practitioners alike. 
Furthermore, organisations seeking to select and deliver appropriate BI tools will be 
better equipped to drive such endeavours.  
 
Keywords— Business Intelligence (BI), Business Intelligence Tools (BITs), Business 
Intelligence Systems (BIS), Software Factors, Software Selection. 
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1.CHAPTER ONE- INTRODUCTION AND OVERVIEW OF THE STUDY 
1.1. Introduction 
Given the development and upsurge use of business intelligence (BI) being observed, software 
tools implementing and delivering successful BI become a crucial factor driving the success of 
BI systems (Hanine et al., 2016). In previous studies conducted to highlight important questions 
concerning decision-makers and project designers, BI tools are classified as a top priority 
(Simitsis et al., 2009; Wyatt et al., 2009). BI has received prime focus from practitioners and 
information systems (IS) executives with many organisations investing a lot of resources in BI 
software services and BI cloud (Richards et al., 2019; Wieder & Ossimitz, 2015). Many 
organisations are investing in BI solutions to constantly get value out of their growing data 
assets to gain competitive advantage and improved organisations operations (Lautenbach et al., 
2017). As the type and number of BI solutions have grown there is an enormous risk of failure 
and inappropriate selection of tools (Mudzana & Maharaj, 2015). Some of the failures observed 
in BI projects are a result of technological problems, particularly inappropriate selection of the 
correct software to employ (Eybers et al., 2019; Zaidan et al., 2015). 
 
The BI era, began in the late 1950s has seen an abundance of tools for extraction, processing, 
analytics, reporting, and management of data (Magaireah et al., 2017; Wieder & Ossimitz, 
2015). According to Lautenbach et al. (2017), the term “Business Intelligence” was popularised 
during the 1990’s and could be considered as a term that “encompasses a wide variety of 
processes and software used to collect, analyse, and disseminate data, all in the interest of better 
decision making and improved business operations”. Furthermore, Wixom & Watson (2010) 
acknowledge that BI “is an umbrella term that is commonly used to describe the technologies, 
applications, and processes for gathering, storing, accessing, and analysing data to help users 
make better decisions”. 
 
Most BI software tools are either commercial or open source, hence can be employed by 
anybody capable of adopting and arranging into appropriate solution architecture for the 
problem at hand and for reporting purpose to gain insights from organisational data (Borut et 
al., 2018; Mali & Bojewar, 2015; Sharda et al., 2014). In the 2020s, data is an organisational 
asset and without “data” the concept of “business intelligence” is non-existent (Lake & 
Crowther, 2013). Some organisations view and describe data as the new oil which assists 
companies to transform and become data-driven organisations (Lehmann et al., 2016). 
2 
 
Unfortunately, there is not a single software solution to process such data but a variety of tools 
that each offer certain properties, characteristics, and functionalities (IcsiK et al., 2013; 
Lehmann et al., 2016). All organisation types and sizes face a difficult task to keep track of 
these, since the selection of such tools require time, money, skills, and knowledge to achieve 
and realise the benefits offered by BI solutions (Grandhi & Wibowo, 2018; Malinin, 2016). 
 
Many successful organisations from start up to established, have invested many resources on 
decision support systems (DSS) as the focal point and foundation for decision making (Trieu, 
2017). The new era of BI has stimulated many organisations to dispose of traditional 
methodologies of reporting and decision making which depend on human intuition and 
uninformed decision making (Gillon et al., 2014). Such uninformed decisions have contributed 
to many BI project failures, and researchers emphasized that the main reason for failures is due 
to the lack of understanding of critical factors to consider when choosing a tool to employ 
(Magaireah et al., 2017). Some studies around the subject of BI tools selection has shown that 
the selection of appropriate and suitable BI tools is difficult, time-consuming, and a significant 
challenge for many organisations (Grandhi & Wibowo, 2018; Hanine et al., 2017). 
 
For organisations to reap the full benefits and capabilities that BI offers, they need to put in 
place a strong data platform (Bogdana et al., 2009). The first and initial step in achieving these 
benefits is the selection of business intelligence tools (BITs) that are the foundation of data 
preparatory prior to actual organisational reporting (Thamir & Poulis, 2015). The process of 
BI tools selection is complex, and many organisations fail to select appropriate tools to meet 
organisational needs, objectives, and to answer complex questions embedded in data (Hanine 
et al., 2016; Yeoh & Koronios, 2010).  
 
This dissertation aimed at discovering and describing the critical factors to be considered when 
selecting BI tools to help curb the high failure rate and abandoned BI solutions being observed. 
Specifically, the study will focus on the South African financial services providers (SFPs). 
SFPs are referred to as organisations dealing with the management of funds and money (Curry, 
2016). It is vital study the South African (RSA) setting since the uptake and adoption of BI 
tools is on the rise and many financial institutions are thriving to gain competitive advantage 
(Bach et al., 2016). Moreover, within RSA business context, an understanding of the practice, 




1.2. Problem Statement 
The selection of appropriate BI tools is the first and fundamental initial phase in achieving and 
meeting organisational strategic goals (Thamir & Poulis, 2015). If organisations conclude with 
improper tools; the needs, objectives, and problems facing the organisations are compromised 
(Chhina, 2016). It is increasingly difficult and complex to identify the correct BI tool to employ 
due to the advancements in technology, several product offerings, and innovation observed in 
the BI space (Ma et al., 2013). Software selection is viewed and remains the major, crucial, and 
sensitive activity for many organisations that need to be given the attention it requires by 
researchers, organisations, and managers (Ansari et al., 2016).In the field of BI it is noteworthy 
that organisations struggle to select suitable BI tools to deliver successful BI systems given 
multiple and the abundance of product offerings in the market (Magaireah et al., 2017). This  
challenge results in an extremely high percentage of BI project failures and abandoned BI 
solutions recorded, in the region of 70% to 80% (Villamarín & Diaz Pinzon, 2017). According 
to Pham et al. (2016), the success rate of BI projects implementation is in the region of 20% to 
30%, which is concerning. To try and address the problem at hand, critical factors driving the 
selection of BI tools that relate to technical and non-technical domain need to be discovered, 
identified, and explored.  
 
1.3. Purpose of the Study 
The purpose of this study was to explore and discover critical factors that influence the choice 
of BI technology to employ in South African financial services providers to combat the high 
failure rate and abandoned BI projects, due to improper selection of BI software tools. 
 
1.4. Research question/s 
The study sought to answer the following research question/s: 
Main Question 
 What are the critical factors to consider when selecting BI tools for South African 
financial services providers? 
 Sub-Questions 
 What are the technical factors that influence the selection of BI tools for South African 
financial services providers? 
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 What are the non-technical factors that influence the selection of BI tools for South 
African financial services providers? 
 
1.5. Objectives of the study 
The study was guided by the following objective/s: 
Main Objective 
 Identify critical factors to consider when selecting suitable BI tools for South African 
financial services providers. 
Sub-Objectives 
 Discover critical technical factors for BI tools selection in South African financial 
services providers. 
 Discover critical non-technical factors for BI tools selection in South African financial 
services providers. 
 
1.6. Significance of the study 
The study aims to add to the body knowledge of the BI community/fraternity and to create a 
basis for future research for BI in South Africa and other developing countries. It is noteworthy 
that very little research has been done around software selection factors. Despite early calls for 
research in BI around the globe, the  academic research community has embraced the topic and 
research to an extent but it is still fragmented and sparse (Ponelis, 2012; Wieder & Ossimitz, 
2015). 
 
By discovering, examining, and exploring the critical factors affecting the choice of BI tools/ 
technology in South African financial service providers, this research may be of importance to 
organisations embarking on the process of technology selection who are concerned about the 
process and factors to consider. Factors affecting the choice of technology for BI tools selection 
may enable organisations to eradicate dependence on human intuition, often biased during 
technology selection and to minimize the rate of taking uninformed decisions when it comes 
to the selection of BI tools. The issue of BI systems failure and abandoned solutions is alarming 
and at an exponential trajectory of which improper selection of tools to employ is a big factor 
(Villamarín & Diaz Pinzon, 2017). Therefore, to combat and minimize these failures, factors 
influencing the selection of BI tools will serve as a guide and checklist to use in the selection 
of suitable products that meet the needs of an organisation. Specifically, the study provides 
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guidance for organisations and individuals in the selection level of software packages and 
provide more understanding of influential factors. 
 
1.7. Research Assumptions 
While undertaking this study, it was assumed that the respondents would give correct responses 
concerning the factors driving and influencing the selection of BI tools, and that the content of 
responses would be valid for all the questions. It was also assumed that respondents would give 
honest and truthful responses which were in line with and genuine indicators of BI factors. 
Lastly, it was assumed that respondents would give objective responses. 
 
1.8. Empirical Report Overview 
The research report consists of six sections, which provide and explore an overall review of the 
selection of BI tools. The second section is the literature review conducted around the subject 
of technology/BI selection, gathered from scholarly articles, journals databases, conference 
databases, and other relevant resources. This section focuses on prior research seeking to 
address the issue of software selection and factors influencing the selection of software tools 
which may be either technical or non-technical factors. The literature review will also discuss 
various constructs and variables of interest, which research has argued to be critical during the 
selection of software technology.  
 
The literature review section further discusses different theoretical frameworks that attempted 
to answer questions relating to software selection and factors influencing the selection of 
software tools. Studied theoretical frameworks and theories resulted in a proposed conceptual 
model by borrowing important concepts and constructs. The proposed conceptual model was 
used to answer the research questions, and all the proposed hypotheses were tested using the 
proposed conceptual model. 
 
The third section will discuss the research methodology employed to conduct the study. This 
section will discuss the research approach of the study, data collection method, research 
instruments, data analysis method and tools employed during the analysis phase of data, and 
pilot study. The target population and how the researcher arrived at the chosen sample size, 




The fourth section will focus on data analysis and findings discussion of collected data. This 
section will include the type of data analysis methods employed in the study as well as what 
the analysed data infer. All the proposed hypotheses will be tested for significance in this 
section. 
 
The fifth section discusses results and findings. In this section findings and research 
impressions will be expanded. Lastly, section six is the conclusion of the study, in which the 
study will conclude the factors of the research done. Limitations and implications for research 
will be discussed, as well as contributions and future work of the current study in the body 
knowledge and community of BI fraternity will be stated.  
 
1.9. Summary of Chapter 
This chapter provided a brief description and overview of the study. The problem statement 
was stated and analysed broadly to equip the reader for what the study entails and to give an 
idea of what to expect in the next chapters. The objectives of the study were stated and the 
entire research questions that needs to be answered which are concerned in determining the 
factors influencing the selection of software tools in the BI field. Briefly, this section is 
detailing and setting the foundation of what will be discussed in the next chapters. The 
remainder of this research dissertation is structured as follows. First, the introduction and 
overview of the study (Chapter 1), Chapter 2 literature review, Chapter 3 research 
methodology, Chapter 4 data analysis, Chapter 5 discussion of results and findings, and 














2. CHAPTER TWO- LITERATURE REVIEW       
2.1. Introduction 
This chapter presents literature reviewed to create the foundation from which the research 
problem was approached. The literature review is a compilation, classification, and evaluation 
of previous work studied and written by other researchers on a topic or studied phenomenon. 
It aims to show that the researcher has read and grasped previously published work concerning 
the studied topic in a specific field (Hart, 2018). This type of information is found in secondary 
sources of data on the chosen topic of interest, and it also stresses the evaluation of work 
concerning the defined problem. This section will focus on the software selection literature and 
factors influencing the selection of software tools in the BI and organisation reporting field. 
An in-depth and broad discussion of the variables of interests and constructs influencing the 
selection of BI tools will be explored. 
 
2.2. BIT Background 
BI has received focus and priority from practitioners, researchers and IS organisation  
management with many companies investing a lot of resources in software and BI cloud 
services (Richards et al., 2019; Wieder & Ossimitz, 2015).Even though the use of BI has seen 
an exponential uptake in few decades, several researchers claimed that the term BI was since 
used by Luhn’s work in 1958 by defining the concepts “Business” and “Intelligence” separately 
(Magaireah et al., 2017). Other researchers however, believe that BI is a new terminology 
invented by Dresner of Gartner Research Group in 1989 and since then several BI definitions 
are widely used (Magaireah et al., 2017). The most recent and relevant definitions found in 
literature were:  
 
BI is defined as the process of using technology software tools to transform raw data into 
useful information to help organisations, executives, and individuals to make sound and 
data driven informed decisions (Trieu, 2017). 
BIT is defined as a set of the application software used to extract, transform, and process 
data that is gathered from organisation data sources to conduct business reporting and 






2.2.1. Transformation, Reporting and Analysis Tools 
According to Chhina (2016), BI tools are categorized into three ways, firstly, data analysis and 
reporting which is responsible to read, process, and format the data into structured reports that 
are delivered to the end-users. Secondly, data mining tools that are used to process data using 
statistical techniques, discover patterns, and relationships in data to make predictions. Lastly, 
knowledge management tools which store organisational data, and this type of data is made 
available on request, the main source of this data is on human knowledge.  
 
The heart and core of BI is based on the data warehouse (DW) which is powered by ETL ( 
Extract, Transform, and Load); ETL is regarded as the initial step and the starting point of any 
BI project Hanine et al. (2016), responsible for data extraction from different data source 
systems, transformation of raw data, and loading to an organisation DW for reporting and to 
gain insight (Hanine et al., 2016; Mali & Bojewar, 2015). DW is understood to be the repository 
of integrated data obtained from multiple and different sources to support BI and subsequently 
decision making (Mali & Bojewar, 2015). 
 
ETL tools are ranked top as the main and important priority for an organisation and are said to 
be difficult and complex to select (Hanine et al., 2016). The chosen tools must achieve 
organisational goals and maximize the benefits of the organisation, therefore choosing 
appropriate tool limit risks associated with the BI project (Hanine et al., 2016). ETL tools are 
divided into two, there are commercial ETL tools which are licensed and only an allocated 
number of licensed individuals may use such tools and freeware ETL tools which are not 
licensed and any individual may use them, these tools are often called open source tools and 
are downloaded over the internet (Mali & Bojewar, 2015). According to Hanine et al. (2016), 
there are many factors that involve and impact the selection of ETL tools, and these factors can 
be categorized into two groups either technical or non-technical. 
 
Reporting and analysis tools are responsible for reading the data, which is already clean, 
transformed, formatted, and structured to produce visualization reports which organisations 
rely upon for reporting. Also, the same data is analysed by BI front-end tools to draw insights 
to help organisations plan for the future (Mali & Bojewar, 2015). Reporting and analysis tools 
must conform and meet certain criteria e.g. produce reports which can be formatted, printed, 
parameterized by filtering and sorting, distributed automatically and frequent, and supports 
analysis of data sets (Mali & Bojewar, 2015). These types of tools are developed and provided 
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by software application vendors which market and sell the tools to the organisations intending 
to implement BI systems (Alireza & Seyedeh, 2015; Chugh & Grandhi, 2013). Some studies 
have highlighted the daunting task of selecting the vendor of BI tools as a challenge on its own 
(Alireza & Seyedeh, 2015). 
 
This study focused on and considered data transformation, reporting, and analysis tools since 
these are the heart and foundation responsible for achieving BI capabilities and offerings 
(Chhina, 2016).Additionally, these types of tools are said to be problematic and complex to 
select (Hanine et al., 2016). 
 
2.3. BIT Selection  
The issue of BI software tools selection has been in the research domain since the mid-1990s 
and its literature is dating back to more than two decades (Chau, 1995; Damsgaard & 
Karlsbjerg, 2010; Mali & Bojewar, 2015). The studies conducted in the 2000 years have shown 
that the appropriate selection of BI tools is deemed to be complex and a taxing process to 
embark on as an organisation (Shariat & Hightower Jr, 2007). The nature of the software tool 
selection problem by the early 2000s was attributed to multiple product offerings in the market 
and the capability of vendors to produce more advanced products that complicated the selection 
procedure (Chugh & Grandhi, 2013). Shariat & Hightower Jr. (2007) claim that from a single 
Google search for “Business Intelligence Tools” results in thousands of responses and several 
vendor results. 
 
The focus has changed, the nature of the problem is attributed to organisation’s failure to select 
and choose appropriate BI software tools meeting organisational needs and objectives (Kara & 
Cheikhrouhou, 2014; Villamarín & Diaz Pinzon, 2017). The consequences of inappropriate 
selection of software tools are: organisational economic loss, improper strategic decisions, 
abandoned projects, and failure to implement sound BI systems (Hughes et al., 2017). 
 
Other researchers posit that any software in the market cannot meet organisations expectations 
and needs fully since organisation strategies and goals differ significantly (Efe, 2016). To 
improve software selection success chances, organisation’s management must choose 
appropriate software tools that suit closely its requirements. Many firms tend to choose 
software tools hastily without fully understanding the requirements to be considered, therefore  
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the conclusion of this hurry is the failure of software selection that leads to project failures and 
weakened company performance (Efe, 2016). 
 
According to Malinin (2016), organisations often need to select a prospective technology from 
several available options and make a business decision by investing in the prospective vendor 
while monitoring other competitors and that the wrong choice of technology selection can be 
disastrous. Bhargava et al. (2013) add that immature and wrong choice of tool to employ would 
result in a great loss of money and time. The staggering percentage of BI systems failure as a 
result of technological and managerial factors observed is in the region of 70% to 80% 
(Villamarín & Diaz Pinzon, 2017). With the rate at which BI projects fail after years of attempts 
to significantly solve the problem,  more and deeper analysis around the topic is required and 
necessary (Hughes et al., 2017). 
 
According to Saedi & Danielsson (2018), there are two universal viewpoints concerning  the 
failure of BI project implementation, namely managerial and technological obstacles. To solve 
some of the technology related issues, it is imperative for organisations to employ software 
tools to meet organisational needs. The critical success factors (CSFs) studies have shown that 
the success or failure of the BI system implementation is also dependent on the choice of tool 
you employ as an organisation (Hussein et al., 2020; Saedi & Danielsson, 2018). Therefore, it 
is necessary for organisations to put in place a strong and correct data platform (Shi & Lu, 
2010). Figure 2.1 below depicts a subset list of BI tools providers and technology platforms in 
the market as per Gartner’s 2019 mid-year magic quadrant which helps to ascertain how 
technology providers are executing stated visions and how they are performing against 





Figure 2.1: Magic Quadrant for Business Intelligence Tools Retrieved from 
https://www.gartner.com/doc/reprints?id=1-1OCI16P3&ct=190801&st=sb 
 
As the kind and type of BI solutions have evolved there is an enormous risk of failure and 
inappropriate selection of tools (Rezaie et al., 2011). Based on the literature, an academic focus 
on IS tool selection has given birth to some academic research and studies (Wieder & Ossimitz, 
2015). The studies are classified into four different groups: evaluation and selection of software 
product, criteria for tool selection, selection methodology, and automated decision-making 
systems (Jadhav & Sonar, 2011; Oztaysi, 2015). 
 
Literature has proven that decision making in the field of software technology selection 
becomes more complex and difficult due to multiple tools and product offerings in the market 
(Chugh & Grandhi, 2013; Thamir & Poulis, 2015). Apart from the vast amount of product 
offerings to choose from, there are thousands of vendors offering BI solution services 
(Soloukdar & Parpanchi, 2015). The problem of the choice of tool to use is regarded as an 
organisational strategic decision that impacts organisational performance (Hanine et al., 2016). 
If the selection of the software tool is not supported by a concrete plan, the acquisition of the 
tool to employ will become a distraction from the organisation’s objectives (Villamarín & Diaz 
Pinzon, 2017). As much as technology advancements and the introduction of new and upgraded 
versions of tools are welcomed, it creates problems in the minds of prospective buyers to take 
correct decisions (Bhargava et al., 2013). Employing and investing in suitable software leads 
to improved customer service and management (Mudzana & Maharaj, 2015). 
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Selecting proper and correct BI software tools is imperative and the process comprises four 
general known steps in any selection process (Palanisamy et al., 2010):  
 Examine existing needs;  
 Proof of concept by vendors; 
 Consults fellow users of the software tool; 
 Interview potential users.  
Jadhav & Sonar (2011) posit that the process of software selection is difficult, firstly, due to 
challenge in finding application of software to meet organisational needs. Secondly, 
incongruities between numerous software and hardware systems. Thirdly, lack of essential 
technical experience and technical knowledge from final decision-makers. Lastly, innovation 
and technology advancements observed. It is common that organisation head of information 
technology (IT) or BI is vested with all the powers to select the software technology to be 
employed by playing an important role to collate all necessary information, engaging with 
potential vendors, conducting software analysis, and making the final decision (Damsgaard & 
Karlsbjerg, 2010). Most notable is that the process of software selection is usually allocated 
little time by organisations and under enormous pressure which negatively affects decision- 
makers; e.g. lack of time and experience to plan the selection procedure (Oztaysi, 2015). 
 
2.3.1. Software Application Acquisition 
Software acquisition in many different software development environments has been observed 
to be a challenge. There is a plethora of research addressing software acquisition in the project 
management (PM), accounting, Big data, decision support systems (DSS),simulation, 
enterprise resource planning (ERP) systems, and data mining (Bhargava et al., 2013; Fischer 
et al., 2017; Zaidan et al., 2015). In information systems literature, a generic process-oriented 
software acquisition has been predominantly adopted and the process is depicted in Figure 2.2 
below. 
 
                            Figure 2.2: Software Acquisition Process (Harnisch, 2014). 
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The software acquisition process starts with a stimulus for change desired by an organisation 
(Chugh & Grandhi, 2013). After the project approval, the process of requirements gathering 
and determination kicks in (Kara & Cheikhrouhou, 2014). Mostly these requirements are used 
for the identification of vendors capable of fulfilling requirements or inclusion in the request 
for proposals (Villamarín & Diaz Pinzon, 2017). The next stage is the evaluation of vendors 
and possible solutions (Hughes et al.2017). This is followed by shortlisting of potential 
candidates (Chugh & Grandhi, 2013). Lastly, contractual negotiations with a couple of 
shortlisted vendors take place until a decision is made (Palanisamy et al., 2010). 
 
The order of activities for the software acquisition process is iterative and not linear. The 
selection and evaluation phase has been discussed extensively by many researchers and still 
lacks a generic method for selection and evaluation. Based on the literature gathered around 
the subject of software selection criteria, seven salient clusters have emerged: functionality, 
software vendor, software quality, software and hardware, cost and benefits, opinions, and 
output (Jadhav & Sonar, 2011). According to Tsai et al. (2012), the factors influencing the 
selection and evaluation of any software, including their importance are crucial and need to be 
understood. 
 
2.3.2. The Methodology for Selection of Software Packages 
The methodology for the selection of software tools encompasses procedures and steps which 
decision-makers follow during the software selection process (Efe, 2016). The methodology is 
used and projected as an adaptable guideline based on the organisation’s requirements and 
needs. According to Efe (2016) and Jadhav & Sonar (2011) the methodology consists of six 
sequential steps to be followed: requirements definition, preliminary investigation of the 
availability of software packages, shortlisting packages, establishing criteria for evaluation, 
evaluating software packages, and selecting software package. 
 
There is quite an observed amount of BI research focusing on the methodology to follow when 
evaluating BI tools as to help to solve the problem of selection, namely: analytical hierarchy 
process (AHP-TOPSIS), fuzzy AHP, and fuzzy TOPSIS (Hanine et al., 2016; Soloukdar & 
Parpanchi, 2015). The application of these methodologies has been used and applied in 
different fields and are observed to be good for subjective and objective factors in selecting the 
suitable tool from multiple alternatives available (Jadhav & Sonar, 2011). These methodologies 
have proven to be not enough since there is much research that has emerged seeking to find 
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alternative methodologies hence the birth of Delphi-fuzzy AHP-PROMETHEE as to bridge the 
gap on the previously stated methodologies (Hanine et al., 2017).  
 
Some studies maintain that operational managers continue to experience difficulties to select 
and choose software that suits business requirements given the methodologies researchers 
propose and posits that there is a need for decision makers to clarify their needs and what the 
software packages must offer, therefore the critical factors influencing software tool selection 
is vital (Grandhi & Wibowo, 2018; Kara & Cheikhrouhou, 2014). 
 
2.3.3. Software Evaluation Criteria 
The literature concerning evaluation and selection of software provides the criteria to help 
organisations to evaluate software packages e.g. DSS, CRM, data mining, and ERP (Bhargava 
et al., 2013; Zaidan et al., 2015). The observed kinds of literatures lack the generic list of criteria 
to be employed and followed for evaluating any software package. The meaning of each 
evaluation criterion can be interpreted in either way by the evaluator (Jadhav & Sonar, 2011). 
Some of the observed literature only focuses on the functionality and quality attributes of the 
technology software and disregards the crucial criteria/element associated with opinions, 
vendor, cost, and benefits characteristics of the software tool. Figure 2.3 below depicts the 
evaluation criterion which includes several factors to consider for a technology software tool 
selection (Jadhav & Sonar, 2011). 
 
                                                            
Figure 2.3: Technology Software Evaluation Criteria (Jadhav & Sonar, 2011). 
 
The components depicted in Figure 2.3 above are defined as follows: Functional criteria denote 
practical and usefulness capabilities of the technology software and the functional capabilities 
for a software package are said to vary e.g. ERP, CRM, BI, and Data mining (Thamir & Poulis, 
2015). The technical criteria component denotes technical requirements concerning software 
and hardware characteristics (Bhargava et al., 2013). Quality criteria are responsible for 
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assessing the eminence of software. The ISO/IEC 9126 stipulates the quality model and 
features to be considered for the evaluation of software tools (Chau, 1995). Vendor criteria are 
concerned with the valuation of vendor ability and capabilities regarding the software tool they 
offer. Output component measures the ability of the software tool to support other systems 
outputs e.g. tool support for output to other packages (Chen et al., 2012). Cost and benefits 
component measures the affordability and aids of the software tool while opinion component 
measure perceptions, advice, and views surrounding the software tool by different stakeholders 
(Jadhav & Sonar, 2011). 
 
Kara and Cheikhrouhou (2014) maintain that difficulties observed in the selection of software 
tools that suits business requirements need to be clarified hence the factors influencing softwa
re tool selection should be studied, explored, and discovered to help decision makers to make 
informed decisions. The latter study is supported by Mali & Bojewar (2015) who state that de
cision on the tool selection depends on the factor’s organisation consider during the selection   
process.  
Organisations need to understand and define the requirements of the BI system prior and factors 
that influence the selection of tools to minimize buying technology in a vacuum (Villamarín & 
Diaz Pinzon, 2017). There are many factors that involve and impact the selection of software 
tools; therefore, they need to be discovered and clarified. According to Villamarín & Diaz 
Pinzon (2017), information and technology in the BI space consist of several factors and 
characteristics that must be considered when choosing a technology to employ.    
    
2.4. Decision Support for Technology Selection 
Technology selection is the process of assessing the potential value of technologies and their 
return on investment to gain competitiveness and profitability (Farshidi et al., 2018). The 
challenge of technology selection is evaluating and selecting suitable technology for the 
organisation (Farshidi et al., 2018). The complexity of the selection process is due to multiple 
factors to be considered, such as suitability and cost. Researchers have introduced a variety of 
methods, techniques, and decision support tools to solve the problem of technology selection. 
Technology selection decisions are usually made ad hoc and therefore  lack reliable and sound 
methodologies (Farshidi et al., 2018). The solutions found in the literature that address the issue 
of technology selection is valid for a specified period; as technology advancements are 
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observed new methodologies are needed. Therefore, generic, and stable selection 
methodologies are necessary where its characteristics must be clarified. 
 
Farshidi et al. (2018) propose a model-based decision support system for technology selection 
problems depicted in Figure 2.4 below such that a list of technologies to choose from 
(Alternatives= [a1, a2, . . .a|Alternatives|]) are a subset of certain critical factors (Factors = [f1, 
f2, . . . f|Factors|]) which are prominent technical and non-technical domain. These factors need 




                          Figure 2.4: A model based DSS for technology selection problems (Farshidi et al., 2018)  
 
2.5. Software Selection Factors 
Many studies have highlighted the difficulties faced by many organisations in selecting 
software tools. As much as literature provides and suggests many factors and characteristics 
for software selection, very few studies have looked at the factors influencing the selection of 
BI tools extensively. A plethora of literature by Bhargava et al. (2013); Kara & Cheikhrouhou 
(2014) and  Mali & Bojewar (2015) has revealed that the selection of software tools depends 
on technical factors and non-technical factors and based on these items the factors are grouped 
into a software tool, vendor, and opinion constructs. Both these type of factors are interrelated 
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and need to be considered equally hence there is none which weigh more than the other 
(Bhargava et al., 2013). For this study and its objectives, the researcher will focus on technical 
and non-technical factors as guided by literature. It must be stated from the onset that software 
tools factors influencing the selection are important and that during the evaluation of software 
purchase descriptive variables related to a software tool, vendor, and opinions are considered 
and given attention and focus (Jadhav & Sonar, 2011; Mali, 2015). 
 
2.5.1. Technical Factors 
Technical factors are the type of factors that focus on the practical ability and capability of the 
software tool to deliver desired results without experiencing technical issues and problems 
(Thamir & Poulis, 2015). According to Farrokhi & Pokoradi (2013) software tool must 
conform to a certain number of characteristics to be considered suitable and capable to deliver 
it intended competences and subsequently deliver value and objectives intended, namely: 
reliability, functionality, efficiency, usability, and maintainability. In a study conducted by 
Chau (1995) to determining the factors that small, medium, and micro-enterprises (SMMEs) 
consider during the selection of packaged software, found that the organisations owners tend 
to weigh technical factors more heavily, take more factors into consideration, and consider 
those factors in a more serious manner than managers. Below is a list of critical and prominent 
technical factors found useful in literature that plays a vital role during the selection of software 
tools and are broadly discussed and explained.   
 
2.5.1.1. Reliability 
This refers to the capability of the software package to run and execute consistently without 
any errors and crashing (Jadhav & Sonar, 2011). In most cases, reliable software should be 
capable of supporting backup operations and recovery features when required (Bhargava et al., 
2013). According to ISO/IEC 9126 and Farrokhi et al. (2013) any software must conform to 
this characteristic to be deemed useful and able to deliver it intended capabilities. 
 
2.5.1.2. Functionality 
Software functionality encompasses multiple criteria that are taken into consideration when 
dealing with the functionality capabilities (software and hardware) of the software which 
includes adaptability and customization according to the organisations’ requirements 
(Bhargava et al., 2013). It is imperative for the software to integrate and work well with existing 
organisational tools and applications (Jadhav & Sonar, 2009). Functionality is one of the salient 
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factors that is deemed significant to be considered, it plays a vital role during the selection of 
any software (Jadhav & Sonar, 2011). 
 
2.5.1.3. Efficiency 
The capability of the software package to produce correct results within a reasonable 
amount of time relative to the volume and size of data ingested (Bhargava et al., 2013; 
Jadhav & Sonar, 2009). ISO/IEC 9126 stipulates that effectiveness of the software tool 
must be the driving factor during the selection process. Any software tool sufficing to 
competency needs must be adopted (Chau, 1995).   
 
2.5.1.4. Usability 
This factor is concerned with software package ease of use e.g., user-friendly interface, easy to 
learn, and operate as a user. It is critical for the software tools to accommodate all user groups 
from beginners to experienced users. The capability of the software to report errors, messaging, 
and presentation of data effectively is critical and need to be considered during the selection 
process (Bhargava et al., 2013). 
 
2.5.1.5. Maintainability 
This refers to the maintenance of software and effortlessly migrating from one version to the 
other. It is imperative to simultaneously support users during the maintenance period to save 
time (Bhargava et al., 2013). 
 
2.5.1.6. Technical Support Availability 
Refers to support provided by the vendor. From time to time clients encounter software tool 
technical problems which might relate to crashing and other unforeseen errors, therefore 
support from the vendor is necessary (Jadhav & Sonar, 2009). 
 
2.5.1.7. User manual and Tutorials 
This factor refers to the availability of all material for the purpose of upskilling e.g. user manual 
information, tutorials for training, and error troubleshooting guides (Bhargava et al., 2013). 
 
2.5.1.8. Vendor and sales representatives 
This refers to the opinion of the vendor and sales personnel regarding the software tool. The 




2.5.1.9. In-house experts 
Each organisation has experts and individuals regarded as highly skilled and knowledgeable 
therefore the opinion of such individuals is critical to be captured regarding the software tool 
to employ (Jadhav & Sonar, 2009). 
 
2.5.1.10. External Consultants 
This factor is about the opinion of external consultants and personnel regarding the software 
tool (Jadhav & Sonar, 2009). Consultants’ opinions and views need to be considered when 
selecting the software tool. 
 
Table 2.1 below depicts the list of some technical factors gathered from literature with the 
variable of interest (construct) which previous research deems crucial for consideration during 
the selection of software tools. 
 
Table 2.1: The Technical Factors Affecting Selection of  Software (Chau, 1995; Jadhav & Sonar, 2009; 
Villamarín & Diaz Pinzon, 2017). 
     Technical Construct          Technical Factors 
Software Tool >Availability of an integrated hardware/software package 
>Compatibility with existing hardware/software 
>Ease of use/user-friendly 
>Functionality 
>Availability of source code 
Vendor >Availability of technical support 
>Availability of user manual for important information, 
tutorial for learning and troubleshooting guide 
>Technical skills 
>Experience in using product developed by same vendor 
>Quality of product 
Opinion >Potential vendors/sales representatives 
>In house “Experts” 
>External Consultants 
>Computer/IS trade magazine, software product leaflets 
2.5.2. Non-Technical Factors 
Non-Technical factors are the type of factors that do not involve the technical ability of the 
technology software and focus on the non-practical aspect of the software tool (Yeoh & 
Koronios, 2010). Literature has shown that these types of factors play a vital role in the 
acquisition of the software and in most cases are overlooked during the software tool selection 
process. According to Eybers & Giannakopoulos (2015) non-technological factors play a 
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dominant role in BI initiatives which in most cases are disregarded especially during the taxing 
period of acquiring the technology to employ. Below is a list of critical and prominent non-
technical factors found useful in literature that plays a vital role during the selection of software 
tools and are broadly discussed and explained.   
 
2.5.2.1. Cost 
Cost refers to the price and benefits of software package characteristics which includes multiple 
measurable attributes namely: licensing, hardware and software, installation, maintenance, 
training, upgrading, and direct and indirect costs (Büyüközkan et al., 2018). Literature has 
shown that software price is one of the factors organisations need to consider Chau (1995) 
 
2.5.2.2. Popularity 
This refers to how common the software package is widely used in the market and by fellow 
competitors to leverage benefits the tool possesses. This factor goes a long way since the more 
software tool is popular and widely used, it implies that the skill set of such tools is also 
available in the market (Bhargava et al., 2013). This factor is very important for consideration 
since it address the issue of skillset availability for the procured software tool. 
 
2.5.2.3. Lifespan 
Lifespan refers to the software tool longevity, durability, and how long the software will be in 
the market. It is common that some software comes to the market with a storm and after some 
couple of years are obsolete and no longer offered and supported by the vendor (Bhargava et 
al., 2013). Therefore, for organisations to avoid adopting obsolete software tools, factors 
relating to durability need to be scrutinised. 
 
2.5.2.4. Version currently in the market 
Software tool vendors often upgrade software’s by including certain features either functional 
or non-functional. This factor measures whether the vendor is offering a version with features 
supporting the latest technologies e.g. ability to extract different types of data and connection 
to cloud services (Jadhav & Sonar, 2009). Since technology is advancing fast, it is important 
for organisation to consider this factor to avoid purchasing technology that will not meet 






Refers to all opinions and views of subordinates regarding the software tool (Jadhav & Sonar, 
2009). This factor forms part of wide consultations and its important since it captures the views 
individuals who depend on the software tool to avoid purchasing the technology in a vacuum. 
 
2.5.2.6. End Users 
Refers to individuals who interact with the software daily, these individuals are likely to be 
software developers. What they think of the tool to be employed is important and a critical 
factor to be considered (Jadhav & Sonar, 2011). 
 
2.5.2.7. Outside personnel acquaintances 
This refers to the opinion of outside personnel regarding the software tool to be employed. This 
is currently regarded as seeking a secondary and objective opinion (Bhargava et al., 2013). 
 
2.5.2.8. Improvements in customer services 
This refers to how the vendor value and treat the clients. No client will want to do business 
with a vendor or company that is  lacking business ethics and ethos (Jadhav & Sonar, 2011). 
 
Table 2.2 below depicts the list of non-technical factors and the variables of interest as per 
literature that is important to consider when selecting the software technology to employ. 
 
Table 2.2: The Non-Technical Factors Affecting Selection of Software (Chau, 1995; Jadhav & Sonar, 
2009; Villamarín & Diaz Pinzon, 2017). 
Non-Technical Construct Non-Technical Factors 
Software Tool > Price 
> Popularity 
> Lifespan 
> Version currently in the market 
Vendor > Reputation 
> Business Skills 
> References 
> Past business experience with vendor 
> Ethics and Integrity 
> Professionalism 
Opinion > Subordinates 
> End-users 
> Outside acquaintances 
> Improvement in customer service 
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2.6. Empirical BI research in South Africa FSPs 
Some studies have been recorded in the field of BI in financial services organisations, these 
studies provide insights into the extent of South African BI use and its success (Dawson & Van 
Belle, 2013). In their study, Dawson & Van Belle (2013) put forward studies that looked at the 
BI research relating to the CSFs, BI adoption, BI benefits, and BI usage. What is noteworthy 
from these studies is that the BI field is still growing, and many financial organisations are 
embracing it, furthermore, there is still a lot of room for research that is needed to gear up 
organisations employing BI (Mudzana & Kotze, 2015). 
 
The early empirical study conducted by O’Brien and Kok (2006) for financial organisations, 
stipulates that large organisations still do not fully understand BI and its practices. In another 
recent study by Pellissier & Kruger (2011) focusing on the insurance industry looking at the 
strategic use of BI, the results showed that FSPs lack BI awareness and use. Ponelis (2012) 
conducted a study focusing on SMMEs in the Gauteng province (RSA), the findings were that 
SMMEs struggle to meet BI CSFs. 
 
These latter findings stress a point that more research is still needed in the field of BI pertaining 
to FSPs, hence the current study is necessary to be conducted to add to the body knowledge 
and existing research. Furthermore, based on the studies the researcher encountered, there are 
very few studies found that are looking at the factors influencing the selection of BI tools in 
the RSA context and developing countries for that matter. As it has been observed in the 
literature that the selection of BI tools is a challenge global, this is the case for developing 
countries due to issues that pertain to BI adoption, financial resources, and many unknowns in 
this field (Mudzana & Kotze, 2015). 
 
2.7. Theoretical Framework 
The theoretical framework is defined as the group of related ideas which provide guidance to 
the research project or studied phenomenon and is responsible for introducing and describing 
the theory that explains the existence of research problem under study (Lederman & Lederman, 
2015). Multiple theoretical frameworks that speak to the selection of software technology were 
studied and gathered from the literature namely; the Organizing framework, Decision hierarchy 
for the component selection, Software Selection Framework for Big Data, The S.T.A.D.T 
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Selection Framework (Bhargava et al., 2013; Jadhav & Sonar, 2011; Lehmann et al., 2016; 
Liberatore & Pollack-Johnson, 2003). 
 
2.7.1. Organizing framework 
The organizing framework used in the study seeking to identify critical factors influencing the 
selection of project management (PM) software and the framework, proved to be suitable for 
the then studied phenomenon (Liberatore & Pollack-Johnson, 2003). The framework is 
depicted in Figure 2.5 below, based on the framework both environmental and intermediate 
factors showed to be influential in the outcome of PM software selection. 
 
     
                                      Figure 2.5. Organizing Framework (Liberatore & Pollack-Johnson, 2003). 
 
 
The components in Figure 2.5 are described by the researchers as follows: 
 Environmental factors, Demographics, and work environment which includes 
factors like organisation size, years of experience in PM as a team member/leader, 
Percentage of work effort in PM, number of activities in the project. 
 Intermediate factors, PM Software Usage focuses on software use category (planning 
only or planning and control), the initial year of using PM software, and several projects 
worked on using PM software. 
 Outcomes, Selection of PM software package level considers the level (high-low end) 
based on respondents who frequently used the tool before the study. 
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2.7.2. The Decision hierarchy for the selection of component 
The decision hierarchy for the selection of components is depicted in Figure 2.6 below which 
was used and proposed by Jadhav & Sonar (2011) in a study addressing the issue of software 
evaluation and selection of packages. According to Jadhav & Sonar (2011) the decision 
hierarchy consists of three levels prior to reaching the outcome/goal (software to select) which 
are: alternative of software available to choose from, sub-criteria to use for shortlisting, and 
criteria. The highest level represents the goal which is the selection of the software to use and 
is said to be the best and suitable component to select, the second level represents the criteria 
mainly focused on technical aspect or factors which the software to be chosen must suffice as 
per the ISO/IEC 9126 which focus on the functionality, reliability, efficiency, and 
maintainability of the software. The third level represents the criteria which are the breakdown 
of the second level criteria therefore it provides the detail of each ISO/IEC 9126 factor provided 
by the criteria level. The last level represents the components to be evaluated or selected. 
 
     Figure 2.6: The Decision hierarchy for the component selection (Jadhav & Sonar, 2011). 
 
2.7.3. Software Selection Framework for Data Mining 
The software selection framework for data mining was used by Bhargava et al. (2013) which 
addressed the issue of data mining software selection described as a complex and a taxing 
process. The framework is depicted in Figure 2.7 below, according to Bhargava et al. (2013) 
any software package selection depends on various factors and they posit that all the factors 
are interrelated namely software performance, functionality, auxiliary task, and hardware and 
software requirements of the software package. Vendor responsibilities and quality/ability of 
software packages are proposed to handle data discrepancies. The factors on the framework 
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must be considered for software selection and these factors relate to both technical and non-
technical aspects of the software or tool.  
 
 Figure 2.7: Software Selection Framework for Data Mining (Bhargava et al., 2013).  
 
2.7.4. The S.T.A.D.T Selection Framework 
The S.T.A.D.T. Selection Framework (SSF) was proposed by Lehmann et al. (2016) which 
aims at guiding technology selection in the era of Big Data. Its main objective is to find all 
valid solutions for big data use cases. SSF is said to be based on a layered reference framework 
that seeks to map technologies into different service layers to guide the selection of suitable 
technology. It also seeks to inherit big data technologies at different service layers e.g., 
acquisition, storage, analytics, and storage. Figure 2.8 and Figure 2.9 below depict both the 




                                            Figure 2.8: Layered Reference Framework (Lehmann et al., 2016). 
 
 Data Generation Layer 
The data generation layer is concerned with different data sources types (Lehmann et al., 2016). 
The main distinguishing dimensions are velocity (data-in-motion vs data-at-rest) and variety 
(structured, semi-structured, unstructured data). Data-in-motion summarizes data which is 
known as streaming data and constantly generated at low and high velocities. Examples of such 
data include very high frequency financial and transactional data. Data-at-rest is all types of 
historic generated data and needs to be stored prior to data analysis. Based on the layered 
reference framework the distinction between data in motion and data at rest drive and influence 
the technology selection. The velocity of data has an impact on the selection of suitable 




 Data Acquisition Layer 
This layer deals with technologies responsible for the ingestion of data from different sources 
and formats (Lehmann et al., 2016). The distinguishing dimension is velocity, whether it is 
real-time or batch ingestion. Batch ingestion is formally known to use Extract-Transform-Load 
(ETL) or Extract-Load-Transform (ELT) process which many tools offer in a single stack. For 
real-time data, prior to any storage of data it is processed. The main reason data is processed 
before storage is the data volume of real-time data. 
 
 Data Storage Layer 
This layer deals with technologies capable of persistent data storage and the velocity of data. 
The variety is the distinguishing factor. 
 
 Data Processing Layer 
This layer is responsible for all data operations responsible for reading, write, and delete data 
execution. The main differentiator is the velocity and variety, the variety determines whether a 
database or file system is required for processing. 
 
 Data Analytics Layer 
This layer comprises technologies for the value generating process, such technologies deal with 
finding uncovered hidden patterns and correlations to improve decision making. There are two 








           Figure 2.9: The S.T.A.D.T Selection Framework (Lehmann et al., 2016) 
 
The SSF is a building block of layered reference framework presented in the section above. It 
consists of two parts: business process and selection process. The overview of the framework 
is depicted in Figure 2.9 above. The business process is based on SMART model which is used 
as a guide on how to transform and evolve towards a big data-driven smart organisation. SSF 
aims at the selection of technology and not at business transformation, therefore it renames the 
MARR process steps to strategy, time, analytics, data, and technology (Lehmann et al., 2016). 
 
The business process of SSF can be used as a roadmap for organisations embarking on 
technology selection for their use case. The process starts with organisational overall strategy 
meaning organisation goals and objectives. Depending on the strategy indicators and measures 
of data input, appropriate analytics, and required response times are derived. These timelines 
are used to select suitable storage systems, analytics tools, and processing engines. Finally, 
suitable technology is selected based on the input use case (Lehmann et al., 2016). It is 
noteworthy that all the steps in the business process have implications on the technology 







2.8. Conceptual Model 
A conceptual framework is an understanding of how the research problem will be explored, 
the specific direction the research will undergo, and the relationship between the different 
variables in the study (Grant & Osanloo, 2014). Based on the literature and theoretical 
framework for software selection in packaged software, project management, and data mining 
(Bhargava et al., 2013; Jadhav & Sonar, 2011; Liberatore & Pollack-Johnson, 2003), the 
conceptual model has emerged and is depicted in Figure 2.10 below that will help to guide the 
deeper analysis of the study. To develop the below conceptual model, the researcher employed 
important concepts from thoroughly studied literature and theoretical frameworks that closely 
relate to the studied phenomenon. The significant constructs that emerged were software tool, 
vendor, and opinion that are classified into technical and non- technical domain. Furthermore, 
there is no BI study found in the literature proving to use these constructs.  
 
                                 Figure 2.10: Conceptual Model for Business Intelligence Tools Selection 
 
The conceptual model guided the researcher towards the development of the research 
objectives which allowed the researcher to explore the different aspects of BI tools selection. 
30 
 
Furthermore, concepts from the model were selected to assist in the development of the data 
collection instrument i.e., the questionnaire. 
 
2.8.1. Variables of Interest and Constructs 
The two types of variables that emerged from studied literature are dependent and independent 
variables. The independent variable is defined as a variable with a strong and contingency 
effect on the studied phenomenon (Flannelly et al., 2014). The technical and non-technical 
factors emerged as independent variables to be measured utilizing the software tool, vendor, 
and opinion constructs. The technical and non-technical factors variables together with their 
associated constructs assist us in identifying the critical factors that are said to have a strong 
contingency effect in the BI tool’s selection process and outcome. The dependent variable is 
referred to as the variable being analysed, studied, and of interest (Flannelly et al., 2014). In 
this instance, the BI tools selection is thus a dependent variable. However, in selecting BI tools, 
considerations of the critical factors are of paramount importance.  
 
2.8.1.1. Software Tool Construct 
The software tool construct refers to a set of technologies, practices, and applications used for 
the extraction, transformation, analysis, and presentation of organisational information to 
achieve sound planning, reporting, and insights (Chen et al., 2012). The software tool construct 
consists of technical and non-technical factors. The technical factors for the software tool are 
listed in Table 2.1 above (not limited to the list) on page 19, these factors are argued by 
researchers in different studies to be the determinants for the selection of software tools (Chau, 
1995; Jadhav & Sonar, 2009; Villamarín & Diaz Pinzon, 2017) . According to Bhargava et al. 
(2013) any software tool selection depends on several factors that need extensive consideration, 
these factors are said to be technical and non-technical. The most prominent software tool 
technical factors that appeared in most articles are functionality, ease of use, reliability, 
maintenance, and efficiency of the software tool. Some literature highlights the significance of 
paying attention to the technical aspects of the software which speaks to the underlying code 
set and availability of source code (Chau, 1995). Farrokhi & Pokoradi (2013) in their study 
deem functionality, reliability, usability, and maintainability as the key attributes leading to the 
optimal performance of the software without experiencing any technical issues. Therefore, the 





                         H1: “Software tool technical factors influence the selection of BI tools”  
                         H0: “Software tool technical factors do not influence the selection of BI tools”  
  
On the other hand, the most extensively discussed  non-technical factors  for the software tool 
is the cost and price , many studies  stress that the adoption of BI tools  are costly, expensive, 
and exorbitant nevertheless their return on investment is valuable (Alireza & Seyedeh, 2015). 
Furthermore, Farrokhi & Pokoradi (2013) in their study found that price, and popularity are 
critical non-technical factors not to be overlooked. The issue of software cost tends to attract 
different views, in a study conducted by Chau (1995), the SMMEs owners did not rate software 
price as significant whereas, the mangers highly rated the software price. Büyüközkan et al. 
(2018) posit that software tool non-technical factors consists of multiple measurable attributes 
that need to be considered, namely: licensing, hardware and software, installation, 
maintenance, training, upgrading, and direct and indirect cost. Other software tool non-
technical factors that emerged from literature are software lifespan, and version of the software 
currently in the market  (Bhargava et al., 2013; Jadhav & Sonar, 2011). Therefore, the 
researcher hypothesises the following: 
 
                  H4: “Software tool non-technical factors influence the selection of BI tools”  
                  H0: “software tool non-technical factors do not influence the selection of BI tools”  
 
2.8.1.2. Vendor Construct 
The vendor construct component refers to the custodian, external companies, and consultants 
responsible for providing BI services (Stříteský, 2017). The market is flooded with multiple 
vendors offering and providing BI platforms and products designed to solve organisational 
problems (Ferland & Flachbarth, 2018). BI vendors play an important role in the selection of 
software since are viewed as experts and specialists of BI products (Chhina, 2016). The 
literature suggests that organisations generally lack in-house experts and rely on the vendor for 
technical support (Alireza & Seyedeh, 2015) . In a study conducted by Chau (1995), the 
findings showed organisation owners and managers rated vendor support as of the highest 
importance. Furthermore, Chau (1995) stress importance of gaining information regarding the 
vendor and experience of using the product developed by the same vendor. Therefore, the 
vendor is required to possess a high level of technical and non-technical expertise. The 
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technical factors for the vendor include technical support, technical skills, and user training & 
experience (Bhargava et al., 2013). The non-technical factors characteristics are measured by 
business skills, reputation, references, and past business experience with the vendor  (Chau, 
1995; Jadhav & Sonar, 2009; Villamarín & Diaz Pinzon, 2017). The list of vendor technical and 
non-technical factors is in Table 2.1 and Table 2.2 above on pages 19 and 21, respectively. 
Therefore, the researcher hypothesises the following: 
 
                   H2: “Vendor technical factors influence the selection of BI tools”  
                   H0: “Vendor technical factors do not influence the selection of BI tools”  
 
                    H5: “Vendor non-technical factors influence the selection of BI tools”  
                  H0: “Vendor non-technical factors do not influence the selection of BI tools”  
 
2.8.1.3. Opinion Construct 
The opinion refers to the perceptions and views from BI fraternity and management regarding 
the BI tool to employ (Chau, 1995). What the professionals and decision-makers think of the 
tool or hear from peers may influence the choice of tool to employ (Jadhav & Sonar, 2011).  
Opinion has emerged in the literature as one of the crucial constructs to be considered during 
the selection process. According to Chau (1995), opinion technical factors that relate to  
in-house experts, external consultants, and potential vendors need to be given equal 
importance. Even though technical information that can be found in software products leaflets 
and magazines is rated high in some studies, to an extent prove to be least important (Chau, 
1995). According to Chau (1995), other than seeking opinions/views from technical experts 
and organisational consultants, seeking perceptions from end-users, subordinates, and outside 
personal acquaintances is paramount. The full list of opinion technical and non-technical 
factors is on Table 2.1 and Table 2.2 on page 19 and 21, respectively. Therefore, the researcher 
hypothesises the following: 
 
                          H3: “Opinion technical factors influence the selection of BI tools”  
                          H0: “Opinion technical factors do not influence the selection of BI tools”  
 
                         H6: “Opinion non-technical factors influence the selection of BI tools”  




After exploring the literature that focused on the selection of software in different software 
selection environments and the conceptual model in Figure 2.9 on page 29 above, the summary 
of hypotheses posed are shown in Table 2.3 below with the list of references it was derived 
from. These hypotheses emerged in previous studies and theories that regard software tool, 
vendor, and opinion constructs as vital, the constructs are classified into technical and non-
technical domain factors.  
 
                                     Table 2.3: List of hypotheses against references 
                       Hypotheses                            List of References    
                              H1 (Bhargava et al., 2013; Chau, 1995; Chen et al., 
2012; Jadhav & Sonar, 2009; Farrokhi & Pokoradi, 
2013; Villamarín & Diaz Pinzon, 2017) 
 
                              H2 (Bhargava et al., 2013; Chau, 1995; Chhina, 2016; 
Ferland & Flachbarth, 2018; Stříteský, 2017) 
 
                              H3 (Bhargava et al., 2013; Chau, 1995; Jadhav & 
Sonar, 2009, 2011) 
                              H4 (Alireza & Seyedeh, 2015; Bhargava et al., 2013; 
Büyüközkan et al., 2018;Chau, 1995; Farrokhi & 
Pokoradi, 2013; Jadhav & Sonar, 2011) 
 
                              H5 (Bhargava et al., 2013; Chau, 1995; Jadhav & 
Sonar, 2009) 
                              H6 (Bhargava et al., 2013; Chau, 1995; Jadhav & 
Sonar, 2009, 2011) 
 
H1: “Software tool technical factors influence the selection of BI tools”  
H0: “Software tool technical factors do not influence the selection of BI tools”  
 
H2: “Vendor technical factors influence the selection of BI tools”  
H0: “Vendor technical factors do not influence the selection of BI tools”  
 
H3: “Opinion technical factors influence the selection of BI tools”  





H4: “Software tool non-technical factors influence the selection of BI tools”  
H0: “software tool non-technical factors do not influence the selection of BI tools”  
 
H5: “Vendor non-technical factors influence the selection of BI tools”  
H0: “Vendor non-technical factors do not influence the selection of BI tools”  
 
H6: “Opinion non-technical factors influence the selection of BI tools”  
H0: “Opinion non-technical factors do not influence the selection of BI tools”  
 
2.10. Summary of Chapter 
It is evident from the studied literature that factors influencing the selection of BI tools must 
be discovered, understood, and considered by the organisations to select appropriate tools for 
successful BI solutions. Technical and non- technical factors relating to the software tool 
construct need to be discovered to help organisations to employ correct tools and reap the 
benefits BI offers. Vendor emerged as an important construct in the process of software 
selection hence both technical and non-technical factors relating to the vendor need to be 
discovered and lastly, opinion plays a vital role during the process of software selection and 
literature showed that it must not be overlooked. The number of literature studies discovered, 
highlights the key point that organisations need to understand and know the factors influencing 
the choice of tool to use, therefore it is vital to study the factors influencing BI tools selection. 
Based on the studied literature, the list of hypotheses was derived, and these hypotheses were 












3.CHAPTER THREE: RESEARCH METHODOLOGY 
3.1. Introduction 
Research methodology is defined as a systematic way of solving a research problem and the 
study of methods concerned with how knowledge is gained (Saunders et al., 2016). Many 
researchers define research methodology as the science of studying how research is going to 
be conducted (Bhattacherjee, 2012). It entails and details procedures by which the researcher 
goes about explaining, describing, and predicting the phenomenon of their work. The main 
objective of the research methodology is to plan the research and how to go about conducting 
it; therefore, this section will be explaining and giving the template of how this research was 
conducted to achieve the following objectives: 
 To discover and get new facts about the study; 
 To test and verify crucial facts; 
 To find solutions to the problem. 
The process which was followed to conduct the study is explained under the following 
subsections: research design, ontology and epistemology, the target population, sample size 
and sampling strategy, research instrument, pilot study, validity and reliability of the 
instrument, data collection, data analysis technique, ethics and confidentiality, and the study 
timeline. 
 
3.2. Research Design 
The research design is defined as the structure of the research and a blueprint for data collection 
and analysis (Saunders et al., 2016). Another definition of research design widely used is the 
arrangements of data collection and analysis that aims to combine relevance in the research 
objective. This is a quantitative research design; the results will be generalized for the entire 
population. Quantitative research is based on mathematical measurements of amount or 
quantity, it relies on measuring variables using a numerical system (Walliman, 2017).  This 
study adopted a descriptive survey research approach which is concerned with obtaining 
precise and pertinent information regarding the state of a phenomenon, and moreover, to draw 
valid conclusions from the facts gathered and discovered (Amuhaya, 2013).This study aimed 
at discovering critical factors that influence and drive the selection of BI tools in financial 
services providers (FSPs) in the South African (RSA) setting. 
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3.3. Ontology and Epistemology 
Prior to clarifying the type of ontology used in the study, it is vital to define the term ontology. 
Ontology is defined as “the study of being” concerned with “what kind of world we are 
investigating, with the nature of existence, with the structure of reality as such” (Ahmed, 2008). 
According to Edirisingha (2012), ontological assumptions are those that respond to the 
following questions: what is there that can be known? Or what is the nature of reality? 
Ontologies are created to serve multiple goals and purposes, including support for more 
effective retrieval of data and for different sorts of reasoning. 
 
Positivist ontology was employed in the present study. Positivist ontology believes that the 
world is external and that there is a single objective truth and reality to any research 
phenomenon (Edirisingha, 2012). Positivist ontology has been employed since the focus is on 
observable data as per Walliman (2017), and  the knowledge required  can be gathered from 
individuals who have personal experience of the studied phenomenon and the source of 
knowledge resides with the respondents . It is assumed that knowledge already exists and 
appropriate instruments are required to extract and interpret it (Hanson, 2012). 
 
Another crucial factor is that respondents’ views and opinions regarding the factors influencing 
the choice of a software tool to employ can be quantified and generalized. It was assumed that 
sampled individuals’ thoughts and views regarding the studied phenomenon are real and not 
simply social constructs. In undertaking the study, the researcher remained detached from the 
participants by creating a distance (no face-to-face or in person communication with 
respondents), which is crucial for remaining neutral and not having an influence on 
respondents’ views about the studied phenomenon. Lastly, since this is a quantitative study, 
positivist philosophy is mandatory (Walliman, 2017). 
 
On the other hand, epistemology is concerned with deciding what knowledge is regarded as 
being valid and appropriate within our reality (Edirisingha, 2012). Questions that arise are: 
What are its sources? What is its structure, and what are its limits? How can we use our reason 
and other resources to acquire knowledge? Therefore, objectivist epistemology was employed 
which assumes that knowledge exists independently of the individual mind and that objectivist 
research is useful in providing reliability, consistency of results, and external validity. The 
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objectivist position is said to emphasize the logical construction of theories based on empirical 
facts (Feast & Melles, 2010).  
 
Since this study is grounded in positivist ontology, objective reality is assumed and can be 
acquired when appropriate methods are applied in a correct manner. The researcher intended 
to be independent of the study and not have any influence on the respondent's views. This  
ensured that issues of bias were minimised since the role the researcher played was data 
collection and interpretation of the results (Hanson, 2012). This is in conformity with 
objectivist position requirements.  
 
3.4. Research Purpose  
The purpose of the study was to discover and explore the critical factors influencing the 
selection of BI tools in South African FSPs. Given the nature of the research problem and 
questions to be answered, the study adopted an exploratory approach which involves 
investigating and exploring the factors that influence the selection of BI tools/software (Moody 
et al., 2010). 
 
3.5. The Target Population 
The population is defined as a group of items, individuals, or objects from which target samples 
are drawn for measurement (Saunders et al., 2016). It represents the entire group of elements 
that have something in common. Bhattacharjee (2012) defines a population as a set of 
individuals, objects, or cases with one or more observable characteristics. The study focused 
on all BI professionals working in RSA FSPs listed on the Johannesburg Stock Exchange (JSE) 
regardless of the job title, position, and level of experience in the field. Financial services are 
referred to as organisations that deal with the management of funds or money e.g. banks, 
investment companies, insurance companies, and stock brokerages (Curry, 2016). 
BI systems’ adoption for listed companies and financial services institutions has been observed 
to be very high due to mandatory and timely reporting required for listed organisations (Bach 
et al., 2016). Apart  from timeous reporting, complex business processes, and fight to gain 
competitive advantage dictates for such systems to be employed (Moreno Saavedra & Bach, 
2017). To determine the target population, the researcher followed the following process: the 
number of JSE listed companies is 388 of which financial services organisations constitute 
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34% plus (+-132 organisations in number) as per the JSE website and 2018 year end results 
(JSE, 2019). According to Negash & Gray (2008) there is a minimum of five (5) roles for a 
fully flashed and core BI team. Therefore, 660 workforces serve as the population for the study 
that is gathered through the product of 5 BI roles and 132 financial services companies listed 
on the JSE from a total of 388. It is important to study the RSA setting since many success 
stories in the field of BI are drawn from developed European countries as per  Mudzana & 
Maharaj (2015) and since RSA is a developing country, the study results can be generalized 
for all developing countries (Avgerou, 2008; Hartley & Seymour, 2011). 
 
3.6. Sample Size and Sampling Strategy 
A sample is defined as a smaller group gathered from the accessible population (Bhattacherjee, 
2012); it is a representative group for the whole population that is enabled to gather knowledge 
from the population (Saunders et al., 2016). According to Saunders & Lewis (2016), sampling 
is referred to as the procedure to gather things to study, people, and places. It is the procedure 
to be followed when selecting several individuals and objects from the entire population such 
that the selected group is the representative of the characteristics found on the entire population. 
For this study, the data was collected using snowball sampling methods to reach a 
representative and even wider sample to generalize the results. Snowball sampling is defined 
as where research participants recruit and nominate other participants that meet the research 
criteria (Valerio et al., 2016). Snowball sampling proved to be effective since the researcher 
relied on individuals known to him to further distribute the surveys to acquaintances within 
respondents reach and meeting research criteria  (Bhattacherjee, 2012). It was imperative to 
adopt snowball sampling since the BI profession is still new and a growing field in RSA as to 
reach subjects which might have been difficult to gather (Dawson & Van Belle, 2013). 
 
To determine the final sample to be used in the study, the researcher focused only on the 
financial services organisations listed on the JSE top 100 based on the market capitalization 
(cap). Market cap is the value of the listed organisation which is calculated by multiplying the 
share price by the number shares e.g. the product of 10 share price and 1000 shares gives 10 000 
market cap. Financially healthy and viable organisations were targeted since it is common for 
them to adopt and implement BI solutions (Bach et al., 2016). A total number of 23 financial 
services organisations are listed in the top 100 and its list is attached in APPENDIX A: Financial 




Two methods were used to determine the sample size of the study, the first is the table by 
Krejcie & Morgan (1970), which is used given the population. According to the table, a 
population of 10 requires a sample size of 10, 100 require 80 while 130 require a sample size 
of 97 respondents; the table is depicted in Table 3.1 below on page 39. The second method 
used to identify the sample size was an online calculator used by  Browner et al. (2007) that is 
responsible for determining the final sample size for accurate results and variables (total 
sample). This calculation had to be provided with input to give the final sample size at a 95% 
confidence level. Based on these methods a statistical representative sample is achieved hence 
reliable results are gathered (Browner et al., 2007; Krejcie & Morgan, 1970). 
 
Therefore, to arrive at the sample size the following procedure was followed: BI teams consist 
of five (5) roles within an organisation and JSE listed FSP organisations in the top 100 is 23 
hence the product of BI roles and FSP organisations amount to 115 sample which was sufficient 
for the study. Based on Krejcie & Morgan (1970) table, a sample of 115 give 89 subjects and 
for the online calculator it gives the same number (89). Both these strategies amount to 
relatively the same and most regularly accepted sample for a population of generalization 
studies. Additionally, for the RSA setting being studied these sample objects are sufficient 
given that RSA is a developing country and very few financial companies are in the market 
even though JSE is regarded as one of the top stock exchanges around the globe (Hartley & 
Seymour, 2011; Pellissier & Kruger, 2011).  
 
                      Table 3.1: Table for Decisive Sample Size from a Specified Population N. 
Note. —N-population. S-sample (Krejcie & Morgan, 1970). 
 
                              N                            S 
                             10                          10 
                             50                          44 
                            100                          80 
                            130                          97 
                            150                         108 
                            190                         127 
                            200                         132 
                            250                         152 
                        1000000                         384 
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3.7. Research Instrument 
The study employed a questionnaire as a research instrument that entailed written items to 
which the respondents were asked to respond to individually in writing objectively. The 
questionnaire was driven by the objectives of the study and written in a form of statements. 
The questions were adapted from Amuhaya (2013), were prepared well and capable of being 
modified post the pretesting and pilot study where necessary. To ensure that the questionnaire 
collected the purported data for the studied phenomenon, it was informed by the developed 
conceptual model and literature that focused and explained each construct e.g. All the factors 
that explained software tool technical factors construct had a matching section and a question 
in the questionnaire. To ensure that the research instrument was reliable and valid, the 
instrument pretesting was conducted to ten (10) subjects of the target population to evaluate 
the reliability and validity of the questionnaire prior to the final distribution for data collection 
(Collins, 2003). The pre-test showed that the instrument was well structured, reliable, and valid. 
The individuals who participated in the pretesting process were not included in the final data 
collection. 
 
 The research tool was set to be open ended and closed. For this research study, the self-
completion survey was used as the method for data collection since questionnaires can be used 
to identify variables domain and relationships between variables of interest (Amuhaya, 2013). 
Accordingly, this method is useful for descriptive and exploratory studies which are in line 
with the studied phenomenon (Ghauri et al., 2020). The use of Qualtrics survey software was 
utilized which is an online licensed software that is used to prepare the questions for real-time 
surveys (Qualtrics, 2014). 
 
The survey questionnaire is divided into three sections. The first section of the questionnaire 
asks questions about respondents’ demographic information e.g., gender, age, level of 
education, work experience, organisation type, and organisation size. It is important to capture 
demographic information to determine whether the respondent is a representative sample of 
the target population for the results of generalization purposes (Ghauri et al., 2020). The second 
section of the survey asks questions about technical factors of BI tools. The questions were 
displayed in a five -point Likert scale ranging from 1- strongly disagree to 5- strongly agree 
and open-ended questions as to gather more views and critical technical factors for the selection 
of software tool. Lastly, the third section of the survey asked questions about non-technical 
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factors of BI tools, the questions were displayed in a five-point Likert scale ranging from 1- 
strongly disagree to 5- strongly agree plus open-ended questions to gather more views on non-
technical factors deemed critical for the selection of software tools. The questionnaire 
comprised of 21 questions. The questionnaire survey is documented in APPENDIX C: Survey 
of Factors Driving the Selection of Business Intelligence Tools 
3.8. The Pilot Study 
A pilot study was conducted prior to the main study by surveying BI professionals working for 
JSE listed FSPs organisations appearing in the top 100 based on the market cap within the 
researcher’s reach to test the data collection instrument (questionnaire). The survey took 
approximately 15-20 minutes to complete. The main reason to conduct the pilot study was to 
test discrepancies and misunderstood questions with the intention to fix the research instrument 
in accordance with the pilot study. The researcher sampled 15 respondents randomly and 11 
respondents managed to return the survey, which was a 73% return rate and this return rate was 
deemed adequate for the pilot study (Amuhaya, 2013). The data collected from the pilot study 
was analysed and the findings were that respondents understood the questions in terms of 
terminology and language used. The instrument was deemed reliable and consistent to proceed 
with actual data collection since no changes were made to the data collection instrument 
(Saunders et al., 2016). Participants in the pilot study were not included in the main study.  
 
3.9. Validity and Reliability of the Instrument 
The validity of an instrument refers to the extent to which the chosen instrument measures what 
is purported to be measured (Saunders et al., 2016). To ensure the correctness of the results the 
validity construct testing was conducted by using the technology software called statistical 
package for social sciences (SPSS). The items that fail and not suffice to measure the variables 
intended to measure are either adjusted or discarded completely when necessary. The pilot 
study usually plays an important role in ensuring that the questions on the instrument either 
need to be modified or discarded completely prior to the actual data collection process. The 
questions were designed in  conformity of the validity measures (Hancock, 2011). 
Reliability is about measuring the degree to which a chosen instrument yields correct and 
consistent results after repeated and several study trials (Saunders et al., 2016). To test for the 
reliability of the research instrument, a pilot study was conducted in FSPs organisations within 
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researcher’s reach that are listed in the top 100 of the JSE list. To determine the reliability of 
the instruments, an internal consistency technique was used. To ensure error-free and reliability 
in the study, the  Cronbach’s Alpha was calculated and if the result is greater than 0.7 this 
implies there’s consistency in the study, otherwise it will mean there is no consistency (Joseph 
F Hair et al., 2006). Therefore, for the study at hand, all the constructs proved to be reliable 
since the Cronbach’s Alpha value was greater than 0.7, the results are shown in Table 4.12 and 
Table 4.13 on page 60 below. 
 
3.10. Data Collection 
Questionnaire and surveys were used for data collection and the research instruments 
(questionnaires/ surveys) were physically delivered to the respondents which were within 
researchers reach and the survey did not require any identifiable information from the 
respondents to ensure anonymity and confidentiality. For the Individuals who were not reached 
due to geographical distribution, the surveys were emailed and the researcher was cautious of 
the low return rate of emailed surveys (Ghauri et al., 2020). To reach even a wide and 
representative audience the researcher made use of online surveys and social media platforms 
like LinkedIn (platform geared for professionals) to locate potential respondents meeting the 
sampling criteria since it helps to increase voluntary participation in the study, and the ability 
to ensure confidentiality in the research (Kilinç & Firat, 2017). The formulated data collection 
instrument was understandable to extract information from all respondents. The data collection 
commenced immediately after the pilot study was conducted and the research instrument 
deemed adequate and suitable. The data collection lasted for a period of three (3) months. 
 
3.11. Data Analysis Technique 
Data analysis is concerned with the interpretation of collected data from respondents into useful 
and sound information (Bhattacherjee, 2012). Data collected was analysed quantitatively. 
Quantitative data analysis is described as the means of using data which is in the form of 
numbers to investigate their properties. The quantitative data analysis considers inferences 
made from respondents’ opinions and views (Amuhaya, 2013). The SPSS and SmartPLS3 free 
version were used for data analysis. The data was initially entered into a spreadsheet to easily 
ingest with the software tool and to make it easy for the analysis to take place. The computed 
data was analysed using descriptive statistics. Multiple statistics were conducted that included 
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frequencies, means, and percentages. The main test conducted was the regression test to 
identify the factors that influence the selection of BI tools as to answer the research questions. 
The interpretation of results was done within the frame of reference of the research questions 
and problem statement. 
 
3.12. Ethics and Confidentiality 
Consideration of ethics both in research and business is of growing importance, therefore the 
researcher needs to understand the ethical research and how it can affect the study (Walliman, 
2017). This is important in this research since it involves interaction with organisations 
employees as respondents. The ethical considerations in this study will be upheld as follows: 
 Respondents given informed consent. 
Respondents were given the opportunity to choose whether to participate in the study or not 
(nobody was forced to take part in the study), this is in line with the good practice of ethical 
research where respondents are asked to participate in the study voluntarily (Walliman, 2017). 
It was ensured that the respondents understand the research procedure and any risks associated 
with the study if any exists (Bhattacherjee, 2012). Respondents were informed of their rights 
before they participated in the study, especially the important one that the respondent can 
withdraw from the study at any given point. To achieve these, the researcher attached a cover 
letter explaining and detailing all the considerations, and respondents were asked to go through 
them prior to responding. The letter is attached in APPENDIX B: Letter of Introduction to 
Respondents.   
 No harm to the respondents 
Respondents have a right to be told about any risks associated with the study before they 
participate, in this study, there is no harm and respondents had an opportunity to discontinue 
at any point (Walliman, 2017). The research application form in APPENDIX D: Research 
Ethics Application Approval which was submitted to the UCT ethics committee to get 
authorization to commence with data collection, the form details the reasons why the researcher 
needed to conduct the study and all the necessary attachments which include the questionnaire 
were supplied during the process. The APPENDIX E: Ethics Approval Letter is the ethics 
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clearance form from UCT which serves as an official letter from the ethics department granting 
the researcher permission to collect data. 
 
3.13. Timeline 
This research used a Cross-sectional time frame because the data collection and research 
happened only once for a limited period.  
 
3.14. Summary of Chapter 
 The research design for the study at hand detailed and outlined the skeleton on how the 
researcher intended to solve the research problem by answering the proposed questions under 
the above-discussed subtopics. This section described that the study at hand is the quantitative 
research design which employed snowball sampling as a sampling method, questionnaires as a 
data collection method, pilot testing was conducted to assess reliability and validity of data to 





















4.CHAPTER FOUR- DATA ANALYSIS PRESENTATION AND INTERPRETATION 
4.1. Introduction  
This section presents the findings of the analysed study data together with the interpretation. 
The themes which discussed the research questions are presented and analysed together. The 
section begins by presenting the demographic information (Section A of the survey instrument) 
of the respondents followed by presentations of both research sections of technical factors 
(Section B of the survey instrument) and non-technical factors (Section C of the survey 
instrument), and lastly the interpretation of findings based on research questions. 
 
4.2. Questionnaire Return Rate 
The completion rate is defined as the proportion of the sample that participated voluntarily in 
the study and as intended in all research procedures (Walliman, 2017). For the research at hand, 
a highly significant representative sample size was sampled and sufficed normally acceptable 
responses as per quantitative research studies (Krejcie & Morgan, 1970). In totality,  103 
respondents managed to return the survey of which 92 (sample size) respondents observed were 
finally used in the study after carefully eliminating outliers and individuals’ responses who 
returned incomplete surveys (Saunders et al., 2016). 
 
4.3. Descriptive Analysis  
The demographic information of respondents, all BI professionals working in South African 
financial services listed on the JSE top 100 based on the market cap was based on seven (7) 
items viz: Gender, Age, Education level, Years of experience, Position, Organisation type, and 
Organisation size. The demographic information is presented in this section. 
 
4.3.1. Distribution of Respondents by Gender 
BI professionals were asked to indicate their gender, the data is presented in Table 4.1 below. 
Data on the gender indicated that 65 (70.7%) were male while 27 (29.3%) were female and this 
implies a greater proportion of males participated in the study than females. The gender 
distribution, however, is deemed satisfactory given that the IT profession in RSA and 












4.3.2. Distribution of Respondents by Age 
The age group between 25-34 years participated mostly in the study with a recorded 56.52% 
participation rate followed by 35-44 years with a recorded rate of 29.35%,45-54 years 
9.78%,18-24 years 3.26%, and lastly 1.09% for individuals above 55 years. Figure 4.1 below 
shows the distribution of respondent’s age.  
 
                         Figure 4.1: Age Groups of Business Intelligence Professionals 
 
4.3.3. Distribution of Respondents by Level of Education    
The BI professionals were asked to indicate their academic level and the data is presented in 
Table 4.2 below. The findings indicated that most BI professionals hold an Honours degree 
comprising of 32 respondents (34.8%) followed by bachelor’s degrees 30 (32.6%), Diploma 
21 (22.8%), Master’s Degree 7 (7.6%), and PhD recorded the lowest value of 2 (2.2%) 
 Frequency Percent Valid Percent 
Valid Female 27 29.3 29.3 
Male 65 70.7 70.7 
Total 92 100.0 100.0 
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respondents. These findings show that BI professionals are highly qualified, and this infers that 
they are adequately informed to answer the questions presented in the survey (Amuhaya, 2013). 
 








4.3.4. Distribution of Responses by years of Experience  
BI professionals were asked to indicate the years of experience in their respective positions. 
The data findings are shown in Figure 4.2. The indication is that BI professionals experience 
is 32.61% for 6-10 years category which is the highest represented group, followed by 1-5 
years category with 29.35%, 23.91% for a group over 16 years of experience, and lastly 14.13% 
for 11-15 years group. The findings imply that all groups of BI professionals from junior to 
senior participated in the study and their views were captured hence information provided is 





 Frequency Percent 
Valid Honours Degree 32 34.8 
Bachelor’s Degree 30 32.6 
Diploma 21 22.8 
Master’s Degree 7 7.6 
PhD 2 2.2 




               Figure 4.2: Distribution of Business Intelligence Responses on years of experience. 
 
4.3.5. Distribution of Responses by Job Position 
BI professionals were asked to indicate the position they are currently holding in their 
respective organisations. The data findings are shown in Table 4.3 below. The indication is that 
BI professionals who responded are mostly BI developers with 26.1% followed by BI Analyst 
with 17.4% representation. A combined 30.5% of organisations managerial hierarchy is 
represented in the study based on different managerial positions they hold. Most notable is that 

































4.3.6. Distribution of Responses by Organisation Type 
BI professionals were asked to indicate their respective organisation types. The data findings 
are shown in Figure 4.3. The indication is that BI professionals who responded mostly are 
employed by insurance and Banks’s organisations with 35.87% and 29.35% representation, 
respectively. 
 Frequency Percent 
Valid Architect 5 5.4 










Chief Data Officer (CDO) 1 1.1 
Chief Information Officer 
(CIO) 
2 2.2 
Data Analyst 5 5.4 
Data Scientist 2 2.2 
Database Administrator 2 2.2 
Developer Team Lead 5 5.4 
Head of Technology 3 3.3 
Manager 7 7.6 
Project Manager 2 2.2 
Software Developer 7 7.6 
Systems Analyst 3 3.3 




           Figure 4.3: Distribution of Business Intelligence Responses on Organisation Type 
 
4.3.7. Distribution of Responses by Organisation Size 
BI professionals were asked to indicate the size of their respective organisations. The data 
findings are shown in Figure 4.4. The indication is that most BI professionals are employed by 
big organisations with a workforce of 1,000-9’999 employees which constitute 
42.39%;10,000-99,999 constitute 29.35%; 100,000 or more constitute 8.70%; while a group of 
employees working for organisations with a workforce of less than 999 constitute 19.56%. The 
findings imply that these organisations are old and have been in the market for a long period, 




                Figure 4.4: Distribution of Business Intelligence Responses on Organisation Size 
 
4.4. Influence of Technical Factors  
4.4.1. Software Tool Construct 
The BI professionals were instructed to respond to the statements based on a five-point Likert 
scale and indicate the extent to which some of the technical factors concerning software tools 
are critical based on these keys: 5-Very Great Extent, 4-Great Extent, 3-No Opinion, 2-Little 
Extent, 1-Very Little Extent. A mean (M) score of 0-1.5 means that the respondents indicated 
very little extent, between 1.50 to 2.50 means they indicated Little Extent, 2.50 to 3.50 means 
the respondents had no opinion, 3.50-4.50 means they indicated Great Extent, and a mean 
above 4.50 means they indicated Very Great Extent. Based on the findings in Table 4.4 below, 
the respondents indicated that the following factor was almost critical to a Very great extent: 
(Functionality M=4.48; SD=0.58). The BI professionals indicated that the following factors are 
critical to a great extent: ease of use/user-friendly, compatibility with existing 
hardware/software, availability of an integrated hardware/software package, and lastly, 
























N Valid 92 92 92 92 92 
Missing 0 0 0 0 0 
Mean 4.20 4.24 4.37 4.48 3.77 
Std. Deviation .650 .542 .658 .583 .840 
Minimum 2 3 2 3 1 
Maximum 5 5 5 5 5 
 
4.4.2. Vendor Construct 
Participants were instructed to respond to the statements based on a five-point Likert scale and 
indicate the extent to which some of the technical factors concerning the vendor are critical 
based on these keys: 5-Very Great Extent, 4-Great Extent, 3-No Opinion, 2-Little Extent, 1-
Very Little Extent. A mean (M) score of 0-1.5 means that the respondents indicated very little 
extent, between 1.50 to 2.50 means they indicated Little Extent, 2.50 to 3.50 means the 
respondents had no opinion, 3.50-4.50 means they indicated Great Extent, and a mean above 
4.50 means they indicated Very Great Extent. Based on the findings in Table 4.5 below, the 
respondents indicated that the following factors were critical at a great extent: quality of 
product M=4.38; SD=0.739, availability of technical support, technical skills, availability of 
user manual for important information, tutorial for learning and troubleshooting guide, and 




































N Valid 92 92 92 92 92 
Missing 0 0 0 0 0 
Mean 4.18 3.83 3.99 3.50 4.38 
Std. Deviation 1.005 .968 .871 1.104 .739 
Minimum 1 1 2 1 2 
Maximum 5 5 5 5 5 
 
4.4.3. Opinion Construct 
Participants were instructed to respond to the statements based on a five-point Likert scale and 
indicate the extent to which some of the technical factors concerning the Opinion are critical 
based on these keys: 5-Very Great Extent, 4-Great Extent, 3-No Opinion, 2-Little Extent, 1-
Very Little Extent. A mean (M) score of 0-1.5 means that the respondents indicated very little 
extent, between 1.50 to 2.50 means they indicated Little Extent, 2.50 to 3.50 means the 
respondents had no opinion, 3.50-4.50 means they indicated Great Extent, and a mean above 
4.50 means they indicated Very Great Extent. Based on the findings in Table 4.6 below, the 
respondents indicated that the following factor was critical to a great extent: (In house 
“Experts” M=3.72; SD=1.103). The BI professionals had no opinion on the following factors: 
external consultants, potential vendors/sales representatives and computer/IS trade magazine, 

























4.4.4. Overall Technical Software 
Participants were instructed to respond to the statements on a five-point Likert scale and 
indicate the extent they agree with the statements using the keys: 5-Strongly agree, 4-Agree, 
3-No Opinion, 2-Disagree, 1-Strongly disagree. A mean (M) score of 0-1.5 means that the 
respondents strongly disagreed, between 1.50 to 2.50 means they disagreed, 2.50 to 3.50 means 
the respondents had no opinion, 3.50-4.50 means they agreed, and a mean above 4.50 means 
the respondents strongly agreed. The findings on Table 4.7 below revealed that the BI 
professionals agreed with the following statements: The Identified technical factors for 
selection of BI tools influence the success of BI systems implementation and agree to the 
following statements: Software tools technical factors drive BI tool selection, Vendor technical 

























N Valid 92 92 92 92 
Missing 0 0 0 0 
Mean 3.15 3.72 3.43 2.77 
Std. Deviation 1.048 1.103 1.082 .853 
Minimum 1 1 1 1 
Maximum 5 5 5 5 
55 
 















4.5. Influence of Non-Technical Factors  
4.5.1. Software Tool Construct 
Participants were instructed to respond to the statements based on a five-point Likert scale and 
indicate the extent to which some of the non-technical factors concerning the software tool are 
critical based on these keys: 5-Very Great Extent, 4-Great Extent, 3-No Opinion, 2-Little 
Extent, 1-Very Little Extent. A mean (M) score of 0-1.5 means that the respondents indicated 
a very little extent, between 1.50 to 2.50 means they indicated Little Extent, 2.50 to 3.50 means 
the respondents had no opinion, 3.50-4.50 means they indicated Great Extent, and a mean 
above 4.50 means they indicated Very Great Extent. Based on the findings in Table 4.8 below, 
the respondents indicated that the following factors were critical to a great extent: Price 
(M=4.49; SD=0.687), lifespan, popularity, and version currently in the market. Most notable 





























selection of BI 
tools influence 




N Valid 92 92 92 92 
Missing 0 0 0 0 
Mean 3.96 3.60 3.42 3.80 
Std. Deviation 1.015 1.028 1.019 1.072 
Minimum 1 1 1 1 














4.5.2. Vendor Construct 
The BI professionals were instructed to respond to the statements based on a five-point Likert 
scale and indicate the extent to which some of the non-technical factors concerning the vendor 
are critical based on these keys: 5-Very Great Extent, 4-Great Extent, 3-No Opinion, 2-Little 
Extent, 1-Very Little Extent. A mean (M) score of 0-1.5 means that the respondents indicated 
very little extent, between 1.50 to 2.50 means they indicated Little Extent, 2.50 to 3.50 means 
the respondents had no opinion, 3.50-4.50 means they indicated Great Extent, and a mean 
above 4.50 means they indicated Very Great Extent. Based on the findings in Table 4.9 below, 
the respondents indicated that the following factors were critical to a great extent: with 
reputation rated high by many BI professionals (M=4.25; SD=0.779), ethics and integrity, 

















N Valid 92 92 92 92 
Missing 0 0 0 0 
Mean 4.49 3.97 4.12 3.80 
Std. Deviation .687 .818 .724 .842 
Minimum 2 1 2 2 




                     Table 4.9: Respondents’ opinions on the Extent of Vendor Non-Technical Factors 
 
4.5.3. Opinion Construct 
The BI professionals were instructed to respond to the statements based on a five-point Likert 
scale and indicate the extent to which some of the technical factors concerning the Opinion are 
critical based on these keys: 5-Very Great Extent, 4-Great Extent, 3-No Opinion, 2-Little 
Extent, 1-Very Little Extent. A mean (M) score of 0-1.5 means that the respondents indicated 
very little extent, between 1.50 to 2.50 means they indicated Little Extent, 2.50 to 3.50 means 
the respondents had no opinion, 3.50-4.50 means they indicated Great Extent, and a mean 
above 4.50 means they indicated Very Great Extent. Based on the findings in Table 4.10 below, 
the respondents indicated that the following factors were critical to a great extent with 
improvement in customer service rated high by many BI professionals (M=3.95; SD=0.906), 
and end-users (M=3.75; SD=1.034). The BI professionals did not have any view on the 























N Valid 92 92 92 92 92 92 
Missing 0 0 0 0 0 0 
Mean 4.41 4.11 4.11 4.14 4.25 4.17 
Std. Deviation .649 .763 .805 .921 .779 .735 
Minimum 2 2 2 1 2 2 
Maximum 5 5 5 5 5 5 
58 
 











4.5.4. Overall Non-Technical Software 
Participants were instructed to respond to the statements on a five-point Likert scale and 
indicate the extent they agree with the statements using the key: 5-Strongly agree, 4-Agree, 3-
No Opinion, 2-Disagree, 1-Strongly disagree. A mean (M) score of 0-1.5 means that the 
respondents strongly disagreed, between 1.50 to 2.50 means they disagreed, 2.50 to 3.50 means 
the respondents had no opinion, 3.50-4.50 means they agreed, and a mean above 4.50 means 
the respondents strongly agreed. The findings in Table 4.11 below revealed that the BI 
professionals agreed with the following statements, The Identified non-technical factors for 
selection of BI tools influence the success of BI systems implementation and software tools 
non-technical factors drive BI tool selection. Nevertheless, BI professionals had no view on 
whether vendor non-technical factors drive BI tool selection and opinion non-technical factors 




















N Valid 92 92 92 92 
Missing 0 0 0 0 
Mean 3.17 3.75 2.95 3.95 
Std. Deviation .859 1.034 .999 .906 
Minimum 1 1 1 1 
Maximum 5 5 5 5 
59 
 

























selection of BI 
tools influence 




N Valid 92 92 92 92 
Missing 0 0 0 0 
Mean 3.70 3.48 3.34 3.66 
Std. Deviation 1.035 1.043 .855 .917 
Minimum 1 1 1 1 
Maximum 5 5 5 5 
 
4.6. Reliability 
Reliability refers to the consistency of the measure of the research study and tool used for data 
collection, there are three types of measures viz. test-retest reliability, internal consistency, and 
inter-rater reliability. The internal consistency for reliability tests was employed which is the 
consistency of the respondent’s responses across the items on a measure. Cronbach alpha 
testing will be used to test the reliability and any results yielding the alpha value >.70 concludes 
that the items are consistent (Saunders et al., 2016). 
 
4.6.1. Technical Factors 
The Cronbach alpha values for technical factors constructs are as following: software tool is 
.728, vendor (.717), opinion (.716), and overall factors (.803) which is greater than 0.7 
thresholds, therefore, the technical factors for software tool construct are consistent given 
sample size (N) of 92. Table 4.12 below depicts the constructs and matching Cronbach alpha 





                                    Table 4.12. Technical Factors Cronbach Alpha 
                              
4.6.2. Non-Technical Factors 
The Cronbach alpha values for non-technical factors constructs are as following: software tool 
is .712, vendor (.738), opinion (.734), and overall factors (.824) which is greater than 0.7 
thresholds, therefore, the non-technical factors for software tool construct are consistent given 
sample size (N) of 92. Table 4.13 below depicts the constructs and matching Cronbach alpha 
values given the specified sample size. 
 
                               Table 4.13. Non-Technical Factors Cronbach Alpha 














       92        0         92     100.0     .712       4 
Vendor 
Construct 
      92        0        92     100.0     .738       6 
 Opinion 
Construct 




      92        0        92     100.0     .824       4 
 
4.7. Factor Analysis 
Table 4.14 below depicts the KMO measure and Bartlett’s test results, which are used to judge 
the adequacy of the sample size for the study and to test whether the correlation matrix is 
suitable for factor analysis. The KMO value is 0.76 which is greater than the accepted minimum 
threshold value of 0.50 according to Baah et al. (2015) and the Bartlett’s test p-value is 0.000 
which suggests the study sample size is adequate and that some of the variables are inter-
correlated, therefore the collected data is suitable for factor analysis to be conducted. 
 














       92        0         92     100.0     .728       5 
Vendor 
Construct 
      92        0        92     100.0     .717       5 
 Opinion 
Construct 




      92        0        92     100.0     .803       4 
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The initial and final value of extraction communalities is shown in Table 4.15 below. The 
variables are given an initial variance which is the total communality of 1 (one), as indicated 
in Table 4.15. The final extraction communalities of each variable denote the variance 
accounted for by the specific factor solution for the variable. A total of 23 variables remained 
in the final factor solution out of 28 variables after suppressing all the scores less than 0.57 
which is a significant value. The other five variables were removed from the analysis because 
the recorded communalities are less than 0.57 or they were cross-loading hence appeared in 
more than one factor. The final communalities shown in Table 4.15 are at least 0.57 which 
symbolizes at least 57% of the initial communality of each variable accounted for in the final 
solution (Baah et al., 2015). Therefore, the factor solution is deemed satisfactory as more than 


















Kaiser-Meyer-Olkin Measure of Sampling 
Adequacy. 
.761 
Bartlett's Test of 
Sphericity 




























To determine the number of factors to retain a three criteria approach was used to interpret the 
factors: 1) Eigenvalue-greater-one rule, 2) Percentage of variance explained, and 3) The scree 
plot (Joseph F Hair et al., 2006). A total number of seven components have eigenvalues greater 
than one, therefore seven factors can be retained for the interpretation with the eigenvalues 
great than one. The scree plot in Figure 4.5 below suggests extracting eight factors as the plot 
begins to straighten out after the 8th component. The first seven components explain 61.3% of 
the variance in the data which is more than the suggested 60% threshold according to Joseph F 
Hair et al. (2006), while the first eight components account for 64.9% of the variance in the 




 Initial Extraction 
TechConsSoftToolQ1 1.000 .684 
TechConsSoftToolQ2 1.000 .686 
TechConsSoftToolQ3 1.000 .742 
TechConsSoftToolQ4 1.000 .578 
TechConsSoftToolQ5 1.000 .671 
TechConsVendorQ1 1.000 .611 
TechConsVendorQ3 1.000 .661 
TechConsVendorQ4 1.000 .614 
TechConsVendorQ5 1.000 .676 
TechConsOpinionQ1 1.000 .620 
TechConsOpinionQ2 1.000 .606 
TechConsOpinionQ4 1.000 .716 
NonTechConsSoftToolQ2 1.000 .697 
NonTechConsSoftToolQ3 1.000 .642 
NonTechConsSoftToolQ4 1.000 .654 
NonTechConsVendorQ1 1.000 .596 
NonTechConsVendorQ2 1.000 .615 
NonTechConsVendorQ3 1.000 .645 
NonTechConsVendorQ4 1.000 .630 
NonTechConsVendorQ5 1.000 .641 
NonTechConsOpinionQ1 1.000 .629 
NonTechConsOpinionQ3 1.000 .650 




                                                        Table 4.16: Total Variance Explained 
 
     
                                                   Figure 4.5: Plot of eigenvalues against factor number. 
 
Table 4.17 below on page 65 shows factors extracted and respective loadings of various 
variables on the factors after the initial factor solution had been rotated using the Varimax 
method so that each variable load high on only one factor. The method also ensures that the 
factors are uncorrelated (Baah et al., 2015). The loadings represent the extent of correlation 
between a variable and a factor. For interpretation of loadings for factors, the higher the 
 
Component 














1 6.881 24.575 24.575 6.881 24.575 24.575 2.797 9.989 9.989 
2 2.279 8.138 32.713 2.279 8.138 32.713 2.770 9.893 19.882 
3 2.131 7.609 40.322 2.131 7.609 40.322 2.587 9.240 29.122 
4 1.790 6.394 46.716 1.790 6.394 46.716 2.439 8.711 37.834 
5 1.501 5.360 52.076 1.501 5.360 52.076 2.285 8.162 45.996 
6 1.358 4.849 56.926 1.358 4.849 56.926 2.242 8.006 54.002 
7 1.236 4.413 61.339 1.236 4.413 61.339 2.055 7.338 61.339 




absolute value of loading of the variable on a factor, the more influential the variable is on the 
factor. Based on the literature and knowledge, a loading of 0.50 is regarded as significant for a 
sample size of 92 (Joseph F Hair et al., 2006). However, a higher value of 0.57 was used to 
ensure that only variables of practical and high significance are included and loaded in the final 
factor solution. All the loadings which were below 0.57 were omitted and suppressed. The 
remaining components depicted in Table 4.17 below on page 65 are presumed to be the 
underlying dimensions informing the significant factors when selecting the BI tools for the 
South African financial services provider. The factors were named as follows: 
 
Factor 1: Opinions and views related to software tool 
Factor 2: Software marketing and promotion 
Factor 3: Ease of use and technical support 
Factor 4: Vendor Ethos 
Factor 5: Longevity and Costing 
Factor 6: Underlying code of software tool 




















4.8. Hypotheses Testing 
To conduct hypothesis testing the researcher used Partial Least Squares Structural Equation 
Modelling (PLS-SEM) methodology by employing a software application called SmartPLS 3 
(Kock, 2016). SmartPLS 3 is an open-source (free) software that is downloaded over the 
Internet, it is used to conduct hypothesis testing, data analysis, and other capabilities (Kock, 
2016). Structural equation modelling (SEM) is a multivariate data analysis method that is 
 
                                                               Table 4.17: Rotated Component Matrix 
         Component 
 
1 2 3 4 5 6 7 
Subordinates .757       
Improvement in customer 
service 
.674       
Outside personnel 
acquaintances 
.673       




 .826      
Potential vendors/sales 
representatives 
 .767      
In house “Experts”  .579      
Quality of product   .714     
Availability of technical 
support 
  .670     
Functionality   .626     
Technical skills   .597     
Ethics and Integrity    .760    
Business Skills    .618    
Popularity     .756   
Lifespan     .711   
Version currently in the 
market 
    .602   
Price     .593   
Availability of source 
code 
     .765  




     .702  









useful when examining the relationship between constructs and to test the strength of the 
relationship, whereas Partial Least Square (PLS) is a subclass of SEM and is designed when 
conducting multiple regression test given a small sample and non-normal data (Ali et al., 2018; 
Joe F Hair et al., 2012). There are two types of measurement scales in SEM namely reflective 
and formative. Formative measure occurs when the outer model indicators makeup the 
construct, whereas reflective measurement is when indicators in the outer model are caused by 
the construct (Joe F Hair et al., 2012).  
 
Hypothesis testing with P values and confidence intervals 
Hypothesis testing in the context of PLS-SEM is usually conducted through the calculation of 
a P-value for each path coefficient or T ratio test. P-value test, conduct a test of the hypothesis 
that 𝛽>0 at the 0.05 significance level (i.e., 1-95%), we calculate the one-tailed (most powerful 
test) P-value associated with the path coefficient (Kock, 2015). This quantity could be 
interpreted as the probability that 𝛽 belongs to a distribution with a mean of zero and a standard 
deviation of 𝜎. It can be calculated as the area under the curve considering the total area to be 
1 (Joe F Hair et al., 2012; Kock, 2016). If P≤ 0.05 the hypothesis is accepted, otherwise it is 
rejected. The T ratio test can be seen as a variation of  P-value test, where the T ratio 
(commonly known as T value, T statistic, and t-statistic) calculated as 𝛽/𝜎 is used instead of 
the corresponding P-value for comparison against a threshold such as 1.64 or 1.96 (Kock, 
2016). The significance value is when T value>=1.96 statistical, therefore the hypothesis is 
accepted, otherwise it is rejected. 
 
For this research hypothesis testing, the researcher used the results of the factor analysis 
conducted in the previous section (factor analysis, Table 4.17 above on page 65) as the initial 
model depicted in Figure 4.6 below since it showed to group significant factors and their 
significance needs to be tested. Figure 4.6 shows the initial model of the research as depicted 
in the proposed conceptual model (Figure 2.10) above on page 29. The initial model shows the 
relationship between the outer model and the inner model, as well as the independent variables 
linking to the dependent variable. This model contains seven latent variables: Software tool 
technical factors (T_ST), Vendor technical factors (T_V), Opinion technical factors (T_O), 
Software tool non-technical factors (NT_ST), vendor non-technical factors (NT_V), Opinion 
non-technical factors (NT_O), and lastly critical factors (CF). Software tool technical factors 
(T_ST) measures critical technical factors in relation to software tool when selecting BI 
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software tool to employ, vendor technical factors (T_V) measures critical technical factors in 
relation to vendor when selecting BI software tool to employ, and Opinion technical factors 
(T_O) measures critical technical factors in relation to opinion and views when selecting BI 
software tool to employ. On the other hand, Software tool non-technical factors (NT_ST), 
vendor non-technical factors (NT_V), and Opinion non-technical factors (NT_O) all measure 
critical non-technical factors for each variable when selecting BI software tools. Critical factors 
(CF) are the dependent variable that are used to select the software tool to employ. Moreover, 
measures the overall perceptions of BI professionals towards BI tools selection and it is the 
endogenous (or dependent) latent variable in the model. The main objective of the model is to 
investigate the relationship between constructs and their significance towards the studied 
phenomenon (critical factors). 
 
 
                                                    Figure 4.6: Initial Research Model. 
 
After running a consistent PLS algorithm on the initial research model above (Figure 4.6) 
which is used to test the correlations of the constructs to produce consistent results with the 
conceptual model employed in the study (Bhattacherjee, 2012). All the indicators which had 
the outer loadings of less than 0.4 were removed from the initial model in Figure 4.6 since they 
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proved to be insignificant for the PLS algorithm test (Kock, 2016). The final model used is 
depicted in Figure 4.7 below with the explained R squared of 0.565 which is approximately 
57%. The R squared value (Figure 4.8) implies that above 56% of independent variables used 
in the study explain the dependent variable and this value is deemed as a good R-squared value 
since it is higher than the minimum of 0.333  (33.3%) for information systems (IS) research 
(Moore et al., 2015). 
 
Indicators Omitted  
 Software Tool Technical Factors= T_ST2, T_ST5 
 Vendor Technical Factors =T_ST4 
 Opinions Technical Factors =T_O2 
 Software Tool Non-Technical Factors =NT_ST1 
 Opinions Tool Non-Technical Factors = NT_O1 
 Critical Factors= CF1, CF2, CF4 
 
 





                                                                   Figure 4.8: Explained R-squared Value. 
 
Hypotheses Findings 
Depicted below is the research results model of analysis with T ratio values (Figure 4.9) which 
shows significance and relationship between variables and Table 4.18 with results from the 
Bootstrap PLS Analysis. Both these methods will be used to either accept or reject the stated 
hypothesis. 
 







                                                  Table 4.18: Total results from the Bootstrap PLS Analysis. 
 
                                         
Based on the above Bootstrap PLS Analysis (Table 4.18), the summary of hypotheses results 
is shown in table 4.19 below and hypotheses results are discussed broadly. 
 
                                                   Table 4.19: Hypotheses Summary Results 
 
 
Hypothesis 1 – Software Tool Technical Factors  
H1: “Software tool technical factors influence the selection of BI tools”  
H0: “Software tool technical factors do not influence the selection of BI tools”  
The results illustrated in Table 4.18 stipulate that there is a significant relationship between 
software tool technical factors and critical factors that drive the selection of BI tools (t-
value=2.199, p value=0.014), thus findings show that the t-value is above 1.96 threshold and 
P-Value way less than 0.05. Therefore, the null hypothesis for software tool technical factors 
is rejected and the H1 hypothesis accepted at 95% level of significance. Previous literature 
results of related studies in packaged software selection conducted by Jadhav et al. (2011) 
investigating “factors to consider when selecting big data tools” reported that technical factors 
are critical and significant concerning software selection hence these findings are in line with 
that study. Another study conducted by Rahman (2018) which focused on “Data Warehousing 
and Business Intelligence with Big Data” confirm that software tool technical factors are 




                         Hypotheses                     Hypotheses Test Results    
                              H1                              Accepted 
                              H2                              Accepted 
                              H3                              Rejected 
                              H4                              Rejected 
                              H5                              Rejected 





Hypothesis 2 – Vendor Technical Factors  
H2: “Vendor technical factors influence the selection of BI tools”  
H0: “Vendor technical factors do not influence the selection of BI tools”  
The results illustrated in Table 4.18 stipulate that there is a significant relationship between 
vendor technical factors and critical factors that drive the selection of BI tools (t-value=2.231, 
p value=0.013) thus the findings show the t-value is above 1.96 and P-Value <0.05. Therefore, 
the null hypothesis for vendor technical factors is rejected and the H2 hypothesis accepted at 
95% level of significance. The findings for this research are consistent with prior studies, such 
as that of Bhargava et al. (2013) who conducted a study focused on the “Selection Criteria for 
Data Mining Software”, the results showed that vendor technical factors are critical during the 
software selection process. In a nutshell, a vendor is required and expected to possess a high 
level of technical expertise and problem-solving skill. The literature suggests that 
implementation of BI solutions is complex and in-house experts and decision-makers may lack 
technical knowledge therefore rely on the vendor to provide technical support. 
 
Hypothesis 3 – Opinion Technical Factors  
H3: “Opinion technical factors influence the selection of BI tools”  
H0: “Opinion technical factors do not influence the selection of BI tools”  
The results illustrated in Table 4.18 stipulate that there is no significant relationship between 
opinion technical factors and critical factors that drive the selection of BI tools (t-value=0.360, 
p value=0.359), the findings show the t-value is way below 1.96 and P-Value >0.05. Therefore, 
the null hypothesis for opinion technical factors is accepted and H3 rejected at 95% level of 
significance. The findings for this research is not consistent with prior studies, such as that of  
Chau (1995) who conducted a study focused on “factors used in the selection of packaged 
software in small businesses: views of owners and managers”, their results indicated that 
opinion technical factors play a vital role during the software selection. Another study 
conducted by Villamarín & Diaz Pinzon (2017) looking at key success factors for BI solution 
implementation stress that opinions and other non-technical factors play an important role 
during the selection of software. In the case of RSA FSPs organisations, this construct proved 






Hypothesis 4 – Software Tool Non-Technical Factors  
H4: “Software tool non-technical factors influence the selection of BI tools”  
H0: “software tool non-technical factors do not influence the selection of BI tools”  
The results illustrated in Table 4.18 stipulate that there is no significant relationship between 
software tool non-technical factors and critical factors that drive the selection of BI tools (t-
value=0.252, p value=0.401), the findings show that t-value is below 1.96 and P-Value >0.05. 
Therefore, the null hypothesis for software tool non-technical factors is accepted and H4 
rejected at 95% level of significance. The findings for this research are not consistent with prior 
studies, such as that of Liberatore & Pollack-Johnson (2003) who conducted a study about 
factors influencing the selection and usage of project management software. This study 
suggested that non-technical software tools are significant during the selection of software to 
employ. Another study by Jadhav & Sonar (2011) focused on the “framework for evaluation 
and selection of the software packages: A hybrid knowledge-based system approach” stress 
that software tool non-technical factors are vital. In the context of RSA FSPs organisations, 
this construct proved to be not significant.  
 
 Hypothesis 5 – Vendor Non-Technical Factors  
H5: “Vendor non-technical factors influence the selection of BI tools”  
H0: “Vendor non-technical factors do not influence the selection of BI tools”  
The results illustrated in Table 4.18 stipulate that there is no significant relationship between 
vendor non-technical factors and critical factors that drive the selection of BI tools (t-
value=0.826, p value=0.205), the findings show that t-value is below 1.96 and P-Value >0.05. 
Therefore, the null hypothesis for vendor non-technical factors is accepted and H5 rejected at 
95% level of significance. The findings for this research is not consistent with prior studies, 
such as that of Bhargava et al. (2013) who conducted a study in the “Selection Criteria for Data 
Mining Software” which showed that vendor non-technical factors are critical during the 
software selection process and in another study conducted in the mid-1990s by Chau (1995) 
evaluating important factors relating to the non-technical factors of the vendor by organisation 
owners and managers. In their study, reputation, business references, business skills, and past 
business with the vendor was rated more highly as significant. In the context of RSA FSPs 






Hypothesis 6 – Opinion Non-Technical Factors  
H6: “Opinion non-technical factors influence the selection of BI tools”  
H0: “Opinion non-technical factors do not influence the selection of BI tools”  
The results illustrated in Table 4.18 stipulate that there is a significant relationship between 
opinion non-technical factors and critical factors that drive the selection of BI tools (t-
value=2.571, p value=0.005), the findings show t-value is higher than 1.96 and P-Value <0.05. 
Therefore, the null hypothesis for opinion non-technical factors is rejected and H6 accepted at 
95% level of significance. The findings for this research are consistent with prior studies, such 
as that of Jadhav & Sonar (2011)  focused on the framework for evaluation and selection of the 
software packages: A hybrid knowledge- based system approach and (Eybers & 
Giannakopoulos, 2015) study, Identifying critical success factors for BI systems. Both these 
studies concluded that opinions and views play a vital role during the process of software 
selection. What the professionals and decision- makers think of the tool or hear from peers may 
influence the choice of tool to employ. Opinion non-technical factors are significant in the 
context of RSA FSPs organisations. 
 
4.9. Summary of Chapter 
This section focused on data analysis to test significant constructs against proposed BI 
conceptual model. SPSS and SmartPLS3 was employed for the analysis. Proposed hypothesis 
were tested in this section and  based on the study findings, the results have shown that software 
tool technical factors, vendor technical factors, and opinion non- technical factors proved to be 
significant and have influence on the selection of BI tools. Most notable is that a combination 












5.CHAPTER FIVE- DISCUSSION AND SUMMARY OF FINDINGS 
5.1. Introduction 
This chapter presents the discussion of the findings, the interpretation of the results, and 
summary of important elements of the study. Based on the findings of the results from 
hypotheses testing in section Four, results showed that three measure hypotheses are supported 
from the list of six posed hypotheses as critical and determinant factors influencing the 
selection of BI tools in the RSA setting for financial services organisations. 
 
5.2. Discussion of the Findings 
The findings of the study revealed that a subset and combination of technical and non-technical 
domain factors divided into a software tool, vendor, and opinion influence the selection of BI 
tools. These findings concur with the studies conducted by Farshidi et al. (2018), Hanine et al. 
(2016), and Jadhav & Sonar (2011) who states in their studies that prominent technical and 
non-technical domain factors influence the selection of BI tools. Respondents ranked software 
tool technical factors as significant, critical, and influential. This led to the conclusion that 
when it comes to BI tools to employ, functionality, and ease of use plays a vital role. The 
respondents strongly agreed that functionality of software tool is important (M=4.48; SD=0.58) 
and ease of use (M=4.37; SD=0.65). Bhargava et al. (2013) in their study investigating the 
“selection criteria for data mining tool” found that software functionality and ease of use are 
vital, thus this is in line with the findings of the current study. Furthermore, Chau (1995) in 
their study investigating factors influencing the selection of packaged software in SMMEs 
found that ease of use/user-friendliness of the software package was viewed significant.  This 
finding is not surprising since organisations would invest in a technology software that 
performs at an optimal level, error-free, and user-friendly to improve productivity and business 
operations without having to invest much time learning how to use the procured technology to 
address difficulties and complexities of the software tool. In the case of RSA FSPs, respondents 
rated this factor as significant since some users are generally not regarded as “sophisticated”, 
secondly, in some organisations technical support might be generally inadequate. 
 
Another important distinction noted is that organisations keep a close eye on how efficient the 
software tool to employ integrate and fit with already existing systems. The latter finding is 
supported by the study conducted by Farrokhi & Pokoradi (2013) who found that efficiency, 
usablility, and maintanability are some of the salient factors/ characteristics software tool must 
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suffice to be considered suitable and capable to deliver intended competences. Reinventing a 
wheel in the field of BI is a waste of time and resources, rather it is important to acquire 
technology platform that will work with existing solutions and support smooth and easy 
migration. It not surprising that in the case of RSA FSPs the issue of software tool compatibility 
with existing systems in rated high since it regarded as the strategic and compatibility issue as 
tactical/operational. 
 
Respondents also stressed the significance of the underlying source code of the software tool; 
in most cases source code availability helps during debugging particularly when errors are 
encountered. It enables the control to fix and improve code as needed which is the benefit some 
organisations could be eager to explore to improve business operations and to keep up with 
business maturity. It is common for well-established organisations to perform maintenance and 
upgrades as to deal with business changing needs Chau (1995), therefore, it was expected that 
the respondents in RSA FSPs will rate this factor higher since the study focused on well-
established and JSE listed organisations. Finally, it is not by chance that respondents deem 
software technical factors significant since they agree to the following statement: Software 
tools technical factors drive BI tool selection (M=3.96; SD=1.015). The overall findings of the 
current study are in line with previous work conducted by Bhargava et al. (2013),Kara & 
Cheikhrouhou (2014), and Mali & Bojewar (2015) that revealed technical factors in relation to 
software tool are critical during the selection of software tool. 
 
The findings surrounding vendor technical factors as being critical, means that organisations 
are cautious of jumping and rushing into contractual discussions and striking a deal with the 
potential vendor who is not capable to deliver and provide necessary technical support when 
the need arise. It is ubiquitous that some organisations end up purchasing the software in a 
vacuum and fail to reap the benefits it is intended for (Villamarín & Diaz Pinzon, 2017). 
According to the respondents, the chosen vendor must show a high level of technical expertise 
(M=3.99; SD=0.871), available for technical support (M=4.18; SD=1.005), and a proven track 
record of good quality product (M=4.38; SD=0.739). The latter findings are supported by few 
studies conducted around the subject like that of Jadhav & Sonar (2011) and Bhargava et al. 
(2013) that revealed the importance of vendor competency and availability for technical 
support. Most notable is that having used the product produced by the same vendor is critical 
hence issues surrounding product quality, trust, proven technical expertise, and technical 
support do not become a concern and issue. In the case of RSA FSPs, it is noted that 
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respondents value the technical ability of the vendor since the BI field is still growing and 
maturing. Furthermore, the skills shortage might be viewed as a challenge hence organisations 
reliance on the vendor technical support. 
 
Additionally, the vendor being capable to provide additional material and documentation 
relating to tutorial documents for upskilling and self-learning is importing as it will help 
inhouse talent and human resources for upskilling purposes and subsequently save 
organisations tones of financial resources for formal training. Likewise, a guide that contains 
information relating to troubleshooting is important and the availability of user manuals very 
significant. In the case of RSA FSPs, the researcher conclude that the respondents rated the 
latter factors higher as to bridge the skills shortage gap that might exist in organisations. The 
overall findings around the vendor technical factors concur with literature that rate the vendor 
construct and linked technical factors critical during the selection of software (Chau, 1995; 
Chhina, 2016; Jadhav & Sonar, 2009). 
 
Opinion non-technical factors being a determinant in the selection of BI tools means that 
organisations focus on both functional and non-functional requirements of the software tool to 
employ; based on this, the researcher conclude that technical and non-technical factors need to 
be considered equally. The latter finding is supported by Bhargava et al. (2013) study findings 
that revealed a combination of technical and non-technical factors are interrelated and need to 
be considered and given attention equally. Most evidently is that organisations need to take 
into consideration the views of end-users/in-house experts (M=3.75; SD=1.034) and those of 
other organisation employees regarding the software to employ. End-users are the individuals 
who use the procured and purchased software tool on daily basis and based on this study their 
opinion, views, and advice is important. In another study by Chau (1995) found that in-house 
expert opinions are rated high. In the case RSA FSPs study findings, this infers that 
organisations put higher weigh on the opinions given by internal sources, including in-house 
experts and end users. 
 
Taking into consideration the views of in-house experts will help and bridge the gap which 
might exist on final decision-makers particularly the one that says “decision-makers may lack 
essential technical experience and technical knowledge due to long years without practicing” 
(Jadhav & Sonar, 2009). Another benefit of including end-users in the software selection 
discourse helps to discover the readiness of inhouse resources who will use the selected 
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technology tool and to audit the skillset they have. It is important to accommodate all the views 
(bottom-up approach) in the final decision-making process and to consults as to avoid 
purchasing the software in a vacuum (Villamarín & Diaz Pinzon, 2017). In relation to the 
opinion non-technical factors, positive sentiments surrounding improvements in customer 
services proved to be vital, therefore most organisations prefer conducting business with a 
vendor whose client-centric, possessing a high level of ethical standards & good business ethos, 
and value clients. The overall findings surrounding opinion construct and related factors concur 
with previous research conducted around the subject of software selection like the studies of 
Chau (1995); Jadhav & Sonar (2011); Richards et al. (2019); and Villamarín & Diaz Pinzon 
(2017) that emphasize the significance of considering opinion non-technical factors as the 
determinant for software tools selection. 
 
The software tool non-technical factors relating to price, popularity, lifespan, and version 
currently in the market has been highlighted in some studies as significant and influential in 
the selection of tools (Büyüközkan et al., 2018; Jadhav & Sonar, 2009). It is not surprising in 
this study as well that price (M=4.49; SD=0.687) and software lifespan (M=4.12; SD=0.724) 
were rated high by respondents. In some studies, like that of Chau (1995) has shown contrasting 
views in relation to software tool price factor that it is not always significant. Software tool 
non-technical factors as an overall construct proved otherwise, findings from the BI 
professionals in the RSA setting stipulates that software tool non-technical factors are 
insignificant. In a nutshell, the respondents do not rate these factors influential during the 
selection process of BI tools and thus, this means that the respondents were more concerned 
with how efficient, effective, and functional the software tool is capable to complete all the 
intended tasks. This explains that a huge number of respondents did not care about how much 
the software tool cost, only if the software does the functions it is purported to do, in contrary 
this contradict the findings by Jadhav & Sonar (2011) who claim that cost and benefits relating 
to the software tool are vital and significant. Respondents agreed to the statements and 
sentiments surrounding version of the software (M=3.80; SD=0.842), and popularity (M=3.97; 
SD=0.818). Nevertheless, the latter findings still apply that as much as some of the individual 
characteristics/factors are significant, the overall construct was found to be insignificant, 





Vendor non-technical factors were also not rated to be significant by respondents even though 
certain studies in packaged software, big data tools selection, and ERP revealed that vendor 
non-technical factors are significant and influential (Jadhav & Sonar, 2011). The findings in 
the RSA setting are that the organisations are satisfied and pleased with the vendor as much as 
the level of technical ability and expertise is possessed. One can conclude that vendor non- 
technical factors come secondary if are considered to an extent. Though a huge number of 
respondents did not rate vendor non-technical factors as having influence in determining the 
choice of a software tool to employ as an organisation, they agree with the following 
statements/factors as important to give attention: reputation (M=4.41; SD=0.649), business 
skills (M=4.11; SD=0.763), references (M=4.11; SD=0.805), past business experience 
(M=4.14; SD=0.921), ethics and integrity (M=4.25;  SD=0.779), and professionalism 
(M=4.17; SD=0.735). 
 
Opinion technical factors proved to be insignificant in the study and this means the overall 
sentiments and advice offered by consultants, potential vendors/sales representatives, and 
computer/IS trade magazine, and software product leaflets have little to none influence on the 
software tool during the selection process of BI tools. Therefore, the findings are that external 
individuals may be biased and lack impartiality when providing advice and this may even speak 
to the issue of trust and integrity as far as external individuals are concerned. This finding 
contradicts previous work done by Chau (1995); Jadhav & Sonar (2011) who claim that opinion 
technical factors are critical. Noteworthy is that a huge number of respondents shared the same 
sentiments that inhouse “Experts” views and advice ( M=3.72; SD=1.103) is crucial, this 
finding means that organisations trust their own people and are certain their views are important 
and to go by. Respondents had no view when it comes to the following factors: external 
consultants (M=3.43; SD=1.082), potential vendors/sales representatives and computer/IS 
trade magazine (M=3.15; SD=1.048), software product leaflets (M=2.77; SD=0853). Chau 
(1995) in their study found that even though computer/IS trade magazines or software tool 
leaflets are considered useful to an extent, to some degrees were rated to be least important by 
organisations owners. This finding is supported by the following statement which disagree that 






Out of the 92 respondents who participated in the study, 35 (38.04%) replied to an open ended 
question regarding software tool technical factors, the question seeks additional factors deemed 
crucial and important not appearing from the list gathered from the literature, 11 (31.42%) 
respondents out of 35 who participated on the question named software licensing as an 
additional critical factor. Software licensing refers to the legal document governing cost, use, 
terms and conditions, and redistribution of the software (Li et al., 2017). When it comes to 
licensing, it is common that organisations find themselves at loggerheads with the software 
tool vendors in reaching the common ground and agreement, this is due to the exorbitant cost 
of such tools and the minimal number of licenses issued. The number of licenses issued by 
product vendors is usually limited hence organisations need to be aware of the number prior to 
striking a deal and signing of contracts. 
 
 Another factor relates to vendor technical factors and is called proof of concept (POC). The 
researcher noted that 15.23% (14) respondents named POC as critical and crucial. Proof of 
concept is defined as an evidence base demonstration to show that the software tool is feasible 
and functional prior to being filed (Kendig, 2015). This finding means that a vendor must 
demonstrate a level of capability and technical expertise to deliver a product that does the tasks 
effective and efficient. Demonstrating and verifying certain concepts and processes to be 
achieved during the development stage is important hence demos and prototypes are vital to be 
considered. 
 
Lastly, vendor geographical location emerged as the vendor non-technical factor of which 
16.30% (15) of respondents deem this factor crucial and critical. Respondents viewed the 
location of the vendor important especially when it comes to accessibility and how convenient 
and possible, they can visit a vendor. In most organisations, it common that during the initial 
stages of new technology purchase and adoption, end-users will spend time attending 
workshops, learning, and upskilling sessions at the vendor’s work premises, therefore, access 
to the vendor as a factor needs a priority. It is also a good practice to know where the client 






5.3. Summary of findings  
The purpose of this study was to discover and explore factors that influence the selection of BI 
tools to implement sound and successful BI systems/solutions meeting organisation needs and 
objectives. The study was guided by the following objectives: to identify critical factors to 
consider when selecting suitable BI tools of which when it is further broken down into smaller 
objectives it gives  the following sub-objectives: to discover critical technical factors for BI 
tools selection, and to discover critical non-technical factors for BI tools selection. 
 
The findings revealed that software tool technical factors, vendor technical factors, and opinion 
non-technical factors are critical and major important factors to be considered by financial 
organisations in the South African setting when selecting the choice of BI tools to employ. The 
surveyed BI professionals strongly agreed with the following statements concerning the factors 
they deemed critical: functionality of the software tool, ease of use/user-friendly, compatibility 
with existing hardware/software, availability of an integrated hardware/software package and 
lastly, availability of source code, and agreed with the following statements: quality of the 
product, availability of technical support, technical skills, availability of user manual for 
important information, tutorial for learning and troubleshooting guide, experience in using a 
product developed by the same vendor, and improvement in customer service. Most notable is 
that even though opinion non-technical factors are deemed critical when choosing the choice 
of BI tool to employ, respondents had no opinion when it comes to the following statements as 
having influence: subordinates and outside personnel acquaintances views. 
 
5.4. Chapter Summary 
Some studies in packaged software, ERP, big data, and project management fields have tried 
to understand the problem of software selection by discovering influential factors driving the 
selection, therefore it was imperative to test these factors in the BI space and most importantly 
to discover new critical factors deemed important. Study results frequently confirm that a 
combination of technical and non-technical factors concerning a software tool, vendor, and 
opinion is critical and a determinant. It is not surprising that based on this study software tool 
technical factors, vendor technical factors, and opinion non-technical factors were found to be 
critical and significant. Additional factors that relate to software licensing, vendor proof of 
concept (POC), and vendor geographical location emerged as additional influencing factors. 
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6. CHAPTER SIX- CONCLUSION AND RECOMMENDATIONS  
6.1. Conclusion 
Studies have tried to understand the problem of BI tools selection by focusing on the selection 
methodology, selection criteria, evaluation criteria, and slightly on factors driving the selection 
of BI tools. Researchers have in different studies found that functionality, ease of use, user-
friendly, technical support, technical skills, subordinates’ opinion, and end-user’s opinion 
factors (to name a few) have great significance while using existing theories as basis for 
empirical research results. 
 
This study focused at discovering critical factors driving the selection of BI tools in RSA FSPs. 
The study answered the research question “What are the critical factors to consider when 
selecting BI tools in RSA FSPs?” of which, broken down into smaller sub-questions results in 
the following questions:” What are the technical factors that influence the selection of BI tools 
in RSA FSPs?” and “What are the non-technical factors that influence the selection of BI tools 
in RSA FSPs?”. The findings of the analysis section concluded that three constructs were 
deemed as the main constructs that impact the selection of BI tools. As stipulated in chapter 
two, the research model used in this study was a proposed BI conceptual model. The conceptual 
model incorporated three major constructs namely: software tool, vendor, and opinion 
organized into technical and non-technical domain factors. The results of this study indicated 
that software tool technical factors, vendor technical factors, and opinion non-technical factors 
are the combination of significant factors that influence the selection of BI tools.   
 
The research objectives of this paper were to " Identify the critical factors to consider when 
selecting suitable BI tools in RSA FSPs”. The results of the study indicated that most BI 
professionals working in South African financial services providers deem functionality, ease 
of use/user-friendliness, compatibility with existing hardware/software, availability of an 
integrated hardware/software package, availability of source code, technical skills, availability 
of technical support, quality of product, experience in using product developed by same vendor, 
availability of user manual for important information, tutorial for learning and troubleshooting 
guide, end-users, and improvement in customer service are highly significant. Three other  
constructs namely: opinion technical factors, software tool non-technical factors, and vendor 
non-technical factors proved to be insignificant, but the individual factors which relate to price, 
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lifespan, ethics & integrity, professionalism, business skills, and external consultants opinion 
proved to be crucial hence organisations need to give attention to an extent. 
 
The study contributes to both academia and industry, in discovering the critical factors driving 
the selection of BI tools, researchers and practitioners conducting research in the selection of 
software will benefit from this research work. It is hoped that new research work will arise and 
subsequently might benefit the BI research community. Since the research study aimed and 
focused at finding solutions to the issue of software selection experienced by industries during 
the selection of BI tools, organisations embarking on the selection of appropriate and suitable 
BI tools might immensely benefit since they will use discovered critical factors and constructs 
as the checklist and the basis for selection. It is hoped that these research findings might assist 
organisations to limit the rate at which they take uninformed decisions and reliance on human 
intuition during the BI tools selection process. The high failure rate of BI solutions and 
abandoned projects will be significantly curbed and minimized that are a result of inappropriate 
selection of BI tools. 
 
6.2. Limitations of the study 
Most of the data was collected using the emailed and online distributed questionnaire aimed 
and focused on one industry (financial services) in a specific geographic location (South 
Africa). Whether these results can be extended to other industries, the researcher views it as a 
matter of speculation. South Africa is a developing country and not known to be the hub of 
technology therefore in other geographic locations the issue of factors influencing the selection 
of BI tools might be viewed differently owing to a different background, economic position, 
and culture. Another limitation of the study is the return rate of emailed surveys and reluctance 
of participants to participate in the research study. To overcome the issue of online surveys and 
return rate, the researcher sent an email reminder to individuals known to the researcher, and 
for physically delivered questionnaires the researcher collected them.  
 
 Furthermore, BI is a new and emerging profession in South Africa; therefore, very few BI 
professionals were found and willing to participate in the study. Another limitation was the 
number of financial services institutions listed in the JSE top 100, the total of 24 financial 
institutions were gathered based on the market cap which is too little. To ensure unbiasedness 
in the results, the researcher surveyed at least one individual from each organisation (24 
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organisations in the JSE top 100 list). The other limitations were related to time allocated to 
complete the research on time which limited the scope of the research project. 
 
6.3. Recommendations and Future Work 
The study recommendations are that a case study is necessary where the discovered significant 
factors may be tested to determine the extent to which they drive the success or failure of BI 
systems implementation. The discovered factors need to be tested across business units and 
organisations types classification (small medium enterprise and established) to determine their 
generic applicability. Based on the proposed conceptual model, it is suggested that further 
research is required to thoroughly test the framework for the purpose of adoption in the body 
knowledge of BI fraternity. It is recommended that additional factors that were gathered from 
participants namely: software licensing, vendor proof of concept (POC), and vendor 
geographical locations are tested for significance in the BI field prior to being adopted as 
critical factors to be considered during the software tool selection process.   
 
Since the study was focused in the RSA setting, it is recommended that the factors identified 
as critical are tested in developed countries using an extensively large sample in the financial 
services organisations to accurately generalize the results for both developed and developing 
countries (comparative study). It also recommended that the very same factors must be tested 
against BI cloud tools as to gather insight of the generalization of these factors across BI field. 
 
This study set out to determine and describe the critical factors that affect the selection of BI 
tools in RSA FSPs using the formulated BI conceptual model. Most of the previous work on 
the selection of technology software was carried out in developed countries. This study 
determined the factors relevant to BI tools selection from the perspective of a developing 
country (RSA). This survey based empirical study examined factors driving the selection of BI 
tools from 92 BI professionals employed by RSA FSPs listed on the JSE based on the market 
capitalization. It found that software tool technical factors, vendor technical factors, and 
opinion non-technical factors are important determinants of BI tools selection in RSA FSPs. 
Whereas software tool non-technical factors, vendor non-technical factors, and opinion 
technical factors were found to be statistically insignificant in determining BI tools selection 
decisions in RSA FSPs. By leveraging on existing BI literature and examining BI selection 
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theories in the IS context, this research has added to the body of knowledge on the factors that 
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APPENDIX B: Letter of Introduction to Respondents 
 
                                                                      
                                                                                                                  
                                                              Bonginkosi Phila Gina 
                                                              Faculty of Commerce    
                                                              Department of Information Systems 
                                                              University of Cape Town 
                                                              3rd Floor, Leslie Commence, Engineering Mall 
                                                              Upper Campus                                                                                                                
Dear Respondent, 
 
I am Bonginkosi Phila Gina, a master’s student in the department of information 
systems at the University of Cape Town (UCT). I am conducting a final research 
project on the factors that influence choice of business intelligence (BI) tools for the 
successful implementation of BI systems. It is the requirements of the course for the 
researcher to write a dissertation paper with substantiated results and findings based 
on the data collected around the subject being studied. Also note that the research 
has been approved by the Commerce Faculty Ethics in Research Committee.  
 
Kindly and honestly respond to all the items of the questionnaire. The questionnaire is 
for the research purpose only and hence utmost confidentiality will be observed. 
Please note that taking part in this study is voluntary and you may discontinue 
responding to the questionnaire at any time if the need arises. Please note that there 
is no harm associated with the study. The questionnaire will take you approximately 
15 minutes to complete, if however, you have questions please feel free to contact the 
researcher as per the details below: 
 
Email addresses: GNXBON002@myuct.ac.za or bonginkosiphilagina87@gmail.com 
Cell: +27 767910123 
 
Thank for your co-operation. 
Yours faithfully, 




APPENDIX C: Survey of Factors Driving the Selection of Business Intelligence Tools 
 
Section A: Demographic information 
1.Gender 􀂅Male 􀂅Female 
 
2. Age 
(Tick where appropriate) 
􀂅 18-24 years 􀂅 25-34 years 􀂅 35-44 years 􀂅 45-54 years 􀂅 Over 55 years 
 
3. Education level 
(Tick where appropriate) 
􀂅 Diploma 􀂅 Bachelor’s Degree 􀂅Hounors Degree 􀂅 Master’s Degree 􀂅 PHD 
􀂅 Other (Specify)………………………………………………… 
 
4. How many years have you worked within the Information Technology Sector? 
(Tick where appropriate) 
􀂅 1-5 years 􀂅 6-10 years 􀂅 11-15 years 􀂅 Over 16 years 
 
5. Indicate the position that you are occupying 
………………………………………………………………………………… 
6. Indicate the type of financial organisation you work for e.g. Bank, Insurance etc.  
………………………………………………………………………………… 
7. How many individuals are employed in your organisation?  
(Tick where appropriate) 












Section B: Technical Factors Influencing Business Intelligence Selection  
 
1. Indicate the extent to which the following technical factors influence the selection of 
business intelligence tools in relation to the software tool  
1-Very little extent 2 -Little extent 3- No opinion 4- Great Extent 5 -Very Great 
 
 
2.Apart from the list of technical factors provided above, which other critical technical factors 
in relation to software tool do you recommend. 
……………………………………………………………………………………………… 
3. Indicate the extent to which the following technical factors influence the selection of 
business intelligence tools in relation to the vendor  
1-Very little extent 2 -Little extent 3- No opinion 4- Great Extent 5 -Very Great 
 
 
4.Apart from the list of technical factors provided above, which other critical technical factors 




Software Tool     1   2   3   4 5 
Availability of an Integrated hardware/software package      
Compatibility with existing hardware/software      
Ease of use/User-friendly       
Functionality      
Availability of source code      
Vendor     1   2   3   4 5 
Availability of technical support      
Availability of User manual for important information, tutorial 
for learning and troubleshooting guide  
    
Technical skills       
Experience in using product developed by same vendor      
Quality of product      
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5. Indicate the extent to which the following technical factors influence the selection of 
business intelligence tools in relation to the opinions  
1-Very little extent 2 -Little extent 3- No opinion 4- Great Extent 5 -Very Great 
 
 
6.Apart from the list of technical factors provided above, which other critical technical factors 
in relation to vendor do you recommend. 
……………………………………………………………………………………………… 
……………………………………………………………………………………………… 
7. To what extent do you agree with the following statements? Respond using the  
following 
key: SA - Strongly Agree A – Agree   N – Neutral   








Opinions     1   2   3   4 5 
Potential vendors/sales representatives      
In house “Experts”      
External Consultants       
Computer/IS trade magazine, software product leaflets      
Statement  SA    A   N   D SD 
Software tools technical factors drive business intelligence tool 
selection  
    
Vendor technical factors drive business intelligence tool 
selection  
    
Opinions technical factors drive business intelligence tool 
selection   
    
The Identified technical factors for selection BI tools influence 
the success of BI systems implementation  
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Section C: Non-Technical Factors Influencing Business Intelligence Selection  
 
1. Indicate the extent to which the following non-technical factors influence the selection of 
business intelligence tools in relation to the software tool  
1-Very little extent 2 -Little extent 3- No opinion 4- Great Extent 5 -Very Great 
 
 
2.Apart from the list of non-technical factors provided above, which other critical technical 





3. Indicate the extent to which the following non-technical factors influence the selection of 
business intelligence tools in relation to the vendor  
1-Very little extent 2 -Little extent 3- No opinion 4- Great Extent 5 -Very Great 
 
 
4.Apart from the list of non-technical factors provided above, which other critical technical 
factors in relation to vendor do you recommend. 
……………………………………………………………………………………………… 
……………………………………………………………………………………………… 
Software Tool     1   2   3   4 5 
Price      
Popularity      
Lifespan       
Version currently in the market      
Vendor     1   2   3   4 5 
Reputation      
Business Skills      
References       
Past business experience with vendor      
Ethics and Integrity      




5. Indicate the extent to which the following non-technical factors influence the selection of 
business intelligence tools in relation to the opinions  
1-Very little extent 2 -Little extent 3- No opinion 4- Great Extent 5 -Very Great 
 
 
6.Apart from the list of non-technical factors provided above, which other critical technical 





7. To what extent do you agree with the following statements? Respond using the following 
key: SA - Strongly Agree A – Agree   N – Neutral   
D – Disagree    SD – Strongly Disagree 
 
 
                                         Thank you for your cooperation 
 
 
Opinions     1   2   3   4 5 
Subordinates      
End-users      
Outside personnel acquaintances       
Improvement in customer service      
Statement  SA    A   N   D SD 
Software tools non-technical factors drive business intelligence 
tool selection  
    
Vendor non-technical factors drive business intelligence tool 
selection  
    
Opinions non-technical factors drive business intelligence tool 
selection  
    
The Identified non-technical factors for selection BI tools 
influence the success of BI systems implementation   
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APPENDIX F: Conference Invitation 
A research paper is a protocol and manuscript that researcher(s) or author(s) submit for 
academic review, the research paper is reviewed by a research program committee to meet 
rigorous academic standards of publication (Baglione, 2018). The papers are reviewed for the 
following reasons: conceptual quality, relevance, innovation, and clarity of presentation. The 
accepted papers are published in conference proceedings and may be used by other researchers 
pursuing studies around the same subject. Two types of papers can be submitted for academic 
review namely full research paper and short research paper. 
The researcher submitted a short manuscript in a prestigious international conference called 
International Conference on Artificial Intelligence, Big Data, Computing and Data 
Communication Systems (icABCD2020) which is an IEEE sponsored e-conference(due to 
Covid-19 pandemic was converted to an e-Conference), the paper was accepted in the 
conference and is to be presented in the upcoming E-conference taking place on the 6th -7th 
August 2020 for oral presentation and subsequently to be published on the IEEE Xplore digital 
library. The research topic for the paper is “A Review of Literature on Critical Factors That 
Drive the Selection of Business Intelligence Tools” and it forms part of the current study at 
hand particularly the current study chapter two (Literature Review). The focus of the research 
study was aimed at exploring and discovering literature addressing the issue of software 
selection experienced by organisations and to discover and examine major constructs and 
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