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Resumen—Actualmente, las redes sociales se han instaurado
como un mecamismo muy potente de comunicacio´n y contacto
entre individuos. Sin embargo, las polı´ticas de privacidad que
normalmente han acompan˜ado a estas redes sociales no han sido
capaces de evitar el mal uso de las mismas en temas relacionados
con proteccio´n a menores. El caso ma´s significativo es el de
adultos, hacie´ndose pasar por menores.
Este trabajo investiga la viabilidad del uso de te´cnicas
biome´tricas basadas en rasgos faciales para la deteccio´n de
rangos de edad, con el propo´sito de evitar que adultos se hagan
pasar por menores, o incluso que ciertos menores puedan acceder
a redes sociales, cuyo acceso debe estar trestringido por su edad.
Los resultados muestran que es posible hacer esta distincio´n
entre adultos y menores, seleccionando edades umbrales cercanas
a los 18 an˜os, con tasas de acierto cercanas al 80 %, y empleando
clasificadores basados en ma´quinas de vector soporte (SVMs)
lineales.
I. INTRODUCCIO´N
La necesidad de identificar la edad de las personas que
acceden a distintas pa´ginas y servicios disponibles en la Red
es cada dı´a ma´s importante. El acceso a Internet a todo tipo
de personas ofrece una gran cantidad de oportunidades, pero
a su vez esconde muchos peligros, en especial para los nin˜os.
En el camino de ofrecer una Red segura para los menores de
edad, habrı´a que an˜adir mecanismos automa´ticos para proteger
a los nin˜os de personas potencialmente peligrosas, como
pedo´filos, grupos sectarios, grupos de ideologı´as radicales o
grupos violentos.
En la actualidad, desde distintas pa´ginas webs de asocia-
ciones, redes sociales o programas de mensajerı´a instanta´nea,
puede realizarse una comunicacio´n directa de manera sencilla
y ano´nima entre menores y personas adultas peligrosas, que
hoy en dı´a no se pueden detectar de manera automa´tica. Como
fin u´ltimo de esta necesidad, nace este trabajo, que tratara´ de
desarrollar los pilares ba´sicos para crear estas aplicaciones que
protejan a los menores de edad en su acceso a la red. La
parte fundamental de estas aplicaciones se ha de basar en la
identificacio´n de los distintos grupos de edad de los usuarios,
para ası´ poder reconocer tanto a las personas menores de edad
como a los adultos que tratan de ponerse en contacto con ellos.
En particular, el escenario principal de uso de los sistemas de
verificacio´n de edad es la alerta a las redes sociales sobre
la existencia de menores en ellas, ya que de acuerdo con la
normativa existente1, los menores de 14 an˜os no pueden estar
suscritos a las mismas sin consentimiento expreso del tutor
legal.
En el estado del arte, existen numerosos trabajos sobre
deteccio´n de edad, considerando diferentes aspectos fı´sicos y
de comportamiento como puede ser rasgos faciales [1], [7],
[11], huesos [5], [20], oı´do [4], huella [24], cerebro [21], voz
[16], forma de caminar [15], lenguaje en chats [12], sen˜ales
fisiolo´gicas [19], percepcio´n del color [6] o movimientos de
partes del cuerpo [13].
Concretamente, la estimacio´n de edad a partir de rasgos
faciales es un tema abierto de investigacio´n, en el que se
esta´ poniendo un gran esfuerzo por sus aplicaciones directas
en publicidad dirigida y control de menores. Esta te´cnica
adema´s, presenta la ventaja de la transparencia al usuario, ya
que so´lo se necesita una ca´mara (fotogra´fica o de video) para
extraer la cara y estimar la edad de la persona observada. De
acuerdo a estas consideraciones, a continuacio´n se describira´n
los aspectos ma´s importantes de cada una de las referencias
bibliogra´ficas encontradas al respecto, para ası´ obtener una
visio´n general y completa del estado de la te´cnica actual.
Debido a que la utilizacio´n de bases de datos pu´blicas es
de gran intere´s para nuestra investigacio´n, en todos aquellos
trabajos que se hayan desarrollado con una base de datos
pu´blica, e´sta se citara´ explı´citamente. En caso de no co-
mentarse, implicara´ que la base de datos utilizada en dicho
trabajo es privada. Ası´ pues, en [1] se presenta un trabajo
del que se deriva que partir de la cara se puede estimar la
edad de las personas. De hecho, este artı´culo estudia mediante
encuestas a usuarios si son capaces de averiguar la edad de
personas en fotografı´as, simplemente observando sus caras.
Este estudio considera adema´s distintas razas, obteniendo
distintos resultados para cada una de ellas.
Basados en clasificadores cuadra´ticos considerando regre-
sio´n mu´ltiple, se encuentran los trabajos en [8], [7] donde
se derivan patrones de edad que pueden ser obtenidos de
un algoritmo de aprendizaje y visualizados como variedades
(“manifold”). A trave´s del me´todo de variedades, la redundan-
1Reglamento de Desarrollo de la Ley Orga´nica 15/1999, de 13 de diciembre,
de Proteccio´n de Datos de Cara´cter Personal, artı´culo 13.
cia en los patrones de edad se puede disminuir, reduciendo a su
vez la dimensionalidad del espacio de caracterı´sticas de edad.
A partir de este subespacio, un procedimiento de regresio´n
lineal mu´ltiple, especialmente con funciones cuadra´ticas puede
facilitar la representacio´n del subespacio utilizado para la
estimacio´n de edad. Este trabajo presenta resultados de error
en torno a 5-6 an˜os analizando la base de datos UIUC-IFP. En
[11] se propone un sistema de regresio´n localmente ajustada
(LARR) para el aprendizaje y la prediccio´n de las edades,
basadas en Ma´quinas de Vector Soporte (SVM) y Vector
Regresio´n (SVR). Este algoritmo se ha probado con las bases
de datos UIUC-IFP con un error de 5.25 y 5.30 an˜os para
mujeres y hombres, respectivamente y con la base de datos
FG-NET con un error de 5.07 an˜os.
En base a este estado del arte, este trabajo pretende evaluar
la posibilidad de detectar el rango de edad al que una persona
pertenece, considerando sus rasgos faciales extraı´dos a partir
de una imagen. Primeramente, se evaluara´ la capacidad del
clasificador propuesto (basado en SVMs lineales) para dis-
tinguir entre diferentes rangos de edad, y posteriormente se
orientara´ a la deteccio´n de aquellos rangos ma´s u´tiles en redes
sociales: mayorı´a de edad (18 an˜os) y edad para acceder a las
redes sociales sin necesidad del consentimiento paterno (14-
15 an˜os). Sera´ la capacidad del clasificador en asociar la edad
de individuos dentro de estos dos intervalos lo que indicara´ su
viabilidad para aplicaciones en redes sociales para control de
edad.
El trabajo se desarrolla en las siguientes secciones: En la
Seccio´n II, se define el concepto de rango de edad. La Seccio´n
III presenta las bases de datos y el preprocesamiento realizado
en este trabajo para cada imagen. Despue´s, en la Seccio´n IV
se presenta la metodologı´a y la evaluacio´n. Por u´ltimo, en la
Seccio´n V, se proporcionan los resultados, terminando con las
conclusiones y el trabajo futuro (Seccio´n VI).
II. DEFINICIO´N Y SELECCIO´N DE RANGOS DE EDAD
Dentro de los para´metros a tener en cuenta, se encuentra
la divisio´n de los rangos de edad, y la definicio´n de los
conjuntos que aglutina cada rango. Primeramente, se define
un rango de edad como un intervalo de edad con usuarios
con caracterı´sticas similares entre ellos. Es decir, el rango
de edad (en adelante, RE) entre los 20 y los 30 an˜os, posee
caracterı´sticas diferentes que el rango de edad entre los 10-14
an˜os, por ejemplo. La eleccio´n del nu´mero de rangos de edad
en los que se divide todas las edades posibles, y el nu´mero de
an˜os que aglutina cada RE es clave en el e´xito de la deteccio´n
de edad. Segu´n trabajos previos en el estado del arte [8], [7],
[11], la asociacio´n de edad exacta en base a rasgos faciales
es difı´cil, complicada, imprecisa y puede no ser u´til desde el
punto de vista de la proteccio´n de menores en redes sociales.
Lo importante es detectar a que´ rango de edad pertenece una
persona, para saber si es mayor de edad, adolescente o adulto.
Los rangos propuestos que mejor resultado ofrecen (tal y como
se vera´ posteriormente) son aquellos donde:
El nu´mero de intervalos/rangos de edad es pequen˜o,
normalmente 2 o´ 3 como mucho.
Cada rango de edad se corresponde con las etapas
naturales de crecimiento de los individuos, es decir,
crecimiento, adolescencia, mayorı´a de edad, y madurez.
Cualquier variacio´n de estos intervalos se justifica para
proporcionar ma´s validez al estudio estadı´stico (muchas veces
hay rangos de edad que poseen pocas muestras, y por lo tanto
se requiere una reordenacio´n de los criterios de eleccio´n de los
intervalos). Adema´s, se pondra´ en el estudio especial e´nfasis
a los rangos de edad para proteccio´n de menores.
III. BASE DE DATOS Y PREPROCESAMIENTO
En el estado del arte existen numerosas bases de datos con
ima´genes de caras e informacio´n de edad asociada, como por
ejemplo: Productive Aging Lab Face (PAL) [17], [3], Images
of Groups Dataset [9], [3], FERET [18], [2], MORPH [10],
[23] o FG-NET Aging database [10]. Es precisamente esta
base de datos FG-NET la que se empleara´ en la evaluacio´n
del me´todo propuesto: contiene un total de 1002 ima´genes de
un total de 82 sujetos diferentes de orı´gen cauca´sico. Estas
ima´genes corresponden a caras frontales, y cada un mismo
sujeto posee fotos con diferentes edades.
Las ima´genes de esta base de datos son preprocesadas:
reescaladas hasta un taman˜o de 25x23 pı´xeles, filtradas me-
diante una ecualizacio´n de histograma para ganar cierta in-
dependencia con respecto a los cambios de iluminacio´n [2].
Sin embargo, en este caso, no se utilizara´ ninguna ma´scara
para filtrar el fondo, sino que las caras sera´n manualmente
recortadas quedando u´nicamente aislada la zona de la cara.
Finalmente, todas las ima´genes son convertidas a escala de
grises, pues algunas de las ima´genes son en color.
Figura 1. Ejemplos de la base de datos FG−NET, mostrando u´nicamente
el resultado del recorte manual realizado en este trabajo. Se puede apreciar
fa´cilmente co´mo la base de datos recoge diferentes grados de iluminacio´n,
diferentes condiciones de adquisicio´n, diferentes edades ası´ como el uso de
gafas o bigotes.
IV. METODOLOGI´A Y EVALUACIO´N
El propo´sito de esta seccio´n es describir el me´todo utilizado
para asociar un determinado rango de edad a un individuo en
base a sus rasgos faciales.
Para ello, se definen los pares {(xi, li)}Mi=1 donde el vector
xi se corresponde con un vector columna de dimensiones (p×
q)×1 correspondiente a las ima´genes de taman˜o p×q pı´xeles,
y donde li se corresponde con la etiqueta de edad asociada a
dicha imagen, existiendo un total de M ima´genes.
El trabajo realizado propone el uso de dos posibles enfoques
y un u´nico clasificador:
Un primer enfoque donde la imagen (de taman˜o p×q) es
convertida a un vector de una u´nica dimensio´n y utilizado
para entrenamiento o testeo sin realizacio´n de ninguna
operacio´n de reduccio´n de componentes sobre e´l.
El segundo enfoque hace uso del Ana´lisis de Componen-
tes Principales (PCA) para reducir el taman˜o del vector
xi. Este enfoque ha sido utilizado en la literatura con
anterioridad con bastante e´xito (no so´lo en la deteccio´n
de edad en cara [3], [2], sino tambie´n en la literatura
de reconocimiento facial [25], justificando su uso en este
trabajo propuesto.
El clasificador utilizado estara´ basado en SVMs (Support
Vector Machines) con nu´cleo lineal, cuyos resultados son los
que experimentalmente mejores tasas han ofrecido en compa-
racio´n con otras consideradas como polinomiales o RBF [22],
[14], y proporcionan un equilibrio adecuado entre complejidad
y precisio´n en clasificacio´n. Por intentar ser concisos, en este
trabajo u´nicamente se presentan los resultados obtenidos con
SVMs lineales.
Dentro del me´todo presentado existen varios para´metros
que sera´n de intere´s para la posterior evaluacio´n. Este trabajo
u´nicamente se centrara´ en el estudio de dos para´metros:
rangos y nu´mero de ima´genes de entrenamiento por rango.
La variacio´n del rango reside en la variacio´n de las edades
umbrales para agrupar todas las posibles edades en diferentes
segmentos. Por ejemplo, las edades podrı´an dividirse en tres
grupos con edades umbrales de 15 y 30 an˜os, lo que significa
que habra´ tres grupos: Uno con edades comprendidas entre 0 y
15 an˜os, otra entre 15 y 30 an˜os, y la otra entre 30 y el ma´ximo
valor de edad contenido en la base de datos. La seleccio´n de
estas edades umbrales, y por lo tanto de los grupos de edad
propuestos sera´n clave para el e´xito del clasificador, como se
vera´ posteriormente.
El nu´mero de ima´genes de entrenamiento por rango hace
referencia al nu´mero de fotografı´as asociadas a un mismo
rango de edad para entrenar el clasificador. Se buscara´ siempre
que este nu´mero de ima´genes este´ equilibrado para todos los
rangos de edad considerados en cada evaluacio´n.
V. RESULTADOS
La precisio´n que tiene un clasificador se mide en funcio´n
del nu´mero de aciertos que realiza, en funcio´n del nu´mero
de muestras de testeo que se llevan a cabo. Sin embargo, un
sistema que acierte siempre, puede por el contrario, asignar
gran cantidad de falsos positivos, y viceversa, un clasificador
estricto que minimice esos falsos positivos puede llegar a
aumentar el nu´mero de falsos negativos. Es por ello que la
evaluacio´n de un clasificador debera´ de considerar todos los
aspectos anteriores, y proporcionar una medida que evalu´e si-
multa´neamente la capacidad de discernir a que´ clase pertenece
cada dato. Para eso utilizamos tres criterios:
Factor F (F -measure), que es la media armo´nica en-
tre Precision (P ) y Recall (R). Las relaciones quedan
Rangos F Spe. Sen.
x ≤ 15 .58 .76 .48
15 ≤ x ≤ 30 .17 .86 .12
30 ≤ x ≤ 40 .14 .92 .17
x ≥ 40 .09 .73 .26
Tabla I
RESULTADOS OBTENIDOS UTILIZANDO LA IMAGEN ORIGINAL DE TAMAN˜O
25X23, CON 10 IMA´GENES POR ENTRENAMIENTO, Y CUATRO INTERVALOS
DE RANGOS: MENORES DE 15, ENTRE 15 Y 30, ENTRE 30 Y 40 Y
MAYORES DE 40. ESTA TABLA REPRESENTA LOS UMBRALES DE LOS
RANGOS UTILIZADOS (RANGOS), EL FACTOR F (F), LOS VALORES DE
SPECIFICITY (SPEC.) Y SENSITIVITY (SEN.).











donde TP significa True Positive (asociar correctamente
el rango de edad a una persona); FP , False Positive
(asociar una persona con un rango de edad determinado
a otro rango de edad); y FN , False Negative (asociar un
rango de edad a una persona inadecuada).
Sensitivity, que es la capacidad de un clasificador para





Specificity, que es la capacidad de nuestro clasificador
para indicar que una persona con una edad fuera de un





Se buscara´ aque´l clasificador y conjunto de rango de edades
que mejor tasa de error ofrezca en los tres aspectos: Factor F,
Sensitivity y Specificity. Hay que tener en cuenta que una
mejor tasa de error implica que los tres factores anteriores
esta´n cercanos a uno.
En base a estos criterios, se presentan las Tablas I, II y
III. De ellas se puede concluir que la divisio´n en nu´meros
de rangos amplios conduce a un degradado de la capacidad
de clasificacio´n. De hecho, la capacidad para distinguir entre
rangos de edades donde las diferencias a priori son pequen˜as,
producen errores en clasificacio´n, como son los intervalos
entre 30 y 40 an˜os, o entre 20 y 30. Sin embargo, cuando se
seleccionan intervalos que distingan claros cambios fisiolo´gi-
cos, como pueden ser edades hasta los 15 an˜os, los resultados
obtenidos son buenos. Todas estas tablas se han obtenido con
10 ima´genes por intervalo.
La notacio´n x ≤ th, donde th es un umbral, trata de indicar
con que´ edades se ha entrenado el clasificador.
Rangos F Spe. Sen.
x ≤ 10 .44 .83 .35
10 ≤ x ≤ 20 .21 .82 .21
20 ≤ x ≤ 30 .23 .82 .23
30 ≤ x ≤ 40 .19 .85 .19
x ≥ 40 .13 .94 .13
Tabla II
RESULTADOS OBTENIDOS UTILIZANDO LA IMAGEN ORIGINAL DE TAMAN˜O
25X23, CON 10 IMA´GENES POR ENTRENAMIENTO, Y CINCO INTERVALOS
DE RANGOS: MENORES DE 10, ENTRE 10 Y 20, ENTRE 20 Y 30, ENTRE 30
Y 40 Y MAYORES DE 40. ESTA TABLA REPRESENTA LOS UMBRALES DE
LOS RANGOS UTILIZADOS (RANGOS), EL FACTOR F (F), LOS VALORES DE
SPECIFICITY (SPEC.) Y SENSITIVITY (SEN.).
Rangos F Spe. Sen.
x ≤ 5 .26 .83 .23
5 ≤ x ≤ 10 .19 .87 .16
10 ≤ x ≤ 15 .20 .77 .24
x ≥ 15 .57 .80 .50
Tabla III
RESULTADOS OBTENIDOS UTILIZANDO LA IMAGEN ORIGINAL DE TAMAN˜O
25X23, CON 10 IMA´GENES POR ENTRENAMIENTO, Y CUATRO INTERVALOS
DE RANGOS: MENORES DE 5, ENTRE 5 Y 10, ENTRE 10 Y 15 Y MAYORES
DE 15. ESTA TABLA REPRESENTA LOS UMBRALES DE LOS RANGOS
UTILIZADOS (RANGOS), EL FACTOR F (F), LOS VALORES DE SPECIFICITY
(SPEC.) Y SENSITIVITY (SEN.).
Es por ello que parece sensato, tanto a nivel de aplicacio´n
como a nivel de clasificacio´n, buscar u´nicamente dos inter-
valos, o lo que es lo mismo, un u´nico umbral. Este umbral
se debera´ escoger de tal manera que agrupe a ambos lados,
grupos de usuarios con claros rasgos distinguidos en base a
la edad. En este trabajo, se presentan dos posibles umbrales:
15 y 18 an˜os, por hacer distincio´n entre la mayorı´a de edad
legal (18 an˜os) y la mayorı´a de edad fisiolo´gica, asumiendo
que a partir de los 15 an˜os un individuo ha sufrido los cambios
faciales ma´s importantes.
Adema´s, estos rangos son importantes para el objetivo de
la proteccio´n de menores, pues coinciden con los umbrales de
mayorı´a de edad y la edad permitida para acceder a las redes
sociales sin necesidad de consentimiento paterno.
Por lo tanto, en la Tabla IV se presentan los resultados para
ambos umbrales, en funcio´n del nu´mero de ima´genes para
entrenar cada rango. Es importante destacar, que a medida
que el nu´mero de muestras de entrenamiento por intervalo
aumenta (hasta 100 ima´genes), la capacidad de clasificacio´n
se incrementa hasta alcanzar valores con F = 80%. Un
incremento del nu´mero de ima´genes por encima de 100 no
contribuye con un aumento de la capacidad de clasificacio´n.
Tambie´n hay que tener en cuenta, que el nu´mero de ima´genes
para entrenar no serı´a un factor limitante, pues el nu´mero de
fotos en las redes sociales es pra´cticamente ilimitado, siempre
que se asuma que esta´n correctamente etiquetadas.
Por otro lado, la Tabla IV presenta adema´s los resultados
obtenidos al aplicar PCA, antes de la clasificacio´n. Como se
puede apreciar, los resultados obtenidos con PCA no mejoran
los obtenidos al utilizar las ima´genes originales, al contrario
de lo que otros autores sugieren [3], [2]. Esto puede ser debido
Natural PCA
nIma´g. Rangos F Spe. Sen. F Spe. Sen.
10 x ≤ 15 .75 .60 .78 .63 .66 .57
x ≤ 18 .76 .54 .83 .57 .64 .47
50 x ≤ 15 .77 .57 .82 .70 .65 .67
x ≤ 18 .79 .53 .78 .77 .68 .71
100 x ≤ 15 .76 .54 .82 .73 .67 .71
x ≤ 18 .80 .64 .76 .76 .68 .69
150 x ≤ 15 .74 .65 .72 .64 .53 .78
x ≤ 18 .80 .69 .73 .71 .58 .60
Tabla IV
COMPARACIO´N DE LAS DOS ESTRATEGIAS PROPUESTAS UTILIZANDO DOS
RANGOS POSIBLES: MAYORES Y MENORES DE 15; MAYORES Y MENORES
DE 18. SE PUEDE OBSERVAR CO´MO LA PRECISIO´N DEL CLASIFICADOR
AUMENTA A MEDIDA QUE EL NU´MERO DE IMA´GENES DE ENTRENAMIENTO
TAMBIE´N AUMENTA. ESTA TABLA REPRESENTA EL NU´MERO DE IMA´GENES
POR INTERVALO (NIMA´G), LOS UMBRALES DE LOS RANGOS UTILIZADOS
(RANGOS), EL FACTOR F (F), LOS VALORES DE SPECIFICITY (SPEC.) Y
SENSITIVITY (SEN.).
a que el clasificador utilizado es diferente (SVM lineales en
este caso), o bien que la filosofı´a empleada con los rangos
(completamente diferente a la de los artı´culos [3], [2] donde
buscan la edad exacta) pudiera hacer que el uso de PCA
disminuyera la precisio´n del clasificador.
VI. CONCLUSIONES
La deteccio´n de edad mediante rasgos faciales es un tema
de gran aplicacio´n en redes sociales, donde la proteccio´n
de menores, y el asegurar que no existen suplantaciones
de identidad de adultos por menores esta´n recibiendo gran
atencio´n actualmente.
En este trabajo se ha presentado un me´todo para detectar
un rango de edad en funcio´n de rasgos faciales, considerando
una fotografı´a de un determinado individuo. Este me´todo ha
contemplado el uso de SVMs lineales para la clasificacio´n de
caracterı´sticas faciales. Adema´s, para estas caracterı´sticas, se
han propuesto dos filosofı´as: utilizar la imagen preprocesada
manualmente, seleccionando la regio´n de intere´s, y compararlo
con el empleo de PCA sobre esta misma imagen.
Adema´s, se han considerado dos para´metros a variar: el
nu´mero de ima´genes para entrenar cada intervalo, y el nu´mero
de rangos de edad.
Los resultados sugieren que en este aspecto, un menor
nu´mero de intervalos conduce a mejores resultados. Si estos
intervalos coinciden con edades umbrales como 15 y 18 an˜os,
los resultados mejoran sustancialmente, ası´ como con el incre-
mento del nu´mero de ima´genes para entrenar los clasificadores.
Por lo tanto, se puede decir que tanto los rangos de edad
utilizados como los resultados obtenidos, podrı´an permitir una
distincio´n entre adultos y menores, evitando problemas de
suplantacio´n de identidad. Esto serı´a de gran utilidad para la
proteccio´n de menores en redes sociales.
Como trabajo futuro se considerara´ el uso de wavelets
para extraer caracterı´sticas faciales, y el empleo de otros
clasificadores, y su aplicacio´n a otras bases de datos.
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