This article presents a method for finding the critical probability pc for the Bernoulli bond percolation on graphs with the so called tree-like structure. Such graphs can be decomposed into a tree of pieces which have finitely many isomorphism classes. This class of graphs includes the Cayley graphs of amalgamated products, HNN extensions or general groups acting on trees. It also includes all transitive graphs with more than one end.
Introduction
We will use the notation G = (V, E) for a graph with the vertex set V and the edge set E. All graphs are assumed to be locally finite (vertices have finite degrees) and transitive (for any two vertices there exists an automorphism of G mapping one to the other). We fix one vertex of the graph and call it the origin.
For every p ∈ (0, 1), the Bernoulli bond percolation on G is a product probability measure P p on the space Ω = {0, 1}
E , the subsets of the edge set E. The product measure is defined via P p (ω(e) = 1) = p for all e ∈ E. The σ-algebra of P p -measurable sets does not depend on p. We denote the σ-algebra by Σ and the expected value by E p .
For any realization ω ∈ Ω, open edges form a random subgraph of G. The Percolation function is defined to be the probability that the origin is contained in an infinite cluster. The behavior of the percolation model depends strongly on the value of probability p. There is a critical value p c of the probability p such that for 0 ≤ p < p c all clusters are finite, and if p c < p ≤ 1 there is an infinite cluster P p -almost surely.
Explicit values of p c have been known only for some special cases. In particular, for lattices in R 2 the value of p c is obtained using dual graphs (for R d with d ≥ 3 the values of p c are not known). For square lattice, Kesten ([5] ) proved p c = 1/2, for triangular lattice p c = 2 sin(π/18), and for hexagonal lattice p c = 1 − 2 sin(π/18) (see Grimmett [4] ). Ziff and Scullard [9] found p c for a larger class of lattices in R 2 (they considered graphs which can be decomposed onto certain self-dual arrangement). The value of critical probability is also known for trees (p c = 1/branching number) and virtually cyclic groups, where p c = 1. As far as we know these are the only known graphs where p c for the bond percolation has been computed exactly.
If we change the generating set of a group, the graph changes dramatically, and there have been no examples of groups (except virtually cyclic) where p c was known for all generating sets. It is expected that many properties of percolation (behavior at the critical value) are invariant with respect to changing the generating set, so it is important to know how p c depends on the generating set of a group.
In this article we study the critical probability p c for a class of graphs which admit the so called tree-like structure. Roughly speaking such a graph can be decomposed into a rooted tree of edge-disjoint pieces which intersect by the so called border sets, which are cut sets of the graph. We always assume that there are finitely many isometry classes of pieces. This class of graphs includes, for example, all transitive graphs with more than one end, Cayley graphs of amalgamated products and HNN extensions (for example Z 3 is HNN extension < a, b, t|ab = ba, a t = a, b t = b >, SL 2 (Z) = Z 4 * Z2 Z 6 , surface groups). In the case of amalgamated product the pieces correspond to the Cayley graphs of factor groups and the border sets consist of vertices from cosets of the amalgamated subgroup. The precise definition of the tree-like structure is contained in Section 2.
Consider a realization of the percolation on a graph G with a tree-like structure. For each piece P i , which is not a root, let B i be the border set which is the intersection of P i with its parent in the tree.
Since B i is a cut set, we can define an equivalence relation on it, by saying that two vertices of B i are equivalent if they are connected by an open path inside the union of all pieces, which are not descendants of P i . The data consisting of the equivalence relation and the distinguished equivalence 1 Introduction class connected to the origin is called the color of the piece P i . If no vertex of the border set is connected to the origin we say that this piece has white color. Since the p c of the whole graph does not exceed the p c of any subgraph, we can assume that the probability p is smaller than the minimum of all p c 's of pieces. Then it is easy to see that the percolation process dies if and only if the tree of non-white pieces is finite. The fact that the pieces form a tree suggests using a branching process with individuals corresponding to the colored pieces, such that the distribution of children is induced by the percolation process. Unfortunately the color of a piece depends not only on the color of its parent (as required for branching process), but also on the colors of the siblings and their descendants.
Nevertheless we define a different distribution on the colors of the children, and we obtain a branching process which has finite population size if and only if the expected size of the percolation cluster is finite. The next statement is the main result of the paper. Theorem 1.1. Assume the graph G has a tree-like structure.
(i) For a percolation with parameter p there exist a branching process on the tree of pieces, such that the expected size of its population is finite if and only if the expected size of the percolation cluster at the origin is finite.
(ii) If all the border sets are finite, then the branching process has finitely many types, and the first moment matrix is of finite size. In this case p c is the smallest value of p such that the spectral radius of the first moment matrix is 1.
(
ii) If in addition the pieces are finite, then the entries of the first moment matrix are algebraic functions in p. Therefore p c is algebraic. There exists an algorithm that given the pieces and their border sets computes a finite extension K of the field Q(p) and an algebraic function f in K such that p c is the smallest positive root of f .
The theorem is proved in Section 4. We list here two corollaries of Theorem 1.1. The first one is already proved in [6] by the author using different method. The second corollary answers a question of M. Sapir. Both corollaries are proved in Section 5. Note that in the case of free products the border sets consist of one vertex and so the branching process has just one type of individuals. It is in fact also a special case of Theorem 1.4 below.
We explicitly compute the critical probabilities of several Cayley graphs. In particular we prove the following.
is an algebraic number that is equal to .43 . . .
The general case of Cayley graphs of amalgamated products and HNN extensions is covered by the following theorem. Consider a group G acting on a simplicial tree T . The standard generating set of the group G is any generating set consisting of elements in the vertex stabilizers and free letters. It follows from the Structure theorems of Bass-Serre theory (see for example [8] or [2] ) that the group G is the fundamental group of a graph of groups (see Section 6.3). Theorem 1.4. Let G be a group acting on a simplicial tree and let G be its Cayley graph with respect to a standard generating set. Then G has a tree-like structure whose pieces correspond to the Cayley graphs of the vertex stabilizers and border sets correspond to the edge stabilizers.
In the last section of the paper, we prove that every transitive graph with more than one end has a tree-like structure with finite border sets. This can be applied to, say, Cayley graphs of free groups with arbitrary finite generating sets. Moreover, the pieces obtained from the general construction are finite in this case, and are explicitly described in Section 7.2. This theorem is proved in Section 6.5. This gives the first example of a class of Cayley graphs closed under quasi-isometry where we can algorithmically find the value of p c for every graph in the class (besides the graphs with 0 and 2 ends where p c = 1).
Graphs with tree-like structure
In what follows all graphs are supposed to be transitive, locally finite, connected and infinite (e.g. Cayley graphs of finitely generated groups). By V (G) (resp. E(G)) we denote the set of vertices (resp. edges) of a graph G.
The definition
Now we are going to define a tree-like structure of a graph. Definition 2.1. A tree-like structure on a graph G is a triple (P, J, γ), where P consists of pairs of nonempty subgraphs (P i , B i ) of G, i ∈ I (P i are called the pieces, B i are called the border sets), J is a finite subset of I, γ is a model map from I to J, and the following conditions are satisfied.
(1) For every i ∈ I, P i is a subgraph of G and B i ⊆ V (P i ).
(2) For every i = j, E(P i ) ∩ E(P j ) = ∅ and i∈I E(P i ) = E(G).
(3) There is a partial order on the pieces with maximal element P 0 , and graphical representation by a tree with a root P 0 . Moreover, if P i is a child of P j , then
Denote by U (P i ) the union of the pieces in the descendant subtree of P i (P i including), for all i ∈ I.
(5) For every i ∈ I, there exists an isometry between U (P i ) and U (P γ(i) ) taking pieces to pieces and border sets to border sets, respecting the order on the pieces.
We say that there is a finite number of isometry classes of pairs (P i , B i )'s. And for j ∈ J the pieces P j are called the model pieces.
If there is a piece P i with no edges, then it consists only of vertices and we can remove such a piece and change the tree-like structure accordingly, therefore we will assume that each P i contains at least one edge. Clearly the tree-like structure can be degenerated in the sense that the whole graph is just one piece or the number of pieces is finite. In what follows we will always assume that it is non-degenerated, that is, the number of pieces is infinite. In all cases considered in this paper, the pieces have at most finitely many components (it simplifies the computations).
For every i ∈ I, denote by Λ i ⊂ I the set of indices of children of P i (given by part (3) of Definition 2.1). Now we will present several basic properties of the tree-like structure.
Lemma 2.2. For every i, the set U (P i ) is covered by P i and the collection of U (P λ ) for λ ∈ Λ i . Moreover, pairwise intersections of U (P λ )'s for λ ∈ Λ i consist only of vertices of P i .
Proof. By property (2) each edge is included in exactly one piece and therefore if P k ⊂ U (P λ1 ), then P k ⊂ U (P λ2 ), provided λ 2 = λ 1 . Therefore by property (4) the intersection U (P λ1 ) ∩ U (P λ2 ) is included in B λ1 ∩ B λ2 . Since each B λ ⊂ P i by property (3), the claim follows. Lemma 2.3. Every border set (except possibly B 0 , the border set of the root) is a vertex cut set of graph G. In particular, let a subgraph
is indeed a cut set. By property (4) for any P k ⊂ U (P i ) c we have P k ∩ U (P i ) ⊂ B i so the claim follows.
Changing the generating set
The following lemmas apply to the Cayley graphs of groups. In that case the group itself acts on its Cayley graph (by multiplication from the right) and so it is a subgroup of the automorphism group Aut(G). If the isometries of part (5) of Definition 2.1 are (almost) in the group G, we can make the generating set smaller or slightly bigger and still obtain a tree-like structure. Proof. If we restrict the isometries in part (5) of Definition 2.1 from H to G ∩ H, we will increase the number of isometry classes by finitely many because G ∩ H has finite index in H. Thus we can assume that H ⊂ G.
The graph G ′ is obtained from G by removing edges with labels in S \ S ′ . The pieces P ′ i of the tree-like structure on G ′ are obtained in the same way (just by removing edges with labels in S \ S ′ ). Let us verify the conditions of Definition 2.1 Every edge belongs to exactly one piece, thus property (2) follows. Conditions (1),(3),(4) depend only on vertices of pieces. Since vertices do not change, these conditions are satisfied.
It remains to show property (5) . Since the isometries between U (P i )'s in G are given by elements in G, they are also isometries of U (P Proof. Again we can assume that H ⊂ G. If we prove the claim for S ′′ = S ∪ S ′ , then for S ′ it follows from Lemma 2.4. Therefore we can assume that S ⊂ S ′ . The graph G ′ is obtained from G by adding edges labeled by elements in S ′ \ S. In the tree-like structure, we add each new edge to the oldest (i.e. the maximal in the partial order) piece P i containing both its endpoints. Such a piece exists by assumption ( * ). Suppose that there are two such oldest pieces P i and P j containing end points of an edge e. Then none of them is a descendant of the other and their intersection is in B i ∪ B j by condition (4) . Therefore e should be added to their predecessor, which is older than both of them. Therefore there is a unique such oldest piece for each edge. This implies property (2) . Conditions (1),(3),(4) now depend only on vertices of pieces, which have not been changed. Therefore these conditions hold as in the tree-like structure on G.
It remains to prove property (5) . Consider an isometry from property (5) of the graph G. Let h ∈ H ⊂ G such that U (P i ) = hU (P j ), and h takes pieces to pieces and border sets to border sets (we can assume i, j = 0). We will show that the descendant trees of the modified pieces P ′ i and P ′ j in G ′ can be mapped by the same isometry h, and it takes the modified pieces to pieces and border sets to border sets as well. The vertices of pieces have not been changed so a problem can arise only for edges. By contradiction, assume that U (P
There exists an edge e in P 
Define the partial order on the pieces P 
is not a descendant of P ′ j and i = j. Then P i is not a descendant of P j and no child of P i is a descendant of P j (it can be P j itself). Therefore using property (4) of the original tree-like structure we see that P ′ i ∩ U (P j ) ⊂ P j . Since the intersection contains only vertices (by (2)), we can write
(5) Assume that there exists an isometry from property (5) between U (P i ) and U (P j ) such that the pieces and border sets are respected. The modification of the piece P i into P ′ i uses the children of P i which are preserved by the isometry. Thus the modified pieces and their border sets are also preserved by such isometry between U (P ′ i ) and U (P ′ j ). Thus there are finitely many isometry classes.
Partitions of the border sets
Consider a graph G with a tree-like structure as above and take a realization ω ∈ Ω of a percolation process on G. Some pairs of vertices of the border set B 0 can be connected by open paths in G. In this way the realization determines a partition of the set B 0 : two vertices are in the same class of the partition if they are connected by an open path in G. The percolation process induces a probability measure on the set of all partitions of B 0 . Similarly we obtain a partition of each B j by looking at the open paths in the subgraph U (P j ). We call this a descendant partition of the border set B j . In this section, we will use the decomposition into pieces to find the measure on the set of descendant partitions of border sets using recurrent relations.
Let Z (i) be the set of all partitions of the border set B i , which can be induced by the percolation. Let q i : Ω → Z (i) be a map assigning to each realization ω ∈ Ω the partition on the border set B i . We consider only partitions induced by percolation and thus the map q i is surjective. The measure on Z (i) is a pullback of the percolation measure P p by q i . Thus A ⊂ Z (i) is measurable if and only if q
For simplicity we use the same notation P p for the probability measure on partitions and denote the σ-algebra of measurable sets of partitions by Z (i) . Note that if the border set B i is finite, then Z (i) equals the power set of Z (i) . For every finite subset F of B i and every partition z i of B i , denote by z (i) (F ) the set of all partitions which coincides with z (i) on F . These sets are obviously in Z (i) . If the subgraphs U (P i ) and U (P j ) are isometric (by an isometry from part (5) of the definition), then the σ-algebras of partitions Z (i) and Z (j) are isomorphic and the measures induced by the same percolation process is preserved. Proof. Indeed using property (2) of Definition 2.1 and Lemma 2.2 we see that every edge of an open path connecting two vertices of B i in U (P i ) is in exactly one of the following graphs: P i or U (P λ ), λ ∈ Λ i . We can split the path into several segments, each of them being in some U (P λ ) or P i . A segment in U (P λ ) starts at some point of B λ and ends at some other point of B λ . Therefore the existence of the open segment is determined by the partition on B λ . Thus in order to decide whether there is an open path connecting certain vertices in B i it is sufficient to know the states of edges in P i and the partitions of B λ , λ ∈ Λ i .
For every measurable set A ∈ Z (i) and every vector ζ ∈ λ∈Λi Z (λ) of partitions on B λ 's, λ ∈ Λ i , we denote the conditional probability of A provided ζ by P p (A|ζ). Denote by µ
p the product measure on λ∈Λi Z (λ) such that the measure on each Z (λ) is given by P p . Then we can write:
Note that since for pieces of the same isometry class we have isomorphic σ-algebras of the set of partitions and measures on them, we can consider only one such equation for each model border set (of index in finite set J from the definition).
This defines an operator on the space of all measures on the direct product of Z (i) 's. More precisely let X j be a space of the probability measures on Z (j) with the σ-algebra Z (j) . In fact
x the product measure on λ∈Λj Z (λ) such that the
For any p ∈ (0, 1) the measure on Z (j) , j ∈ J induced by the percolation is a fixed point of this operator Ψ p .
If the pieces are finite, then the equations (1) form a finite system of polynomial equations in the unknown variables P p (z (j) ). The probabilities of partitions are important for evaluating the first moment matrix of the branching process defined in the next Section 4.5.
We can endow each Z (j) with a topology generated by the cylindrical sets z (j) (F ). This topological space is second countable and Hausdorff. Moreover, the space is compact since each sequence has an accumulation point. (Indeed let F i , i = 1, . . . be an increasing sequence of finite subsets of B j , and F i = B j . We find an accumulated point of a sequence x k by considering a partition which agrees on F i with infinitely many x k 's, and let i go to infinity.)
The space X of the probability measures on a compact metric space is a convex compact metric space in the weak* topology induced by continuous functions (follows from the Riesz representation theorem). Then a continuous operator on X has a fixed point. The set of its fixed points is closed and since the operator Ψ p is linear, the set is also convex. The operator Ψ p acts linearly on the space of measures and has norm at most one because it preserves the subset of probability measures. Therefore the set of its fixed points is convex, compact.
Branching processes 4.1 Preliminaries
Recall that a multi-type branching process is a Markov process that models a population in which each individual in generation n produces some random number of offspring of the various types in generation n + 1, according to a fixed probability distribution that depends only on the type of the individual.
Assume S is a set of types of individuals and that a type s individual produces children according to a probability distribution p s on N 
where ξ Let e s ∈ N S 0 be a vector with 1 at the position s ∈ S and zeros at other positions. Let M n (e s , B) be the expected number of individuals of the n-th generation of types in B ⊂ S. For any fixed initial e s , M n (e s , .) is a measure on S given by
The initial population can be given by any vector a in N S 0 (usually it is some e s , an atomic measure). We will give some properties of M n 's using a notation from the book of Nummelin. Assume the expected size of the first generation is bounded, we can condition on the states in the first generation and obtain:
Each M n : (S, P (S)) → R + is a kernel acting as an operatorM n on the space of measures on Y byM
The product of two kernels is defined as in the expression (5), thusM n is the n-th iterate kernel of
A branching process is called singular if each individual has exactly one offspring almost surely. M is irreducible if and only if there exist a σ-finite measure φ on S such that for all φ-positive sets B ⊂ S and s ∈ S, M n (e s , B) > 0 for some n.
If a non-singular branching process is irreducible, then the population extincts or explodes exponentially. The irreducibility condition is very important here. The branching process we will construct can be reducible in general. These prevents us from making claims about the extinction of the process in general. If we restrict ourself to the finite set of types, we can make further claims, see Section 4.5. If S is finite, then the operators M n are matrices. The expected size of the first generation, the first moment matrix M is given by
Two types r and s are said to be in the same class if an individual of type r is in the offspring of an individual of type s with positive probability and vice versa (i.e. for some n, the (r, s)
rs , is positive). Now the multi-type branching process is irreducible if all types are in the same class.
The process is positively regular if there exists n such that all elements of M n are strictly positive. If the process is irreducible but non-positively regular, then it is periodic. The period of a branching process is a number d such that the matrix M may be represented, after reordering the types of individuals, in the form
where M (i, i + 1) denotes a nonzero matrix. We will need the following result from the theory of branching processes. For the proof see Mode [7] , Theorem 7.1 on page 16 and Theorem 2.1 on page 54.
Coloring of the tree of pieces according to the percolation process
Next we will relate the percolation cluster size to the population of a multi-type branching process. The number of types will be as small as possible in order to simplify the computation at the cost that the population size will not match, only approximate the cluster size, in particular it will be finite if and only if the percolation cluster was.
Assume that there is a distinct vertex o called the origin in the border set B 0 . Each realization of a percolation gives rise to a coloring of the tree of pieces in the following way.
Consider a piece P i which is not the root. Consider a subgraph U (P i ) c of G induced by the edges E(G) \ E(U (P i )). Note that U (P i ) c and U (P i ) intersect by the border set B i , which is a cut set by Lemma 2.3. The subgraph U (P i ) c contains the origin. Vertices of the border set B i may be connected by open paths in U (P i )
c . This gives a new partition on B i and one class of the partition is connected to the origin. The color of the piece is the data consisting of the partition and the distinct origin-connected class (possibly empty). Denote all possible colors
, that is all colors which appear for some realization of percolation ω ∈ Ω. Say that a piece is white if it is of a color such that the class connected to the origin is empty. Observe that in this model the colors of pieces depend not only on the parent but on the colors of its siblings and the whole subtree of their descendants. This does not give us a branching process directly, but this last difficulty is to be overcome.
Consider the maps q
assigning each realization a color of the piece P i . We can pullback the percolation probability measure P p to Y (i) . This determines a σ-algebra
. We can identify colors of the pieces P i and P γ(i) (γ is the model map from part (5) of Definition 2.1) because the spaces Y (i) and Y (γ(i)) are isomorphic.
Lemma 4.2. For every i ∈ I and υ ∈ Λ i , U (P υ ) c is covered by P i , U (P i ) c and the collection of U (P λ ) for υ = λ ∈ Λ i . So the color of P υ is determined by the state of edges in P i , the color of P i and descendant partitions of border sets B λ for υ = λ ∈ Λ i .
Proof. The argument is identical to the one used in Lemma 2.2, and Lemma 3.1.
Note that only finite number of children will be non white if p < min{p c (P i )}, and a white piece will have all children white as well.
The complete branching process
In the previous sections we assigned to each piece P i (or its border set B i ) a descending partition and a color based on the realization of the percolation process, that is a pair (
Assume a piece P j with border set B j has descendant partition z (j) and color y (j) . The descendant partitions and colors of pieces P λ , λ ∈ Λ j , the offspring pieces of P j , are random variables taking values in
. Denote by (ζ, η) the vector of these random variables, with values in
. Let Q be a random variable representing all the colors and descending partitions of pieces in U (P j ) c .
Lemma 4.3. We claim that the distribution of the descendant partitions and colors of the offspring pieces depends only on the parent, in particular
for any measurable set
Proof. From Lemma 4.2 and Lemma 3.1 we have that (ζ, η) is independent of Q for a given (z (j) , y (j) ). Therefore the claim follows.
The purpose of this claim becomes clear after the following definition. Let us define a measure D(
according to the probabilities in Lemma 4.3. We identify the space Z i ×Y i with Z γ(i) ×Y γ(i) and we count the number of repetition of each (z (j) , y (j) ), j ∈ J among the offspring. This way we define a map λ∈Λj 
Definition 4.4. The complete multi-type Galton-Watson branching process induced by the percolation with parameter p on a graph with a tree-like structure is given by the following conditions. The type of an individual is given by the color and the descendant partition. The set of types is
We can represent this branching process by a tree. Clearly it will match the tree of pieces of the graph. Proof. Let us represent the coloring of the tree of pieces by a random process (X n ), where each X n ∈ N Θ 0 gives a number of pieces in the n-th generation of the tree of pieces, which has a specific color and a specific descending partition.
By Lemma 4.3 the distribution of the offspring of an individual in the n-th generation is independent of the other individuals (in generation at most n) and depends only on its type (z
). Therefore the process X n coincides with the complete branching process above.
The branching process with reduced number of types
Next we will reduce the number of types and obtain a different branching process. We will also impose an independency condition on the offspring of every individual, that is the joint distribution of the offspring D(y (j) ) will be a product measure. Nevertheless we will show that the expected population size of this reduced branching process contains enough information about p c .
Using Lemma 4.2 we can make the following observation about the coloring of the tree of pieces. We look at the piece P i and evaluate the conditional probability of a specific piece P υ having color y (υ) (resp. y (γ(υ)) ) assuming the descendant partitions of the other border sets are given by the vector ζ ∈ λ∈Λi Z (λ) . Taking an expected value of these conditional probabilities over all possible descendant partitions gives us the probability P p (y (υ) |y (i) ) of having a child piece of a given color y (υ) from a piece of color y (i) . This probabilities are the same for the piece P i as for its model piece P γ(i) , so we can write for j ∈ J
where υ ∈ Λ j and B ∈ Y (γ(υ)) , a measurable set of colors. These conditional probabilities may differ for different children υ 1 and υ 2 ∈ Λ j even if γ(υ 1 ) = γ(υ 2 ) (that is if the set of possible colors coincide).
Denote by Every individual of some color y (j) gives birth to possibly |Λ j | individuals, each of which is born and has the color assigned independently of the others. The distribution of the color y (γ(λ)) of a child indexed by λ ∈ Λ j follows the law in formula (8) .
Note that white is no longer a legitimate color. A child indexed by λ ∈ Λ j is not born in the reduced branching process with the same probability as that the corresponding piece is white in the percolation, i.e. P p (y (γ(υ)) is white|y (j) ). This is not the only difference between the reduced branching process and the coloring of the tree of pieces according to the percolation. The join distribution of the offspring of an individual is different (because of the independence), and only the first moment is the same. But the first moment is all we need. 
Theorem 1.1 (i). For a percolation with parameter p the reduced branching process on the tree of pieces has the property that the expected size of its population is finite if and only if the expected size of the percolation cluster at the origin is finite.
Proof. Note that by the result of Aizenman [1] the sub-critical phase on transitive graphs is equivalently characterized by the finiteness of the expected cluster size.
If there is infinite cluster at the origin for p, such that p < p c (P i ), then the cluster has to intersect infinitely many border sets almost surely. Therefore the number of border sets connected to the origin is finite if and only if the original cluster was. In what follows we will always assume p ≤ p c (P i ) (if P i is finite, then we set p c (P i ) = 1).
Given a realization of percolation we have introduced a coloring of the tree of pieces. The percolation cluster at the origin is infinite if and only if the non-white colored component of the tree of pieces is infinite (by the assumption that p is smaller than p c of the pieces). The expected size of the colored component is a sum of the probabilities that a piece is non-white over all pieces of the tree.
The branching process from Definition 4.6 can be naturally illustrated by a tree isomorphic to the tree of pieces. The distribution of colors of a specific individual in this branching process equals to the distribution of non-white colors of the related piece in the percolation. Therefore the expected population size of this branching process equals the expected number of non-white colored pieces in the percolation.
Therefore p < p c if and only if the related branching process has finite expected population size.
The branching process is non singular because for p < 1 (and some color y) there is no color, which appears as an only child of y almost surely (i.e. with positive probability there are less or more children with different colors). Assume the initial measure is ν : Y → R + (it can be the atomic measure from Definition 4.6 or distribution of the first generation of pieces with infinite isometry classes from Remark 4.7). Then p < p c if and only if
Note that the branching process (the related kernelM 1 resp.) can be reducible in this case. Therefore the convergence of ∞ n=0M n ν(Y) may depend strongly on the initial measure ν. But we will show that if the border sets are finite, then it actually depends only on the spectral radius of M 1 .
The case of finite border sets
If the border sets are finite, then the space of partitions is finite and so is the space of colors Y. Denote by M = [m ab ] a,b∈Y the first moment matrix of the branching process, that is the matrix of expected number of offspring of each color m ab = E p (#b|a), where
The expected number of individuals of the n-th generation is then given by the n-th power of M .
Theorem 1.1 (ii). If all the border sets are finite, then the branching process has finitely many types, and the first moment matrix is of finite size. In this case p c is the smallest value of p such that the spectral radius of the first moment matrix is 1.
Proof. Assume the graph G has a tree-like structure such that the border sets B i 's are finite. Using the already proved part (i) of Theorem 1.1 we need to decide for which p the expected population size of the constructed branching process is finite. This branching process is nonsingular for p < 1 because if a piece has more than one child, then the offspring size is bigger than one with positive probability, and if every piece has exactly one child, then it has no offspring (only white) with positive probability. The expected population size is M n applied to the initial measure. If the spectral radius is less than 1, then the sum M n is always finite. If the spectral radius is at least 1, then there exists a possible initial measure for which the expected population size is infinite (follows from the Perron-Frobenius theorem). If the process is irreducible, then it is independent of the choice of initial measure. In case M is irreducible the result follows directly from Lemma 4.1. In the other case there are several classes of types and we denote by M 1 ,. . . , M k the first moment matrices of each class. We can reorder the types in Y such that M has diagonal blocks equal to M i 's and all entries above this diagonal blocks are zero. Thus the spectral radius of M is spectral radius of some M s . There is a type (color from Y) in the s-th class such that with positive probability there is piece P i with this color (because we considered only those colors which are realized by percolation). The process starting at this P i will have infinite cluster size whenever the spectral radius of M s is at least one.
Therefore the expected size of the percolation cluster is finite whenever the maximal eigenvalue of M is less than one.
Note that det(M − 1) = 0 if 1 is an eigenvalue of M and for p = 0 all eigenvalues of M are zero. The eigenvalues depend continuously on the matrix entries, which are continuous functions of p. Therefore p c is the first positive value of p such that det(M − 1) = 0. Proof. If the pieces are finite, then the probabilities of the descending partitions, P p (z (j) ), can be found as solutions of the system of equations (1) introduced in the previous section. Let us index the partitions on B j by natural numbers 1, . . . , |Z (j) |. Denote by x j,i the probability of the i-th possible partition on the border set of model piece P j , that is x j,i = P p (z (j) i ). Then we have the following system of equations in the unknown variables x j,i .
where • k is a map which assigns partitions to the border sets B λ 's. That is k : Λ j → N |Λj | , and k(λ) ∈ {1, 2, . . . , |Z (λ) |}. We sum over all such possible functions k.
• L depends on k and it is the set of subgraphs of P j such that Γ ∈ L if and only if the partition on B j is z and the open edges of P j are given by Γ (by Lemma 3.1 these uniquely determine the partition on B j ).
• α(Γ) is the probability of Γ in the percolation, that is
The number of equations is equal to the number of variables. The degree in p of each equation (10) is equal to the number of edges in a piece and the degree in the unknown variables x j,i 's is |Λ j |, the number of the offspring of the piece P j . Denote by K the algebraic extension of Q(p) containing roots of this system of equations.
Similarly as above we can rewrite the formulas (9) as follows
where
• k and α(Γ) are defined as above, and
• L ′ depends on k and it is the set of subgraphs of P j such that Γ ∈ L ′ if and only if the color on B υ is y (γ(υ)) provided the color of the parent is y (j) , the descendant partitions on the children pieces are z Consequently the entries of the first moment matrix M , given by formula (9) , are polynomial functions in p and x j,i 's. The critical probability p c is the first positive value of p such that det(M − 1) = 0. The function det(M − 1) is an element of the field K, and p c is an algebraic number in this case.
Examples

Free products of (transitive) graphs
The free product G of transitive graphs G 1 , . . . , G n is an infinite connected graph constructed as a union of copies of G i 's such that each vertex of G belongs to exactly one copy of each G i , and every simple closed path in G is included in one copy of some G i . In particular, if G 1 = S 1 and G 2 = S 2 , a Cayley graph of G 1 * G 2 with respect to S 1 ∪ S 2 is a free product of Cayley graphs of G 1 and G 2 with respect to S 1 and S 2 respectively. Corollary 1.2. Let G be a free product of transitive graphs G 1 , . . . , G n . Denote by χ i (p) the subcritical cluster size in the i-th factor graph G i . The critical probability p c of G is a solution of
Proof. The tree-like structure is very natural in this case. The copies of factor graphs G 1 , . . . , G n are pieces (thus J = {1, . . . , n}) and each vertex is in fact a border set.
The partitions of border sets are trivial (the spaces of partitions has size 1) in this case. For the coloring we need only two colors
2 is white, then Y = {y p (a ↔ b) the probability that a and b are connected in G i . Denote by χ i (p) the expected cluster size in G i . Now we are ready to compute the matrix M = (m ij ).
In order to find for which p the spectral radius of M equals 1 we solve the equation det(M −1) = 0 by Theorem 1.1 (iii). The determinant is computed as follows (we subtract the first column from all the others and then expand the determinant along the first row):
Therefore p c is a smallest positive solution of
SL 2 (Z)
The easiest example of a Cayley graph with a tree-like structure, which is not a free product, is SL 2 (Z). It is the amalgamated product Z 4 * Z2 Z 6 with standard generating set {a, b} so that Z 4 = a and Z 6 = b . We can illustrate the general method here because the required computations (for obtaining p c ) are relatively simple, or at least doable.
Proof.
The Cayley graph has the tree-like structure with pieces of two isomorphism classes (squares P 1 and hexagons P 2 ) corresponding to the factor groups, see Figure 1 . The hexagonal pieces consist of six-tuples of vertices connected by bold lines in Figure 1 and squares contain dashed edges. Each vertex is contained in exactly one square and one hexagon and each neighboring square and hexagon share two vertices -the border sets. 
2 } and Z (2) = {z
2 }, where z
1 means that the two vertices of the border set B i are connected and z (i) 2 means that they are not connected. Now we can find the probability of these partitions using the formula (1) . Let us use a simplified notation: S = P p (z 2 ) = 1 − S and P p (z (2) 2 ) = 1 − H). Now we will find the system of equations for x 1,1 = S and x 2,1 = H given by formula (10). In particular, we can write
where L i is the set of subgraphs of the square, such that Γ ∈ L i if the vertices of the border set of the parent piece (square) are connected provided the partition on the children is z (2) i and the open edges of the square are given by Γ. In fact, Γ∈L1 α(Γ) is the probability that the vertices of the border set of the square are connected under the condition that its children (hexagon) has a connected vertices of the border set. It means that at least one edge emerging from each vertex of the border set has to be open, which happens with probability (2p − p 2 ) 2 . If the children border set has descendant partition z (2) 2 (not connected), then the probability of connected parent is equal to 2p 2 − p 4 . Therefore we get the following expression of S.
The second equation for H is obtained in a similar way. These formulas lead to a quadratic equation and if we choose a root in [0,1] we obtain
This give us the measure on the set of partitions of the border sets. In Section 4 we introduced the coloring of a tree. For a border set of size two there are three non-white colors: either both vertices are connected to the origin or exactly one of them. The two different situations when exactly one vertex of the border set is connected to the origin are symmetric, i.e. there is an obvious isomorphism of U (P i ) to itself such that each vertex of B i is mapped on the other one. Therefore these two colors have the same distribution of the offspring. This simplification is special for the Cayley graph of SL ( Z), because this new symmetry is not one of the isometries in the condition (5) of definition of the tree-like structure. Since the distribution of the offspring does not depend on which of the two vertices is connected to the origin, we identify these two colors into one.
The set of colors becomes
w } where r (red) means that both vertices of the border set are connected to the origin, b (blue) means that exactly one vertex is connected to the origin (thus the border set is disconnected) and w stands for white -no vertex connected to the origin.
Let us now evaluate the probabilities of getting a child of a given color, according to the formula (11). Again thanks to the symmetry of the hexagon, the probabilities for both children (P λ0 , P λ1 ) are the same.
Let us illustrate the derivation of the above expressions on P p (y
r ). We will work with the hexagon. Its boundary consists of three border sets. One is the parent and one is the new child in question B λ . Now P p (y (λ) r |y (2) r ) is the probability that this child is red if the parent is red. The third border set of this hexagon has two possible descendant partitions, the vertices of that border set are either connected outside the piece with probability S or not connected with probability 1 − S.
Let us first assume they are not connected. Each vertex in the child border set can be connected to the parent either by a single edge or by a pair of edges and these two events are independent. Therefore the probability that a given vertex of the child border set is not connected to the parents is (1 − p)(1 − p 2 ). Thus the probability that both vertices of the child border set are connected to the parent is (1
Assume now that the vertices in the third border set are connected in the descendant partition, which has probability S. Then the hexagon can be contracted as in Figure 2 , i.e. we contract the border sets with connected vertices into one vertex. There are several ways how to have both vertices in the border set B λ connected to the parent: 1. If the dashed edges are open, then the probability that both vertices of the child border set are connected to the parent in this situation is (2p − p 2 ) 3 . 2. If the dashed edges are closed and the dash-dotted edge is open, then the probability of this situation is (1 − p)
If all dashed and dash-dotted edges are closed, then all the remaining edges must be open in order to connect both vertices of the child border set to the parent. The probability of this event is 
r , y
b } and the first moment matrix M takes the following form.
If we solve the equation det(M − 1) = 0 we obtain p c = .4291140496084962656996551726 . . .
Fundamental groups of graphs of groups
In this section we will generalize the example of SL 2 (Z) to arbitrary graphs of groups by showing that the Cayley graphs of fundamental group of graphs of groups have the tree-like structure. To make the transition simpler, we first consider amalgamated products and HNN extensions before proceeding to arbitrary graphs of groups.
Amalgamated products with standard generating sets
Consider the Cayley graph G of an amalgamated product G 1 * H G 2 with respect to the generating set S 1 ∪ S 2 , where G 1 = S 1 and G 2 = S 2 . The structure of the Cayley graph Γ(G) is the following. First consider the copies of the Cayley graph G 1 of G 1 and the Cayley graph G 2 of G 2 containing the origin. These subgraphs intersect by the vertices of H which we consider as a border set. Each coset of H inside G 1 is another border set connecting G 1 with another copy of G 2 ; each coset of H inside G 2 is a border set connecting it with another copy of G 1 . The copies of G 1 and G 2 form a tree, the Bass-Serre tree of the amalgamated product (see [8] ). Let us pick one of the pieces, say G 1 , and call it a root P 0 . It contains [G 1 : H] border sets B λ , λ ∈ Λ 1 . All of these P λ , λ ∈ Λ 1 , are in the same isometry class, say I 2 , because there exists an isometry that takes P λ to P λ ′ with λ, λ ′ ∈ Λ 1 , and carries descendants to descendants. This isometry is just a left multiplication by an element of G. Children of pieces in the isometry class I 2 are in the same isometry class again, denote it by I 1 . So the isometry class of a piece depends only on the parity of the generation. More precisely there are three isometry classes: the root, the set of pieces of odd generations and the set of pieces of even generations. The root differs from an even generation piece by the number of children, but since there is only one such exceptional case, no color assigned to this piece is in Y by Remark 4.7, so we do not need to consider this piece in the remaining computations.
The parity of a generation implies that the branching process defined in Section 4 is periodic and so the matrix M has always two anti-diagonal blocks as in the case of SL 2 (Z), see (16).
HNN extensions with standard generating sets
Recall that an HNN extension G is constructed from a base group G 1 having a presentation G 1 = S | R , and from an isomorphism α between two subgroups H and K of G 1 . Let t be a new symbol not in S (free letter), and define G = G 1 * α = S, t | R, tht −1 = α(h), ∀h ∈ H . Consider the Cayley graph G of this HNN extension G with respect to the generating set S ∪ {t}. The Cayley graph G 1 of G 1 is a part of the Cayley graph G. Each coset of H (resp. K) is attached to another copy of G 1 , the attachment is done by edges labeled by t, these edges correspond to the isomorphism α. Therefore the piece G 1 is connected to [G 1 : H] + [G 1 : K] other pieces. This way we obtain the Bass-Serre tree of the HNN extension.
Let us denote by P 0 a subgraph of G containing the graph G 1 and all t-edges incident to at least one vertex in G 1 (and we also add its other endpoint). In G, the origin is connected by a t-edge to some vertex v, we denote by P 1 a subgraph of G which contains the copy of G 1 at v and all t-edges incident to at least one vertex in this copy which are not in P 0 . The border set B 1 consists of vertices in H in the copy of G 1 . Repeating this for all t-edges emerging from P 0 we obtain [G 1 : K] pieces in the first generation. Similarly by following edges labeled by t −1 emerging from P 0 we obtain [G 1 : H] other pieces in the first generation. Then we do the same for next generations. This procedure, gives the tree-like structure of the graph. Each piece P i contains a copy of G 1 and some t-edges connected to it (in fact it contains all such t-edges except the |K| edges that connect the border set B i and the parent). There are three isometry classes of pieces: the root, pieces whose border sets are copies of K and pieces whose border sets are copies of H. In this case the process is not periodic since a piece of each class may be incident to some other piece of the same class.
Graphs of groups
Let us recall the definition of the fundamental group of a graph of groups [2] . Definition 6.1. A graph of groups G consists of (i) a connected graph X with vertex set V (X) and edge set E(X),
(ii) for each vertex v of X a group G v , and for each edge e of X a group G e , and (iii) for each edge e = (v 1 , v 2 ) monomorphisms τ : G e → G v1 and σ : G e → G v2 .
Let E be the free group with basis {t e ; e ∈ E(X)}. Let F (G) be the group (E * T v∈V (X) G v )/N , where N is the normal closure of the subset {t −1 e τ (a)t e σ(a) −1 : e ∈ E(X), a ∈ G e }. Let T be a maximal tree in X. We define the fundamental group π(G, X, T ) to be F (G)/M , where M is the normal closure of {t e , e ∈ E(T )}.
Note that the groups π(G, X, T ) are independent of T up to isomorphism. We will consider the Cayley graph G of the fundamental group π(G, X, T ) with the following generators: ( v∈V (X) S v ) ∪ {t e : e ∈ E(X) \ E(T )}, where G v = S v for v ∈ V (X). This set of generators depends on T . We call this set of generators standard. In order to obtain locally finite graph we will consider only finite sets of generators, in particular this restricts us to finite graphs X of finitely generated groups.
Observe that if X consists of one edge between two distinct vertices, then its fundamental group is an amalgamated product of the vertex groups. If the two vertices coincide, then the fundamental group is a HNN extension. The tree-like structure we described for these specific cases will be now generalized to the Cayley graph of any (finite) graph of groups. Proof. We will define the pieces and verify the conditions (1)-(5) in Definition 2.1.
First observe that the Cayley graph G is covered by translations of the Cayley graphs G v of the vertex groups G v , v ∈ V (X) by left multiplications by elements of G, and edges labeled by t e , e ∈ E(X) \ E(T ). For each e = (v 1 , v 2 ) ∈ E(X) \ E(T ) denote by R e the set of edges labeled by t e such that they start at a vertex of G v1 and end at a vertex of the translation of G v2 by t e . Then we denote by gG v the translation of the subgraph G v by g, the representative of a coset in π(G, X, T )/G v . Denote by ghR e the translation of the set R e by gh, where g is a representative of a coset in π(G, X, T )/G v1 and h is a representative of a coset in G v1 /τ (G e ). These sets will be used in the construction of pieces of the tree-like structure.
Consider the quotient map π(G, X, T ) → π 1 (X) taking all G v to identity. The fundamental group π 1 (X) of a finite graph X is free of rank |E(X) \ E(T )|. Every translation of R e is a preimage of one edge in the Cayley graph of π 1 (X), thus it is an edge cut set of G. Moreover, if e = (v 1 , v 2 ) ∈ E(T ), then any translation gτ (G e ) by g ∈ π(G, X, T ) → π 1 (X) is a vertex cut set.
We say that g 1 G v1 and g 2 G v2 are neighbors if there is an edge e = (v 1 , v 2 ) ∈ E(T ) (or e = (v 2 , v 1 )) and g 1 G v1 ∩ g 2 G v2 = ∅. We say that g 1 G v1 and g 2 G v2 are delayed neighbors if there is an edge e = (v 1 , v 2 ) ∈ E(X) \ E(T ) (e = (v 2 , v 1 ) resp.) and there is translation hR e of a set of edges labeled by t e connecting a vertex of g 1 G v1 to a vertex of g 2 G v2 , we say the neighbors are delayed by hR e .
Consider a graph with vertices gG v and edges between neighbors and delayed neighbors. This graph is a tree. Assume not and let there be a cycle. If some edge of the cycle arises from delayed neighbors, then this R e is not a cut set. If all edges in the cycle are neighbors, they induce a loop in T , which is also a contradiction. We choose a root of this tree to be G vo for some v 0 ∈ V (X). Now we are ready to define pieces and border sets. We take the tree from above and define the pieces: For the root G v0 we define a piece P v0,o to be a union of G v0 and sets hR e for all its delayed neighbors. For any other gG v we define a piece P v,g to be a union of G v0 and sets hR e for all its delayed neighbors, which are not parent of gG v in the above tree order. Define the border sets of a piece P v,g to be its intersection with the parent piece. For the root define the border set to contain only the origin.
Let us now verify the conditions in Definition 2.1:
(1) The Cayley graphs G v are connected and the pieces remain connected after adding the incident edges t e . The intersection of P v1,g1 with its parent P v2,g2 is a translation of τ (G e ) (σ(G e ) resp.) inside P v1,g1 provided e = (v 1 , v 2 ) ( e = (v 2 , v 1 ) resp.). Thus the border set is indeed subset of the vertex set of the piece.
(2) We need to show that every edge e ∈ E(G) is in exactly one P i . Clearly this holds for edges labeled by s ∈ S v . Every edge labeled by t e has endpoints in two different pieces, which by the construction become parent and child, and thus it is included only in the parent piece.
(3) The tree was defined above, such that the border sets satisfy required condition (3).
(4) For all j = 0 the border set B j is a cut set. Using the notation U (P i ) c for the subgraph induced on edges in E(G) \ E(U (P i )), we obtain U (P i ) ∩ U (P i ) c = B i . So claim (4) follows.
(5) Now we want to show that there is only finitely many isometry classes of pieces. The root is a unique piece of its class and we exclude it from the following consideration. Assume P i was obtained from translation of G v1 and its parent from G v2 , which are neighbors due to an edge e = (v 1 , v 2 ) ∈ E(X). This edge together with its direction characterizes the isometry class of P i . Indeed if P j is characterized by the same edge e = (v 1 , v 2 ) ∈ E(X), then clearly there is an element g ∈ π(G, X, T ) acting on the Cayley graph as an isometry f such that f (P i ) = P j and f (B i ) = B j . Therefore f (U (P i )) = U (P j ) as well. Moreover, since the pieces (and border sets) are identified in each subtree by the same procedure, this isometry respects the structure of pieces in the subtree. 
An example with infinite pieces
Consider an amalgamated product G 1 * Z2 G 2 with G 1 = Z 2 × Z and G 2 = Z 4 . Its Cayley graph with respect to natural generators can be decomposed similarly as above, with border sets of size two. Therefore the set of partition Z (i) has two elements, and the set of colors Y has four elements as for the Cayley graph of Sl 2 (Z). The first moment matrix M has again two anti-diagonal blocks.
Let A (B resp.) be the probability that the two vertices of the border set in G 1 (G 2 resp.) are connected. Then B satisfies the formula (14) and A satisfies:
In order to express A, we split the piece Z 2 × Z into three parts, the first one contain only two edges between vertices of B i . Then we split the rest at the B i and obtain two other (identical) parts. Probability that vertices of B i are connected in one of the later parts is equal to C (see for example the last block in Figure 3 ). These formulas lead to a cubic equation, and exactly one of the solutions is real and in [0, 1]. Now we are ready to express the entries of first moment matrix M . There are two anti-diagonal blocks M 12 and M 21 , again the one corresponding to Z 4 is already known from previous example. For the other factor group Z 2 × Z we denote by T n the transition matrix from the parent to the n-th child (order them by distance from the origin). In order to obtain the transition matrix, we split the graph of Z 2 × Z into several blocks, see Figure 3 . For each block we express the transition probabilities and thus T n is composition of these probabilities, in particular it is a product of matrices corresponding to each block.
The first block consists of vertices to the left from the parent and including the parent. The probability of the connection in the left part is C and the probability that the two vertices in B 0 are connected is 2p − p 2 . This gives the first matrix in formula (18). The second block is used to express matrix T i.e. the transition to the first child B 1 from the parent B 0 . The third one is repeated (n − 1)-times in order to reach the n-th child. It differs from T by the factor of B coming from the descendant partition on the sibling border set (this connection is drawn by the dash-dotted line). The last factor in the product corresponds to the rightmost part of the picture and equals to the probability of connection on the right side of the child in question (it is again equal to C). 
Again we can solve the equation det(M − 1) = 0 and we obtain p c = .2951 . . .
Groups acting on trees with finite vertex stabilizers
The goal of this section is to prove Theorem 1.5. For this end, we combine the result about standard generating sets (Theorem 1.4) with the general results from Section 2. Proof. The group G in this case is a fundamental group of a finite graph of finite groups. Recall that the standard generating set, as defined in Section 6.3, consists of generators of the vertex groups and free letters corresponding to the edges outside the spanning tree of the farctor graph T /G. Assume S 1 is maximal such generating set, that is containing all elements of the vertex groups and free letters. In Section 6.3 we constructed a tree-like structure for the Cayley graph, with pieces corresponding to vertex groups. This tree of pieces P i is a starting point of our generalization to an arbitrary generating set.
Denote by m the number of vertex groups in T /G. Elements of an arbitrary (finite) generating set S can be represented by reduced words in S 1 of bounded length (depending on S). Denote the maximal length by N . The next step is to apply Lemma 2.6 several times, so that the piece P ′ i contains all its descendants up to n-th generation. Every application of that lemma enlarge the pieces by one generation. We will find n large enough to guarantee that there exists a piece containing both endpoints of each edge labeled by an element in S.
Let P ′ i be a piece in the n-times "enlarged" tree-like structure. Then V (P
where Λ i (0) = {i} and Λ i (n + 1) = {i} ∪ s∈Λi(n) Λ s . Since the original pieces were finite, Λ j 's are finite and so are the modified pieces P ′ i . An intuitive picture of how such enlarged pieces look like, comes from the free groups, see Corollary 7.6.
Recall that the pieces P i correspond to transitions of vertex groups gG v , and they are connected in the tree of pieces if they are so called neighbors (corresponding to edge in spanning tree) or delayed neighbors (corresponding to other edges in the graph of groups), see Section 6.3. Now we can use a graph distance between pieces. Let s ∈ S 1 and x be a vertex in some piece g 1 G v1 . How far is a piece containing the vertex xs?
Assume s ∈ G v2 , so it is in some vertex stabilizer. There is a path between v 1 and v 2 in the spanning tree of the graph T /G, visiting vertices v 1 = u 1 , u 2 , . . . , u k = v 2 . The size of the spanning tree is equal to the the number of vertex groups minus 1, that is m − 1. For every i there is g i ∈ G such that x ∈ g i G ui . Therefore there is a path in the tree of pieces through vertices
. Thus the distance between pieces containing x and xs is at most m − 1.
Assume s is a free letter. Then it corresponds to an edge e in the graph of groups outside the spanning tree, starting at vertex v 2 and terminating at vertex v 3 . As before there is a path from g 1 G v1 to a piece g k G v2 , and xs ∈ g k+1 G v3 a delayed neighbor of g k G v2 . Thus the distance between pieces containing x and xs is at most m, in this case. Similarly for s −1 .
Let x ∈ G with word length (in S 1 ) at most N , the distance between pieces containing g and gx is at most mN , for any g ∈ G. If the distance between two pieces is at most mN , then their closest common ancestor differs from them by less than mN generations. In particular, if dist(P i , P j ) ≤ mN , then there is P k , such that P ′ k contains vertices of P i and P j provided n > mN . Now we can apply Lemma 2.5 to conclude that the Cayley graph with respect to S ∪ S 1 has a tree-like structure with finite pieces. Consequently by Lemma 2.4 the Cayley graph with respect to S has also a tree-like structure with finite pieces. Now we can start verifying the properties of Definition 2.1.
(1) The pieces and border sets such that B i is a subset of vertex set of P i .
(2) Every edge is in exactly one piece -in the first appearing in the construction and containing both endpoints of the edge.
(3) The partial order of the elements follows from the construction, as well as the property that border set is intersection on the piece with parent.
(4) If we remove a border set B i the graph fell apart. In particular U (P i ) is induced subgraph on vertices of c ′ and by Lemma 7.2 it intersects the U (P i ) c only by vertices in ∂ V c, which are in B i .
(5) There are two isomorphism classes of pieces (excluding the root), based on whether P i arises from transition Q 1 or Q 2 .
Application to free groups with non standard generators
The simplest example of a transitive graph with infinitely many ends is a regular tree. The Cayley graph of free group with respect to free generators is a regular tree and the percolation on it is well understood. The result of this section gives us a simple way to find p c for any finite generating set. Assume F n = x 1 , . . . , x n . Let G be its Cayley graph with respect to the standard (free) generators. Denote by H the subgroup of Aut(G) generated by left translations by elements in F n and isometries arising from permutations of the generators.
The following lemma shows that the the cut d satisfying the condition in Dunwoody's Lemma 7.1 can be found explicitly. * with the word distance less than m. Without lost of generality we assume that the generating set is symmetric on the permutation of generators, so the whole group H acts on the Cayley graph by isometries. Now for any h ∈ H, if the origin 1 is contained in hd, then there is a word x such that all vertices in hd * are labeled by reduced words starting with x and x ∈ d * . If the origin is in hd * , then hd has the similar property. Assume that for a given h ∈ H such a word is w and the origin is in hd (or in hd * respectively). Then if w starts with letter x 1 , then d * ⊂ hd * (or d * ⊂ hd respectively), otherwise d ⊂ hd (or d ⊂ hd * respectively).
The following theorem is a special case of Theorem 1.5. We include here a different, more handson proof. We present here the pieces of the tree-like structure of free groups explicitly. They are constructed using a cut set satisfying Dunwoody's Lemma 7.1. We could as well use the Lemma 2.6 (starting with pieces which are single edges of Cayley graph of free group with respect to free generators), the pieces obtained would be exactly the same. Proof. Recall that we want to show that the Cayley graph of F n with respect to any finite set of generators has a tree-like structure with finite pieces.
Any finite set of generators is contained in some ball S k , i.e. the set of all words of the length at most k (in the standard word metric). Therefore, using Lemma 2.4, it is enough to find the tree-like structure with finite pieces for the generating set S k . The isometries will be from the group H, which admits the group F n as a finite index subgroup.
We observed that always either hd or hd * is a set of all vertices labeled by a reduced word starting with some x. We denote such cut set D x and its complement (containing origin) by D * x . For example for d we write D x1 .
Applying the construction in the proof of Lemma 7.3 to the cut d we obtain the following treelike structure. The pieces are isomorphic to Q 1 and Q 2 . Since d and d * are isomorphic, it is enough to describe just one of them, say Q 2 (general formula (21)).
If a vertex is labeled by a reduced word longer than k, then it is in D x \ ∂ V D x for some |x| = 1, thus not in Q 2 . Therefore Q 2 ⊂ S k , hence it is finite.
Note that since |T d * ∪ T * d * | = 2n − 1 the branching number of the tree of pieces is 2n − 1.
The tree-like structure is explicitly given by the procedure of Lemma 7.3. For the Cayley graph of F 2 with respect to S 2 it gives pieces as in Figure 4 . In the picture we see that the whole Q 2 splits into three parts. For the tree-like structure we can take pieces corresponding to these thirds of Q 2 . In particular the middle piece P i (with labeled vertices in the picture) has border set B i = {o, a}, and its children pieces (three of them) share with P i the middle vertex a and one of the remaining three vertices (ab, a 2 , ab −1 ). The value of the critical probability is .139 . . . in this case. For a general S k we can identify following tree-like structure.
Corollary 7.6. Consider the free group F 2 = a, b and its Cayley graph with respect to the generating set S containing all words of length at most k (in the standard word metric). There is a tree-like structure with border sets of size
, pieces of size
