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Abstract
We prove the ﬁrst genuine ‘‘partial differential equation’’ result on a conjecture concerning
the number of solutions of second-order elliptic boundary value problems with a nonlinearity
which grows superlinearly at þN: The proof makes massive use of computer assistance: After
approximate solutions have been computed by a numerical mountain pass algorithm,
combined with a Newton iteration to improve accuracy, a ﬁxed point argument is used to
show the existence of exact solutions close to the approximations.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The purpose of this paper is to prove a new result on the multiplicity of solutions
of a nonlinear elliptic boundary value problem. This result represents the ﬁrst
signiﬁcant progress on a conjecture which dates to the early 1980s. The proof uses a
combination of novel methods which we will describe in detail. The main result is the
following
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Theorem 1.1. The equation
Du þ u2 ¼ 800 sinðpx1Þ sinðpx2Þ in O;
u ¼ 0 on @O; ð1Þ
where O ¼ ð0; 1Þ  ð0; 1Þ; has at least four solutions.
First, we will discuss the background and signiﬁcance of the result.
1.1. Almost linear theory
The study of the existence and multiplicity of solutions of nonlinear elliptic
boundary value problems goes back to Picard in the 1890s where he ﬁrst developed
the method of successive iterations.
The ﬁrst partial differential equation result of more direct relevance to this paper is
the work of Hammerstein. He studied the equation
Du þ f ðx; uÞ ¼ 0 in O;
u ¼ 0 on @O; ð2Þ
and showed that if @f@uol1  e; for some positive e; then there exists a unique solution.
Here, l1 denotes the ﬁrst eigenvalue of D with Dirichlet boundary conditions.
Later this was extended to the case ln þ eo@f@uolnþ1  e by Dolph.
These results were in some sense ‘‘close to linear’’ results. The conclusion was that
if the nonlinearity was not too different from the related linear problem Du þ au ¼
f ðxÞ; as long as a stays away from the spectrum of the Laplacian, the problem has a
unique solution.
The ﬁrst paper to investigate the situation where the nonlinearity interacts with
the spectrum of the linear part was [2]. In this pioneering paper, the situation where
the ﬁrst eigenvalue was crossed was studied. Included in what was proved was
the following: with f1 denoting the (positive) ﬁrst eigenfunction of the Laplacian, the
nonlinear boundary value problem
Du þ f ðuÞ ¼ hðxÞ þ sf1ðxÞ in O;
u ¼ 0 on @O ð3Þ
has exactly two solutions for large positive s if the derivative of the convex function f
has limits at plus inﬁnity and minus inﬁnity, namely, f 0ðþNÞ and f 0ðNÞ; and
0of 0ðNÞol1of 0ðþNÞol2:
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To understand this result, we suggest that the reader consider the example
Du þ buþ  au ¼ sf1 in O;
u ¼ 0 on @O: ð4Þ
(Recall that the nonlinear function uþ denotes the function which is u; if u is positive,
and zero if u is negative, and u ¼ ðuÞþ:)
Hammerstein and Dolph say that if the interval ða; bÞ does not intersect the
spectrum flig; then the solution exists and is unique. We can actually write these
solutions explicitly. For example, if a; bol1; then the solution is sf1=ða  l1Þ if s40:
The proof of uniqueness becomes a nice application of the contraction ﬁxed point
theorem.
In this simpliﬁed context, the Ambrosetti–Prodi result says that if
0oaol1obol2; then if s40; there exist two ‘‘linear’’ solutions. These are sf1=
ðb  l1Þ and sf1=ða  l1Þ: The ﬁrst of these is positive, and the second is negative, so
we can verify that they are solutions by substituting them directly into the equation.
It is a nice exercise to show that if so0; there can be no solution [22]. It is also a nice
exercise in the Lyapunov-Schmidt method to show that these are the only solutions
if s40:
This example immediately points to some natural questions. First, is the restriction
0of 0ðNÞ necessary. This was soon answered by Manes and Micheletti [24], where
it was replaced by Nof 0ðNÞ:
The next natural question was whether the condition f 0ðþNÞol2 was essential for
the existence of two solutions. Based on the piecewise linear model (4), one might
conjecture that as long as f 0ðNÞol1of 0ðþNÞoþN; there would still exist at
least two solutions for an unbounded interval of s:
The ﬁrst result in this direction was in [15], where it was shown that with these less
restrictive hypotheses, there existed CðhÞ; such that if s4CðhÞ; there was at least one
solution, and if soCðhÞ; there was no solution.
This result clearly needed further clariﬁcation, which it received some years later,
in [1,11], where it was shown that there were indeed at least two solutions if s4CðhÞ:
This summarizes the state of what one could call ‘‘almost linear theory’’. The
single-sign solutions of the piecewise linear theory are a good guide for ﬁnding lower
bounds for the number of solutions of the semilinear equation: as long as convexity
is maintained, and one stays below l2; they are an exact guide.
1.2. Genuinely nonlinear theory: more than two solutions
What additional phenomena could occur if indeed, we do go beyond l2?
In [19], Eq. (3) is studied for large positive s; under the assumption that the
nonlinearity f satisﬁed the condition
Nof 0ðNÞol1ol2of 0ðþNÞol3;
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or more generally,
Nof 0ðNÞol1ol2nof 0ðþNÞol2nþ1;
where, in addition, it was assumed that l2 was of odd multiplicity. In this situation,
Eq. (3) had at least three, and generically four, solutions. The proof used Leray–
Schauder degree theory and global a priori estimates to show that in addition to the
two ‘‘almost-linear’’ solutions, other solutions must exist. The proof was
nonconstructive in nature. The central idea was that one could use two ‘‘almost-
linear’’ solutions given approximately by y ¼ sf1=ð f 0ðþNÞ  l1Þ and y ¼
sf1=ð f 0ðNÞ  l1Þ to calculate locally the topological degree as +1 and then one
could use global estimates on a big ball to show the degree on a big ball was zero. By
the usual properties of topological degree, one deduced the existence of at least one,
and generically two additional solutions.
This result raised more questions. One could ask if there were always four
solutions, if f 0ðNÞol1ol2of 0ðþNÞol3; or if this generic result was the best
possible. Furthermore, this ﬁrst result said nothing about the case
l2nþ1of 0ðþNÞol2nþ2; where degree theory (at least in its primitive form) tells us
nothing. However, taking advantage of the Mountain Pass Theorem, Hofer [14] was
able to cover also this case, as described in more detail in the next subsection.
In [20], the authors made a conjecture that if Nof 0ðNÞol1oln
of 0ðþNÞolnþ1; there should exist at least 2n solutions for large s: In general,
this proved false [5,12,21].
Another natural conjecture, made somewhat later, was that if f 0ðNÞol1 and
f 0ðþNÞ ¼N; then as s-þN; the number of solutions of (3) should become
unbounded. A weaker version of this conjecture would be that for large s; there are
at least four solutions.
All results discussed so far were proved in the partial differential equation setting.
One would expect stronger results in the one-dimensional setting. Indeed, both the
ﬁrst and the stronger version of the second conjectures were soon proved in one
dimension [6,10,18,20,23,30].
1.3. How to find four solutions mathematically and numerically
In order to get some idea of how we prove the existence of four solutions, it is
important to understand how Hofer tackled the proof of four solutions for the case
where lnof 0ðþNÞolnþ1: The central idea was to take advantage of the two
asymptotically (as s-N) linear solutions, which were approximately given by
sf1=ð f 0ðþNÞ  l1Þ and sf1=ð f 0ðNÞ  l1Þ: Since the second of these was almost a
linear solution, it proved possible to show that it was a local minimum of the
associated functional
JðuÞ ¼
Z
O
1
2
jruj2  FðuÞ þ sf1u þ hðxÞu
 
dx ð5Þ
on the function space H1;20 ðOÞ; with, as usual, F denoting the primitive of f :
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Hofer was also able to show that the positive ’’almost-linear’’ solution was a
critical point of Morse index n: (This because it almost solves Du þ f 0ðþNÞu ¼ sf1:)
In addition, Jðcf1Þ-N as c-þN: With the additional technical condition of
Palais–Smale being satisﬁed, he was then in a position to invoke the Mountain Pass
Theorem [29], which states that there is an additional critical point which is obtained
by taking the inﬁmum of maxuAG JðuÞ over all paths G in the function space H1;20 ðOÞ
which begin at the local minimum, y; and end at a point cf1 where c is chosen
sufﬁciently large and positive such that Jðcf1ÞoJðyÞ:
Since y is a local minimum, intuitively, the maximum of J on each path should be
strictly bounded away from JðyÞ from below. Thus, the inﬁmum of the maxima
along these paths must also be bounded away from JðyÞ from below. If this inﬁmum
were attained, one would expect that along a path through the maximum of that
minimizing path, one would have a maximum in the direction tangential to the
minimizing path, and a local minimum in all other directions. Thus, one would
expect a saddle point solution with Morse index one. (Of course, this explanation is
highly informal. For a rigorous proof, see [29].)
Thus, we have three solutions, the positive y; a saddle point of Morse index n;
the negative y which is a local minimum, and the mountain pass solution, which can
be shown not to be equal to y for topological reasons. Now Hofer goes one stage
further to show that one can calculate the topological degree at each of these
solutions. The local degree near the minimum is þ1; the degree near the mountain
pass solution is 1; and the degree of the positive solution is ð1Þn: Recall that it is
already known that the degree on a big ball is 0: We can now conclude that there
exist at least four solutions.
A few remarks are in order at this point. First, the proof is very dependent on
the existence of a good approximation of the positive solution, so that one can
calculate the Morse index, and conclude that it is not the mountain-pass solution.
Thus, the most one can conclude if f 0ðþNÞ ¼N; is that there are at least two
solutions. The proof is also heavily dependent on the maximum principle, so this
result does not generalize to other differential operators. Finally, it leaves open the
question as to whether four is the exact number of solutions, at least if
Nof 0ðNÞol1ol2of 0ðþNÞol3: This last question was answered afﬁrma-
tively in [31] also by use of the maximum principle.
We are now in a position to discuss the main result of this paper. We consider the
equation
Du þ u2 ¼ s sinðpx1Þ sinðpx2Þ in O;
u ¼ 0 on @O; ð6Þ
where O ¼ ð0; 1Þ  ð0; 1Þ: The most we can say by invoking the previous theory is
that there are at least two solutions. A negative solution can be found by the
technique of upper- and lower-solutions. This type of solution is easily approximated
numerically. One can then use continuation to ﬁnd an additional solution
numerically, by continuously varying the parameter s:
ARTICLE IN PRESS
B. Breuer et al. / J. Differential Equations 195 (2003) 243–269 247
According to the afore-mentioned two conjectures, one can ask if problem (6) has
an unbounded number of solutions as s-N or at least four. Our goal in this paper
is to prove that for one speciﬁc large s; the weaker of the two conjectures is true. Our
strategy is ﬁrst to locate approximate solutions numerically, and then to verify them.
In order to locate four different numerical solutions, we need to introduce the idea
of the mountain pass algorithm.
The mountain pass algorithm was introduced in [8] for the study of numerical
solutions of elliptic boundary value problems and has been widely used since then in
a variety of other variational problems [7,9].
The central idea is an implementation of the naive proof of the mountain pass
theorem, as described at the beginning of this subsection. One starts with a large
ﬁnite dimensional approximating space. One constructs a piecewise linear path
(initially a straight line) joining y to a suitably chosen point e with JðeÞoJðyÞ: That
we can always choose such an e is clear from the nature of the nonlinearity u2 and the
associated functional with its u3=3 term. By going sufﬁciently far in the direction of
any ﬁxed positive function u; we can always ﬁnd such an e:
One then searches along discrete points on the path for the point at which the
functional J is maximized. Having located the node at which the maximum is
located, one then alters that piece of the path by moving that node in the direction of
steepest descent. One iterates on that procedure, taking appropriate safeguards to
ensure that integrity of the piecewise linear path remains intact without too much
stretching between successive points. Eventually, the method converges to a saddle
point.
Section 4 contains a more detailed description of the Mountain Pass Algorithm.
Thus, our strategy has several parts. First we use the relatively inaccurate
mountain pass algorithm to locate approximate solutions in the large ﬁnite-
dimensional approximating space. Then we use a Newton’s method to reﬁne these
approximate solutions to attain greater accuracy. The next step is then to verify that
there are true solutions of the full partial differential equation close to the
approximate solutions, by a ﬁxed-point argument applied to the differential equation
for the error function. The general idea for this veriﬁcation is outlined in Section 2
and the mechanics of the veriﬁcation in Section 3. The way the approximate
solutions were found is outlined in Section 4, while Sections 5 and 6 outline the
computational veriﬁcation that we have true solutions in the neighbourhood of the
approximations.
2. Existence and bounds by computer assistance
Here, we will discuss the basics of our computer-assisted approach for proving
existence of a solution u of problem (6). Besides existence, our method gives a bound
for u of the form
jju  ojjNpa; ð7Þ
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with o denoting an approximate solution computed by numerical means (see Section
4), and with a ‘‘small’’ error bound a provided by our basic Theorem 2.1 below.
Consequently, with o1;y;o4 denoting four computed approximate solutions
such that, for the four error bounds a1;y; a4 given by the theorem,
jjoi  ojjjN4ai þ aj ði; j ¼ 1;y; 4; iajÞ; ð8Þ
our method yields the existence of four different solutions u1;y; u

4 and thus, the
desired multiplicity result. By the same argument, we obtain even stronger that none
of the four solutions u1;y; u

4 is an elementary (rotation or reﬂection) symmetry
transform of another one, provided that, stronger than (8),
jjSoi  ojjjN4ai þ aj ði; j ¼ 1;y; 4; iajÞ ð9Þ
for each of these elementary symmetry transformations S: Note that (8) and (9) can
be checked rather directly from the numerical data.
We will describe our method here for the speciﬁc problem (6) (on O ¼ ð0; 1Þ 
ð0; 1ÞÞ only; a more general version can be found e.g. in [26,28].
So let oAH2ðOÞ-H10 ðOÞ denote an approximate solution of problem (6) (for
some ﬁxed s), obtained by the numerical algorithms described in Section 4. We need
two essential quantities:
(i) a bound dX0 for the defect (residual) of o:
jjDoþ o2  sf1jjL2pd; ð10Þ
where f1ðx1; x2Þ ¼ sinðpx1Þ sinðpx2Þ;
(ii) a constant KX0 such that
jjujjNpKjjLujjL2 for all uAH2ðOÞ-H10 ðOÞ; ð11Þ
with L : H2ðOÞ-H10 ðOÞ-L2ðOÞ denoting the linearization of (6) at o:
Lu :¼ Du  2ou: ð12Þ
The computation of d is strongly dependent on the concrete form in which the
numerical approximation o is put up, and will be described in Section 5. The
calculation of K requires analytical arguments as well as additional numerics, and
will be discussed in Section 3.
Theorem 2.1. Suppose that
4K2dp1: ð13Þ
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Then, there exists a solution uAH2ðOÞ-H10 ðOÞ of problem (6) such that
jju  ojjNpa :¼
2Kd
1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 4K2d
p : ð14Þ
Proof. Since O ¼ ð0; 1Þ2 is H2-regular, D: H2ðOÞ-H10 ðOÞ-L2ðOÞ is one-to-one
and onto. By (11), L deﬁned in (12) is one-to-one, so that by Fredholm type
arguments we obtain that L is also onto.
Problem (6) is therefore, via the transformation v ¼ u  o; equivalent to ﬁnding
vACðOÞ such that
v ¼ L1½v2 þ ðDoþ o2  sf1Þ ¼: Tv: ð15Þ
Since L1 : L2ðOÞ-H2ðOÞ-H10 ðOÞ is bounded by the Open Mapping Theorem, and
the embedding H2ðOÞ+CðOÞ is compact, the operator T : CðOÞ-CðOÞ deﬁned in
(15) is continuous and compact.
Furthermore, (15), (11), (10), and the fact that jOj ¼ 1 imply
jjTvjjNpKðjjv2jjL2 þ dÞpKðjjvjj2N þ dÞ
for each vACðOÞ; so that T maps the closed, bounded, convex, nonempty set
fvACðOÞ : jjvjjNpag; with a deﬁned in (14), into itself; note that Kða2 þ dÞ ¼ a:
Schauder’s Fixed Point Theorem therefore yields a solution vACðOÞ of (15)
satisfying jjvjjNpa; so u :¼ oþ v is a solution of (6) satisfying (14). &
Remark 2.1. (i) If (11) holds for some ‘‘moderate’’ K ; the crucial condition (13)
requires d to be sufﬁciently small, which means according to (10) that the
approximation o has to be computed with sufﬁcient accuracy! This meets the
general philosophy of computer-assisted proofs: The ‘‘hard work’’ of the proof is left
to the computer.
(ii) Suppose that the approximate solution o belongs to some symmetry classS of
even reﬂection, e.g., to S :¼ fu : uðx1; x2Þ ¼ uðx1; 1 x2Þð0px1; x2p1Þg: Then, in
the analysis leading to Theorem 2.1, all occurring function spaces can be replaced by
their intersections withS: The theorem then yields a solution u which belongs toS:
Besides this additional information, this ‘‘symmetric version’’ of Theorem 2.1 has the
advantages that (a) all numerics needed can be carried out within S; which reduces
the computational effort, and (b) condition (11) is needed for uAH2ðOÞ-H10 ðOÞ-S
only, which may reduce the constant K substantially; see Remark 3.2 below.
3. Computation of K
In this section, we describe how a constant K satisfying (11), with L deﬁned in
(12), can be computed explicitly (as needed for Theorem 2.1). In a ﬁrst step, we prove
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an explicit version of the continuous embedding H2ðOÞ+CðOÞ; i.e., we calculate (by
analytical means) explicit constants C0; C1; C2 such that
jjujjNpC0jjujjL2 þ C1jjrujjL2 þ C2jjuxxjjL2 for uAH2ðOÞ; ð16Þ
where jjuxxjjL2 is the L2-Frobenius norm of the Hessian matrix uxx: In principle, the
‘‘theoretical’’ proof of the embedding theorem (using spherical cones) could be
quantiﬁed directly for this purpose, but smaller constants can be obtained by using
more general convex sets Q instead of cones. For our special domain O ¼ ð0; 1Þ2; the
choice Q ¼ O has turned out to be advantageous and will therefore exclusively be
used in Theorem 3.1 below. For more general results, see [26].
In the next steps, we compute constants K0; K1; K2 such that
jjujjL2pK0jjLujjL2 ; jjrujjL2pK1jjLujjL2 ;
jjuxxjjL2pK2jjLujjL2 for all uAH2ðOÞ-H10 ðOÞ: ð17Þ
Here, the computation of K0 is carried out via eigenvalue bounds for L and requires
substantial additional numerics. Once K0 is known, K1 and K2 can be obtained very
easily.
Clearly, (16) and (17) imply (11) for
K :¼ C0K0 þ C1K1 þ C2K2: ð18Þ
Theorem 3.1. Let O ¼ ð0; 1Þ2: For each W43
2
; (16) holds with
C0 ¼ 1
2
W
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
W 1
2W 3
r
; C1 ¼ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
W
3ð2W 1Þ
s
; C2 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
7
15ðWþ 1Þð2Wþ 1Þ
s
:
Proof. It sufﬁces to prove (16) for uAC2ðOÞ: Let W43
2
and x0AO be ﬁxed, and
oðjÞ :¼ cos j
sin j
 
; RðjÞ :¼ maxfr40 : x0 þ roðjÞAOg; for jA½0; 2pÞ:
Then, for each jA½0; 2pÞ;
RðjÞ2uðx0Þ ¼  RðjÞ2W
Z RðjÞ
0
@
@r
fðRðjÞ  rÞWuðx0 þ roðjÞÞg dr
¼RðjÞ2W
Z RðjÞ
0
r
@2
@r2
fðRðjÞ  rÞWuðx0 þ roðjÞÞg dr
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by partial integration; the boundary terms vanish since W41: Integrating over
jA½0; 2pÞ and using the transformation x ¼ x0 þ roðjÞ; dx ¼ r dr dj; we obtainZ 2p
0
RðjÞ2 dj
 
juðx0Þj
¼
Z
O
RðjÞ2W @
2
@r2
fðRðjÞ  rÞWuðx0 þ roðjÞÞg dx
 
pWðW 1Þ
Z
O
RðjÞ2WðRðjÞ  rÞW2juðxÞj dx
þ 2W
Z
O
RðjÞ2WðRðjÞ  rÞW1jruðxÞj dx
þ
Z
O
RðjÞ2WðRðjÞ  rÞWjuxxðxÞjFrob dx
pWðW 1Þ
Z
O
RðjÞ42WðRðjÞ  rÞ2W4 dx
 	1
2jjujjL2
þ 2W
Z
O
RðjÞ42WðRðjÞ  rÞ2W2 dx
 	1
2jjrujjL2
þ
Z
O
RðjÞ42WðRðjÞ  rÞ2W dx
 	1
2jjuxxjjL2 : ð19Þ
By straightforward calculations,Z
O
RðjÞ42WðRðjÞ  rÞ2Wn dx ¼ 6 nð2W nþ 1Þð2W nþ 2Þ
Z
O
jx  x0j4n dx
for nAf0; 2; 4g; andZ
O
jx  x0j2 dxp2
3
;
Z
O
jx  x0j4 dxp28
45
:
Since moreover
R 2p
0 RðjÞ2dj ¼ 2jOj ¼ 2; (19) yields the assertion. &
Remark 3.1. After K0; K1; K2 satisfying (17) are known and inserted into (17), with
C0; C1; C2 given by Theorem 3.1, WAð32;NÞ can be chosen to (nearly) minimize K :
Now we turn to the computation of constants K0; K1; K2 satisfying (17). Since L is
symmetric with respect to /; SL2 and O is bounded, there exists a complete
orthonormal system of eigenfunctions of L; corresponding to real eigenvalues
tending to þN: Thus, the ﬁrst inequality in (17) holds iff
s :¼ minfjlj:l eigenvalue of Lg40; ð20Þ
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and eigenfunction expansion shows that in the afﬁrmative case one can
choose any
K0X
1
s
: ð21Þ
Remark 3.2. If a symmetry class S is under consideration according to
Remark 2.1(ii), only eigenvalues which correspond to eigenfunctions in S
have to be taken into account for the minimum in (20). This may reduce K0
substantially.
Due to (20) and (21), eigenvalue bounds are needed. They require a computer-
assisted approach of its own which will be discussed in Section 3.1. Once K0
is known, the following theorem gives a very direct access to constants K1
and K2:
Theorem 3.2. Let O ¼ ð0; 1Þ2; and let L be given by (12). Let K0 satisfy the first
inequality in (17), and let
%
o;o denote constants such that
%
opoðxÞpo for all xAO: ð22Þ
Then, the second and the third inequality in (17) hold for
K1 :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
K0ð1þ 2oK0Þ
p
; K2 :¼ 1þ K0 maxf2o;o
%
og: ð23Þ
Proof. For each uAH2ðOÞ-H10 ðOÞ;
jjujjL2 jjLujjL2X/u; LuSL2 ¼
Z
O
jruj2 dx  2
Z
O
ou2 dxXjjrujj2L2  2ojjujj2L2 ;
which veriﬁes the constant K1 given in (23). Moreover, with m :¼ maxf0;ðoþ
%
oÞg
and K2 from (23),
jjDujj2L2 ¼ jj  Du þ mujj2L2 þ 2m/u;DuSL2  m2jjujj2L2
p jj  Du þ mujj2L2pðjjLujjL2 þ jjmþ 2ojjNjjujjL2Þ2pK22 jjLujj2L2 ;
whence the assertion since jjuxxjjL2pjjDujjL2 due to the convexity of O: &
3.1. Eigenvalue bounds
Since L is /; SL2 -symmetric, several methods for computing the eigenvalue
bounds needed for obtaining K0 (see (20), (21)) are available. The Rayleigh–Ritz
method (for upper eigenvalue bounds) and the Temple–Lehmann–Goerisch method
(for lower bounds; see e.g. [3]) are in a certain sense the most accurate ones. For our
purpose of computing K0; however, very accurate eigenvalue bounds are needed only
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if an eigenvalue is close to zero, which turns out not to be the case for our problem.
For this reason, we use the less accurate but simpler bounds by D. Weinstein, or a
more general version of Weinstein’s theorem admitting clustered eigenvalues:
Theorem 3.3. Let ð*lðiÞ; u˜ðiÞÞ ði ¼ 1;y; lÞ be approximate eigenpairs for L; with
*lð1Þp*lð2Þp?p*lðlÞ; such that the spectral radius r of I  U ; where
U :¼ /u˜
ðiÞ; u˜ðjÞSL2
jju˜ðiÞjjL2 jju˜ðjÞjjL2
 
i;j¼1;y;l
is less than 1. Furthermore, let e1;y; el be such that
1
jju˜ðiÞjjL2
jjLu˜ðiÞ  *lðiÞu˜ðiÞjjL2pei; and e :¼
1
1 r
Xl
i¼1
e2i
" #1
2
:
Then, the interval ½*lð1Þ  e; *lðlÞ þ e contains at least l eigenvalues of L (counted by
multiplicity).
Proof. W.l.o.g., let jju˜ðiÞjjL2 ¼ 1 ði ¼ 1;y; lÞ: Let ðln; unÞnAN denote a sequence of
exact eigenpairs of L (with ðunÞ being orthonormal and complete), g4e; and
J :¼ fnAN : *lð1Þ  gplnp*lðlÞ þ gg;
G :¼
X
nAJ
/u˜ðiÞ; unS /u˜ðjÞ; unS
 !
i;j¼1;y;l
:
We will prove that G is positive deﬁnite; then dim span fun: nAJgXl and thus,
#JXl; whence the assertion by letting g tend to e: Indeed, for a ¼
ða1;y; alÞTARl\f0g;
aTðU  GÞa ¼
Xl
i;j¼1
aiaj
X
nAN\J
/u˜ðiÞ; unS/u˜ðjÞ; unS
p aT a
Xl
i¼1
X
nAN\J
/u˜ðiÞ; unS2
¼ aT a
Xl
i¼1
X
nAN\J
1
ðln  *lðiÞÞ2
/Lu˜ðiÞ  *lðiÞu˜ðiÞ; unS2
p aT a  1
g2
Xl
i¼1
jjLu˜ðiÞ  *lðiÞu˜ðiÞjj2L2oð1 rÞaT a;
whence aT Ga4raT a  aTðI  UÞaX0: &
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Remark 3.3. (i) Theorem 3.3 will mainly be applied in the case l ¼ 1;
where it reduces to Weinstein’s original; note that r ¼ 0 in this case. We will
however also have to deal with the situation where two approximate eigenvalues are
very closely together, such that the two ‘‘single’’ Weinstein intervals (both obtained
with l ¼ 1) overlap. Then, the Weinstein Theorem guarantees only one eigenvalue in
the union of these two intervals. Therefore, we need Theorem 3.3 with l ¼ 2 in such a
situation.
(ii) The usual numerical methods for approximating eigenpairs provide
nearly orthogonal approximate eigenfunctions u˜ð1Þ;y; u˜ðlÞ; so that r is usually very
small.
In the following, let ðlnÞnAN denote the sequence of exact eigenvalues of L
(counted by multiplicity), ordered by magnitude. We would like to compute
enclosing intervals for l1;y; lN ; with NAN given. So let *l1;y; *lN denote numerical
approximations, and suppose that by Theorem 3.3 (applied with l ¼ 1 to ‘‘well
separated’’ approximations, and with larger l to clusters), intervals have been
computed which enclose (at least) N eigenvalues altogether.
Unfortunately, by these arguments we cannot guarantee that the enclosed
eigenvalues are indeed l1;y; lN ; an eigenvalue might have been ‘‘forgotten’’
between the enclosing intervals! (It should be remarked that this kind of difﬁculty is
common to all (generally applicable) methods providing eigenvalue enclosures; an
exception is the Rayleigh–Ritz method, which however gives upper eigenvalue
bounds only.)
To overcome this difﬁculty, we use a homotopy method which we explain here for
our concrete domain O ¼ ð0; 1Þ2 and our concrete L deﬁned in (12); for a more
general setting, see [25,27]. Let o denote a constant upper bound for o; and consider,
for each sA½0; 1; the eigenvalue problem
Du  2½ð1 sÞoþ sou ¼ lu; uAH2ðOÞ-H10 ðOÞ; ð24Þ
with eigenvalue sequence ðlðsÞn ÞnAN; ordered by magnitude. By Poincare´’s min-max
principle for eigenvalues,
lðsÞn is increasing in s; for each fixed n: ð25Þ
Moreover, problem ð24Þs¼1 is the eigenvalue problem for L we are interested in,
while problem ð24Þs¼0 is solvable in closed form.
Now choose M4N such that there is a reasonable gap between lð0ÞM1 and l
ð0Þ
M :
Suppose that for some s140; approximations *l
ðs1Þ
1 ;y; *l
ðs1Þ
M1 for problem ð24Þs1 have
been computed such that Theorem 3.3 provides enclosing intervals for (at least)
M  1 eigenvalues of problem ð24Þs1 altogether, and that moreover the maximal
point l
ðs1Þ
M1 of these intervals is less than l
ð0Þ
M : Then, since l
ðs1Þ
M Xl
ð0Þ
M according to (25),
we can conclude that the enclosed eigenvalues are indeed lðs1Þ1 ;y; l
ðs1Þ
M1!
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Let s1 be chosen ‘‘almost’’ maximal with the above property, i.e., such that l
ðs1Þ
M1 is
‘‘shortly’’ below lð0ÞM (or that s1 ¼ 1; in which case we are done).
Now suppose ﬁrst that the computed lower bound
%
lðs1ÞM1 for l
ðs1Þ
M1 is ‘‘well’’ above
the upper bound for lðs1ÞM2: Then we repeat the above procedure with s1 in place of 0
and M  1 in place of M: For some s24s1 (to be chosen ‘‘almost’’ maximal), we
compute, by Theorem 3.3, intervals enclosing (at least) M  2 eigenvalues of
problem ð24Þs2 ; such that the maximal point l
ðs2Þ
M2 of these intervals is less than
%
lðs1ÞM1:
Since lðs2ÞM1Xl
ðs1Þ
M1X%
lðs1ÞM1 by (25), we can conclude that the enclosed eigenvalues are
indeed lðs2Þ1 ;y; l
ðs2Þ
M2:
If
%
lðs1ÞM1 is not ‘‘well’’ above l
ðs1Þ
M2; or if l
ðs1Þ
M1 belongs to some cluster
lðs1ÞMK1 ;y; l
ðs1Þ
M1 which has been enclosed as a whole by Theorem 3.3, with lower
bound
%
lðs1ÞMK1 ; we choose s24s1 and compute enclosing intervals for (at least) M 
K1  1 eigenvalues of ð24Þs2 ; with maximal point l
ðs2Þ
MK11o%l
ðs1Þ
MK1 ; to conclude that
the enclosed eigenvalues are lðs2Þ1 ;y; l
ðs2Þ
MK11:
If s2o1; we go on with this algorithm until sR ¼ 1 for some RAN (or until the
algorithm breaks down since no eigenvalue is left to continue with). With k denoting
the total number of eigenvalues which had to be ‘‘dropped’’ during the algorithm
according to the above description, we are then done if M  kXN: The latter
condition is ‘‘very likely’’ to be satisﬁed if M is chosen such that lð0ÞM 4*lN (with not
too small gap between them), where *lN denotes an approximation to lN : Otherwise,
the algorithm has to be restarted with some larger M:
A graphical illustration of the homotopy algorithm is shown in Section 6.
4. Numerical approximations
In this section, we report on the numerical methods used to compute the
needed approximations to problem (6), and to the eigenvalue problems described in
Section 3.1. For the nonlinear problem (6), a major challenge is to detect
approximations to solutions which are ‘‘hidden’’ somewhere in H2ðOÞ-H10 ðOÞ;
without obvious path connection to known solutions (e.g., to u  0 for s ¼ 0). For
this purpose, we use a numerical Mountain Pass Algorithm which we describe in
Section 4.1. To obtain defect bounds d (see (10)) which are small enough to satisfy
(13), we need to improve the accuracy of the Mountain Pass approximations.
Starting from these, we use a Newton iteration, and a spectral collocation method
for the linear subproblems, to obtain highly accurate approximations. Since the
dimension of the approximation spaces has to be chosen comparatively large, we
have to overcome runtime problems, by some two-grid approach. The spectral
collocation method is also used to compute approximations to the eigenvalue
problems needed.
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4.1. The Mountain Pass algorithm
As mentioned in the introduction, we begin with a ﬁnite-dimensional approxima-
tion to the Sobolov space H10 ðOÞ: This is implemented on a square grid on the unit
square, with space steps of size Dx ¼ Dy ¼ 0:0125: The discretized norm jjujj2H1
0
¼R
O jruj2 dx is evaluated by the trapezoidal rule. An initial path is chosen as a straight
line from (an approximation to) the local minimum, y; found by numerically solving
the associated parabolic equation, to a point e chosen so that JðeÞoJðyÞ; and
that the endpoint e may have some obvious symmetry properties, which remain
invariant as the algorithm progresses. Since for problem (6) (with f1ðx1; x2Þ
¼ sinðpx1Þ sinðpx2Þ) the functional is JðuÞ ¼
R
Oðjruj2=2 u3=3þ sf1uÞ dx; a large
multiple of any positive function in H10 ðOÞ will work for e:
4.1.1. Initializing the path
We prescribe a ﬁxed number N; which determines the number of linear segments
in the piecewise linear path, G0: In practice, for this calculation, we found that
N ¼ 101 was quite sufﬁcient. We identify each piecewise linear path by the points in
the function space which are the endpoints of the linear segments. One possible
starting path would be simply to take a straight-line path from e to y: However, it is
clear that the initial point e was not optimal. Thus we are led to make a small
improvement in the initial path by ﬁrst choosing
gðiÞ ¼ y þ i
N
ðe  yÞ; 1pipN: ð26Þ
and then evaluating JðgðiÞÞ for iX1 until we ﬁnd at i ¼ i0 that Jðgði0ÞÞoJðyÞ:
Having found such an i0; we then replace the original e with gði0Þ; thereby shortening
the distance between y and e; but retaining the feature that will guarantee the
existence of the critical point. We now choose our initial G0 to be the straight line
between y and e; and the corresponding gðiÞ to be the equally spaced points along
this path.
Again, notice that if the point e of lower altitude is chosen in a symmetric
subspace, then the entire path will lie in that subspace.
For the purpose of this experiment, we chose a piecewise linear path with 101
nodes, initially linear.
4.1.2. Steepest descent
For semilinear elliptic equations subject to zero Dirichlet boundary conditions in a
bounded domain, the natural norm is jj  jjH1
0
: By adopting this norm, we ensure that
the steepest descent direction, as determined by the Fre´chet derivative, points toward
the unique minimum point if the equation is linear.
The steepest descent direction at uAH10 ðOÞ corresponds to ﬁnding the function
vAH10 ðOÞ with jjvjjH1
0
¼ 1 such that JðuþevÞJðuÞe will be as negative as possible when
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e-0: This is equivalent to ﬁnding the minimum of the Fre´chet derivative at u on v;
i.e. J 0ðuÞv; subject to the constraint that jjvjjH1
0
¼ 1: Introducing the Lagrange
multiplier l; we therefore look for the unconstrained minimum of the functional
I : H10 ðOÞ-R deﬁned by
IðvÞ ¼
Z
O
½ru  rv  f ðx; uÞv þ ljrvj2 dx; ð27Þ
now referring to the general problem (2). The Fre´chet derivative of I exists and is
I 0ðvÞw ¼
Z
O
½ru  rw  f ðx; uÞw þ 2lrv  rw dx
for any wAH10 ðOÞ: Hence I 0ðvÞ ¼ 0 corresponds to the weak solution vAH10 ðOÞ for
the equation
2lDv ¼ Du  f ðx; uÞ: ð28Þ
Since this is a linear elliptic equation with the right-hand side being in H1; if u is not
a solution to Eq. (2), then a nontrivial solution 2lv exists and hence so does the
minimum of I : This will deﬁne the steepest descent direction v once the sign of l;
which is nonzero, is known.
The solution 2lv can be found by solving the linear elliptic equation (28), jlj is
then determined so that jjvjjH1
0
¼ 1: To ﬁnd the sign of l; consider
Jðu þ evÞ  JðuÞ
e
¼
Z
O
½ru  rv  f ðx; uÞv dx þ OðeÞ
¼
Z
O
2lrv  rv dx þ OðeÞ
¼  2lþ OðeÞ; ð29Þ
where we have used the fact that v is a weak solution of Eq. (28). Thus as e-0; the
ﬁrst term on the right-hand side dominates, and l is chosen to be positive so that the
solution v in (28) represents the steepest descent direction. (That l is positive should
also be apparent from Eq. (27) if we try to seek the minimum of this quadratic
functional.)
Note that if f ðx; uÞ ¼ f ðxÞ in Eq. (2), given any uAH10 ðOÞ; we construct v
according to Eq. (28), then u þ 2lv will be a solution to Eq. (2). In other words,
the steepest descent direction v at u points towards the unique critical point of
the functional for the linear elliptic equation. Such property accounts for the
‘‘naturalness’’ of the H10 -norm in ﬁnding the steepest descent direction for the
functional J in Eq. (2).
In actual implementation, we need to ﬁnd a numerical approximation of the
weak solution v to Eq. (28) with u known at the mesh points of a rectangular grid.
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Writing v ¼ 2lv þ u; once the weak solution of
Dv ¼ f ðx; uÞ ð30Þ
is found, the steepest descent direction v can be computed according to the
discussion above. Eq. (30) is equivalent to ﬁnding the minimum ofZ
O
1
2
jrvj2  f ðx; uÞv
 	
dx; ð31Þ
for vAH10 ðOÞ: The ﬁnite element method, which is more natural in constructing an
approximation to a weak solution, is then employed.
We restrict ourselves to semilinear elliptic equations deﬁned on an unit square
domain, and employ triangular elements on an uniform mesh with size Dx ¼ Dy ¼
0:0125: Given such a triangulation, piecewise linear basis functions jj are used [32, p.
76]. More details can be found in [8]. Notice one important point; if the initial point u
is in a subspace of symmetry, for example even about the line x1 ¼ 0:5 on the unit
square, the direction of steepest descent will also point in the direction of that
subspace, and thus the process will remain in the subspace.
4.1.3. Finding the maximum along a path
With a given discretized path gðiÞ; the value of i ¼ im at which the maximum of
JðgðiÞÞ occurs is computed. If the number of segments N is large enough, then
1pimpN  1; because y is a local minimum and JðeÞpJðyÞ: This ﬁrst estimate of
the maximum along the path is a little crude. We try to reﬁne it by the procedures
below.
Since the path is a discretized one, we will try to locate a higher maximum between
i ¼ im1 and imþ1: Now, we join gðimÞ and gðimþ1Þ by a straight line path. In theory
we seek aX0 such that JðgðimÞ þ azÞ stops increasing, where z ¼ gðimþ1Þ  gðimÞ:
In practice, we test successively g1  12 ðgðimÞ þ gðimþ1ÞÞ; g2  12 ðgðimÞ þ g1Þ; g3 
1
2
ðgðimÞ þ g2Þ; etc. until either (a) gi is found such that JðgiÞ4JðgðimÞÞ or (b) jjgi 
gðimÞjjH1
0
¼ 1
2i
jjgðimþ1Þ  gðimÞjjH1
0
is smaller than a prescribed tolerance.
In case (a), we evaluate gmid ¼ 12ðgðimÞ þ giÞ; and perform a quadratic polynomial
interpolation to ﬁnd a better value for the maximum location of J (see [4, p. 553], for
details). We then move gðimÞ to this new location and hence attain a higher
maximum for J:
In case (b), we do not change gðimÞ:
Having checked whether we can improve the estimate of the maximum in the
direction of gðimþ1Þ; we now perform a similar task with gðim1Þ and our revised
location of gðimÞ; so that gðimÞ will be moved to attain a higher maximum.
We now reﬁne the path in the neighborhood of the local maximum, by moving
some of the nearby nodes closer. If the H10 -norm distance between gðimÞ and gðimþ1Þ
is larger than a prescribed value, we move a prescribed number of mesh points (5 in
our numerical experiments) around this local maximum. Thus for our experiments,
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we set the new gðimþ5Þ to be the old gðimþ1Þ and the new gðimþ1Þ;y; gðimþ4Þ are
equally spaced on the straight line interpolation between the new gðimþ5Þ and gðimÞ:
Similar tasks are performed for gðimÞ and gðim5Þ: Such clustering of points around
the local maximum helps to avoid the ‘‘missing’’ of saddle points, but keeps the total
number of points N in the discretized path low.
It is understood that if m is too close to 0 or N; such adjustment is not performed
because we cannot have enough neighboring mesh points to move toward the local
maximum.
4.1.4. Deforming the path
The steepest descent direction at the local maximum location is computed by
solving Eq. (28) resp. (30). Thus, a numerical approximation of 2lv ¼ v  u can be
computed. If the difference on the right-hand side is smaller than a prescribed
tolerance in the H10 norm, we stop the algorithm and have found an approximate
critical point of the functional J:
Otherwise, up to a prescribed maximum, the maximum point is moved ‘‘downhill’’
for a certain descent distance. This distance is determined by a similar procedure as
in 4.1.3 when J is being maximized (again see [4, p. 553] for details).
If this distance or the difference in J before and after the descent is smaller than a
prescribed tolerance, then we have a numerical approximation of a critical point and
stop the algorithm. If not, repeat the steps in 4.1.2–4.1.4.
Each iteration results in a new path with a successively lower maximum. With
some precautions, this procedure will end when the maximum along the path
approximates a saddle point of the functional. Again, notice by the remarks in the
preceding subsections, that the entire algorithm remains in a subspace of even
symmetry if it starts off in such a subspace.
Thus, one can, by conﬁning the algorithm to a subspace, converge to solutions
which are not of Morse index one in the whole space, but are in the reduced
subspace. This is how additional critical points of the functional are found. Of the
four numerical solutions shown in Fig. 2, three are found by the mountain pass
algorithm by starting with an endpoint with the obvious symmetry.
4.2. The spectral Newton-collocation method
In this section we are going to describe how we improve, by Newton iteration, the
accuracy of the relatively rough approximations obtained by the Mountain Pass
Algorithm. We will look for high accuracy approximations in the space
VM :¼ spanfjij :1pi; jpM  1g;
where jijðx1; x2Þ :¼ sinðipx1Þ sinð jpx2Þ:
The ﬁrst step is to subject the (discrete) Mountain Pass approximations to an
interpolation process to obtain approximations in VM ; which are then used to start a
Newton iteration:
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With oð0Þ denoting one of these starting approximations, we perform the iteration
ðn ¼ 0; 1; 2;yÞ:
(i) Find vðnÞAVM such that
DvðnÞ  2oðnÞvðnÞEDoðnÞ þ ðoðnÞÞ2  sf1; ð32Þ
(ii) oðnþ1Þ :¼ oðnÞ þ vðnÞ;
until ‘‘convergence’’ is achieved (in the sense that some suitable norm of vðnÞ is below
some tolerance).
The approximate solution of the linear subproblems in (32) is carried out by
collocation at equidistant collocation points ð k
M
; l
M
Þ ðk; l ¼ 1;y; M  1Þ; i.e.,
vðnÞAVM is required to satisfy the linear differential equation in (32) at the
collocation points. Clearly, this leads to the linear algebraic system
ðBV 2 þ CðnÞBÞbvðnÞ ¼ RðnÞ; ð33Þ
with ðM  1Þ2  ðM  1Þ2 matrices B; V ; CðnÞ; and RðnÞARðM1Þ2 deﬁned by
Bðk1ÞðM1Þþl;ði1ÞðM1Þþj :¼ sin ip k
M
 
sin jp
l
M
 
;
Vðk1ÞðM1Þþl;ði1ÞðM1Þþj :¼ p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
i2 þ j2
p
if i ¼ k and j ¼ l
0 otherwise
( )
;
C
ðnÞ
ðk1ÞðM1Þþl;ði1ÞðM1Þþj :¼
2oðnÞ k
M
;
l
M
 
if i ¼ k and j ¼ l
0 otherwise
8<:
9=;;
R
ðnÞ
ðk1ÞðM1Þþl :¼ ðDoðnÞ þ ðoðnÞÞ2  sf1Þ
k
M
;
l
M
 
for 1pi; j; k; lpM  1: The solution vector bvðnÞ in (33) consists of the Fourier
coefﬁcients of vðnÞ; i.e.,
vðnÞ ¼
XM1
i;j¼1
bvðnÞði1ÞðM1Þþj jij : ð34Þ
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To solve problem (33) (approximately), we ﬁrst perform a simple but effective
preconditioning: Introducing the new vector
qðnÞ ¼ VbvðnÞ ð35Þ
and using the identity B2 ¼ ðM2=4ÞI ; we easily recognize that (33) is equivalent to
AðnÞqðnÞ ¼ bRðnÞ; ð36Þ
where AðnÞ :¼ I þ 4
M2
V1BCðnÞBV1; bRðnÞ :¼ 4
M2
V1BRðnÞ: ð37Þ
The eigenvalues of AðnÞ are the collocation approximations to the eigenvalues of
Du  2oðnÞu ¼ lðDuÞ; uAH2ðOÞ-H10 ðOÞ: ð38Þ
Therefore, most of them are very close to 1 (see Fig. 1), while e.g. for M ¼ 128 the
eigenvalues of the original unpreconditioned matrix in (33) are spread within
½240000; 240000:
Since AðnÞ is full and, for the approximation quality we need, too large for a direct
solver, we consider an SOR iteration with relaxation parameter sAð0; 1Þ (which in
practice is chosen equal to 0:8) to solve (36):
q
ðnÞ
0 :¼ s bRðnÞ; qðnÞmþ1 :¼ ðI  sAðnÞÞqðnÞm þ s bRðnÞ: ð39Þ
(Note that the iteration steps can be carried out very quickly by means of the Fast
Fourier Transformation, since multiplying a vector by B means to calculate its
Fourier transform, and V and CðnÞ are diagonal.)
Due to the above considerations, most of the eigenvalues of the iteration matrix
I  sAðnÞ are close to 1 s; and thus, ‘‘small’’ in modulus. However, a few
eigenvalues of AðnÞ may be far from 1 (see Fig. 1), which may spoil convergence of
iteration (39).
On the other hand, since the eigenvalues of AðnÞ approximate the eigenvalues of
(38), the ones which are far from 1 correspond to low frequency eigenfunctions. This
gives rise to a two-grid approach: After a few steps of iteration (39), the truncation
error qðnÞ  qðnÞm ; and thus also the residual AðnÞðqðnÞ  qðnÞm Þ ¼ bRðnÞ  AðnÞqðnÞm ; will
correspond (via transformations (35) and (34)) to functions which are ‘‘nearly’’ in
VM0 ; with M0 chosen substantially smaller than M: Therefore,
qðnÞ  qðnÞm Eg; ð40Þ
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Fig. 1. Example for distribution of eigenvalues of AðnÞ:
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where g is computed in a coarse grid correction step: With A
ðnÞ
0 formed as A
ðnÞ; but
with M0 in place of M; we solve the system
A
ðnÞ
0 g˜ ¼ r˜; ð41Þ
where r˜ði1ÞðM01Þþj :¼ ð bRðnÞ  AðnÞqðnÞm Þði1ÞðM1Þþj ð1pi; jpM0  1Þ and deﬁne
gði1ÞðM1Þþj :¼
g˜ði1ÞðM01Þþj if both i; jAf1;y; M0  1g;
0 for other i; jAf1;y; M  1g:

ð42Þ
In our practical applications, we choose e.g. M ¼ 128 and M0 ¼ 16; so problem (41)
can easily be solved directly by Gaussian elimination. According to (40), q˜ðnÞ :¼
q
ðnÞ
m þ g is a good approximation to the solution qðnÞ of (36).
4.3. Computation of approximate eigenpairs
To solve the eigenvalue problem ð24Þs (for ﬁxed sAð0; 1) approximately, we use a
spectral collocation method again: We look for u˜AVM\f0g and *lAR satisfying the
differential equation in ð24Þs at the collocation points ð kM; lMÞ ð1pk; lpM  1Þ: This
leads to the matrix eigenvalue problem
ðBV 2 þ CBÞbu ¼ *lBbu; ð43Þ
with B; V ; C deﬁned as before, but with oðnÞð k
M
; l
M
Þ deﬁning CðnÞ replaced by ð1
sÞoþ soð k
M
; l
M
Þ to deﬁne C: The desired approximation u˜; and bu in (43) are again
related by transformation (34). Introducing the new vector
p ¼ Bbu ð44Þ
and using the identity B2 ¼ ðM2=4ÞI ; we observe that (43) is equivalent to the
symmetric matrix eigenvalue problem
4
M2
BV 2B þ C
 
p ¼ *lp ð45Þ
which moreover has the advantage that the matrix BV 2B can be calculated by
explicit formulas with OðM3Þ effort.
In our practical applications, the choice M ¼ 32 gives sufﬁciently accurate
approximations. To solve problem (45) (approximately), we use a MATLAB routine
based essentially on QR decomposition.
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5. Defect bounds
Here, we will describe the computation of a defect bound d for an approximate
solution oAVM of the nonlinear problem (6) (see (10)), and of the eigenpair defect
bounds ei needed for Theorem 3.3. For obtaining d; we need a bound forZ
O
Doðx1; x2Þ þ oðx1; x2Þ2  s  sinðpx1Þ sinðpx2Þ
h i2
dx1 dx2; ð46Þ
where o is given in the form
oðx1; x2Þ ¼
XM1
i;j¼1
boij sinðipx1Þ sinð jpx2Þ ð47Þ
by our numerical approximation methods described in Section 4. Thus, integral (46)
can be calculated in closed form, as a fourth order polynomial function of the
coefﬁcients boij:
To avoid OðM8Þ runtime when evaluating this polynomial function, there is need
for some technical manipulations. In particular, by writing sin-products as
differences of cos-functions, o4 (occurring in (46)) can be written as a double sum
of cos-functions, rather than a quadrupel sum of sin-functions. Making careful use of
such structures, we ﬁnd that the polynomial function providing the defect integral
can be evaluated in OðM4Þ runtime.
To obtain a rigorous defect bound, rounding errors have to be controlled during
this evaluation. For this purpose, we use interval arithmetic (see [16,17]) here.
Interval arithmetic is also required in some small scale calculations such as, e.g., the
evaluation of the formulas providing C0; C1; C2; K1; K2 (see Section 3), but clearly not
in the approximation procedures described in Section 4.
The arguments are very similar for the calculation of the eigenpair defect bounds ei
needed for Theorem 3.3, applied to problem ð24Þs: Here, the integralZ
O
fDu˜ðx1; x2Þ  2½ð1 sÞoþ soðx1; x2Þu˜ðx1; x2Þ  *lu˜ðx1; x2Þg2 dx1 dx2 ð48Þ
has to be bounded, with u˜ given in the form
u˜ðx1; x2Þ ¼
XM1
i;j¼1
buij sinðipx1Þ sinð jpx2Þ; ð49Þ
and o in the form (47). The needed computations are carried out by similar means as
in the evaluation of (46). Even simpler is the calculation of (a lower bound for) the
denominator jju˜jjL2 in the eigenpair defect.
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6. Numerical results
In this section, we report on the numerical results obtained, which ﬁnally
prove the desired existence and multiplicity result for problem (6) with the speciﬁc
choice
s ¼ 800: ð50Þ
The computations have been carried out on an IBM RS 6000 Workstation, Model 43
P-140, with a 332 MHz Power PC processor.
Applying the Mountain Pass Algorithm we obtained four essentially different
approximate solutions plotted in Fig. 2. The ﬁrst two (upper row) are fully
symmetric (i.e., with respect to reﬂection at the axes x1 ¼ 12; x2 ¼ 12; x1 ¼ x2; and
x1 ¼ 1 x2Þ; while the third is symmetric only with respect to x2 ¼ 12; and the fourth
only with respect to x1 ¼ x2:
Starting from these approximations, we applied the Newton-collocation method
with M ¼ 128 (corresponding to 16; 129 unknowns), resp. M ¼ 200 for the third
approximation. In all cases, two steps of the SOR iteration (39) (together with the
coarse grid correction, applied with M0 between 16 and 32) turned out to be
sufﬁcient to make the Newton iteration ‘‘converge’’ within about ﬁve steps (with
tolerance 104) to highly accurate approximate solutions o1;y;o4:
Applying the method described in Section 3.1, we computed enclosures for the ﬁrst
three eigenvalues of the respective linearized operators Li ¼ D 2oi ði ¼ 1;y; 4Þ;
see (12). The enclosing intervals (in an obvious sub- and superscript notation) are
displayed in Table 1, as well as the (rough) lower bound
%
l4 for the fourth eigenvalue,
provided by the homotopy method. It is now easy to compute K0 via (20), (21),
shown in the last column of the table. For L3; we made use of Remarks 2.1(ii)
and 3.2 to discard the second eigenvalue (in ½3:6801;3:6369), corresponding
to an eigenfunction which is antisymmetric with respect to reﬂection at x2 ¼ 12:
Fig. 3 illustrates the course of the homotopy algorithm (with hugely overscaled
enclosure intervals) for the operator L2:
According to Theorems 3.1 and 3.2 (and to Remark 3.1), the constants K
satisfying (11) are now easily computable. The results are shown in the following
Table 2, as well as the defect bounds d computed according to Section 5, and the
error bounds a provided by Theorem 2.1; the crucial condition (13) is satisﬁed in all
four cases.
Finally, it is easy to check that condition (9) is satisﬁed. This completes the desired
existence and multiplicity result.
7. Concluding remarks and open questions
We recognize the limitations of this result. Presumably, this approach would also
work for other values of the right-hand side that were large and positive but not
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exactly of the form s sinðpx1Þ sinðpx2Þ: Presumably, these ideas would also work, up
to computational limitations, for values of s above 800.
Also, it seems clear that the exact nature of the nonlinearity u2 is not essential.
Other nonlinearities like ðuþÞ2; which have the same qualitative properties, namely
Npf 0ðNÞol1of 0ðþNÞ ¼ þN; could be allowed. A full description of this can
only be expected through advances in nonlinear analysis.
However, this conjecture, even in its weakest form has been the subject of research
for at least 20 years, and this remains the ﬁrst genuine ‘‘partial differential equation’’
result on the superlinear case.
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Fig. 2. Four essentially different approximate solutions of (6) for s ¼ 800:
Table 1
Eigenvalue enclosures
l1 l2 l3
%
l4 K0
o1 50:854532560 74:8
8843
5752 74:8
8843
5752
91.34 0.019676
o2 58:964987504 3:8554909 3:8554909 7.01 0.25938
o3 62:3267733 ð3:6369801Þ [6.9301,7.0082] 27.65 0.144299
o4 65:13362667 6:77456269 6:77456269 12.38 0.150901
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Fig. 4 shows what we believe is happening; we have the two branches of positive
and negative solutions and at a certain point, additional bifurcation branches
develop from the positive solutions. Presumably, these branches continue to þN as
s-N:
The stronger version of the conjecture suggests that as s-N; more solutions are
created as bifurcations from the positive curve, considerably further up the positive
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Fig. 3. Eigenvalue homotopy for L2 ¼ D 2o2:
Table 2
Enclosure results for problem (6)
Approximate solution Defect bound d K (see (11)) Error bound a
o1 0.0023 0.2531 5:8222 104
o2 0.0041 4.9267 0.0228
o3 0.0059 2.8847 0.0180
o4 0.0151 3.1436 0.0581
B. Breuer et al. / J. Differential Equations 195 (2003) 243–269 267
branch. So far we have not succeeded in detecting this phenomenon numerically.
Part of the problem is that presumably these solutions are not of mountain pass type
but of higher Morse index. Although there are linking algorithms which can
sometimes ﬁnd these solutions numerically, [13], so far there has been no progress on
detecting these branches.
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