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Introduction
The neural network community is all too familiar with
the struggles of the field's development in the United States.
The publication of Perceptrons [ 1] in 1969 led to a decrease in
funding of neural network activities in favor of symbolic
artificial intelligence. Rapid progress in certain subfields of AI
seemed to support the idea of emphasizing it at the expense of
neural networks in order to quickly meet the needs of defense
industries. However, later AI development was not as rapid,
with many interesting problems stubbornly refusing to yield to
symbolic approaches. This and several other issues led to a
powerful re-emergence of neural networks in the 1980's.
[2,3,4] Of course, much of the funding for both fields'
activities came from aerospace and other defense communities
that needed the advanced computational abilities they offered.
In what was then the Soviet Union, the aerospace
industry and other sources continued to aggressively fund
neural network research. For this reason the field thrived there,
and many useful ideas were developed. American scientists for
the most part have not found out about this work for reasons
including classification of the results and economics. Many
Russian scientists find it difficult to travel to the United States,
and they also usually publish in their own Russian-language
journals. However, their current economic situation motivates
them to discuss their research more openly, and the current
political situation also allows greater opportunities for
openness. Exchange programs and jointly-held conferences
also improve opportunities for learning from each other. The
extraordinary opportunity to have a peek at this research is not
unique to neural networks--many fields aggressively pursued by
Russians are now, for the first time, being opened up for
communication with western scientists. However, neural
networks are special in that the Russians generously supported
the field during decades in which there was a recession in the
field in the United States. Their consistent investment in neural
networks has paid off. Much of their work in this field is
definitely of a world-class caliber, and will certainly have
historic and business implications. Some of the work is
described in this paper. This is of necessity a preliminary and
incomplete description--the subject could easily occupy several
volumes. (In fact it already does, in Russian.)
Some general comments apply to much of the Russian
research in the field. Because of American export control laws,
it was difficult for Russian scientists to obtain the computing
power that we take for granted. This forced them to do one of
two things: build their own custom hardware (if they could
afford it), or devote extra attention to efficiency issues in their
software engineering. Most scientists did a little of both. This
puts collaborative efforts into a whole new realm--either to
obtain unheard-of results by combining their painstaking
innovations with our superior hardware, or to get reasonable
"Copywrite © 1993 by the American Institute of Aeronautics and
Astronautics, Inc. All rights researved"

performance out of systems we now consider obsolete. Both
questions are of interest to the aerospace industry. The former
idea is needed because we are still facing challenges for which
our best software and hardware still are inadequate. The latter
idea has the potential to solve one of the most vexing problems
of aerospace manufacturers, the legacy systems problem.
Legacy systems are the delivery platforms for computing
solutions to manufacturing problems. Often a factory floor is
equipped with systems that are obsolete by the standards of
software developers, but which are necessary for the daily
manufacturing functions. Stopping the factory to install a new
system would be prohibitively expensive, not to mention the
cost of the new equipment itself. Furthermore, a political
resistance to change permeates many factories. Therefore,
innovations that would allow old systems to behave like
modern high-performance ones would be attractive.
Another observation is that the Russian educational
system is different than our own. They have research institutes
that do not offer courses but, like universities, have the power
to confer graduate degrees. Students typically enter college
one year earlier but are better prepared due to a rigorous
secondary school curriculum. They spend five years to get
their "Diplom", which requires a thesis, and frequently a
publication and is roughly similar to our M.S. degree. Students
continuing will pursue the "Candidat" degree, which requires
multiple journal publications and is like our Ph.D. except that
the Candidat degree has a requirement that the work be applied
to a real-world problem. Most students stop at this point. A
few will return, usually after several years or even more than a
decade of working, to finish a "Doktor" degree. The status of
this is similar to that of a full Professor or an industry Fellow
here. They may supervise several Candidat thesis projects.
Finally, a small percentage of Doktors will be elected to the
Academy of Sciences and achieve the title 11 Academician". This
is more than a peer recognition award, but more like a superendowed chair, with funding for subordinates, political power,
chauffeured cars, posh offices, and similar perks.
The
Academy of Sciences directly chooses a large fraction of the
membership of the Congress of Peoples Deputies.
The result of this huge hierarchy is that it is not unusual
to find scientists with a reasonable ability to stick to a line of
research despite the force of the current scientific fashion .
Most institutes have at least a few student laborers, and various
levels of researchers. The low cost of their activities, from our
point of view, has made research there attractive for American
industry, as evidenced by significant projects by Boeing,
Lockheed, TRW, Sun Microsystems, DEC, and many others.
This trend is likely to continue in coming years, in spite of our
domestic economic difficulties. This is not necessarily purely
from a desire to inexpensively obtain high-quality research.
The former Soviet Union represents a significant market
opportunity in the long term, and the companies that establish
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Energy has a group that applied the photon echo effect in
photorefractive materials to various neural network
implementations. [ 1O] Specific photorefractive materials exist
that display a photon echo effect at cryogenic temperatures.
This effect allows an additional dimension of information
processing, a fourth dimension, because the systems respond to
information that is coded in the direction of time in addition to
the three dimensions of space.
They also have a
mathematician, Dr. Irina Surina, who is looking at neural
network models with an eye to finding ones that are easily
applied in optical hardware. She will soon publish a new
model.

collaborations early will have a relatively inexpensive
introduction to the complexities of doing business there, and
build a substantial base of goodwill among potential customers
in the process.
The rest of this paper is organized by geographic region,
starting
with
Moscow,
and
proceeding
roughly
counterclockwise.

Research Activities
Moscow
Perhaps the best-funded Russian neural network researcher is Professor Alexander Galushkin of the Russian
Academy of Sciences, who runs the Scientific Center for
Neurocomputing, which has done extensive work on
transputer-based implementation of neural networks, and many
other neural network topics.[5,6,7] He has been working the
field since the late 1960's and is completing a comprehensive
three-volume encyclopedia of neural networks. It has details
about many neural network models including Western ones.
He has a voluminous work of his own material, much of which
is unique. A few of the other materials appear to be along
similar lines of thought as in the United States, but much
earlier. In 1974 he implemented neural models by adding nodes
in the hidden layers during the learning process. This gives rise
to error curves with non-linearities that occur at the time of
adding nodes. The Center has several interesting transputerbased implementations, notably one that had 32 transputers on
a board to be plugged into a workstation to achieve a claimed
320 MIPS performance. They also have done systems with
many Intel 1-860 processors for high-speed graphics and
pattern recognition applications.
This Center also designed systems that implement
continual neural networks, in order to do classifications of a
continuous signal without the need for sarnpling.[8] To do this,
a continuous signal is fed into the neural network. The weights
are loaded from RAM and are fed through a digital to analog
converter and are multiplied by the continuous signal. One
then sends the signal into time integrating device such as a
capacitor and this then modulates that signal with some other
weights, and then adds a fixed bias. It then goes through a
digital to analog converter, so the output will be of the form of
an expression of an integral of continuous signals (that
represent the weights) times the continuous signal that
represents the input signal. This yields the desired output for a
continuous neural network.
Stanislav Z. Seleznev, Director oflris Ltd., and Dmitriy

0. Scobelev, Vice Director, developed neural net hardware accelerators for personal computers.[9] They got into this
business in the area of synthetic aperture radar, and realized
that it was a small step to move from that to getting into neural
networks.
The synthetic aperture radar application was
perhaps even more interesting than the neural net hardware;
they claimed similar performance to the best published systems,
even though they had to use inferior hardware. This work was
done under a military contract through the Russian Academy of
Sciences Research Institute of VLSI CAD Systems ..
Edward A. Manykin, Chief of the Optical Implementations Department at the I. B. Kurchatov Institute of Atomic
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The Moscow State University, Department of
Computer Mathematics and Cybernetics is the site of a major
laboratory sponsored by Sun Microsystems. The leader of their
parallel processing efforts is Russian L. Smeliansky, Associate
Professor, Head of Computer System Laboratory. One of his
students, Nickolay Umnc5v is developing optimal NN model
choosing methods for concrete applications; analyzing model
complexity (e.g . number of neurons and hidden layers) and
investigating questions of neural network applications for
control of nonlinear dynamical objects. Umnov has also done
some neural network hardware design research [11]. The lab
has a group of about 30 people very experienced with
theoretical issues and analysis of parallel processing problems,
but also with the programming. They have developed models
for how a program executes on a multiprocessor machine. It's
more difficult to deal with things on a multiprocessor machine
because one can't guarantee that the same program will execute
in the same amount of time in different processors on such
machines. Thus models are required of how to synchronize
them or how to make them run well even when they are not
synchronized.

St. Petersburg (formerly Leningrad)
Adil Timofev and Danit Prokhorov, of the St.
Petersburg Institute of Informatics and Automation have
developed a higher-order polynomial network that uses binary
weights and results in a logical expression for the network's
activity. [ 12]
They are applying this work to pattern
recognition and control problems. Their work bears certain
similarities to those of John Hopfield [13] and Donald Specht
[14]. Prokhorov is now working on application of adaptive
critic networks to nonlinear control problems.
Also in St. Petersburg is the famous Vavilov State
Optical Institute, the largest optics laboratory in the world. [15]
Yuri Mazurenko has designed four dimensional holographic
optical interconnects for neural network implementation by
using frequency multiplexing. They have several other neural
network projects of an applied nature. It is best to arrange well
in advance before attempting to visit.

The V. M. Glushkov Institute of Cybernetics in Kiev,
Ukraine is a military research institute. Getting permission to
visit is best done with some advance notice because of their security requirements. They have a Department of Neural Information Processing Systems headed by Ernst Kussul, who has
been active in the field since 1967. His main deputy, Alexander

Goltsev, has been active since 1971.
They have been
developing a neural network model called adaptive projection
neural networks.
It is based on globally interconnected
networks of nodes on each layer with one-to-one mappings
between layers with simple on/off interconnections. Also,
instead of using a single neuron to do recognition, they operate
with large subsets of the neuron population, and these subsets
code a particular recognition. They also use binary links and a
probabilistic weight change law. These large populations and
the law of large numbers make the processing work. They also
have a parameter for the number of populations that will win a
competition for recognition of a particular pattern. It's possible
to have only a single population win, but it is better to have
multiple population groups win in a competition. These
population groups can be read off in decreasing order of
importance. The way this is done is to change the parameter
for number of winning activations back down to 1 and then
after reading off the winner, inhibit that, and continue reading
off the populations in decreasing order of importance until the
desired number of winning populations are read out. Training
is relatively fast.

visualizations based on whether one wants to put the active
neurons together or do some other things.
They also have conducted experiments on whiskers of
rats to show a relationship to the cell structures in the brain.
They made many detailed measurements of how different
stimulations of these whiskers result in different activations in
the rat cortex. Different portions of the brain from the
periphery to the cortex are mapped from certain stimulations of
these whiskers. These experiments carry over into motor
activity as well as sensory activity and they have implications
that can carry over into other species as well, such as insights in
tactile sensory processing. Some of the conclusions from this
carry over to other species including humans as well.
They also have a department of robots and vision, and a
department studying the function of the human brain which has
several laboratories researching the capability to monitor pilot
states and feed that infonnation into the plane's black box.
They are working together with Tubolev to implement this
system. They have noted that pilot error is a major problem in
safety and so by better monitoring and control of the pilot state
they feel that they can significantly enhance aircraft safety.

Until recently much of their work has been classified,
and hardware constraints have prevented them from
implementing all of their many designs. They now have limited
access to good hardware through a Japanese collaboration, but
they generate ideas faster than their ability to implement them.
They have applied this work [16] to problems such as
brightness-based image segmentation, texture-based image
segmentation, speech recognition, intelligent databases,
automated rule base system generation, handwritten character
recognition, handwritten number recognition, logical inference
object recognition, and others. This department has about 20
people, mostly scientists. They have very little administrative
overhead.

Krasnoyarsk
The Computing Center of the Krasnoyarsk AMSE
Center is run by Prof. A. N. Gorban. Despite his geographical
isolation, he is widely known in Russia for a variety of creative
neural models. He has a supervised network that uses gradient
error updates in a short batch mode, together with feedback
connections from the output nodes to the hidden nodes. This
network is known for similar perfonnance but much faster
training than backpropogation. [20] He has also developed a
multi-expert approach to neural architectures [21] and various
other approaches.

Taganrog
Conclusion
The Taganrog Radio-Engineering .Institute after V. D.
Kalmykov has a department called the Research Institute for
Multiprocessor Computer Systems, which has for many years
been a major contributor to Russian parallel processing
techniques, and more recently has turned its attention to neural
networks. In addition to developing their own neural models
[17], they have implemented a parallel backpropagation
accelerator [ 18].

This paper has only scratched the surface of neural
networks activities in the former Soviet Union that have
potential aerospace applications.
The opportunities for
collaborations offer hope for accelerated progress in the field.
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