By conventional spike count measures, auditory neurons in the cat's anterior ectosylvian sulcus cortical area are broadly tuned for the location of a sound source. Nevertheless, an artificial neural network was trained to classify the temporal spike patterns of single neurons according to sound location. The spike patterns of 73 percent of single neurons coded sound location with more than twice the chance level of accuracy, and spike patterns consistently carried more information than spike counts alone. In contrast to neurons that are sharply tuned for location, these neurons appear to encode sound locations throughout 3600 of azimuth. 
It often is assumed that dimensions of perception are represented in the brain by orderly maps containing sharply tuned neurons, and such maps are well known in the visual and somatosensory cortices. Maps of auditory space have been demonstrated at the level of the midbrain (1), but physiological studies of the auditory cortex have failed to demonstrate any evidence of a space map containing sharply tuned neurons. This has been puzzling, given that auditory cortex lesions in human patients and in experimental animals result in prominent deficits in sound localization behavior. In the inferior temporal and striate visual cortices, information-theoretic analysis has demonstrated that the spike patterns of neurons, including both spike count and spike timing, can carry nearly twice the stimulus-related information of spike counts alone (2) . We studied spatial coding by auditory neurons in the cat's anterior ectosylvian sulcus cortical area (area AES). We used an artificial neural network to classify the spike patterns of single neurons according to sound source location. We found that single neurons can code for sound locations throughout 3600 of azimuth.
Data were obtained from 67 single units on the posterior bank of the anterior ectosylvian sulcus of eight chloralose-anesthetized cats (3) . Noise responses of this unit, is shown in Fig. 2 . The network outputs clustered near the correct stimulus locations. The neuron could code sound location across all stimulus locations, not just within a particular best area. For this unit, the median error between stimulus and network response was 21.00 across all stimulus locations. In our sample of 67 units, median errors ranged from 15.50 to 73.10 and averaged 39.5. By comparison, random chance performance would give a median error of 900.
The ability of these single units to code sound location fell far short of the performance of a behaving cat. For instance, a cat can walk to the source of a noise burst with accuracy approaching 100% when the targets are separated by 300 (8) . Nevertheless, given that localization coding by single neurons is well above chance levels, one would expect the accuracy of location coding to increase with increases in the size of the neuronal pool. The improvement that could be achieved by invoking the contri- butions of more neurons is limited by the degree of correlation in location coding among multiple neurons in the pool and by the efficiency with which information is combined across neurons (9) . The absence of data on correlation between neurons prohibits estimating the size of the neuronal pool that could account for the cat's localization behavior.
The burst of spikes elicited at the onset of a noise burst showed relatively little influence of the duration of the noise burst. That is, a 1-ms noise burst elicited a 30-to 40-ms burst of spikes that was similar to that elicited by a 100-ms noise burst. For 25 units, we obtained responses to 1-, 10-, and 100-ms noise bursts. When we trained the network with responses to a single duration and tested with responses It is a common observation that the spatial tuning of auditory units in the cortex broadens considerably when the stimulus sound pressure level is increased (10) . Nevertheless, network performance was relatively robust when we trained and tested with responses to stimuli that roved between 20 and 40 dB above neuronal thresh- Crosses represent the percent of trials in which the response was within ±500 of the stimulus location, that is, no more than two loudspeaker positions away from the correct loudspeaker. old. In a sample of the 40 units for which there is complete data, the median errors in the roving-level condition increased by an average of only 6.30 above the larger of the median errors in the two constant-level conditions. Network performance was substantially worse, however, when we attempted to train with responses to 20-dB stimuli and test with 40-dB responses. We compared the classification based on spike patterns with a classification based on spike counts alone. The one-layer perceptron was poorly suited to classify counts because the spike count measure has only a single dimension. Instead, we used a maximum likelihood estimator, which can be shown to be an optimal classifier (11) . In that procedure, spike counts from the bootstrapped training sets were used to accumulate the spike probability distribution for each stimulus location, then counts from the test sets were classified by assigning to each count the most probable stimulus location. We could not use the maximum likelihood procedure to classify temporal spike patterns because the probability distribution for that 40-dimensional measure (corresponding to the 40 1-ms time bins) could not be estimated. The network classification of spike patterns generally outperformed any classification of spike counts. A comparison of the performance of the network in classifying spike patterns with the performance of a maximum likelihood estimator in classifying spike counts alone is shown in Fig. 3 . The spike count classifier was fairly successful at identifying the correct loudspeaker (open symbols), although its performance was below the random chance level for 6 of 67 units. In contrast, the pattern classifier performed better than chance for all but one unit, and the pattern classifier surpassed the spike count classifier for 50 of 67 units (74.6%). Moreover, when the spike count classifier erred, it tended to make larger errors than did the pattern classifier, so the pattern classifier gave more responses within 50°of the correct loudspeaker for all but three units.
In the optic tectum and superior colliculus, sound locations appear to be represented by a place code in which, by virtue of the spatial tuning of single neurons, a particular sound source location maps onto a particular place within the tectal or collicular map (1) . No that it can carry information about locations throughout 3600 of azimuth. Although there are many instances in sensory physiology in which particular stimuli can be shown to be represented by the levels of activity of tuned neurons, it is unrealistic to imagine that every possible stimulus dimension is represented by a corresponding class of tuned neurons. Sound location might prove to be one example of a stimulus dimension that is represented in the cortex by a temporal firing code rather than by a place code. The temporal pattern classification that we have applied in this instance may be applicable to a variety of problems in sensory coding.
Inwardly rectifying potassium (K+) channels (IRKs) maintain the resting membrane potential of cells and permit prolonged depolarization, such as during the cardiac action potential. Inward rectification may result from block of the ion conduction pore by intracellular magnesium (Mg12+). Two members of this family, IRK1 and ROMK1, which share 40 percent amino acid identity, differ markedly in single-channel K+ conductance and sensitivity to block by Mg%2+. The conserved H5 regions were hypothesized to determine these pore properties because they have this function in voltage-dependent K+ channels and in cyclic nucleotide-gated channels. However, exchange of the H5 region between IRK1 and ROMK1 had no effect on rectification and little or no effect on (6) . Segment H5 is thought to line the pore of voltage-dependent K' (7), Na' (8) , and Ca2+ channels (9) , as well as cyclic nucleotide-gated channels (10) . Because of sequence homology, H5 has
