Abstract-This paper presents a safety-aware learning framework that employs an adaptive model learning method together with barrier certificates for systems with possibly nonstationary agent dynamics. To extract the dynamic structure of the model, we use a sparse optimization technique, and the resulting model will be used in combination with control barrier certificates which constrain feedback controllers only when safety is about to be violated. Under some mild assumptions, solutions to the constrained feedback-controller optimization are guaranteed to be globally optimal, and the monotonic improvement of a feedback controller is thus ensured. In addition, we reformulate the (action-)value function approximation to make any kernel-based nonlinear function estimation method applicable. We then employ a state-of-the-art kernel adaptive filtering technique for the (action-)value function approximation. The resulting framework is verified experimentally on a brushbot, whose dynamics is unknown and highly complex.
I. INTRODUCTION
By exploring and interacting with an environment, reinforcement learning can successfully determine the optimal feedback controller with respect to the long-term rewards received by an agent [1] , [2] . Whereas the idea of determining the optimal feedback controller in terms of a cost over some time horizon is standard in the controls literature [3] , reinforcement learning is aimed at learning the long-term rewards by exploring the states and actions. As such, the agent dynamics is no longer explicitly taken into account, but rather is subsumed by the data. Moreover, even the rewards need not necessarily be known a priori, but can be obtained through exploration, as well.
If no information about the agent dynamics is available, however, an agent might end up in certain regions of the state space which must be avoided while exploring. Avoiding such regions of the state space is referred to as safety. Safety includes collision avoidance, boundary-transgression avoidance, connectivity maintenance in teams of mobile robots, and other mandatory constraints, and this tension between exploration This work of M. Ohnishi was supported by Scandinavia-Japan Sasakawa Foundation.
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and safety becomes particularly pronounced in robotics, where safety is crucial.
In this paper, we address this safety issue, by employing model learning in combination with barrier certificates. In particular, we focus on learning for a system with discretetime nonstationary agent dynamics. Nonstationarity comes, for example, from failures of actuators, battery degradations, or sudden environmental disturbances. The result is a method that adapts to a time-varying agent dynamics and simultaneously extracts the dynamic structure without having to know how the agent dynamics changes over time. The resulting model will be used for barrier certificates. Moreover, certain conditions are also presented under which the monotonic improvement of a barrier-certified feedback controller is ensured.
Over the last decade, the safety issue has been addressed under the name of safe learning, and plenty of solutions have been proposed [4] - [13] . To ensure safety while exploring, an initial knowledge of the agent dynamics, some safe maneuver or their long-term rewards, or a teacher advising the agent is necessary [4] , [14] . To obtain a model of the agent dynamics, human operators may maneuver the agent and record its trajectories [12] , [15] , or, starting from an initial safe maneuver, the set of safe feedback controllers can be expanded by exploring the states [4] , [5] . It is also possible that an agent continues exploring without entering the states with low long-term rewards associated with some safe maneuver (e.g. [16] ). Due to the inherent uncertainty, the worst case scenario (e.g. possible lowest rewards) is typically taken into account when expanding the set of safe feedback controllers [13] , [17] . To address the issue of this uncertainty for nonlinear-model estimation tasks, Gaussian process regression [18] is a strong tool, and many safe learning studies have taken advantage of its property (e.g. [4] , [6] , [7] , [10] , [13] ).
Nevertheless, when the agent dynamics is nonstationary, the assumptions often made in the safe learning literature cannot hold any more. In such cases, we need to adaptively learn the agent dynamics to mitigate the effect of an unexpected violation of safety. Moreover, when the agent dynamics varies, the long-term rewards associated with states and controls also vary. As such, the long-term rewards must also be learned in an adaptive manner. These are the core motivations of this paper.
To constrain the states within a desired safe region, we employ control barrier functions (cf. [19] - [24] ). When the accurate model of the agent dynamics is available, control barrier certificates ensure that an agent remains in the safe states for all time by constraining the instantaneous control input at each time, and that an agent outside of the safe states is forced back to safety. A useful property of control barrier certificates is its non-conservativeness, i.e., it modifies feedback controllers when violations of safety are truly imminent. On the other hand, the global optimality of solutions to the constrained feedback-controller optimization is necessary to ensure the monotonic improvement of a feedback controller. Our first contribution of this paper is to propose a discrete-time control barrier certificate which ensures the global optimality under some mild conditions. This is an improvement of the previously proposed discrete-time control barrier certificate [24] , and hence has wider applicability.
To adaptively learn a nonlinear model of the agent dynamics, we employ kernel adaptive filtering [25] , which is an adaptive extension of the kernel ridge regression [26] , [27] or Gaussian processes. Multikernel adaptive filtering (cf. [28] - [32] ) is a state-of-the-art kernel adaptive filtering, which adaptively achieves a compact representation of a nonlinear function containing multi-component/partially-linear functions, and has a monotone approximation property for a possibly varying target function. Our second contribution of this paper is to regard a model of the agent dynamics as a combination of multiple structural components, and apply multikernel adaptive filtering to simultaneously learn a model and the dynamic structure. The key idea is the use of an adaptive sparse optimization to extract truly active structural components.
Lastly, the (action-)value function, which approximates the long-term rewards, needs to be adaptively estimated under nonstationarity. Therefore, we wish to fully exploit the nonlinear adaptive filtering techniques. Actually, many attempts have been made to apply the online learning techniques to reinforcement learning (see [33] - [38] ). As a result, socalled off-policy approaches, which are convergent even when samples are not generated by the target feedback controller (see [34] ), have been proposed. However, what differentiates the (action-)value function approximation from an ordinary supervised learning, where input-output pairs are given, is that the output of the true (action-)value function is not explicitly observed. Our final contribution of this paper is, by assuming deterministic agent dynamics, to appropriately reformulate the (action-)value function approximation problem so that any kernel-based learning, which is widely-studied nonparametric technique, becomes straightforwardly applicable.
To test the efficacy, the proposed learning framework is implemented on a brushbot, whose dynamics is unknown and highly complex, and we conduct an experiment in the real world. This is challenging due to many uncertainties and lack of simulators often used in applications of reinforcement learning to robotics (see [39] for reinforcement learning in robotics).
II. BACKGROUND MATERIAL
We introduce notation, related works on safe learning, and background material, including control barrier functions, and kernel adaptive filtering.
A. Notation
Throughout, R, N,a n dN * are the sets of real numbers, nonnegative integers, and positive integers, respectively. Given any pair of integers m, n ∈ N such that m ≤ n, we denote the set {m, m +1, ··· ,n} by m, n.
The state and the control input at time instance n ∈ N are represented by x n ∈X ⊂R nx ,a n du n ∈U ⊂R nu , where n x ,n u ∈ N * , respectively. The functions R : X× U→R, V φ : X→R,a n dQ φ : X×U →R represent the instantaneous-reward function, the value function, and the action-value function associated with a feedback controller φ : X→U , respectively. The estimate of a function ϕ at time instance n is denoted by ϕ (n) . We denote the discount factor for the (action-)value function approximation by γ ∈ (0, 1).
The metric projection of a point x ∈ R L onto a given closed convex set C ⊂ R L is defined by P C (x): = argmin y∈C x − y R L .L e t · H be the norm induced by the inner product ·, · H in an inner-product space H.I n particular, define x, y
T stands for transposition. The vector e i denotes the unit vector with one at the ith position and zeros elsewhere. We denote the null (zero) function by 0, and the empty set by ∅.
B. Related Work on Safe Learning
The primary focus of this paper is the safety issue while exploring. Typically, some initial knowledges, such as an initial safe controller and a model of the agent dynamics, are required to address the safety issue while exploring, and model learning is often employed together. In this section, we introduce some related work on safe learning with model learning, and present a brief summary of existing (action-)value function approximation techniques.
1) Model Learning for Safe Maneuver:
The recent work in [13] , [7] , and [4] assume an initial conservative set of safe controllers, which is gradually expanded as more data become available. These approaches are designed for stationary agent dynamics, and Gaussian processes are employed to obtain the confidence interval of the model. To ensure safety, control barrier functions and control Lyapunov functions are employed in [13] and [4] , respectively. On the other hand, the work in [10] uses a trajectory optimization based on the receding horizon control and model learning by Gaussian processes, which is computationally expensive when the model is highly nonlinear.
In contrast to these approaches, our approach considers a possibly nonstationary agent dynamics and employs adaptive model learning to adaptively estimate the time-varying set of safe controllers.
2) (Action-)value Function Approximation: We introduce, briefly, ideas of existing (action-)value function approximation techniques. The Bellman equation defines the temporal difference error:
where
,a t time instance n +1. Since the outputs of the value function is not directly observed, supervised learning methods cannot be directly applied. The update rule of the temporal difference learning [40] , [41] is given by
where λ is the step size. Note that the output depends on the current estimator of the value function in this update rule. On the other hand, so-called off-policy methods (e.g. the residual learning [33] , the least squares temporal difference algorithm [42] , and the gradient temporal difference learning [34] , [43] ) have been also proposed. These approaches are proved to converge under certain conditions as like most supervised learning methods even when samples are not generated by the controller φ. The least squares temporal difference algorithm has been extended to kernel-based methods [37] , including Gaussian processes (e.g. Gaussian process temporal difference and Gaussian process SARSA [35] ). Unlike these kernel-based methods, our approach explicitly defines a so-called reproducing kernel Hilbert space so that the (action-)value function approximation becomes an ordinary kernel-based supervised learning, and that any kernel-based method can be straightforwardly applied without modifying.
We refer the readers to [44] for a summary of parametric value function approximation techniques.
C. Discrete-time Control Barrier Function
To avoid certain regions of the state space, we employ control barrier functions, which only modify feedback controllers when safety is about to be violated. Define the set of safe states C⊂X as
where B : X→R is called the discrete-time exponential barrier function. 
Note that we intentionally removed the condition B(x 0 ) ≥ 0 originally presented in [24, Definition 4] . Then, the forward invariance and asymptotic stability of the set of safe states are ensured by the following proposition. Proof. See [24, Proposition 4] for the proof of forward invariance. The set C⊂X is asymptotically stable as
where the inequality holds from [24, Proposition 1].
Proposition 1 implies that an agent remains in the set of safe states defined in (2) for all time if B(x 0 ) ≥ 0 and (3) are satisfied, and the agent outside of the set of safe states is forced back to safety.
D. Multikernel Adaptive Filtering-Use of Sparse Optimization
As we will see later in Section III-A, barrier certified controllers are efficiently computed when the agent dynamics is affine to control inputs. Here, we introduce the idea of multikernel adaptive filtering, which will be used to simultaneously learn a model and the dynamic structure. We emphasize that one advantage of kernel-based methods is their convexanalytic formulations.
Kernel adaptive filtering is a tool of nonlinear function estimation. Due to its celebrated property of reproducing kernels, the framework of linear adaptive filtering is directly applied to nonlinear function estimation tasks in a possibly infinite-dimensional functional space, namely a reproducing kernel Hilbert space.
Definition 2 ( [45, page 343]). Given a nonempty set Z and H which is a Hilbert space defined in
as a function of z ∈Zbelongs to H, and 2) it has the reproducing property, i.e., the following holds for every w ∈Z and every ϕ ∈Hthat
If H has a reproducing kernel, H is called a Reproducing Kernel Hilbert Space (RKHS).
One of the celebrated examples of kernels is the Gaussian kernel κ(z, w):
It is well-known that the Gaussian reproducing kernel Hilbert space has universality [46] , i.e, any continuous function on every compact subset of R L can be approximated with an arbitrary accuracy. Another widely used kernel is the polynomial kernel κ(z, w): [28] exploits multiple kernels to conduct learning in the sum space of RKHSs associated with each kernel. Let M ∈ N * be the number of kernels employed. Denote, by D m,n := {κ m (·,z m,j )} j∈1,rm,n ,m∈ 1,M,r m,n ∈ N * , the time-dependent set of functions, referred to as a dictionary, at time instance n for the mth kernel κ m (·, ·). The current estimator ψ (n) n is evaluated at the current input z n , in a linear form, as
An illustrative example of an estimator is given in Figure 1 , where ψ n is the unknown function to be An illustration of multikernel adaptive filtering. By employing multiple kernel functions, a compact representation of the unknown function ψn to be estimated is achieved. Gaussian kernels κm, m ∈ 1, 3, with different scale parameters (i.e width) are employed in this example. estimated at time instance n.T oc u r v et h eg r o w t ho f dictionary sizes and obtain a compact representation of the unknown function to be estimated, a sparse optimization can be applied. Given an input-output pair
which is a set of coefficient vector h satisfying instantaneouserror-zero with a precision parameter ρ. The cost for a sparse optimization at time instance n is defined by
where dist(h, C ℓ ): =m i n a∈C ℓ h − a R rn ,a n dt h eℓ 1 -norm regularization h 1 := rn i=1 |h i | with a parameter µ ≥ 0 promotes sparsity of h. The update rule of the adaptive proximal forward-backward splitting [47] , which is an adaptive filtering designed for sparse optimizations, for the cost (6) is given by
where λ ∈ (0, 2) is the step size, I is the identity operator, and
where sgn(·) is the sign function. Then, the strictly monotone approximation property [47] :
∈ Ω n = ∅. Under nonstationarity, this monotone approximation property tells that, no matter how the target vector(function) changes, we can at least guarantee that the current estimator h n gets closer to the current target vector. This property plays a key role in the safety-aware adaptive reinforcement learning presented in Section III.
Assume that the dictionary is fixed for n ≥ N for some
2. An illustration of monotone approximation property. The estimate hn monotonically approaches to the set Ω of optimal vectors h * by sequentially minimizing the distance between hn and Ωn.
h n − h * R r N , ∀h * ∈ Ω,n≥ N , holds if h n / ∈ Ω n (see [48] for detail). This is illustrated in Figure 2 . Dictionary Construction: By using sparse optimizations, nonactive structural components represented by some kernel functions are pruned, and the dictionary is refined as time goes by. On the other hand, we employ two novelty conditions when adding the kernel functions {κ m (·,z n )} m∈1,M to the dictionary: (i) the maximum-dictionary-size condition
i.e., the maximum dictionary size is r max + M , and (ii) the large-normalized-error condition
In Section III-B, we apply multikernel adaptive filtering to extract the dynamic structure of the agent dynamics.
III. SAFETY-AWARE ADAPTIVE REINFORCEMENT LEARNING
In this section, we present a safety-aware adaptive reinforcement learning framework.Throughout, we consider the following discrete-time deterministic nonlinear model of the nonstationary agent dynamics,
where p n : X×U →R nx , f n : X→R nx , g n : X→R nx×nu . Hereafter, we regard X×U as the same as Z⊂R nx+nu under the one-to-one correspondence between z := [x T ,u T ] T ∈Z and (x, u) ∈X×U, if there is no confusion.
A. Safe Maneuver: Discrete-time Control Barrier Function
Given a discrete-time exponential control barrier function B and 0 <η≤ 1, the barrier certified safe control space at time instance n is define as
From Proposition 1, the set C defined in (2) is forward invariant and asymptotically stable if u n ∈S n (x n ) for all n ∈ N * . As pointed out in [24] , S n (x n ) ⊂U is not a convex set in general. To ensure global optimality of the solutions to the constrained feedback-controller optimization when updating a feedback controller (see Section III-D), we make the following moderate assumptions 
there exists a constant ν ≥ 0 such that the gradient of the discrete-time exponential control barrier function B, denoted by
Then, the following theorem holds. 
Moreover, (13) defines a convex constraint for u n .
Proof. See Appendix A.
Theorem 1 essentially implies that, even when the gradient of B along the shift of x n decreases steeply, (3) follows if (13) is satisfied. From Theorem 1, the setŜ n ,d e fi n e da ŝ
is convex. As witnessed in the literatures (e.g. [22] ), an agent might encounter deadlock situations, where the constrained control keeps the agent remain in the same state, when control barrier certificates are employed. It is even possible that there is no safe control driving the agent from those states. However, an elaborative design of control barrier functions remedies this issue, as shown in the following example. 
where the state x =[ x , y,θ] consists of the X position x,t h e Y position y, and the orientation θ of an agent from the world frame, {x ∈X|B(x) ≥ 0} is the original safe region, and Γ is a strictly increasing function. This control barrier function forces the agent turn inward the original safe region before reaching its boundaries.
An illustration of Example 1 is given in Figure 3 .
B. Adaptive Model Learning-Capture Meaningful Structure
We have seen, in the previous subsection, that control-affine models are desirable to obtain barrier certified controllers efficiently. Here, we propose a model learning technique that also learns the dynamic structure. We assume that n x =1 for simplicity (we can employ n x estimators if n x > 1). Define ψ n (x n ,u n ):=p n (x n ,u n )+f n (x n )+g n (x n )u n ,where ψ n : Z→R. We suppose that p n ∈H p , f n ∈H f ,a n d g n ∈H g ,w h e r eH p , H f ,a n dH g are RKHSs, thereby being able to employ kernel-based algorithms to learn a model. However, because the domains of p n , f n ,andg n are different, learning of the function ψ n is infeasible at this stage. Let H u be the RKHS associated with the reproducing kernel κ (u, v):=u T v, u, v ∈U, i.e a polynomial kernel with c =0 and d =1 ,a n dH c := {ϕ : U→R|∃α ∈ R,ϕ(u)=α} = span{1},w h e r e1 : U→{ 1}, the set of constant functions. Proof. See Appendix B.
Then, the following proposition implies that ψ n can be approximated in the sum space of RKHSs defined later. From Propositions 2 and 3, we can now assume thatf n ∈ H f ⊗H c andĝ n ∈H g ⊗H u ,wheref n : Z→R,f n (x, u):= f n (x),a ndĝ n : Z→R,ĝ n (x, u):=g n (x)u, respectively. As such, ψ n can be approximated in the RKHS H ψ := H p + H f ⊗H c + H g ⊗H u . By viewing the RKHS H ψ as a sum space of M ∈ N * RKHSs each of which is associated with the reproducing kernel κ m ,m∈ 1,M, the current estimator ψ (n) n can be evaluated at the current input
T ∈Z as in (4).
Algorithm 1 Adaptive Model Learning
Requirement: λ ∈ (0, 2), ρ ≥ 0 (precision parameter), r max > 0 (maximum-dictionary-size condition) ǫ ≥ 0 (large-normalized-error condition), µ ≥ 0 (sparsity parameter), s n ∈ N * (data size), x 0 ∈X,a n du 0 ∈U Initialization: (17) , and (18) for n ∈ N do -Receive x n ,x n+1 ∈X and u n ∈U (δ n := x n+1 − x n ) -Check if the novelty conditions are satisfied ⊲ (9), (10) if Novelty conditions are satisfied then Dictionary increment for m ∈ 1,M:
The evaluations of the current estimators p T and x n are then given by
In order to use the learned model in combination with control barrier functions, each entry of the vector g (n)
n (x n ) (the current estimate of g n (x n )) is required. Assume, without loss of generality, that {e i } i∈1,nu ⊂U(this is always possible for U = ∅ by transforming the coordinate of control inputs and reduce the dimension n u if necessary). Then, the ith entry of the vector g
The proposed model learning algorithm is summarized in Algorithm 1. We conclude this subsection by giving the following remarks.
Remark 1.
The following theorem ensures that ψ n can be uniquely decomposed into p n ,f n , andĝ n . Proof. See Appendix C.
In most of the kernel-based methods such as Gaussian processes and the kernel recursive least mean squares algorithm [50], tractability of the inner product between kernel functions is an essential property (e.g. for computing the Gram matrix).
In a sum space of RKHSs, the inner product has no closed form in general. Nevertheless, from Theorem 2, the inner product is computed as
Remark 2. By using a sparse optimization for the coefficient vector h n ∈ R rn , we wish to extract a structure of the model. In the present study, the term p (n) n i sd e s i r e dt ob e dropped off, when the true agent dynamics is control affine. To effectively achieve a compact representation of the model, it might be required to appropriately weigh the kernel functions to include some preferences on a structure of the model. The following proposition implies that the resulting kernels are still reproducing kernels.
Proposition 4 ( [29, Theorem 2]). Let κ : Z×Z → R be the reproducing kernel of an RKHS (H, ·, · H ).
Then, τκ(z, w),z , w∈Zfor arbitrary τ>0 is the reproducing kernel of the RKHS (H τ , ·, · Hτ ) with the inner product z, w Hτ := τ −1 z, w H ,z ,w∈Z.
C. Adaptive Reinforcement Learning
We reformulate the (action-)value function approximation problem to enable to directly apply any kernel-based method, including multikernel adaptive filtering. The Bellman equation of a feedback controller φ : X→Ufor the value function is given in (1) . Assume the target feedback controller φ is deterministic, and let H V be an RKHS containing the value function V φ . By slightly modifying (1), we obtain
where the value function and the instantaneous-reward function are now time-dependent. Define a function ψ n :
Then, (19) is reformulated as
As such, solving the Bellman equation comes down to the iterative nonlinear function estimation with the input-output
In the case of the action-value function, the Bellman equation of a feedback controller φ : X→Uis given by
where Q φ n ∈H Q denotes the true action-value function with respect to φ, contained in an RKHS H Q , at time instance n.
By defining a function ψ n :
the Bellman equation in (21) is solved via iterative nonlinear function estimation with the input-output pairs
Theorem 3.
Suppose that H Q is an RKHS associated with the reproducing kernel κ Q (·, ·):Z×Z→R. Then,
is also an RKHS with the inner product defined by
The reproducing kernel of the RKHS H ψ is given by
Proof. See Appendix D.
From Theorem 3, any kernel-based method can be applied by assuming that ψ n ∈H ψ . Suppose that multikernel adaptive filtering is employed. Given a sum space of M RKHSs each of which is associated with the reproducing kernel κ Q m ,m∈ 1,M, we define the reproducing ker- T )} j∈1,rm,n ,m∈ 1,M,t h e estimator ψ (n) n is then expressed as
T ,j∈ 1,r m,n , from which we obtain the estimator of the action-value function Q φ n
Resulting action-value function approximation algorithm is summarized in Algorithm 2.
Remark 3. Employing the action-value function enables to use random control inputs instead of the target feedback controller φ for exploration.

Algorithm 2 Adaptive Action-value Function Approximation Algorithm
Requirement: Assumption 1, κ Q m defined in (26) , λ ∈ (0, 2), ρ ≥ 0 (precision parameter), r max > 0 (maximumdictionary-size condition) ǫ ≥ 0 (large-normalized-error condition), µ ≥ 0 (sparsity parameter), s n ∈ N * (data size),
-Check if the novelty conditions are satisfied ⊲ (9), (10) if Novelty conditions are satisfied then Dictionary increment for m ∈ 1,M: (7), and (8) Eliminate the obsolete dictionary elements for m ∈ 1,M: (23) and (24)). Suppose we employ a method in which ψ (n) n is monotonically approaching to a optimal function ψ * n in the Hilbertian norm sense. Then, the following corollary implies that an estimator of the action-value function also satisfies the monotonicity.
is approaching to ψ * n in the Hilbertian norm sense, i.e.,
Proof. See Appendix E.
D. Safety-aware Feedback-controller Update
Given current feedback controller φ : X→U , assume that the action-value function Q φ n with respect to φ at time instance
Update φ⊲ (27), Algorithm 1, and Theorem 1 φ = φ + end if end for n is available. Then, the feedback controller φ + given by
whereŜ n (x) ⊂Uis defined in (14), is well-known (e.g.
,w h e r e Q φ + n is the action-value function with respect to φ + at time instance n. In practice, we use the estimator of Q φ n because the exact function Q φ n is unavailable. For example, the actionvalue function is estimated over N f ∈ N * iterations, and the feedback controller is updated every N f iterations. To obtain analytical solutions for (25), we follow the arguments in [35] . Suppose that Q φ n (n) is given by (24) . We define the reproducing kernel κ Q m , m ∈ 1,M as the tensor kernel given by
where κ u m (u, v) is, for example, defined by
Then, (25) becomes
where the target value being maximized is linear to u at x. Therefore, convexity of the setŜ n (x) ⊂Uimplies that an optimal solution to (27) is guaranteed to be globally optimal, ensuring the monotonic improvement of the feedback controller.
The proposed feedback-controller update is summarized in Algorithm 3, where mod stands for the modulo operation.
IV. EXPERIMENTAL RESULTS
The proposed learning framework is implemented on a brushbot, which has highly nonlinear, nonholonomic, and complex dynamics (see Figure 4) . The objective of this experiment is to find a feedback controller driving the brushbot to the origin, while restricting the region of exploration. The experiment is conducted at the Robotarium, a remotely accessible robot testbed at Georgia institute of technology [52] .
A. Experimental Condition
The experimental conditions for model learning, reinforcement learning, control barrier functions, and their parameter settings are presented below. 
1) Model learning:
The state x =[x, y,θ]
T consists of the X position x, Y position y, and the orientation θ ∈ [−π, π] of the brushbot from the world frame. The exact positions and the orientation are recorded by a motion capture system every 0.3 second. A control input u is of two dimension each of which corresponds to the rotational speed of a motor. To improve the learning efficiency and reduce the total learning time required, we identify the most significant dimension and reduce the dimensions to learn. The sole input variable of p n ,f n ,a n d g n , for the shifts of x and y, is assumed to be θ,a n dt h e shift of θ is assumed to be constant over the state, and hence depends on nothing but control inputs (see Section IV-A.4). The brushbot used in the present study is nonholonomic, i.e., it can only go forward, and positive control inputs basically drive the brushbot in the same way as negative control inputs. As such, we use the rotational speeds of the motors as the control inputs Moreover, to eliminate the effect of static frictions on the model, we assume that the zero control input given to the algorithm actually generate some minimum control inputs u δ to the motors, i.e., the actual maximum control inputs to the motors are given by u max + u δ ,w h e r eu max is the maximum control input fed to the algorithm.
2) Reinforcement learning: The state for the action-value function approximation consists of the distance [x, y]
from the origin and the orientation θ. The instantaneous reward is given by
where the constant is added to prevent the resulting value of explored states from becoming negative, i.e lower than the value outside of the region of exploration.
3) Discrete-time control barrier certificate: Control barrier certificates are used to limit the region of exploration to a recutangular area:
, where x max > 0 and y max > 0. Because the brushbot can only go forward, we employ the following four barrier functions: Table I . Five Gaussian kernels with different scale parameters σ are employed in the action-value function approximation (i.e, M =5 ), and six Gaussian kernels are employed in model learning for x and y (i.e,
In model learning for θ,wedefineH p := {ϕ : Z→ R|∃α ∈ R,ϕ(z)=α} and
The kernels of H p and H f are weighed by τ =0.1 in model learning (see Remark 2).
5) Procedure:
The time interval (duration of one iteration) for learning is 0.3 seconds, and random explorations are conducted for the first 300 seconds corresponding to 1000 iterations. While exploring, the model learning algorithm adaptively learns a model whose control-affine terms, i.e. f n (x)+g n (x)u, is used in combination with barrier certificates. Although barrier functions employed in the experiment reduce deadlock situations, the brushbot is forced to turn inward the region of exploration when a deadlock is detected. Note that the barrier certificates are intentionally violated in such a case. The feedback controller is updated every 50 seconds. After 300 seconds, we stop learning a model and the action-value function, and the feedback controller replaces random explorations. The brushbot is forced to stop when it enters into the circle of radius 0.2 centered at the origin. When the brushbot is driven close to the origin and enters this circle, it is pushed away from the origin to see if it returns to the origin again (see Figure 10) . Figure 5 plots p
B. Results
n (x)e i ,i∈ 1, 2,f o rx and y at n = 1000. Recall that these functions only depend on θ in this experiment to improve the learning efficiency. For the shift of θ,t h e estimators are constant over the state (see Section IV-A.1), and the result is g (n)
n (x)e 1 =1 .38, g (n)
n (x)e 2 = −0.77,a n d p
n (x)=0at n = 1000. As can be seen in Figure 5 , p
is almost zero and so is f (n) n (x), implying that the proposed algorithm successfully drops off irrelevant structural components of a model. Figure 6 plots the trajectory of the brushbot while exploring (i.e. X,Y positions from n =0to n = 1000). It is observed Figure 7 . Even though some violations of safety are seen in the figure, the brushbot returns to the safe region before large violations occur. Despite unknown, highly complex and possibly nonstationary system, the proposed safety-aware learning framework is shown to work efficiently. Figure 8 plots the trajectories of the optimal feedback controller learned by the brushbot. Once the optimal feedback controller replaces random explorations, the brushbot returns to the origin until n = 1016 as the first figure shows. The brushbot is pushed by a sweeper at time instance n = 1031, 1075, 1101, 1128, 1181,a n dn = 1230, and the trajectories of the brushbot after being pushed at n = 1031, 1075, 1101 are also shown in Figure 8 . Dashed lines in the last figure indicates the time when the brushbot is pushed away. Given relatively short learning time and that no simulator is used, the brushbot learns the desirable behavior sufficiently well. Figure  9 plots the shape of Q φ n
T over X,Y positions at n = 1000. It is observed that when the control input is zero (i.e., when the brushbot basically does not move), the vicinity n (x)e 1 for x g (n)
n (x)e 2 for x g (n)
n (x)e 1 for y
n (x) for x and y Fig. 7 . The values of four control barrier functions employed in the experiment for the whole trajectory. Even though some violations of safety are seen, the brushbot returns to the safe region before large violations occur. The nonholonomic brushbot adaptively learns a model and how to turn inward the region of exploration before reaching the boundaries of the region of exploration.
of the origin has the highest value, which is reasonable.
Finally, Figure 10 shows two trajectories of the brushbot returning to the origin by using the action-value function saved at n = 1000. After being pushed away from the origin, the brushbot successfully returns to the origin again. 
C. Discussion
One of the challenges of the experiment is that no initial data or simulators are available. Despite the fact that the brushbot with highly complex system has to learn an optimal controller while dealing with safety by employing adaptive model learning, the proposed learning framework works well in the real world. If some initial data or knowledges about a model are available, it is also possible to combine the proposed framework with other methods designed for stationary dynamics. For model learning and the action-value function approximation, multikernel adaptive filtering might be replaced by other kernel-based methods as well.
V. C ONCLUSION
The learning framework presented in this paper successfully tied model learning, reinforcement learning, and barrier certificates, enabling safety-aware reinforcement learning for unknown, highly nonlinear, nonholonomic, and possibly nonstationary agent dynamics. The proposed model learning algorithm is able to capture a structure of the agent dynamics by employing a sparse optimization. The resulting model has preferable structure for preserving efficient computations of barrier certificates. A set of mild conditions ensuring convexity of the barrier certified safe control space is presented. Convexity of the safe control space and an appropriate design of kernel functions for the action-value function guarantee the global optimality of solutions to the feedback-controller update, which ensures the monotonic improvement of a feedback controller. In addition, the (action-)value function approximation problem is appropriately reformulated so that kernel-based methods including multikernel adaptive filtering can be directly applied. The experimental result shows the efficacy of the proposed learning framework in the real world. is path independent because it is the gradient of the scaler field B [53] . Let x(t): = (1 − t)x n + tx n+1 = x n + t(f n (x n )+g n (x n )u n ),w h e r e t ∈ [0, 1] parameterizes the line path between x n and x n+1 , then dB(x(t)) dt = ∂B(x(t)) ∂x (f n (x n )+g n (x n )u n ). Therefore, for any path A from x n to x n+1 , it holds that
The inequality implies that B(x n+1 ) − B(x n ) is greater than or equal to that in the case when ∂B(x) ∂x decrease along the line path at the maximum rate. When (13) is satisfied, it holds from (A.1) that B(x n+1 ) − B(x n ) ≥−ηB(x n ), which is the discrete-time exponential control barrier certificate defined in (3). Equation (13) can be rewritten as
The first term in the left hand side of (A.2) is affine to u n , the second term is the combination of a concave function − ν 2 · 2 R nx and an affine function of u n , which is concave.
Therefore, the left hand side of (A.2) is a concave function, and the inequality (A.2) defines a convex constraint.
APPENDIX B PROOF OF PROPOSITION 2
Since κ(u, v)=1(u)=1 , ∀u, v ∈U is a positive definite kernel, it defines the unique RKHS given by span{1},whichis complete because it is a finite-dimensional space. For any ϕ := α1 ∈H c , ϕ, ϕ Hc = α 2 ≥ 0 and the equality holds if and only if α =0, or equivalently, ϕ =0. The symmetry and the linearity also hold, and hence ·, · Hc defines the inner product. For any u ∈U, it holds that ϕ, κ(·,u) Hu = α1, 1 Hu = α = ϕ(u). Therefore, the reproducing property is satisfied.
APPENDIX C PROOF OF THEOREM 2
The following lemmas are used to prove the theorem. Proof. It is obvious that the function ϕ(u)=0 , ∀u ∈U is an element of both of the RKHSs (vector spaces) H u and H c . Therefore, it is enough to show that there exists u ∈U satisfying that ϕ(u) = ϕ(u int ),u int ∈ int(U),w h e r eint(U)
