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and Wei Wang, Senior Member, IEEE
Abstract—Multiple images have been widely used for scene
understanding and navigation of unmanned ground vehicles in
long term operations. However, as the amount of visual data in
multiple images is huge, the cumulative error in many cases
becomes untenable. This paper proposes a novel method that
can extract features from a large dataset of multiple images effi-
ciently. Then the membership K-means clustering is used for
high dimensional features, and the large dataset is divided into
N subdatasets to train N conditional random field (CRF) mod-
els based on superpixel. A Softmax subdataset selector is used
to decide which one of the N CRF models is chosen as the
prediction model for labeling images. Furthermore, some experi-
ments are conducted to evaluate the feasibility and performance
of the proposed approach.
Index Terms—Conditional random field (CRF), long term
navigation, scene understanding, stacked sparse auto-encoder.
I. INTRODUCTION
V ISION, as an important sensor for the unmanned groundvehicles (UGVs) to perceive the outdoor environment,
has always been attracted many scholars to work on it. It
has been widely deployed in multisensor navigation system
for simultaneous map construction and positioning. The scene
understanding is the key to the development of a vision system,
adding attributes to the map and scene constructed by other
sensors, such as laser, sonar, and odometry. Meanwhile, scene
understanding is one of the most challenging and fundamental
problems in computer vision, especially for long-term naviga-
tion of UGVs [1]. It aims to assign an object label to each pixel
of a given image. The labels correspond to various estimated
properties of an image and may be for example an object class
label (road, car, sky, building, etc.) in the case of object class
image segmentation [2]–[4].
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Outdoor scene contains multiple classes of context, such as
sky, buildings, plants, and road, which usually have their own
specific location. Therefore, it is a big challenge to conduct
multiclass object localization and imbalanced data classifica-
tion for outdoor scenes. Considering the boundary information,
context information between regions and context information
between objects in the image, Carolina et al. [5] proposed
a classification model based on three different layers: 1) pixel
level; 2) region layer; and 3) object layer. The model is
a similarity measure function which is composed of a num-
ber of kernel functions so as to explain the interaction of
each object. The model combined with conditional random
field (CRF) achieved better results in image semantic seg-
mentation. However, the method could not meet the real-time
requirements of UGVs due to inference an image depending
on each pixel.
Wojek et al. [6] proposed a model which was mainly to
solve the problem of multiclass object recognition and track-
ing. In order to improve the accuracy of recognition and
tracking, the frame rate of the acquired images was increased
and the multiframe images were weighted so that better exper-
imental results are obtained. The focus of this method was to
solve the accuracy of multiclass identification but overlooked
the fact that UGVs need to work a long time in outdoor scene
so as to lead to cumulative error of models.
The inevitable problem of the outdoor scene is the effect
of illumination. The recognition performance of different light
intensity is different from the same classifier. Upcroft et al. [7]
put forward an illumination invariant model which transformed
the image under different light intensities into the same light
intensity and combined with RGB three channel of the image
resisted illumination interference. But this paper overlooks
the context relationship. Whether the efficiency of the algo-
rithm can meet the UGVs real-time scene understanding is
also critical.
In order to meet the real-time requirements of unmanned
vehicle outdoor scene understanding, Scharwächter et al. [8]
proposed a feature extraction method based on sparse rep-
resentation of continuous multiframe images to estimate the
current scene change information and used CRF method to
get the scene semantic segmentation. The algorithm greatly
reduces the inference time of the CRF model. There is a limi-
tation of the algorithm that recognition accuracy will decreases
to some extent.
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In order to improve the recognition accuracy of the out-
door scene, considering the different scenes through the grids,
semantic labels and data statistics, Geiger et al. [9] proposed
likelihood functions and used contrastive divergence (CD)
algorithm to get the optimal parameter estimation in [9]. The
algorithm has a better effect on small sample data, however,
with the increasing number of test samples, the robustness of
the algorithm decreases rapidly. Due to the fact that UGVs
need a long term operation and keep a high recognition accu-
racy, designing a single prediction model-based the whole
data could result in cumulative error.
In order to reduce the cumulative error of the algorithm,
Willem et al. [10] applied the online learning method and the
semi-supervised learning method to outdoor scene recognition.
The method tries to update the original training sample set
selectively every time using the recognition results and opti-
mizes the parameter estimation model of the classifier based
on the color feature, which could reduce the accumulation of
errors caused by long-term recognition. If a new emergent cat-
egory was not included in the train dataset, this predicting
model could not achieve an accurate recognition rate. For
a better outdoor scene modeling, Nedovic et al. [11] made
an in-depth study on the outdoor scene reconstruction by 3-D
visual information.
Based on the previous research overviewed above, this
paper presents a novel stacked sparse auto-encoder (SSAE) +
CRF framework for long term scene understanding of UGVs.
Currently, the problem of a large amount of image data clas-
sification has been largely solved by the deep learning theory.
The features representation of a large amount of image data is
difficult. However, the deep learning solved the representation
of the high-level features of the image through unsuper-
vised training high-level feature extraction model. The feature
extraction model extremely ensures a one-to-one mapping rela-
tionship between images and features. The accuracy of the
classifier is improved by the effectiveness of the feature extrac-
tion. With the high-level features of images, we can cluster
the dataset into N subdatasets in order to train CRF prediction
model. Contextual reasoning techniques, and achieve a better
performance than traditional local classifiers [12]. Therefore,
in this paper, we consider clustering the dataset into a plurality
of subdatasets though the features extracted by SSAE. Then,
the prediction model is obtained through off-line training of
each subdataset by CRF. Lastly, prediction models will be
deployed to complete the selective labeling of outdoor scenes.
This paper is organized as follows. Section II overviews the
proposed approach, including experimental platform and algo-
rithm design. Section III describes how to extract features with
a high dimension. Section IV presents multiple the training and
prediction of CRF models. Experimental results are presented
in Section V to verify the feasibility and performance of the
proposed method. Finally, a brief conclusion and future studies
are given in Section VI.
II. SYSTEM OVERVIEW
Fig. 1 shows our UGV platform used for implement-
ing the algorithms, which is called Smart-Cruiser. It is a
Fig. 1. (a) Smart-Cruiser, a home-developed UGV equipped with
multiple lasers and monocular camera. (b) Advantech IPCs. (c) Fly capture
flea3 camera.
home-developed UGV equipped with multiple lasers, indus-
trial personal computers (IPCs) and monocular camera. Our
research work in this paper only utilizes monocular vision
information from the camera, Fly capture flea3, which is
mounted on the top of our Smart-Cruiser UGV platform,
as shown in Fig. 1(a). It has 3.2 million pixels (2080 ×
1552) and a frame rate of 60 frames/s. Two advantech IPCs
with InterCorei7 CPU, 24GRAM, GTX970 graphics card,
DDR3 SSD, and one D-Link DKVM-L708H.
Fig. 2 shows the training process to be conducted in this
paper. As can be seen, different scenes in Fig. 2(a) are used for
training the feature extraction model by stacked sparse auto-
encoder, the extracted features of each image is presented in
Fig. 2(c). Then Fig. 2(d) shows the training of the dataset
classifier and the CRF predicting model for each subsubset.
Fig. 3 describes the prediction process: 1) feature extraction;
2) model selector; and 3) the CRF predicting model for each
subdataset.
III. UNSUPERVISED IMAGES FEATURE LEARNING
WITH STACKED SPARSE AUTO-ENCODER
AND CLUSTERING FOR HIGH
DIMENSIONAL FEATURE
In this paper, a stacked sparse auto-encoder is deployed
with deep learning theory to extract and cluster features
with a high dimension. A number of key issues are
addressed for model construction, namely the selection of
the number of model layers, the analysis of experimental
data, and the selection of the number of nodes on each
layer [13]. The final output of the model is deployed to
complete the feature extraction in large data sets based
on the back-propagation algorithm. The high dimension of
features extracted by stacked sparse auto-encoder method
on original datasets is divided into n subdatasets, and
the membership K-means algorithm is used to solve the
problem [14].
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Fig. 2. Training process. (a) Different scenes, (b) training feature extraction model by stacked sparse auto-encoder, (c) extracting the features of each image,
and (d) training the dataset classifier and the CRF predicting model for each subsubset.
Fig. 3. Predicting, (a) feature extraction, (b) model selector, and (c) CRF predicting model for each subdataset.
A. Feature Learning
1) Auto-Encoders and Sparsity: Fig. 4 shows the schematic
of a stacked auto-encoder, i.e., a 3-layer neural network.
Its input vector is a set of unlabeled training examples,
{x(1), x(2), . . . , x(m)}, where x(i) ∈ n. The unsupervised
learning is used here for feature learning [26], [27].
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Fig. 4. Schematic of 3-layer auto-encoder.
The auto-encoder tries to learn a function
x̂ = hw,b(x) ≈ x (1)
where x is the input vector and x ∈ [0, 1], while w =
{w(1), w(2)} and b = {b(1), b(2)} represent the weights and the
biases of both layers.
If the number of the hidden layer nodes is S2, we have
a(1) = x, z(2) = W(1)a(1) + b(1), a(2) = f
(
z(2)
)
(2)
where a(1) ∈ n, W(1) ∈ s2×n, b(1) ∈ n, Z(2) ∈ S2 , a(2) ∈
S2 . f (z) denotes an element wise application of the logistic
sigmoid, f (z) = 1/1 + exp(−z), Next we have
z(3) = W(2)a(2) + b(2)
a(3) = f
(
z(3)
)
= h(w,b)(x) = x̂ (3)
where b(2) ∈ n, z(3) ∈ n, W(2) ∈ n×s2 , and a(3) ∈ n. The
average of feedback error is used as the cost function
J(W, b) =
[
1
m
m
∑
i=1
J
(
W, b; x(i)
)
]
+ λ
2
nl−1
∑
l=1
sl
∑
i=1
sl
∑
j=1
(
W(l)ji
)2
=
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1
m
m
∑
i=1
(
1
2
∥
∥
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(
x(i)
)
− x(i)
∥
∥
∥
2
)
]
+ λ
2
nl−1
∑
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sl
∑
i=1
sl
∑
j=1
(
W(l)ji
)2
(4)
where the first item means square error, the second is a reg-
ularization term to make limited range of weights in order to
avoid over-fitting phenomenon, λ is the attenuation coefficient
of weight balancing the two items in the formula. nl is the
number of the layers of neural network, here nl = 3. Sl is the
number of nodes in layer l, m is the total number of examples.
One common method for imposing sparsity is to limit the
activation of hidden units a using the Kullback–Leibler (KL)
divergence function [15], [16]. Let a(i)j (x) denote the activa-
tion of hidden unit j with respect to the input x(i). Then, the
average activation of this hidden unit is
p̂j = 1
m
m
∑
i=1
[
a
(i)
j (x)
]
. (5)
To enforce sparsity, we constrain the average activation p̂j
and p, where p is the sparsity parameter chosen to be a small
positive number near 0. To use this constraint in (4), we try
to minimize the KL divergence similarity between p̂j and p
Jkl(p||̂p) = 1
m
s2
∑
i=1
p log
p
p̂j
+ (1 − p) log 1 − p
1 − p̂j . (6)
The final cost function for learning an SAE becomes is
Jsparse(w, b) = J(w, b) + βJkl(p||̂p) (7)
where β controls the sparsity penalty term.
For the objective function Jsparse(w, b) we use the gradient-
descent algorithm to compute optimistic evaluation: (w, b). To
incorporate the KL-divergence term into our derivative calcu-
lation, a simple-to-implement trick involves a small change to
our code. For each output unit i of the layer nl (output layer),
we calculate the residue according to the following formula:
δ
(nl)
i =
∂
∂z(nl)i
1
2
||x − hW,b(x)2||2 = −
(
xi − a(nl)i
)
• f ′
(
z(nl)i
)
(8)
where “•” denotes the element-wise product operator.
For each node i in layer l(1, 2, . . . , nl −1), we calculate the
residue according to the following formula:
δ
(l)
i =
⎛
⎝
Sl
∑
j=1
W(l)ji δ
(l+1)
j + β
(
− p
p̂i
+ 1 − p
1 − p̂i
)
⎞
⎠f ′
(
z(l)i
)
. (9)
Then we compute the partial derivatives as follows:
∂
∂W(l)ij
J(W, b; x, y) = a(l)j δ(l+1)i (10)
∂
∂b(l)i
J(W, b; x, y) = δ(l+1)i . (11)
2) Stacked Sparse Auto-Encoder: As shown in Fig. 4,
a stacked auto-encoder is a neural network consisting of three
layers of sparse auto-encoders in which the outputs of each
layer is wired to the inputs of the successive layer. A good
way to obtain accurate parameters for a stacked auto-encoder
is to use greedy layer-wise training [17].
To do this, we train the first layer on raw inputs to obtain
parameters W(1,1), W(1,2), b(1,1), b(1,2), then use the first layer
to transform the raw input into a vector consisting of acti-
vation of the hidden units. The second layer is trained on
this vector to obtain parameters W(2,1), W(2,2), b(2,1), b(2,2).
Repeatedly, we use the output of the previous layer as input
for the subsequent layer. In this way, the parameters of each
layer are trained individually while freezing parameters for the
remainder of the model. The structures are shown in Fig. 5.
B. Dividing Dataset to N-Subdatasets by
Membership K-Means
1) Membership K-Means: K-means algorithm consists of
four processes [18]. First, select K objects from N data objects
randomly as the initial clustering centers. Second, calculate
the distances between each data and the clustering centers
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
QIU et al.: USING STACKED SPARSE AUTO-ENCODER AND SUPERPIXEL CRF FOR LONG-TERM VISUAL SCENE UNDERSTANDING OF UGVs 5
Fig. 5. Structure of stacked sparse auto-encoder.
according to the mean of each cluster object (clustering center)
and redivide the corresponding data according to the min-
imum distance. Third, recalculate the mean of each cluster
(clustering center). Finally, repeat the second and third steps
until each clustering center no longer changes. But when the
dimension of the data is particularly high, the computing
time of the algorithm will increase greatly, so it cannot be
applied. Since the second step of traditional K-means algo-
rithm needs to calculate the distance to all objects, this will
undoubtedly enhance the complexity and redundancy of the
algorithm. In this paper, we use the membership K-means
algorithm proposed in [14]. There is not necessary to calcu-
late the distances between the center and the data which close
to the center when the K-means algorithm has been executed
several times. Therefore, the main idea of this algorithm is to
define a membership set of clusters for each data. Then we can
determine whether the membership set of clusters is valid by
setting some numbers. For example, in one K-means algorithm
iteration, the cluster is not considered as a membership set if
the number of data in a cluster increases. In the next iteration,
the distances between the data and the center will not be cal-
culated. On the contrary, the traditional K-means algorithm
is used to calculate continuously. This algorithm can greatly
reduce the computational complexity and improve the speed
and feasibility of high-dimensional data clustering.
2) Clustering Evaluation: In order to evaluate the clus-
tering results and analysis SSAE feature extraction model,
we use two clustering criterions: 1) Calinski–Harabasz and
2) Davies–Bouldin [19], [20].
a) Calinski–Harabasz: Data set D = {x1, x2, . . . , xn},
dividing D into NC subsets with hard clustering algorithm,
then D = {C1, C2, . . . , CNC}, ci is called subclass of D, c
denotes the center of D, ci denotes the center of Ci, ni denotes
the number of objects in ci and d(xa, xb) denotes the dis-
tance between xa and xb. In this paper we make the use of
Calinski–Harabasz index which is defined as
CH(NC) =
1
NC − 1
∑NC
i=1 nid2(ci, c)
1
n − NC
∑NC
i=1
∑
x∈c d2(ci, c)
. (12)
Calinski–Harabasz index is used to compute the square of
the distance between the center of the class and each point
in the class to measure the compactness within the class, and
compute the square of the distance between the center of the
dataset and the center of each class to measure the separativity
of the dataset. The larger Calinski–Harabasz index, obtained
by the separability to the compactness ratio, means the com-
pact of the class and the separation among classes. This means
the better result of a cluster.
b) Davies–Bouldin: Davies-Bouldin criterion is based
on a ratio of within-cluster and between-cluster distances.
Davies–Bouldin index is defined as
DB = 1
k
k
∑
i=1
max
j=i
{
Di,j
} (13)
where Di,j is the within-to-between cluster distance ratio for
the ith and jth clusters. In mathematical terms
Di,j =
(
di + dj
)
di,j
(14)
where di is the average distance between each point in the ith
cluster and the centroid of the ith cluster. dj is the average
distance between each point in the jth cluster and the centroid
of the jth cluster. di,j is the Euclidean distance between the
centroids of the ith and jth clusters. The maximum value of
Di,j represents the worst-case within-to-between cluster ratio
for cluster i. The optimal clustering solution has the small-
est Davies–Bouldin value. In contrast with Calinski–Harabasz,
the lower numbers of DB means the better performance in
Davies–Bouldin.
C. Subdatasets Selection
After dividing the datasets into n subdatasets, we need
to determine which subdataset the test image belongs to.
If the test image is classified into one of subdatasets, we
could use the CRF model that has trained on this subdataset
to complete the semantic segmentation of the test image.
Therefore, we choose Softmax selector [21] to select CRF
models that have trained on all subdatasets in this paper.
There are two reasons for our choice. The first is that the
result of Softmax selector is better than others in our exper-
iment. The second reason is that after this phase of SSAE
training is completed, we need Softmax selector to com-
plete subdatasets selection to the test image. Note that the
back propagation based fine-tuning of Softmax selector can
improve the results and tune the parameters of all layers at the
same time.
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IV. SCENE UNDERSTANDING BY SUPERPIXEL CRF
A. Superpixel CRF
CRF can be represented as an undirected graph: G = (V, E),
where V represents the all nodes (random variables), E repre-
sents the connection between the nodes. Assume that X is the
observable random variables (features) and Y are the unobserv-
able random variables (labels). Since the standard CRF model
should consider all the pixels in the image, the efficiency of
the training and prediction is slow. In order to improve the
computational efficiency, we use the superpixel segmentation
to preprocess the image, and make each superpixel block be
considered as a unit so as to train the CRF model, or predict
image [22], [23]. In order to ensure a higher image segmen-
tation result during the driving of unmanned vehicles, so we
choose SLIC algorithm.
The labeling of condition random field is over the posterior
distribution P(Y|X). According to the Hammersley–Clifford
theorem, the posterior probability can be defined as the product
of all the potential functions of cliques
P(Y|X) = 1
Z
∏
c
ϕc(Yc, X)
= 1
Z
exp
⎛
⎝
∑
i∈
ϕi(Yi, X) +
∑
i∈
∑
i∈Ni
ϕij
(
Yi, Yj, X
)
⎞
⎠
(15)
where ϕc(Yc, X) is the potential function, Z is the normal-
ization function: Z = ∑c(P|X), ϕij(Yi, Yj, X) is the potential
function of c clique; ϕi(Yi, X) is the set of all nodes; Ni is
neighborhood of node i; The potential function is composed
of two parts. Unary energy term ϕi(Yi, X) is used to measure
the probability that a node i is marked as Yi when X is obser-
vation vector. In order to describe the spatial context relations
between adjacent nodes i and j in the graph, pairwise energy
term ϕij(Yi, Yj, X) is not only related to the mark of node i,
but also to the tag of j of neighboring nodes.
B. Potential Function Selection
In the CRF theory, the selection of potential function is
more flexible, and different models can be used in differ-
ent forms of potential function. In this paper, Unary energy
term is defined as follow ϕ(Yi, X) = exp(YiwTgi(X)), where
w = [α0, w1, w2, . . . , wn] is weights of gi(X) and adjusted
in parameter estimation, and α0 is bias; gi(X) represents all
features of the i superpixel block, gi(X) = [1, ψi(X)]T .
In order to improve recognition accuracy, we use the
PCA method to extract the features in each superpixel block,
and make these features be CRF model features ψi(X). In
order to make sure that the CRF model is robust, we normal-
ize the feature vector ψi(X) by letting its average be zero and
the variance be one.
ψ ′i (X) =
ψi(X) − mean(ψi(X))
std(ψi(X))
. (16)
Note that the pairwise energy term ϕij(Yi, Yj, X) not only
shows the interaction between adjacent blocks, but also reflects
the adjacent block feature vector for its marker. Therefore, it
should satisfy the fact that when the difference in the features
of adjacent superpixel blocks is close to 0, the value of the
potential function should be close to 1. On the contrary, when
the difference in the features of adjacent superpixel blocks is
close to 1, the value of the potential function is close to 0.
Consequently, we define the pairwise energy term as follow:
ϕ
(
Yi, Yj, X
) = exp(yavTμij(X)
)
μij(X) = abs
(
gi(X) − gj(X)
) (17)
where v = [v1, v2, . . . vn]T are the weights of μij and adjusted
in parameter estimation. Yi and Yj are the label of adja-
cent superpixel blocks, respectively. If Yi = Yj, ya = 1
else ya = −1.
As can be seen from above, adjacent superpixel blocks are
similar and have less chance to be marked different.
C. Parameter Estimation
For estimating the parameters θ = {w, v}, we assume a set of
labeled images {X, Y} = {Xk, Yk, k = 1, 2, . . . K}. We train the
conditional model discriminatively based on the conditional
maximum likelihood criterion [24], which maximizes the log
conditional likelihood
θ˜ = argθ max{log(p(X|Y, θ))}
= argθ
{ K
∏
k=1
P
(
Xk|Yk, θ
)
}
lim
X→∞ . (18)
The stochastic gradient descent algorithm is usually used to
solve the optimal solution of the maximum likelihood func-
tion. However, the training process is not feasible due to the
large number of target model parameters and the complex
model structure. There are usually two methods to solve this
problem. One is to find a function, which is called surrogate
function, to replace the original objective function. Another
method is to use the edge probability distribution to solve the
problem of original maximum likelihood indirectly. Markov
chain Monte Carlo (MCMC) sampling is a typical method for
the problem of maximum posterior marginal (MPM). MCMC
sampling need to consider a lot of different parameters in order
to ensure convergence, which leads to more iterations. We
use CD algorithm to solve this problem [23]. CD initializes
the Markov chain by preselecting the better parameter set,
which greatly reduces the number of iterations of the solution
gradient and obtains a relatively good parameter estimation
result.
D. Inference for Labeling Image
We need to infer the label of each pixel by CRF model
to label a new image. The problem is actually looking for
a group Y∗i that lets Y∗i = arg max P(Yi|X, θ) true. Maximum
a posteriori (MAP) and MPM are usually used to infer labels
from the posterior distribution [25]. It is hard to the find
the optimal solution of MAP because of the different cases
of Y∗i . The usual solution is to solve the MPM rather than
solving the MAP. In this way, the amount of computation
is greatly reduced. The computational complexity will be is
greatly reduced in this way. MCMC sampling is usually used
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Fig. 6. (a) and (c) show the performance of Davies–Bouldin values under RSC-K-means and membership K-means, (b) and (d) show the performance of
Calinski–Harabasz values under RSC-K-means and membership K-means.
to approximate the edge distribution, generating in a series
of sample values and completing the optimal solution. Gibbs
sampling is an example of MCMC sampling. In this paper, we
use Gibbs sampling to complete the inference of the image.
V. EXPERIMENTS
In order to test outdoor scene understanding of UGV in
long time operations, we have chosen the data in this paper that
covers the scene in different seasons. With the long term oper-
ations of UGV in outdoor scene, the number of test images will
also continue increasing. Different sizes of dataset are used to
evaluate the performances under different working time. The
different performances between single prediction model and
multistage prediction model are compared with different data.
A. Datasets
Our framework, presented in this paper, is evaluated
on two outdoor scene datasets, one of which is pub-
licly available, namely CMU dataset, and the other one
is created by us for the purpose of examining the
illumination invariance property. More specifically, CMU
dataset is widely used in computer vision in particu-
lar (http://3dvis.ri.cmu.edu/data-sets/localization/). Its dataset,
covering 12 month outdoor scene, contains 30 000 images of
resolution 768 × 1024 pixels with eight classes of objects.
DLUT Campus dataset (http://pan.baidu.com/s/1c10iNlu/)
is collected by ourselves in our university campus by using
our Smart-Cruiser robot. It was created by our laboratory,
equipped with a forward facing camera in order to evaluate
the performance and robustness of our framework under the
changing lighting conditions. DLUT Campus dataset contains
20 000 images of resolution 480*640 pixels with eight classes
of objects. In order to create illumination variation, the robot
was driven through the same route at cloudy day, rainy day,
and three times of the fine day (spcifically starting at morning,
noon, and afternoon, respectively).
B. Feature Extraction and Clustering Analysis
In order to design the data set feature extraction model
and analyze the data clustering effectively, as well as find
the optimal relationship between them, we need to confirm
more accurate feature extraction model parameters, such as the
number of layers and nodes, clustering algorithm, and cluster
number according to experimental results in a large number
of different cases.
1) SSAE Model Selection: In our experiment, for
16 000 images from CMU dataset, we use a 4-layer SSAE
network, and the number of nodes of the first three layers is
57 600, 25 088, and 12 544, respectively. The number of the
nodes in the first layer is equal to the size of image which is
resized 120 × 160 × 3. For the number of hidden nodes of
the last layer, we change the number of hidden nodes from
1000 to 7000, and consider that relaying on two clustering
algorithms for high dimensional data (membership K-means
and RSC-K-means [28]), and two cluster evaluation criteri-
ons (Davies–Bouldin and Calinski–Harabasz). The different
combinations between them are shown in Fig. 6.
As can be seen from the curves in Fig. 6, the
Davies–Bouldin value is the better while it is lower, and the
Calinski–Harabasz value is the better while it is higher. We
can see that optimal number of clusters should be between
90 and 110, and therefore we choose 100. When the num-
ber of clusters is 100, we can see from the figures that
the Davies–Bouldin value on membership K-means is lower
than on RSC-K-means and the Calinski–Harabasz value on
membership K-means is larger than on RSC-K-means, so
membership K-means is better than RSC-K-means according
to the performance of two cluster evaluation criterions. Thus,
we choose membership K-means as our cluster algorithm in
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Fig. 7. Features visualization process.
this paper. In order to choose the best SSAE model, we con-
sider optimal number of clusters and clusters algorithm should
be 100, membership K-means, respectively. The red curve is
better than other curves.
Consequently, we can draw a conclusion that the num-
ber of hidden nodes of the last layer should be 6000, to
be taken as the features of the input image. The visu-
alization of the features is given in Fig. 7 to facilitate
the observation of the relationship of the features. First,
the first 5929-dimensional elements are extracted from the
6000-dimensional features and the feature values are normal-
ized to 0–255. Then, the 5929 dimensional feature vector is
reshaped into a 77*77 dimensional matrix and displaying the
feature map. Finally, the feature map is binarized and threshold
value is set to 150.
2) Comparison of Feature Learning Methods: In order to
analyze the unsupervised feature learning method used in this
paper, we compare it with several commonly used nonlinear
unsupervised feature learning methods: locally linear embed-
ding (LLE) and kernel principal component analysis (KPCA).
The main idea of LLE is to use the local linearity of the
data to approximate the global linearity. It is assumed that
any sample point can be expressed as a linear combination
of its neighboring sample points. Keeping the neighborhood
linearly invariant while finding the low-dimensional embed-
ding of the data, which can make the data had dimensionality
reduced maintain the original topology invariant.
The main idea of KPCA is to project the input space into the
new feature space through the nonlinear mapping, and then do
PCA processing in the new feature space, which has a strong
nonlinear processing ability. In this paper, the Gaussian radial
basis function kernel function is chosen as the KPCA kernel
Fig. 8. Result of RD.
function. In order to compare the SSAE used in this paper with
LLE algorithm and KPCA algorithm, we prepare ten groups
of image data that are recorded as A, B, C, D, E, F, G, H, I,
and J which are similar in the same scene and quite different
between each other. Each group of image data is composed of
two scenes and each scene contains 320 images. This makes it
easier for us to compare the two feature extraction algorithms.
Then we calculate the ratio of the distance between classes
and the distance within the class. The distance between classes
can express the difference between the two classes. The sum
of the distance within the class can express the difference
in the size of each category. Because of the diversity of
the data group, it cannot rely solely on these two statistics.
Therefore, in this paper the size of RD is used to measure the
result of feature extraction
Dis1 =
2
∑
i=1
sqrt
⎛
⎝
320
∑
j=1
(
xj − ui
)T(
xj − ui
)
⎞
⎠ (19)
ui = 1320
320
∑
j=1
xij, i = 1, 2 (20)
Dis2 = sqrt((u1 − u2)T(u1 − u2)
) (21)
RD = Dis1/Dis2 (22)
where the ui is the center of ith cluster, Dis1 is the sum of
intraclass distance, Dis2 is interclass distance, RD is ratio of
Dis1 and Dis2. From the definition of RD, we can know that
the larger the RD, the worse the feature extraction results. The
feature dimension of SSAE is 6000, and the feature dimension
of LLE and KPCA is set to 6000 and the eigenvector element
is normalized [0, 1] for convenience comparison. Dis1, Dis2,
and RD were counted for ten sets of data, shown in Fig. 8.
From the figures, we can know the algorithm of SSAE is
better than the latter two algorithms by comparing SSAE_RD,
LLE_RD, and KPCA_RD. For the latter two algorithms,
KPCA algorithm is stronger than the LLE algorithm in terms
of stability.
3) Subdataset Selection: After features extraction of origi-
nal dataset, we use membership K-means to divide the original
dataset into 100 subdatasets (called target datasets) which were
labeled as 1, 2, . . . , 100. Our purpose is that giving an input
image I, we discriminate which target dataset it belongs to.
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Fig. 9. Serial number of subdatasets classification accuracy.
In this part, we utilized four common classifiers: 1) K-nearest
neighbor; 2) Bayes; 3) support vector machine (SVM); and
4) Softmax classifiers. Fig. 9 shows the classification results
of different methods on the subdatasets which are evaluated in
terms of accuracy. From the graph, we can see that Softmax
classifier is better than the other classifiers in our experi-
ment. Therefore, Softmax classifier is chosen for subdatasets
selection in this paper finally.
C. Image Semantic Segmentation
The superpixel segmentation is generally used for image
preprocessing and each superpixel block is treated as a tar-
get to be identified. Since the feature extraction of superpixel
blocks determines the result of semantic segmentation to a cer-
tain extent, in order to extract the features effectively, the
PCA algorithm is used to extract the feature of superpixel
block. In the experiment, the images are resized to 240*320.
First, the superpixel segmentation and the grayscale processing
are used for the original images. Second, a square region with
a length of 14 pixels is determined from the superpixel block
and center of the square is equal to the center of the superpixel
block. If the square region is completely included in the super-
pixel block, the 14*14 square is reshaped into 196*1 vector,
and then PCA algorithm is used to reduce the vector to 50.
If the square region is not completely included in the super-
pixel block, the upsampling process is performed before the
PCA processing. The features processed by PCA are used as
the input features of the classifier and classification is com-
pleted. The details are shown in Fig. 10. In our experiment,
we have utilized four methods (SVM, Adaboost, Bayes, and
CRF) to process image semantic segmentation, and the results
are shown in Fig. 11.
We understand the fact that images within one superpixel
block may have sky on the top, buildings in the middle, and
roads on the bottom. It is obvious from the above graph
that SVM, Adaboost, and Bayes method only take a look at
images within each superpixel block. Therefore, the object
classes shall consider spatial relationship and global appear-
ance between superpixel blocks in order to achieve better
results. This is an important reason why we utilize the CRF
method to conduct image semantic segmentation.
Fig. 10. Feature extraction process of superpixel blocks.
Fig. 11. Representative classification results on testing images from the
dataset. 1st-row: input images. 2nd-row: superpixel segmentation results. 3rd-
row: labeled images. 4th-row to 7th-row: classification results using the
SVM classifier, the Bayes classifier, Adaboost classifier, and the CRF model,
respectively.
D. Outdoor Scene Understanding
This paper mainly investigates how UGVs could maintain
high recognition accuracy for outdoor scene understanding
under long term conditions. Hence, we take a compari-
son between conventional CRF method and our method
(SSAE+CRF) on three different sizes of CMU dataset and
DLUT Campus dataset respectively. There are two main dif-
ferences between conventional CRF and our method (SSAE +
CRF). First, feature extraction of conventional CRF is more
effective than our method (SSAE + CRF). Second conven-
tional CRF is a single model and our method (SSAE +
CRF) contains multiple CRF models and a Softmax model
selector. The conventional CRF model is designed to be the
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Fig. 12. Accuracy of four categories (plant, sky, building, road) from CUM
dataset.
Fig. 13. Accuracy of four categories (vehicle, defoliation, snow, others) from
CUM dataset.
two-order clique, which can be pixel-based CRF or superpixel-
based CRF. Due to the real-time requirement of UGVs, it is
designed to be superpixel-based CRF in this paper. Feature
extraction is performed for each superpixel, and color his-
togram is used as color feature, and amplitude frequency of
fast Fourier transform is used as texture feature. Considering
the fact that our method (SSAE + CRF) contains a Softmax
model selector and balances the computing efficiency and
recognition accuracy, we reduce the complexity of feature
extraction. Fig. 10 has shown in this paper. Both our method
(SSAE+CRF) and conventional CRF method are, respectively,
used to train three models on the CMU dataset and DLUT
Campus dataset according to three different data sizes. In
order to facilitate the interpretation of statistical results, we
use _1 to mark the results from our method (SSAE+CRF)
and _2 to mark the results from the conventional CRF method,
respectively.
Figs. 12 and 13 show the performances on CMU dataset.
Please note that DataSize_a, DataSize_b, and DataSize_c are
three subdatasets extracted from CMU dataset. In DataSize_a,
5000 images are used as training set and other 1300 images
are used as testing set. Similarly, in DataSize_b, 8000 images
are used as training set and other 2000 images are used as
testing set; in DataSize_c, 10 000 images are used as training
set and other 3000 images are used as testing set.
For DataSize_a, the conventional CRF method performs
slightly better than our method for most categories (plant,
sky, building, vehicle, and snow). The main reason is that
when dataset DataSize_a is relatively small, differences of
Fig. 14. Accuracy of four categories (plant, sky, building, road) from the
DLUT Campus dataset.
Fig. 15. Accuracy of four categories (vehicle, defoliation, snow, others) from
the DLUT Campus dataset.
the features extracted by SSAE are not obvious so as to
decrease distances between clusters, which leads to decreas-
ing the accuracy of SoftMax model selector and CRF models.
The conventional CRF method is more suitable for the small
dataset application.
For DataSize_b, our method performs better than the con-
ventional CRF method for most categories, but not all. The
difference in the identification accuracy of the sky and snow
is not obvious, because CRF model considers the contextual
relationship of the outdoor scene, and the features of the sky
and snow are more obvious.
For DataSize_c, it is clear that our method performs bet-
ter than the conventional CRF method for all categories on
DataSize_c. The main reason is that SSAE method could fully
perform unsupervised features learning with the increasing of
the data capacity. With better features extracted by SSAE, the
distances between the classes increase and the inner distances
of classes reduce, which improve the accuracy of the SoftMax
model selector and CRF models greatly.
Figs. 14 and 15 show the performances on the DLUT
Campus dataset. Please note that DataSize_a, DataSize_b,
and DataSize_c are three subdatasets extracted from DLUT
dataset. In DataSize_a, 4500 images are used as training set
and other 1000 images are used as testing set. Similarly,
in DataSize_b, 7800 images are used as training set and
other 1800 images are used as testing set; in DataSize_c,
96 000 images are used as training set and other 2700 images
are used as testing set. The change trend of statistical data is
roughly the same as that of Figs. 12 and 13.
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From what we have been discussed above, the performance
of our method (SSAE + CRF) is more robust than the conven-
tional CRF method when UGVs is in a long time of operation.
Hence, we can draw a conclusion that simple conventional
CRF model cannot guarantee the recognition accuracy of out-
door scene as UGVs need understand outdoor scenes and grab
an increasing number of images that leads to model cumula-
tive errors. We use SSAE to extract features of dataset and
divide dataset to N subdatasets in order to train N CRF mod-
els, and then use Softmax classifier to select subdatasets and
train CRF models for each subdataset.
VI. CONCLUSION
In this paper, we have introduced a novel approach that
enables the analysis of outdoor scene understanding over
large image sets for UGVs in a long term of operation. The
important contribution in this paper lies on the realization of
designing relatively efficient SSAE model to extract features
on the large dataset. According to clustering algorithm for
high dimensional data and cluster evaluation criterions and
data size, the dataset is divided into N subdatasets to train N
prediction models. This effectively reduces the complexity of
the direct prediction images on the large dataset, and enhances
the practicability of long term outdoor scene understanding
by UGVs.
In the future, we intend to study the generalization of the
developed framework to both feature extraction models and
semantic segmentation models to deal with large outdoor scene
dataset for UGVs in a long term operation.
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