When assessing software quality the cost of collecting the data needed for analysis is often quite substantial. This paper proposes the use of Bayesian networks for assessing software qualities combined with an algorithm for how to prioritize which data to collect in order to minimize the cost of the assessment. This algorithm, the Diagnosis algorithm, is implemented in the Bayesian network tool 'GeNIe'. An example evaluation of service interoperability in the paper demonstrates that using the algorithm may reduce time spent on data collection significantly.
Introduction
In recent years, software, system and enterprise architecture have become established disciplines in both industry and academia. Architecture models may aid the communication between various stakeholders. Architecture models may also aid the understanding of the complex systems they represent. One important part of understanding is to be able to infer new knowledge from a model, i.e. to be able to analyze the models. As an example, by considering an architecture model over a set of enterprise services and their relations, an observer may infer that these services will be unable to interoperate (perhaps due to a protocol mismatch). The model does not explicitly state that the services cannot interoperate, but by using a set of inference rules (e.g. that the protocols must match), it is possible to deduce this new information. This paper builds on previous research within the field of architecture analysis where architecture models are analyzed using a formalism based on Bayesian statistics [9] [10] . This approach allows the analysis of various system properties, such as the interoperability, information security and the availability of software systems. In this paper we will use enterprise service interoperability analysis as a running example.
Modeling of large systems, however, may become prohibitively expensive, as models grow very large. Therefore, it is desirable to be able to perform analyses on incomplete models, i.e. on models that do not contain all the information required for a perfectly credible assessment of the considered property (in our example interoperability). Instead, it is desirable to obtain not only analysis results, but also estimates of their uncertainty or lack of credibility. Using the proposed Bayesian statistics-based approach, it is possible to obtain results stating that the probability of this system being able to interoperate is, for instance, 80%. In order to improve the credibility of the results, the architecture models need to be refined.
The refinement of architecture models generally requires data collection. Someone needs to find and study documentation and code and perhaps interview developers and other stakeholders. Since this data collection is costly, it is desirable to collect the most important data, or evidence, first. In this paper, we propose a method for determining the order in which various pieces of evidence should be collected.
The next section provides some background to the architecture analysis approach on which this paper is based. Section 3 concretizes the approach in the case of enterprise service interoperability analysis. In the fourth section, an example system is modeled. It is demonstrated that the model rapidly becomes very large and that there is a need for a data collection strategy. In Section 5, an algorithm for selecting the most preferable next piece of evidence is proposed. Because the algorithm requires information on the cost of evidence collection, Section 6 considers how such costs may be assigned. In Section 7, the results of using the algorithm are demonstrated. Section 8 concludes the paper.
Abstract and concrete models
An abstract model is an enterprise architecture metamodel containing entities and entity relations, augmented with the attributes and attribute relations of a Bayesian network.
Entities are fundamental parts found in most metamodels. Entities represent the objects of interest when modeling, e.g. systems, services, persons, or processes. Entities in abstract models are similar to classes found in UML [15] .
Entity relations connect two entities, e.g. "Service Description describes Service" or "Person is a resource of a Process". Entity relations also state the multiplicity of the relationship between the entities, e.g. that one person can be the resource of zero or more processes.
Attributes of an abstract model represent random variables related to the entities. UML also have attributes related to entities, but the attributes in abstract models differ from the attributes in UML. In abstract models, attributes and at- A UML description of abstract models is given in Figure 1 . A richer account of abstract and concrete models is found in Johnson et al. [11] .
Bayesian networks
Friedman et al. [5] describes a Bayesian network, B = (G, P ), as a representation of a joint probability distribution, where G = (V, E) is a directed acyclic graph consisting of vertices, V , and edges, E. The vertices denote a domain of random variables X 1 , . . . , X n , also called chance nodes. In the context of abstract models, each chance node corresponds to an attribute. Each chance node, X i , may assume a value x i from the finite domain V al(X i ). The edges denote causal dependencies between the nodes, i.e. the causal relations between the nodes. The second component, P , of the network B, describes a conditional probability distribution for each chance node, P (X i ), given its parents Pa(X i ) in G. It is possible to write the joint probability distribution of the domain X 1 , . . . , X n using the chain rule of probability, in the product form.
In order to specify the joint distribution, the respective conditional probabilities that appear in the product form must be defined. The second component P describes distributions for each possible value x i of X i , and pa(X i ) of Pa(X i ), where pa(X i ) is the set of values of Pa(x i ). These conditional probabilities are represented in matrices, here forth called Conditional Probability Matrices (CPMs). Using a Bayesian network, it is possible to answer questions such as what is the probability of variable X being in state x 1 given that Y = y 2 and Z = z 1 .
In the general case, the relations between variables described by the conditional probability matrices can be arbitrarily complicated conditional probabilities. The example model used in this paper uses only a few rather simple relations, viz. AND, Weighted sampling distribution, and Equality. An example CPM for the Equality relation is given in Table 1 . More comprehensive treatments on Bayesian networks can be found in e.g. Neapolitan [14] , Jensen [7] , Shachter [20] and Pearl [18] .
Creating concrete models
The abstract model tells us what information we need to find in order to conduct analyses of different variables. Once this information is collected it is specified in the model, thus creating an instantiation of the abstract model. These instantiations are called concrete models.
An abstract model can be iteratively improved using the well known learning algorithms for Bayesian networks on evidence collected in case studies [7] . The result of this learning process determines the prior values of all attributes, and the conditional probability matrices in the final abstract model. Once a concrete model has been created we can use the Bayesian mathematics to calculate the values of the attributes of the model.
An abstract model for interoperability analysis
In this section, we present an abstract model suggested for enterprise service interoperability analysis. This abstract model is a simplified version of a model presented in Ullberg et al [21] . The abstract model contains seven entities all briefly described together with the accompanying attributes, see Figure 2 .
Services are independent building blocks that collectively represent an application environment, much like components of a software system. However, services possess a number of qualities that components lack, e.g. the complete autonomy from other services. This allows a service to be responsible for its own domain. Furthermore, services are typically limited in their scope to support a specific business function or a group of related functions [3] Each service at an enterprise need to be of high quality, i.e. every service needs the foundation to be able to interoperate with other services. Two aspects affecting service quality are the correctness and availability of a service.
Services have service descriptions. These are used for advertising and describing the service capabilities, behavior, quality, and its interface [16] . The service descriptions have four attributes: understandability, completeness, correctness, and existence in service repository. These attributes all affect the quality of the service being described.
For communication among services, each service has a service interface. The service interface contains the protocols a service needs for communication and it specifies which operations the service provides or invokes [4] [17] .
Services use a service bus, often referred to as an enterprise service bus (ESB), as a communication medium. The service bus is a middleware-like solution to manage message and transaction traffic [13] . The service orchestration description is the specification that details and controls the orchestration of services to interact [17] These descriptions are written in a service orchestration language, where BPEL (Business Process Execution Language) is considered an industry standard. The services orchestration description must be service compatible in order for the orchestrated services to be of high quality. Services interoperate in service clusters, e.g. three fine-grained services A1, A2, and A3 may be orchestrated to provide a more coarse-grained service B. Clusters thus appear on many different levels of abstraction, with the most coarse-grained enterprise service consisting of several other, more fine-grained, clusters. All clusters, independent of abstraction level, can be analyzed with respect to interoperability; i.e. how well the services within the cluster interoperate. The service cluster interoperability is measured in terms of the quality of each service within the cluster, the service protocol compatibility, service bus compatibility, and service orchestration language compatibility 4 Example concrete model Using the abstract model for service cluster interoperability we now proceed to create an example concrete model of a very small service cluster consisting of merely two services. The purpose of this concrete model is to assess the interoperability of the service cluster.
Inflating the concrete model
The creation of the concrete model commences by setting the multiplicities indicated in the abstract model, followed by the naming of the instantiated entities in the concrete model. Here, we have one service cluster with two services: 'Work order initiation' and 'Work order closing'. Each service has one service description and one service interface which are communicating with each other. The integration of the services is managed by one service bus and one service orchestration description. An overview of the concrete model can be found in Figure 3 .
Each object of the concrete model has a number of attributes; questions that need to be answered for the interoperability assessment. There are several ways for us to collect evidence for each attribute; we can therefore find several pieces of evidence about a single attribute. Viable ways to collect information are, for instance, to interview people, perform manual tests, study documents, or a combination of these. In the current example, we introduce three sources of evidence. Max the consultant, who is in charge of developing the service cluster. George, the system owner, is responsible for the system that implements the services. Finally, the investigator can collect information by performing manual inspections of the various attributes in the concrete model. 
Assigning credibility to evidence
Since some sources are more suited to provide certain information than others, the choice of sources for the information collection matter a great deal. The credibility of a piece of evidence may be quantified and expressed in a conditional probability matrix. An example is presented in Table 2 .
One way of determining the credibility of evidence is to employ heuristics [8] . Such heuristics may state, among other things, that the better the competence profile of the source matches the domain of the question and the more recent the source's information, the higher the credibility. Another way to determine the credibility Table 2 The credibility of a piece of evidence specified in a conditional probability matrix. The probability of Max's answer being correct is 90%
of evidence is to allow the investigator to specify it subjectively. The elicitation of quantitative estimates from experts is a well-researched field in statistics; see for instance [2] and [12] .
In the current example, we estimate the credibility of our source's answers using a simple heuristic, matching their domain of competence with that required by the questions. George has previous experience of the services. The investigator therefore estimates George's answers with respect to attributes of the service entities to be correct with a 95% probability. Because George is less knowledgeable with respect to the service infrastructure entities (e.g. service bus), his credibility is estimated to 90% with respect to the attribute values of those entities. A similar matching between competence profile and model entities is performed for Max. The investigator's own manual inspection of the various artifacts is considered to yield the most credible results, 99% in all cases except for attributes calculated based on other values (e.g. the compatibility of the service bus). In these cases, inspections are slightly better than guesses, 60%. The credibility of the various pieces of evidence is specified in Table 3 .
Assuming that the sources do not suffer from bias, the probabilities in Table 3 may be expressed in the form of conditional probability tables, e.g. Table 2 .
Many pieces of evidence
In this simple example, the number of attributes that needs to be assigned values is already quite substantial, twenty-six to be exact. For each attribute there is a possibility to collect three pieces of evidence; in our example this means that there are some seventy-eight pieces of evidence that can be collected. This number will grow rapidly with the addition of new services. The addition of each new service to the cluster will add ten attributes. Assuming ten sources of evidence, this translates to over ten thousand pieces of evidence that could be collected. This reflects the complexity of the problem of service interoperability assessment.
There are two practical problems associated with large concrete models and many pieces of evidence. The first problem is computational. The Bayesian analysis of a large concrete model may be difficult to solve. Generally, the computational requirements grow linearly with the number of cliques and exponentially with the clique size, where a clique is a set of attributes in which every attribute is connected to every other attribute in the set [19] . As a strategy when solving a concrete model, it is possible to maintain the maximum clique size at an acceptable size by introduction of intermediary attributes. Table 3 The attributes and the probabilities that the three sources are able to answer questions correctly.
In this paper, we focus on the second practical problem associated with large concrete models and many pieces of evidence. This problem is due to the cost of evidence collection. If every piece of evidence in the service interoperability example would take one minute to collect, it would take a man-month to collect all pieces of evidence, assuming one hundred services and ten sources of evidence. A better option is normally to refrain from collecting all evidence and instead accept a level of uncertainty of the assessment results. When this strategy is employed, it is desirable to collect those pieces of evidence that have the biggest impact on the assessment results to the lowest evidence collection cost. An algorithm to determine which piece of evidence to collect next is described in the next section.
Diagnosis in Bayesian networks
To solve the problem of prioritizing pieces of evidence, we turn to the theory of diagnosis in Bayesian networks. Using GeNIe [1] , a graphical environment for building decision models created by the Decision Systems Laboratory at the University of Pittsburgh, we then proceed with the demonstration of the example developed above. For simplicity, the following description of diagnosis in Bayesian networks is based upon Jagt's work [6] , a master thesis that specifically describes the implementation of the relevant diagnostic functions in GeNIe.
Diagnosis involves two types of tasks: (i) determining of the (combination of) causes of the observed symptoms, and (ii) increasing the credibility of the diagnosis through the collection of additional, initially unobserved, data. Since information seldom comes for free, the second task by necessity involves the formulation of a strategy to gather information as cleverly as possible, i.e. to gain the most diagnostic value at the least cost. We now proceed to make this more precise.
Value of information
Let a diagnostic probability network (DPN) be defined as a Bayesian network where at least one random variable H is a hypothesis variable (in our case the service cluster interoperability) and at least one other random variable T is a test variable (in our case the variables of the model that we potentially can collect information about, e.g. George's opinion about the availability of a service).
Let H denote the set of all hypothesis variables, and T the set of all test variables. Furthermore, each test T ∈ T has a cost function Cost(T ) : T → R. If a test is free, the associated cost is set to zero. Also, each hypothesis H has an associated value function, V (P (H)) : [0, 1] → R. Given a DPN, we have the expected value EV of performing a test T ∈ T :
To make an informed decision, we also need to account for the expected outcome of not performing the test T . We therefore introduce the expected benefit EB:
Still, however, no connection has been made to the cost of the test. This is remedied by the test strength T S
where we have introduced the coefficient K, reflecting the relative importance of the expected benefit versus the cost of the test. The definition of the value function still remains. To optimize the test selection with respect to multiple hypotheses, Jagt introduces a function based on the marginal probability between hypotheses (rather than the joint probability) called Marginal Strength 1 (M S1)
where F is the set of all selected target states f i of the hypotheses that the user whishes to pursue and nf is the total number of target states. This test selection function is convex with a minimum at 1 − nf and maxima at 0 and 1. The value function that we are looking for now becomes the sum of the marginal strength for all target states: Figure 4 illustrates GeNIe's test ranking user interface. The value function defined above is implemented in GeNIe's multiple cause module ready for use (and is set under the "Options" button). The possible tests are listed to the right, ranked by their diagnostic value as given by the entropy based value function. The entropy/cost ratio set above the list corresponds to the coefficient K defined above. Fig. 4 . A ranking of tests in a diagnostic probability network, using GeNIe.
Diagnosis in GeNIe
Since there is no standard way of setting this coefficient, it is left to the user to assign an appropriate value. Once a test has been performed it is removed from the list of available tests and the ranking of tests is recalculated and updated to reflect the new situation.
Evidence collection costs
The diagnosis algorithm described in the previous section does not only take the value of information obtained from each source into account, it also considers the cost of obtaining the information. In order to use the algorithm to guide data collection for the example presented in section 4, it is thus necessary to assign a cost for each potential source of evidence. The costs assigned here do not have any specific unit like 'dollars'. Rather, they are merely numerical and comparable measures of the effort needed to obtain data from various sources.
It was decided to use consultant Max, system owner George, and the manual inspection (performed by the investigator) as evidence collection methods for all attributes in the model. Since Max the consultant is currently working in the service development project and available for questions most of the time, the cost of retrieving information from Max is fairly inexpensive, the cost was set to 0.5. System owner George, however, is involved in several other projects and is often away on business trips. The cost of interviewing George was therefore set to 1, twice that of interviewing Max. Manual inspection is sometimes an easy and fast method of collecting evidence, e.g. when it comes to determining values of attributes such as service bus type or service description's existence in repository. However, employing manual inspections can also be very time consuming, e.g. when collecting evidence for attributes such as understandability or completeness of a certain service. These types of evidence will require the investigator to really understand the service and its environment, which may be a lengthy process. Therefore, the cost of collecting this evidence with manual inspection is considerable and in the example these were set to 5. See Table 4 for details. 
Collect data and calculate results
This chapter will demonstrate the usefulness of the diagnosis algorithm for data collection prioritization through a small example. The property of interest is the interoperability of the two services 'Work order initiation' and 'Work order closing'. The evidence sources at our disposal are those mentioned above; Max, George and the manual inspection of the various attributes. In this particular case, the services and the supporting integration services are configured in a manner so as to make them interoperable, so service cluster interoperability is in fact 'High'.
The entropy/cost ratio corresponding to the cost coefficient K mentioned above was set to 0.0025. Without having collected any data about the attributes in the concrete model, the conditional probability matrices and the prior probabilities of the concrete model in Figure 3 , state that the service cluster interoperability is 'High' with a probability of only 21 %. The investigator decides that a credibility level of 90 % for either the 'High' or the 'Low' state is sufficient, and will consequently stop collecting data when this level is reached.
The investigator uses GeNIe's Diagnosis-algorithm to guide the data collection.
Using this strategy, the total cost for reaching the targeted 90 % credibility level is about 15, as is shown in Figure 5 below. It is also evident from Figure 5 that when the investigator does not adhere to any particular strategy when collecting the data the cost of reaching a credibility level of 90 % is on average (based on 10 series) around 56, almost four times higher, a sizeable increase. Faced with a real service interoperability analysis involving several hundred services, this increase translates into what may be several manmonths spent on data collection. 
Conclusions
After having introduced an architectural assessment approach based on Bayesian Networks, this paper has shown that the Diagnosis Algorithm, as implemented in the GeNIe-tool can be used as support when wanting to minimize the time spent on collecting data during investigations of complex software qualities such as service interoperability.
An example, which was implemented in GeNIe, featured the analysis the interoperability of a very small cluster of services. In the example it was demonstrated that the use of the diagnosis algorithm reduced the cost of data collection by almost as compared to collecting data without the use of any particular strategy. From this we conclude that the diagnosis algorithm offers a possibility of lowering the cost of performing system quality analyses quite significantly.
