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Abstract
The bounded-degree graph complexes were first introduced by Reiner and Roberts [J. Algebraic
Combin. 11 (2000) 135–154]. They arise from the finite free resolution of quadratic Veronese rings
and modules. We prove various results about the homotopy types of these complexes, and deduce
corresponding characteristic-free results about the quadratic Veronese resolutions. In particular, we
characterize the set of multidegrees which support at least one higher syzygy in this resolution. The
answer turns out to be independent of the field characteristic.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
There has been recent interest in topology of graph complexes, i.e. monotone graph
properties (e.g. [2,4,7,8,12,16,19–23,30]). Recall that a graph G = (V ,E) consists of a
finite set V of vertices and a set E of edges. The following discussion will usually concern
graphs having some fixed vertex set V , so we may identify graphs with their edge sets.
A monotone graph property is a collection P of graphs on vertex set V , such that if G ∈P
and E(G′)⊂ E(G) then G′ ∈ P . We may regard P as an abstract simplicial complex and
study its geometric realization. A topological property of the simplicial complex some-
times leads to a combinatorial conclusion about the monotone graph property. This idea
has been fruitful in studying many problems (see [2,4,7,19] and the references therein).
In this paper we study the topology of bounded-degree graph complexes. Let G be the
complete graph on node set [n] := {1,2, . . . , n}. We allow loops but do not allow multi-
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ple edges in G. Let µ := (µ1,µ2, . . . ,µn) be a composition of nonnegative integers. The
bounded degree graph complex ∆µ is the abstract simplicial complex whose vertex set is
the set of edges (including loops) of G and whose faces are the edge sets of subgraphs of G
for which the degree of node i is bounded above by µi . Here a loop is counted as adding
two to the degree of the node. One can reindex the node set [n] of the graphs without
changing the complex ∆µ up to isomorphism. Consequently, we may assume without loss
of generality that µ1  · · · µn  0, i.e. µ is a partition with at most n (non-zero) parts.
For example, the complete graph with loops on [3] has edge set {(1,1), (1,2), (1,3),
(2,2), (2,3), (3,3)}. The bounded degree graph complex ∆(2,2,2) then has six vertices, and
is homotopy equivalent to a wedge of two circles (see Fig. 1).
When all the degree bounds µi are equal to one, the complex ∆µ is also known as a
matching complex. In this case the faces of ∆µ correspond to the partial matchings in G.
The matching complex and its bipartite analogue (known as the chessboard complex) have
arisen in a number of contexts in the literature (see, e.g., [2,7,9,12,13,16,20,21,23,25,26,
28,30]).
The general bounded degree graph complexes were first introduced by Reiner and
Roberts in [23]. They have a close connection with the finite free resolutions of quadratic
Veronese rings and modules, as we now explain. Let S be an affine semigroup ring over
a field k, and M a finitely generated graded module over S. Let A be the polynomial ring
in the generators of S. The number of ith syzygies of M is dim TorAi (M,k) (Remark 2.3),
and an old observation (Proposition 2.2) says that the groups TorA• (M,k) are direct sums of
homology groups with coefficients in k for certain simplicial complexes derived from M .
When S is the quadratic Veronese subalgebra and M is a Veronese module over S (see
Section 2 for definitions), the corresponding simplicial complexes are exactly the bounded
degree graph complexes. In the case that k has characteristic zero, Reiner and Roberts [23]
showed how TorA• (M,k) decompose into GLn(k) irreducibles by using methods from rep-
resentation theory and commutative algebra. As a consequence they deduced correspond-
ing results about the rational homology of the complexes ∆µ.
Our motivation is in the other direction. The bounded degree graph complexes ∆µ
are purely combinatorial and topological objects. It is a natural question to ask about
their topology, and the results in [23] provided us some prediction for the answers. Aside
from being an interesting question on its own, a study of the topology of these simplicial
complexes gives corresponding results about the quadratic Veronese resolutions that are
independent of the characteristic of k.
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background and tools in Section 2.
2. Background and tools
2.1. Reiner and Roberts’ theorem
In order to state their theorem, we first introduce some notations about tableaux
(cf. [17]). An integer partition λ is a sequence of weakly decreasing positive integers
(λ1, . . . , λn). It is convenient to allow zeros to occur at the end, and to identify sequences
that differ only by such zeros. The number partitioned by λ is denoted by |λ|, i.e.
|λ| =∑ni=1 λi . The Ferrers diagram of λ is a collection of boxes arranged in left justified
rows, with λi boxes in the ith row. We often identify λ with the corresponding diagram.
Flipping λ over its main diagonal gives its conjugate partition λ′. A partition λ is called
self-conjugate if λ = λ′. The biggest square subdiagram of λ is called the Durfee square
of λ. It is readily seen that the size of the Durfee square of λ is s =Max{i: λi  i}. A (semi-
standard Young) tableau is a filling of a Ferrers diagram by positive integers, such that the
integers are weakly increasing across each row and strictly increasing down each column.
We say a tableau has content µ = (µ1, . . . ,µm) ∈ Nm, if there are µi i’s in the tableau.
The number of tableaux with shape λ and content µ is called the Kostka number Kλµ.
Now we are ready to state the combinatorial version of a result of Reiner and
Roberts [23].
Theorem 2.1 [23, Theorem 3.3]. Let k be a field of characteristic zero. Then we have
dim H˜i(∆µ; k)=
∑
λ
Kλµ,
where the sum runs through all self-conjugate partitions λ with (|λ| − s)/2− 1= i , and s
is the size of the Durfee square of λ as shown in Fig. 2.
Next we show how to define a simplicial complex from a finitely generated module over
an affine semigroup ring, and how the bounded degree graph complexes arise in this way.
We follow the notations in [23].
Fig. 2. The self-conjugate partition λ with Durfee square size s .
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nonnegative integers. Let M ⊆ Nn be a finitely generated Λ-module, i.e. λ + µ ∈M
for all λ ∈Λ and µ ∈M. The semigroup ring k[Λ] may be identified with a subalgebra
of k[z1, . . . , zn] generated by some minimal generating set of monomials m1, . . . ,mN .
Then M gives rise to a finitely generated module M = kM over k[Λ] inside k[z],
simply by taking the k-span of all monomials of the form zµ where µ ∈M. Surjecting
A = k[x1, . . . , xN ] onto k[Λ] by xi → mi , we endow k[Λ] and M with the structure of
finitely generated A-modules. Furthermore, all the rings and modules just defined carry
an Nn-grading, and hence so does TorA• (M,k). We will refer to the αth graded piece of
TorA• (M,k) by TorA• (M,k)α for α ∈Nn.
Given µ ∈M, define a simplicial complex Kµ on vertex set [N] as follows:
Kµ :=
{
F ⊆ [N]: z
µ∏
i∈F mi
∈M
}
.
This simplicial complex is called a square-free divisor complex [10].
The crucial fact about the square-free divisor complex is the following proposition,
which has been frequently rediscovered.
Proposition 2.2 (cf. [10,23]). For Λ,M,A,M and µ ∈M as above, we have
TorAi (M,k)µ ∼= H˜i−1(Kµ; k)
and all other graded pieces TorAi (M,k)µ for µ /∈M vanish, where H˜ denotes reduced
simplicial homology.
Remark 2.3. Hilbert’s syzygy theorem says that every finitely generated module M over
a polynomial ring A has a finite resolution by free A-modules, i.e. an exact sequence
0→Aβh → ·· ·→Aβ1 →Aβ0 →M→ 0.
In the case where βi is as small as possible, this is called a minimal free resolution, and the
numbers βi are called the Betti numbers of M over A. If M is a graded module over A
it is known that βi = dimk TorAi (M,k). If we use βi,µ to denote the number of basis
elements in the ith syzygies Aβi having degree µ, then it follows from Proposition 2.2
that βi,µ = dimk H˜i−1(Kµ, k).
The quadratic Veronese subalgebra Veronese(n,2,0) is the subalgebra of k[z] generated
by all quadratic monomials. Let A be the polynomial ring k[xij ] in the entries of a generic
symmetric n× n matrix (xij ) (so xij = xji ). There is a surjection
φ :A → Veronese(n,2,0),
xij → zizj .
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viewed as the symmetric algebra
SymV =
⊕
a0
SymaV .
Defining
Veronese(n,2, r) :=
⊕
a≡r mod 2
SymaV
for r = 0,1 mod 2, it is easy to check that Veronese(n,2,0) agrees with our earlier defi-
nition, and M =Veronese(n,2,1) is a finitely generated module over Veronese(n,2,0)∼=
k[Λ].
For any multidegree µ ∈ Nn which occurs in Veronese(n,2, r), if we identify the
quadratic monomial zizj with the edge (i, j) in the complete graph on [n], then it is not
hard to see that Kµ is the same as the bounded degree graph complex ∆µ.
2.2. Tools from combinatorics and topology
We start with some well-known facts about tableaux and Kostka numbers that will be
useful to us. For two compositions λ,µ ∈ Nn, if µ1 + · · · + µi  λ1 + · · · + λi for all i ,
then we say λ dominates µ, and write µ λ.
Lemma 2.4. (a) Let µ be an integer partition, and T a filling of its diagram by positive
integers. If the numbers are strictly increasing down each column, then by reordering the
numbers in each row in weakly increasing order we get a tableau T˜ . In other words, T˜ is
still column strict.
(b) For two partitions λ and µ of the same integer, µ λ if and only if λ′  µ′.
(c) Let λ and µ be two partitions of the same integer, then the Kostka number Kλµ > 0
if and only if µ λ.
(d) Let µ = (µ1, . . . ,µn) ∈ Nn be a composition, and ν be the partition obtained by
ordering the numbersµ1, . . . ,µn in a weakly decreasing order. Then for any given shape λ,
there is a bijection between the set of tableaux of content µ and the set of tableaux of
content ν. Hence Kλµ =Kλν .
We refer the reader to Björner [5] for the basic definitions of simplicial complexes. By
abuse of notation, we will not distinguish an abstract simplicial complex and its geometric
realization. For a simplicial complex X, by a facet of X we mean a maximal face of X. If
two topological spaces X and Y are homotopy equivalent, we will denote it by X  Y . If
they are homeomorphic, then we denote it by X∼= Y .
Let X and Y be two simplicial complexes with disjoint vertex sets V and W ,
respectively. The join X ∗ Y of X and Y is a simplicial complex on vertex set V ∪W :
X ∗ Y := {F ∪G: F ∈X, G ∈ Y }.
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X × Y × [0,1]/≡, where “≡” is the equivalence relation having non-trivial equivalence
classes {(x, y0,0): x ∈X} and {(x0, y,1): y ∈ Y } for all points (x0, y0) ∈X × Y . If Y is
the empty space, then X ∗ Y := X. The suspension of a topological space X is defined
to be SuspX := S0 ∗ X, where S0 is the 0-sphere. We use SuspnX to denote the n-fold
suspension of X. Thus H˜i(X;Z)= H˜i+1(SuspX;Z) for any i and SuspnX ∼= Sn−1 ∗X.
The following topological lemma will be used in Section 3.4. It is a very special case of
the Wedge Lemma (see [29] or [18]).
Lemma 2.5. Let X be a simplicial complex. Let X1, . . . ,Xn be a collection of closed
subcomplexes whose union is X. For a subsetB ⊆ [n], we useXB to denote the intersection⋂
i∈B Xi . If for any proper subset B ⊂ [n], we have that XB is contractible, then X 
Sn−2 ∗X[n], or equivalently X  Suspn−1X[n].
Next we state a combinatorial version of the Alexander duality theorem. It can be
derived from the usual Alexander duality theorem. See [2, Proposition 10.4] for a proof.
Lemma 2.6 (Combinatorial Alexander duality). Let ∆ be a finite simplicial complex on
vertex set V and define the dual complex ∆∨ = {B ⊆ V : V −B /∈∆}. Then
H˜i(∆;Z)∼= H˜ |V |−i−3
(
∆∨;Z).
In particular, when the coefficient ring is a field k we have
H˜i(∆; k)∼= H˜ |V |−i−3
(
∆∨; k)∼= H˜|V |−i−3(∆∨; k).
Finally we extract some basic facts from Forman’s discrete Morse theory [14,15]. For
simplicity, we restrict our attention to simplicial complexes. Let ∆ be a simplicial complex.
A matching M on ∆ is a collection of disjoint pairs of simplices (S,T ), such that S  T
(meaning S is a maximal face of T ). We always assume that the empty set is matched
up in M . A simplex is called a critical simplex of M if it is unmatched in M . A closed
path in M is a sequence (S0, T0), (S1, T1), . . . , (Sn, Tn) of pairs in the matching, such that
Ti  Si+1 for 0  i < n and Tn  S0. A Morse matching (or acyclic matching) on ∆ is a
matching that has no closed path in it.
Theorem 2.7 (Forman [14]). Let M be an Morse matching on a simplicial complex ∆.
Let mi denote the number of critical i-cells of M . Then ∆ is homotopy equivalent to a
CW-complex with m0 + 1 vertices, and for each i  1, mi cells of dimension i .
Two important special cases will be very useful to us. We say that ∆ is collapsible if
∆ collapses onto a vertex. To define collapse, suppose T is a facet of ∆, and S a maximal
face of T which is not the face of any other simplex. Then we say that ∆ collapses onto
∆− {S,T }. More generally, a collapse is any sequence of such operations.
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matching, that is, M has no critical simplices, then ∆ is collapsible. If all the critical
simplices of M are of the same dimension i , then ∆ is homotopy equivalent to a wedge
of mi spheres of dimension i .
2.3. Morse matchings induced by vertex-orderings
In this subsection we develop a systematic way of putting a Morse matching on
a simplicial complex by ordering its vertices. Although we aim at its applications to the
study of bounded degree graph complexes, our construction works for any simplicial
complex.
We should point out that a special case of our construction has been developed and used
in Björner and de Longueville [6]. In a similar spirit, Babson and Hersh [3] developed a
way of putting a Morse matching on the order complex of a poset, by labeling the edges in
the Hasse diagram of the poset.
Let ∆ be a simplicial complex, and {v1, v2, . . . , vn} a subset of its vertex set. We order
these vertices so that v1 < v2 < · · ·< vn. Now we define a matching on ∆ inductively as
follows:
(1) U0 :=∆ and M0 := ∅.
(2) Si := {S: S ∈Ui−1, S ∪{vi } ∈Ui−1, vi /∈ S}, Ui :=Ui−1 −{S,S ∪{vi }: S ∈ Si}, and
Mi :=Mi−1 ∪ {(S,S ∪ {vi}): S ∈ Si}.
Note that Ui is not a simplicial complex in general, it is rather the collection of simplices
that are unmatched in Mi . The matching on ∆ is defined to be M :=Mn. The critical
simplices of M are exactly those in Un.
It remains to show that M is indeed a Morse matching. The author thanks Vic Reiner
for pointing out the following simple proof to him.
Theorem 2.9. M is a Morse matching on ∆.
Proof. For the sake of contradiction, assume that there is a closed path
(S0, T0), (S1, T1), . . . , (Sm,Tm)
in M . Let {ai} := Ti − Si and {bi} := Ti − Si+1, where Sm+1 := S0. Note that as multisets
(i.e. sets allowing repeated elements) we have
S0 ∪ {a0, . . . , am} − {b0, . . . , bm} = S0.
Therefore {a0, . . . , am} = {b0, . . . , bm} as sets. Let vl be the minimal vertex in this set, say
vl = bj . Thus vl is in Tj but not in Sj+1. Now by our construction, we should have{
(S0, T0), (S1, T1), . . . , (Sm,Tm)
}⊆M −Ml−1.
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in Ml , which is a contradiction. ✷
Now given a simplex S ∈ ∆, in general it is hard to know whether S is matched up
in M . However the following sufficient conditions seem to be useful. Let
vi =min
{
v: {v} ∪ S ∈∆}.
Then it is worthwhile to notice that S ∈Ui−1. If it happens that vi /∈ S, then we also have
{vi} ∪ S ∈Ui−1. Therefore (S, {vi} ∪ S) ∈Mi . If it happens that vi ∈ S and
vi =min
{
v: {v} ∪ (S − {vi}) ∈∆
}
,
then (S − {vi}, S) ∈Mi for similar reasons.
3. Results
The loop vertices, that is, those of the form (i, i), play an important role in the topology
of ∆µ. We now take a close look at them. Let
Xi :=
{
F : F ∪ {(i, i)} ∈∆µ
}
.
The loop-subcomplex of ∆µ is defined to be Xµ :=⋃ni=1Xi . The loopless-subcomplex
of ∆µ is defined to be
Yµ := {F : ∃ G ∈∆µ −Xµ such that F ⊆G}.
Note that ∆µ =Xµ ∪ Yµ.
Lemma 3.1. The loop-subcomplex Xµ of ∆µ is empty if µ = 1n, and is collapsible
otherwise.
Proof. Clearly Xµ is empty if and only if µ= 1n, so we assume that µ = 1n.
We order the loop vertices of Xµ so that (1,1) < (2,2) < · · · < (n,n), and show that
the induced Morse matching M has no critical simplices. Let F ∈Xµ be a simplex. Let
(j, j)=min{(i, i): {(i, i)} ∪F ∈Xµ}.
If (j, j) /∈ F , then (F,F ∪ {(j, j)}) ∈Mj . If (j, j) ∈ F , then notice that for any i < j , the
degree of node i in the graph F is at least µi − 1. Hence
(j, j)=min{(i, i): {(i, i)} ∪ (F − {(j, j)})∈Xµ}.
Therefore (F − {(j, j)},F ) ∈Mj .
We conclude that F is not a critical simplex of M in either case. Thus M is a complete
matching and ∆ is collapsible. ✷
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Theorem 6.3] by Eagon and Roberts. Although their theorem was stated for the bipartite
analogue of the bounded degree graph complex, its proof can be easily adapted to the case
of the bounded degree graph complex (see Anderson [1, Theorem 2.3.5]). Our proof for
the above lemma can also be used to prove their theorem.
For a graph F on node set [n], we will denote its degree sequence by
degF = (deg1F, . . . ,degn F ).
We say that degF is almost µ if µi − 1 degi F  µi for all i .
Lemma 3.3. The loopless-subcomplex Yµ of ∆µ is nonempty if and only if µ µ′.
Proof. If Yµ is nonempty, then let F be a loopless facet of ∆µ, i.e. a loopless subgraph
of the complete graph on [n] whose degree sequence is almost µ. We will describe a
procedure based on F to fill the boxes of the Ferrers diagram for µ′ with numbers in [n].
Note that the number of boxes in the ith column of µ′ is µi . Now we fill in the ith column
of µ′ by all the nodes of the graph that are adjacent to node i in F . We will get a (partial)
filling of shape µ′ such that
• The entries in the same column are all distinct.
• The ith column does not contain i since F is loopless.
• Each column has at most one empty box.
If there is an empty box in the ith column, we fill an i in it to get a complete filling. Note
that each entry j = i in the ith column corresponds to the edge (i, j) in F , thus there is
also an i in the j th column. Hence the number of i’s in the diagram is exactly the size of
the ith column of µ′, which is µi . So our diagram is of shape µ′ and content µ. Reordering
the elements in each column so that they are strictly increasing from top to bottom. We see
that all the 1’s must be in the first row, all the 2’s must be in the first two rows, and so forth.
We conclude that
∑i
j=1µj 
∑i
j=1 µ′j for all i , i.e. µ µ′.
Conversely, assume that µ µ′. We use induction on n to produce a loopless graph F
on vertex set [n] such that degF is almost µ, implying Yµ is not empty. If n= 1 then ∅ is a
loopless facet. Now assume that n 2, and consider the sequence of nonnegative integers
µ˜= (0,µ2 − 1, . . . ,µµ1 − 1,µµ1+1, . . . ,µn).
If ∆µ˜ has a loopless face G whose degree sequence is almost µ˜ , then{
(1,2), (1,3), . . . , (1,µµ1)
}∪G
will be a loopless face in ∆µ whose degree sequence is almost µ. Let ν denote the partition
obtained by reordering µ˜ in weakly decreasing order. It thus enough to show that ∆ν has
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that ν  ν′.
In what follows we make use of Lemma 2.4, (a), (c), and (d). Now there is a tableau T
of shape µ′ and content µ since µ  µ′. We wish to alter T without changing its shape
and content, such that the content of its first column becomes {1,2, . . . ,µ1}. Let i be the
smallest number such that the first entry j in the ith row is greater than i . Since the number
of i’s in the tableau is at least as many as the number of j ’s in the tableau, there exists a
column C of T that contains i but not j . We switch this i with the first entry j in the ith
row. Reorder the numbers in column C in a strictly increasing order, then reorder each row
in a weakly increasing order. We will get a new tableau of shape µ′ and content µ, whose
first entry in the ith row becomes i .
Now we may assume that the content of the first column of T is {1,2, . . . ,µ1}. Next
we remove the first column of T , as well as those boxes that contain the 1’s. We shift a
column up by one if its first box is removed. Then we rearrange the columns according to
their lengths. Finally we reorder the numbers in each row. We will get a tableau of shape
ν′ and content µ˜. Thus Kν ′ν =Kν ′µ˜ = 0 and consequently ν  ν′. ✷
Not surprisingly, many of our arguments will involve facts about degree sequences of
simple graphs (i.e. graphs without loops or multiple edges). We collect these facts in the
next lemma and its corollary.
Lemma 3.4. Let d = (d1, . . . , dn) be an integer partition with Durfee square size s, such
that |d| is even. Then the following three conditions are equivalent:
(1) d is the degree sequence of a simple graph.
(2) ∑ji=1(di + 1)∑ji=1 d ′i for any j  s.
(3) For any 1i ∈ {0,1}, i = 1,2, . . . , construct a new partition ν by ordering the numbers
{di + 1i} in a weakly decreasing order. Then for all such partitions ν we have ν  ν′.
Proof. (1)⇒ (3). d is the degree sequence of a simple graph implies that the loopless-
subcomplex of ∆ν is nonempty. Thus ν  ν′ by one direction of Lemma 3.3.
(3)⇒ (2). Let 1i = 1 if i  s, and 1i = 0 if i > s.
(2)⇔ (1) is a refined version of the Erdös–Gallai criterion for the degree sequences of
simple graphs, due to Ruch and Gutman [24]. ✷
Corollary 3.5. Let µ be a partition with Durfee square size s, and F a simple graph whose
degree sequence is almost µ. Let 1i = µi − degi F for all i .
(1) If∑li=1 µ′i −∑li=1 µi =m for some l  s, then
l∑
i=1
1i −
∑
i>s
1i  l −m.
µil
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(2) If ∑si=1µ′i −∑si=1 µi =m and ∑si=1 1i −∑ni=s+1 1i = s −m, then F must contain
all edges of the form (i, j) where i < j  s, and must not contain any edge of the form
(i, j) where s < i < j .
Proof. (1) Let us denote degi F by di . We order
{d1 + 1, d2 + 1, . . . , dl + 1, dl+1, . . . , dn}
in a weakly decreasing order, and denote it by ν. Then we have ν  ν′ by Lemma 3.4(3).
Note that d1 + 1, . . . , dl + 1 are the l largest numbers in the sequence, so ν is just an
ordering of {d1 + 1, . . . , dl + 1} followed by an ordering of {dl+1, . . . , dn}. Also note that
the Durfee square size of ν is at least l, since di + 1  µi  s  l for i  l. Now we
have
l∑
i=1
µi −
l∑
i=1
1i + l =
l∑
i=1
(di + 1)=
l∑
i=1
νi 
l∑
i=1
ν′i =
n∑
i=1
min(l, νi)
= l2 +
n∑
i=l+1
min(l,µi − 1i)= l2 +
∑
i>l
µi>l
l +
∑
i>l
µil
(µi − 1i)
=
l∑
i=1
µ′i −
∑
i>l
µil
1i .
Therefore we obtain
l∑
i=1
1i −
∑
i>s
µil
1i =
l∑
i=1
1i −
∑
i>l
µil
1i  l −m.
If it happens that m = 0, then we must have 1i = 1 for i  l and 1i = 0 for i > s with
µi  l. This proves the last statement.
(2) For the sake of contradiction, assume that there is an edge (i, j) /∈ F , where
i < j  s. Then let F˜ denote the simple graph {(i, j)} ∪ F , and let d˜i denote degi F˜ .
We order {d˜1 + 1, . . . , d˜s + 1, d˜s+1, . . . , d˜n} in a weakly decreasing order, and denote it
by ν˜. Then we have ν˜  ν˜′ by Lemma 3.4(3). Also note that since d˜i + 1  µi  s for
i  s and d˜i  µi  s for i > s, the Durfee square size of ν˜ is still s. Now we have
s∑
ν˜i =
s∑(
d˜i + 1
) = s∑µi − s∑ 1i + s + 2
i=1 i=1 i=1 i=1
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s∑
i=1
µ′i −m−
n∑
i=s+1
1i − (s −m)+ s + 2
=
s∑
i=1
µ′i −
n∑
i=s+1
1i + 2=
s∑
i=1
ν˜′i + 2.
A contradiction to ν˜  ν˜′. Hence (i, j) ∈ F if i < j  s. By a similar argument, one can
also show that (i, j) /∈ F if s < i < j . ✷
3.1. Contractibility
The goal of this subsection is Theorem 3.8, characterizing the contractibility of bounded
degree graph complexes.
Recall that for two partitions λ and µ of the same integer, we have Kλµ = 0 if and only
if µ λ. It then follows from Theorem 2.1 that H˜•(∆µ;Q)≡ 0 if and only if there does
not exist a self-conjugate partition λ of |µ| which dominates µ. We will show that this
condition is also sufficient for ∆µ to be collapsible.
We first characterize those partitions µ that are not dominated by any self-conjugate
partition of the same integer. For the sake of clarity we introduce some notations. Let
α = (α1  α2  · · · αn > 0) be an integer partition. We denote by α(−1) the partition
(α1, . . . , αn−1, αn−1). And we define inductively α(−l) := α(−l+1)(−1). For a partition
µ= (µ1, . . . ,µn) with Durfee square size s, we associate with it two new partitions (as in
Fig. 3)
α := (µs+1,µs+2, . . . ,µn), β := (µ1 − s,µ2 − s, . . . ,µs − s).
Note that we then have
α′ = (µ′1 − s,µ′2 − s, . . . ,µ′s − s), β ′ = (µ′s+1,µ′s+2, . . . ,µ′µ1).
Lemma 3.6. µ µ′ if and only if β  α′.
Fig. 3. A partition µ with µµ′, |α| − |β| = 1, and µs−1 >µs = s =µs+1 >µs+2.
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∑j
i=1(µi − s)
∑j
i=1(µ′i − s) for any j . Thus β  α′.
Conversely, let us assume that β  α′ and |α|− |β| = l. We use γ to denote the partition
obtained by adding l new parts of size 1 to β , i.e. γ := (β,1l). Then it is clear that γ  α′.
Taking the transpose of both sides we get α  γ ′. Note that γ ′ = (β ′1 + l, β ′2, . . . , β ′β1).
Now we have
j∑
i=1
(µi −µ′i )=

j∑
i=1
(βi − α′i ) 0, if j  s;
−l +
j∑
i=s+1
(µi −µ′i )=
j−s∑
i=1
(αi − γ ′i ) 0, if j > s.
Hence µ µ′. ✷
Lemma 3.7. Let µ be an integer partition and s the size of its Durfee square. Then there is
no self-conjugate partition λ of the same integer such that µ λ if only and if µ satisfies
one of the following two conditions:
(1) µ µ′;
(2) µ µ′, |α| − |β| = 1, and µs−1 >µs = s = µs+1 >µs+2 (see Fig. 3).
Proof. We classify all partitions into the following cases.
Case 1 (µµ′). If there is a self-conjugate partition λ such that |λ| = |µ| and µ λ, then
we should have µ λ= λ′  µ′. A contradiction.
Case 2 (µ  µ′, |α| − |β| = 1, and µs−1 > µs = s = µs+1 > µs+2, as shown in Fig. 3).
These conditions imply that
∑s−1
i=1 µi =
∑s−1
i=1 µ′i and µ′s = s + 1. Assume that there is
a self-conjugate partition λ such that |λ| = |µ| and µ  λ, then we have ∑ji=1µi ∑j
i=1 λi 
∑j
i=1 µ′i for all j . This forces µs  λs  µ′s , so either λs = s or λs = s + 1. If
λs = s, then the Durfee square size of λ is s, and
|λ| = 2
s∑
i=1
λi − s2 = 2
s∑
i=1
µi − s2 = |µ| − 1,
a contradiction. If λs = s + 1 then we have
|λ| 2
s∑
i=1
λi − s2 = 2
s∑
i=1
µ′i − s2 = |µ| + 1,
and we get a contradiction again.
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λ := (s + γ1, s + γ2, . . . , s + γs, γ ′1, γ ′2, . . . , γ ′γ1).
Clearly λ is a self-conjugate partition and |λ| = |µ|. Note that β  γ since β  α′, and
(γ,1l) α′. Taking the transpose of the latter inequality gives
α 
(
l + γ ′1, γ ′2, . . . , γ ′γ1
)
.
Thus we have
j∑
i=1
(µi − λi)=

j∑
i=1
(βi − γi) 0, if j  s;
−l +
j∑
i=s+1
(µi − λi)=−l +
j−s∑
i=1
(αi − γ ′i ) 0, if j > s.
Therefore µ λ.
Case 4 (µ µ′, |α|−|β| = 2l+1 1, and µs+1(= α1) < s). In this case let γ := α′(−2l),
and
ν = (s + γ1, s + γ2, . . . , s + γs−1, s − 1,µs+1, . . . ,µn).
Then it is clear that µ  ν and |µ| = |ν|. It follows from Lemma 3.6 that we also have
ν  ν′. Now ν is a partition as described in Case 3. Hence there is a self-conjugate partition
λ such that µ ν  λ.
Case 5 (µ  µ′, |α| − |β| = 2l + 1  1, and µs > µs+1 = s). In this case let j be the
smallest index such that j > s + 1 and µj > µj+1  0. Note that such j must exist since
|α| > |β|. Define a new partition ν such that νs+1 = µs+1 + 1 = s + 1, νj = µj − 1 and
νi = µi otherwise. Then clearly µ ν. Applying Lemma 3.6 to ν we can get ν  ν′. Now
ν is a partition as described in Case 3. Hence there is a self-conjugate partition λ such that
µ ν  λ.
Case 6 (µ  µ′, |α| − |β| = 2l + 1  3, and µs = µs+1 = s). In this case let p be the
smallest index such that µp = s, and q be the largest index such that µq = s.
If it happens that p = s, then define a new partition ν such that νs = µs + 1 = s + 1,
νq = µq − 1 = s − 1 and νi = µi otherwise. Then clearly µ ν. Applying Lemma 3.6 to
ν we get ν  ν′. Now ν is a partition as described in either Case 4 or Case 5. Hence there
is a self-conjugate partition λ such that µ ν  λ.
If it happens that p  s−1, then β has at most s−2 parts. Thus α′(−2l−1) also has at
most s−2 parts since β  α′(−2l−1). We claim that q  s+ l. Otherwise we would have
α′  α′s  l + 1. This implies that α′(−2l − 1) has at least s − 1 parts, a contradiction.s−1
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parts. We define a self-conjugate partition
λ := (s + γ1, . . . , s + γs−1, s − 1, γ ′1, γ ′2, . . . , γ ′γ1).
It is easy to see that |λ| = |µ|. Note that β  γ and (γ,1l)  α′. Taking the transpose of
the latter inequality gives
α 
(
l + γ ′1, γ ′2, . . . , γ ′γ1
)
.
Thus we have
j∑
i=1
(µi − λi)=

j∑
i=1
(βi − γi) 0, if j  s;
−l +
j∑
i=s+1
(µi − λi)=−l +
j−s∑
i=1
(αi − γ ′i ) 0, if j > s.
Therefore µ λ.
The two possible remaining cases are when µ µ′, |α|− |β| = 1, and either (a) µs−1 =
µs = µs+1 = s or (b) µs = µs+1 = µs+2 = s. However, if µs−1 = µs = µs+1 = s then we
have
s−2∑
i=1
µi = |β| + s(s − 2) > |α| − 2+ s(s − 2)
s−2∑
i=1
µ′i .
This contradicts our assumption that µ µ′. If µs = µs+1 = µs+2 = s then we have
s−1∑
i=1
µi = |β| + s(s − 1) > |α| − 2+ s(s − 1)
s−1∑
i=1
µ′i .
A similar contradiction. Hence the above six cases have covered all partitions. ✷
Theorem 3.8. The following are equivalent:
(1) H˜i(∆µ;Q)= 0 for all i .
(2) ∆µ is contractible.
(3) ∆µ is collapsible.
(4) There is no self-conjugate partition λ such that µ λ.
(5) The partition µ satisfies one of the conditions of Lemma 3.7.
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Lemma 3.7.
It is enough to show that (5)⇒ (3). If µ µ′, then the loopless subcomplex of ∆µ is
empty by Lemma 3.3. Hence ∆µ is collapsible by Lemma 3.1.
Now we assume that µ  µ′, |α| − |β| = 1, and µs−1 > µs = s = µs+1 > µs+2. We
order the loop vertices and the vertex (s, s + 1) so that
(1,1) < (2,2) < · · ·< (n,n) < (s, s + 1).
We will show that the induced Morse matching M has no critical simplices. By the proof
of Lemma 3.1, we see that Un = ∆µ − Xµ. For any face F ∈ Un, the degree sequence
has to be almost µ. Let 1i = µ − degi F , so 1i ∈ {0,1} for all i . Since |α| − |β| = 1,
by Corollary 3.5(1) we have ∑si=1 1i −∑ni=s+1 1i  s − 1, so it is either s − 1 or s.
Considering the fact that |degF | is an even integer, we have
s∑
i=1
1i −
n∑
i=s+1
1i ≡
n∑
i=1
1i = |µ| − |degF | ≡ |µ|
= s2 + |α| + |β| ≡ s − |α| + |β| = s − 1 mod 2.
Hence the only possibility is
∑s
i=1 1i −
∑n
i=s+1 1i = s − 1. Also notice that
∑s−1
i=1 µi =∑s−1
i=1 µ′i . It follows from Corollary 3.5(1) that degi F = µi−1 if i  s−1 and degi F = µi
if i  s + 2. Therefore degF must be one of the following two sequences:
(µ1 − 1, . . . , µs−1 − 1, µs, µs+1, µs+2, . . . , µn), or
(µ1 − 1, . . . , µs−1 − 1, µs − 1, µs+1 − 1, µs+2, . . . , µn).
If degF = (µ1 − 1, . . . ,µs−1 − 1,µs, . . . ,µn), then (s, i) can not be an edge of F for
i > s + 1. Otherwise since the degree sequence of F − {(s, k)} is almost µ, it must
coincide with one of the above two sequences, which is not the case. This implies
F must contain (s,1), . . . , (s, s − 1), (s, s + 1) as its edges since degs F = µs = s. If
degF = (µ1 − 1, . . . ,µs+1 − 1,µs+2, . . . ,µn), then by Corollary 3.5(2) F must contain
(s,1), . . . , (s, s − 1), but cannot contain (s, i) if i > s − 1 since degs F = s − 1. Therefore
for any F ∈ ∆µ − Xµ, we have (F,F ∪ {(s, s + 1)}) ∈ Mn+1 if (s, s + 1) /∈ F , and
(F −{(s, s+1)},F ) ∈Mn+1 if (s, s+1) ∈ F . Hence Un+1 = ∅ and ∆µ is collapsible. ✷
Corollary 3.9. Let µ be a partition as described in Lemma 3.7. Then for any field k and
integer r = 0 or 1,
TorAi
(
Veronese(n,2, r), k
)
µ
≡ 0.
Thus the multidegree µ supports a (higher) syzygy of Veronese(n,2, r) for any field k if
and only if this is the case for k =Q.
Proof. It follows from Proposition 2.2, Remark 2.3, and Theorem 3.8. ✷
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Another simple case is when H˜•(∆µ;Q) is concentrated in a single dimension. In view
of Theorem 2.1, this means that all self-conjugate partitions λ of |µ| that dominate µ
must have the same Durfee square size. In this case one may expect that ∆µ is homotopy
equivalent to a wedge of equidimensional spheres. Unfortunately, this is not true in general.
For instance, it is easy to show that the rational homology of ∆17 is concentrated in
dimension 2, but it is computed that H˜1(∆17;Z)∼= Z/3Z (cf. [9]). In the following theorem
we prove some partial results in this direction.
Theorem 3.10. Let µ be a partition with Durfee square size s such that µ  µ′. Let
α := (µs+1,µs+2, . . . ,µn) and β := (µ1 − s,µ2 − s, . . . ,µs − s) as before. Then ∆µ
is homotopy equivalent to a wedge of equidimensional spheres,
∆µ 
m∨
i=1
S
|µ|−t
2 −1,
provided one the following holds:
(1) |α| = |β|; in this case t = s;
(2) |α| − |β| = 1 and µs+1 <µs = s; in this case t = s − 1;
(3) |α| − |β| = 1 and µs > µs+1 = s; in this case t = s + 1;
(4) |α| − |β| = 2; in this case t = s.
In each case, the number of spheres m in the wedge is given by m=∑λ=λ′Kλµ > 0.
Proof. If µ = (1,1,1), then ∆µ is the disjoint union of three vertices, i.e. the wedge of
two 0-spheres. For all other partitions µ in the above four cases, the loop-subcomplex X
of ∆µ is nonempty. In what follows we restrict our attention to these partitions.
Case 1. We order the loop vertices so that (1,1) < · · · < (n,n). We see that the critical
simplices of M are those in Un = ∆µ − Xµ. Let F ∈ Un, then degF is almost µ. By
Corollary 3.5(1) we have degF = (µ1 − 1, . . . ,µs − 1,µs+1, . . . ,µn). Hence all the
critical simplices are of the same dimension (|µ|−s)/2−1. Consequently∆µ is homotopy
equivalent to a wedge of equidimensional spheres. The number of spheres is given by the
rational homology.
Case 2. We order the loop vertices and the vertices of the form (s, i) with i > s, so that
(1,1) < · · ·< (n,n) < (s, s + 1) < (s, s + 2) < · · ·< (s,n).
Let F ∈ Un = ∆µ − Xµ. Then degF is almost µ, so say that degi F = µi − 1i .
By Corollary 3.5(1) and the facts that |α| − |β| = 1 and |degF | is even, we have∑s
i=1 1i −
∑n
i=s+1 1i = s − 1 just as in the proof of Theorem 3.8. If
∑s
i=1 1i = s − 1 and∑n
i=s+1 1i = 0, then dimF = (|µ|− (s − 1))/2− 1. Otherwise we must have
∑s
i=1 1i = s
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i=s+1 1i = 1. In this case degs F = µs − 1 = s − 1. Now we have (i, s) ∈ F for all
i < s by Corollary 3.5(2). Therefore F does not contain those edges (s, i) where i > s. We
know that 1j = 1 for some unique j  s + 1, and then
min
{
v: F ∪ {v} ∈∆µ
}= (s, j).
Hence (F,F ∪ {(s, j)}) ∈ M , i.e. F is not critical. We conclude that all the critical
simplices of M have dimension (|µ| − (s − 1))/2 − 1. Consequently, ∆µ is homotopy
equivalent to a wedge of equidimensional spheres.
Case 3. We order the loop vertices and the vertices of the form (i, s+ 1) with i  s, so that
(1,1) < · · ·< (n,n) < (1, s + 1) < (2, s + 1) < · · ·< (s, s + 1).
Let F ∈ Un = ∆µ − Xµ. Then degF is almost µ, so say that degi F = µi − 1i . As
in Case 2, we have
∑s
i=1 1i −
∑n
i=s+1 1i = s − 1. If
∑s
i=1 1i = s and
∑n
i=s+1 1i = 1,
then dimF = (|µ| − (s + 1))/2 − 1. Otherwise we must have ∑si=1 1i = s − 1 and∑n
i=s+1 1i = 0. In this case degs+1F = µs+1 = s. Now we have (s + 1, i) /∈ F for all
i > s by Corollary 3.5(2). Therefore (i, s + 1) ∈ F for all i  s. We know that 1j = 0 for
some unique j  s. Then note that for any i < j we have degi (F − {(i, s + 1)})= µi − 2,
so F − {(i, s + 1)} /∈ Un. On the other hand, both of F − {(j, s + 1)} and F are in Un.
Therefore (F −{(j, s+ 1)},F ) ∈M , i.e. F is not critical. We conclude that all the critical
simplices of M have dimension (|µ| − (s + 1))/2 − 1. Consequently, ∆µ is homotopy
equivalent to a wedge of equidimensional spheres.
Case 4. We order all the vertices of the form (i, j) where either i  j  s or s < i  j ,
such that
(1) (1,1) < · · ·< (n,n) < (i, j) for any i = j ;
(2) Vertices (i, j) with i < j are ordered lexicographically. That is, given two vertices
(i, j) and (l,m) where i < j and l < m, if i < l then (i, j) < (l,m), if i = l and j <m
then (i, j) < (l,m).
For example, if n= 5 and s = 2 then our ordering is
(1,1) < (2,2) < (3,3) < (4,4) < (5,5) < (1,2) < (3,4) < (3,5) < (4,5).
By Corollary 3.5(1) and the facts that |α| − |β| = 2 and |degF | is even, we have∑s
i=1 1i −
∑n
i=s+1 1i = s − 2 or s, by reasoning as in the proof of Theorem 3.8. Let
a :=∑si=1 1i and b :=∑ni=s+1 1i . Then (a;b)= (s − 2;0) or (s − 1;1) or (s;2) or (s;0).
If (a;b)= (s−2;0), then by Corollary 3.5(2) we have (i, j) ∈ F if i < j  s. We know
that 1l = 0 and 1m = 0 for some l < m s. That means 1i = 1 for all the other i  s. Thus
F −{(i, j)} /∈Un, if i < j and (i, j) < (l,m). On the other hand, we have F −{(l,m)} ∈Un
and F ∈Un, hence (F − {(l,m)},F ) ∈M , so F is not critical.
If (a;b)= (s;2), then by Corollary 3.5(2) we have (i, j) ∈ F if i < j  s, and (i, j) /∈ F
if s < i < j . First notice that F − {(i, j)} /∈ Un for any (i, j) ∈ F . Now we know that
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Therefore (l,m) is the smallest vertex that is not in F , such that F ∪ {(l,m)} ∈∆µ. Hence
(F,F ∪ {(l,m)}) ∈M , so F is not critical.
Finally if (a;b) = (s − 1;1) or (s;0), then we have dimF = (|µ| − s)/2 − 1. Now
we can conclude that all the critical simplices of M have dimension (|µ| − s)/2 − 1.
Consequently, ∆µ is homotopy equivalent to a wedge of equidimensional spheres. ✷
It is worthwhile to notice that Theorems 3.8 and 3.10 cover all partitions µ such that
|α| − |β| = 0 or 2. They also cover all partitions such that |α| − |β| = 1 and µi = s
for some i . We left out those partitions with |α| − |β| = 1 and µs+1 < s < µs , because
the rational homology of the corresponding complexes does not behave as well. For
example, if µ= (3,3,1,1,1), then it can be shown by Theorem 2.1 that dim H˜2(∆µ;Q)=
dim H˜3(∆µ;Q)= 1. For the same reason, we do not try to extend our results to partitions
with |α| − |β|  3. For example, if µ = (3,2,2,1,1), then dim H˜2(∆µ;Q) = 2 and
dim H˜3(∆µ;Q)= 1.
Corollary 3.11. Let µ be one of the partitions as in Theorem 3.10. Then for any field k and
integer r = 0 or 1,
TorAi
(
Veronese(n,2, r), k
)
µ
∼=
{
km if r ≡ |µ| mod 2 and i = |µ|−t2 ,
0 otherwise.
Thus there are m ith syzygies of Veronese(n,2, r) having degree µ, and they occur only
when |µ| ≡ rmod 2 and i = (|µ| − t)/2. Here m and t are as in Theorem 3.10.
Proof. Recall that the reduced integral homology of the d-sphere has a single Z in
the d th dimension. The corollary then follows from Proposition 2.2, Remark 2.3, and
Theorem 3.10. ✷
3.3. A decomposition theorem
For a given partition µ of Durfee square size s, we have seen that in some cases one can
tell the topological structure of ∆µ by comparing µ and µ′ in the dominance partial order:
if
∑j
i=1 µj >
∑j
i=1 µ
′
j for some j , then ∆µ is collapsible; if
∑j
i=1 µj 
∑j
i=1 µ
′
j for all j
and
∑s
i=1 µi =
∑s
i=1 µ′i , then ∆µ is homotopy equivalent to a wedge of equidimensional
spheres. The next question would be: what if
∑j
i=1 µj =
∑j
i=1 µ′j for some j < s? It turns
out that the homotopy type of ∆µ drastically simplifies, in that it is controlled by the
homotopy type of a complex ∆µˆ for a certain partition µˆ “inside” µ, which we now
describe.
Let µ= (µ1, . . . ,µn) be a partition with Durfee square size s, such that for some l  s
we have
∑l
i=1µi =
∑l
i=1µ′i . We use µ˜= (µ˜1, . . . , µ˜n) to denote the partition where
µ˜i =
{
µi if i  l,
min(l,µ ) if i > l.i
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words, µ˜ consists of the first l hooks of µ, and µˆ is the rest of µ. For example, if
µ= (6,6,4,4,4,1,1), then µ˜= (6,6,2,2,2,1,1) and µˆ= (0,0,2,2,2,0,0).
Now let T (µ) denote the set of tableaux of content µ and of any self-conjugate shape.
Proposition 3.12. There is a bijection between T (µ) and T (µ˜)×T (µˆ). Consequently, we
have
dim H˜j (∆µ;Q)=
∑
i
dim H˜i−1(∆µ˜;Q) · dim H˜j−i (∆µˆ;Q) for any j. (1)
Proof. Let T ∈ T (µ) be a tableau of content µ and shape λ. Then we have µ  λ =
λ′  µ′. In particular,
∑l
i=1µi 
∑l
i=1 λi 
∑l
i=1 µ′i . Our assumption on µ then implies
that
∑l
i=1 λi =
∑l
i=1 µi =
∑l
i=1µ′i . Comparing this with
∑l−1
i=1 λi 
∑l−1
i=1µ′i , we get
λl  µ′l  l. Therefore the Durfee square size of λ is at least l. Now since T is column
strict, all the µ1 1’s . . . µl l’s must be in the first l rows of the diagram λ. Thus the fact
that
∑l
i=1 µi =
∑l
i=1 λi implies the content of the first l rows of λ is exactly (µ1, . . . ,µl).
Again since T is column strict, there are at most min(l,µi) i’s in the first l columns of λ.
If we let ρi :=min(l,µi), then ρ = (ρ1, . . . , ρn) is the conjugate partition of (µ′1, . . . ,µ′l ).
Now we see that the content of the first l columns of λ must be exactly ρ, because∑l
i=1 λi =
∑l
i=1µ′i = |ρ|. Let λ˜ be the subdiagram of λ consisting of its first l hooks.
Then we see that the content of λ˜ must be exactly µ˜. Thus T naturally decomposes into
a tableau T˜ of content µ˜ and of shape λ˜, and another tableau T̂ of content µˆ and of self-
conjugate shape.
Conversely, suppose we are given a pair of tableaux (T˜ , T̂ ), where T˜ is of content µ˜
and of self-conjugate shape λ˜, and T̂ is of content µˆ and of self-conjugate shape λˆ. Same
as before, one shows that
∑l
i=1 λ˜i =
∑l
i=1 µ˜i . Comparing this equality with the other
inequalities that are responsible for λ˜ µ˜′, we get λ˜l  µ˜′l  l and λ˜l+1  µ˜′l+1  l. Thus
the Durfee square size of λ˜ is exactly l. Also note that
λ˜l  µ˜′l = µ′l  µ′l+1 =∆′1 + l  λˆ1 + l.
←→

,

(a) (b)
Fig. 4. The bijection of Proposition 3.12. Here (a) is a tableau of content (6,6,4,4,4,1,1), and (b) is a pair of
tableaux of content (6,6,2,2,2,1,1) and content (0,0,2,2,2,0,0), respectively.
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and form a bigger self-conjugate shape λ. We will show that we indeed get a tableau T in
this way. We first notice that the content of the first l rows of T˜ is exactly (µ˜1, . . . , µ˜l),
and the smallest number in T̂ is l + 1. Thus the numbers in T are strictly increasing
down each column. Next note that the content of the first l columns of λ˜ must be exactly
ρ = (ρ1, . . . , ρn), where ρi =min(l, µ˜i )=min(l,µi). This implies that the numbers in the
lth column of λ˜ should start with 1,2, . . . , µ˜′l from top to bottom. Thus the numbers in T
are weakly increasing across each row.
Comparing this bijection between T (µ) and T (µ˜)× T (µˆ) with Theorem 2.1, we get
Eq. (1). ✷
We know from Theorem 3.10(1) that ∆µ˜ is a wedge of spheres of dimension
(|µ˜|− l)/2−1, and hence that H˜i−1(∆µ˜;Q)= 0 unless i = (|µ˜|− l)/2. So Eq. (1) reduces
to
dim H˜j (∆µ;Q)= dim H˜ |µ˜|−l
2 −1(∆µ˜;Q) · dim H˜j− |µ˜|−l2 (∆µˆ;Q)
for any j . These numerical facts suggest to us the following stronger result about ∆µ.
Theorem 3.13. Let µ, µ˜ and µˆ be the partitions as defined above. Then we have ∆µ 
∆µ˜ ∗∆µˆ.
Proof. First note that Yµ˜ ∩ Yµˆ = ∅, so we could talk about their join Yµ˜ ∗ Yµˆ. This is
because by Corollary 3.5, a facet F of Yµ˜ must not contain any vertex of the form (i, j)
where l < i < j .
Now we show that Yµ = Yµ˜ ∗ Yµˆ. To show Yµ ⊆ Yµ˜ ∗ Yµˆ, let F be a facet of Yµ, i.e.,
F is a maximal simple graph such that degF is almost µ. Now let G be the subgraph of F ,
G := {(i, j) ∈ F : min(i, j) l}. (2)
We will show that G ∈ Yµ˜ and F −G ∈ Yµˆ, so F ∈ Yµ˜ ∗ Yµˆ. By Corollary 3.5(1) and the
fact that
∑l
i=1 µi =
∑l
i=1 µ′i , we have degi F = µi − 1 for i  l. Hence F contains all the
edges of the form (i, j) with i < j  l, otherwise the degree sequence F ∪ {(i, j)} would
contradict Corollary 3.5(1). Thus we have
degi G= degi F = µi − 1= µ˜i − 1 for i  l, and
l∑
i=1
degi G− l(l − 1)=
n∑
i=l+1
degi G.
Let ν denote the partition obtained by ordering
{µ1, . . . ,µl,degl+1 G, . . . ,degn G}
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l∑
i=1
ν′i  l2 +
n∑
i=l+1
degi G,
and equality holds if and only if degi Gmin(l,µi)= µ˜i for all i > l. Now we have
l∑
i=1
ν′i  l + l(l − 1)+
n∑
i=l+1
degi G= l +
l∑
i=1
degi G=
l∑
i=1
µi =
l∑
i=1
νi .
Thus the equality holds and degi G µ˜i for all i > l. On the other hand,
l∑
i=1
νi =
l∑
i=1
µi =
l∑
i=1
µ′i = l2 +
n∑
i=l+1
µ˜i ,
so
∑n
i=l+1 degi G=
∑n
i=l+1 µ˜i . Hence we conclude that degi G= µ˜i if i > l. Thus G is
a face of Yµ˜. Note that deg(F −G) is almost µˆ, so F −G is a face of Yµˆ. This proves
Yµ ⊆ Yµ˜ ∗ Yµˆ.
Conversely, let G be a facet of Yµ˜, then by the same reasoning as before we have
degi G = µ˜i − 1 for i  l and degi G = µ˜i for i > l. Let H be a facet of Yµˆ, so
∆i − 1 degi H ∆i for all i . We see that µi − 1 degi (G ∪H) µi . Thus G ∪H is
a face of Yµ. This proves Yµ˜ ∗ Yµˆ ⊆ Yµ. Hence Yµ = Yµ˜ ∗ Yµˆ.
Next we show that
Xµ ∩ Yµ =
(
(Xµ˜ ∩ Yµ˜) ∗ Yµˆ
)∪ (Yµ˜ ∗ (Xµˆ ∩ Yµˆ)).
It follows from the fact Yµ = Yµ˜ ∗ Yµˆ just proven and the definitions of Xµ, Xµ˜, Xµˆ that
the right-hand side is contained in the left-hand side. To prove the reverse inclusion, let
F be a face in Xµ ∩ Yµ, thus degi F  µi − 2 for some i . Let G be the subgraph of F
defined as in Eq. (2), and let H :=G− F . If G is not a facet of Yµ˜, then there exists an
i  l such that degi G  µ˜i − 2. Therefore G ∈ Xµ˜ ∩ Yµ˜ and F ∈ (Xµ˜ ∩ Yµ˜) ∗ Yµˆ. If G
is a facet of Yµ˜, then degi G= µ˜i − 1 for i  l and degi G= µ˜i for i > l. In this case we
have H ∈ Xµˆ ∩ Yµˆ and F ∈ Yµ˜ ∗ (Xµˆ ∩ Yµˆ). Thus the left-hand side is also contained in
the right-hand side.
Finally since Xµ is a contractible subcomplex of ∆µ we have
∆µ  ∆µ/Xµ = (Xµ ∪ Yµ)/Xµ ∼= Yµ/(Xµ ∩ Yµ)
∼= (Yµ˜ ∗ Yµˆ)
/((
(Xµ˜ ∩ Yµ˜) ∗ Yµˆ
)∪ (Yµ˜ ∗ (Xµˆ ∩ Yµˆ)))
∼= (Yµ˜/(Xµ˜ ∩ Yµ˜)) ∗ (Yµˆ/(Xµˆ ∩ Yµˆ))
 ∆µ˜ ∗∆µˆ,
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below.
We should remark that unlike Yµ˜ and Yµˆ, the complexes ∆µ˜ and ∆µˆ do share common
vertices. However when we write ∆µ˜ ∗∆µˆ it is understood that we regard them as abstract
simplicial complexes on disjoint vertex sets. ✷
Lemma 3.14. (1) If we have simplicial complexes X′ ⊆X and Y ′ ⊆ Y , then
(X ∗ Y )/((X′ ∗ Y )∪ (X ∗ Y ′))X/X′ ∗ Y/Y ′.
(2) For any simplicial complexes X, Y and Z, we have
(X ∨ Y ) ∗Z  (X ∗Z)∨ (Y ∗Z).
Proof. (1) Consider the natural projection φ :X ∗ Y →X/X′ ∗ Y/Y ′. It can be shown that
φ maps X ∗ Y − ((X′ ∗ Y ) ∪ (X ∗ Y ′)) injectively onto X/X′ ∗ Y/Y ′ − (pX′ ∗ Y/Y ′) ∪
(X/X′ ∗ pY ′) and that
φ
(
(X′ ∗ Y )∪ (X ∗ Y ′))= (pX′ ∗ Y/Y ′)∪ (X/X′ ∗ pY ′),
where pX′ ∈X′ is the point whose inverse image in X is X′, similarly for pY ′ . This proves
that
(X ∗ Y )/((X′ ∗ Y )∪ (X ∗ Y ′))∼= (X/X′ ∗ Y/Y ′)/((pX′ ∗ Y/Y ′)∪ (X/X′ ∗ pY ′)).
Now pX′ ∗ Y/Y ′ and X/X′ ∗ pY ′ are both contractible. Moreover
(pX′ ∗ Y/Y ′)∩ (X/X′ ∗ pY ′)= pX′ ∗ pY ′ .
Hence (pX′ ∗ Y/Y ′)∪ (X/X′ ∗ pY ′) is also contractible. Therefore we have
(X/X′ ∗ Y/Y ′)/((pX′ ∗ Y/Y ′)∪ (X/X′ ∗ pY ′))X/X′ ∗ Y/Y ′.
(2) Some words should be said about our claim. By definition X ∨ Y is obtained by
identifying a vertex x0 ∈ X and a vertex y0 ∈ Y . We use p to denote this wedge point.
Thus although X and Y are disjoint, as subspaces of X ∨ Y they intersect at p. Since x0
and y0 are also vertices of X ∗ Z and Y ∗ Z, respectively, by identifying them we obtain
the wedge (X ∗Z)∨ (Y ∗Z).
Note that as subspaces of (X ∨ Y ) ∗Z we have
(X ∗Z)∩ (Y ∗Z)= p ∗Z, (X ∗Z)∪ (Y ∗Z)= (X ∨ Y ) ∗Z.
Hence we have
(X ∨ Y ) ∗Z  ((X ∨ Y ) ∗Z)/(p ∗Z)∼= ((X ∗Z)/(p ∗Z))∨ ((Y ∗Z)/(p ∗Z))
 (X ∗Z)∨ (Y ∗Z). ✷
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∆µ 
m∨
i=1
Susp
|µ˜|−l
2 ∆µˆ,
where m=∑λ=λ′Kλµ˜.
Proof. By Theorem 3.10(1), Theorem 3.13, and Lemma 3.14(2) we have
∆µ  ∆µ˜ ∗∆µˆ 
(
m∨
i=1
S
|µ˜|−l
2 −1
)
∗∆µˆ 
m∨
i=1
(
S
|µ˜|−l
2 −1 ∗∆µˆ
)
∼=
m∨
i=1
Susp
|µ˜|−l
2 ∆µˆ, ✷
Corollary 3.16. Let µ, µ˜, µˆ be the partitions as defined in Theorem 3.13. Then for any
field k and integer r = 0 or 1,
TorAi
(
Veronese(n,2, r), k
)
µ
∼= [TorA
i− |µ˜|−l2
(
Veronese(n,2, r), k
)
µˆ
]⊕m
,
where m=∑λ=λ′Kλµ˜.
3.4. Alexander duality
It is shown in [23] that M = Veronese(n,2, r) are Cohen–Macaulay modules, and
the canonical module Ω(M) of M is Veronese(n,2,−n − r) (see [23, Section 2] for
definitions and details). Thus one can consider canonical module duality and conclude that
TorAi (M,k) and TorAh−i (Ω(M), k) are dual as k-vector spaces for all i , where h is the length
of a minimal free resolution for M (h = (n2) in our case). More precisely, TorAi (M,k)µ
is the dual k-vector space of TorAi (M,k)nn−µ for any partition µ = (µ1, . . . ,µn), where
we use nn − µ to denote the partition (n − µn,n − µn−1, . . . , n − µ1). In the light of
Proposition 2.2, this means
H˜i−1(∆µ; k)∼= H˜(n2)−i−1(∆nn−µ; k).
On a combinatorial level, the isomorphism (for k = Q) can be seen via a bijection on
tableaux (cf. [27, Example 7.41]). Consider a self-conjugate shape λ that is predicted by
Theorem 2.1 to occur in H˜i−1(∆µ;Q), i.e. λ has at most n parts and (|λ| − s)/2 = i ,
where s is the size of the Durfee square of λ. An easy calculation shows that nn − λ is a
shape predicted to occur in H˜(n2)−i−1(∆nn−µ;Q). Note that λ and nn−λ are complements
of each other within the square shape nn, by rotating one of them 180 degrees. Given a
tableau T with shape λ and content µ, we fill in the complement of T within the square
shape nn according T, such that each column of the square has content [n] and the elements
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(a) (b)
Fig. 5. The bijection. Here (a) is a tableau with shape λ = (3,2,1) and content µ= (2,2,1,1), (b) is a tableau
with shape 55 − λ= (5,5,4,3,2) and content (5− 2,5− 2,5− 1,5− 1,5− 0)= (3,3,4,4,5).
in the complement of T are decreasing down each column. We then rotate the complement
180 degrees and get a tableau of shape nn − λ and content (n − µ1, . . . , n − µn). By
Lemma 2.4(d), we actually get a bijection between tableaux with shape λ and content µ
and tableaux with shape nn − λ and content nn − µ. This bijection pairs up the tableaux
predicted by Theorem 2.1 to occur in H˜i−1(∆µ;Q) with those predicted to occur in
H˜(n2)−i−1(∆nn−µ;Q). See Fig. 5 for an example.
Comparing this isomorphism of homology groups with Lemma 2.6, one may guess that
there is some Alexander dual relation between the two complexes ∆µ and ∆nn−µ. It turns
out that this is very close to the truth.
The following theorem has been generalized to the square-free divisor complexes of
arbitrary normal semigroup rings in [11]. Here we provide a much simpler proof for this
special case.
Theorem 3.17. ∆∨nn−µ  Suspn−1(∆µ).
Proof. Let F be a graph on vertex set [n]. Then F ∈ ∆∨nn−µ if and only if there exists l
in [n], such that (n+ 1)− degl F > n−µl , i.e. degl F < µl + 1. Let Xi be the collection
of graphs F such that degi F < µi + 1. Then
⋃n
i=1Xi =∆∨nn−µ and
⋂n
i=1 Xi =∆µ. For
any proper subset S ⊂ [n], we claim that ⋂i∈S Xi is contractible. This is because for
l ∈ [n] − S, we have that (l, l) is a vertex of every facet of ⋂i∈S Xi , i.e. it is a cone point.
Hence we can apply Lemma 2.5 to conclude that
∆∨nn−µ ∼= Sn−2 ∗∆µ ∼= Suspn−1(∆µ). ✷
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