Abstract-This paper deals with a new multi-lane markings detection and tracking system. The proposed system uses multiple cameras positioned difIerently in order to reduce different kind of perturbations, such as light sensitivity. The algorithm combines Robust Kalman Filtering and association based on belief theory to achievc multi-object tracking. Thus, the system provides the ability to track lane markings without any assumption on their number. It also proposes a new lane change management. To study this new system, the algorithm has been implemented on an embedded computer equipped With multiple cameras. We present experimental results obtained on a track. These results allow us to show important advantages of this new system and its robustness by comparing it to a classical system. Index Terms-Imaging and Vision, Robust Estimation, Lane Detection, Road Modelling, Classification, Multi-Object Tracking, Kalman Filter.
The Fig. I gives an overview of the system architecture. In section IT, we will present the multi-camera data fusion system. The main idea of multi-lane marking detection and tracking will be given in section I11 and section IV respectivelly, and finally we will discuss the results of our new system in section V where we will compare these results with the results obtained from a classical one lane detection system. 
I. INTRODUCTION
For at least two decades, the idea of designing intelligent driving assistance systems has led to a prolific increase in research results on many kinds of automatic vehicle guidance and security systems such as obstacle detection [ 171 and road visibility measurement [18] . However, the first system that is studied is certainly the lane detection system, which is usually done by using lane markings [XI. This system is also the most important one, because it provides vehicle location information to all other systems that need to know the location and shape of the lane. For this reason the system must be as robust as possible. There are still many recent studies on such systems [8] , [IO] , [9] , 1151, [14] . These works are mainly interested in the robustness and the accuracy of such a system. But all these systems use cameras that only detect one lane, looking at the front of the vehicle. This configuration often encounters many difficult problems that weaken the system despite the fact that it uses a robust algorithm. The main problems with lane detection are : 1) light variation and road visibility;
2) lanes change,
3) accuracy of road shape estimation. The first problem can be encountered in many weather situations, and the lane or the lane markings are not detected properly. The second problem can not be solved with the classical system that localise only one lane. because discontinuity necessarily occurs during the lane change, and the third problem is due to the complexe shape of the road. Therefore, in this paper we present a new multi-lane detection system that uses two cameras to totally or partially solve these three problems. The only assumption we made is that the road surface is flat near thervehicle, and that the lane markings are nearly parallel. Global architecture of the system. The video sensor number is not
T H E MULTICAMERAS SYSTEM A. The advantage of the multi-cameras system
Classical systems only use one camera or stereo-vision that looks at the front side of the car. Our new system is based on multiple synchronized embedded cameras. We present here a two cameras system but the number of cameras is not limited in absolute terms. As shown in the Fig. 2 , the first cam$ra is looking toward the front side and the second one is looking toward the rear o f the vehicle. Fig 3 gives an example of two images produced by these two cameras. The various outdoor conditions make the lane detection problem difficult to solve as presented in introduction. Our first idea is that when two cameras are positioned according to our system, it is likely that only one side can be totally disturbed by light (as shown in Fig. 3 ). The second idea is that qualitatively, a multiple camera system gives more relevant data than a single camera system, We will verify the veracity of this idea in the subsection V-D.
B. The Two Cameras Informdon Merging
Many lanes characteristics can be detected. But in structured road, lane markings are easier to be detected and extracted from the analyzed images as road features. For our system, we use the method presented in [14] . How to merge information coming from the different cameras? Our solution is to project synchronized detected data on a same coordinate system. As illustrated in Fig. 2 , let us note R f , Rb and R, respectively the front camera coordinate system, the back camera coordinate system and the vehicle coordinate system. The detected data from Rf and Rb at the time t are projected on R,. n e result are illustrated in the Fig. 4(a) . We notice that the visible lane markings are totally extracted. Merging lane marking features extracted from front and rear cameras enables a more robust the detection system because more detected data can be obtained. This will be proved in subsection V-D.
T H E MULTI-LANE DETECTION
The most important information about the road that we can extract from this detected data is geometrical information : the position of lane markings and shape of the road. We will then estimate the road shape by using the extracted lane markings.
To do this, we use the robust road shape estimation presented in [15]. We assume that locally the road can be fitted by polynomial curves and the borders of the lanes are parallel.
One result is shown in Fig. 4 (a) . In classical algorithms only one lane is detected [7] , [XI, [9] , [14] . We propose to detect every visible lane at the same time by classifying data into different groups and then estimate the road shape for each one of them.
A. Dimension reduction using shape sliding histugram
The Fig. 4 (a) shows the result of the lane marking extractions that are projected into the vehicle coordinate system. In order to reduce the dimension of the lane markings location information from 2 to 1, we project the extracted points to the Y-axis, along a specific curve that is parallel to lane markings. markings, we use the better previous road shape estimation as the projection trajectory curve.
B. The Data Classijicafion

I
The first step is to classify lane marking data into classes. Now, we identify a lane marking as a class. To achieve this task, we approximate the data noise distribution by using the so To find every relevant minima, our solution consists of calculating the first and the third derivative of e, and them finding their common zeroes as we can notice in Fig. 5 (a), (d) . We choose a < I in order to obtain many minima for e, which is non convex. Experimentally, in extracted lane marking data, these zeroes exist as illustrated in Fig. 5(a) 
, else.
From this criteria, an initial mass distribution is generated for each couple of knowdperceived classes, weighting the three following hypothesis :
The two classes can be associated. The two classes cannot be associated. We cannot decide. In order to generate this mass distribution, we use the rule proposed in [5].
2) Decision on the association : Our approach uses only one criterion, so we can directly combine the set of mass distribution corresponding to each perceived class, using the operator proposed in [5j. This combination is done in order to answer the question "which known class is in relation with this perceived class ?". We obtain a belief matrix that gives, for each perceived class, the mass which weights hypothetic associations with each known class. This belief matrix also contains a new mass associated with the hypothesis "the class is in relation with nothing", enabling us to manage class appearance (new perceived road-markings), and disappearance (lost known road-markings), as shown in the Fig. 8 . The final association decision is simply made according to the most probable hypothesis.
3) Propagation of classes: For each known class, there is a uncertainty level associated with. After the association step, we propagate this level according to the following simple rules:
If the class appears, we initialize the associated uncerIf the class has been associated, we increase the associtainty level.
ated uncertainty level. 
Possible results of the association between perceived classes and
t If the class has not been associated, we decrease the Next to this propagation step, if the uncertainty level associated with a class decreases under a given threshold, we consider that the elass is definitely lost, and we don't propagate it as a known'one for the future association step. So this belief allows firstly to propagate temporarily lost road markings (enabling to manage cases of short occlusion) and secondly to quantify the confidence on the known road marking. associated uncertainty level. If a known lane marking is definitely lost, the corresponding RKF is deleted.
B. Trucking using Robust Kaiman Filtering
I) Integration in the Multi-Lines Tracking System
As shown in the Fig, 6 , the RIG is separated in two distinct steps :
Predictive step : RIG uses the previous lane marking shape parameters and a vehicle model [14] to predict the hture lane marking shape that is injected into the association step as a known class and into the multi-lane classification step, Corrective step : RKF uses the provided classified data set and the predicted lane marking shape parameters to estimate the actual lane marking shape, using a non Gaussian assumption. : The covariance matrix is very important in RKE When we use a non Gaussian assumption, the covariance matrix has no closed form. In [ 161, some approximations are given. In this system, we use Cipra covariance matrix estimator proposed in [I91 which is easy to compute, and the so-called ITC matrix which is more reliable. 
2) Covariance matrix estimation
A. Experiment Presentation
We now present the experiment made on the track of Satory, which is shown on the Fig. 10 . This track is composed of two lanes as illustrated in Fig. 10 . We drive the vehicle on a 3.45Km extra-urban type road and the system is running in real time on a Intel Xeon bi-processor computer. The vehicle speed is at least 7Okmlh.
The 
B. Lanes appearances and disappearances management
One of the important features of the proposed system is its ability to manage the Ianes appearance and disappearance.
This is a key property of the system that allows for multi-lane detection without any assumption as to the number of lanes or any variation to this number. Combined with the Kalman filter, it also manages temporary lane disappearance which often occurs in real cases. The Fig. 11 represents believes on the lane marking classifications during our test on the track. In Fig. 11 , the believes of class 1 and class 2 reach and keep the highest value (1) because of their good detections for each frame as presented in the subsection V-D. The belief of class 3 contams low values near the 500th and the 900rh frames due to the presence of security ramps in Fig. IO (a) and (c), which disrupts locally the lane marking extraction process.
This explains the bad lane location in Fig. 13 . The system also detects two additional cjasses (class 4 and class 5) due to temporary false detection (arrows markings shown on Fig. 10 (b)). These classes are quickly rejected thanks to the low belief values in the two last graphics and they are not detected as lane markings. 
D. Detection relevance
We propose here to prove the detection relevance statistically, we use a sequence of more than 1200 real images. We perform lane marking detection by using a single camera system and the two camera system, The detection resuits are used to build the feature detection error histograms. In Fig. 15 the results are shown, two histograms are displayed. On the top, lhe histogram corresponds to the single camera system that only uses the front camera. On the bottom, the histogram corresponds to the two camera system. The histograms are centered at 0 but h e variance of the first histogram is 719.6 and the second is 215.9. The information froni the two cameras 
E. Detection and tracking evaluation by covariance matrix
In a security point of view, it is important to evaluate the quality of the outputs of the system. The estimated covariance matrix (section IV-B.2) gives these information, and the Fig. 16 shows the evolution of its First Diagonal Parameter (FDP). The evolution of the FLIP of the classes 2 and 3 are due to the successive lanes changes. Thus, the estimations of the main lane ma'rkings are often better. The high value of the class 1 is due to the good quality of the central lane marking, especially at the end of the track, as shown in Fig. 10 (d) .
VI. CONCLUSION
In this paper, we have presented a new lane markings detedion system. Its originality is based on the use of several Evolution of the first diagonal parameter of the covariance matrix cameras and multi-lane markings detection and tracking. In our system, we only use two cameras positioned at the front and. the rear of the vehicle. After showing that our system provides more relevant and less noisy information about the lane markings, we present our algorithm that : 1) classifies data into unlimited number of classes that 2) estimates the road shape and performs lanes tracking. The analysis of the system shows the efficiency of the system and the new possibilities provided. Thus, our system is more robust compared to classical systems (with 0% bad detection of the main lane in the experimentation), it provides a continuous lanes detection during the lanes change and an estimation of detection quality thanks to covariance matrix. correspond to, evely detected lane markings,
