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Résumé 
De nos jours, les systèmes logiciels doivent être de bonne qualité, et dans certains 
cas, sans fautes. La prédiction des efforts de test est un domaine important du génie 
logiciel. Elle peut être utilisée par les développeurs et les testeurs pour prioriser les 
tests permettant ainsi une meilleure allocation des ressources en réduisant le temps et 
les coûts des tests. Cette allocation met l'accent sur les composants les plus critiques, 
et par conséquent permet d'améliorer le processus de test de manière significative et 
d'assurer un produit de qualité. Il est donc important de prédire, le plus tôt possible 
dans le processus de développement, l'effort requis pour tester les différents composants 
d'un logiciel. 
Dans cette étude, nous explorons les différentes techniques de calcul de valeurs seuils 
qui peuvent être utilisées dans la prédiction des efforts de test : les courbes ROC et 
Alves Rankings. Nous avons aussi exploré l'approche basée sur les valeurs brutes des 
métriques logicielles. Nous avons comparé les performances de ces techniques pour savoir 
laquelle est la meilleure. Il était aussi question de savoir comment utiliser les algorithmes 
d'apprentissage automatique pour améliorer la performance des techniques de calcul des 
seuils. 
Nous avons calculé les valeurs seuils pour un ensemble de huit systèmes logiciels 
différents. Nous avons construit des modèles de prédiction des efforts de test pour 
chaque technique et aussi pour les valeurs brutes des métriques. Pour les comparer, ces 
techniques ont été combinées aux différents algorithmes d 'apprentissage automatiques 
retenus dans cette étude. 
Les résultats montrent que l'approche basée sur les courbes ROC est celle qui 
donne les meilleures performances parmi les trois approches étudiées, suivie d'Alves 
Rankings. L'approche basée sur les valeurs brutes des métriques est relativement la moins 
performante. Par ailleurs, la combinaison des algorithmes d'apprentissage automatique 
aux techniques de calcul des seuils améliore significativement la performance de ces 
dernières. 
En se basant sur nos résultats , on peut déduire que la méthode des courbes ROC 
est celle qui donne de meilleures performances. Cependant, Alves Rankings est aussi 
une bonne méthode pour le calcul de valeurs seuils. L'utilité de l'application d'Alves 
Rankings est à considérer parce que la méthode d'Alves Rankings est non supervisée, 
c'est-à-dire son point positif réside dans le fait qu'elle ne requiert pas des données 
relatives à l'effort de test. 
Abstract 
Nowadays, software systems must be of good quality, and in sorne cases, without 
faults. The prediction of testing efforts is an important area of software engineering. 
It can be used by developers and testers to prioritize testing thereby allowing better 
allocation of resources by reducing testing time and costs. This allocation focuses on 
the most critical components, thereby improving the testing process significantly and 
ensuring a quality product. It is therefore important to predict, as early as possible in 
the development process, the effort required to test the various components of a software 
system. 
In this study, we explore the different techniques for calculating threshold values that 
can be used in the prediction of the testing efforts : ROC curves and Alves Rankings. We 
also explored the approach based on the raw values of software metrics. We compared the 
performance of these techniques to find out which one is the best. It was also about how 
to use machine learning algorithms to improve the performance of threshold calculation 
techniques. 
We calculated the threshold values for a set of eight different software systems. We 
built prediction models for testing efforts prediction for each technique and for the raw 
values of the metrics. To compare them, these techniques were combined with the 
different machine learning algorithms used in this study. 
The results show that the ROC curve approach is the one that gives the best 
performance among the three approaches studied, followed by Alves Rankings. The 
approach based on the raw values of the metrics is relatively the least efficient. Besides, 
the combination of machine learning algorithms and threshold calculation techniques 
significantly i mproves the performance 0 ft hese thresholds. 
Based on our results, we can deduce that the ROC curve method is the one that 
gives better performance. However, Alves Rankings is also a good method for calculating 
threshold values. The usefulness of the Alves Rankings application is to be considered 
because the Alves Rankings method is unsupervised, that is, -its positive point is that it 
do es not require data related to the testing efforts. 
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En matière d'assurance qualité, les tests constituent une étape cruciale dans le 
processus de développement des logiciels [1 J. L'évolution croissante et rapide des logiciels, 
leur complexité, et la gestion de leur qualité constituent une tâche aussi bien importante 
que coûteuse en termes de temps et de ressources [IJ. Il s'avère important de prédire, 
le plus tôt possible dans le processus de développement, l'effort requis pour tester un 
logiciel. Ceci permettra une bonne planification des activités de test et une gestion 
optimale des ressources, tout en soulignant le fait que la qualité du processus détermine 
en partie la qualité du produit [2J. Malheureusement, très peu de travaux ont été effectués 
sur la prédiction des efforts de test, particulièrement en comparaison avec les nombreux 
travaux effectués sur la prédiction des efforts de développement. 
Malheureusement, il n'y a que quelques études réalisées sur l'association entre les 
métriques orientées objet et l'effort de test. Aussi, et au mieux de nos connaissances, 
cette question cruciale n'a jamais été explorée sous la perspective de valeurs seuils de 
métriques et leur effet sur leurs capacités de prédiction de l'effort de test . Plusieurs des 
métriques logicielles, par exemple les métriques de Chidamber et Kemerer (CK) [3J qui 
sont les plus connues et utilisées, ont été validées (entre autres) comme indicateurs de 
classes fautives. 
D'où la nécessité de savoir utiliser de manière efficace et efficiente ces métriques 
pour estimer l'effort de test des logiciels. Les techniques d'apprentissage automatique et 
des statistiques ont permis de démontrer l'étroite relation existant entre les métriques 
CK et les fautes [4-12]. Cette relation entre métriques logicielles et les fautes logicielles 
illustrent implicitement (pour nous) la relation métrique logicielle et effort de tests. Ainsi, 
en se basant sur ce résultat, il est possible d'ouvrir une brèche vers une approche basée 
sur les seuils (critiques) des métriques. L'apprentissage automatique et les techniques de 
statistique sont rigoureux, et les outils dédiés aux logiciels sont adéquats pour analyser 
cette relation. Identifier les classes sujettes aux fautes est nécessaire pour guider les 
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testeurs des logiciels afin d'améliorer leur performance et de diminuer les coûts des 
activités relatives aux tests et à la maintenance [5]. 
Pour évaluer la contribution des métriques et la mesure pour l'aide à la décision, 
il est essentiel de définir des valeurs seuils significatives [13]. Ces valeurs relatives aux 
différentes métriques retenues permettront de fixer des lignes directrices quant à la 
complexité de la conception ou à l'effort à fournir lors des tests. Cela étant fait dans le 
but ultime d 'identifier les classes les plus critiques nécessitant le plus d 'efforts de test. 
Plusieurs questions de recherche restent posées dans ce domaine, incluant: comment 
déterminer de façon objective des seuils permettant de prédire l'effort de test? Comment 
utiliser les techniques d'apprentissage pour améliorer leurs performances? Par ailleurs, 
l'effort de test est une notion complexe qui peut être affectée par plusieurs facteurs. 
Dans ce travail, il s'agira d'appliquer quelques techniques non supervisées et supervisées 
de calcul des seuils. Il s'agira également d'explorer la combinaison de ces techniques 
avec plusieurs algorithmes d'apprentissage automatique. 
1.2 Problématique 
Le modèle basé sur l'effet des valeurs seuils des métriques estime les classes comme 
sujettes aux fautes quand les valeurs de leurs métriques dépassent certains seuils [14, 15]. 
Par ailleurs, il faut déterminer les niveaux des seuils pour les différentes métriques des 
différents systèmes [15]. Pour déterminer ces seuils, quelques techniques de calcul des 
seuils qui seront associées à certains algorithmes d 'apprentissage automatique seront 
explorées [16- 19]. Les buts étant de déterminer à partir de quelles techniques seront 
obtenues les meilleures performances de prédiction. Les modèles de prédiction non 
supervisés basés sur les valeurs seuils produisent-ils des performances similaires à ceux 
qui sont supervisés? Lorsqu'ils sont associés à un modèle basé sur l'apprentissage 
automatique, les modèles basés sur les seuils atteignent-ils de meilleures performances? 
Plusieurs approches pour identifier les niveaux des seuils ont été proposées dans 
la littérature [20]. Pour l'identification des seuils relatifs aux métriques, Ferreira et 
al. [21] ont utilisé l'outil EasyFit [22] pour trouver la distribution la plus similaire à 
la distribution de la métrique à partir des coupes des percentiles. Les seuils ont été 
catégorisés comme bons, modérés et mauvais. Foucalt et al. [23] ainsi qu'Alves et al. 
[13] ont aussi utilisé les coupes des percentiles pour calculer les seuils. Foucault et al. 
[23] ont utilisé une analyse statistique appelée bootstrap [24] pour estimer l'intervalle de 
confiance du percentile. 
La plupart de ces différentes expérimentations ont été effectuées pour la prédiction 
des fautes. 
Il est aussi important de souligner que Shatnawi et al. [16] ont utilisé les courbes ROC 
(Receiver Operating Characteristic) d'une part pour associer les métriques orientées 
objet aux différentes catégories de sévérité de fautes dans les systèmes logiciels. D'autre 
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part, pour trouver des valeurs seuils qui donnent la meilleure justification pour ces 
catégories d'erreur [20]. 
Le but de notre travail est de préconiser une approche axée sur deux principales 
techniques de calcul de seuil. À savoir, la méthode des courbes ROC et Alves Rankings 
[15, 19] qui seront associées éventuellement aux algorithmes d'apprentissage automatique 
afin d'obtenir de meilleures performances dans la prédiction de l'effort de test. 
1.3 Organisation du Mémoire 
Ce travail est subdivisé en cinq principaux chapitres. Le premier chapitre est consacré 
à l'introduction générale portant sur la prédiction des efforts de test logiciel ainsi qu'à 
certains sujets connexes. Cette mise en contexte est suivie de l'exposé de nos motivations 
et objectifs poursuivis dans ce travail de recherche. 
Le deuxième chapitre est un condensé de l'état de l'art en assurance qualité logicielle 
en relation avec ce que nous nous sommes fixé comme objectifs. Nous débutons par 
une brève introduction suivie d'une présentation des éléments essentiels en lien avec 
notre étude. Il s'agit précisément des métriques orientées objet. Cette étape est suivie 
de la présentation des solutions existantes en la matière, leurs apports et limitations, en 
passant par les orientations que nous avons fixées, basées sur les seuils des métriques. 
Nous terminons ce chapitre par une conclusion. 
Le troisième chapitre est quant à lui consacré à la méthodologie de recherche adoptée 
pour la conduite de nos travaux de recherche. D'entrée de jeu, une introduction est 
présentée, par la suite des questions de recherche sont soulevées afin de conduire notre 
démarche. Nous poursuivons par la présentation des données qui sont au centre de notre 
étude. Enfin, nous présentons les algorithmes d'apprentissage automatique utilisés dans 
l'accomplissement de nos objectifs, quelques techniques de calcul de seuils, ainsi que les 
méthodes d'évaluation des performances. 
Le quatrième chapitre met en exergue nos expérimentations et les résultats associés. 
Pour chaque objectif fixé dans nos questions de recherche, une expérimentation, des 
résultats ainsi qu'une discussion y sont associés. Il est important de souligner que la 
plupart des résultats sont présentés en annexe de ce mémoire. 
Le cinquième et dernier chapitre de ce travail met en exergue les menaces de validité 
de notre étude, et s'achève par une conclusion et des perspectives. 
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ÉTAT DE L 'ART: un Aperçu 
2 .1 Introduction 
Dans ce chapitre, nous donnons un aperçu des différentes approches discutées dans la 
littérature ayant trait à la qualité logicielle, notamment à l'effort de test. Le nombre des 
travaux effectués dans ce domaine est considérable, mais il est important de souligner les 
progrès apportés jusqu'alors. Ces progrès peuvent être en matière d'approches, c'est-à-
dire les différentes techniques utilisées pour le calcul de seuils. On peut aussi mentionner 
des progrès en matière de disponibilité des données avec une grande accessibilité, et des 
outils d'extraction des métriques logicielles. 
Les métriques logicielles sont utilisées comme un instrument de mesure et de contrôle 
dans le processus de développement et de maintenance des logiciels [20]. 
Par exemple, Chidamber et Kemerer [3] ont proposé un ensemble de métriques 
orientées objet largement utilisées par les chercheurs. Ces métriques sont également 
utilisées dans notre étude et sont présentées dans la section suivante. 
2.2 Métriques Orientées Objet 
La gestion de la qualité est un ensemble d'activités coordonnées pour orienter et 
contrôler un organisme en matière de qualité et objectif qualité [2]. Pour y parvenir , il 
est utile de se servir de tout type de mesure concernant un logiciel. Ce type de mesure 
permet de quantifier le logiciel ou le processus , de prédire les caractéristiques d 'un 
produit ou d 'un processus logiciel, ou bien encore de faire des prédictions générales ou 
d'identifier des composants sujets à des comportements anormaux. 
Les métriques orientées objet renferment certains principaux objectifs, notamment 
en matière de qualité de produit. Elles servent à sa compréhension, son évaluation, ainsi 
qu'à sa maîtrise. Elles contribuent également à l'évaluation de l'efficacité du processus 
et à l'amélioration de la qualité du travail à différents niveaux. Il est utile de souligner 
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l'usage important des métriques orientées objet dans la littérature, en particulier dans 
le contexte du calcul de seuils. P lusieurs approches ont été abordées dans ce sens 
[13,16,17,21]. Ces métriques orientées objet, proposées par Chidamber et Kemerer [3], 
ont un grand mérite d'avoir fait l'objet de plusieurs expérimentations au cours desquelles 
elles ont été validées d'une manière empirique [8, 12, 16, 25, 26]. Une bonne partie de 
ces expérimentations a porté sur la prédiction des fautes. C'est dans cet ordre d'idées 
que nous présentons ces métriques qui nous serviront de support tout au long de ce 
travail. Elles sont subdivisées comme suit : 
2.2.1 Métriques de complexité 
WMC (Weighted Methods per Class) : Méthodes pondérées par classe, se réfère à 
la somme des complexités (cyclomatique) des méthodes d'une classe donnée. Plus la 
valeur est élevée, plus la classe est complexe [20]. 
2.2.2 Métriques d 'héritage 
DIT (Depth of Inheritance Hierarchy) : Profondeur de l'arbre d 'héritage, cette 
métrique calcule la profondeur de l'arbre d'héritage (c'est-à-dire la distance entre une 
classe et sa classe racine). La métrique DIT indique que plus une classe est profonde 
dans une hiérarchie de classes, plus il y a des méthodes qui sont héritées. Ainsi, la classe 
devient plus complexe et peut présenter un risque important en termes d 'erreurs [20]. Il 
est utile de disposer d'une mesure pour mieux quantifier l'importance de cette classe 
dans la hiérarchie afin que la classe puisse être bien conçue avec la réutilisation des 
méthodes héritées [27]. 
HOC (Humber of Child Classes) : Nombre d'enfants, se réfère au nombre des sous-
classes immédiates subordonnées à une classe dans la hiérarchie de classes [27]. 
Ces informations donnent une idée de l'importance et de l'impact de la classe pour 
le projet. Une valeur élevée pour cette métrique peut correspondre à des abstractions 
inappropriées ou à des erreurs liées aux concepts d'héritage [20]. 
2.2.3 Métriques de taille 
LOC (Lines Of Code) : Nombre des lignes de code. Cette métrique compte le nombre 
de lignes d 'instructions dans la classe mesurée. LOC évalue la taille d'une classe. La 
taille est fortement liée à la complexité. Une classe de trop grande taille est souvent 
synonyme de responsabilités disparates et de forte probabilité de présence des fautes , ce 
qui suggère que ces classes doivent être restructurées [14]. 
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2.2 .4 M étriques de couplage 
CEO (Coupling Eetween Objects) : Couplage entre objets des classes. Le couplage 
d'une classe est caractérisé par le nombre de relations que possède une classe. Un 
couplage élevé est synonyme d'une faible possibilité de réutilisation et une augmentation 
de la sensibilité aux changements [20]. En plus de cette description, nous pouvons aussi 
ajouter ces détails liés à cette métrique: 
• CEO pour une classe est un décompte du nombre de couples non liés à l'héritage 
avec d'autres classes [27] ; 
• Deux classes s'allient si et seulement si au moins une d'entre elles «agit» sur l'autre 
[27] ; 
• Toute preuve d'une méthode d'un objet utilisant des méthodes ou des variables 
d'instance d'un autre objet constitue un couplage [27]. 
2.2 .5 Métriques de classe 
RFC (Response For Class) : Réponse pour une classe, fait référence au nombre de 
méthodes pouvant être exécutées par une instance de classe en réponse à un événement 
ou à un message reçu. Plus la valeur est élevée, plus la complexité de ses tests et de sa 
maintenance est grande [20]. 
C'est une métrique de complexité et de couplage à la fois. Elle est définie par le 
nombre de méthodes qui peuvent être appelées par une instance d'une classe [28]. 
2.2.6 Métriques de cohésion 
LCOM (Lack of Cohesion in Methods) : Manque de cohésion dans les méthodes, 
fait référence au nombre de paires de méthodes d'une classe particulière dans laquelle 
la similarité est égale à zéro moins le nombre de paires de méthodes dans lesquelles la 
similarité est non nulle. La similarité est calculée par l'utilisation commune des variables 
d'une instance de classe. Ainsi, une valeur élevée signifie que la classe n'est pas cohésive 
[20]. 
2.3 Relation entre métriques de code et effort de 
test 
Les quelques travaux publiés sur le sujet dans la littérature démontrent le lien entre 
les métriques logicielles et le test logiciel [7, 29-32]. 
Les métriques logicielles existent depuis l'aube du génie logiciel. Les métriques 
sont utilisées comme instrument de contrôle dans le processus de développement et de 
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maintenance du logiciel. Par exemple, les métriques ont été proposées pour identifier les 
emplacements problématiques dans le code source pour mieux effectuer la maintenance 
[13J. La qualité du produit dépend (en partie) du processus de développement, il est 
donc évident que les tests logiciels sont une étape importante dans la réalisation des 
logiciels de grande envergure. Plus le logiciel est grand, plus les efforts à consacrer pour 
les tests sont importants. De ce fait, la gestion d 'allocation des ressources s'avère une 
tâche aussi lourde qu'importante. 
Comme mentionné dans les paragraphes précédents, plusieurs travaux ont été réalisés 
sur la prédiction des fautes logicielles et la prédiction des efforts de test. Mais, au mieux 
de nos connaissances, l'aspect des valeurs seuils des métriques et leur effet sur leurs 
capacités de prédiction de l'effort de test n'ont pas été explorés. L'effort à fournir pour 
tester un logiciel implique d 'une manière ou d 'une autre l'effort à fournir pour rendre 
les composants d 'un logiciel de bonne qualité. 
Cette comparaison nous pousse à penser qu'il existe une relation entre les métriques 
logicielles et l'effort de test. 
Dans ce contexte, nous présentons certains travaux effectués dans ce sens, du moins 
dans le sens de la qualité logicielle. 
• Satwinder Singh et K. S. Kahlon : Selon ces auteurs, les métriques logicielles 
jouent un rôle important dans la maintenance et les tests des logiciels. Plusieurs 
recherches ont démontré que les modèles basés sur les métriques logicielles sont 
efficaces pour l'analyse de la qualité des logiciels. 
Pour ces auteurs, la seule valeur d'une métrique n'est pas suffisante, il faut aussi 
tenir compte de sa valeur seuil [33J. 
• Ruchika Malhotra et Ankita Jain Bansal : Pour ces auteurs, les métriques 
logicielles ont été utilisées pour construire des modèles de prédiction afin d'identifier 
les composants des logiciels ayant une forte probabilité d 'occurrence de fautes. 
Ils ont considéré l'effet des valeurs seuils des métriques orientées objet sur la 
propagation des fautes et ont construit des modèles de prédiction basés sur les 
valeurs seuils des métriques utilisées [26J. 
• Raed Shatnawi, WeiLi, James Swain et Tim Newman: Ils ont fait une 
étude empirique basée sur une relation entre les métriques orientées objet et les 
catégories de sévérité des erreurs. Ils se sont focalisés sur l'identification des valeurs 
seuils des métriques logicielles en utilisant les courbes ROC [16J. 
• Tiago L. Alves, Chrsitian Ypma et Joost Visser: Ils ont souligné le fait 
que l'usage effectif des métriques orientées objet est entravé par le manque de 
seuils significatifs. Selon eux, les valeurs seuils ont été proposées en se basant sur 
l'opinion d'experts et un petit nombre d'observations. D 'où la conception d'une 
méthode permettant de déterminer empiriquement les seuils de mesure à partir de 
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données de mesure. Les données pour la mesure des différents systèmes logiciels 
sont regroupées et agrégées. Par la suite, des seuils sont sélectionnés qui (i) font 
apparaître la variabilité de la métrique entre les systèmes et (ii) permettent de se 
concentrer sur un pourcentage raisonnable du volume de code source. Leur méthode 
respecte les distributions et les échelles des métriques de code source et résiste 
aux valeurs aberrantes en ce qui concerne les métriques ou la taille du système 
[13, 19, 34J. 
En définitive, tout au long de ce travail, nous tenterons de démontrer le lien effectif 
entre les métriques orientées objet et l'effort de test et mettre en évidence leur apport 
dans ce contexte. 
2.4 Solutions ex istantes 
Selon Ian Sommerville [2J, la répartition de l'effort de maintenance est comme 
suit : 65% pour l'ajout et modification des fonctionnalités, 18% pour l'adaptation 
environnementale et 17% pour la réparation des fautes. Cet état des choses illustre la 
complexité liée à la maintenance des logiciels en perpétuelle évolution. La maintenance 
pèse énormément sur les entreprises sur le plan des coûts, qu'ils soient financiers, humains 
ou temporels. Face à cette difficulté, diverses solutions sont proposées, notamment la 
dérivation des valeurs seuils sur des données de référence, la détermination des métriques 
appropriées selon l'opinion des experts et sur un nombre insignifiant d'observations. 
Ci-dessous, nous donnons quelques éléments utiles traités dans la littérature : 
2.4 .1 Seuils des métriques 
• Raed Shatnawi a mené une étude pour trouver les valeurs seuils des métriques en 
utilisant les courbes ROC. Cette étude empirique consistait à faire le lien entre 
les métriques orientées objet et les catégories de sévérité d'erreurs [16J. Le but 
étant d'identifier les valeurs seuils des métriques logicielles de trois versions du 
projet Eclipse. Il a trouvé les valeurs seuils de certaines métriques (CBO, RFC , 
CTM, WMC et NOO) qui séparent les classes qui n'ont pas d'erreurs des classes 
comportant des erreurs à fort impact. Bien que ces seuils ne prédisent pas si une 
classe comportera certainement des erreurs à l'avenir, ils permettent cependant de 
suivre une méthode plus scientifique pour évaluer les classes sujettes aux fautes et 
peuvent être utilisés facilement par les ingénieurs. 
• A. Boucher et M. Badri ont quant à eux travaillé sur l'utilisation des valeurs seuils 
pour prédire les classes sujettes aux fautes [18J. Plusieurs techniques de calcul des 
seuils des métriques existent. Pour les deux auteurs, le choix a porté sur deux 
techniques spécifiques, à savoir les courbes ROC et Alves Rankings. Ces deux 
techniques fournissent les seuils des métriques qui sont pratiques pour la mesure 
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de la qualité du code ou même pour la prédiction des fautes. Dans cette étude, la 
technique d'Alves Rankings n'a pas été validée comme un bon choix de prédiction 
des fautes, mais la technique des courbes ROC en revanche l'a été partiellement 
sur un petit nombre de jeux de données. 
Leur objectif était de comparer de façon empirique des méthodes sélectionnées pour 
le calcul des seuils, utilisées comme faisant partie des techniques de prédiction des 
fautes . Pour se faire, les seuils des différentes métriques orientées objet de quatre 
différents jeux de données ont été calculés. Ils ont utilisé les jeux de données du 
répertoire PROMISE et du projet Eclipse [18, 19, 34]. 
• Raed Shatnawi a une nouvelle fois fait une étude sur l'application de l'analyse 
des courbes ROC dans l'identification des seuils, les données débalancées et la 
sélection des métriques pour la prédiction des fautes logicielles [15]. Dans cette 
étude, l'auteur met en exergue le fait que toutes les métriques ne sont pas fortement 
corrélées avec les fautes. De ce fait, il a fixé trois objectifs. Le premier, l'analyse des 
courbes ROC est utilisée pour trouver la valeur seuil afin d'identifier les modules à 
risques. Le deuxième consiste à démontrer que la méthode d'analyse des courbes 
ROC est adéquate pour les données débalancées. Finalement, le troisième point 
consiste à valider l'utilisation de l'analyse des courbes ROC dans la sélection des 
métriques associées de manière significative à la prédiction des fautes dans les 
modules. Comme conclusion, cette étude a validé l'utilisation des courbes ROC 
pour identifier les seuils des métriques (WMC, CBO, RFC et LCOM). Les résultats 
des courbes ROC, après échantillonnage des données , ne sont pas significativement 
différents des résultats avant échantillonnage. Les courbes ROC sélectionnent les 
mêmes métriques (WMC, CBO et RFC) dans la plupart des jeux de données, en 
revanche, d'autres techniques d'échantillonnage telles que le suréchantillonnage avec 
SMOTE (Synthetic Minority Over-sampling Technique) et le sous-échantillonnage, 
ont une grande variation dans la sélection des métriques [15]. 
2.4.2 Effort de t est 
L'ISO définit la testabilité comme « des attributs de logiciel qui impliquent l'effort 
nécessaire pour valider le produit logiciel » [35]. À cette quête de la qualité sont liés 
des efforts impliquant des coûts. Cependant, la taille et la complexité importantes de la 
plupart des logiciels ne permettent pas un même effort pour l'ensemble des composants 
de ces derniers. D'ailleurs, pour Roger S. Pressman [36], l'objectif du test est de trouver 
un grand nombre d'erreurs possibles avec une quantité d'effort gérable appliquée sur 
une période réaliste. 
C'est dans l'optique de trouver un équilibre entre l'effort de test et une période 
réaliste que plusieurs études ont été faites. Pour prédire la qualité des logiciels et leurs 
testabilités, ces études sont axées pour la plupart sur des approches basées sur les 
métriques. Nous présentons quelques-unes d'entre elles: 
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Melis Dagpinar et Jens H. Weber [37J ont étudié la prédiction de la maintenabilité 
mettant en corrélation les métriques et les efforts de maintenance estimés. Dans le 
même ordre d'idées, Magiel Bruntink et Arie van Deursen [38J ont étudié les facteurs de 
testabilité des systèmes orientés objet, en vue d'obtenir un modèle initial de testabilité 
et les métriques orientées objet existantes liées à la testabilité. Le but étant bien sûr, 
d'augmenter la compréhension des composants difficiles à tester. Ils ont pu démontrer 
une corrélation significative entre les métriques de classes (FANOUT, LOCC et RFC) et 
les métriques de test (dLOCC et dNOTC). De plus, ils ont discuté en détail de la façon 
dont diverses métriques peuvent contribuer à la testabilité. Pour ce faire, ils ont utilisé 
un logiciel libre et des systèmes Java commerciaux comme études de cas. 
Par ailleurs, Binder [38, 39J a effectué une analyse des divers facteurs contribuant à la 
testabilité d'un système qu'il visualise à l'aide d'un diagramme en arêtes de poisson 2.1. 
Les principaux facteurs déterminants l'effort de test que Binder distingue comprennent 
le critère de test requis, l'utilité de la documentation, la qualité de la mise en œuvre, la 
réutilisabilité et la structure de la suite de tests, et enfin l'adéquation des outils de test 
utilisés, ainsi que les capacités du processus. 
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FIGURE 2.1 - La testabilité en arêtes de poisson [38] 
Yogesh Singh, Arvinder Kaur et Ruchika Malhotra [40], dans leur étude pour la 
prédiction de l'effort de test , ont utilisé des techniques de Réseaux de Neurones Artificiels 
(RNA). Ils les présentent comme des outils intéressants qu'utilisent plusieurs chercheurs 
motivés par la construction des modèles de prédiction des attributs de qualité. 
Le but étant d 'examiner l'application des RNA pour la prédiction de la qualité 
logicielle en utilisant les métriques orientées objet. Les métriques CK considérées comme 
variables indépendantes ont été utilisées par les méthodes des RNA. Pour valider leurs 
travaux, les données publiques de la NASA ont été utilisées pour trouver la relation 
entre les métriques orientées objet et l'effort de test. Le modèle a estimé l'effort de test à 
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plus de 35% de l'effort réel dans plus de 72,54% des classes et avec une ERAM (Erreur 
Relative Absolue Moyenne) de 0,25. 
Mourad Badri et Fadel Touré [41] ont étudié de manière empirique la relation entre 
les métriques de conception orientée objet et la testabilité des classes du point de vue 
de l'effort de test unitaire. Afin d'aboutir aux résultats escomptés, ils ont ut ilisé trois 
systèmes open source Java pour lesquels les cas des tests JUnit existaient. Pour capter 
cet effort de test , ils ont utilisé des métriques pour quantifier les cas des tests JUnit 
correspondants (leur code). Les classes ont été classifiées selon l'effort de test requis , 
en deux catégories: haut et bas. Ils ont, par ailleurs, utilisé la régression logistique 
univariée pour évaluer l'effet individuel de chaque métrique sur l'effort de test unitaire 
des classes. La régression logistique multivariée a été aussi utilisée pour explorer l'effet 
des métriques combinées. La performance des modèles de prédiction a été évaluée en 
utilisant les courbes ROC. Les résultats indiquent que la complexité, la taille, la cohésion 
et dans une certaine mesure le couplage sont de bons prédicteurs de l'effort de test 
unitaire des classes, et que les modèles de régression multivariée basés sur les métriques 
de conception orientée objet sont capables de prédire avec précision l'effort de test 
unitaire des classes. 
2.4.3 Classification binaire 
Comme l'ont souligné Yogesh Singh, Arvinder Kaur et Ruchika Malhotra [40], l'impor-
tance de la qualité logicielle est devenue une force de motivation pour le développement 
des techniques d'apprentissage automatique utilisées notamment pour la conception des 
modèles de prédiction. 
C'est dans le cas des données non classifiées ou des données débalancées que l'ap-
prentissage semi-supervisé peut être très utile. Cet avantage est dû au fait que cette 
technique d'apprentissage automatique utilise un ensemble de données étiquetées et non 
étiquetées. 
C. Catal et B. Diri [42] ont travaillé sur un ensemble d'activités d'assurance qualité, 
notamment le test logiciel et la prédiction des fautes logicielles. Ils ont abordé, entre 
autres, l'effet de la taille des jeux de données et la taille de l'ensemble des métriques. Ils 
se sont focalisés sur la haute performance de prédiction des fautes basée sur l'appren-
tissage automatique tel que la Forêt aléatoire[42]. Le jeu de données publiques de la 
NASA du répertoire PROMISE (http://promise.site . uottawa. ca/SEReposi tory / 
datasets-page . html) a été utilisé pour concevoir des modèles de prédiction repro-
ductibles, réfutables et vérifiables. Afin de répondre aux questions de leur étude, sept 
groupes de tests ont été définis ainsi que neuf classificateurs ont été examinés pour 
chacun des cinq ensembles de données publiques de la ASA. Selon cette étude, la Forêt 
aléatoire produit les meilleures performances de prédiction pour de larges ensembles 
de données, en revanche le Bayésien naïf est un bon algorithme de prédiction pour les 
petits ensembles de données en fonction de l'AUC des courbes ROC comme paramètre 
d 'évaluation. 
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2.5 Limitations 
Les méthodes préconisées par les chercheurs et utilisées dans les différentes études 
présentent certaines limitations notamment concernant leur généralisation sur l'ensemble 
des logiciels qui sont souvent de différentes natures. Cette limite peut se justifier par 
différentes interprétations relatives aux métriques logicielles, c'est-à-dire que la définition 
de la valeur seuil ne peut être valide et applicable pour toutes les métriques. 
Le choix du pourcentage (30% dans l'étude faite par A. Boucher et M. Badri [18]) 
de la distribution d 'Alves Rankings pour trouver la valeur seuil constitue aussi une 
limitation. Cette dernière limitation montre qu'il est possible de procéder à un éventail 
de choix des pourcentages afin de déterminer d 'une manière objective la valeur seuil. 
L'autre limitation, loin d'être la moindre, concerne l'utilisation de la matrice de confusion 
et des courbes ROC pour une évaluation des modules des logiciels sujets aux fautes ou 
aux efforts de test. Elles sont appliquées à tous les problèmes de classification et ne 
sont pas clairement et directement liées à la performance des modèles de prédiction des 
fautes et à l'effort de test [4]. 
2.6 Pistes potentielles 
Comme nous l'avons mentionné dans la section précédente, les limites relatives aux 
méthodes évoquées ressortent des études réalisées en utilisant les techniques supervisées 
(courbes ROC) et non supervisées (Alves Rankings). Dans ce contexte, notre approche 
consiste en une application des techniques supervisées et non supervisées ainsi que la 
combinaison de ces techniques avec plusieurs algorithmes d'apprentissage automatique. 
Raed Shatnawi a présenté un modèle basé sur l'analyse des courbes ROC pour la 
détermination des valeurs seuils [15]. Ce modèle est déterminé par l'utilisation de deux 
variables. Il s'agit d'une variable binaire qui consiste en l'existence d'une faute ou non. 
Dans notre cas, il s'agit de l'existence d 'un effort important de test ou non. L'autre 
variable est continue, c'est celle des métriques CK. Cela consiste donc à déterminer 
l'aire sous la courbe (AUC) qui donne une valeur unique permettant ainsi d'évaluer le 
pouvoir de discrimination dans la courbe entre les classes contenant les fautes et celles 
qui n'en contiennent pas. Dans notre cas, il s'agit des classes qui demandent un effort 
important de test et celles qui n'en demandent pas. La valeur de l'AUC capable de 
déterminer la valeur seuil optimale des métriques doit être supérieure à 70%. Mais dans 
nos expérimentations, nous avons situé la valeur seuil optimale à 60% afin d 'étendre 
le nombre des métriques ayant des valeurs seuils valides. Shatnawi dans ses travaux a 
utilisé la distance euclidienne à partir du point optimal des courbes ROC pour trouver 
les valeurs seuil optimales. Le modèle de Shatnawi possède également un avantage 
intéressant qui consiste à utiliser des données débalancées. 
L'autre piste nous conduit à la méthode proposée par Alves et al. pour la dérivation 
des valeurs seuil [13]. Cette méthode a été utilisée et nommée Alves Rankings dans les 
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travaux de A. Boucher et M. Badri [19]. Elle a été appliquée pour déterminer les seuils 
des métriques pour la prédiction des fautes logicielles [19] . En revanche, Alves et al. 
l'ont initialement utilisée pour la détermination des niveaux de seuil afin de décrire la 
qualité des classes et de les catégoriser comme bonnes ou moins bonnes. Cette méthode 
comporte six étapes dans son application init iale, comme l'indique la figure 2.2 [13]. 
Mais selon les études de cas, certaines étapes peuvent être écartées, c'est le cas de A. 
Boucher et M. Badri [19] qui ont utilisées l'étape 1,2,3 et 6. 
1. extraction des métriques 
Système ->- (Entité Métrique x Poids ) 
+ 
( 
2. calcul du ratio de poids """'\ 
r------r--../ + 
Système ->-. (Entité Métrique x RatioPoids) 
C 3. agrégation d'entités ~ -_...----.-/ • 
Système (Métrique RatioPoids 1 
C ~. agrégationdesystème ~ -_r-----.-/ • Métrique RatioPoids 
• 5. agrégation de rapport de poids 
RatioPoids -->-. Métrique 
• 6. dérivation des seuils 
Métrique Métrique Métrique 
légende 
carte relation (relation un-à-
plusieurs) 
x 
produit (paire de colonnes ou 
d'éléments) 
Système 
Représente un système individuel 
(par exemple, ANT) 
Entité 
Représente une entité mesurable (par 
exemple, une méthode java) 
Métrique 
Représente une valeur métrique (par 
exemple, OIT de S) 
Poids 
Représente la valeur en poids (par 
exemple, LOC DE 10) 
RatioPoids 
Représente le pourcentage en poids à 
l'intérieur du système (par exemple, 
LOC de l'entité divisé par LOC du 
système) 
FIGURE 2.2 - Résumé des étapes de la méthode d 'Alves et al. (A lves Rankings) [13] 
La méthode Alves Rankings donne le choix de plusieurs niveaux de pourcentage, 
notamment 70%, 80% et 90%. Dans notre étude, nous explorerons ces trois niveaux de 
pourcentage, et nous ajouterons la dérivation des seuils à 30%. Il est évident que cette 
méthode a été appliquée sur la prédiction des fautes, mais nous l'appliquerons sur la 
prédiction de l'effort de test . 
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2.7 Conclusion 
Après l'analyse de plusieurs travaux de recherche, il est utile de souligner l'apport 
et l'usage importants de la suite de métriques orientées objet CK dans le domaine 
de l'assurance qualité des logiciels [3, 43- 45]. Cette suite a été aussi utilisée pour la 
validation empirique de plusieurs études [18, 46, 47] qui se sont révélées très utiles dans 
la détermination des seuils pour prédire les classes sujettes aux fautes. Les métriques ont 
également été utilisées pour la prédiction de l'effort de test des différents tests unitaires, 
mais sans toutefois aborder le point lié à la détermination du niveau de seuil. C 'est 
dans cette optique que nous tenterons d'appliquer les différentes techniques de calcul 
de seuils, pour améliorer la qualité de leur validité, mais aussi pour déterminer quelles 
techniques donnent les meilleures performances une fois ces techniques combinées aux 
algorithmes d'apprentissage automatique. 
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3.1 Introduction 
La prédiction des efforts de test a fait l'objet de plusieurs travaux, dont le nombre reste 
de loin inférieur aux travaux consacrés à la prédiction des efforts de développement. Par 
ailleurs, le sujet au mieux de nos connaissances n 'a jamais été abordé sous la perspective 
de valeurs seuils. C'est dans ce contexte que nous avons appliqué, éventuellement adapté 
quelques techniques, en particulier celles qui sont non supervisées pour la détermination 
des seuils et la prédiction des efforts de test. Nous avons exploré aussi la combinaison 
de ces techniques avec plusieurs algorithmes d'apprentissage automatique. Nous avons 
utilisé des ensembles de données de 8 différents systèmes: A T , 10, IVY, JFC , JODA, 
LUCENE, MATH et POl pour construire les différents modèles de prédiction. 
Cette démarche se fait en 3 grandes étapes. La première étape permet la classification 
binaire des métriques à différents niveaux de seuils. La deuxième étape consiste en la 
prédiction des efforts de test. Enfin, la troisième étape consiste à évaluer les performances 
des modèles. 
Dans ce qui suit, nous allons présenter nos questions de recherche ainsi que la 
démarche adoptée pour notre méthodologie de recherche. 
3.2 Questions de recherche 
Nous nous sommes proposé de répondre aux questions de recherche suivantes dans 
notre étude : 
QRl : Comment déterminer de façon objective des seuils permettant de prédire 
l'effort de test? Au lieu de déterminer des valeurs seuils d 'une manière empirique ou 
selon l'opinion des experts, nous avons appliqué différentes techniques pour calculer 
objectivement ces valeurs. 
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QR2 : Comment utiliser les techniques d'apprentissage automatique pour améliorer 
les performances de ces techniques? 
Dans l'optique d'une optimisation des performances, nous avons étudié la façon 
d'utiliser ces techniques afin d'accroitre la performance des modèles. 
QR3 : L'approche avec valeurs seuils des métriques est-elle plus efficace que l'ap-
proche avec valeurs des métriques brutes? 
Nous avons évalué si l'application d'une approche basée sur les seuils des métriques 
donne de meilleures performances que celle basée sur les métriques brutes. Les valeurs 
seuils sont définies à plusieurs niveaux de pourcentage suivant l'application des techniques 
de calcul. 
QR4 : Quelle technique parmi les courbes ROC et Alves Rankings donne les 
meilleures performances pour la prédiction de l'effort de test? 
Ces deux techniques ont été utilisées notamment pour la prédiction de fautes logi-
cielles. Nous les avons également utilisées pour savoir si, appliquées dans notre étude, 
elles donnent de bonnes performances pour la prédiction des efforts de test. 
3.3 Présentation des données 
Pour les besoins de notre étude, nous avons sous format Excel des données de 
plusieurs systèmes orientés objet et codes ouverts écrits en Java. Ces systèmes ont été 
développés par différentes équipes et leurs domaines d'application diffèrent. Les données 
sont représentées avec l'effort de test réellement investi par les développeurs/testeurs 
(capturé à l'aide de plusieurs métriques). Nous présentons, ainsi, dans les lignes qui 
suivent, tous les systèmes par ordre décroissant du nombre de classes logicielles. 
3.3.1 Les systèmes logiciels 
• POl: Apache POl (ht tp: / / poi . apache. org/ ) est une API (Application Program-
ming Interface) Java permettant de manipuler différents formats de fichiers sur les 
normes Office Open XML (OOXML) et OLE 2, format qu'utilisent les documents 
de la suite office de Microsoft (Excel, Word et PowerPoint) [14]. Le système contient 
57 734 lignes de code réparties sur 351 classes logicielles. 
• JFC : JFreeChart (ht tp://www.jf r ee. org/ j freechart / ) est une bibliothèque 
Java graphique qui facilite, pour les développeurs, l'intégration de graphique de 
qualité professionnelle dans leurs applications. Elle comprend une API cohérente et 
documentée, soutenant un large éventail de types de graphiques, une conception 
flexible qui est facile à étendre, et des applications qui ciblent à la fois le côté 
serveur et le côté client. JFreeChart supporte aussi différents types de sorties, y 
compris les composants Swing et JavaFX, et exporte les graphiques dans les formats 
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variés d'images et de graphiques vectoriels [14]. Le système contient 53 115 lignes 
de code réparties dans 226 classes logicielles. 
• LUCENE: Apache Lucene (http://lucene . apache. org/) est une bibliothèque de 
recherche d'information textuelle complète de haute performance, entièrement écrite 
en Java. C'est une technologie appropriée pour presque toutes les applications 
qui nécessitent la recherche textuelle avancée, en particulier pour les systèmes 
multiplateformes [14]. Le système renferme 22 098 lignes de code contenues dans 
114 classes. 
• ANT: Apache Ant (http://www . apache. org/) est une bibliothèque et une ligne 
de commande utilitaire écrite en Java dont le rôle est de piloter le lancement de 
processus décrits dans des fichiers XML comme des objectifs et des points d'exten-
sions interdépendants. L'utilisation principale connue de Ant est la construction 
d'applications Java à la manière des makefiles pour le langage C. Ant fournit 
un certain nombre de tâches intégrées permettant de compiler, assembler, tester 
et exécuter des applications Java. La librairie peut également piloter tout type 
de processus pour décrire les objectifs et les tâches [14]. Nous avons, pour notre 
étude, utilisé le système contenant 8 730 lignes de code réparties dans 111 classes 
logicielles. 
• IVY: Apache lvy (http://ant.apache.org/ i vy 1) est une bibliothèque de gestion 
de dépendances intégrées à ANT, et orientées vers la gestion de dépendances Java. 
Elle peut, cependant, être utilisée pour gérer les dépendances de toute sorte dans 
un projet logiciel (Gestionnaire de dépendances agile) [14]. Le système contient 18 
047 lignes de code réparties dans 95 classes . 
• JODA : La librairie Joda-Time (http://joda-time.sourceforge.net/) regroupe 
un ensemble de fonctionnalités de manipulation des dates écrites en Java. Elle 
est conçue comme une alternative complète aux classes Date et Timestamp de 
JDK (Java Development Kit) et dispose d'une interface API intégrable pour divers 
systèmes de calendrier. Le déficit de fonctionnalités de manipulation de dates dans 
les versions de Java antérieures à Java8 a rendu Joda-Time de facto le standard de 
manipulation de date pour ces anciennes versions de JDK [14]. Le système renferme 
près de 17 624 lignes de code contenues dans 76 classes logicielles. 
• 10 : La librairie Commons 10 (http://commons.apache.org/io/) est développée 
par Apache Software Foundation (ASF). Il s'agit d'une bibliothèque d'utilitaires 
standards permettant de manipuler les entrées/sorties des différents systèmes 
d'exploitation [14]. Le système utilisé dans notre étude dispose de 6 333 lignes de 
code contenues dans 67 classes logicielles. 
• MATH : Cette librairie (http://commons.apache.org/proper 1 commons-math/) 
est développée elle aussi par l'ASF. Elle est simple et contient des fonctionnalités 
mathématiques et statistiques les plus communes qui ne sont pas disponibles dans la 
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bibliothèque Math de base du langage Java. Tous les algorithmes sont documentés 
et suivent les meilleures pratiques généralement acceptées. Cette bibliothèque n'a 
pas des dépendances externes au-delà du langage Java [14]. Le système utile pour 
nos expérimentations renferme 5 406 lignes de code contenues dans 59 classes 
logicielles. 
3.3.2 Métriques Orientées objet 
Les métriques logicielles orientées objet mesurent les attributs des classes logicielles. 
La majorité de ces métriques (du moins celles qui sont les plus utilisées) font partie de 
la suite de métriques 00 de Chidamber et Kemerer (CK) [3]. Ces métriques capturent 
différentes caractéristiques des classes telles que le couplage, la cohésion, la complexité, 
l'héritage et la taille. Ces métriques que nous avons suffisamment abordées dans les 
lignes précédentes sont: CBO, DIT, LCOM, LOC, NOC, RFC et WMC. 
3.4 Apprentissage automatique 
Dans la présente section, nous présentons une brève description des algorithmes 
d'apprentissage automatique que nous avons utilisés au moyen de l'outil WEKA (outil 
d'exploration de données et de classification) [48]. 
Selon Tom Mitch ell l'apprentissage automatique est: Un programme informatique 
est réputé apprendre de l'expérience E en ce qui concerne certaines classes de tâches T 
et de la mesure de performance P, si sa performance aux tâches en T, mesurée par P, 
s'améliore avec l 'expérience E [49]. Telles que: 
• Tâche T : Ce que la machine cherche à améliorer. Ça pourrait être: la prédiction, 
la classification, le regroupement (clustering) etc. 
• Expérience E : Ça peut être les données d'entraînement ou les données d'entrée à 
travers lesquelles la machine essaie d 'apprendre. 
• Performance P : Ça peut être un facteur comme la précision des améliorations ou 
de nouvelles compétences que la machine ignorait auparavant, etc. 
Ceci peut être illustré par le diagramme sémantique d'un système d'apprentissage 
automatique [49] ci-dessous: 
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FIGURE 3.1 - Diagramme Sémantique d'un système d'apprentissage automatique [49] 
Selon ce diagramme, un système d'apprentissage automatique comprend deux princi-
paux composants, à savoir: Un Apprenant et un Raisonneur. Ci-dessous, nous décrivons 
chacun des composants de ce diagramme : 
• Entrée/Expérience est fourni à l'Apprenant qui apprend de nouvelles compétences. 
• Connaissances de base peut aussi être fourni à l'Apprenant pour un meilleur 
apprentissage. 
• Avec l'aide de l'Entrée et Connaissances de base, l 'Apprenant génère le modèle. 
• Modèle contient l'information à propos de comment il a appris de l'Entrée et de 
l'Expérience. 
• Tâche/problème est fourni au Raisonneur, il peut s'agir d'une prédiction, Classifi-
cation etc. 
• Avec l'aide du modèle entrainé, le Raisonneur essaie de générer la solution. 
• Réponse/Solution peut être amélioré par l'addition d 'un Entrée/Expérience et de 
Connaissances de base additionnels. 
Les algorithmes d'apprentissage automatique sont utilisés dans la prédiction des 
fautes logicielles afin de comprendre les relations entre les ensembles de données des 
métriques de code source et les erreurs. Dans notre contexte, ces algorithmes ont été 
entrainés sur les données des métriques et d'efforts de test réels pour y trouver des 
modèles. Il s'agissait par la suite d'utiliser ces modèles pour effectuer des prédictions sur 
de nouvelles données. Cinq algorithmes ont été utilisés dans notre étude pour prédire les 
efforts de test. Après cette brève introduction à l'apprentissage automatique, nous allons 
présenter les différents algorithmes utilisés dans notre étude. Il s'agit d'algorithmes 
suivants: Bayésien naïf, Forêt d'arbres décisionnels, Machine à vecteurs de support, K 
plus proches voisins et Perceptron multicouche. 
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3.4 .1 Bayésien naïf 
Le Bayes naïf est un style de classification bayésienne probabiliste basé sur le 
théorème de Bayes fondé sur une forte hypothèse sur les descriptions (conditionnellement 
indépendants) d'où le qualificatif naïf [14]. Il présente un avantage qui est la simplicité 
de programmation, la facilité d'estimation des paramètres et sa rapidité même sur de 
très grandes quantités de données. Sur un ensemble d'apprentissages, l'approche consiste 
à : (1) déterminer les probabilités a priori de chaque classe (analyse de fréquence) , (2) à 
appliquer la règle de Bayes pour déterminer les probabilités a posteriori des classes, et 
(3) à choisir la classe la plus probable. 
Cet algorithme a certains avantages, notamment : 
• Simple et facile à implémenter; 
• Demande moins de données d'entraînement ; 
• Fonctionne à la fois sur des données discrètes et réelles; 
• Très rapide, permet une classification en temps réel. 
Cet algorithme a été fortement utilisé dans le domaine de prédiction des fautes 
[12, 18, 50, 51]. 
3.4.2 Forêt d 'arbres décisionnels 
L'algorithme de Forêt d 'arbres décisionnels a été développé par Leo Breinma, statisti-
cien à l'Université de Californie Berkeley [52]. Il s'agit d'un méta-apprenant composé de 
nombreux arbres individuels conçu pour fonctionner rapidement sur de grands ensembles 
de données et surtout pour être diversifié en utilisant des échantillons aléatoires pour 
construire chaque arbre. Les données d'apprentissage sont échantillonnées pour créer une 
partie des données extraites de l'échantillon lors d'une réplication appelée in-bag portion, 
afin de construire l'arbre. Une plus petite partie non extraite de l'échantillon qu'on 
appelle out-bag portion consiste à tester l'arbre terminé pour évaluer ses performances. 
Cette mesure de performance est connue sous le nom d'erreur out-of-bag ou d'estimation 
de l'erreur hors du sac [53]. Cet algorithme a été utilisé notamment dans la prédiction 
des fautes logicielles [12, 18, 52, 54, 55]. Ci - dessous sont présentés quelques avantages 
de cet algorithme: 
• Peut gérer des ensembles de données volumineux comportant un grand nombre 
d'attributs qui seront répartis entre les arbres; 
• Il peut modéliser l'importance des attributs; par conséquent, il est également utilisé 
pour la réduction de la dimensionnalité; 
• Il maintient la précision, même lorsque des données sont manquantes; 
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• Fonctionne avec des données non étiquetées (apprentissage non supervisé) pour la 
formation des grappes (clusters), la visualisation des données et la détection des 
valeurs aberrantes. 
3.4.3 Machine à vecteurs de support 
Les machines à vecteurs de support sont basées sur le concept des plans de décision 
de la théorie de l'apprentissage statistique qui définit les limites de décision. Un plan de 
décision sépare idéalement les objets appartenant à des classes différentes [56]. 
Cependant, en raison de sa faible complexité, il ne peut classer correctement que 
les données séparables linéairement. D'autre part, une limite de décision plus complexe 
peut correctement classifier des données générales qui ne peuvent pas être séparables 
linéairement. Cependant, un tel classificateur peut être beaucoup plus difficile à former. 
Une machine à vecteurs de support (SVM) combine le meilleur des deux mondes. En 
d'autres termes, elle utilise un algorithme d'entraînement efficace tout en représentant 
des limites de décisions complexes [57]. Elle est aussi utilisée dans la prédiction des 
fautes logicielles [57], dans la prédiction de test [58] et dans la détermination des valeurs 
seuils pour prédire les fautes [18 , 19, 55]. 
3.4.4 K plus proches voisins 
L'algorithme des K plus proches voisins est une méthode de classification et de 
régression non paramétrique permettant de reconnaitre des patrons dans les observations. 
Il consiste à estimer la classe d 'une nouvelle entrée E en prenant en compte, avec le 
même poids, les k échantillons d'entraînement les plus 'proches' de la nouvelle entrée E. 
La proximité est déterminée par une distance. Cet algorithme a fait l'objet d'étude pour 
la prédiction des fautes logicielles [59- 63]. 
3.4.5 Perceptron multicouche 
Le Perceptron multicouche est un exemple de réseau neuronal artificiel. Il est utilisé 
pour résoudre différents problèmes, par exemple, la reconnaissance de formes, l'inter-
polation, etc. Il constitue une avancée dans le modèle de réseau neuronal perceptron. 
Avec une ou deux couches cachées, ils peuvent résoudre presque tous les problèmes. Ce 
sont des réseaux neuronaux feedforward basés sur l'algorithme de propagation arrière. 
L'apprentissage par propagation arrière sur erreur se compose de deux passages: un 
passage en avant et un passage en arrière. Lors du passage en avant, une entrée est 
présentée au réseau de neurones et son effet se propage couche par couche dans le 
réseau. Lors du passage en avant, les poids du réseau sont fixes. Et lors du passage 
en arrière, les poids sont tous mis à jour et ajustés en fonction de l'erreur calculée. 
Une erreur est composée de la différence entre la réponse souhaitée et la sortie du 
système. Cette information d'erreur est renvoyée au système permettant ainsi d'ajuster 
les paramètres du système de manière systématique (règle d'apprentissage) [55]. Le 
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processus est répété jusqu'à ce que la performance soit acceptable [64]. Évidemment, cet 
algorithme a été fortement utilisé dans diverses études pour la prédiction de la qualité 
logicielle [18, 55, 64]. 
3.5 Techniques de calcul de seuils 
Dans cette section, nous présentons deux techniques de calcul de seuils pour la 
prédiction des efforts de test. Ces techniques seront évaluées et comparées entre elles pour 
savoir celle produisant de meilleures performances une fois combinées aux algorithmes 
d'apprentissage automatique. Il s'agit de : courbes ROC et Alves Rankings. 
3.5.1 Courbes RO C 
L'analyse des courbes ROC est un test de précision diagnostique [65]. La méthode 
ROC peut être utilisée pour évaluer la qualité des informations fournies par la classifica-
tion des classes dans une catégorie binaire à l'aide d'une métrique. Pour tracer la courbe 
ROC, nous devons définir deux variables: une binaire (c'est-à-dire 0 ou 1) et une autre 
continue [16]. La valeur continue est celle de la métrique utilisée dans cette étude. Après 
avoir défini une plage de valeurs de seuil pour les métriques, un tableau de classification 
(matrice de confusion) est créé pour chaque valeur de seuil. Chaque table produit un 
point dans la courbe ROC [16]. Chaque point est une paire de valeurs de sensibilité et 
de 1- spécificité. Nous devons rassembler autant de paires que possible pour compléter le 
graphique ROC, c'est-à-dire trouver la paire pour chaque valeur métrique du minimum 
au maximum. Chaque paire représente les performances de classification de la valeur 
seuil qui produit cette paire [16]. La paire qui produit les meilleures performances de 
classification est la meilleure valeur seuil à utiliser dans la pratique [16]. 
La table 3.1 illustre comment les performances de ces paires sont calculées dans notre 
étude. Ces valeurs seuils divisent l'ensemble de données en deux sous-ensembles: les 
ensembles avec effort de test important et les ensembles avec effort de test relativement 
faible , selon que les valeurs de métriques sont inférieures ou non à la valeur seuil. 
La sensibilité et la spécificité sont calculées à partir de la matrice de confusion comme 
suit: 
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Actuel 
Classifié Effort de test 
Métrique ~ seuil Vrais-positifs 
(TP ou alarmes correctes) 
Métrique < seuil Faux-Négatifs 
(FN ou alarmes manquées) 
Totaux P=TP+FN 
Pas d'effort de test 
Faux-positifs 
(FP ou fausses alarmes) 
Vrais-Positifs 
(TP ou pas d'alarmes) 
N=FP+TN 
TABLE 3.1 - La matrice de confusion basée sur une valeur seuil 
3.5.2 Alves Rankings 
La méthode d'Alves et al. pour calculer les seuils n 'avait pas de nom dans le papier 
original [13, 19]. C 'est A. Boucher et M. Badri qui l'ont intitulé Alves Rankings dans 
leurs travaux [19]. Alves et al. ont défini leur méthode pour trouver des seuils qui 
décrivent la qualité des classes et enfin les catégoriser. Pour ce faire, ils ont procédé en 6 
étapes pour le calcul des seuils [13]. En ce qui nous concerne, nous n 'utiliserons que les 
étapes 1, 2, 3 et 6, jugées pertinentes pour notre étude. 
La première étape, appelée extraction de métriques, consiste à extraire les métriques 
du système [13, 19]. Les métriques de code de chaque classe sont calculées à cette étape, 
mais également le poids de chaque classe [19]. Le poids d 'une classe est défini par la 
métrique SLOC (Source Lines Of Code) dans le document d 'Alves et al.. Pour notre 
étude, la première étape a consisté à rechercher les ensembles de données que nous avons 
décidé d'utiliser. 
La deuxième étape, appelée calcul du rapport de pondération ou ratio de poids, 
consiste à calculer le rapport de pondération de chaque classe [13]. Ce ratio est calculé 
simplement en divisant le poids d'une classe (LOC) par la somme des poids de toutes 
les classes. Le rapport pondéral représente simplement la taille relative de chaque classe 
du système. Par exemple, si une classe a un rapport de pondération de 0,01, cela signifie 
que le code de la classe représente 1% du code total du système [19]. 
La troisième étape, appelée agrégation d 'entités, consiste à agréger le poids de toutes 
les entités (qui sont ici des classes) par des valeurs métriques [13] . Le résultat de cette 
étape est semblable à un histogramme pondéré, donnant le pourcentage de code du 
système représenté par chaque valeur métrique. Par exemple, après cette étape, nous 
pourrions dire que 1% du LOC d'un système est représenté par une métrique CBO de 6 
[19]. 
Les quatrième et cinquième étapes de la méthode ne sont pas utilisées dans notre 
étude. Cela est justifié par le fait que Alves et al. ont calculé les seuils utilisant une 
centaine de systèmes logiciels différents [13]. Dans notre cas, nous voulions calculer 
pour chaque système une valeur seuil pour chaque mesure de code. Les quatrième et 
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cinquième étapes de la méthode Alves Rankings ont consisté à normaliser les poids de 
chaque système évalué [19]. Par la suite, ils ont agrégé les valeurs métriques pour ces 
systèmes, obtenant ainsi un résultat similaire à celui de la troisième étape. La différence 
est que le pourcentage de chaque métrique représente le pourcentage de code sur tous 
les systèmes, pas un seul comme dans la troisième étape [19]. 
La sixième étape de cette méthode, appelée dérivation de seuils, consiste à calculer 
les valeurs seuils pour chaque classe [19]. Pour ce faire, nous avons défini un pourcentage 
de code que nous représentons avec nos valeurs seuils. Par exemple, choisir 80% du 
code global pourrait générer une valeur seuil de 30 pour la métrique CBO [19]. Cela 
signifierait que 20% du code de mauvaise qualité selon la métrique CBO seraient ciblés 
par la valeur seuil de 30 [19]. Ces différentes étapes sont décrites à la figure 2.2. 
Nous avons utilisé des valeurs seuils définies à 30%, 70%, 80% et 90% des distributions 
de mesure pour nos modèles de prédiction. 
Toutefois, cette technique a été étudiée pour trouver les seuils des métriques pour 
la prédiction des fautes [19], mais ne l'a pas été pour la prédiction des efforts de test, 
moins encore dans une approche basée sur les seuils des métriques et les algorithmes 
d'apprentissage automatique. 
3.6 Méthodes d 'évaluation de performance 
Pour évaluer la performance de la prédiction de chaque technique de calcul de valeurs 
seuils et des modèles d'apprentissage automatique, nous avons utilisé les métriques sui-
vantes: FPR (Taux de vrais positifs), FNR (Taux de faux négatifs), l'AUC (l'aire sous la 
courbe) ainsi que g-mean (moyenne géométrique). Elles peuvent être facilement calculées 
en utilisant la matrice de confusion décrite ci-dessous, résultant de la classification. Outre 
ces métriques, nous avons appliqué la validation croisée 10-Fold pour les algorithmes 
d'apprentissage automatique que nous avons utilisés dans nos expérimentations pour 




Fautive Vrais positifs (TP) Faux positifs (FP) 
Non-Fautive Faux négatifs (FN) Vrais négatifs (TN) 
TABLE 3.2 - Matrice de Confusion 
3.6.1 10-Fold Cross Validation 
Pour calculer avec précision les résultats de prédiction, une validation croisée de 
10-Fold Cross Validation (CV) est utilisée. Cette méthode de validation croisée divise 
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les jeux de données étudiés en 10 parties égales (plis). 9 plis sur 10 sont ensuite utilisés 
comme données d'apprentissage et le pli restant est utilisé pour tester la prédiction. 
Cette démarche est effectuée 10 fois, chaque fois en utilisant un pli différent pour les 
tests. Chaque tableau de classification est résumé pour donner un tableau final, donnant 
la performance globale [19]. 
Cette méthode a des caractéristiques qui la rendent efficace, notamment : 
• Utilise l'intégralité du jeu de données pour l'entraînement et pour la validation; 
• Un autre aspect de cette technique est la stratification qui est automatiquement 
intégrée dans WEKA (l'outil utilisé dans le présent travail) quand on sélectionne 
l'option Cross-Validation; 
• La stratification permet de créer les k plis de sorte qu'ils contiennent à peu près les 
mêmes proportions d'exemples de chaque classe que le jeu de données complet, on 
évite ainsi d'affecter négativement la performance du modèle; 
• Une procédure de validation plus robuste, car plusieurs exécutions de validation 
sont effectuées au lieu d 'une seule; 
• La technique de validation croisée est utilisée pour remédier au problème du 
surapprentissage. 
3 .6 .2 G-mean 
Les métriques FPR et FNR sont utilisées dans notre approche pour évaluer la 
performance des modèles de prédiction des efforts de test [66, 67]. Dans ce contexte, 
nous avons adapté ces modèles appliqués par A. Boucher et M. Badri [19]. 
L'autre aspect motivant l'utilisation des métriques FPR et FNR est qu'elles sont 
plus importantes en matière d'évaluation du pourcentage de classes mal classifiées. 
Ces métriques décrivent mieux la classification, spécialement lorsque les données sont 
dé balancées (différence importante entre le nombre de classes qui demandent un effort 
de test important et celui des classes qui en demande moins). 
La métrique g-mean a été définie spécialement pour décrire la classification des 
données débalancées [26]. Elle a aussi été utilisée dans diverses études pour la prédiction 
des fautes logicielles [26, 68]. Ci-dessous les équations permettant de calculer les métriques 
FPR et FNR: 
FPR= F::rN 
FNR = F::TP 
La métrique FPR donne le pourcentage de faux positifs parmi toutes les valeurs 
négatives réelles, tandis que la métrique FNR donne le pourcentage de faux négatifs 
parmi toutes les valeurs positives réelles. Plus chaque mesure est basse, meilleure est la 
classification. 
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La métrique g-mean utilise deux précisions différentes, qui sont l'exactitude des 
positifs (TPR) et l'exactitude des négatifs (TNR) [26] (qui sont l'opposées respectivement 
des métriques FPR et FNR dans leurs interprétations). Contrairement à FPR et FNR où 
plus les valeurs sont basses, meilleures elles sont, les métriques TPR et TNR et g-mean 
indiquent une bonne performance quand leurs valeurs sont élevées. La métrique g-mean 
sera acceptable si les métriques TPR et TNR sont bonnes, sinon ce ne sera pas le cas. 
On trouve ci-dessous les équations utilisées pour le calcul des métriques TPR (Taux des 
vrais positifs), TNR (Taux des vrais négatifs) et g-mean : 
TPR=1-FNR=Tl~N 
TNR = 1- FPR = T::FP 
9 - mean = .jTPR x TNR 
Nous avons considéré les niveaux suivants pour décrire les valeurs de la moyenne 
géométrique (g-mean) obtenues, afin de représenter les valeurs de g-mean de manière 
textuelle et simplifier l'analyse des résultats [19, 33] : 
• 9 - mean < 0.5 signifie mauvaise classification. 
• 0.5::; 9 - mean < 0.6 signifie faible classification. 
• 0.6::; 9 - mean < 0.7 signifie classification acceptable. 
• 0.7::; 9 - mean < 0.8 signifie bonne classification. 
• 0.8::; 9 - mean < 0.9 signifie très bonne classification. 
• 9 - mean ~ 0.9 signifie excellente classification. 
3.6.3 L'aire sous la courbe 
L'aire sous la courbe (AUC) de la fonction d'efficacité du récepteur (ROC) est 
utilisée dans l'évaluation des classificateurs. La courbe ROC est tracée au moyen de 
deux variables : une variable binaire et une variable continue. La variable binaire est 
l'occurrence d'une classe sujette à nécessiter un effort de test important ou non. La 
variable continue sera la valeur respective de chaque métrique. Le modèle est évalué pour 
décider si une classe demande un effort important de test (~ seuil) ou non « seuil). 
Pour chaque seuil potentiel, une matrice de confusion est construite. Chaque matrice 
peut être utilisée pour calculer deux mesures importantes, à savoir: la sensibilité et la 
spécificité, respectivement TPR et TNR comme mentionné ci-dessus. 
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FIGURE 3.2 - Courbe ROC 
L'AUC (Area Under t he Curve) représentant l'aire sous la courbe ROC (Receiver 
Operating Characteristics) a une valeur entre 0 et 1. Une valeur proche de 1 signifie 
que le modèle s'ajuste parfaitement avec les données alors qu'une valeur proche de 0.5 
indique que le modèle ne fait pas bonne figure et donne une classification complètement 
aléatoire. L'AUC permet de quantifier les performances d'un modèle, et de les comparer 
à celles d'autres modèles. Shatnawi et al. ont présenté différents niveaux de valeurs de 
l'AUC pour classifier les bonnes ou mauvaises métriques de classification, ces niveaux 
sont les suivants [16] : 
• AUC = 0.5 signifie mauvaise classification, assimilée à une classification aléatoire; 
• 0.5 < AUC < 0.6 signifie mauvaise classification; 
• 0.6::; AUe < 0.7 signifie classification juste; 
• 0.7::; AUe < 0.8 signifie classification acceptable; 
• 0.8::; AUe < 0.9 signifie une excellente classification ; 
• AUe 2: 0.9 signifie une classification exceptionnelle. 
3.7 Méthodes de comparaison de performance 
Afin de déterminer si un modèle présente une meilleure performance qu'un autre, 
nous avons besoin d'une méthodologie de comparaison objective. Une telle méthodologie 
a été suggérée par Demsar avec pour objectif de comparer les performances de différents 
modèles ou classificateurs sur plusieurs jeux de données [69]. 
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Cette méthodologie consiste à utiliser le test statistique de Friedman en conjonction 
avec un test post-hoc appelé Nemenyi [19]. Le test de Friedman [19, 70, 71] ainsi que le 
test de Nemenyi [19] ont également été utilisés dans d'autres études sur la prédiction 
des fautes pour comparer les résultats de différents modèles. 
3.7.1 Test de Friedman 
Le test de Friedman (Friedman, 1937, 1940) est un équivalent non paramétrique de 
l'ANOVA (l'analyse de variance qui permet de tester la différence entre les moyennes de 
plusieurs sous-groupes d'une variable) à mesures répétées. Il classe les algorithmes pour 
chaque ensemble de données séparément. L'algorithme le plus performant a le rang l, le 
deuxième meilleur a le rang 2, etc. [69]. 
Le test de Friedman est intéressant dans ce cas, car il s'agit d'un test non paramétrique, 
ce qui signifie que les variables ne suivent pas une distribution particulière. Il n'évalue 
pas la performance de la distribution. Il compare uniquement les performances des 
différentes distributions. Pour ce faire, il compare les classements moyens des différents 
modèles sur les différents jeux de données. La statistique de Friedman est donc calculée 
comme suit : k est le nombre des modèles, N le nombre des jeux de données et Rj le 
rang moyen du modèle j sur tous les jeux de données. 
X2 = ..IH:L ("'. R2 _ k(k+l)2) 
F k(k+l) 6J J 4 
La statistique X~ est ensuite comparée à sa valeur critique pour vérifier si l'hypothèse 
nulle est rejetée ou non. L'hypothèse nulle du test indique qu'il n'y a pas de différence 
significative entre les modèles. Si l'hypothèse nulle est rejetée, il existe une différence 
significative entre au moins deux des modèles. 
3.7.2 Test de Nemenyi 
Demsar recommande de faire le test post-hoc de Nemenyi pour comparer les per-
formances de chaque paire de modèles [19, 69]. Selon le test de Nemenyi, il existe une 
performance significative différente entre deux modèles si le rang moyen CD diffère au 
moins de la différence critique (disponible dans [69]). 
CD = qaJk(:~l) 
Dans l'équation ci-dessus, qa est basé sur les valeurs critiques de la statistique de la 
plage Studentisée, divisées par 2, selon [19, 69]. 
Dans notre étude, nous avons donc décidé d'utiliser le test de Friedman et le test 
post-hoc de Nemenyi pour comparer statistiquement les performances des modèles. ous 
avons effectué le test de Friedman en utilisant la métrique de performance g-mean, qui 
décrit bien la performance. 
Les tests statistiques sont effectués à l'aide des outils IBM SPSS Statistics V25 [72] 
pour le test de Friedman et la librairie PMCMR de R [73] pour le test de Nemenyi en 
utilisant 5% comme niveau de confiance. 
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EXPÉRIMENTATIONS ET RÉSULTATS 
4.1 Introduction 
Comme nous l'avons mentionné précédemment , plusieurs travaux ont été effectués 
sur la prédiction des efforts de test , et à notre connaissance l'aspect valeurs seuils n 'a 
pas été abordé. C'est dans le but d 'étudier cet aspect que nous avons effectué des 
expérimentations sur les jeux de données présentés au chapitre précédent. Dans cette 
section, les différents expérimentations et résultats sont présentés et discutés. Nous 
commençons par la section consacrée à la classification binaire pour finir par celle 
consacrée à la prédiction des efforts de test dans une approche basée sur les valeurs 
seuils des métriques logicielles. 
4.2 Classification binaire 
Shatnawi et al [16] ont effectué deux expériences de classification sur trois versions 
du projet Eclipse en utilisant leur méthodologie (dont le but était la prédiction des 
fautes) : une binaire et une autre ordinale. La classification binaire consiste à prédire si 
les classes sont ou non sujettes aux erreurs, tandis que l'ordinal essaie de prédire si une 
classe présente un risque élevé, moyen, faible ou nul [19] en termes d 'erreur. Nous nous 
limitons à la classification binaire en ce qui nous concerne; à savoir prédire si les classes 
demandent ou non des efforts de test importants. 
L'étude initiale menée par Shatnawi et al. [16] reposant sur la méthodologie binaire 
n'a pas permis de trouver les valeurs seuils des métriques pour différencier les classes 
avec erreurs des classes sans erreurs. Nous avons donc voulu vérifier si leur conclusion 
était également valable pour la prédiction des efforts de test , avec des systèmes logiciels 
et ensembles de données différents. 
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4.2.1 Description de l'expérimentation 
Le but poursuivi dans cette expérimentation est de trouver les valeurs seuils pouvant 
être utilisées pour la classification des classes qui demandent des efforts de test importants 
dans les systèmes logiciels orientés objet. À partir des techniques qui permettent de 
calculer ces valeurs seuils, à savoir les courbes ROC et Alves Rankings, ont été déterminées 
les métriques valides pour la suite des expérimentations. Le choix de valeurs seuils des 
métriques à utiliser se fait pour une AUC égale ou supérieure à 60% pour la méthode 
des courbes ROC et à différents niveaux de pourcentage d'extraction, 30%, 70%, 80% et 
90% pour la méthode Alves Rankings. 
Cette expérimentation permet d'identifier les valeurs seuils des métriques par analyse 
d'association entre métriques et effort de test à partir des données des systèmes présentés 
dans la section 3.3 du troisième chapitre. 
Avant de procéder à l'analyse des expérimentations, nous présentons quelques élé-
ments importants en relation avec les efforts de test. Il s'agit notamment des métriques 
de cas de tests unitaires, de la catégorisation des classes en fonction de l'effort de test 
unitaire impliqué ainsi que la classification binaire. 
Métriques de cas de tests unitaires 
JUnit (http : //www . j uni t. org/ ) est un cadre logiciel simple permettant d'écrire et 
d'exécuter des tests unitaires automatisés pour les classes Java. 
Pour capturer l'effort de tests unitaires des classes, quatre métriques qui quantifient 
différentes caractéristiques liées au code des cas de tests unitaires ont été utilisées. 
L'effort de tests unitaires des classes est abordé du point de vue de construction de cas 
de tests unitaires [74J. 
Dans les lignes qui suivent nous présentons ces métriques de cas de tests unitaires. 
Deux métriques proposées par Bruntink et Deursen : 
• TLOC : Cette métrique donne le nombre de lignes de code d'une classe de test 
[32, 38J. Elle est utilisée pour indiquer une perspective de la taille de la classe de 
test [74J . 
• TASSERT: Cette métrique indique le nombre d'appels de méthodes d 'assertions 
JUnit qui se produisent dans le code d'une classe de test [32 , 38J. Les appels d'as-
sertions JUnit sont en fait utilisés par les testeurs pour comparer le comportement 
attendu de la classe sous test à son comportement actuel. Cette métrique est 
utilisée pour indiquer une autre perspective de la taille d'une classe de test. Il est 
directement lié à la construction de cas de test. 
Cependant, ces deux métriques ne capturent pas certaines caractéristiques liées à 
l'interaction entre les classes et/ou à la création d'objets [74J. 
31 
CHAPITRE 4. EXPÉRIMENTATIONS ET RÉSULTATS 
Les auteurs ont voulu démontrer que ces métriques de cas de tests unitaires reflètent 
les différents facteurs de code source [74]. Ces facteurs sont: 
• Ceux qui influencent le nombre des cas de tests unitaires ; 
• Ceux qui influencent l'effort nécessaire au développement de chaque cas de test 
unitaire. 
Ces deux catégories ont été désignées sous le nom de facteurs de génération de tests et 
de construction de tests [74]. 
Mourad Badri, Fadel Touré et Luc Lamontagne [74] ont aussi utilisé deux métriques 
de tests unitaires qui quantifient les différentes caractéristiques relatives au code des cas 
de tests JUnit [75, 76]. Il s'agit de : 
• TINVOK: Cette métrique compte le nombre d'appels de méthodes dans une classe 
de test. Elle capture les dépendances nécessaires à l'exécution de la classe de test 
[74]. 
• TDATA: Cette métrique indique le nombre de nouveaux objets Java créés dans 
une classe de test. Ces données sont nécessaires pour initialiser le test [74]. 
Ces deux métriques capturent certaines dimensions non prises en compte par TLOC et 
TASSERT, qui affectent selon l'opinion des auteurs [74], l'effort nécessaire au développe-
ment de chaque cas de test individuel. 
Ces quatre métriques ont été utilisées pour collecter les données dans les huit 
systèmes logiciels Java open source [74]. L'analyse par composant principal (ACP), qui 
est une technique largement utilisée en génie logiciel a été appliquée afin d 'identifier les 
dimensions sous-jacentes importantes capturées par la suite de métriques de cas de tests 
unitaires [76]. 
Catégorisation des classes en fonction de l'effort de test unitaire impliqué 
Différents moyens ont été étudiés pour déterminer les efforts requis pour les tests 
unitaires par les classes logicielles. Pour ce faire, les classes logicielles ont été catégoriser 
en cinq groupes selon l'effort de test requis (du bas niveau d'effort au plus élevé) [74]. 
Cette catégorisation se fait comme suit : 
• Les classes qui ont nécessité un effort de test unitaire (relativement) très faible; 
• Les classes qui ont nécessité un effort de test unitaire (relativement) faible ; 
• Les classes qui ont nécessité un effort de test unitaire (relativement) moyen ; 
• Les classes qui ont nécessité un effort de test unitaire (relativement) important; 
• et enfin les classes qui ont nécessité un effort de test unitaire (relativement) très 
élevé. 
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Ces catégories ont été obtenues à l'aide d'approches de classification fondées sur les 
moyennes et les K-moyennes [74]. Ci-dessous, nous présentons ces deux approches . 
• Catégorisation basée sur les moyennes: L'approche basée sur les moyennes 
consiste pour chaque projet, à calculer les différentes valeurs moyennes des métriques 
de test unitaire et à les regrouper suivant cinq catégories comme suit [74] : 
- Catégorie 5 : La valeur 5 (niveau très élevé) est assignée aux classes correspon-
dantes. Cette catégorie comprend les cas de test JUnit pour lesquels les quatre 
conditions suivantes sont remplies: (1) grand nombre de lignes de code (TLOC 
correspondant ~ valeur moyenne de TLOC) et (2) grand nombre d'instructions 
d'assertions (TASSERT ~ valeur moyenne de TASSERT), et (3) grand nombre 
de créations de données (TDATA ~ valeur moyenne de TDATA) et (4) grand 
nombre d'appels (TINVOK ~ valeur moyenne de TINVOK). 
- Catégorie 4 : La valeur 4 (niveau élevé) est assignée aux classes dont les tests 
JUnit vérifient seulement trois des conditions énumérées dans la catégorie 5. 
- Catégorie 3 : La valeur 3 (niveau moyen) est assignée aux classes dont les tests 
JUnit vérifient seulement deux des conditions énumérées dans la catégorie 5. 
- Catégorie 2 : La valeur 2 (niveau bas) est assignée aux classes dont les tests 
JUnit vérifient seulement une des conditions énumérées dans la catégorie 5. 
- Catégorie 1 : La valeur l(niveau très bas) est assignée aux classes dont les tests 
JUnit ne vérifient aucune des conditions énumérées dans la catégorie 5 . 
• Catégorisation basée sur les K-moyennes : La technique de regroupement 
basée sur les K-moyennes a été utilisée pour classer les classes testées en cinq 
catégories sur la base de quatre métriques de cas de test (prises ensemble) [74]. K-
moyennes est une méthode de regroupement qui vise à partitionner n observations 
(classes de logiciels dans notre cas) en k grappes (k=5 dans notre cas) dans lesquelles 
chaque observation appartient au groupe dont la moyenne est la plus proche [74]. 
L'approche de K-moyennes offre en effet un moyen naturel d'identifier des grappes 
d'objets liés en fonction de leur similarité. Dans notre cas, la similarité est basée 
sur les valeurs des métriques de suite de tests [74]. Les clusters ou regroupements 
résultants doivent être construits de manière que les classes testées au sein de chaque 
cluster soient plus étroitement liées que les classes testées affectées à différents 
clusters [74]. 
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C lassification b inaire B IN-MEAN et BIN-KM5 
Dans cette section nous expliquons comment les différentes classifications BIN-MEAN 
et BIN-KM5 sont obtenues. 
Mourad Badri, Linda Badri et Fadel Touré ont présenté une nouvelle métrique 
capturant de manière unifiée plusieurs aspects de la qualité des systèmes orientés 
objet [77]. Elle capture entre autres de manière intégrée, la complexité et le couplage 
(interaction entre classes) [77]. La métrique qu'ils ont appelée Indicateur de Qualité (Qi) 
utilise des chemins de flux de contrôle et des probabilités [77]. La métrique Qi est basée 
sur les graphes d'appels de contrôle, qui sont une forme réduite des graphes de flux 
de contrôle traditionnels [77]. Un graphe d'appels de contrôle est un graphe de flux de 
contrôle duquel sont supprimés les nœuds représentant des instructions, ou des blocs 
élémentaires d'instructions séquentielles, ne contenant pas d'appel à une méthode [77]. 
La métrique Qi est normalisée et donne des valeurs dans l'intervalle [a, 1] [77]. 
Cette métrique a été utilisée dans plusieurs études sur les tests logiciels [77- 79], et 
en particulier elle a été utilisée dans l'évaluation de l'effet des métriques de code source 
sur l'effort de test unitaire des classes [74]. Selon Gupta et al. [80], aucune des métriques 
orientées objet ne suffit à elle seule pour donner une idée globale de la testabilité du 
logiciel [77]. C'est dans ce contexte que la métrique Qi a fait partie avec les métriques 
de code source, à l'évaluation de la testabilité unitaire des classes logicielles en termes 
d'effort impliqué dans l'écriture du code des cas de tests unitaires. Afin de compléter 
cette évaluation, une étude empirique a été conduite en utilisant trois méthodes [74] : la 
méthode de régression logistique uni variée , la méthode de régression logistique linéaire 
univariée ainsi que la méthode de régression logistique multinomiale. 
• C lassificat ion avec la régression logistique univariée 
Il est question ici d'explorer la capacité des métriques logicielles à ne prédire que 
deux niveaux d'effort de test unitaire : élevé et faible [74]. Les cinq catégories 
identifiées dans la section précédentes ont été utilisées, selon les deux approches 
(basée sur les moyennes et les K -moyennes), pour déterminer la valeur de l'effort de 
test unitaire. Les catégories 5 et 4 ont été réunies en une seule catégorie. À cette 
nouvelle catégorie a été assigné la valeur 1 (correspondant aux classes nécessitant 
un effort de test unitaire relativement élevé). Les catégories 3, 2 et 1 ont été réunies 
en seule autre catégorie, à laquelle la valeur a (correspondant aux classes nécessitant 
un effort de test unitaire relativement faible) a été assignée. 
L'analyse de régression univariée est un cas particulier de l'analyse de régression 
multivariée dans laquelle il n'y a qu'une seule variable indépendante (une métrique 
de code source). La p-valeur, liée à l'hypothèse statistique, est la probabilité que le 
coefficient soit différent de zéro par chance. C'est aussi un indicateur de la précision 
de l'estimation du coefficient [74]. Pour décider si une métrique est un prédicteur 
statistiquement significatif de l'effort de test unitaire, la p-valeur a été évaluée 
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et comparée au niveau de signification a = 5% [74]. L'évaluation des modèles de 
prédiction a été faite à l'aide de l'analyse des courbes ROC, en utilisant précisément 
l'AUC [74]. 
Cette méthode a été utilisée pour explorer de manière empirique la relation entre les 
métriques de code source (comme variables indépendantes) et la testabilité unitaire 
des classes en termes d'effort de test unitaire (comme variables dépendantes) [74]. 
Il est ici question d'explorer la faculté des métriques logicielles à prédire seulement 
deux niveaux d'effort de test : élevé (effort de test relativement important) et faible 
(effort de test relativement faible). Les cinq catégories identifiées dans la section 
précédente ont été ut ilisées, selon les deux approches (moyennes et K-moyennes) , 
pour déterminer la valeur de la variable dépendante. 
• Classification avec la régression logistique linéaire univariée 
La régression linéaire est une technique statistique couramment utilisée pour 
modéliser la relation entre une variable dépendante et une ou plusieurs variables 
explicatives [74]. Elle est utilisée pour étudier la relation entre les métriques de code 
source (et de test) [74]. Les catégories basées sur le regroupement de K-moyennes 
sont ordonnées, comparées aux catégories basées sur l'approche de moyennes. En 
effet, les valeurs moyennes de toutes les métriques augmentent de la catégorie 1 à 
la catégorie 5, ce qui rend la technique de régression linéaire appropriée pour ces 
données [74]. 
Les cinq catégories identifiées lors de la classification K-moyennes ont été utilisées 
pour déterminer la valeur de la variable dépendante (niveau d 'effort de test unitaire) 
[74] : de 1 à 5. Aux classes de la catégorie 1 la valeur 1 a été affectée, aux classes 
de la catégorie 2 la valeur 2, et ainsi de suite. 
• Classification avec régression logistique multinomiale 
Pour le regroupement basé sur les moyennes, la première et dernière catégorie 
peuvent être clairement ordonnées. Cependant, les catégories intermédiaires (2, 3 et 
4) ne sont pas ordonnées. Cette remarque rend la régression logistique multinomiale 
appropriée pour les observations basées sur les moyennes [74]. Cette technique est 
utilisée pour explorer de manière empirique la relation entre les métriques de code 
source (en tant que variables indépendantes) et les niveaux de testabilité unitaire 
des classes (en tant que variable dépendante) [74]. 
La régression logistique multinomiale permet de comparer chaque catégorie d'une 
variable de réponse non ordonnée à une catégorie de référence, fournissant ainsi un 
certain nombre de modèles de régression logistique [74]. Cette procédure génère un 
certain nombre de modèles de régression logistique permettant des comparaisons 
spécifiques des catégories de réponses. 
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Il convient de rappeler ici qu'avec la méthode de régression logistique univariée, l'étude 
a testé diverses hypothèses reliant les métriques de code source à l'effort de test unitaire 
(relativement important et relativement faible). Cependant , les deux autres méthodes 
ont testé diverses hypothèses liées à la relation entre les métriques de code source et le 
niveau d'effort de test unitaire (ce qui ne fait pas l'objet de notre présente étude). Cette 
méthode a été largement appliquée dans des études empiriques en génie logiciel pour la 
prédiction de classes sujettes aux fautes [8, 12, 74, 81- 84] . 
Eu égard à ce qui précède, on peut donc constater que les notations BIN-MEAN et 
BIN-KM5 utilisées dans le présent travail font référence respectivement à la classification 
avec les approches basées sur les moyennes et sur les K-moyennes. Ces deux métriques 
d'effort de test (variables dépendantes) sont utilisées dans la construction de nos modèles 
de prédiction ensemble avec les métriques de code source (variables indépendantes) selon 
les deux approches définies à la section 3.5. 
Ces deux métriques d'effort de test BIN-KM5 et BIN-MEAN ont été déjà calculées 
et fournies dans les données utilisées dans notre étude. 
4.2.2 L'analyse des courbes ROC et identification des valeurs 
seuils 
Pour identifier pour chaque métrique les possibles valeurs seuils, nous avons effectué 
le test t bilatéral pour trouver la signification de la différence entre une courbe et la 
courbe aléatoire (AUC = 0,5) à un niveau de signification de 95% [15]. Toute métrique 
ayant un seuil d 'erreur supérieur à 0.05 ne sera pas considérée comme valide pour la 
construction des modèles de prédiction, car l'intervalle de confiance est fixé à 95%. 
Pour les courbes différant de manière significative des estimations aléatoires, nous avons 
identifié des valeurs seuils basées à la fois sur la sensibilité (c'est-à-dire les avantages) 
et sur la spécificité (c'est-à-dire les coûts) [15]. L'AUC est ainsi calculée et la p-valeur 
indique s'il existe une différence significative par rapport à un classificateur aléatoire 
(AUC = 0,5). 
Shatnawi [15] a posé une hypothèse de base dans la détermination des valeurs seuils 
valides: 
• Hal : L'A UC pour une m étrique particulière est égale à 0.5. L'A UC doit être 
sensiblement supérieure à la diagonale pour que la courbe puisse être utilisée pour 
identifier un seuil. 
Si l'AUC est significativement différente de la prédiction aléatoire (c'est-à-dire, rejet 
de Hal), alors les courbes ROC sont utilisables et nous continuons la recherche de valeurs 
seuils pratiques, sinon, l'identification du seuil pour la métrique s'arrête à ce stade. Si 
la p-valeur est inférieure au seuil de signification (a= 0.05), nous rejetons l'hypothèse 
nulle [15]. 
Pour identifier une valeur seuil pratique, la performance des valeurs de l'AUC doit 
être supérieure à 0.60. 
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4 .2.3 Rappel d es questions de r echer che 
Les résultat s obtenus dans ces expérimentations nous permettent de répondre à la 
question de recherche 1, à savoir : 
QRl : Comment déterminer de façon objective des seuils permet tant de prédire 
l'effort de t est ? 
Le but poursuivi ét ant d 'éviter de dét erminer des valeurs seuils d 'une manière 
empirique ou selon l'opinion des experts, mais plutôt d 'appliquer différentes techniques 
pour calculer objectivement ces valeurs. De plus, des seuils sont dérivés dans ce t ravail 
à partir de la relation avec l'effort de t est requis pour les systèmes en étude. 
4.2.4 Résultats et discussion 
Dans les tables 4.1 , 4.2 et 4.3 nous présentons les valeurs seuils pour toutes les 
métriques. Ces valeurs sont obtenues par l'application de la méthode des courbes ROC 
proposée par Shatnawi [15J. Dans la suite de nos expérimentations, nous ut iliserons les 
valeurs seuils sélectionnées pour les différentes classifications. 
R ésultats de valeu rs seuils d érivées d e la métrique d 'effort BIN-K M5 
ANT POl 10 
Métriques AUC Seuil p-valeur AUC Seuil p-valeur AUC Seuil p-valeur 
CBO 0 .714 6 < 0 .001 0 .658 8 0 .003 0 .842 4 < 0.001 
DIT 0.525 2 0.679 0.653 9 < 0.001 0 .747 ::; 1 < 0 .001 
LCOM 0 .778 58 < 0.001 0.560 178 0.56 0 .846 11 < 0.001 
LOC 0.828 68 < 0 .001 0 .74 91 < 0 .001 0.916 59 < 0 .001 
NOC 0.52 1 0.607 0.521 0 0.387 0.57 0 0.228 
RFC 0 .698 51 < 0 .001 0 .633 56 0.017 0 .768 38 < 0 .001 
W MC 0 .828 15 < 0 .001 0 .735 49 < 0 .001 0 .935 11 < 0.001 
TABLE 4. 1 - Va leurs seuils calculées en utilisant la méthode des courbes ROC pour les systèmes ANT, P Ol et 10. 
(Métrique d'effort BIN-KM5) 
IVY J FC JODA 
Métriques AUC Seuil p-valeur AUC Seuil p-valeur AUC Seuil p-valeur 
CBO 0 .633 12 0.03 0 .662 11 < 0 .001 0.806 6 < 0 .001 
DIT 0.719 3 < 0 .001 0.529 1 0.477 0.568 2 0.358 
LCOM 0 .664 64 0.017 0 .699 46 < 0.001 0.925 178 < 0 .001 
LOC 0 .672 228 0.009 0.782 110 < 0.001 0.912 246 < 0.001 
NOC 0.517 1 0.641 0. 562 1 0.057 0.564 ::;0 0.057 
RFC 0.779 104 < 0.001 0.62 50 0.002 0.763 87 < 0.001 
WMC 0.662 41 0 .012 0.786 53 < 0 .001 0.945 56 < 0.001 
TABLE 4.2 - Valeurs seuils calculées en utilisant la méthode des courbes ROC pour les systèmes IVY, JFC et J ODA. 
(Métrique d'effort BIN-K M5) 
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MATH LUCENE 
Métriques AUC Seuil p-valeur AUC Seuil p-valeur 
CBO 0.752 2 < 0.001 0.604 9 0.157 
DIT 0.763 ::;2 < 0.001 0.541 2 0.565 
LCOM 0.634 19 0.101 0.597 27 0.185 
LOC 0.864 75 < 0.001 0.676 309 0.018 
NOC 0.577 -:; 0 0.056 0.576 2 0.245 
RFC 0.817 45 < 0.001 0.679 55 0.006 
WMC 0.854 14 < 0.001 0.646 30 0.04 
TABLE 4.3 - Valeurs seuils calculées en utilisant la méthode des courbes ROC pour les systèmes MATH et LUCENE. 
(Métrique d 'effort BIN-KM5) 
Les différents résultats présentés dans les tables 4.1, 4.2 et 4.3 nous aident à déter-
miner pour les métriques de chaque système les valeurs seuils qui permettent d 'avoir 
une précision, qui permet de prédire les efforts de test. On peut donc constater que 
les métriques LOC et WMC du système 10 et la métrique WMC du système JODA 
présentent des classifications exceptionnelles. Il est à noter aussi les mauvaises classifi-
cations de la métrique NOC pour tous les systèmes. Dans les lignes qui suivent, nous 
discutons en détail chaque métrique. 
• Métrique CBO 
Les résultats de l'analyse des courbes ROC pour la métrique CBO présentées dans les 
tables 4.1,4.2 et 4.3 montrent une valeur de l'AUC supérieur à 0.60 pour l'ensemble 
des systèmes. La p-valeur est inférieure au seuil de signification dans la plupart des 
systèmes, à l'exception du système LUCE E où sa valeur est supérieure à 0.05. De ce 
fait, nous rejetons l'hypothèse nulle. Bien que la valeur de l'AUC pour la métrique CBO 
soit supérieure à 0.60 cette métrique ne peut fournir une valeur seuil valide à cause de 
sa p-valeur qui produit un AUC aléatoire. 
Les valeurs seuils trouvées pour cette métrique devraient nous permettre de scinder 
les classes en deux niveaux, les classes avec un couplage moins élevé et les classes avec 
un couplage plus élevé. Les classes ayant un couplage plus élevé nécessiteront un effort 
de test important et inversement dans le cas contraire. 
Pour la prédiction des fautes logicielles, McCabe a suggéré un seuil de CBO = 6 
[15, 85]. Autrement dit, un module couplé à plus de six autres modules est identifié 
comme sujet aux fautes. Shatnawi et al. [15, 16] ont trouvé un seuil de CB = 13 en 
utilisant l'analyse des courbes ROC. Shatnawi [15] a trouvé les valeurs seuils de CBO 
dans l'intervalle de 6 à 11. Rosenberg a préféré un seuil de CBO = 5 [15,86]. Dans nos 
expérimentations, nous avons trouvé les valeurs seuils dans un intervalle de 2 à 12. Dans 
notre contexte, les modules dont la métrique CBO a un seuil supérieur à celui défini 
dans cet intervalle nécessiteront des efforts de test importants. Les seuils suggérés dans 
les travaux de McCabe et Rosenberg tombent dans l'intervalle des seuils présentés dans 
le présent travail. 
38 
CHAPITRE 4. EXPÉRIMENTATIONS ET RÉSULTATS 
• Métrique DIT 
Pour la métrique DIT, la valeur de l'AUC est significative pour les systèmes POl, 10, 
IVY et MATH. Cependant, les systèmes ANT, JFC, JODA et LUCENE présentent une 
valeur de l'AUC inférieure à 0.6 comme présentée dans les tables 4.1, 4.2 et 4.3. 4.3 . 
Cette métrique ne peut donc pas fournir des valeurs seuils valides pour ces systèmes. 
La p-valeur de DIT dans les systèmes ANT, JFC, JODA et LUCENE est supérieure au 
seuil de signification, nous devrions accepter l'hypothèse nulle HOl et rejeter l'hypothèse 
alternative Hal' Donc, les courbes ROC produites à partir de la métrique DIT pour 
ces derniers systèmes ne peuvent être utilisées pour classifier les logiciels en termes 
d 'effort de test. Aussi, les valeurs seuils de ces systèmes ne peuvent être retenues pour 
la métrique DIT. 
Rosenberg et al. [15, 86] ont défini les seuils pour la métrique DIT de cette manière: 
2 < DIT < 5. Les classes ayant la valeur de DIT < 2 peuvent représenter une mauvaise 
exploitation de l'héritage, alors que les classes ayant une valeur de DIT> 5 ont une 
large complexité. McCabe [15, 85] a défini les seuils de cette manière: 2 < DIT < 6, 
c'est-à-dire, DIT> 6 nécessite un effort de test important et DIT < 2 indique une 
pauvre exploitation de l'héritage. 
Nos résultats indiquent que 2 ~ DIT < 3, c'est-à-dire DIT ~ 2 indique une pauvre 
exploitation de l'héritage, et DIT> 3 indique des efforts de test. 
• Métrique LCOM 
Les résultats de l'analyse des courbes ROC pour la métrique LCOM présentées dans les 
tables 4.1, 4.2 et 4.3 montrent que les valeurs de l'AUC et de p-valeur sont significatives 
pour les systèmes ANT, 10, IVY, JFC et JODA. Dans ce cas, on rejette l'hypothèse 
nulle. Cependant, les systèmes POl, MATH et LUCENE présentent une AUC inférieure 
à 0.6 et une p-valeur supérieure à 0.05. Donc, nous devrions accepter l'hypothèse nulle 
pour ces derniers systèmes. 
Shatnawi et al. [15, 16] n'ont pas trouvé une valeur seuil pour la métrique LCOM 
dans leur étude en utilisant l'analyse des courbes ROC. Rosenberg n'a pas non plus 
fourni des valeurs seuils pour cette métrique [15, 86]. McCabe a quant à lui , suggéré une 
valeur seuil de LCOM = 75% [15, 85] mais pour une différente définition de la métrique 
LCOM. 
Dans notre étude, les valeurs seuils trouvées sont dans un intervalle de 11 à 178. 
• Métrique LOC 
La métrique LOC présente de meilleurs résultats de l'AUC et p-valeur qui sont significatifs 
pour tous les systèmes. Voir les tables 4.1, 4.2 et 4.3. De ce fait, nous rejetons l'hypothèse 
nulle. 
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Nos résultats montrent que les valeurs seuils trouvées pour cette métrique se situent 
entre 59 et 309. Cela dit , des modules ayant une valeur seuil de LOC supérieure aux 
valeurs seuils identifiées pour ces différents systèmes demandent des efforts importants 
de test et inversement dans le cas contraire ils nécessitent (dans la relativité) un faible 
effort de test . 
• Métrique NOC 
Les résultats de l'analyse des courbes ROC pour la métrique NOC sont illustrés dans 
les tables 4.1, 4.2 et 4.3. On peut constater que les p-valeurs sont supérieures au seuil 
de signification. L'hypothèse nulle HOl est acceptée et l'hypothèse alternative Hal est 
rejetée. L'étude de McCabe et Rosenberg n 'a suggéré aucune valeur seuil pour OC 
[15, 85, 86]. Shatnawi et al. n'ont pas trouvé non plus un seuil pour la métrique NOC 
en utilisant l'analyse des courbes ROC [15, 16]. 
Donc, toutes les courbes ROC produites par NOC ne peuvent être utilisées pour 
classifier les modules des systèmes en termes d'efforts de test, et les valeurs seuils ne 
peuvent être déterminées pour cette métrique. 
• Métrique RFC 
Les résultats de la métrique RFC présentés dans les tables 4.1, 4.2 et 4.3 montrent une 
p-valeur inférieure au seuil de signification ex = 0.05. Dans ce cas, on rejette l'hypothèse 
nulle HOl' Les valeurs de l'AUC sont significativement différentes du classifieur aléatoire 
pour tous les systèmes. Les valeurs seuils calculées pour la métrique RFC sont dans un 
large intervalle de 38 à 104. 
Ces différents seuils permettent de décrire les modules des systèmes à deux niveaux: 
les modules à faibles responsabilités qui demandent des efforts de test moins importants 
et les modules à hautes responsabilités qui demandent des efforts de test importants. 
McCabe a suggéré une valeur seuil de RFC = 40 [15, 85]. Shatnawi et al. [15, 16] ont 
trouvé un seuil de RFC = 44 pour le système Eclipse en utilisant l'analyse des courbes 
ROC. Rosenberg a quant à lui préféré un seuil de RFC = 50 [15 , 86]. Ces différentes 
valeurs seuils tombent dans l'intervalle des valeurs seuils trouvées dans notre étude. 
• Métrique WM C 
Les résultats de l'analyse des courbes ROC pour la métrique WMC telles qu 'illustrés 
dans les tables 4.1,4.2 et 4.3 montrent les courbes qui sont significativement différentes 
du classifieur aléatoire. Qu'il s'agisse de l'AUC calculée pour chaque système ou de la 
p-valeur, les résultats montrent une différence significative par rapport au classifieur 
aléatoire (AUC = 0.5). Avec une p-valeur inférieure au seuil de signification (ex = 0.05) , 
on rejette l'hypothèse nulle HOl' La performance des valeurs de l'AUC étant supérieure 
à 0.6, les valeurs seuils valides ont été identifiées. 
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Les valeurs seuils calculées dans ce présent travail sont comprises dans un large 
intervalle de 11 à 56. Les seuils peuvent permettre de décrire les modules en deux 
catégories: les modules à faible risque et les modules à haut risque. Les modules à faible 
risque ne nécessitent pas d 'efforts de test importants. Cependant, les modules à haut 
risque nécessitent des efforts de test importants. 
McCabe a suggéré un seuil de WMC = 10 [15, 85]. Shatnawi et al [15, 16] ont trouvé 
une valeur seuil de WMC = 9 pour un grand système open-source en utilisant l'analyse 
des courbes ROC. Rosenberg a préféré une autre valeur seuil possible à WMC = 20 
ou WMC = 40 qui peut être acceptable aussi [15 , 86], bien qu'ils aient trouvé que la 
plupart des classes ont des valeurs inférieures à 20. 
Résultats de valeurs seuils basées sur la métrique d'effort BIN-MEAN 
ANT POl 10 
Métriques AUC Seuil p-valeur AUC Seuil p-valeur AUC Seuil p-valeur 
CBO 0.681 6 0.001 0.726 9 < 0.001 0.89 3 < 0.001 
DIT 0.579 2 0.2 0.619 < =2 < 0.001 0 .764 <=1 < 0 .001 
LCOM 0 .71 112 < 0.001 0.53 172 0.456 0.906 11 < 0.001 
LOC 0.783 68 < 0.001 0.725 101 < 0.001 0.923 84 < 0.001 
NOC 0.514 3 0.729 0.518 0 0.299 0.542 2 <0.001 
RFC 0.69 51 < 0.001 0.709 54 < 0.001 0.814 40 < 0.001 
WMC 0.71 112 < 0.001 0 .745 18 < 0.001 0.92 21 < 0.001 
TABLE 4.4 - Valeurs seuils calculées en utilisant la méthode des courbes ROC pour les systèmes ANT, POl et 10. 
(Métrique d'effort BIN-MEAN) 
IVY JFC JODA 
Métriques AUC Seuil p-valeur AUC Seuil p-valeur AUC Seuil p-valeur 
CBO 0.681 15 0 .005 0.678 27 < 0 .001 0.786 13 < 0.001 
DIT 0.753 3 < 0.001 0.557 1 0.148 0.745 2 < 0.001 
LCOM 0.695 64 0.013 0.747 42 < 0 .001 0.931 178 < 0.001 
LOC 0.738 228 < 0.001 0.786 238 < 0 .001 0.841 246 < 0.001 
NOC 0.54 1 0.386 0.56 1 0.075 0.585 <=0 0.001 
RFC 0.86 115 < 0.001 0.64 53 < 0.001 0.804 94 < 0.001 
WMC 0.718 41 < 0.001 0.809 41 < 0.001 0.896 56 < 0 .001 
TABLE 4.5 - Valeurs seuils calculées en utilisant la méthode des courbes ROC pour les systèmes IVY, JFC et JODA. 
(Métrique d 'effort BIN-MEAN) 
MATH LUCENE 
Métriques AUC Seuil p-valeur AUC Seuil p-valeur 
CBO 0.722 0 0 .002 0.662 9 0.015 
DIT 0.773 <=2 < 0.001 0.508 2 0.905 
LCOM 0.685 19 0.035 0.575 47 0.317 
LOC 0.895 75 < 0.001 0.656 139 0 .026 
NOC 0.565 <=0 0.117 0.528 10 0.528 
RFC 0.858 45 < 0.001 0.717 35 < 0.001 
WMC 0.902 14 < 0.001 0.686 31 0.005 
TABLE 4.6 - Valeurs seuils calculées en utilisant la méthode des courbes ROC pour les systèmes MATH et LUCENE. 
(Métrique d 'effort BIN-MEAN) 
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• Métrique CBO 
Les résultats de la métrique CBO sont repris dans les tables 4.4, 4.5 et 4.6. On rejette 
l'hypothèse nulle puisque la p-valeur pour l'ensemble des systèmes est inférieure à 0.05. 
Également, l'analyse des courbes ROC a permis de trouver les valeurs seuils valides 
pour CBO avec une valeur d'AUC supérieure à 0.6 pour l'ensemble des systèmes. Les 
valeurs seuils sont comprises dans l'intervalle de 0 à 15. Comparativement, les valeurs 
seuils trouvées avec la métrique d'effort BIN-KM5 pour cette métrique sont comprises 
dans cet intervalle (2 à 12) . 
• Métrique DIT 
La métrique DIT telle qu'illustrée dans les tables 4.4, 4.5 et 4.6, donne des valeurs 
seuils valides pour la plupart des systèmes. À l'exception des systèmes ANT, JFC et 
LUCENE pour lesquels les valeurs respectives de l'AUC sont inférieures à 0.6 et les 
p-valeurs respectives sont supérieures au seuil de signification (ct = 0.05). Nos résultats 
indiquent que 1 ~ DIT ~ 3, comparativement aux seuils obtenus à partir de la métrique 
BI -KM5, qui se situent à 2 ~ DIT < 3. 
• Métrique LCOM 
Les résultats de la métrique LCOM sont repris dans les tables 4.4, 4.5 et 4.6. On y 
constate que seuls L'AUC et la p-valeur des systèmes POl et LUCENE qui ne sont pas 
significatifs. LCOM a un intervalle de seuils allant de 11 à 178, équivalent à celui trouvé 
en utilisant la métrique d 'effort BIN-KM5. 
• Métrique LOC 
Les tables 4.4, 4.5 et 4.6 reprennent les résultats de la métrique LOC. Les résultats sont 
significatifs pour l'ensemble des systèmes. L'hypothèse nulle est rejetée et les valeurs 
seuils valides sont dégagées. Les valeurs seuils pour la métrique logicielle LOC sont dans 
un intervalle de 68 à 246 qui est compris dans l'intervalle de valeurs obtenues en utilisant 
la métrique d'effort BIN-KM5 (59 à 309). 
• Métrique NOC 
La métrique NOC ne fournit aucune valeur seuil valide, étant donné que l'AUC est 
inférieur à 0.6 pour l'ensemble des systèmes et la p-valeur est supérieur à 0.05 pour la 
plupart des systèmes, à l'exception de 10. Cela entraine l'acceptation de l'hypothèse 
nulle et le rejet de l'hypothèse alternative pour les sept autres systèmes. Les tables 4.4, 
4.5 et 4.6 montrent ces résultats. 
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• Métrique RFC 
Les tables 4.4, 4.5 et 4.6 montrent les résultats de la métrique RFC pour l'ensemble des 
systèmes. Les valeurs de l'AUC et p-valeur sont significatives pour tous les systèmes. 
Les valeurs seuils trouvées sont comprises dans l'intervalle de 35 à 115; un intervalle 
plus large que celui de RFC obtenu avec la métrique d'effort BIN-KM5 (38 à 104). 
• Métrique WMC 
Comme illustré dans les tables 4.4, 4.5 et 4.6, les courbes sont significativement différentes 
du classifieur aléatoire. Avec une AUC supérieure à 0.6 et une p-valeur inférieure au 
seuil de signification, les valeurs seuils valides ont été identifiées pour la métrique WMC. 
Les valeurs seuils trouvées dans le présent travail sont comprises dans un large intervalle 
de 14 à 112 comparativement aux seuls de WMC avec la métrique d 'effort BIN-KM5 
qui a un intervalle de seuils compris entre Il à 56. 
4.2.5 Alves Rankings et identification des valeurs seuils 
Afin d'identifier pour chaque métrique les valeurs seuils valides, nous recourons à la 
méthode d'Alves Rankings qui se résume à quatre principales étapes décrites dans la 
section 3.5.2. 
Résultats de valeurs seuils avec la méthode Alves Rankings 
Les résultats obtenus dans cette expérimentation nous permettent de répondre à 
la question de recherche QRl : comment déterminer de façon objective des seuils 
permettant de prédire l'effort de test. Les tables ci-après illustrent les différentes valeurs 
seuils extraites à différents niveaux de pourcentage: 30%, 70%, 80% et 90%. 
ANT POl 
Métriques 30% 70% 80% 90% 30% 70% 80% 90% 
CBO 7 13 15 16 7 44 66 
DIT 2 3 
LCOM 7 25 35 97 20 605 1936 
LOC 86 244 277 279 137 651 1134 
NOC 1 
RFC 56 90 95 98 56 166 324 
WMC 16 41 45 51 24 96 187 
TABLE 4.7 - Valeurs seuils calculées en utilisant la méthode Alves Rankings pour les systèmes ANT et POL 
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10 IVY 
Métriques 30% 70% 80% 90% 30% 70% 80% 90% 
CBO 4 16 24 17 38 50 65 
DIT 2 3 3 4 
LCOM 11 621 2201 28 467 1050 2934 
LOC 89 490 512 209 523 724 1019 
NOC 0 1 2 0 
RFC 43 84 127 113 187 259 283 
WMC 1 136 145 33 82 104 180 
TABLE 4.8 - Valeurs seuils calculées en utilisant la méthode Alves Rankings pour les systèmes 10 et IVY. 
JFC JODA 
Métriques 30% 70% 80% 90% 30% 70% 80% 90% 
CBO 16 40 49 59 40 19 22 23 
DIT 3 4 3 3 4 
LCOM 30 1037 1450 4504 1037 2556 2755 4470 
LOC 232 681 853 1251 681 621 917 1155 
NOC 1 2 8 1 0 1 
RFC 110 371 409 432 371 231 244 
WMC 44 127 149 216 127 110 119 149 
TABLE 4.9 - Valeurs seuils calculées en utilisant la méthode Alves Rankings pour les systèmes JFC et JODA. 
MATH LUCENE 
Métriques 30% 70% 80% 90% 30% 70% 80% 90% 
CBO 2 4 6 8 8 33 48 4 
DIT 2 3 2 
LCOM 0 219 366 501 1 206 1246 219 
LOC 86 238 533 189 945 1955 238 
NOC 0 0 2 7 
RFC 43 68 92 52 151 284 68 
WMC 17 56 139 28 104 141 56 
TABLE 4.10 - Valeurs seuils calculées en utilisant la méthode Alves Rankings pour les systèmes MATH et LUCENE. 
Les tables 4.7,4.8,4.9 et 4.10 montrent les différentes valeurs seuils obtenues pour 
chacun des systèmes. Au niveau d'extraction de 90%, aucune valeur seuil n 'a pu être 
obtenue pour toutes les métriques logicielles pour le système POL Cependant, la métrique 
NOC dans la table 4.7 ne fournit aucune valeur pour le système ANT. Pour le système 
POl elle ne fournit qu'une valeur à 80%. Dans la table 4.8 elle ne fournit qu'une valeur 
à 90% pour le système IVY. Dans la table 4.10 elle ne fournit qu'une valeur à 90% pour 
le système MATH. La métrique DIT dans la table 4.7 ne fournit qu'une valeur à 70% 
pour les systèmes ANT et POL Et dans la table 4.10 elle ne fournit qu'une valeur à 
80% pour le système LUCENE. 
Nous allons à présent voir en détailles résultats relatifs aux différentes métriques. 
• Métrique CBO 
À 30%, on peut s'apercevoir que la métrique CBO fournit des valeurs seuils pour tous 
les systèmes. Avec une valeur de 40, le système JODA donne la valeur seuil la plus 
élevée contrairement au système MATH avec une valeur seuil de 2. À 70% la métrique 
CBO donne des valeurs seuils comprises entre 4 pour le système MATH et 44 pour le 
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système POL À 80%, la métrique CBO donne des valeurs seuils comprises entre 6 pour 
le système MATH et 66 pour le système POL Et à 90% elle donne des valeurs seuils 
dans l'intervalle de 4 pour le système LUCENE et 65 pour le système IVY. Cependant, 
les systèmes POl et 10 ne fournissent pas des valeurs seuils à 90% . 
• Métrique DIT 
À l'exception du système JODA avec une valeur seuil de 3, la métrique ne fournit aucune 
autre valeur seuil valide pour le reste des systèmes à 30%. À 70%, le système ANT a une 
valeur seuil de 2. POl, IVYet JFC ont une valeur seuil de 3. Cependant, les systèmes 
10, JODA, MATH et LUCENE ne fournissent pas des valeurs seuils. À 80% les systèmes 
10, MATH, LUCENE donnent une valeur seuil de 2 et JODA donne une valeur seuil de 
3; les autres systèmes n'en donnent pas. À 90%, les systèmes 10 et MATH donnent des 
valeurs seuils égalent à 3. Les systèmes IVY, JFC et JODA donnent des valeurs seuils 
égales à 4. 
• Métrique LCOM 
À 30%, on peut constater l'écart important entre les valeurs seuils des différents systèmes. 
Le système MATH par exemple a une valeur seuil de 0 tandis que le système JODA 
a une valeur seuil de 1037. À 70%, le même constat est fait avec des valeurs seuils 
comprises dans l'intervalle de 25 pour le système ANT et 2556 pour JODA. À 80%, la 
métrique LCOM donne des valeurs seuils comprises entre 35 pour ANT et 2755 pour 
JODA. Enfin à 90% les valeurs seuils sont comprises entre 97 pour ANT et 4504 pour 
JFC. Cependant, les systèmes POl et 10 ne fournissent pas des valeurs seuils à ce niveau 
de pourcentage. 
• Métrique LOC 
À 30%, la métrique LOC présente des valeurs seuils pour tous les systèmes. Ces valeurs 
sont comprises entre 86 pour les systèmes MATH et ANT et 681 pour JODA. À 70%, 
les valeurs seuils sont comprises entre 238 pour MATH et 945 pour LUCENE. À 80% le 
système LUCENE a la valeur seuil la plus grande égale à 1955 et ANT la valeur la plus 
petite égale à 277. Tous les autres ont des valeurs seuils comprises dans cet intervalle. À 
90% avec une valeur seuil de 238, le système LUCENE a la plus petite valeur seuil et 
la plus grande valeur seuil pour JFC égale à 1251. Les autres systèmes ont des valeurs 
seuils comprises dans cet intervalle. Cependant , les systèmes MATH, POl et 10 ne 
fournissent aucune valeur seuil à ce niveau de pourcentage d'extraction. 
• Métrique NOC 
La métrique NOC ne donne aucune valeur seuil pour le système ANT à tous les niveaux 
d'extraction. À 30% seuls les systèmes JODA et LUCENE donnent des valeurs seuils 
de 1 et 0 respectivement. À 70% seuls les systèmes 10, JFC et LUCENE donnent des 
valeurs seuils comprises entre 0 et 2. À 80%, le système LUCENE est celui qui donne la 
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plus grande valeur seuil égale à 7, tandis que le système JODA donne la valeur seuil 
égale à O. Les systèmes POl et 10 donnent tous une valeur seuil égale à 1 et enfin JFC 
donne une valeur seuil égale à 2. À 90%, les systèmes ANT, POl et LUCENE ne donnent 
aucune valeur seuil à ce niveau d 'extraction. Cependant, les autres systèmes donnent 
des valeurs seuils comprises entre 0 pour IVY et MATH ainsi que 8 pour JFC. 
• Métrique RFC 
À 30%, tous les systèmes ont donné des valeurs seuils. Les systèmes MATH et 10 ont 
tous la plus petite valeur qui est de 43 et le système JODA la plus grande valeur qui est 
de 371. Les autres systèmes ont des valeurs seuils comprises dans cet intervalle. À 70%, 
seul le système JODA qui ne donne aucune valeur seuil. Les autres systèmes donnent 
des valeurs seuils allant de 68 pour le système MATH à 371 pour le système JFC. À 80% 
les valeurs seuils sont dans un intervalle de 92 pour le système MATH et 409 pour le 
système JFC. À 90%, les valeurs seuils sont comprises entre 68 pour le système LUCENE 
et 432 pour le système JF. Les systèmes POl, 10 et MATH ne donnent aucune valeur 
seuil. 
• Métrique WMC 
À 30%, tous les systèmes ont donné des valeurs seuils pour la métrique WMC. Ces 
valeurs seuils sont reparties sur un intervalle allant de 1 pour le système 10 à 127 pour 
le système JODA. À 70% le système 10 a la plus grande valeur seuil égale à 136 et ANT 
la plus petite valeur seuil égale à 41. Les autres systèmes donnent des valeurs seuils 
comprises dans cet intervalle. À 80% également tous les systèmes donnent des valeurs 
seuils. Ces valeurs sont comprises entre 45 pour le système ANT et 187 pour le système 
POl. Enfin à 90% les valeurs seuils sont comprises entre 51 pour le système ANT et 216 
pour le système JFC. Cependant, les systèmes POl, 10 et MATH ne donnent pas de 
valeurs seuils. 
4.3 Prédiction des efforts de test 
sur les seuils des métriques 
4.3.1 Introduction 
approche basée 
Dans cette section, les résultats des différentes expérimentations sont présentés et 
discutés . Nous traitons principalement de la classification des modèles avec différents 
algorithmes d'apprentissage automatique, après la binarisation effectuée sur la base des 
valeurs seuils valides des métriques logicielles. Ces valeurs ont été obtenues en appliquant 
les techniques de calcul des seuils présentées précédemment . 
Nous commençons par un rappel des questions de recherche, suivi: (1) des résultats 
obtenus selon l'approche supervisée et non supervisée, (2) des résultats obtenus à partir 
des valeurs brutes des métriques, et (3) d 'un condensé des meilleurs modèles. 
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4.3.2 Rappel des questions de recherche 
Nos expérimentations nous permettront de répondre aux questions de recherche 
suivantes : 
QR2 : Comment utiliser les techniques d'apprentissage pour améliorer les perfor-
mances des techniques de calcul de seuils? 
QR3 : L'approche avec valeurs seuils des métriques est-elle plus efficace que l'ap-
proche avec valeurs des métriques brutes? 
QR4 : Quelle technique parmi les courbes ROC et Alves Rankings donne de 
meilleures performances pour la prédiction de l'effort de test? 
4.3.3 Résultats basés sur l'approche supervisée 
L'analyse des courbes ROC, une méthodologie utilisée par Shatnawi et al. permettant 
de déterminer les valeurs seuils appliquées à la prédiction binaire (0 pour l'effort de test 
relativement faible et 1 pour un effort de test relativement important) des efforts de 
test, ces valeurs ont permis d'obtenir les résultats présentés dans les tables A.1, A.2, 
A.3, AA, A.5 pour la métrique d'effort de test BIN-KM5 et B.1, B.2, B.3, BA et B.5 
pour la métrique d'effort de test BIN-MEAN. 
Résultats d'algorithmes d'apprentissage automatique pour BIN-KM5 
os résultats montrent de meilleures performances pour l'algorithme de Forêt aléa-
toire avec une moyenne de g-mean égale à 0.996 (table A.3), suivis de K plus proches 
voisins avec une moyenne de g-mean égale à 0.994 (table A.5), de Perceptron multi-
couche avec une moyenne de g-mean égale à 0.964 (table AA), de Bayésien naïf avec 
une moyenne de g-mean égale à 0.941 (table A.1) et enfin l'algorithme de Machine à 
vecteurs de support avec une moyenne de g-mean acceptable, égale à 0.57 (table A.2). 
Cette classification acceptable pour l'algorithme de Machine à vecteurs de support se 
traduit par la valeur élevée de la métrique F R pour l'ensemble des systèmes. Cela 
pose un risque, car les concepteurs de logiciels vont consacrer peu d 'effort de test aux 
composants potentiellement sujets aux fautes. Le fait que l'algorithme de Forêt aléatoire 
donne de meilleures performances, s'explique par le détail que la métrique FPR pour la 
plupart de systèmes donne des valeurs proches ou égales à O. Cela permettra d'investir 
des efforts de test importants sur des classes qui en requièrent probablement. Ce constat 
peut être fait pour les algorithmes de K plus proches voisins, de Perceptron multicouche 
et de Bayésien naïf pour lesquels les valeurs g-mean sont élevées et les valeurs FNR 
faibles de manière générale. 
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Résultats d'algorithmes d'apprentissage automatique pour BIN-MEAN 
Les résultats obtenus pour les modèles classifiés à l'aide de la métrique d'effort de 
test BIN-MEAN sont similaires à ceux obtenus pour la métrique BIN-KM5 en ce qui 
concerne les performances des classifications des différents algorithmes d'apprentissage 
automatique. Comme on peut l'apercevoir dans la table B.3, la Forêt aléatoire produit la 
meilleure performance avec une valeur moyenne de g-mean égale à 0.989 et la Machine à 
vecteurs de support produit une classification faible avec une moyenne de g-mean égale 
à 0.549 (table B.2). 
Les meilleures performances produites par l'algorithme de Forêt aléatoire, se tra-
duisent notamment par la qualité de classifications obtenues pour tous les systèmes. Par 
exemple, le système MATH pour toutes les métriques ayant des valeurs seuils valides, 
les valeurs g-mean sont égales à 1. Mais aussi les valeurs de métriques FPR et FNR sont 
toutes égales à O. Ceci traduit d'excellentes classifications. Les autres systèmes suivent 
la même tendance avec des valeurs des g-mean proches de 1 excepté la métrique WMC 
de ANT qui a une valeur g-mean égale à 0.707. Les autres algorithmes à l'exception de 
Machine à vecteurs de support donnent presque les mêmes tendances. L'algorithme de 
Bayésien naïf donne des valeurs des g-mean en moyennes comprises entre 0.779 pour 
le système ANT et 0.985 pour le système JODA. Pour les K plus proches voisins les 
valeurs g-mean sont dans l'intervalle de 0.937 pour le système ANT et 1 pour le système 
POL L'algorithme de Perceptron multicouche quant à lui a des valeurs moyennes de 
g-mean comprises entre 0.924 pour le système ANT et 0.987 pour le système JODA. Pour 
répondre à la question de recherche 2, on peut affirmer que l'application des techniques 
de calcul de seuils combinées aux algorithmes d'apprentissage automatique a permis 
d'améliorer considérablement les performances des modèles. Cette amélioration consiste 
à construire des modèles de prédiction sur base de techniques appropriées (courbes ROC 
et Alves Rankings). Ce qui nous permet de déterminer de manière objective les valeurs 
seuils valides qui sont indispensables dans la construction de nos modèles de prédiction. 
Au bénéfice de cette amélioration liée à l 'usage de ces deux techniques de calcul de 
valeurs seuils, on peut aussi souligner le fait .de ne pas recourir (et se fier) à l'opinion des 
experts dans la manière de définir les différentes valeurs seuils. Il est aussi important de 
souligner l'apport majeur de ces techniques dans la performance des modèles comparée 
aux performances produites avec les modèles construits sur base des métriques brutes 
(sans l'application d'aucune technique de calcul de valeurs seuils). Seul l'algorithme de 
Machine à vecteurs de support donne des classifications acceptables, en considérant 
les valeurs g-mean qu'il produit pour l'ensemble des systèmes. Cependant, les autres 
algorithmes donnent d'excellentes classifications avec des valeurs de g-mean supérieures 
à 0.9 pour l'ensemble des systèmes. 
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4.3.4 Résultats basés sur l'approche non supervisée 
Les résultats obtenus en utilisant la méthode Alves Rankings combinée aux différents 
algorithmes d'apprentissage automatique sont présentés dans les tables comme suit: 
• Pour Le Bayésien naïf: C. 1 à 30%, C.2 à 70%, C .3 à 80% et C.4 à 90%. 
• Pour La Machine à vecteurs de support: C.5 à 30%, C.6 à 70%, C .3 à 80% et C.8 
à 90%. 
• Pour la Forêt aléatoire: C.9 à 30%, C.10 à 70%, C.11 à 80% et C.12 à 90%. 
• Pour le Perceptron multicouche: C.13 à 30%, C.14 à 70%, C. 15 à 80%, C.8 à 90%. 
• Pour les K plus proches voisins: C. 17 à 30%, C. 18 à 70%, C.19 à 80% et C.20 à 
90%. 
Les conclusions que l'on peut t irer de ces résultats sont largement positives. 
Pour le Bayésien naïf, les performances issues des métriques extraites à 30% sont 
les meilleures avec une moyenne de la valeur g-mean pour l'ensemble des systèmes. 
Cette moyenne est égale à 0.887 par rapport à celles des métriques extraites à 70% avec 
une moyenne g-mean de 0.87. Les performances à 30% sont aussi meilleures que celles 
obtenues à 90% avec une moyenne de g-mean égale à 0.76 et celles obtenues à 80% avec 
une moyenne g-mean de 0.741. 
Le même constat est fait pour l'algorithme de K plus proches voisins avec une 
moyenne g-mean de 0.996 à 30%, 0.934 à 70%, 0.874 à 90% et 0.811 à 80%. La Forêt 
aléatoire à 30% donne une moyenne de g-mean égale à 0.996, 0.938 à 70%, 0.791 à 
80% et 0.655 à 90%. Cependant, pour la Machine à vecteurs de support les meilleures 
performances sont obtenues avec des métriques extraites à 90% avec une moyenne de 
g-mean de 0.815, suivi de 80% avec 0.751, plus loin à 30% avec 0.523 pour finir à 70% 
avec une mauvaise performance de 0.448 . 
Le Perceptron multicouche présente de meilleures performances à 70% avec une 
moyenne de g-mean de 0.926 , suivi de 30% avec 0.911 , ensuite de 90% avec 0.815 pour 
finir par 80% avec 0.786. Les conclusions précédentes concernent les résultats obtenus à 
partir de la métrique d'effort de test BIN-KM5. 
Concernant la métrique d 'effort BIN-MEAN, les conclusions que l'on peut tirer sont 
les suivantes : pour le Bayésien naïf, nous avons de meilleures performances à 30% avec 
une moyenne de g-mean égale à 0.886, à 70% avec 0.87, à 80% avec 0.713 et à 90% 
avec 0.704. Pour la Forêt aléatoire à 30% la moyenne de g-mean est de 0.966, à 70% la 
moyenne est de 0.938, à 90% elle est de 0.843 et à 80% elle est de 0.792. 
Les K plus proches voisins donnent aussi de meilleures performances à différents 
niveaux de pourcentage d'extraction des métriques. À 30% on a une moyenne de g-mean 
de 0.996, à 70% une moyenne de 0.937, à 90% une moyenne de 0.843, ainsi qu 'à 80% 
une moyenne de 0.811. 
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Le perceptron multicouche présente aussi de meilleures performances, à 70% nous 
avons une moyenne de g-mean de 0.923, à 30% nous avons 0.911 , à 90% la moyenne est 
de 0.819 et à 80% elle est de 0.804. 
Pour l'algorithme de Machine à vecteurs de support, nous avons une seule performance 
acceptable à 30% de 0.545, suivie de mauvaises performances à 70% de 0.427, à 90% de 
0.308 et à 80% de 0.265. 
Pour la métrique d'effort BIN-KM5 (obtenue par la classification basée sur l'approche 
des K-moyennes), les algorithmes de Forêt aléatoire et de K plus proches voisins donnent 
les meilleures performances à 30%, l'algorithme de Forêt aléatoire donne les meilleures 
performances à 70% et 80% et à 90% les K plus proches voisins sont ceux qui donne les 
meilleures performances. 
Pour la métrique d'effort BIN-MEAN (obtenue par la classification basée sur l'ap-
proche des moyennes), les algorithmes de Forêt aléatoire et de K plus proches voisins 
donnent les meilleures performances à 30%, l'algorithme de Forêt aléatoire donne 
les meilleures performances à 70%, l'algorithme de K plus proches voisins donne les 
meilleures performances à 80%. Les algorithmes de Forêt aléatoire et de K plus proches 
voisins donnent les meilleures performances à 90%. 
4 .3.5 R ésultats basés sur les valeurs brutes des métriques 
Les résultats des prédictions de l'effort de test avec les valeurs brutes des métriques 
pour les métriques d 'effort de test BIN-KM5 et BIN-MEAN sont présentés dans les 
tables suivantes pour chaque algorithme d 'apprentissage automatique: 
• Bayésien naïf à la table D.1 pour BIN-KM5 et E.1 pour BIN-MEAN 
• Machine à vecteurs de support à la table D.2 pour BIN-KM5 et E.2 pour BIN-MEAN 
• Forêt aléatoire à la table D.3 pour BIN-KM5 et E.3 pour BIN-MEAN 
• Perceptron multicouche à la table D.4 pour BIN-KM5 et E.4 pour BIN-MEAN 
• K plus proches voisins à la table D.5 pour BIN-KM5 et E.5 pour BIN-MEAN 
Au regard de ces résultats, nous pouvons constater que pour la métrique d'effort de test 
BIN-KM5, tous les algorithmes d'apprentissage automatique appliqués sur l'ensemble 
des systèmes présentent de mauvaises performances. La Machine à vecteurs de support 
affiche une moyenne de g-mean égale à 0.098, la Forêt aléatoire donne une moyenne g-
mean de 0.342, et le Perceptron multicouche 0.365. Le Bayésien naïf 0.370, et l'algorithme 
de K plus proches voisins est celui qui donne une moyenne g-mean assez intéressante 
soit 0.435. 
Pour la métrique BIN-MEAN, les résultats sont quasi similaires à ceux de la métrique 
BIN-KM5 avec une moyenne de g-mean égal à 0.09 pour la Machine à vecteurs de support, 
0.307 pour le Bayésien naïf, 0.31 pour le Perceptron multicouche, 0.398 pour les K plus 
proches voisins et 0.412 pour la Forêt aléatoire. 
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Ces moyennes sont toutes inférieures à 0.5, ce qui signifie que tous les algorithmes 
ont donné de mauvaises classifications en considérant la moyenne des valeurs g-mean de 
tous les systèmes. 
Cependant, certains systèmes considérés isolément donnent de bonnes classifications 
pour certains algorithmes. Il s'agit entre autres pour la métrique d 'effort de test BI -
KM5, des systèmes 10 et MATH pour l'algorithme Bayésien naïf; 10, JODA et MATH 
pour la Forêt aléatoire; JODA, 10 et MATH pour le Perceptron multicouche; 10 et 
JODA pour les K plus proches voisins. Cependant, aucun système ne donne une moyenne 
g-mean supérieure ou égale à 0.5 pour la Machine à vecteurs de support, seule la métrique 
WMC du système de JODA donne une classification acceptable. 
Pour la métrique BIN-MEAN les systèmes 10 et JODA donnent de bonnes perfor-
mances pour l'algorithme des K plus proches voisins; 10, JODA et MATH pour la Forêt 
aléatoire; 10 pour le Perceptron multicouche. Le Bayésien naïf et la Machine à vecteurs 
de support ne donnent aucun système ayant une bonne performance. 
Résumé des résultats 
Les différents résultats nous permettent de répondre aux questions de recherche 
suivantes: 
QR2 : Comment utiliser les techniques d 'apprentissage pour améliorer les perfor-
mances de ces techniques? 
QR3 : L'approche avec valeurs seuils des métriques est-elle plus efficace que l'ap-
proche avec valeurs des métriques brutes? 
Pour répondre à la question de recherche 2, nous pouvons constater que l'utilisation 
des techniques d'apprentissage automatique a permis d'améliorer significativement les 
performances des techniques de calcul des seuils. Ces techniques d 'apprentissage ont 
été appliquées sur la base des valeurs seuils déterminées à partir des méthodes des 
courbes ROC et d'Alves Rankings. Ces valeurs seuils nous ont permis alors de binariser 
les différentes valeurs des métriques et poursuivre avec des constructions des modèles 
de prédiction. Dans les résultats présentés précédemment, les algorithmes de Bayésien 
naïf, Forêt aléatoire, Perceptron multicouche et K plus proches voisins ont donné de 
meilleures performances contrairement à l'algorithme de Machine à vecteurs de support. 
À la question de recherche 3, nous disons que l'approche basée sur les techniques de 
calcul de valeurs seuils, à savoir la méthode des courbes ROC et Alves Rankings, est plus 
efficace que l'approche basée sur les valeurs brutes des métriques. Cette approche nous a 
permis d'obtenir de meilleures performances pour la quasi-totalité d'algorithmes utilisés, 
excepté l'algorithme de Machine à vecteurs de support. Ceci pour les modèles construits 
sur base de l'application de deux techniques de calcul de valeurs seuils. L'efficacité de 
cette approche réside surtout dans le fait de déterminer de manière méthodique des 
valeurs seuils valides. 
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En fait, pour la méthode des courbes ROC, nous avons considéré les métriques ayant 
l'AUC supérieur à 0.6 comme celles dont les valeurs seuils valides seront déterminées 
comme l'illustrent les tables 4.1, 4.2, 4.3, 4.4, 4.5 et 4.6. On peut aussi constater que 
les métriques produisant des valeurs seuils valides ont les p-valeurs pour la plupart 
inférieures au seuil de signification (5%). Par exemple les systèmes ANT, 10, JODA et 
MATH pour ne citer qu'eux, ont tous des p-valeurs inférieures à 0.001 ; ce qui traduit une 
très forte présomption contre l'hypothèse nulle et affecte positivement les performances. 
La méthode d'Alves Rankings quant à elle, a permis de déterminer des valeurs seuils 
à différents niveaux d'extraction et cela de manière non supervisée. Excepté le niveau 
d'extraction de 90% pour le système POl, pour lequel aucune métrique n'a fourni des 
valeurs seuils. Cette technique a permis de déterminer des valeurs seuils pour tous 
les systèmes et à différents niveaux pour une grande partie des métriques. Ce qui a 
considérablement impacté les performances des modèles avec des valeurs g-mean élevées 
comparées à celles obtenues avec l'approche basée sur les valeurs de métriques brutes. 
4.3.6 Condensé des meilleurs modèles 
Pour répondre à la question de recherche 4, à savoir : quelle technique parmi les 
courbes ROC et Alves Rankings donne de meilleures performances pour la prédiction 
de l'effort de test? 
Nous présentons au moyen des méthodes de comparaison de performances, à savoir 
les tests de Friedman et de Nemenyi, les meilleures performances des techniques de 
calcul de valeurs seuils retenues dans le présent travail. Ces techniques ont été combinées 
aux différents algorithmes d'apprentissage automatique retenus pour notre étude. À ces 
techniques, nous ajoutons aussi l'application des algorithmes d'apprentissage automa-
tique aux valeurs brutes des métriques avec pour objectif d'identifier l'approche donnant 
les meilleures performances. 
Le post-test selon Nemenyi (1963) peut être utilisé si la condition relative au test de 
Friedman indique une différence significative soit a < 0.05. 
Résultats basés sur la métrique d'effort de test BIN-KM5 
Les résultats des tests de Friedman et N emenyi sont présentés dans les tableaux F.1 
à F.20. Nous présentons les résultats issus des méthodes de comparaison de performances 
des métriques extraites à 30%, 70%, 80% et 90% pour la méthode Alves Rankings. Nous 
présentons également les valeurs g-mean obtenues par la méthode des courbes ROC 
ainsi que les valeurs g-mean obtenues à partir des valeurs brutes des métriques. Ces 
résultats sont présentés comme suit : 
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• Alves Rankings à 30% 
- Les résultats pour le Bayésien naïf sont repris dans la table F.1 : plusieurs 
systèmes montrent que les approches basées sur les courbes ROC et Alves 
Rankings sont plus efficaces que l'approche basée sur les valeurs brutes des 
métriques. À t itre d'exemple, pour le système POl, qui donne la valeur de 
chi-carré la plus élevée égale à 9.579 avec une p-valeur de 0.008 (la plus faible) , 
ce qui traduit une différence statistiquement significative en faveur des courbes 
ROC et Alves Rankings. Cependant, les systèmes POl et 10 avec une valeur 
chi-carré de 7.111 et une p-valeur de 0.029 ainsi que JODA avec une valeur chi-
carré de 8.316 et p-valeur de 0.016 n 'indiquent pas des différences significatives 
entre la méthode Alves Rankings et les valeurs brutes des métriques, mais 
plutôt entre la méthode des courbes ROC et les valeurs brutes des métriques. 
Avec trois systèmes de plus que la méthode d 'Alves Rankings et avec des 
p-valeurs plus significatives que celles de la méthode d 'Alves Rankings, nous 
pouvons conclure que pour cet algorithme, l'approche basée sur les courbes 
ROC est la plus efficace. 
- Les résultats pour la Machine à vecteurs de support sont repris dans la table 
F.2 : les systèmes POl qui a un chi-carré de 7.895 et p-valeur de 0.019, IVY 
avec un chi-carré égale à 7.6 et une p-valeur de 0.022 ainsi que JODA, indiquent 
des performances efficaces pour les approches basées sur Alves Rankings et 
les courbes ROC au détriment de l'approche basée sur les valeurs brutes des 
métriques. Cependant, le système LUCENE avec un chi-carré de 6 et p-valeur 
de 0.05 indique uniquement une différence significative entre l'approche basée 
sur les courbes ROC et l'approche basée sur les valeurs brutes des métriques. 
Il est aussi important de signaler que les tests de Friedman pour les systèmes 
A T avec une p-valeur de 0.143, 10 avec une p-valeur de 0.513, JFC avec une 
p-valeur de 0.165 et MATH avec une p-valeur de 0.156, ne sont pas significatifs. 
Par conséquent, il n'est pas utile de procéder à de multiples comparaisons afin 
d 'identifier les différences entre les différentes approches. Il en ressort , donc, 
de cette analyse que l'approche basée sur les courbes ROC est celle qui est 
efficace pour cet algorithme. 
- Les résultats pour la Forêt aléatoire sont repris dans la table F.3 : pour 
l'ensemble des systèmes, l'approche basée sur les courbes ROC est la plus 
efficace. On peut noter les bonnes performances pour le système IVY avec 
une valeur de chi-carré égale à 9.333 et une p-valeur de 0.009, POl avec un 
chi-carré de 9.294 et une p-valeur de 0.01. Cependant, le système MATH donne 
une p-valeur de 0.135, ce qui ne permet pas de faire de multiples comparaisons 
entre approches. L'approche basée sur les courbes ROC présente des p-valeurs 
plus significatives par rapport à l'approche basée sur les valeurs brutes des 
métriques, contrairement à l'approche avec Alves Rankings sur les valeurs 
brutes des métriques. 
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- Les résultats pour le Perceptron multicouche sont repris dans la table F.4 : une 
fois de plus, l'approche basée sur les courbes ROC est la plus efficace. À titre 
illustratif on peut constater que le système POl qui a un chi-carré de 8.444 
et une p-valeur de 0.015. Le même constat est fait avec le système ANT qui 
donne un chi-carré égale à 8.316 et une p-valeur de 0.016. L'approche basée sur 
les courbes ROC est la plus performante pour six systèmes, sur un ensemble 
de huit. Les système 10 avec une p-valeur égale à .056 et MATH avec une 
p-valeur égale à 0.156 quant à eux ne permettent pas de procéder à de multiples 
comparaisons en raison d 'un test de Friedman qui est non significatif. 
- Les résultats pour les K plus proches voisins sont repris dans la table F.5 : sur 
les huit systèmes, trois systèmes indiquent de meilleures performances pour 
l'approche basée sur les courbes ROC. Il s'agit notamment des systèmes 10 et 
JFC avec un chi-carré de 8.824 et une p-valeur de 0.012, ainsi que JODA avec un 
chi-carré de 8.444 et une p-valeur de 0.015. Quatre autres systèmes présentent 
de meilleures performances pour Alves Rankings. Il s'agit des systèmes ANT 
et POl ayant les mêmes valeurs de chi-carré, soit 8.444 et de p-valeur, soit 
0.015. Nous pouvons citer aussi les systèmes IVY avec un chi-carré de 8.316 et 
une p-valeur de 0.016, ainsi que le système LUCENE avec un chi-carré de 7.6 
et une p-valeur de 0.022. Seul le système MATH avec une p-valeur de 0.156 
ne permet pas de procéder à des multiples comparaisons entre les différentes 
approches. 
• Alves Rankings à 70% 
- Les résultats pour le Bayésien naïf sont repris dans la table F.6 : les résultats 
indiquent que l'approche basée sur Alves Rankings est plus efficace que celle 
basée sur les courbes ROC. Avec un chi-carré égal à 10 et une p-valeur de 0.007, 
le système JFC est celui qui donne la meilleure performance en termes de 
comparaisons entre approches; cela se traduit par une différence significative 
évalué à 0.004 pour l'approche d'Alves Rankings par rapport à l'approche basée 
sur les valeurs brutes de métriques. On peut aussi citer le système IVY qui 
donne l'une de meilleure performance parmi tant d'autres; avec un chi-carré 
égal à 9.478 et une p-valeur de 0.009. Les systèmes ANT et 10 montrent aussi 
cette performance avec des valeurs identiques de chi-carré de 8.4 et p-valeur 
de 0.015. Seul le système MATH indique une égalité entre les deux approches 
à savoir une différence statistique évaluée à 0.014 comme l'indique le test de 
Nemenyi. 
- Les résultats pour la Machine à vecteurs de support sont repris dans la table 
F.7 : la méthode des courbes ROC est la plus efficace. Les tests de Friedman 
pour les systèmes 10 avec une p-valeur de 0.854 (largement supérieure à 0.05) , 
JFC avec une p-valeur de 0.074, MATH avec une p-valeur de 0.247 et LUCENE 
avec une p-valeur de 0.085, indiquent un niveau de signification supérieur à 0.05. 
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Il n'est donc pas utile de procéder à plusieurs comparaisons afin d'identifier les 
différences entre les différentes approches pour ces systèmes. 
- Les résultats pour la Forêt aléatoire sont repris dans la table F.8 : pour 
l'ensemble des systèmes, l'approche basée sur les courbes ROC est la plus 
efficace. Nous pouvons évoquer les meilleures performances affichées par les 
systèmes POl et IVY avec un chi-carré de 10.182 et une p-valeur de 0.006. Le 
système 10 aussi affiche des résultats intéressants avec un chi-carré égal à 10 
et une p-valeur égale à 0.007. 
- Les résultats pour le Perceptron multicouche sont repris dans la table F.9 : 
l'approche basée sur les courbes ROC est celle qui est efficace pour cinq systèmes. 
Parmi ces systèmes on peut citer POl et IVY pour lesquels le chi-carré est 
égale à 9.478 et la p-valeur égale à 0.009. Notons que le système POl donne 
une même différence significative évaluée à 0.014 pour l'approche basée sur 
courbes ROC et l'approche d'Alves Rankings par rapport à l'approche basée 
sur les valeurs brutes des métriques. ANT et LUCENE montrent aussi des 
résultats intéressants avec un chi-carré égale à 8.316 et une p-valeur égale à 
0.016 . Le système MATH avec un chi-carré équivalant à 3.714 et une p-valeur 
égale à 0.156, ne montre pas l'utilité de procéder à plusieurs comparaisons afin 
d'identifier les différences entre les différentes approches. 
- Les résultats pour les K plus proches voisins sont repris dans la table F.10 : 
l'approche basée sur les courbes ROC est la plus efficace. Comme l'illustre ces 
résultats, pour les systèmes IVY avec un chi-carré de 10.182 et une p-valeur de 
0.006, POl avec un chi-carré de 9.818 et une p-valeur de 0.007. L'ensemble des 
systèmes indiquent un niveau de signification supérieur à 0.05 ce qui a permis 
d 'aboutir à ces résultats. 
• Alves Rankings à 80% 
- Les résultats pour le Bayésien naïf sont repris dans la table F.ll : nous 
constatons que pour cet algorithme trois systèmes sont en faveur de l'approche 
basée sur les courbes ROC. Il s'agit de IVY avec un chi-carré égale à 7.6 
et une p-valeur de 0.022, JODA avec une valeur chi-carré de 6.4 et une p-
valeur de 0.041. Trois autres systèmes en faveur de l'approche basée sur Alves 
Rankings notamment le système JFC avec un chi-carré égale à 9.579 et une 
p-valeur de 0.008. Toutefois , il est important de souligner le fait que le système 
JODA montre que les courbes ROC diffèrent très significativement (p<O.Ol) 
de l'approche basée sur les valeurs brutes des métriques contrairement à Alves 
Rankings (p> 0.05). Le test de Friedman pour les systèmes MATH et LUCE E 
indique un niveau de signification supérieur à 0.05. Par conséquent, il n'est pas 
utile de procéder à plusieurs comparaisons afin d'identifier les différences entre 
les différentes approches pour ces systèmes. 
- Les résultats pour la Machine à vecteurs de support sont repris dans la table 
F .12 : l'approche basée sur Alves Rankings est la plus efficace pour cet al-
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gorithme. Nous pouvons noter de meilleures performances produites par le 
système ANT, POl et IVY avec des valeurs similaires de chi-carré égale à 10 
et de p-valeur égale à 0.007. Cependant, les tests de Friedman des systèmes 
MATH et LUCENE indiquent des niveaux de signification supérieurs à 0.05. 
- Les résultats pour la Forêt aléatoire sont repris dans la table F .13 : avec de 
meilleures performances pour six systèmes, l'approche basée sur les courbes 
ROC est la plus efficace. La méthode d'Alves Rankings n'a produit de meilleure 
performance que pour le système ANT qui a un chi-carré de 8.444 et une 
p-valeur de 0.015. Pour le système ANT Alves Rankings diffère de manière 
très significative par rapport à l'approche des valeurs brutes des métriques. 
Cependant, le test de Friedman pour le système JODA indique un niveau de 
signification supérieur à 0.05. 
- Les résultats pour le Perceptron multicouche sont repris dans la table F.14 : 
la méthode des courbes ROC présente de meilleures performances pour un 
large nombre de systèmes. Notamment, les systèmes POl et 10 avec des 
résultats très intéressants de chi-carré égal à 10 et de p-valeur égale 0.007. 
Cependant, plusieurs comparaisons ne peuvent être conduites en raison des tests 
de Friedman liés aux systèmes JODA et MATH, qui ne sont pas significatifs. 
- Les résultats pour les K plus proches voisins sont repris dans la table F.15 : 
la méthode des courbes ROC vient largement en tête. Parmi ces systèmes, 
on peut nommer 10 avec un chi-carré de 10 et une p-valeur de 0.007. Il 
faut noter que les deux méthodes, courbes ROC et Alves Rankings ont des 
performances égales pour les systèmes ANT et POL Ces deux approches 
diffèrent significativement (p<0.05) de l'approche basée sur les valeurs des 
brutes des métriques. Cependant, les systèmes JODA et MATH indiquent des 
niveaux de signification supérieurs à 0.05 . 
• Alves Rankings à 90% 
- Les résultats pour le Bayésien naïf sont repris dans la table F.16 : les meilleures 
performances sont en faveur de la technique des courbes ROC pour la plu-
part des systèmes. Notamment avec les systèmes POl, 10 et LUCENE qui 
donnent des chi-carré compris entre 4 et 6. Ce qui se traduit par des différences 
significatives (test de Nemenyi) de 0.008 pour les trois systèmes exclusivement 
pour l'approche des courbes ROC par rapport à l'approche des valeurs brutes 
des métriques. Tandis que le système JODA avec une p-valeur de 0.074 et le 
système MATH avec une p-valeur de 0.202 indiquent des tests de Friedman 
non significatifs. Par conséquent, nous ne pouvons pas déterminer laquelle de 
ces approches est la plus efficace. 
- Les résultats pour la Machine à vecteurs de support sont repris dans la table 
F.17 : la technique des courbes ROC présente de meilleures performances pour 
trois systèmes à l'instar du système IVY avec un chi-carré équivalent à 8.4 et 
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une p-valeur de 0.015. Le test de Nemenyi confirme cette tendance, puisque 
l'approche des courbes ROC diffère significativement (p=O.Ol) de l'approche 
basée sur valeurs brutes des métriques. La technique d 'Alves Rankings quant à 
elle indique de bons résultats pour deux systèmes. otamment le système ANT 
pour lequel le test de Nemenyi montre une différence très significative pour 
la technique d 'Alves Rankings. Les tests de Friedman pour les systèmes 10, 
JODA et MATH donnent des p-valeurs de 0.655, 0.91 et 0.307 respectivement. 
Les tests de Friedman pour les systèmes 10, JODA et MATH donnent des 
niveaux de signification supérieurs à 0.05 , il n ' y a donc pas lieu de procéder à 
plusieurs comparaisons afin d'identifier les différences entre les approches. 
- Les résultats pour la Forêt aléatoire sont repris dans la table F .18 : les meilleures 
performances sont en faveur de la technique des courbes ROC. En notant les 
performances intéressantes des systèmes ANT et JFC avec des valeurs chi-
carré et p-valeur identiques de 8.824 et 0.012 respectivement. Les systèmes 
POl, 10 et LUCENE affichent des résultats intéressants pour les courbes ROC 
exclusivement; soit une différence très significative évaluée à 0.008 (p<0.01). Les 
tests de Friedman pour les systèmes JODA et MATH ne sont pas significatifs. 
- Les résultats pour le Perceptron multicouche sont repris dans la table F .19 : la 
majorité des systèmes donne de meilleures performances pour la technique des 
courbes ROC sauf pour les systèmes JODA et MATH qui n 'ont pas des tests 
de Friedman significatifs. Les tests de Nemenyi pour les systèmes ANT, POl, 
10, JFC et LUCENE affichent des différences très significatives (p< O.Ol) en 
faveur de l'approche de courbes ROC. 
- Les résultats pour les K plus proches voisins sont repris dans la table F.20 : 
Ici on remarque que les résultats de performances sont similaires à ceux de 
l'algorithme de Perceptron multicouche. 
Résultats basés sur la métrique d'effort de test BIN-MEAN 
Les résultats des tests de Friedman et Nemenyi sont présentés dans les tableaux F.21 
à F.40. 
Les résultats issus des méthodes de comparaison de performances entre les valeurs 
g-mean des métriques extraites à 30%, 70%,80% et 90% pour la méthode Alves Rankings , 
la méthode des courbes ROC ainsi que les valeurs brutes des métriques sont présentés 
comme suit: 
• Alves Rankings à 30% 
- Les résultats pour le Bayésien naïf sont repris dans la table F.21 : l'approche 
basée sur les courbes ROC donne de meilleures performances. Les systèmes POl, 
IVY, JFC, JODA, MATH et LUCENE donnent tous des p-valeurs significatives 
(p<0.05) pour les tests de Friedman. Cette tendance est confirmée par les tests 
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de Nemenyi en faveur des courbes ROC. On peut noter à titre illustratif les 
systèmes IVY, JODA, LUCENE qui ont tous une p-valeur de 0.009, JFC avec 
une p-valeur de 0.004; ce qui montre des différences très significatives (p<O.Ol) 
entre les courbes ROC et l'approche basée sur valeurs brutes des métriques. 
Cependant, les systèmes ANT et 10 ne sont pas significatifs pour les tests de 
Friedman; nul besoin donc de procéder à plusieurs comparaisons d'approches. 
- Les résultats pour la Machine à vecteurs de support sont repris dans la table 
F.22 : les systèmes ANT, 10, JFC, MATH et LUCE E indiquent des tests de 
Friedman non significatifs puisqu'ayant tous des p-valeurs supérieurs à 0.05. Il 
n'est donc pas utile de procéder à plusieurs comparaisons afin d'identifier les 
différences entre les approches pour ces systèmes. Cependant, les systèmes POl 
et JODA avec des p-valeur égalent à 0.009 donnent de meilleures performances 
pour la méthode des courbes ROC. Le système IVY avec une p-valeur de 0.014 
(test de Nemenyi) indique quant à lui une égalité de performance entre la 
méthode des courbes ROC et la méthode d'Alves Rankings. 
- Les résultats pour la Forêt aléatoire sont repris dans la table F.23 : sur un total 
de huit systèmes, cinq indiquent de meilleures performances pour l'approche 
basée sur la méthode d'Alves Rankings. Les tests de Nemenyi montrent des 
performances intéressantes: ANT et POl avec une p-valeur de 0.014, 10 et 
IVY avec une p-valeur de 0.009 et JODA avec une p-valeur de 0.006. Trois 
systèmes donnent de meilleures performances pour la méthode des courbes 
ROC comme l'indique ces résultats qui sont tous très significatifs (p<O.Ol) : 
JFC et LUCENE ont une p-valeur égale à 0.009, MATH a une p-valeur égale à 
0.004. 
- Les résultats pour le Perceptron multicouche sont repris dans la table F.24 : 
la méthode des courbes ROC donne de meilleures performances. Les tests 
de Nemenyi montrent que l'approche basée sur les courbes ROC diffère très 
significativement de l'approche basée sur les valeurs brutes des métriques 
contrairement à l'approche d'Alves Rankings. Par exemple les systèmes IVY 
a une p-valeur de 0.004 et les systèmes ANT, JFC, MATH et LUCENE ont 
des p-valeur de 0.006. Seul le système JODA donne des p-valeur (p= 0.014) 
identiques pour l'approche des courbes ROC et d'Alves Rankings. 
- Les résultats pour les K plus proches voisins sont repris dans la table F.25 : 
La méthode d'Alves Rankings donne de meilleures performances pour cet 
algorithme. ous pouvons citer le système JFC avec un chi-carré de 9.333 et 
une p-valeur de 0.009 le système ANT et JODA avec des chi-carré de 8.316 et 
des p-valeur de 0.016 pour le test de Friedman ainsi que le système 10 avec un 
chi-carré de 8.444 et une p-valeur de 0.015. Ces résultats sont confirmés par 
les tests de Nemenyi pour JFC et 10 avec une p-valeur de 0.009, JODA avec 
une p-valeur de 0.006 et ANT avec une p-valeur de 0.014. 
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• Alves Rankings à 70% 
- Les résultats pour le Bayésien naïf sont repris dans la table F .26 : la méthode 
d'Alves Rankings avec cinq systèmes sur huit, dont le système POl avec une 
p-valeur égale à 0.006 et IVY avec une p-valeur de 0.03, donne de meilleures 
performances. 
- Les résultats pour la Machine à vecteurs de support sont repris dans la table 
F.27 : avec seulement quatre systèmes sur lesquels ont été appliqués le test 
de Nemenyi, la méthode de courbes ROC est celle qui présente les meilleures 
performances. Avec des p-valeur égalent à 0.002 les systèmes POl et IVY 
donnent des différences statistiques très significatives (p<O.Ol). Les quatre 
autres systèmes à savoir 10, JFC, MATH et LUCENE ne donnent pas des 
tests de Friedman significatifs. 
- Les résultats pour la Forêt aléatoire sont repris dans la table F.28 : la méthode 
des courbes ROC est majoritairement la meilleure en ce qui concerne les 
performances pour l'ensemble des systèmes. Les tests de Nemenyi montrent 
que le système LUCENE a une p-valeur de 0.001 , JFC a une p-valeur de 0.002; 
les systèmes ANT, POl, IVY et MATH ont des p-valeurs de 0.004. 
- Les résultats pour le Perceptron multicouche sont repris dans la table F.29 : 
la méthode des courbes ROC est largement performante pour sept systèmes, 
alors que la méthode d'Alves n'est performante que pour le système POl. Les 
tests de Nemenyi pour cet algorithme offrent des résultats intéressants pour 
certains systèmes tels que LUCENE avec une p-valeur de 0.001, les systèmes 
ANT, 10, IVY, JFC et JFC donnent des p-valeur égalent à 0.006. 
- Les résultats pour les K plus proches voisins sont repris dans la table F.30 : pour 
l'ensemble des systèmes, la méthode des courbes ROC présente de meilleures 
performances. Les tests de Nemenyi pour certains systèmes comme JFC et LU-
CE E (p=O.OOl), POl (p=0.002), IVY (0.004) et MATH (p=0.006) montrent 
que l'approche des courbes ROC diffère très significativement de l'approche 
basée sur les valeurs brutes des métriques . 
• Alves Rankings à 80% 
- Les résultats pour le Bayésien naïf sont repris dans la table F.31 : quatre 
systèmes donnent de meilleures performances en faveur de la méthode des 
courbes ROC, deux systèmes pour la méthode d 'Alves Rankings. Pour les 
courbes ROC, les systèmes JODA (p=0.006), IVY et JFC avec une même 
p-valeur de 0.009, donnent des performances intéressantes. Les systèmes 10 et 
MATH ne donnent pas des tests de Friedman significatifs. 
- Les résultats pour la Machine à vecteurs de support sont repris dans la table 
F .32 : les tests de Nemenyi montrent que cinq systèmes, à savoir ANT (p=0.009), 
POl et LUCENE (p=0.014), IVY (p=0.021) et JODA (p=0.03) indiquent de 
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meilleures performances pour l'approche basée sur les courbes ROC. Cependant, 
les systèmes 10, JFC et MATH ne donnent pas des tests de Friedman signifi-
catifs, on n'a donc pas pu procéder à plusieurs comparaisons afin d'identifier 
les différences entre les approches pour identifier la plus performante. 
- Les résultats pour la Forêt aléatoire sont repris dans la table F.33 : la méthode 
des courbes ROC est largement performante. Des performances intéressantes 
sont données par les tests de Nemenyi. Comme pour les systèmes JFC et 
LUCENE ont une p-valeur de 0.002, POl et IVY ont une p-valeur de 0.006 
et JODA a une p-valeur de 0.009. La méthode d'Alves Rankings ne donne de 
bonne performance que pour le système ANT avec une p-valeur de O.Ol. 
- Les résultats pour le Perceptron multicouche sont repris dans la table F.34 : 
les méthodes des courbes ROC et d'Alves Rankings donnent de meilleures 
performances tel que l'illustrent les résultats des tests de emenyi pour ANT 
(p=0.014), POl (p=0.004), JODA (p=0.014) et LUCENE (p=0.004) pour la 
méthode d'Alves Rankings IVY et JFC (p=0.006) ainsi que MATH (p=0.043) 
pour la méthode des courbes ROC. Cependant le système 10 avec un chi-
carré de 5.304 et une p-valeur de 0.07 ne permet de procéder à des multiples 
comparaisons de différentes approches. 
- Les résultats pour les K plus proches voisins sont repris dans la table F.35 : 
la méthode des courbes ROC est largement performante à l'exception du 
système MATH avec un chi-carré de 5.429 et une p-valeur de 0.066 ne permet 
de procéder à des multiples comparaisons de différentes approches. Avec les 
tests de Nemenyi certains systèmes montrent des différences statistiques très 
significatives pour POl, JFC et LUCENE avec des p-valeurs de 0.002, IVY 
et JODA avec des p-valeur égalent à 0.006 ainsi que ANT avec une p-valeur 
de 0.009. Seul le système 10 (p=0.009) donne de résultats intéressants pour 
l'approche d'Alves Rankings. 
• Alves Rankings à 90% 
- Les résultats pour le Bayésien naïf sont repris dans la table F.36 : la méthode 
des courbes ROC présente de meilleures performances. Deux systèmes ANT et 
IVY avec une même p-valeur de 0.021 sont en faveur de la méthode d'Alves 
Rankings. Pour les courbes ROC les résultats de emenyi montrent par exemple 
que les systèmes POl, JFC et LUCENE ont des p-valeurs inférieures à O.Ol. 
En revanche, le système 10 n'indique pas de test de Friedman significatif. 
- Les résultats pour la Machine à vecteurs de support sont repris dans la table 
F.37 : la méthode des courbes ROC est performante pour quatre systèmes, 
ANT (p=0.004), IVY (p=0.006), POl (p=0.008) et JODA (p=0.021). Les 
quatre autres systèmes, à savoir 10, JFC, MATH et LUCENE ne donnent pas 
des tests de Friedman significatifs. 
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- Les résultats pour la Forêt aléatoire sont repris dans la table F.38 : la méthode 
des courbes ROC est performante pour un grand nombre de systèmes. Comme 
l'indique les tests de Nemenyi pour les systèmes JFC (p=0.006), POl, 10 
et LUCENE partagent tous une p-valeur égale à 0.008. La méthode d 'Alves 
Rankings ne donne pas des résultats intéressants. Cependant, le système MATH 
n'indique pas de test de Friedman significatif. 
- Les résultats pour le Perceptron multicouche sont repris dans la table F.39 : 
la méthode d 'Alves Rankings n 'est performante que pour les systèmes JODA 
(p=0.043) et IVY (p=0.021). La méthode des courbes ROC donne de meilleures 
performances pour un large nombre de systèmes. Parmi ces systèmes, on peut 
citer ANT (p=0.004) , JFC (p= 0.006) , POl et 10 avec une p-valeur de 0.008 
qui ont des résultats intéressants, comme l'illustrent les tests de emenyi. Les 
systèmes MATH et LUCENE indiquent quant à eux des tests de Friedman non 
signifi ca tifs. 
- Les résultats pour les K plus proches voisins sont repris dans la table FAO : 
à l'exception du système MATH pour lequel le test de Friedman n 'est pas 
significatif, les autres systèmes indiquent de meilleures performances pour la 
méthode des courbes ROC. Les tests de Nemenyi montrent que les systèmes 
suivants ont une p-valeur inférieure à 0.01 : ANT (p=0.006) ; POl, 10, LUCENE 
qui ont une p-valeur similaire de 0.008 ainsi que JFC (p=0.009). Ces résultats 
démontrent l'aspect prépondérant de l'approche des courbes sur l'approche 
d'Alves Rankings et celle basée sur les valeurs brutes des métriques. 
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5.1 M enaces de validité 
Notre étude au regard de bien d'autres études en génie logiciel est confrontée à 
des menaces qui peuvent biaiser la validité de certains résultats. Premièrement, notre 
étude couvre un ensemble de huit différents systèmes logiciels, cela sous-entend que les 
conclusions liées à ces différents systèmes ne peuvent être généralisées sur l'ensemble 
d'autres systèmes qui n'ont pas fait l'objet de notre étude. Ce genre d 'études doivent 
être reproduites sur un grand nombre de systèmes pour pouvoir tirer des conclusions 
généralisables. L'ensemble de nos systèmes a été écrit en Java, ce qui signifie que les 
caractéristiques d'extraction inhérentes aux métriques logicielles de ces systèmes peuvent 
différer des autres langages de programmation, quoique le langage Java est un bon 
représentant des langages de programmation orientés objet. Ces faits impacteraient sur 
la possibilité de généraliser nos conclusions à d'autres systèmes écrits dans des langages 
autres que Java. 
L'autre menace de validité est liée aux différents niveaux d 'extraction 30%, 70%, 
80% et 90% choisis pour la détermination de valeurs seuils pour la méthode d'Alves 
Rankings. L'utilisation des niveaux de pourcentage d'extraction autres que ceux utilisés 
dans notre étude pourraient donner des résultats légèrement différents. 
L'autre menace à laquelle on fait face concerne la configuration utilisée lors de 
l'application des algorithmes d'apprentissage automatique avec les paramètres par 
défaut de l'outil WEKA. En effet, ces différents algorithmes ont été appliqués pour les 
trois différentes approches afin d'en dégager la plus performante d'entre elles. Ceci peut 
donc affecter l'évaluation des performances de ces dernières. 
Une autre menace consiste dans le fait que si on applique la régression logistique 
multinomiale ou la régression logistique linéaire uni variée dans nos modèles, cela aboutira 
à des classifications prenant en compte des niveaux (1 à 5) d'efforts de test différents . 
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Donc, l'application d'une classification ordinale va impacter d'une manière ou d'une 
autre les résultats et les conclusions tirés de la présente étude. 
5.2 Conclusion et p erspectives 
Dans cette étude, nous avons voulu comparer différentes méthodes de calcul de seuil 
ainsi que les valeurs brutes des métriques logicielles afin de réaliser la prédiction des 
efforts de test. Nous avons donc étudié ces différentes approches pour construire des 
modèles de prédiction des efforts de test. Ces modèles offrent une aide importante aux 
testeurs (développeurs) en leur permettant de focaliser leur attention sur les composants 
critiques des systèmes nécessitant des efforts (relativement) importants de test. Dans 
cette optique, nous offrons aux concepteurs de logiciels et testeurs des outils adéquats 
pour garantir la qualité des systèmes logiciels. En considérant la prédiction des efforts de 
test basée sur les valeurs seuils, nous avons calculé les seuils des métriques en utilisant 
deux différentes techniques; à savoir les courbes ROC et Alves Rankings. À ces différentes 
techniques, nous avons joint les valeurs brutes des métriques et essayé de prédire les 
efforts de test pour 8 ensembles de données (provenant de 8 systèmes logiciels différents). 
Ces différentes méthodologies ont été comparées en utilisant les valeurs seuils obtenues. 
Nous avons calculé le g-mean et l'AUC pour évaluer la qualité de prédiction de nos 
modèles avec une validation croisée lü-plis. 
Pour construire nos modèles, nous avons utilisé cinq algorithmes d'apprentissage 
automatique qui sont : le Bayésien naïf, la Machine à vecteurs de support, la Forêt 
aléatoire, le Perceptron multicouche et les K plus proches voisins. 
L'utilisation de deux techniques de calcul de seuils a permis d'obtenir des valeurs 
seuils valides pour tous les systèmes, à l'exception du système POl qui n'a fourni aucune 
valeur seuil pour la méthode d'Alves Rankings à son niveau d'extraction de 90%. Ces 
techniques nous ont permis de déterminer de manière objective les valeurs seuils des 
métriques et nous ont permis de répondre positivement à la question de recherche 1. 
La technique d'Alves Rankings a été étudiée pour savoir si elle donnerait des résultats 
acceptables quand elle est combinée aux algorithmes d'apprentissage automatique pour 
la prédiction des efforts de test. Nos expérimentations indiquent d'excellents résultats 
pour la prédiction des efforts de test. Ces résultats montrent que pour la métrique 
d'effort de test BIN -KM5 (classification avec l'approche basée sur les K -moyennes), les 
algorithmes Forêt aléatoire et K plus proches voisins sont ceux les plus performants à 
30%, 70% et 80%. L'algorithme de Forêt aléatoire est le plus performant et celui de K 
plus proches voisins l'est à 90%. Pour la métrique d'effort BIN-MEAN (classification 
avec l'approche basée sur les moyennes), les résultats sont quasi similaires, mais à 
80% où l'algorithme de K plus proches voisins est le plus performant et à 90% ce 
sont les algorithmes de Forêt aléatoire et les K plus proches voisins qui le sont. La 
technique des courbes ROC donne des résultats similaires pour les mêmes algorithmes 
en termes de performance. Il se dégage que la Forêt aléatoire est l'algorithme le plus 
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performant suivi de K plus proches voisins. Pour les deux métriques représentant (de 
deux manières différentes) l'effort de test BIN-KM5 et BIN-MEAN, on constate que 
ces deux algorithmes donnent de meilleures performances pour les deux techniques de 
calcul de seuils. Il est fort important de souligner que les autres algorithmes donnent 
de bons résultats aussi, à l'exception de la Machine à vecteurs de support qui donne 
des résultats plus ou moins acceptables. Nous pouvons donc répondre à la question de 
recherche 2 positivement, c'est-à-dire que les techniques d'apprentissage automatique 
ont permis d'améliorer significativement les performances des techniques de calcul de 
valeurs seuils. 
Les résultats obtenus nous permettent aussi de répondre positivement à la question 
de recherche 3. Les performances produites par l'approche basée sur les valeurs brutes 
des métriques sont mauvaises pour tous les algorithmes pour lesquels des modèles de 
prédiction ont été construits. 
Afin de déterminer laquelle de ces deux techniques est la plus performante pour la 
prédiction des efforts de test et pour répondre à la question de recherche 4, nous avons 
utilisé les tests de Friedman et Nemenyi. Nos résultats montrent que la méthode des 
courbes ROC est celle qui donne de meilleures performances. Cependant, nous concluons 
aussi qu'Alves Rankings est une bonne méthode pour le calcul de valeurs seuils, bien que 
les courbes ROC puissent avoir de meilleures performances en se basant sur nos tests 
statistiques. En tant que technique non supervisée, Alves Rankings est facile à appliquer 
sans au préalable avoir des données sur l'effort de test. L'utilité de son application est à 
considérer; son point fort réside dans le fait qu'elle ne requiert pas des données relatives 
à l'effort de test (technique non supervisée contrairement à celle basée sur les courbes 
ROC qui elle nécessite des données d 'apprentissage). 
Comme perspectives, nous pourrions étendre notre étude en appliquant les méthodes 
de courbes ROC et d'Alves Rankings sur un ensemble d'autres systèmes pour valider leur 
utilité dans l'ensemble. On peut aussi les appliquer sur plusieurs versions des systèmes 
utilisés dans notre étude, pour valider nos modèles de prédiction des efforts de test. Il est 
aussi utile de trouver une méthodologie pour définir les différents niveaux de pourcentage 
d'extraction des valeurs seuils pour la méthode d'Alves Rankings. Par ailleurs, notre 
étude pourrait être approfondie en considérant des niveaux d'efforts de test suivant une 
certaine échelle de valeurs. 
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ANNEXE A . PRÉDICTION DE L 'EFFORT DE TEST: APPROCHE SUPERVISÉE (BIN-KM5) 
Systèmes ANT POl 
M é triques F'PR j<'NR g-mean j<'PH. j<'NH. g-mea n 
CBO ° 0,045 0 ,977 ° 0,037 0,981 DIT - - - ° ° 1 LCOM 0,025 ° 0,987 0,026 0,053 0,96 LOC ° 0,063 0,969 ° 0,119 0,939 NOC ° 0,6 0,632 - - -RFC ° 0,092 0,953 ° 0,244 0,869 WMC ° 0,103 0,947 ° ° 1 Systè m es 10 IVY 
Metrlques ~l-'H. ~ . H. g-mean ~l-'H. ~ NH. g-mean 
CBO ° 0 ,1 0,949 0,049 ° 0 ,975 DIT - - - ° ° 1 LCOM ° 0,609 0,625 ° 0,25 0,866 LOC 0,029 0,091 0,939 0,015 0,074 0,955 
NOC - - - - - -
RFC 0,029 0,061 0,955 0,019 ° 0,99 WMC 0 ° 1 ° ° 1 Systè m es JFC JODA 
Métr ques j<'PH. j<'NH. g-mea n j<'PH. l''NH. g-mean 
CBO ° 0,056 0,972 ° ° 1 DIT - - - - - -
LCOM ° 0.177 0,907 ° 0,03 0,985 LOC 0,011 0,037 0,976 0,019 ° 0,99 NOC - - - - - -
RFC ° 0.114 0.941 ° ° 1 WMC ° 0,119 0.939 0,019 ° 0,99 Systèmes MATH LUCENE 
Metr ques FPR g-mean _~l-'H. ~ ·NH. g-mean 
CBO ° ° 1 ° 0,095 0,951 DIT ° 0,048 0.976 - -LCOM ° 0,143 0,926 - - -LOC ° 0,05 0.975 ° 0,063 0,969 NOC - - - - - -
RFC ° 0,15 0 ,922 0 0,15 0,922 WMC ° 0,261 0.86 ° 0.333 0 ,817 
TABLE A.l - Rés ultats de la class ificatio n avec Bayésie n naïf e t la métrique BIN-KM5 
Systèmes ANT POl 
M e tr ques ~ N J g-mean ~l-'H. ~ ·N H. g-mea n 
CBO ° 0,182 0,904 ° 0 ,5 78 0,65 DIT - - - ° ° 1 LCOM ° 0,935 0,255 ° 0.974 0 ,1 61 LOC ° 0.328 0,82 ° 0.571 0,655 NOC ° 0,9 0,316 - - -RFC 0.63 ° 0,608 ° 0,764 0.486 WMC ° 0.293 0,841 ° 0,755 0.495 Systèmes 10 IVY 
Metr ques r-iJH. ~·NH. g-mean l''PH. l''NH. g-mea n 
CBO ° 0.8 0.447 ° 0,278 0,85 DIT - - - 0,016 ° 0,992 LCOM ° 0.957 0.207 ° 0,964 0 ,1 9 LOC ° 0,848 0.39 ° 0,63 0,608 NOC - - - - - -
RFC ° 0.758 0.492 ° 0.116 0,94 WMC 0,121 0.853 0.36 ° 0.731 0 ,519 Systèmes JFC JODA 
M e triques l''PH. FNR g-mean FPR FNR g-mean 
CBO ° 0,14 0 ,927 ° 0,152 0.921 DIT - - - - - -
LCOM ° 0,962 0 ,195 ° 0,697 0,55 LOC 0,944 ° 0.237 ° 0,792 0.456 NOC - - - - - -
RFC ° 0,394 0.778 ° 0,147 0.923 WMC ° 0,712 0.537 ° 0.348 0,807 Systèmes MATH LUCENE 
M é tr ques ~ g-mea n ~l-'H. ~·NH. g-mean 
CBO ° 0.407 0 ,77 ° 0.619 0,617 DIT ° ° 1 - - -LCOM ° 0.429 0,756 - - -LOC ° 0 ,9 0,316 ° 0,875 0,354 NOC - - - - - -
RFC ° 0.55 0,671 ° 0.875 0,354 WMC ° 0,87 0,361 ° 0 ,944 0,237 
TABLE A.2 - Résultats de la classification avec Machine à vecte urs d e s uppo rt e t la mét rique B IN-KM5 
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Sys t è m es ANT POl 
M é triques FPR FNR g-m ean FPR FNR g-mean 
CBO 0 0 1 0 0 1 
DIT - - - 0 0 1 
LCOM 0 0 1 0 0.026 0 .987 
LOC 0 0.016 0.992 0 0 1 
NOC 0 0 1 - - -
RFC 0 0 1 0 0 1 
WMC 0.0 19 0 0.99 0.003 0 0 .998 
Sys t è m es 10 IVY 
M e tr ques FPR FNR g-mea n FPR FNR g-mean 
CBO 0 0 1 0 0 1 
DIT - - - 0 0 1 
LCOM 0 0 1 0.015 0 0 .992 
LOC 0.029 0 0.985 0.015 0 0 .992 
NOC - - - - - -
RFC 0.088 0 0.955 0 .019 0.023 0 .979 
WMC 0 0 1 0 0 1 
Systè m es JFC JODA 
Metr que s FPR FNR g-mean FPR FNR g-mean 
CBO 0 0 1 0 0 1 
DIT - - - - - -
LCOM 0 0 1 0 0.03 0.985 
LOC 0 0 1 0.019 0 0 .99 
NOC - - - - - -
RFC 0 .0 1 1 0.008 0 .99 0 0 1 
WMC 0 0 1 0.0 19 0 0.99 
Systè m es MATH LUCENE 
M e t rIques FPR FNR g-m ean FPR -pmr g-m ean 
CBO 0 0 1 0 0 1 
DIT 0 0 1 - - -
LCOM 0 0 1 - - -
LOC 0 0 1 0 0 1 
NOC - - - - - -
RFC 0 0 1 0 .014 0 0.993 
WMC 0 0 1 0 0 1 
TABLE A .3 - Résu ltats d e la classifi catio n avec la Fo rê t a léat o ire e t la mé trique BIN-KM5 
Sys t è m es ANT POl 
M e triques FPR FNR g-mean ~. Ho FNR g-mean 
CBO 0 0 1 0 .028 0.044 0.964 
DIT - - - 0 0 1 
LCOM 0 0.032 0.984 0 0.211 0.888 
LOC 0.085 0.016 0.949 0.011 0.034 0.977 
NOC 0 0 1 - - -
RFC 0 0 1 0.031 0.065 0.952 
WMC 0 0 1 0 0.02 0.99 
Sys t è m es 10 IVY 
M e tr ques ~'PR ~'N R g-m ean FPR FNR g-m ean 
CBO 0 0 1 0 0.056 0.972 
DIT - - 0 0 1 
LCOM 0.023 0.478 0.714 0 0.35 7 0.802 
LOC 0.029 0 0.985 0 0.037 0.981 
NOC - - - - - -
RFC 0.088 0 0.955 0 0.023 0.988 
WMC 0.061 0.029 0.955 0 0 1 
Systè m es JFC JODA 
MetrIques FPR FNR g-mean FPR TNR g-mean 
CBO 0.008 0 0.996 0 0 1 
DIT - - - - - -
LCOM 0.014 0.329 0.813 0 0.061 0.969 
LOC 0.011 0.044 0.972 0.019 0 0 .99 
NOC - - - - - -
RFC 0 0.053 0.973 0 0.029 0.985 
WMC 0.006 0.085 0.954 0.019 0 0 .99 
Sys t è m es MATH LUCENE 
M e trIques ~. ~. g-mean FPR FNR g-rnean 
CBO 0 0 1 0 0 1 
DIT 0 0 1 - -
LCOM 0 0.143 0.926 - - -
LOC 0 0 1 0 0 1 
NOC - - - - - -
RFC 0 0 1 0 0.075 0.962 
WMC 0.028 0.043 0.964 0 0.139 0.928 
TABLE A.4 - R ésu ltats d e la classifi cation avec Pe rceptron multicouche e t la m é trique B IN-KM5 
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Sys t è m es ANT POl 
M e tr ques FPR FNR g-mean FPR ~ g-mean 
CBO 0 0 1 0 0 1 
DIT - - - 0 0 1 
LCOM 0 0 1 0 0 .026 0 .987 
LOC 0 0.016 0.992 0 0 .006 0.997 
NOC 0 0 1 - - -
RFC 0 0 1 0 0 1 
WMC 0.019 0.01 7 0.982 0 0 1 
Sys t è mes ID IVY 
M e triques l''PR FNR g-mean FPR FN R g-mean 
CBO 0 0 1 0 0 1 
DIT - - - 0 0 1 
LCOM 0 0 1 0.015 0 0.992 
LOC 0.029 0 0.985 0 .0 15 0 .037 0.974 
NOC - - - - - -
RFC 0.029 0 0.985 0.019 0.023 0 .979 
W MC 0 0 1 0 0 1 
Systè m es JFC JODA 
M é triques FPR FNR g-mean FPR ~ g-mean 
CBO 0 0 1 0 0 1 
DIT - - - - - -
LCOM 0 0 1 0 0.03 0.985 
LOC 0 0 1 0 .0 19 0 0.99 
NOC - - - - - -
RFC 0 0.008 0.996 0 0 1 
W MC 0 0 1 0.019 0 0.99 
Sys t è m es MATH LUCENE 
M é tr ques l''P R FN R g-mean FPR FNR g-mean 
CBO 0 0 1 0 0 1 
DIT 0 0 1 - - -
LCOM 0 0.071 0.964 - - -
LOC 0 0 1 0.01 0.063 0.964 
NOC - - - - - -
R FC 0 0 1 0.014 0 0.993 
WMC 0 0.043 0.978 0 0 .028 0 .986 
TABLE A.5 - Rés ulta ts de la class ification avec K plus proches vois ins e t la m é t rique BIN-KM5 
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ANNEXE B. PRÉDICTION DE L 'EFFORT DE TEST: APPROCHE SUPERVISÉE (BIN-MEAN) 
Systèmes ANT pal 
MetrIques FPR FNR g-mean j<' PH. j<'NH. g-mean 
CBO 0 0.045 0.977 0 0.175 0.908 
DIT - - - 0 0 1 
LCOM 0.012 0 0.994 - - -
LOC 0 0.063 0.969 0 0.155 0.919 
NOC - - - - - -
RFC 0 0.092 0.953 0 0.256 0.863 
WMC 0 1 0 0 0.148 0.923 
Systè mes la IVY 
Metriques n-'H. YNH. g-mean " '1-'H. " NH. g-mean 
CBO 0 0.143 0.926 0 0 .156 0.919 
DIT 0.053 0 0.973 0 0 1 
LCOM 0 0.609 0.625 0 0 .25 0.866 
LOC 0 0.174 0.909 0.015 0.074 0.955 
NOC - - - - - -
RFC 0.026 0.103 0.935 0.018 0 0.991 
WMC 0 0.474 0.725 0 0 1 
Systèmes JFC JODA 
MetrIques j<'FH. F NH. g-mean j<'PH. j<'N H. g-mean 
CBO 0 0 0.994 0 0.042 0.979 
DIT - - - 0 0.034 0.983 
LCOM 0.232 0 .232 0.876 0 0.03 0.985 
LOC 0.088 0.088 0.955 0.019 0 0 .99 
NOC - - - - - -
RFC 0.071 0.071 0.964 0 0.03 0.985 
WMC 0.064 0.064 0.967 0.019 0 0.99 
Systèmes MATH LUCENE 
__ ~~triques "1-'H. " ·N li. g- m ean " '1-'H. YNH. g-mean 
CBO 0 0 1 0 0.095 0.951 
DIT 0 0.048 0.976 - - -
LCOM 0 0.143 0.926 - - -
LOC 0 0.05 0 .975 0 0.238 0.873 
NOC - - - - - -
RFC 0 0.1 5 0.922 0 0.058 0.971 
WMC 0 0.261 0.86 0 0.4 0.775 
TABLE B.1 - Résu ltats de la c1assification avec Bayésien naïf et la métrique BIN-MEAN 
Systèmes ANT pal 
~triques " H. " ·N H. g-mean " '1-'H. "NH. g-mean 
CBO 0 0.182 0.904 0 0.6 0.632 
DIT - - - 0 0 1 
LCOM 0 0.929 0.266 - - -
LOC 0 0.328 0.82 0 0.571 0.655 
NOC - - - - - -
RFC 0.63 0 0.608 0 0.767 0.483 
WMC 0 1 0 0 0.692 0.555 
Systè mes la IVY 
MétrIques " ·Pli. j<·N H. g-mean I<'PH. FNH. g-mean 
CBO 0 0.821 0.423 0 0.4 0.775 
DIT 0.789 0 0.459 0.016 0 0.992 
LCOM 0 0.957 0.207 0 0.964 0.19 
L OC 0 0.913 0.295 0 0.63 0.608 
NOC - - - - - -
RFC 0 0.897 0.321 0 0.026 0.987 
WMC 0 0.842 0.397 0 0.731 0.519 
Systè mes JFC JODA 
MetrIques FPR FNR g-mean FPt<. l' H. g-mean 
CBO 0 0.213 0.887 0 0 1 
DIT - - - 0 0.345 0.809 
LCOM 0 0.963 0.192 0 0.697 0.55 
LOC 0 0.559 0.664 0 0.792 0.456 
NOC - - - - - -
RFC 0 0.373 0.792 0 0.152 0.921 
WMC 0 0.654 0.588 0 0.348 0 .807 
Systèmes MATH LUCENE 
M e triques "1-'Ii. " ·N H. g-m ean j<'pH. j<·N H. g- mean 
CBO 1 0 0 0 0.619 0.617 
DIT 0 0 1 - -
LCOM 0 0.429 0 .756 - - -
LOC 0 0.9 0.316 0 0.929 0.266 
NOC - - - - - -
RFC 0 0.55 0.671 1 0 0 
WMC 0 0.87 0.361 0 0.943 0.239 
TABLE B.2 - Résultats de la c1assification avec Machine à vecteurs de s upport e t la métrique BIN- MEAN 
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Systèmes ANT POl 
Métriques FPR FNR g-mean FPR FNR g-mean 
CHa 0 0 1 0 0 1 
DIT - - - 0 0 1 
LCOM 0 .012 0 0.994 - - -
LOC 0 0.016 0.992 0.005 0 0.997 
NOC - - - - - -
RFC 0 0 1 0 0 1 
WMC 0 0.5 0.707 0 0 1 
Systèmes 10 IVY 
MetrIques ~·P H. ~. g-mean FPR -FNR g-mean 
CHO 0 0 1 0 0 1 
DIT 0 0 1 0 0 1 
LCOM 0 0 1 0.015 0 0.992 
LOC 0.045 0 0.977 0.015 0 0.992 
NOC - - - - - -
RFC 0.026 0.034 0.97 0 0 1 
WMC 0.021 0 0.989 0 0 1 
Systèmes JFC JODA 
Métr ques FPR FNR g-mean FPR FNR g-mean 
CHO 0 0 1 0 0 1 
DIT - - - 0 0 1 
LCOM 0.007 0 0.996 0 0.03 0.985 
LOC 0 0 1 0.019 0 0.99 
NOC - - - - - -
RFC 0 0 1 0.023 0 0.988 
WMC 0.007 0 0.996 0.019 0 0.99 
Systèmes MATH LUCENE 
MetrIques FPR FNR g- m ean FPR """FNR." g-mean 
CHO 0 0 1 0 0 1 
DIT 0 0 1 - - -
LCOM 0 0 1 - - -
LOC 0 0 1 0.014 0 0.993 
NOC - - - - - -
RFC 0 0 1 0 0 1 
WMC 0 0 1 0.013 0 0 .993 
TABLE B.3 - Résultats de la classification avec Forêt a léatoire et la métrique BIN-MEAN 
Systèmes ANT POl 
Metr ques FPR ~. g-mean ~ .. Il. FNR g-mean 
CHO 0 0 1 0.009 0.025 0.983 
DIT - - - 0 0 1 
LCOM 0 0.071 0 .964 - - -
LOC 0.085 0.016 0.949 0.021 0.031 0.974 
NOC - - - 0.009 0.068 0.961 
RFC 0 0 1 - -
WMC 0 0.5 0 .707 0.038 0.047 0.957 
Systèmes 10 IVY 
Metr ques FPH. FNR g- m ean FPR FNR g-mean 
CHO 0 0 1 0 0.044 0.978 
DIT 0 0 1 0 0 1 
LCOM 0.023 0.478 0.714 0 0.357 0.802 
LOC 0.068 0 0.965 0 0.037 0.981 
NOC - - - - - -
RFC 0 0.034 0.983 0 0 1 
WMC 0.042 0.053 0.952 0 0 1 
Systèmes JFC JODA 
Metriques FPR FNR g-mean FPR """FNR g-mean 
CHa 0 0 1 0 0 1 
DIT - - - 0 0 1 
LCOM 0.028 0.256 0 .85 0 0 .061 0.969 
LOC 0.019 0.044 0.968 0.019 0 0.99 
NOC - - - - - -
RFC 0.03 0.016 0.977 0.023 0.03 0.973 
WMC 0.027 0.038 0.967 0.019 0 0.99 
Systèmes MATH LUCENE 
MetrIques ~. ~ . g-mean ~·PH. FNR g-mean 
CHa 0 0 1 0 0 1 
DIT - 0 1 - - -
LCOM 0 0.143 0.926 - - -
LOC 0 0 1 0.069 0.095 0.918 
NOC - - - - - -
RFC 0 0 1 0 0.029 0.985 
WMC 0.028 0.043 0 .964 0 .025 0.086 0.944 
TABLE B.4 - Résultats de la classification avec Perceptron multicouche et la métrique BIN-MEAN 
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ANNEXE E. PRÉDICTION DE L 'EFFORT DE TES T : APPROCHE SUPERVISÉE (EIN-MEA N) 
Sys t è m es ANT POl 
M é triques FPR FNR g-mean FPR FNR g-mean 
CBO 0 0 1 0 0 1 
DIT - - - 0 0 1 
LCOM 0 .0 12 0 0 .994 - - -
LOC 0 0 .016 0 .992 0 0 1 
NOC - - - - - -
RFC 0 0 1 0 0 1 
WMC 0 0.5 0.707 0 0 1 
Sys t è m es 10 IVY 
M e trique s ~· ,...rt ~ 'Nrt g-mean ~· ,...rt ~'N rt g-mean 
CBO 0 0 1 0 0 1 
DIT 0 0 1 0 0 1 
LCOM 0 0 1 0.0 15 0 0 .992 
LOC 0 0 1 0 .015 0.037 0 .974 
NOC - - - - - -
RFC 0.026 0 .034 0 .97 0 0 1 
WMC 0.021 0 0 .989 0 0 1 
S yst è m es JFC JODA 
M é triques FPH. FNH. g-m ean FPH. FNR g-mean 
CBO 0 0 1 0 0 1 
DIT - - - 0 0 1 
LCOM 0 .007 0 0.996 0 0 .03 0.985 
LOC 0 0.015 0 .992 0.019 0 0.99 
NOC - - - - - -
RFC 0 0 1 0 .023 0 0.988 
WMC 0 0 .013 0 .993 0 .0 19 0 0 .99 
S y s t è m es MATH LUCENE 
~~triques ~· ,... rt ~ ' Nrt g-mean ~· ,...rt ~ ' Nrt g-me an 
CBO 0 0 1 0 0 1 
DIT 0 0 1 - - -
LCOM 0 0 .071 0 .964 - - -
LOC 0 0 1 0.014 0 0 .993 
NOC - - - - - -
RFC 0 0 1 0 0 1 
WMC 0 0 .04 3 0.978 0 0.029 0. 985 
TABLE B.5 - Résu ltats de la classificatio n avec K plus proches vois ins e t la m é trique B IN- MEA N 
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ANNEXE. C 
Prédiction de l'effort de test: Approche non 
supervisée (BIN-KM5 & BIN-MEAN) 
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Classification avec Bayésien naïf 
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ANNEXE C. PRÉDICTION DE L 'EFFORT DE TEST: APPROCHE N ON S UPERVISÉE 
(BIN-KM5 fj BIN-MEAN) 
Sys t è m e s ANT POl 
M e t r lques ~'PK ~'NK g-m ean " ' K "N I g-mean 
cao 0 0.01 0.995 0 0 .124 0 .936 
DIT - - - - - -
LCOM 0 0.45 0.742 0 0.363 0.798 
LOC 0 0.058 0.971 0 0 .181 0.905 
NOC - - - - - -
RFC 0 0.086 0.956 0 0.244 0.869 
WMC 0 0 .088 0.955 0 0.148 0 .923 
S ystè m es 10 IVY 
M e trlques FPR ~'NH. g-mean ~'PK ~'NK g-m ean 
cao 0 0 .1 0.949 0 0.139 0.928 
DIT - - - - - -
LCOM 0 0.609 0.625 0 0 .425 0.758 
LOC 0 0.211 0.888 0.031 0 0.984 
NOC - - - - -
RFC 0.049 0 .115 0 .917 0.036 0.026 0.969 
W MC 1 0.031 0 0.016 0.059 0.962 
Systè m es JFC JODA 
M é trlques ~ 'PK ~ K g-mea n ~ PK " N K g-m ean 
cao 0.007 0 0.996 0.047 0 0.976 
D IT - - - - - -
LCOM 0 0 .261 0.86 0 0 .207 0.89 1 
LOC 0 0 .099 0.949 0 .038 0 0. 981 
NOC - - - - - -
RFC 0 .022 0 0.98 9 0 0 1 
WMC 0 0.08 0.959 0 0 1 
Sys t è m es MATH LUCENE 
M e triques ~'PH. t'NH. g-mean ~' PH. ~'NH. g-m ean 
cao 0 0 1 0 .047 0 0 .976 
DIT - - - - - -
LCOM 0 0.345 0.809 0 0 .77 0.48 
LOC 0 0 .105 0.946 0 0 .133 0 .931 
NOC - - - 0 0.325 0.822 
RFC 0 0 .042 0.979 0 0 .182 0.904 
WMC 0 0.056 0.972 0 0.286 0.845 
TABLE C .I - Résulta ts de la class ificatio n avec Bayésie n naïf e t les mé triqu es B IN-KM 5 & BIN-MEAN à 30% 
S y s t è m es ANT POl 
M e trlques "·PH. " ·NH. g- m ean ~' P I{ t'NH. g-m ean 
cao 0 0 1 0 .018 0 0.99 1 
DIT 0 0 1 0 0 1 
LCOM 0.014 0.146 0 .918 0 .021 0 .063 0.958 
LOC 0 .05 0 0.975 0.015 0 0.992 
NOC - - - - -
RFC 0.13 0 0.993 0.015 0 0.992 
WMC 0.038 0 0.98 1 0.021 0 0.989 
Sys t è m es JO IVY 
M étriques FPR FNR g-mean -" ~. K g-mean cao 0 .016 0 .33 3 0.81 0.03 5 0 0.982 
D IT - - - 0 0 1 
LCOM 0 .0 15 1 0 0.024 0 .3 0.827 
LOC 0 .015 1 0 0.022 0 0.98 9 
NOC 0 0.538 0.68 - - -
RFC 0 1 0 0 0 .143 0.926 
W MC 0 1 0 0.011 0 0.994 
Sys t è m es JFC JODA 
M é trique s ~'PK ~'NK g-m ean " 'PK " 'NK g-mean 
cao 0.005 0 0.997 0 0 .5 0.707 
DIT 0 0 1 - - -
LCOM 0 .024 0 0.988 0.05 7 0 0 .971 
L OC 0.028 0 0 .986 0 .028 0 0 .986 
NOC 0 0. 13 0.933 - - -
RFC 0.074 0.028 0 .949 - - -
WMC 0.019 0 0.99 0 .029 0 0.985 
Systè m es MATH LUCENE 
M é triques ~'PH. ~'NH. g-mean FPH. l'' NR g-mean 
cao 0 0 1 0.009 0 0 .995 
D IT - - - - - -
LCOM 0.05 7 0 0.971 0 0.167 0.91 3 
LOC 0 .0 18 0.33 3 0.809 0 .018 0 0.991 
NOC - - - 0 .044 0 0 .978 
R FC 0 0.25 0 .866 0.0 19 0 0.99 
WMC 0 0 1 0 .0 19 0 0. 99 
TABLE C .2 - Résultats de la class ificat io n avec Bayésie n naïf e t les m étriques B IN-K M5 & BIN-MEAN à 70% 
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ANNEXE C. PRÉDICTION DE L'EFFORT DE TEST: APPROCHE NON SUPERVISÉE 
(BIN-KM5 & BIN-MEAN) 
Systèmes ANT POl 
Metr ques .t'tt .Ntt g-mean FPR FNR g-mean 
CBO 0.025 0 0 .987 0.02 0 0.99 
DIT - - - - - -
LCOM 0 0 1 0.015 0.143 0.919 
LOC 0.06 a 0.97 0.009 a 0.995 
NOC - - - a 0 .188 0.902 
RFC 0.013 0 .125 0 .929 0 .017 a 0.991 
WMC 0.012 a 0.994 0.012 0.25 0.861 
Systèmes 10 IVY 
MétrIques ~·PH. ~·NH. g-mean . ·PH. ~·NH. g-mean 
CBO a 1 a 0.011 0.25 0.86 1 
DIT a a 1 - - -
LCOM a 1 a 0.022 0 .2 0 .885 
LOC a 1 a a a 1 
NOC a a 1 - - -
RFC a 1 a a 0 .25 0.866 
WMC a 1 a 0.011 a 0.994 
Systèmes JFC JODA 
Metriques Y'tt FNR g-mean FPR FNR g-mean 
CBO 0 .014 a 0.993 a 0.333 0 .817 
DIT - - - a a 1 
LCOM 0 .041 a 0.979 0 .042 a 0.979 
LOC 0.014 a 0.993 0.014 1 a 
NOC a 0.143 0.926 a 0.3 0.837 
RFC 0 .063 0.056 0.941 0.044 0.125 0.915 
WMC 0.009 a 0.995 a a 1 
Systèmes MATH LUCENE 
MètrIques . ·PH. ~' NI-t g-mean ~·PH. ~·NH. g-mean 
CBO a a 1 0.009 1 a 
DIT a 0.048 0.976 a a 1 
LCOM a a 1 0 .009 0 .333 0.813 
LOC a 1 0 0 1 0 
NOC - - - 0 .04 0 0.98 
RFC 0 1 0 0.009 1 0 
WMC 0 1 0 0.018 1 0. 991 
TA BLE C.3 - Résulta ts de la class ificati o n avec Bayésie n na ïf e t les m é triques BIN-KM 5 & BI N-MEAN à 80% 
Systèmes ANT POl 
Métriques • . t'H. ~' NI-t g-mean ~· PH. ~· NH. g-mean 
CBO 0 0 1 - - -
DIT - - - - - -
LCOM 0.049 0 0.975 - - -
LOC 0.057 0 0.971 - - -
NOC - - - - - -
RFC 0 0.071 0 .964 - - -
WMC 0.024 0 0.988 - - -
Systèmes 10 IVY 
MetrIques FPR FNR g-m ean FPR g m ean 
CBO - - - 0.011 1 0 
DIT 0 0 1 0 0 1 
LCOM - - 0 1 0 
LOC - - - 0.011 1 0.994 
NOC 0.031 0.333 0.804 0 0 .444 0.746 
RFC a - - 0 1 0 
WMC 0 - - 0 1 0 
Systèmes JFC JODA 
~~_tr ques . 't'tt . ·Ntt g-m ean ~' Ptt ~· NH. g-mean 
CBO 0 0 .333 0.817 0 0 .333 0.817 
DIT 0 0 1 0 0 .2 0 .894 
LCOM 0.009 0. 3 33 0.813 0.014 1 0.993 
LOC 0.013 0 0.993 0 1 0 
NOC 0.009 0 0.995 0 .014 a 0.993 
RFC 0 1 0 0 0. 333 0.817 
WMC 0.004 0 0 .998 0 1 0 
Systèmes MATH LUCENE 
Metr ques . ·t'tt • . 'H. g-mean FPH. j<·NH. g-mean 
CBO 0 0 1 - - -
DIT 0 0.048 0.976 0 0 1 
LCOM 0 .017 1 0 - - -
LOC - - - -
NOC 0 0.778 0 .471 0.049 0 0.975 
RFC - - - - - -
WMC - - - - - -
TABLE C.4 - R ésultats d e la classificat io n avec B ayésien naïf e t les m é triques BIN-KM5 & SIN-MEAN à 90% 
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vecteurs de support 
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ANNEXE C, PRÉDICTION DE L 'EFFORT DE TEST : APPROCHE NON S UPERVISÉE 
(BIN-KM5 fj BIN-MEAN) 
Sys t è m es ANT POl 
M e tr ques FPR FNR g-mean " 'P H. " 'N H. g-mean 
CBO 1 0 0 0 0,586 0,643 
DIT - - - - - -
LCOM 1 0 0 0 0,973 0,164 
LOC 0 0.288 0 ,844 0 0,638 0,602 
NOC - - - - - -
RFC 0 0. 3 79 0 ,788 0 0,764 0.486 
WMC 0 0.28 1 0.848 0 0,704 0.544 
Sys t è m es 10 IVY 
M é triques YPK I<·N H. g-mea n 1<' K I< N K g-mean 
CBO 0 0,8 0.44 7 0 0.417 0,764 
DIT - - - - - -
L COM 0 0 ,957 0.207 0 0,9 75 0, 158 
L OC 0 0,895 0.324 0 0 ,5 0,707 
NOC - - - - - -
RFC 0 0,953 0,277 0 0,026 0 ,987 
WMC 1 0 0 0 0,618 0,618 
Sys t è m e s JFC JODA 
M e triques FPH. " 'N H. g-mean " 'PH. " 'N H. g-mean 
CBO 0 0,069 0.965 0 0 0,969 
DIT - - - - - -
L COM 0 0,966 0. 184 0 0 ,655 0,587 
LOC 0 0,577 0,65 0 0,783 0.466 
NOC - - - - - -
RFC 0 0,189 0.901 0 0,323 0,823 
WMC 0 0 ,667 0.577 0 0,375 0,791 
Systè m e s MATH LUCENE 
M e tr ques 1< ' I< N I g-mean 1< 1< g-mean 
CBO 0 0.407 0,77 0 0.46 0 ,735 
DIT - - - - - -
L COM 0 0,69 0,557 1 0 0 
LOC 0 0,895 0,324 0 0,9 0,3 16 
NOC - - - 0 0 ,85 0,387 
R FC 0 0.333 0,817 0 0,818 0.427 
WMC 0 0,833 0.409 0 0,952 0,219 
TA BLE C.5 - Résu ltats de la class ification avec Machine à vecte urs d e suppo rt e t les m étr iques BIN-KM5 & BIN-MEAN à 30% 
Systè m e s ANT POl 
M e trIques 1< Yl" K g- m ea n I<·P H. I< NK g- m ean 
CBO 0 0,206 0,891 0 0,733 0,5 17 
DIT 0 0 1 0 0 1 
LCOM 0 0.951 0,22 1 0 0.938 0.251 
LOC 0 0. 129 0,933 0 0 .455 0.738 
NOC - - - - - -
RFC 0 0.6 0.632 0 0.824 0 .42 
WMC 0 0.323 0.823 0 0.786 0.463 
Sys t è m es 10 IVY 
M é triques I<'PK I<·NH. g-mea n " ·P H. " 'NH. g- m ean 
CBO 0 1 0 0 0.9 0.316 
DIT - - - 0.016 0 0 .992 
L COM 0 0.5 0.707 0 0.9 0.316 
LOC 0 1 0 0 0.667 0 .577 
NOC 0 0 .923 0.277 - - -
RFC 0 1 0 0 0 .857 0 .378 
WMC 0 0 1 0 0.875 0 .354 
Sys t è mes JFC JODA 
M e trIque s FPH. j<'NR g-mea n FPR FNR g-mean 
CBO 0 0.526 0.688 0 1 0 
DIT 0 0 1 - - -
L COM 0 0.824 0.42 0 0 .833 0.409 
L OC 0 0.733 0.517 0 0 .8 0.447 
NOC 0 0.913 0.295 - - -
RFC 0.074 0 0.962 - - -
WMC 0 0.786 0.463 0 1 0 
Systè mes MATH LUCENE 
M e tr ques 'K IK g-me a n 1< I<'N K g-m ean 
CBO 0 0.667 0.577 0 0.833 0 .409 
DIT - - - - -
L COM 0 0.333 0.817 0 0.833 0.409 
L OC 0 1 0 0 1 0 
NOC - - - 0 0.826 0.4 17 
RFC 0 1 0 0 0.857 0.378 
W MC 0 1 0 0 0.833 0.409 
TABLE C.6 - Résul tats de la class ification avec Machine à vecte urs d e support e t les métriques B IN-KM5 & BIN-MEAN à 70% 
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ANNEXE C. PRÉDICTION DE L 'EFFORT DE TEST: APPROCHE NON SUPERVISÉE 
(BIN-KM5 €3 BIN-MEAN) 
Systèmes ANT POl 
Metriques ~'PH. ~ ·NH. g-mean ~ ·PH. ~· NH. g-mean 
cao 0 0 1 0.003 0 0.998 
DIT - - - - - -
LCOM 0 0.061 0 .969 0 0 1 
LOC 0.012 0 0 .994 0.003 0 0.998 
NOC - - - 0 0 1 
RFC 0.013 0.094 0 .946 0.003 0 0.998 
WMC 0 0 1 0 0 1 
Systèmes 10 IVY 
MetrIques ~. H. ~r<1i. g-mean FPR FNH. g-mean 
cao 0 1 0 0 .011 0.25 0.861 
DIT 0 0 1 - - -
LCOM 0 1 0 0.022 0.4 0.766 
LOC 0 1 0 0 0 1 
NOC 0 0 1 - - -
RFC 0 1 0 0 0 1 
WMC 0 1 0 0 0.25 0.866 
Systèmes JFC JODA 
Metriques ~·PH. ~. ~H. g-mean ~·PH. ~·NH. g-mean 
cao 0 0 1 0 0. 333 0.816 
DIT - - - 0 0 1 
LCOM 0 0.111 0.943 0 0 1 
LOC 0.005 0 .125 0.933 0 .014 0.5 0.702 
NOC 0 0 1 0 0 1 
RFC 0 0.111 0.943 0 .029 0 0.985 
WMC 0 0 1 0 0 1 
Systèmes MATH LUCENE 
MetrIques FPR FNR g-m ean FPR FNR g-mean 
cao 0 0 1 0 .009 0 .5 0.704 
OIT 0 0 1 0 0 1 
LCOM 0 0 1 0 0 1 
LOC 0 1 0 0.009 1 0 
NOC - - 0 0 .077 0.96 1 
RFC 0 1 0 0.009 0. 5 0 .704 
W MC 0 1 0 0 0.5 0.707 
TABLE C .7 - Résultats de la class ificatio n avec Machine à. vecte urs de s uppo rt e t les m étriques BIN-KM5 & BIN-MEAN à. 80% 
Systèmes ANT POl 
Métr ques FPR FNR g- mean 'H. IH. g-mean 
cao 0 0.04 0.98 - - -
DIT - - - - -
LCOM 0 .012 0.069 0.959 - - -
LOC 0 0 .042 0.979 - - -
NOC - - - - -
RFC 0 0 .036 0 .982 - -
WMC 0 .012 0 0.994 - - -
Systèmes 10 IVY 
Métriques ~·PH. ~·N H. g-mean ~·PH. ~· NH. g-mean 
cao - - - 0.011 0.5 0.703 
OIT 0 0 1 0 0 1 
LCOM - - - 0 1 0 
LOC - - - 0 1 0 
NOC 0 0 .333 0.817 0 0 .111 0.943 
RFC - - - 0 1 0 
WMC - - - 0 1 0 
Systèmes JFC JODA 
Metriques ~'PH. FNH. g-mean FPR F NR g-mean 
cao 0 0 1 0 0.333 0.817 
OIT 0 0 1 0 0 1 
LCOM 0 0 1 0 .014 0 0.993 
LOC 0.004 0.333 0.815 0 1 0 
NOC 0.005 0.125 0 .933 0 0 1 
RFC 0 0.8 0.447 0 0 1 
WMC 0 0 1 0 0 1 
Systèmes MATH LUCENE 
Métr ques IH. g-mean ~NJ g-mean 
cao 0 0 .2 0.894 - - -
OIT 0 0 1 0 0 1 
LCOM 0.017 1 0 - - -
LOC - - - - - -
NOC 0 0 1 0 0 1 
RFC - - - - - -
WMC - - - - - -
T ABLE C.B - Résulta ts de la classificati o n avec Machine à vecte urs de s uppo rt e t les m étriques BIN-KM5 & BIN-MEAN à 90% 
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Classification avec Forêt aléatoire 
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ANNEXE C. PRÉDICTION DE L 'EFFORT DE TEST: APPROCHE NON SUPERVISÉE 
(BIN-KM5 f3 BIN-MEAN) 
Systèmes ANT pal 
M é tr ques n-K l' g-mean FPR ~'NR g-mean 
CBO 0 0 1 0 0 1 
DIT - - - - -
LCOM 0 0 1 0 0 1 
LOC 0 0 1 0 0 1 
NOC - - - - - -
RFC 0 0.017 0.991 0 0 1 
WMC 0.019 0 0.99 0 0 1 
Systèmes la IVY 
M étrIques l'PK l"NK g-mean l"PK l'NK g-mean 
CBO 0 0 1 0 0 1 
DIT - - - - - -
LCOM 0 0 1 0 0 1 
LOC 0 0.053 0.973 0 0 1 
NOC - - - - - -
RFC 0 0 1 0 0.026 0 .987 
WMC 0 0 1 0 0 1 
Systèmes JFC JODA 
IVletriques l"K FNR g-mean FPR ~'NR g-mean 
CBO 0 0 1 0 0 1 
DIT - - - - -
LCOM 0 0 1 0 0 1 
LOC 0 0 1 0.019 0.043 0. 969 
NOC - - - - - -
RFC 0 0 1 0 0 1 
WMC 0 .007 0 0.996 0 0 1 
Systèmes MATH LUCENE 
Métriques I< 'PK l"NK g-mean I<'PK I< 'NK g-mean 
CBO 0 0 1 0 0 1 
DIT - - - - - -
LCOM 0 0 1 0 0 1 
LOC 0 .025 0 0.987 0 0 1 
NOC - - - 0 0 1 
RFC 0.029 0 0 .985 0 0 1 
WMC 0 0.056 0 .972 0 0 1 
TABLE c .g - Résulta ts de la class ificat io n avec Fo rê t a léat o ire et les m é triques BIN-KM 5 & BIN-MEAN à 30% 
Systèmes ANT pal 
M é triques l"PK l"NK g-mean I<'PK l"NK g-mean 
CBO 0 0 1 0.003 0 0.998 
DIT 0 0 1 0 0 1 
LCOM 0 .014 0 0 .993 0.003 0 0.998 
LOC 0 .013 0.03 2 0 .978 0 .003 0 0.998 
NOC - - - - - -
RFC 0 0 1 0 0 1 
WMC 0 0 1 0.003 0.071 0.962 
Systèmes la IVY 
MetrIques FPR ~'NR g-m ean FPR FNR g-mean 
CBO 0.016 0.333 0.81 0 0 1 
DIT - - - 0 0 1 
LCOM 0 0.5 0.707 0.012 0 0.994 
LOC 0 .015 0 .5 0.702 0 0.1 6 7 0.913 
NOC 0 0 1 - - -
RFC 0 0.5 0.707 0 0 .071 0 .964 
WMC 0 0 .5 0.707 0 0 .125 0 .935 
Systèmes JFC JODA 
. M é triques " 'PK I<'NK g-mean I<'PK I<'NK g-mean 
CBO 0 0 1 0 0 1 
DIT 0 0 1 - - -
LCOM 0.005 0.059 0.968 0 0 .167 0.913 
LOC 0.005 0 .067 0.964 0 0.2 0.894 
NOC 0 0 1 - -
RFC 0 0 1 - - -
WMC 0 0.071 0.964 0 0 1 
Systèmes MATH LUCENE 
Métr ques l''1- K l"NK g- m ean l"PK l"NK g-m ean 
CBO 0 0 1 0.009 0 .16 7 0.909 
DIT - - - - - -
LCOM 0 0 1 0 0 1 
LOC 0 0.333 0.817 0 0 .333 0 .817 
NOC - - - 0 0 1 
RFC 0 0.25 0.866 0.009 0 0.995 
WMC 0 0.333 0.817 0 .009 0.167 0.909 
TABLE C . l O - Résulta t s d e la class ificati o n avec Fo rê t a léato ire e t les m é triques BIN-KM5 & S IN-MEAN à 70% 
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ANNEXE C. PRÉDICTION DE L 'EFFORT DE TEST: APPROCHE NON SUPERVISÉE 
(BIN-KM5 & BIN-MEAN) 
Systè mes ANT POl 
Métriques FPR FNR g- mean FPR FNR g- mean 
CBO 0 0 1 0.003 0 0.994 
DIT - - - - - -
LCOM 0 0.03 0.985 0 0 1 
LOC 0.012 0 0.994 0.003 0 0.994 
NOC - - - 0 0 1 
RFC 0 0 1 0.003 0 0 .994 
WM C 0 0 1 0 0 1 
Systèmes 10 IVY 
Metr ques ~'PK ~'N K g-mean ~'PK ~'N K g-mean 
CBO 0 1 0 0.011 0.25 0.861 
DIT 0 0 1 - - -
LCOM 0 1 0 0.022 0.2 0.885 
LOC 0 1 0 0 0 1 
NOC 0 0 1 - - -
RFC 0 1 0 0 0 1 
WMC 0 1 0 0 0.25 0.866 
Systèmes JFC JODA 
MetrIques t 'Pit ~'N lt g- mean t 'Pit t 'N it g-mean 
CBO 0 .005 0 0.997 0.014 0.333 0.811 
OlT - - - 0 0 1 
LCOM 0.005 0.111 0.941 0 0 1 
LO C 0 .005 0.125 0.933 0 0.5 0.707 
NOC 0 0 1 0 0 1 
RFC 0 0.056 0.972 0 0.125 0.935 
WM C 0 0 1 0 0 1 
Systèmes MATH LUCENE 
lVletrlques ~NI g-mean -~ 1<. g-mean 
CBO 0 0 1 0.009 0.5 0.704 
OlT 0 0 1 0 0 1 
LCOM 0 0 1 0 0 1 
LOC 0 1 0 0.009 1 0 
NOC - - - 0 0 1 
RFC 0 1 0 0.009 0.5 0.704 
WMC 0 1 0 0 0.5 0.707 
TABLE C. II - Résultats de la classification avec Forêt aléatoire et les métriques B IN-KM5 & BIN-MEAN à 80% 
Systèmes ANT POl 
Métr ques FPR FNR g-mean -"PK rNK g-mean 
CBO 0 0 1 - - -
OlT - - - - - -
LCOM 0 0 1 - - -
LOC 0 0 .042 0.979 - - -
NOC - - - - - -
RFC 0 0 1 - - -
W MC 0.012 0 0.994 - -
Systèmes 10 IVY 
Métr ques ~·P 1<. ~'NIt g-mean ~ · PIt ~'N It g-mean 
CBO - - - 0.011 0.5 0.703 
OlT 0 0 1 0 0 1 
LCOM - - - 0 1 0 
LO C - - - 0.011 1 0.994 
NOC 0 0.333 0.817 0 0 1 
RFC - - - 0 0.5 0 .707 
WMC - - - 0 1 0 
Systèmes JFC JODA 
Métriques ~'PIt ~'N lt g-mean FPR FNR g-mean 
CBO 0 0 1 0.014 0.333 0.811 
D IT 0 0 1 0 0 1 
LCOM 0 0 1 0 0.5 0.707 
LO C 0 .004 0.333 0.815 0 1 0 
NOC 0.005 0 0.997 0 0 1 
RFC 0.005 0 0.997 0 0 1 
WMC 0 0 1 0 0 1 
Systèmes MATH LUCENE 
MetrIques ,'PR FNR g-mean FPR FNR g-mean 
CBO 0.019 0.2 0.886 - - -
OlT 0 0 1 0 0 1 
LCOM 0.017 1 0 - - -
LOC - - - - - -
NOC 0 0 1 0 0 1 
RFC - - - - - -
WMC - - - - - -
TABLE C. 12 - Résu ltats d e la classification avec Forê t a léatoire et les m é triques BIN- KM 5 & B IN-MEAN à 90% 
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ANNEXE C. PRÉDICTION DE L'EFFORT DE TEST : APPROCHE NON SUPERVISÉE 
(BIN-KM5 f3 BIN-MEAN) 
Systèmes ANT POl 
Metriques ~ . y g-mean l't't<.. l'·Nt<. g-mea n 
CBO 0 0 1 0.039 0.007 0.977 
DIT - - - - - -
LCOM 0.196 0 .3 0.75 0 .132 0.288 0.786 
LOC 0 0.019 0.99 0.008 0.038 0.977 
NOC - - - - - -
RFC 0 0.017 0.991 0.031 0.065 0.952 
WMC 0 0.018 0.991 0 0.043 0.978 
Systèmes 10 IVY 
MetrIques " .t'li. " ·Nli. g-mean " .t'li. " ·Nli. g-mean 
CBO 0 0 1 0.017 0 .083 0 .949 
DIT - - - - - -
LCOM 0.023 0.478 0.714 0 0.4 0 .775 
LOC 0.021 0.105 0.936 0 0.033 0 .983 
NOC - - - - - -
RFC 0.049 0.038 0.956 0 0.026 0.987 
WMC 1 0 0 0.033 0.029 0.969 
Systèmes JFC JODA 
Métriques FPR FNR g-m ean FPR FNR g-mean 
CBO 0 0 1 0 0 1 
DIT - - - - - -
LCOM 0.058 0.307 0.808 0.021 0.103 0 .937 
LOC 0 0.085 0.957 0.038 0 0.981 
NOC - - - - -
RFC 0.007 0 0.996 0 0 1 
WMC 0 0.053 0.973 0 0 1 
Systèmes MATH LU CENE 
M e triques l' .t' li. l' ·Nt<. g-mean Jot't<. Jo·N Ii. g-mean 
CBO 0 0 1 0 0 1 
DIT - - - - - -
LCOM 0.1 0.241 0.826 0.811 0.164 0.397 
LOC 0.025 0 .053 0.961 0.024 0.067 0.954 
NOC - - - 0 0 1 
RFC 0.029 0 0.985 0 0.114 0.941 
WMC 0 0.056 0.972 0.042 0.024 0.967 
TABLE C.13 - R ésultats d e la class ification avec Perceptron multicou che e t les m étriques BI N-KM5 & BIN-MEAN à 30% 
Systèmes ANT POl 
Métriques Jo.t' t<. Jo·NIi. g-mean Jot't<. Jo·Nt<. g-mean 
CBO 0 0 1 0 0 1 
DIT 0 0 1 0 0 1 
LCOM 0 0.195 0 .897 0 0.063 0.969 
LOC 0.013 0.032 0.978 0.003 0.091 0.952 
NOC - - - - - -
RFC 0.013 0 0 .993 0.003 0 0.998 
WMC 0 0.032 0.984 0 0.071 0.964 
Systèmes 10 IVY 
Métriques " ·PH. FNH. g m ean " ·PH. " ·NH. g-mean 
CBO 0.016 0.333 0.81 0 0 1 
DIT - - - 0 0 1 
LCOM 0 0.5 0.707 0 0.3 0.837 
LOC 0.015 0.5 0.702 0 0.167 0.913 
NOC 0 0 1 - -
RFC 0 0.5 0.707 0 0.071 0 .964 
WMC 0 0.5 0.707 0 0.125 0.935 
Systèmes JFC JODA 
_~~triques Y't<. g-m ean FPR FNR g-mean 
CBO 0 0 1 0 0.125 0.935 
DIT 0 0 1 - - -
LCOM 0.01 0 0.995 0 0 .167 0.913 
LOC 0.005 0.067 0.964 0.014 0.2 0.993 
NOC 0 0 1 - - -
RFC 0 0 1 - - -
WMC 0.005 0.143 0.923 0 0 1 
Systèmes MATH LUCENE 
M e trIques Jo~.t'I1.. .Jo g-mean JoN. g-mean 
CBO 0 0 1 0.009 0.167 0.909 
DIT - - - - - -
LCOM 0 0 1 0 0.333 0.817 
LOC 0 0.333 0.817 0 0.333 0.817 
NOC - - - 0 0 1 
RFC 0 0.25 0.866 0.009 0.143 0.922 
WMC 0 0.333 0.817 0.009 0.167 0.909 
TABLE C.14 - Résultats de la classifi cation avec P erceptro n multicouche e t les m étriques BIN-KM5 & BIN-MEAN à 70% 
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ANNEXE C. PRÉDICTION DE L 'EFFORT DE TEST: APPROCHE NON SUPERVISÉE 
(BIN-KM5 f3 BIN-MEAN) 
Systèmes ANT POl 
M e trIques ~·PH. ~·NH. g-mean ~· PH. ~·NH. g-mean 
CBO 0 0 1 0.003 0 0.998 
DIT - - - - - -
LCOM 0 0.061 0.969 0 0 1 
LOC 0.012 0 0.994 0.003 0 0 .998 
NOC - - - 0 0 1 
RFC 0.013 0.094 0.946 0.003 0 0 .998 
WMC 0 0 1 0 0 1 
Systèmes 10 IVY 
Métr ques l'~~tt. g-mea n l" l'NH. g-mean 
CBO 0 1 0 0.011 0.25 0 .861 
DIT 0 0 1 - - -
LCOM 0 1 0 0.022 0.4 0.766 
LOC 0 1 0 0 0 1 
NOC 0 0 1 - - -
RFC 0 1 0 0 0 1 
WMC 0 1 0 0 0 .25 0.866 
Systè m es JFC JODA 
M é triques ~·PH. ~·NH. g-mean ~·PH. ~·NH. g- mean 
CBO 0 0 1 0 0.333 0.817 
DIT - - - 0 0 1 
LCOM 0 0.111 0.943 0 0 1 
LOC 0.005 0.125 0 .933 0.014 0.5 0 .702 
NOC 0 0 1 0 0 1 
RFC 0 0.111 0.943 0 .029 0 0.985 
WMC 0 0 1 0 0 1 
Systèmes MATH LUCENE 
Metriques FPR FNR g-mean FPR FNR g-mean 
CBO 0 0 1 0.009 0.05 0 .704 
DIT 0 0 1 0 0 1 
LCOM 0 0 1 0 0 1 
LOC 0 1 0 0.009 1 0 
NOC - - 0 0.077 0 .961 
RFC 0 1 0 0.009 0.5 0.704 
WMC 0 1 0 0 0.5 0.707 
TABLE C .15 - Résul tat s de la class ificatio n avec Perceptron multico uche e t les m étriques BI N- KM 5 & BIN-MEAN à 80% 
Systèmes ANT POl 
MetrIques ~·PH. FNR g-mean FPR FNR g-mean 
CBO 0 0.04 0.98 - - -
DIT - - - - - -
LCOM 0.012 0.069 0.959 - - -
LOC 0 0.042 0.979 - - -
NOC - - - - - -
RFC 0 0.036 0.982 - - -
WMC 0.012 0 0.994 - - -
Systèmes 10 IVY 
Metr ques l' g-mean l'I-'H.. l'NH. g-mean 
CBO - - - 0.011 0.5 0.703 
DIT 0 0 1 0 0 1 
LCOM - - - 0 1 0 
LOC - - - 0 1 0 
NOC 0 0.333 0.817 0 0.111 0.943 
RFC - - - 0 1 0 
WMC - - - 0 1 0 
Systèmes JFC JODA 
M e trIques ~·PH. ~· NH. g-mean ~· PH. ~· NH. g-mean 
CBO 0 0 1 0 0.333 0.817 
DIT 0 0 1 0 0 1 
LCOM 0 0 1 0.014 0 0.993 
LOC 0.004 0.333 0.815 0 1 0 
NOC 0.005 0. 125 0.933 0 0 1 
RFC 0 0 .8 0.447 0 0 1 
WMC 0 0 1 0 0 1 
Systè mes MATH LUCENE 
MetrIques ~· PH. ~·NH. g-mean ~·PH. ~·NH. g-mean 
CBO 0 0.2 0.894 - - -
DIT 0 0 1 0 0 1 
LCOM 0.017 1 0 - - -
LOC - - - - - -
NOC 0 0 1 0 0 1 
RFC - - - - - -
WMC - - - - -
TABLE C.16 - Résultats de la classificat ion avec P erce ptron mult icouche e t les m étriques BIN-KM5 & BIN-MEAN à 90% 
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ANNEXE C. PRÉDICTION DE L 'EFFORT DE TEST.' APPROCHE NON SUPERVISÉE 
(BIN-KM5 fj BIN-MEAN) 
Systè mes ANT POl 
Métriques ~' l-'tt ~Ntt g-mean ~l-'H. ~NH. g-mean 
CBO 0 0 1 0 0 1 
DIT - - - - - -
LCOM 0 0 1 0 0 1 
LO C 0 0 1 0 0 1 
NOC - - - - - -
RFC 0 0,017 0,991 0 0 1 
WMC 0 0 1 0 0,017 0,991 
Systèmes 10 IVY 
Métr ques FPR FNR g-mean t 'PR t 'N R g-mean 
CBO 0 0 1 0 0 1 
DIT - - - - - -
LCOM 0 0 1 0 0 1 
LOC 0 0,053 0,973 0 0 1 
NOC - - - - - -
RFC 0 0 1 0 0,026 0,987 
WMC 0 0 1 0 0,029 0,985 
Systèmes JFC JODA 
Metriques ~ 'l-' H. ~ 'NH. g-mean ~ ' , FNR g-mean 
CBO 0 0 1 0 0 1 
DIT - - - - - -
LCOM 0 0 1 0 0 1 
LOC 0 0 1 0,019 0.043 0.969 
NOC - - - - - -
RFC 0 0 1 0 0 1 
WMC 0.007 0 0.996 0 0 1 
Systèmes MATH LUCENE 
Metriques ~' l-'R ~'N li. g-mean ~' l-'R ~'N R g-mean 
CBO 0 0 1 0 0 1 
DIT - - - - - -
LCOM 0 0 1 0 0 1 
LOC 0 .025 0 0.987 0 0 1 
NOC - - - 0 0 1 
RFC 0.029 0 0.985 0 0 1 
WMC 0 0.056 0.972 0 0 1 
TABLE C.17 - Résultats de la classification avec K plus proches voisins et les m ét riques BIN-KM5 & BIN-MEAN à 30% 
Systèmes ANT POl 
Métr que. ~'l-' R ~'N R g-mean ~'J-' R ~'N R g-mean 
CBO 0 0 1 0 0.067 0.966 
DIT 0 0 1 0 0 1 
LCOM 0.014 0 0.993 0.003 0 0.998 
LOC 0.013 0.032 0.978 0.003 0 0.998 
NOC - - - - - -
RFC 0 0 1 0 0 1 
WMC 0 0 1 0.003 0.071 0.962 
Systèmes 10 IVY 
Metriques FPR FNR g-mean FPR FNR g-m ean 
CBO 0.016 0.333 0.81 0 0 1 
DIT - - - 0 0 1 
LCOM 0 0.5 0.707 0.012 0 0.994 
LOC 0.015 0.5 0.702 0 0.167 0.913 
NOC 0 0.231 0.877 - - -
RFC 0 0.5 0.707 0 0.071 0.964 
WMC 0 0.5 0.707 0 0.125 0.935 
Systèmes JFC JODA 
Metr ques ~'H. -~~ "= g-mean "l-'tt " 'N tt g-mean CBO 0 0.053 0.973 0 0 1 
DIT 0 0 1 - - -
LCO M 0.005 0.059 0.968 0 0.167 0.91 3 
LOC 0.005 0.067 0.964 0 0.2 0.894 
NOC 0 0 1 - - -
RFC 0 0 1 - - -
WMC 0 0.071 0.964 0 0 1 
Systèmes MATH LUCENE 
~tr ques ~H. 
. "' 11. g-mean " 'l-'tt " 'NR g- m ean 
CBO 0 0 1 0.009 0.167 0.909 
DIT - - - - - -
LCOM 0 0 1 0 0 1 
LO C 0 0.333 0.817 0 0.333 0.817 
NOC - - - 0 0 1 
RFC 0 0.25 0.866 0.009 0 0.995 
WMC 0 0.333 0.817 0.009 0.167 0.909 
TABLE C.IS - Résulta ts de la class ification avec K plus proches voisins e t les m é triques BIN-KM 5 & BIN-MEAN à 70% 
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ANNEXE C. PRÉDICTION DE L'EFFORT DE TEST: APPROCHE NON SUPERVISÉE 
(BIN-KM5 €3 BIN-MEAN) 
Systèmes ANT POl 
MétrIques t·pH. t · ~H. g-mean t·pH. t ·N H. g-mean 
CBO 0 0 1 0.003 0 0.998 
DIT - - - - - -
LCOM 0 0.03 0.985 0 0 1 
LOC 0.012 0 0.994 0.003 0 0 .998 
NOC - - - 0 0 1 
RFC 0 0 1 0.003 0 0 .998 
WMC 0 0.036 0.982 0 0 1 
Systèmes 10 IVY 
~etrlques ~2'tt ~ g-mean FPR FNR g-mean 
CBO 0 1 0 0.011 0.25 0.861 
DIT 0 0 1 - - -
LCOM 0 1 0 0.022 0.2 0.885 
LOC 0 1 0 0 0 1 
NOC 0 0 1 - - -
RFC 0 1 0 0 0 1 
WMC 0 1 0 0 0.25 0.866 
Systèmes JFC JODA 
Métriques t'PH. t ·NH. g-mean ~·PH. ~. 'H. g-mean 
CBO 0.005 0 0.997 0 0.333 0.817 
DIT - - - 0 0 1 
LCOM 0.005 0.111 0.941 0 0 1 
LOC 0.005 0.125 0.933 0 0.5 0.707 
NOC 0 0 1 0 0 1 
RFC 0 0.056 0.972 0 0.125 0.935 
WMC 0 0 1 0 0 1 
SystèlTles MATH LUCENE 
Metriques FPH. FNH. g-mean ~-PR ~'N R g-mean 
CBO 0 0 1 0.009 0.5 0.704 
DIT 0 0 1 0 0 1 
LCOM 0 0 1 0 0 1 
LOC 0 0 1 0.009 1 0 
NOC - - - 0 0.077 0 .961 
RFC 0 1 0 0 .009 0.5 0.704 
WMC 0 1 0 0 0.5 0.707 
TABLE C.19 - Résultats de la classification avec K plus proches vois ins et les métriques BIN-KM5 & BIN-MEAN à 80% 
Systèmes ANT POl 
Métriques t 'P li t 'N li g-mean ~'PR ~'NR g-mean 
CBO 0 0.04 0.98 - -
DIT - - - - - -
LCOM 0 0 1 - - -
LOC 0 0.042 0.979 - - -
NOC - - - - - -
RFC 0 0 1 - - -
WMC 0.012 0 0.994 - - -
Systèmes 10 IVY 
Metriques FPR FNR g-mean . ·PH. . ·NH. g-mean 
CBO - - - 0.011 0.5 0 .703 
DIT 0 0 1 0 0 1 
LCOM - - - 0 1 0 
LOC - - - 0.011 1 0 
NOC 0 0.333 0.817 0 0 1 
RFC - - - 0 0 .5 0.707 
WMC - - - 0 1 0 
Systèmes JFC JODA 
Métriques ~·P H. ~·N H. g-mean ~·P H. ~·N H. g-mean 
CBO 0 0 1 0 0.333 0.817 
DIT 0 0 1 0 0 1 
LCOM 0 0 1 0 0.5 0.707 
LOC 0.004 0.333 0.815 0 1 0 
NOC 0.005 0 0.997 0 0 1 
RFC 0 0 1 0 0 1 
WMC 0 0 1 0 0 1 
Systèmes MATH LUCENE 
MétrIques ~·Pli. ~·NH. g-mean I<·PH. FNH. g-mean 
CBO 0 0.2 0.894 - - -
DIT 0 0 1 0 0 1 
LCOM 0 .017 1 0.991 - - -
LOC - - - - -
NOC 0 0 1 0 0 1 
RFC - - - - - -
WMC - - - - -
TABLE C.20 - Résultats de la classification avec K p lus proches voisins e t les mét riqu es BIN-KM5 & SIN-MEAN à 90% 
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ANNEXE D. PRÉDICTION DE L 'EFFORT DE TEST : VALEURS BRUTES DES MÉTRIQUES 
(BIN-KM5) 
Systèmes ANT pal 
M e trIques ~'i"'H. ~·NH. g-m ean ~'i"'H. ~· NH. g-mea n 
CBO 0.1 0.75 0 .474 0.048 0.85 0.378 
DIT 0 1 0 0 1 0 
LCOM 0.038 0.844 0.387 0.016 0.85 0.384 
LOC 0.114 0.594 0.6 0.023 0 .775 0.469 
NOC 0.013 1 0 0 1 0 
RFC 0.025 0.969 0.174 0 .035 0 .825 0 .411 
WMC 0.101 0.656 0.556 0.042 0.7 0 .536 
Systè mes la IVY 
M e trIques FPR FNR g-mean FPR FNR g-mean 
CBO 0.065 0.619 0.597 0 1 0 
DIT 0.152 0.429 0.696 0. 1 0.72 0.502 
LCOM 0.022 0.667 0 .571 0.871 0.2 0.321 
LOC 0.022 0.667 0.571 0.043 0.96 0.196 
NOC 0.065 0.952 0.212 0 1 0 
RFC 0.043 0.714 0 .523 0.1 0.76 0.465 
WMC 0.022 0.571 0.648 0 1 0 
Systè mes JFC JODA 
M e triques ~' i"'H. ~ ·N H. g-mean ~' i"'H. ~ · NH. g- mean 
CBO 0.084 0.847 0.374 0.17 0.478 0.658 
DIT 0 1 0 0 1 0 
LCOM 0.03 0.831 0.405 0.057 0.522 0.671 
LOC 0.066 0.729 0.503 0.038 0.696 0.541 
NOC 0.024 0.983 0.129 0.906 0.13 0.286 
RFC 0 1 0 0.113 0.87 0.34 
WMC 0.054 0.729 0.506 0.038 0.391 0.765 
Systè m es MATH LUCENE 
M é triques ~' i"'H. ~ . 'H. g-mean ~ ' i"'H. ~ ·NH. g-mean 
CBO 0. 1 0.737 0.765 0.053 0 .842 0.387 
DIT 0.325 0.316 0.679 0 1 0 
LCOM 0 .075 0.632 0.583 0.21 0.895 0.321 
LOC 0.05 0.632 0.591 0.042 0.842 0.389 
NOC 0.05 0 .895 0.316 0 1 0 
RFC 0.125 0.526 0.644 0.042 0.947 0.225 
WMC 0.075 0.632 0.583 0.063 0.842 0.385 
TABLE D.1 - Résultats de la class ification avec Bayésien naïf e t la métrique BIN-KM5 
Systèmes ANT POl 
M é tr ques nJH. ~·NH. g-mean ~' i"'H. ~ ·NH. g-mean 
CBO 0 1 0 0 1 0 
DIT 0 1 0 0 1 0 
LCOM 0 0.969 0.176 0 1 0 
LOC 0.025 0.938 0.248 0 1 0 
NOC 0.013 1 0 0 1 0 
RFC 0 1 0 0 1 0 
WMC 0.013 0.938 0.249 0 1 0 
Systè mes la IVY 
Metriques ~'PR ~'NR g-mean FPR r ' NR g-mean 
CBO 0.022 0.905 0.305 0 1 0 
DIT 0 1 0 0 1 0 
LCOM 0 0.905 0.308 0 1 0 
LOC 0 0.905 0.308 0 1 0 
NOC 0 1 0 0 1 0 
RFC 0 1 0 0 1 0 
WMC 0 0.857 0.378 0 1 0 
Systèmes JFC JODA 
MetrIques 'NH. g-mean ~'. Y g-mean 
CBO 0 1 0 0 1 0 
DIT 0 1 0 0 1 0 
LCOM 0 0 .949 0.256 0.019 0.783 0.461 
L OC 0 1 0 0.0 19 0.87 0.357 
NOC 0 1 0 0 1 0 
RFC 0 1 0 0 1 0 
WMC 0 0 .949 0.226 0.038 0 .565 0.647 
Systèmes MATH LUCENE 
Metr ques "i"'H. ~'Ntt g-mean ~' i"'H. ~ · NH. g-mean 
CBO 0.025 1 0 0 1 0 
DIT 0 1 0 0 1 0 
L COM 0.025 0.789 0.454 0 0 .947 0.23 
LOC 0 0.895 0.324 0 1 0 
NOC 0 1 0 0 1 0 
RFC 0 0.947 0.23 0 1 0 
WMC 0 0.895 0.324 0 1 0 
TABLE D.2 - Résultats de la classificatio n avec Machine à vecteurs de support B IN- K M5 
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ANNEXE D. PRÉDICTION DE L 'EFFORT DE TEST: VALEURS BRUTES DES MÉTRIQUES 
(BIN-KM5) 
Sys t è m es ANT POl 
M e trIques l"!:'K. l" NK. g-mean l"!:'K. l"NK. g-mean 
CBO 0.152 0.531 0.631 0.016 0.9 0.313 
DIT 0.063 0.938 0.243 0 1 0 
LCOM 0.266 0.688 0.479 0.029 0.825 0.412 
LOC 0.253 0.5 0.611 0.09 0.85 0.369 
NOC 0.05 1 0.938 0.245 0.003 1 0 
RFC 0.266 0.719 0.454 0.068 0.8 0.432 
WMC 0. 165 0.469 0.666 0.048 0.675 0.556 
Systè m es 10 IVY 
Métriques l"!:'H. l'·N H. g-mean l"PH. l"NH. g-mean 
CBO 0 0.333 0.817 0.086 0.68 0.541 
DIT 0.152 0.429 0.696 0.071 0.84 0.386 
LCOM 0.087 0.381 0.752 0.157 0.56 0.609 
LOC 0.152 0.19 0.829 0.214 0.76 0.434 
NOC 0.087 1 0 0.057 0.96 0.194 
RFC 0.087 0 .429 0.722 0.143 0 .76 0.454 
WMC 0.152 0 .333 0 .752 0.2 0 .72 0.473 
Systèmes JFC JODA 
M e tr ques l"NK. g-mean .1':!:'K.. l' g-mean 
CBO 0.132 0.831 0.383 0.189 0.478 0.651 
DIT 0 1 0 0.038 0.478 0 .709 
LCOM 0 .12 0.729 0.488 0.151 0.348 0 .744 
LOC 0.246 0.576 0.565 0.113 0.261 0.81 
NOC 0.042 0.915 0.285 0.019 1 0 
RFC 0.228 0.712 0.472 0.189 0.478 0.651 
WMC 0.132 0.61 0.582 0.113 0.261 0.81 
Systè m es MATH LUCENE 
Metriques l"!:'K. l"NK. g mean l"!:'K. l'·NK. g-mean 
CBO 0.2 0.632 0.543 0.053 0.947 0.224 
DIT 0.3 0.632 0.508 0 1 0 
LCOM 0 .15 0.684 0.518 0.063 0.684 0.544 
LOC 0.15 0 .474 0.669 0.084 0.737 0,491 
NOC 0 1 0 0.053 0.842 0.387 
RFC 0.275 0.526 0.586 0,084 0.789 0.44 
WMC 0.15 0.421 0.702 0.126 0.895 0.303 
TABLE D.3 - Résultats de la classification avec Forêt a léatoire et la métrique BIN-KM5 
Systèmes ANT POl 
M e tr ques l"!:'K. l"NK. g-mean l"!:'K. l'·NK. g-mean 
CBO 0.038 0.969 0.173 0.003 0.875 0.353 
DIT 0 1 0 0 1 0 
LCOM 0.127 0 .656 0.548 0.016 0.825 0.415 
LOC 0.241 0 .406 0.671 0.01 0.85 0.385 
NOC 0.025 1 0 0 1 0 
RFC 0 1 0 0.006 0.875 0.352 
WMC 0.253 0.438 0.649 0.01 0.8 0.445 
Systèmes 10 IVY 
Metriques l'·P H. l"NH. g-mean FPH. FNH. g-mean 
CBO 0.13 0.381 0,734 0 1 0 
DIT 0.152 0.429 0.696 0.1 0.8 0 .424 
LCOM 0.043 0.81 0.426 0 .029 0 .96 0. 197 
LOC 0.13 0.333 0.762 0.1 0.92 0.268 
NOC 0.043 1 0 0 .0 14 1 0 
RFC 0.087 0.619 0.59 0 .129 0.64 0.56 
WMC 0.065 0.286 0.817 0 .043 1 0 
Systèmes JFC JODA 
Métriques FPR FNR g-mean l" l"NK. g-mean 
CBO 0.036 1 0 0.151 0 .522 0.637 
DIT 0 1 0 0.189 0.739 0.46 
LCOM 0.042 0.763 0 .476 0.057 0.261 0.835 
LOC 0.108 0.61 0.59 0.094 0.13 0.888 
NOC 0.006 1 0 0 1 0 
RFC 0 1 0 0.283 0 .478 0.612 
WMC 0.096 0.627 0 .581 0.075 0.13 0.897 
Systè mes MATH LUCENE 
MetrIques l' 'K. g-mean l"!:'K. l'NI<- g-mean 
CBO 0.225 0 .474 0.638 0.021 1 0 
DIT 0.375 0.526 0.544 0 1 0 
LCOM 0.075 0.684 0.541 0 0.842 0.397 
LOC 0.125 0.368 0.744 0.021 0.895 0.324 
NOC 0 1 0 0 1 0 
RFC 0.15 0.368 0.733 0.021 1 0 
WMC 0. 1 0.368 0.754 0 0.895 0.324 
TABLE 0.4 - Résu ltats d e la classification avec Perceptron mu lticouche BIN-KM5 
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ANNEXE D. PRÉDICTION DE L 'EFFORT DE TEST: VALEURS BRUTES DES MÉ TRIQ UES 
(BIN-KM5) 
Systè m es ANT POl 
M é triques ~·PH. ~·NH. g-mean ~· PH. ~· NH. g-mean 
CBO 0. 139 0.625 0.568 0.016 0.9 0. 3 14 
DIT 0.025 1 0 0 1 0 
LCOM 0.215 0.813 0.384 0.029 0.825 0.4122 
LOC 0.228 0.531 0.602 0.077 0.875 0.34 
NOC 0.063 0.969 0.17 0.003 1 0 
RFC 0.266 0.781 0.401 0.061 0.8 0.433 
WMC 0.139 0.531 0.635 0.029 0.725 0.517 
Sys t è m es 10 IVY 
M é trlques FPR FNR g-mean FPR FNR g- m ean 
CBO 0 0.333 0.817 0.071 0.76 0.472 
DIT 0. 152 0.429 0.696 0.057 0.84 0.388 
LCOM 0.087 0.38 1 0.752 0.143 0 .56 0.614 
LOC 0. 152 0. 19 0.829 0.229 0.76 0.43 
NOC 0.022 1 0 0.043 1 0 
RFC 0.08 7 0.429 0.722 0.143 0.76 0.454 
WMC 0. 152 0.429 0.696 0.143 0.84 0.37 
Sys t è m es JFC JODA 
M é triques ~·PH. ~·NH. g-m ean ~·P H. ~ · NH. g-mean 
CBO 0 .09 0.898 0.305 0.15 1 0.522 0.637 
D IT 0 1 0 0.038 0.478 0.709 
LCOM 0.096 0.746 0.479 0.151 0.348 0.744 
LOC 0.198 0.627 0.547 0.113 0.261 0.81 
NOC 0.042 0.915 0.285 0.019 1 0 
RFC 0.21 0.712 0.477 0 .17 0.478 0.658 
WMC 0.108 0.678 0.536 0.094 0.304 0.794 
Systè m e s MATH LUCENE 
M é triques ~·PH. ~· N H. g-mea n ~· P H. ~·NH. g-mean 
CBO 0. 125 0.737 0.48 0.053 0.947 0.224 
DIT 0. 175 0.947 0.2 1 0 1 0 
LCOM 0. 15 0.684 0.5 18 0.053 0.684 0.547 
LOC 0. 175 0.526 0.625 0.074 0.737 0.493 
NOC 0 1 0 0 .042 0 .842 0.389 
RFC 0.275 0.579 0.55 2 0.074 0.789 0.442 
WMC 0 .15 0.474 0.669 0.116 0.947 0.216 
TABLE 0.5 - Résulta ts de la classification avec K plus pro ches vo is ins BI N-KM5 
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ANNEXE E. PRÉDICTION DE L 'EFFORT DE TEST: VALEURS BRUTES DES MÉTRIQUES 
(BIN-MEAN) 
Systèmes ANT POl 
Metr ques F'~~ F N R g-mean FPR FNR g-mean 
CBO 0.035 1 0 0 .051 0.848 0 .38 
DIT 0 1 0 0 1 0 
LCOM 0.047 0.808 0.428 0.015 0.911 0.296 
LOC 0.059 0.808 0.425 0.033 0.835 0.399 
NOC 0.012 0.962 0.194 0 1 0 
RFC 0.012 1 0 0.044 0 .823 0.411 
WMC 0.071 0.808 0.422 0.044 0 .709 0.527 
Systèmes 10 IVY 
Metr ques ~·PH. ~·NH. g-mean ~·PH. ~·NH. g-mean 
CBO 0.078 0.563 0.635 0 1 0 
DIT 0 .02 1 0 0.066 0.789 0 .444 
LCOM 0 0.5 0.707 0.079 0 .895 0.311 
LOC 0.02 0 .563 0.655 0.026 0.947 0.227 
NOC 0.02 0.938 0.248 0.013 1 0 
RFC 0.039 0.75 0.49 0.105 0.895 0.307 
WMC 0 .039 0.563 0.649 0 1 0 
Systèmes JFC JODA 
M ét r ques FPR FNR g- mean FPR FNR g- mean 
CBO 0.071 0.786 0.446 0.085 0.882 0.329 
DIT 0 1 0 0 1 0 
LCOM 0.024 0.786 0.457 0.034 0.412 0.754 
LOC 0.053 0.661 0.791 0.034 1 0 
NOC 0.018 0.982 0.133 0 1 0 
RFC 0 1 0 0.119 0.706 0.509 
WMC 0.041 0.679 0 .555 0.068 0.529 0.663 
Systèrnes MATH LUCENE 
M étrlques ~·PH. ~·NH. g-mean ~· PH. r 'N R g-mean 
CBO 0.07 1 0 0.033 0.864 0.363 
D IT 0.302 0.313 0.693 0 1 0 
LCOM 0.07 0.563 0.638 0.043 0.864 0.361 
LOC 0.047 0.625 0.598 0.033 1 0 
NOC 0 1 0 0 1 0 
RFC 0.07 0.563 0.638 0.043 0.955 0.208 
WMC 0 .07 0.625 0 .591 0 .043 0.909 0.295 
TABLE E . l - Résultats de la class ification avec Bayés ie n naïf et la métrique BIN-MEAN 
Systèmes ANT POl 
Métr ques ~ ·P H. ~·NH. g-mean ~'PR FNR g-mean 
CBO 0 1 0 0 1 0 
DIT 0 1 0 0 1 0 
LCOM 0 1 0 0 0.987 0.114 
LOC 0 1 0 0.004 0 .987 0.114 
NOC 0 1 0 0 1 0 
RFC 0 1 0 0 1 0 
W MC 0 1 0 0 0 .949 0.226 
Systèmes 10 IVY 
M e triques FPR FNR g-mean FPR FNR g-mean 
CBO 0 0.938 0 .25 1 0 1 0 
DIT 0 1 0 0 1 0 
LCOM 0 0.938 0.251 0 1 0 
LOC 0 0.938 0.251 0 1 0 
NOC 0 1 0 0.0 13 1 0 
RFC 0 0.938 0.251 0 1 0 
WMC 0 0.938 0.251 0 1 0 
Systèmes JFC JODA 
Métr ques ~ . ' 1'< ~. 1'< g-mean ~· PH. r 'N R g-m ean 
CBO 0 1 0 0 1 0 
DIT 0 1 0 0 1 0 
LCOM 0 0.946 0.232 0.017 0.706 0.538 
LOC 0 .006 0.946 0.232 0.034 1 0 
NOC 0 1 0 0 1 0 
RFC 0 1 0 0 1 0 
WMC 0 0.946 0 .232 0.034 0.824 0.412 
Systè m es MATH LUCENE 
M étrlqu es ~'Pl'< ~·N H. g-mea n ~'P H. FNR g-m ean 
CBO 0 1 0 0 1 0 
DIT 0 1 0 0 1 0 
LCOM 0.023 0.75 0.494 0 0.995 0.212 
LOC 0 0.875 0.354 0 1 0 
NOC 0 1 0 0 1 0 
RFC 0 0.938 0.251 0 1 0 
WMC 0 0.875 0.354 0 1 0 
TABLE E.2 - Résu ltats de la classificat io n avec Machine à v ecteurs de support BIN- MEAN 
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ANNEXE E. PRÉDICTION DE L 'EFFORT DE TEST: VALEURS BRUTES DES MÉTRIQUES 
(BIN-MEAN) 
Systèmes ANT por 
Métriques ~'PH. ~'NH. g-mean n"H. .NH. g-mean 
CBO 0.153 0.846 0,361 0,092 0,873 0,34 
DIT 0,035 1 0 0 1 0 
LCOM 0,2 0,808 0,392 0,066 0,861 0,36 
LOC 0,247 0,654 0.51 0.169 0,823 0.384 
NOC 0,047 1 0 0,018 1 0 
RFC 0 ,212 0 ,808 0,389 0,096 0,722 0,501 
WMC 0,2 0,769 0.43 0,092 0,785 0.442 
Systèmes ro rvy 
Metr ques FPR FNH. g-mean ~·PH. ~·N H. g-mean 
CBO 0.078 0.375 0.759 0.145 0.842 0 .368 
DIT 0.157 0.313 0.762 0,039 1 0 
LCOM 0,078 0.438 0.72 0 .132 0.684 0.524 
LOC 0.157 0.375 0.726 0 .184 0.789 0.415 
NOC 0 1 0 0.039 1 0 
RFC 0 .078 0.5 0.679 0.105 0.632 0.574 
WMC 0.118 0 .313 0.607 0.105 0,632 0 .574 
Systèmes JFC JODA 
Métriques . 'P H. .'NH. g-mean . ·PH. .NH. g-mean 
CBO 0.118 0,75 0 .47 0,085 0,765 0.464 
DIT 0 1 0 0 .034 0.294 0,826 
LCOM 0.076 0.643 0.574 0.068 0,588 0,62 
LOC 0.147 0.607 0.579 0.237 0,647 0 .5 19 
NOC 0.035 0.875 0.347 0 1 0 
RFC 0.188 0.607 0.565 0 .169 0,647 0 .542 
WMC 0 .118 0.554 0.627 0.153 0.529 0 .632 
Systèmes MATH LUCENE 
Métr ques ~· PH. ~·NH. g mean ~·PH. ~·N H. g-mean 
CBO 0,233 0.75 0.438 0,076 0.818 0.41 
DIT 0 .163 0,875 0 .323 0 1 0 
LCOM 0.116 0.625 0 .576 0.087 0.864 0,352 
LOC 0,093 0.313 0,79 0.12 0 .773 0.447 
NOC 0 1 0 0.054 0.955 0.206 
RFC 0.186 0.438 0.677 0.141 0.636 0.559 
WMC 0.14 0.438 0,696 0.185 1 0 
TABLE E.3 - Résultats de la classification avec Forêt aléatoire et la métrique BIN-MEAN 
Systèmes ANT por 
Metriques t'PH. ~·NH. g-mean FPH. ~·NH. g-mean 
CBO 0 1 0 0.044 0.848 0 .381 
DIT 0.024 1 0 0 1 0 
LCOM 0.024 0,923 0,274 0,015 0.924 0.274 
LOC 0.024 1 0 0.048 0.785 0.452 
NOC 0.024 1 0 0 1 0 
RFC 0 1 0 0.059 0.747 0.488 
WMC 0 1 0 0.04 0.722 0,517 
Systèmes ro rvy 
Metr ques ., .Nt<. g-mean . ·PH. . ·NH. g-m ean 
CBO 0.098 0.313 0.788 0 1 0 
DIT 0.157 0 .313 0.762 0.039 1 0 
LCOM 0 0.5 0.707 0,013 0,947 0,229 
LOC 0 ,078 0,5 0.679 0,092 0,842 0 ,379 
NOC 0 1 0 0,026 1 0 
RFC 0 ,039 0,5 0,693 0,132 0,737 0.478 
WMC 0,059 0.438 0,728 0,066 0.947 0 ,222 
Systèmes JFC JODA 
Metrlques ~ 'PH. ~' 'H. g mean . 'PH. ~'NH. g-rnean 
CBO 0,047 0,821 0.413 0,102 0.882 0 ,326 
DIT 0 1 0 0.203 0.294 0,75 
LCOM 0,053 0.661 0,567 0,051 0.412 0,747 
LOC 0,071 0,607 0,604 0.153 0,529 0,632 
NOC 0,018 1 0 0 1 0 
RFC 0 1 0 0,068 0,941 0 ,234 
WMC 0,076 0.536 0,655 0.136 0.412 0 ,713 
Systèmes MATH LUCENE 
MetrIques . 'PH. ~'NH. g-mean ~·PH. FNH. g-mean 
CBO 0,07 1 0 0 ,033 1 0 
DIT 0,233 0.813 0,38 0 1 0 
LCOM 0,07 0.625 0,591 0 0,864 0,369 
LOC 0,14 0.313 0,769 0,033 1 0 
NOC 0 1 0 0 1 0 
RFC 0,14 0.375 0,733 0,022 1 0 
WMC 0,093 0,25 0 ,825 0,022 1 0 
TABLE E .4 - Résu ltats de la classification avec Perceptro n multicouche SIN-MEAN 
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ANNEXE E. PRÉDICTION DE L 'EFFORT DE TEST : VALEURS BRUTES DES MÉTRIQ UES 
(BIN-MEAN) 
Sys t è m es ANT POl 
M etriques ~'P H. t'Nil. g-mean FPR -vNR g-m ean 
CBO 0,094 0,885 0,323 0 ,04 0,937 0,246 
DIT 0.035 1 0 0 1 0 
LCOM 0.165 0.846 0.359 0.059 0.861 0.362 
LOC 0.224 0.654 0.5 18 0.147 0.848 0.36 
NOC 0.012 1 0 0.015 1 0 
RFC 0.2 0.846 0.351 0.066 0.734 0.498 
W MC 0.129 0.846 0.366 0.063 0 .8 1 0.422 
Sys t è m es 10 IVY 
M é tr que s F P R F NR g-mean F PR FN R g- mean 
CBO 0 0 .375 0.791 0 .132 0.895 0.302 
DIT 0. 157 0 .313 0.762 0.039 1 0 
LCOM 0.059 0.438 0.728 0 .132 0.684 0.524 
LOC 0. 157 0.375 0.726 0. 197 0.789 0.412 
NOC 0 1 0 0.026 1 0 
RFC 0.098 0.5 0.672 0.092 0 .684 0.536 
WMC 0.098 0 .375 0.751 0.079 0.632 0.582 
Sys t è mes JFC JODA 
M é triques ~'PH. l'·NH. g-mean l" l" g-mean 
CBO 0.088 0 .875 0.338 0.085 0.706 0.519 
DIT 0 1 0 0.034 0.294 0.826 
LCOM 0.076 0.661 0 .56 0.068 0.588 0.62 
LOC 0.135 0.679 0.527 0.237 0.647 0.519 
NOC 0.029 0.911 0.294 0 1 0 
RFC 0.141 0.679 0.525 0.169 0.647 0.542 
WMC 0 .088 0.589 0.612 0.136 0.529 0.638 
Sys t è m es MATH LUCENE 
M e triques F P R FN R g- mean FPR FNR g-mean 
CBO 0.116 0.75 0 .47 0.076 0 .8 18 0.41 
DIT 0.093 0.938 0.239 0 1 0 
LCOM 0.093 0.625 0 .583 0.076 0.864 0.354 
LOC 0.093 0.375 0 .753 0. 12 0.773 0.44 7 
NOC 0 1 0 0.043 1 0 
RFC 0.186 0.5 0.638 0. 12 0.636 0.566 
WMC 0.093 0.438 0.715 0.141 1 0 
TABLE E.5 - Résultats de la classification avec K p lus proches voi s ins BIN-MEAN 
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Tests de Friedman et de N emenyi 
avec g-mean d'Alves 
Rankings(30%) , Courbes ROC et 
des valeurs brutes des métriques. 
(BIN-KM5) 
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ANNEXE F. MÉTHODES DE COMPARAISON DE PERFORMANCE TESTS DE FRIEDMAN 
ET DE NEMENYI 
Système 
ANT Test de Nernenyi 
ttang Moyen l.-'hi-carre p 
ANT ALVES 2 .80 Méth od e ALVES ROC 
ANT _ttVl.-' 2.20 8 .4 .015 KUl.-' . 7 )2 -
ANT _RAW 1 ttAW .004 .043 
Système 
POl Test de N emenyi 
Rang Moyen Chi-carré p 
POl ALVES 2 .10 Mé thod e 1 ALVES 1 ROC 
.t'Ul~~K~' 2.90 9 .579 .008 Rve .533 -
t'V l __ ttAW 1.00 LAW 6 .002 
Système 
10 Test de N ernenyi 
ttang Moyen l.-'hi-carre p 
IO ALVES 2.00 Mé thod e ALVES ROC 
lV __ ttVl.-' •. 8U 7 .111 .029 ttVl.-' .• 44 -
.RAW 1.20 RAW .244 .OU4 
Système IVY Test de Nernenyi 
Rang Moyen Chi-carré p 
IVY ALVES 2.20 Mé thod e ALVES RO C 
_'v ~K,lJ' 2.80 8.400 .015 R:.JC .702 -
1 V Y. _ttAW 1.0 ttAW .043 .uu4 
Système JFC Test de N emenyi 
Rang Moyen l.-'hi-carre p 
JFC ALVES 2 .60 Mé tho d e 1 ALVES 1 RO C 
Jr'C _RVC 2.40 7 .600 .022 ttVC .961 -
JF' _RAW 1.0 RAW . 21 .009 
Système JODA Test de Nemenyi 
Rang Moyen Chi-carre p 
JODA ALVES 2.30 Métho de ALVES ROC 
JL UA. KUl.-' •. 70 8. 316 .016 KUl.-' .53~ -
JVUA .• KAW LOU ttAW .06 .002 
Système MATH Test de Nemenyi 
ttang Moyen Chi-carré p 
MATH ALVE S 2.25 1 Méthod e 1 ALVES 1 ROC 
MATH._RVC 2 .75 3 .714 .1 56 Rue - -
MA' : H .. RAW 1.00 KAW - -
Système LUCENE Test de Nemenyi 
ang Moyen _ lJni-carre p 
LUCENE ALVES 2 .25 Mé thod e ALVES RO C 
;ENE. I"tUL 2 .50 6. 00 .05 ttVl.-' .702 -
. ttAW 1.0 ttAW .043 .004 
TABLE F . I - Resultat s d es t es ts de Fried m an e t N e meny l p o ur Bayéslen nalf avec BIN-K M5 
Système ANT Test de Nernenyi Ra ng Moyen ~ hi-carré p 
ANT ALVES 2.3 
1 
Mé thod e ALVES RO C 
AN ' _RUe 2 .4 3.895 .143 - -
AN _KAW 1.3 KAW - -
Système POl Test de N ernenyi tta ng Moye n lJhi-carré p 
POl ALVES 2 .5 
1 
Métho d e 1 ALVE S 1 ROC 
t'U l __ ttVl.-' 2 .5 7 .895 .019 ttVC 1 -
t'V . RAW 1 RAW .014 14 
Système 10 Test de Nemenyi R a ng Moye n ;hi-carré p 
10 ALVES 1.8 
1 
Mé thode ALVES ROC 
. RUe 2 .4 1.333 .5 13 .K~l.-' - -
'cA' Us KAW - -
Système IVY Test de N emenyi ttang Moye n lJhi-carré p 
IVY ALVES 2.6 
1 
Méthod e 1 ALVES 1 ROC 
IV _KVC • . 4 7.6 .022 ttUC .961 -
lVY . ttAW 1 RAW .ul9 .021 
Système JFC Test de Nemenyi Rang Moyen Chi-carré p 
JFC ALVES 2.6 
1 
Métho de Alves ROC 
Jr" _RUe 2 3.6 .165 K,lJl.-' - -
--"-l'l.-', ~KAW 1.4 ttAW - -
Système JODA Test de Nemenyi H.ang Moyen lJhi-carré p 
JODA ALVES 2.6 
1 
M éthod e ALVES ROC 
Jl DA._RUC • .4 7.6 .022 KVl.-' .961 -
JUUA_. ttAW 1 ttAW .021 .009 
Système MATH Test de Nemenyi ttang Moye n LJhi-carré p 
MATH ALVES 2 .25 
1 
Mé thod e 1 ALVES 1 ROC 
MAI' _KUl.-' 2.75 3. 714 .1 56 KVC - -
MATH .• ttAW 1 RAW - -
Système LUCENE Test de N ernenyi ttang Moyen lJhÎ-carré p 
LUCENE ALVES 2 .5 1 
1 
Méthod e ALVES ROC 
.ttVC 2.5 6 .05 Rue .533 -
LUC~N~ __ RAW 1 RAW .147 .009 
TABLE F.2 - Résulta t s des t est s d e FrIedman e t N e m e ny l p o ur M achIne a vect e urs d e s uppo rt avec BIN-KM 5 
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ET DE NEMENYI 
Système ANT Test de Nemeny! 
ttang Moyen l.;hl-carrê p 
ANT ALVES 2.5 Méthode ALVES ROC 
ANT, _ttUL; 2.5 8.824 .012 ttUL; 1 -
ANT .H.AW 1 H.AW .014 .014 
Système 
POl Test de Nemenyi 
Rang Moyen Chi-carré p 
POl ALVES 2.7 M é thode ALVES ROC 
POl .. R' 2.3 9.294 .01 R:JC .854 -
I-'Ul. JtAW 1 ttAW .uu6 .u3 
Système 
10 
Test de Nemenyi 
ttang Moye n <.Jhi-carré p 
JO ALVES 2.5 M é thode 1 ALVES 1 ROC 
lU. _ttUL; 2.5 8 .824 .012 ttUL; .1l54 -
.H.AW 1 RAW .03 .006 
Système IVY Test de Nemenyi 
Rang Moye n Chi-carré p 
IVY ALVES 2.8 M étho d e ALVES ROC 
IVY .R ' 2.2 9.333 .009 JI. .702 -
IV _ttAW 1 H.AW .OU4 .043 
Système JFC Test de Nemenyi 
ttang M oye n {Jni-carre p 
JFC ALVES 2.5 M étho d e 1 ALVES 1 ROC 
J ~' L; .. H.UL; :l .5 8 .824 .012 H.UL; .1l54 -
JF' _H.AW 1 H.AW .03 .006 
Système JODA Test de Nemenyi 
Rang M oyen L,; ni-carre p 
JODA ALVES 2.6 M étho d e ALVES ROC 
JI. JA JI. • .4 8.444 .015 ttUL; .961 -
JUUA. _ttAW 1 H.AW .0:l1 .01 
Système MATH Test de Nemenyi 
H.ang Moyen Chi-carré p 
MATH ALVES 2.5 M étho d e 1 ALVES 1 ROC 
MAI'H. _H.UG 2.5 4 .135 H.UC - -
MA':H .. RAW 1 RAW - -
Système LUCENE Test de Nemenyi 
Rang Moyen lJhÎ-carre p 
LUCENE ALVES 2.63 M étho d e ALVES RO C 
;EN H.ljL; , 2.38 7.538 .023 ttUL; .854 -
LUL;~N~_ . H.AW 1 H.AW .03 .006 
TABLE F .3 - Resultats des tests de Friedman e t Ne me nyl po ur Fo re t aléatOlre avec BIN-KM5 
Système ANT Test de Nemenyi H.ang M oyen ::'; hi-carré p 
ANT ALVES 2.3 M étho de ALVES ROC 
AN ' .RC 2 .7 8 .3 16 .016 ROC .854 -
AN ' _"'AVV 1 ttAW .u3 .006 
Système POl Test de Nemenyi ttang M oye n L;h,-carré p 
POl ALVES 2.4 Méthode 1 ALVES 1 ROC 
I-'Ul. _1i.UL; 2.6 8 .444 .015 H.UL; .9tH -
PU1._H.AW 1 H.AW .021 1 
Système 10 Test de N emenyi H.ang M oye n hi-carré p 
10 ALVES 2.2 M éthode ALVES ROC 
.H.UC 2.6 5 .778 .056 R ' - -
lU. _ttAW 1.2 ttAW - -
Système IVY Test de Nernenyi 
tta ng Moye n (Jhi-carre p 
IVY ALVES 2.2 M éthode 1 ALVES 1 ROC 
I VY , _ttUL; 2.8 8 .4 .01 5 H.UG .702 -
!V .H.AW 1 RAW .043 .0 4 
Système JFC Test de Nemenyi H.ang M oye n ;hi-carré p 
JFC ALVES 2 .6 Méthode ALVES ROC 
JF' _ROC 2.4 7 .6 .022 ROC .961 -
.JYL;_"H.AW 1 ttAW .0.1 .009 
Système JODA Test de Nemenyi 
ang Moyen vhi-carre p 
JODA ALVES 2 .5 M étho d e ALVES ROC 
J' lA. 2.5 7 .895 .019 li.UL; .85 4 -
JUUA._H.AW 1 H.AW .O;S .006 
Système MATH Test de N emenyl ttang Moye n L;hi-carré p 
MATH ALVES 2.25 M é thode J ALVES 1 ROC 
MAT _ttUL; •. 75 3.714 .1 56 ttUG - -
MATH. _H.AW 1 !-l.AW - -
Système LUCENE Test de Nemenyi H.ang M oyen Ghi-carré p 
LUCENE ALVES 2 .38 1 M étho de 1 ALVES 1 ROC 
LUG~N~. _H.UG 2.63 6. 533 .038 H.UC .452 
J G~N~. _H.AW 1 RAW .111 .OC4 
TABLE F.4 - Resulta ts d es tests d e Friedman e t Neme nyl p o ur P erceptro n multIcouche avec BIN-KM5 
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Sys t è m e ANT T est d e N e rne n y i 
ttan g M oyen L.;hi-carrè p 
ANT A LVES 2.6 M étho d e ALVES ROC 
ANT._ttU \; 2.4 8 .444 .015 ttU\; .901 · 
AN ' . RAW 1 RAW 09 .021 
Sys t è m e 
pal 
T est d e N e m e nyi 
Rang M oyen :J h i· carré p 
POl ALVES 2.6 Méthode ALVES ROC 
ttU L ~.4 8.444 .015 JL .961 · 
J-'U I._ttAW 1 ttAW .009 .021 
Sys t è m e la T est d e N e m e nyi 
tta ng M oyen \;h i· carré p 
10 ALVES 2.5 1 M étho d e 1 ALVES 1 ROC 
U .. ttL 2.5 8.824 .012 ttUC .854 · 
! ( .RAW 1 RAW .03 .006 
Systè m e IVY T e st d e N e m e nyi 
ang Moye n _~!IJ-carre p 
IVY ALVES 2 .7 M é tho d e ALVES ROC 
y _ttU\; 2.3 8.316 .016 ttU\; .854 · 
.V . ttAW 1 ttAW .UUO .U;! 
Sys t è m e JFC T est d e N e m e nyi 
ttang M oye n Chi-carré p 
JFC ALVES 2.5 1 M é thode 1 ALVES 1 ROC 
J F' _RUC 2.5 8.824 .012 R UC .854 · 
"" LAW 1 LAW 3 .006 
Sys t è m e 
JODA 
T est d e N e rne nyi 
tta ng M oye n vh Î- carre p 
J ODA ALVES 2.6 M é thode ALVES ROC 
JU U A._ttU \; ~.4 8.444 .015 l'lU \; .~,, 1 · 
J UUA .. ttAW 1 ttAW .021 .009 
Sys t è m e MATH T est d e N e m e ny i 
Ra ng M oyen Chi-carre p 
MATH ALVES 2.75 M étho d e ALVES ROC 
MA'.:H .. RUC 2.25 3.714 .156 R ' . · 
MA. . ttAW 1 ttAW . · 
Sys t è m e 
LUCENE 
T est d e N e m e nyi 
tta ng M oyen vJl i- carre p 
LUCENE A LVES 2.88 M éthode ALVES ROC 
L U\;"'N"' .• ttU\; 2 ,13 7.6 .022 ttU\; .53 3 · 
LU\;l>Nl> .• ttAW 1 RAW .002 .06 
TABLE F.5 - Résu ltats d es tests de Fnedman e t N e m e nyl pour K plus proch es VOISInS avec B IN-KM5 
109 
Tests de Friedman et de N emenyi 
avec g-mean d'Alves 
Rankings(70%) , Courbes ROC et 
des valeurs brutes des métriques. 
(BIN-KM5) 
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Système 
ANT Test de N ernenyi 
H.a n g M oye n <.Jhi-carre p 
ANT ALVES 2 .8 M étho d e ALVES RO C 
AN'!', _H.Ul,; ~.~ 8 .4 .015 Ii.U\,; .7u:.< -
A N' ,RAW 1 H.AW .00 4 .040 
Système 
POl Test de N emenyi 
R a ng M oyen ::::hi-carré p 
POl ALVES 2 .58 M é tho d e ALVES 1 ROC 
J-'UI,_H.U\'; 2 .42 9.478 .009 R I 1 -
PU. _H.AW 1 H.AW .014 .014 
Système 
10 Test de N emenyi 
H.a ng M oyen l,;hi-carré p 
IO ALVES 1.2 1 M é tho d e ALVES RO C 
_H.Ul,; 3 8.4 .015 H.Ul,; .009 -
O" RAW 1.8 RAW .96 1 .021 
Système IVY Test de N emenyi 
a ng Moyen :Jhi-carré p 
IVY ALVES 2 .42 M é tho d e ALVES ROC 
IV _H.u\'; 2 .58 9.478 .009 R ' .854 , 
IVY _H.AW 1 H.AW .03 .Ou6 
Système 
JFC Test de N emenyi 
H.ang M oyen l,;hi-carré p 
JFC ALVES 3 1 Métho d e 1 ALVES 1 RO C 
Jt'I _RUe 2 10 .007 H.e .7U2 -
JF' _RAw 1 RAW .004 .043 
Système 
JODA 
Test de N emenyi 
H.a n g Moyen vni-carre p 
JODA ALVES 2 M étho de ALVE S ROC 
JUUA_ H.Ul,; ;J 8 .018 H.U\,; .;J',5 , 
JUUA __ H.AW 1 H.AW .08 2 .002 
Système 
MATH 
Test de N ernenyi 
H.a ng Moyen l,;hi carré p 
MATH ALVES 2 .5 1 Métho d e 1 ALVES 1 ROC 
MA' .'H, _H.Ul,; 2 .5 7. 895 .019 Rue 1 -
MA' .'H __ RAW 1 _H.A ' .01 4 .01 4 
Système LUCENE Test de N emenyi 
a ng M oyen \.Jhi-carre p 
LU C ENE ALES 3 Métho d e ALVES RO C 
_H.u\'; 2 8 .018 H.Ul,; .961 , 
LUl,;,I!;N,I!;, ,H.AW 1 RAW .009 .021 
TABLE F.6 - Resulta ts des tests de Fri edman e t Ne me nyl po ur Bayéslen fl a if avec BIN- KM5 
Système ANT Test de N emenyi Ra ng Moyen ~ hi-carre p 
ANT ALVES 2.4 M étho d e ALVES RO C 
AN ' ,Re 2 .6 7 .6 .022 H.U~ .0961 , 
~'l~_l':AW 1 H.AW . 0~1 .009 
Système POl Test de N ernenyi 
H.ang Moyen lJhi carre p 
POl ALVES 2.42 M éth o d e 1 ALVES 1 ROC 
PU _H.Ul,; ~ . 58 9.478 .009 H.Ul,; .854 , 
PUI_ ,H.AW 1 RAW .03 .006 
Système 10 Test de Nemenyi 
Rang M oyen :hi-carre p 
IO ALVES 1.9 M étho d e ALVES RO C 
O"ROC 2 .2 .316 .854 H.U\,; - -
IU,_Ii.AW 1.9 H.AW - -
Système IVY T est de N emenyi H.ang Moyen (Jhi-carre p 
IVY ALVES 2.25 Métho d e 1 ALVES 1 ROC 
1 V Y _H.u\'; ~.75 10.174 .006 H.Ul,; .530 , 
,v ,RAW 1 RAW .06 02 
Système JFC Test de N emenyi 
Rang Moyen :hi-carre p 
JFC AL 2.6 M étho d e ALVES ROC 
JF _ROC 2 .2 5 .2 .074 H.U\,; , -
J~l,;,_H.AW 1.2 H.AW - -
Système JODA Test de N emenyi H.ang M oye n (Jhi-carre p 
JODA AL 1.38 Méth o d e ALVES. I ROC 
lA. U~ .;$ 6 .5 33 .038 H.U\,; .111 , 
JUUA,_H.AW 1.63 H.AW .7U2 14 
Système MATH Test de N emenyi H.ang M oye n <.Jhi-carre p 
MATH AL 1.6 Méth o d e 1 ALVES 1 ROC 
MATtl,_H.U\'; ~.6 2 .8 .247 H.Ul,; - -
MATH" RAW 1.8 RAW - , 
Système LUCENE Test de N erneny i 
H.ang M oyen Ghi carre p 
LUCENE AL 2 .38 M étho d e ALVES ROC 
LU l,;,I!;N,I!;, _H.Ul,; ~.5 4.93 3 .08 5 Rue , -
LU l,;,I!;NI; __ RAW 1.13 RAW - -
TABLE F.7 - Resultats d es test s d e FfJedman et Nem eny l po ur Machme a vecteurs d e s uppo rt avec BIN-KM 5 
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Systè me 
ANT T est d e N e rne nyi 
H-ang Moyen L:hi-carre p 
ANT ALVES 2 .4 Méthode ALVES ROC 
AN ' )-tl 2.6 8.444 .015 H-UL: .9t51 -
AN lAW 1 RAW .021 .OU9 
Systè me 
POl T est d e Neme nyi 
a ng Moyen ::;hi-carré p 
POl ALVES 2.33 Méthode ALVES 1 ROC 
PU _H-UL: ~.67 10.182 .006 ROC .702 -
pUI. _RAW 1 H-AW .u4~ .Ol)4 
Systè me 
10 Tes t de Neme nyi 
Rang Moyen L:hi-carré p 
10 ALVES 1 1 Méthode ALVES ROC 
0 __ ROl 3 10 .007 RUL: .004 -
Il eAW 2 HAW .702 .0.4::1 
Système 
IVY Test de N e m e nyi 
""ng Moyen u ni-carre p 
IVY ALVES 2 .33 Méthode ALVES ROC 
1 v y _H-U L: ~.67 10 .182 .006 Ul .702 
.V _RAW 1 H-AW .043 .uu4 
Systè m e 
JFC Test de Nemenyi 
Rang Moyen L:hi-carré p 
JFC ALVES 2.3 1 Méthode 1 ALVES 1 ROC 
J~' _ROC 2. 7 8.3 16 .016 H-UC .5::13 -
Jr' _H-AW 1 RAW .06 .002 
Système 
JODA Test de N e menyi 
H-a ng Moyen \..ini-carre . p 
JODA ALVES 2.38 Mét hode ALVES ROC 
JUUA __ H-UL: ~.b;j 6.533 .038 H-UL: ~54 -
JUUA._RAW 1 H-AW .03 .006 
Systè me 
MATH T est de N e rnenyi 
R a ng Moyen Chi-carré p 
MATH ALVES 2.2 1 Méthode 1 ALVES 1 ROC 
MA'. ·H. _RUl 2.8 9.333 .009 Rue .702 -
MA':H _RAW 1 J H-A' .043 .004 
Système 
LUCENE 
T est d e Neme nyi 
H-ang Moyen c......;ni-carre p 
LUCENE ALVES 2.25 Méthode ALVES ROC 
L UL:~N~, _l1.UL: ~ .75 6.5 .039 l1.UL: .375 -
LUC~N~_ ,l1.AW 1 RAW 82 .002 
1ABLE F.8 - Résultats des t ests de Fnedman et Nemenyl pour Fo ret a leatOlre avec BIN-KM5 
Systè me 
ANT 
T est d e N e menyi R ang Moyen ;hi-carré p 
ANT ALVES 2.3 
1 
Méthode ALVES ROC 
AN' ,RUe 2.7 8.316 .016 _l1.~ L: .854 
ANT _l1.AW 1 l1.AW .UJ .006 
Système 
POl 
T est d e N e menyi l1.ang Moyen (Jhi-carre p 
POl ALVES 2.58 
1 
Méthode 1 ALVES 1 ROC 
pUI,_l1.UL: 2 .42 9.478 .009 RUC 1 -
p' _RAW 1 LAW 14 .014 
Système 
10 
T est d e N e rnenyi Rang Moyen i- carre p 
IO ALVES 1.6 
1 
Méthode ALVES R OC 
,ROC 3 7.6 .022 l1.UL: .043 -
IU __ l1.AW 1.4 RAW .702 .003 
Système 
IVY 
T est d e N e menyi l1.ang Moyen Chi-carré p 
IVY ALVES 2.42 
1 
Méthode 1 ALVES ROC 
IV _l1.UL: 2.5/1 9.478 .009 RUl .854 -
lVY ,RAW 1 LAW .03 .006 
Systè me 
JFC 
Test de Nemenyi Rang Moyen ~ hi-carre p 
JFC ALVES 2 .6 
1 
Méthode ALVES ROC 
IF' _R:JC 2.4 7.6 .022 l1.UL: .961 -
J ~ 'L:. _l1.A W 1 l1.AW .02 1 .0 9 
Système 
JODA 
Test d e N e menyi l1.ang Moyen Chi-carré p 
JODA ALVES 2.5 
1 
Méthode 1 ALVES 1 ROC 
Jl [Ji\, ~l1.U L: ~.5 6 .05 l1.UL: .961 -
JUUA __ l1.AW 1 H-AW . )21 .009 
Système 
MATH 
Test d e N e menyi H-ang Moye n Chi-carré p 
MATH_ ALVES 2 .75 
1 
Méthode 1 ALVES 1 ROC 
MAT _l1.U L: 2.25 3.714 .156 RUC - -
MA". ·H. _RAW 1 RAW - -
Système 
LUCENE 
Test de N e menyi Rang Moyen (.Jhi-carré p 
LUCENE ALVES 2 
1 
Méthode ALVES ROC 
LUC~N~ __ l1.l 3 8 .018 RUl . )21 -
,U ' ;ENE, _RAW 1 LAW .854 .082 
TABLE F.9 - Résultats des t ests de Friedman et Nemenyl pour P erceptron multicouche avec BIN-KM5 
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Système ANT T est de N e menyi 
Rang Moyen C hi-carré p 
ANT ALVES 2.4 Méthode 1 ALVES 1 ROC 
AN' _ROC 2.6 8.444 .015 Rl .961 -
AN'l'._li.AW 1 LAW .0~1 .009 
Système 
POl T est d e Nemenyi 
li.ang Moyen \';hi-carré p 
POl ALVES 2.5 Méthode ALVES ROC 
PUI._li.U\'; ~.5 9.818 .007 li.U\,; .961 -
POl .. RAW 1 li.AW .021 .009 
Système 
10 Test d e N e m e nyi 
Rang Moyen Chi-carré p 
10 ALVES 1.2 Méthode 1 ALVES 1 ROC 
.ROC 3 8.4 .015 R' .009 -
IU __ li.AW 1./j li.AW .961 .021 
Système 
IVY T est de Nemenyl 
li.ang Moyen \';hi-carré p 
IVY ALVES 2.33 Méthode ALVES ROC -
IV _li.U\'; ~.67 10.182 .006 RU\,; .702 -
[VY .RAW 1 RAW .043 .004 
Système JFC T est de Nemenyi 
Rang Moyen ;hi-carré p 
JFC ALVES 2.2 Méthode ALVES ROC 
J~' J'- ~./j 8.4 .015 R ' .375 -
Jl"\';._li.AW 1 li.AW .U/j~ .OU~ 
Système 
JODA 
Test de N e menyi 
li.ang Moyen \';hi-carrè p 
JODA ALVES 2.38 Méthode 1 ALVES 1 ROC 
JUUA._li.U \'; ~.63 6.533 .038 li.U\,; .~54 -
)A._RAW 1 RAW .03 .006 
Système MATH Te st de N e m e nyi 
Rang Moyen ;hi-carré p 
MATH ALVES 2.3 Méthode ALVES ROC 
MA':H .. ROC 2.7 8.316 .016 li.U'-=' .854 -
MA'l'tl._li.AW 1 li.AW .03 .006 
Système LUCENE Test de N e menyi li.ang Moyen Chi-carre p 
L UCENE ALVES 2.25 Méthode 1 ALVES 1 ROC 
LU \,;I>N 1> __ li.U\'; ~ . 75 6.5 .039 ROC .375 -
:ENE __ RAW 1 li.A_W .082 .002 
TABLE F.IO - Résultats des tests de Friedman et Nemenyl pour K plus proches VOISinS avec BIN-KM5 
ll3 
Tests de Friedman et de N emenyi 
avec g-mean d'Alves 
Rankings(80%) , Courbes ROC et 
des valeurs brutes des métriques. 
(BIN-KM5) 
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Systè m e ANT T est d e N e lTle nyi 
ttang M oye n {Jhl-ca r r é p 
ANT A LVES 2.8 Métho d e 1 ALVES 1 ROC 
AN T . _ttU {J 2.2 8 .4 .015 ttU{J .702 -
ANT _RAW 1 RAW 04 .043 
Systè me POl T est d e N e rne nyi Rang M oye n ";hi-carre p 
POl A LVES 2.6 M é tho d e ALVES ROC 
2.4 7.6 .022 ttV{J .96 1 -
P UI._ttAW 1 ttAW .UU!! .0~1 
Systè m e 10 T est d e N e m e nyi 
ttang M oyen Chi-carré p 
JO ALVES 1 M étho d e 1 ALVES 1 R O C 
lU. _ttU{J 3 10 .007 ttU{J .004 -
.R AW 2 RAW .7 )2 43 
Systè m e IVY T e st d e N e m e nyi 
. Ji.ang M oye n ~hi-carre p 
IVY ALVES 2.4 M étho d e ALVES ROC 
.v . ttV<J ~.6 7 .6 .022 ttU <J .!!61 -
IV _H.AW 1 H.AW .021 .009 
Systè m e JFC T est d e N e rne nyi 
H.ang M oye n lJhi-carré p 
J FC A LVES 2.9 1 Métho d e 1 ALVES 1 ROC 
J~'C .I-tU C 2.1 9 .579 .008 H.UC .854 -
JF' CAW 1 LAW .uu6 .Ü". 
S y stè m e JODA T e st d e N e rne nyi a ng Moye n ~nJ-car~~ p 
J ODA A LVES 2 M étho d e ALVES ROC 
J V lJA~ttV <J ~.8 6. 4 .04 1 ttV <J .244 -
JUUA. _H.AW 1.2 H.AW .244 .004 
Systè m e 
MATH 
T est d e N e rne nyi 
H.a ng M oyen {Jh i-car ré p 
MATH A LVES 1.8 3 1 M é tho d e 1 ALVES 1 RO C 
MA" ·H. _H.UC 2.67 4.727 .094 I-tUC - -
MA':H._RAW 1.5 LAW - -
Systè m e LUCENE T est d e N e m e nyi 
tta ng Moye n <Jni-carre p 
LUCEN E A LVES 2 M étho d e ALVES RO C 
L U<J"'N"'. _ttV<J ~.5 2 .368 ttV<J - -
. H.AW 1.5 H.AW - -
, . TABLE F .I! - Résu lta ts des tests d e FrIedm a n e t N em eny l p o ur B ayesle n fl a lf avec B IN-K M 5 
Systè m e 
ANT 
T est d e N e m e nyi 
R a ng Moyen :Jhi-carré p 
ANT A LVES 3 M ét h ode A LVES ROC 
AN' .ROC 2 10 .007 ROC .375 -
ANT. _ttAW 1 ttAW .002 .082 
Systè m e 
POl 
T est d e N e m e nyi 
H.a ng M oye n {Jh i-carré p 
POl ALVES 3 M ét ho d e 1 ALVES 1 ROC 
P UI. _H.U{J 2 10 .007 H.U{J .375 -
PUI .. H.AW 1 H.AW .002 .082 
Sys t è m e 
10 
T est d e N e m e nyi 
R a ng M oyen ; h i-carré p 
10 ALVES 1.1 M éthode A LVES ROC 
.ROC 2 .6 6. 632 .0 36 -~'-' .03 -
IU._ttAW 2.3 ttAW ,53 ,31 
Systè m e IVY T est d e N e m e nyi 
H.ang Moye n {Jh i-carré p 
IVY A LVES 3 - M é t ho d e 1 A LVES 1 ROC 
l V Y _ttU {J ~ 10 .007 H.U ' .3 75 -
lV . H.AW 1 RAW .002 ,082 
Sys t è m e JFC Test d e N e m e nyi 
Ra ng M oye n ~ hi- car re p 
JFC ALVES 3 Méthode ALVES ROC 
JF' .ROC 1.8 8 .4 .01 5 R ' .5 33 -
J~·<J __ ttAW 1.2 H.AW .Ou9 ,147 
Sys t è m e 
JODA 
T est d e N e m e nyi H.ang Moye n lJhi-carré p 
JODA ALVES 2 ,8 M étho d e ALVES ROC 
_J~.'A. U~ _~ , 2 8,4 .01 5 ttU <J .961 -
J UUA._H.AW 1 ttAW .UU!! .021 
Sys t è m e 
MATH 
T est d e N e m e nyi 
H.ang Moye n <J hi-ca r ré p 
MATH A LVES 1.92 M é tho d e J A LVES 1 ROC 
MATH._ttV <J 2 .42 1.826 .401 H.U<J - -
MA' ·H._H.AW 1.6 7 H.AW - -
Sys t è me 
LUCENE 
T est d e N e m e nyi H.ang Moye n C J Î- carré p 
LUCENE A LVES 2 .63 1 M étho d e 1 ALVES 1 ROC 
L U{JJ;NJ;. _H.U C 2 .25 5.2 .074 H.C - -
LUCENE_ .RAW 1.1 3 RAW - -
TABLE F. 12 - Résu lta ts des tests de Friedman e t N e m e nyl p o u r Mach Ine a vect e urs d e s uppo rt avec B IN-KM5 
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Système ANT Test de N emenyi 
H.ang Moyen c.....;ni-carre p 
ANT ALVES 2.6 M étho d e ALVES ROC 
ANT._Ii.UlJ • . 4 8.444 .015 Ii.UlJ .9b1 -
AN ' _H.AW 1 H.AW .009 .021 
Système 
POl 
Test de Nemenyi 
H.ang Moyen Chi-carré p 
POl ALVES 2 .4 M étho d e ALVES ROC 
P ' _ROC 2.6 7.6 .022 H.OC .961 -
YU1 __ Ii.AW 1 Ii.A'" .021 09 
Système 10 Test de Nemenyi 
Ii.ang Moye n l.ihi-carre p 
IO ALVES 1 M étho d e ALVES ROC 
IU __ Ii.UlJ 3 10 .007 Ii.UlJ .004 -
10 __ H.AW 2 H.AW .702 .U43 
Système IVY Test de Nemenyi 
Rang Moye n Chi-carré p 
IVY ALVES 2.4 M étho d e ALVES ROC 
[VY .ROC 2.6 7.6 .22 ROC .961 -
.V _Ii.AW 1 Ii.AW .u21 .009 
Système 
JFC Test de Nemenyi 
Ii.a ng M oyen LJhi-carré p 
JFC ALVES 2 .1 M étho d e ALVES ROC 
J ~·lJ. _Ii.UlJ •. 9 9.579 .008 Ii.UlJ .244 -
J~'C .H.AW 1 H.AW .111 .OU1 
Système 
JODA Test de Nernenyi 
Rang Moye n Chi-carré p 
JODA ALVES 2 .2 Métho d e ALVES ROC 
)A . . R ' 2 .6 5.2 .074 ROC - -
JUUA._Ii.AW 1.2 Ii.A'" - -
Système 
MATH Test de Nemenyi 
H.a ng M oye n lJhi-carré p 
MATH ALVES 1.75 M étho d e ALVES ROC 
M ATH .. Ii.UlJ 2 .75 6 .05 Ii.UlJ .15 -
MA"H. _RAW 1.5 H.AW .078 .0 3 
Système 
LUCENE Test de Nernenyi 
R a ng Moyen ;hi-carré p 
LUCE NE ALVES 1. 75 Métho d e ALVES ROC 
_,=,UlJ";),,t;" ,~~ 3 6.5 .0 39 ROC .082 -
LUlJt;Nt;. _Ii.AW 1.25 Ii.AW .375 .Ou2 
TABLE F.13 - Résultats des t est s de Fri edma n e t Ne menyl pour Fore t a leatou e avec BIN-KM5 
Système 
ANT Test de Nemenyi 
H.a ng M oyen lJhi-carré p 
ANT ALVES 2 .4 1 
1 
Métho d e 1 ALVES 1 ROC 
AN ' .H.OC 2.6 8. 444 .015 H.UC .961 -
AN1~ ,Ii.AV" 1 RAW .021 .009 
Système 
POl Test de Nemenyi 
Ii.ang M oye n c;ni-carre p 
POl ALVES 3 
1 
M étho d e ALVES ROC 
YUI. _Ii.UlJ • 10 .007 Ii.UlJ .3 75 -
POl .. H.AW 1 Ii.AW .UU. .Ul:! 
Système 
10 Test de Nemenyi 
H.ang M oye n Chi-carré p 
IO ALVES 1 1 
1 
M éthode 1 ALVES 1 ROC 
O_.H.OC 3 10 .007 H.UC .004 -
IU_~Ii.AW 2 RAW .702 .043 
Système 
IVY Test de N emenyi 
Ii.a ng Moye n ;.,; r. i-carre p 
IVY ALVES 2 .4 
1 
M éthode ALVES ROC 
IVY _Ii.UlJ •. 6 7 .6 .022 Ul .961 -
.V .H.AW l Ii.AW .021 .009 
Système 
JFC Test de N emenyi 
H.a ng Moye n Chi-carré p 
JFC ALVES 2 .6 1 
1 
M étho d e 1 ALVES 1 ROC 
JF .ROC 2 .4 7.6 .022 H.UC .961 -
JYlJ __ Ii.AW 1 RAW .021 .009 
Système 
JODA Test de Nemenyi 
ang Moyen u ni-carre p 
JODA ALVES 2 .3 
1 
M étho d e ALVES ROC 
J'JUA. _Ii.' 2.5 5 .158 .076 H.' - -
JUUA._Ii.AW 1.. LAW - -
Système 
MATH Test de Nemenyi 
Ii.ang M oye n LJni-carre p 
MATH ALVES 1.83 
1 
Méthode ALVES ROC 
MATH __ Ii.UC; -,,:67 4.727 .094 R' - -
MATH. _Ii.AW 1.5 Ii.AW - -
Système 
LUCENE Test de Nemenyi 
Ii.ang M oye n t;hi-carré p 
LUCENE ALVES 1.75 
1 
M étho d e ALVES ROC 
LUlJt;Nt;. _Ii.UlJ 3 6.5 . 039 Ii.UlJ .08 •. -
LUCt:Nt:_ .H.AW 1.25 Ii.AW .375 2 
TABLE F.14 - Résultats des t ests de Friedma n e t N e me nyl p o ur P e rceptro n multicouche avec BIN-KM5 
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ET DE NEMENYI 
Système ANT Test de Nemenyi 
Rang Moyen ;hi-carre p 
ANT ALVES 2 .5 
1 
Méthod e ALVES RO C 
~T =ti.V"" 2.5 8 .824 .012 R()C 1 -
ANT JtAW 1 H.AW .014 .014 
Système 
pal 
Test de Nemenyi 
H.ang M oyen Chi-carré p 
POl ALVES 2 .5 1 
1 
Mé thod e 1 ALVES 1 ROC 
PUI _H.UC 2.5 7.895 .019 H.UC 1 -
p , _RAW 1 RAW 14 .014 
Système la Test de Nemenyl 
ang Nloyen i-carre p 
10 ALVES 1 
1 
Méthode ALVES RO C 
lV, KV,," 3 10 .007 KV,," .004 -
lU __ H.AW 2 H.AW .7U2 .u4J 
Système IVY Test de Nemenyl 
H.a ng Moyen Chi-carré p 
IVY ALVES 2.4 1 
1 
Méthod e 1 ALVES 1 RO C 
IV _H.Ul 2.6 7 .6 .022 H.Ul .961 
LAW 1 RAW 21 .009 
Système JFC Test de N emenyi 
_",="ng ~oyen . ""hi-carre.. p 
JFC ALVES 2.1 
1 
Métho de ALVES ROC 
J",,",_KV,," :l.9 9 .579 .008 KV,," .244 -
J"'C,_HAW 1 H.AW .111 .001 
Système JODA Test de Nemenyi 
H.a ng M oyen C hi-carre p 
JODA ALVES 2.2 1 
1 
Méthode 1 ALVES 1 RO C 
JUUA,_H.UC 2 .6 5 .2 .074 H.Ul - -
lA,_RAW 1.2 RAW - -
Système MATH Test de Nemenyi 
l-ta ng Moyen \";hi-carre p 
MATH ALVES 2.08 
1 
M éthod e ALVES RO C 
MAl' KV,," :l.58 5 .429 .066 KV,," - -
M A','H, _H.AW 1.3 3 H.AW - -
Système LUCENE Test de N emenyi 
H.a ng Moyen C hi-carre p 
LUCEN E AL 1.75 
1 
Méthod e ALVES RO C 
LUC~N~_,H.UC 3 6 .5 .039 H.UC .082 -
'~ __ KA' 1.25 KAW .375 .002 
.. TAB LE F .15 - Résulta ts d es tests d e FrIedm an e t N e m e n y l p o ur K plu s proch es VOISinS avec BIN-KM5 
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Tests de Friedman et de N emenyi 
avec g-mean d'Alves 
Rankings(90%), Courbes ROC et 
des valeurs brutes des métriques. 
(BIN-KM5) 
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ET DE NEMENYI 
Système ANT T est de N e rnenyi 
li.ang Moyen lJ ni-carre p 
ANT ALVES 2.8 Méthode ALVES ROC 
ANT._l1.UlJ • . 2 8.4 .015 ttUlJ .7u2 -
AN ' _H.AW 1 H.AW .UU4 .043 
Système 
pal 
Test de N ernenyi 
H.a ng Moyen ;hi-carré p 
POl ALVES - Méthode 1 A LVES 1 ROC 
p l _ ROl 2 6 .014 tU _ - -
l"Ul. _l1.AW 1 CAW - .008 
Système la Test de N erneny i 
l1.ang Moyen lJni-carre p 
IO ALVES - Méthode ALVES ROC 
IU __ l1.UlJ 2 5 .025 l1.UlJ - -
O __ H.AW 1 H.AW - . OUI! 
Système 
IVY Te st d e N e rne nyi 
Rang Moyen ;hi-carré p 
IVY ALVES 1. 75 Méthode ALVES ROC 
IVY .ROC 2.75 6 .05 RC .15 -
IV)' _l1.AW 1.5 ttAW .7/j .03 
Système 
JFC T e st de N ernenyi 
l1.ang Moyen lJhi-carrè p 
JFC ALVES 2.3 Méthode ALVES ROC 
J~·lJ._l1.UlJ •. 6 6.633 .036 l1.UlJ .618 -
J~'C _H.AW 1.1 H.AW .U82 .OU6 
Système 
JODA Test de N e rnenyi 
H.ang Moyen ;hi-carré p 
JODA ALVES 1.9 Mét hode ALVES ROC 
)A._R ' 2 .8 5.2 .074 R I - -
JUUA __ l1.AW 1.4 l1.AW - -
Système MATH T est de N e menyi 
l1.ang Moyen lJn i-carré p 
MATH ALVES 2 Méthode 1 ALVES 1 ROC 
MATH._l1.UlJ 2.67 3.2 .202 l1.UC - -
MA" H. _RAW 1.33 RAW - -
Système LUCENE T est de N e lTlenyi 
Rang Moyen ;hi-carré p 
LUCENE ALVES - Méthode ALVES ROC 
CENE __ ROC 2 4 .046 .H.lJ lJ - -
LU lJbNb. _l1.AW 1 l1.AW - . OUI! 
TABLE F.16 - Résultats des tests de Fnedman e t Nemenyl pour Bayéslen nalf avec B IN-KM5 
Systè me ANT T e st d e N e menyi H.ang Moyen Chi-carré p 
ANT ALVES 3 Méthode ALVES R OC 
AN ' _H.OC 2 10 .007 ROC .375 -
AI LAW 1 l1.AW .uu. .08. 
Système 
pal 
Test de N e menyi ttang Moyen Lih i-carre p 
POl ALVES - Méthode ALVES I ROC 
l"UI._ttUlJ • 6 .014 l1.UlJ - -
l"UI._H.AW 1 H.AW - .008 
Système la Test de N e menyi 
H.ang Moyen Chi-carre p 
IO ALVES Méthode ALVES ROC 
IC _H.Ol 1.6 .2 .655 ROC - -
LAW 1.4 l1.AW - -
Système IVY Test de Nemenyi tta ng Moyen Chi-carré p 
IVY ALVES 1.83 Méthode 1 ALVES 1 ROC 
.V _l1.UlJ •. 83 8.4 .015 H.UlJ .147 -
IV _H.AW 1.33 H.AW .533 1 
Systè me JFC T est de N e menyi H.a ng Moyen Ch i-carré p 
JFC ALVES 2.8 Métho de ALVES ROC 
JP'C _H.C 2 6.4 .041 R:JC .854 -
Jyl c~w 1.2 l1.AW .021 .082 
Système JODA Test de Nemenyi 
a ng Moyen :....;ni-carre p 
JODA ALVES 2.4 Méthode ALVES ROC 
JC DA. _R:JC 2.4 4.8 .091 JL - -
JUUA._ttAW 1.2 l1.A W - -
Système MATH Test d e N e menyi tta ng Moyen Lihi-carrè p 
MATH ALVES 2.17 Méthode ALVES 1 ROC 
MATH, ttU lJ •. 5 2.364 .307 l1.UlJ - -
MATH._l1.AW 1.33 H.AW - -
Système LUCENE Test de N e menyi H.a ng Moyen Chi-carré p 
LUCENE ALVES - 1 Méthode 1 ALVES 1 ROC 
LUlJbN~ __ l1.UlJ • 4 .046 H.UC - -
LUC~N~ __ H.AW 1 RAW - .008 
TABLE F.17 - Résultats des tests de Frtedman et Nemenyl pour Mach me a vecteurs de support avec BIN-KM5 
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ET DE NEMENYI 
Système 
ANT 
Test de Nemenyi 
H.ang Moyen Chi-carré p 
ANT ALVES 2.5 1 Méthode 1 ALVES 1 ROC 
AN' _H.UC 2.5 8.824 .012 H.UC 1 -
AN _ti.AW 1 RAW .014 .014 
Système 
pal 
Test de Nernenyi 
ti.ang Moyen lJni-carré p 
POl ALVES Méthode ALVES ROC 
1"'Vl __ ti.vv :l 6 .014 ti.vv - -
PU1._H.AW 1 H.AW - .OOIS 
Systè me la Test de Nemenyi 
Jiang Moyen ;hi-carre p 
JO ALVES Méthode 1 ALVES 1 ROC 
_RUC 2 5 .025 H.UC - -
lV __ ti.AW 1 "cA' - .00" 
Système IVY Test de Nemenyi 
ti.ang Moyen lJn i-carre p 
IVY ALVES 1.92 Méthode ALVES ROC 
l V Y _H.V v 2.75 6.348 .042 ti.vv .:l44 -
LV _H.AW 1.33 H.AW .452 .014 
Système JFC T est de N e menyi 
H.ang Moyen ;hi-carre p 
JFC ALVES 2.5 Méthode 1 ALVES 1 ROC 
Jl<" _H.UC 2.5 8.824 .012 H.UC .854 -
J,·v __ ti.AW 1 ti.A' .Os .006 
Système JODA T est de Nemenyi 
ti.ang Moyen lJni-carre p 
JODA ALVES 1.9 Méthode ALVES ROC 
JVUA __ H.V v :l. 4.526 .104 ti.vv - -
JUUA _H.AW 1.4 H.AW - -
Système 
MATH T est de N e menyi 
R a ng Moyen ;hi-carré p 
MAT H ALVES 1.83 Méthode ALVES ROC 
MA' ' H. _ROC 2.83 3.8 18 .148 RUC - -
MATH._ti.AW 1.33 ti.AV' - -
Système LUCENE Test de N emenyi 
ti.ang Moyen lJh i-carre p 
LUCENE ALVES - Méthode ALVES ROC 
L UvJ;N J;. _H.VV :l 4 .046 ti.vv - -
LL ;ENE .. RAW 1 H.AW - .008 
T ABLE F .18 - Résu lta t s des tests de Fnedman et Nemeny l pour Fo ret a léat01re avec BIN-KM5 
Système 
ANT T est de N e m e nyi 
ti.angMoyen i-carré p 
ANT ALVES 2 .2 
1 
Méthode ALVES ROC 
AN'" _ti.VV :l." 8.4 .015 Ul .702 -
AN ' _H.AW 1 H.AW .043 .004 
Système 
pal 
T est de Nemenyi 
H.a ng Moyen C J i-carre p 
POl ALVES - 1 
1 
Méthode 1 ALVES 1 ROC 
pl _H.UC 2 6 .014 H.UC - -
tAW 1 RAW - .008 
Système la Test de N e menyi 
a ng Moyen i-carre p 
JO ALVES -
1 
Méthode ALVES ROC 
lV. _H.VV 2 5 .025 Ul - -
lU __ H.AW 1 H.AW - .008 
Système 
IVY T est de Nemenyl 
H.a ng Moyen Chi-carre p 
IVY ALVES 1.5 1 
1 
Méthode 1 ALVES 1 ROC 
LVY _H.UC 2 .92 8.273 .0 16 H.uv .U::S -
. V lA' 1.58 RAW .99 .021 
Système 
JFC Test de Nemenyi 
ti.ang Moyen i-carre p 
JFC ALVES 2.6 
1 
Méthode ALVES ROC 
J , ·v. _H.vv :l .4 7 .6 .022 li) .961 -
Jr'C __ H.AW 1 H.AW .021 .009 
Système 
JODA Test de Nernenyi 
H.ang Moyen Ch i-carre p 
JODA ALVES 2.4 
1 
M éthode ALVES ROC 
JVUA __ H.VV :l.4 4.8 .091 H.vv - -
J C IJA. _H.AW 1.2 H.AW -
Système 
MATH T est de N e menyi 
H.ang Moyen Chi-carré p 
MATH ALVES 1.83 1 
1 
Méthode 1 ALVES _L ROC 
MA". ·H. _H.UC 2.83 3.818 .148 H.vv - -
MA .RAW 1.33 H.AW - -
Système 
LUCENE T est de Neme nyi 
R a ng Moyen Chi-carre p 
LUCENE ALVES -
1 
Méthode 1 ALVES 1 ROC 
LUCENE .. ROC 2 4 .046 H.UC - -
LUvJ;NJ;~~' 1 RAW - .008 
TABLE F .19 - Resultat s des t ests de FrIedman et Nemenyl pour P e rceptron multIcouche avec BIN-KM5 
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ET DE NEMENYI 
Système ANT Test de Nernenyi 
Rang Moyen Chi-carré p 
ANT ALVES 2.4 Méthode ALVES ROC 
APIT. KU,", 2.6 8 .444 .015 
- "':" .961 -
ANT _KAW 1 KAW .021 .009 
Système 
POl Test de Nemenyi 
H.ang Moyen Chi-carré p 
POl ALVES - 1 Méthode 1 ALVES 1 ROC 
PUI. _11.1.. 2 6 .014 11.1.. - -
LAW 1 RAW - .008 
Système 
10 Test de Nerne nyi 
Kang Moyen L;hi-carr~ p 
10 ALVES - Méthode ALVES ROC 
IU __ KU'"' ~ 5 .025 KU'"' -
_H.AW 1 H.AW - .UUI:S 
Système 
IVY T est de Nernenyi 
H.ang Moyen Chi-carré p 
IVY ALVES 1.58 Méthode 1 ALVES 1 ROC 
.V _RUI.. 2.92 7.913 .019 11.1.. .043 -
lV LAW 1.5 LAW .915 .014 
Système 
JFC Test de Nemenyi 
Kang Moyen l,.;hi-carr_~ p 
JFC ALVES 2.5 Méthode ALVES ROC 
Jl'·c __ H.UC ~.5 8 .824 .012 H.U,", .854 -
Jl'" _H.AW 1 H.AW .03 .OU6 
Système JODA Test de Nemenyi 
H.ang Moyen Chi-carré p 
JODA AL 1.9 Méthode 1 ALVES 1 ROC 
Jl DA __ RUl 2.7 4.526 .104 11.1.. - -
JUUA __ KAW 1.4 KAW - -
Système 
MATH Test de Nernenyi 
Kang Moyen L.:hi-carré p 
MATH AL 2.5 Méthode ALVES ROC 
MATH __ H.UC ~.5 4.909 .086 H.U,", - -
MA· .. 'H. _H.AW 1 H.AW - -
Système 
LUCENE T est de Nernenyi 
Rang Moyen Chi-carre p 
LUCENE AL - Méthode ALVES ROC 
LUCENE __ RUC 2 4 .046 RC - -
LUCr;Nr; __ H.AW 1 KAW .OlJ8 
TABLE F.20 - Résultats des tests de FrIedman e t Neme nyl pour K plus proches vOIsms avec BIN-KM5 
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Tests de Friedman et de N emenyi 
avec g-mean d'Alves 
Rankings(30%), Courbes ROC et 
des valeurs brutes des métriques. 
(BIN-MEAN) 
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E T DE NEMENYI 
Sys t è m e ANT T est d e N e m e ny i 
R a n g M oyen ;hi-car ré p 
ANT ALVES 2 .6 Méthode ALVES ROC 
AN ' _RX 2 .2 5. 2 .074 ROC - -
AN T _H.AW 1.2 H.AW - -
Sys t è m e 
POl 
T est d e N e rne nyi 
H.ang Moyen l,; hi-carré p 
POl A LVES 2 .63 Métho d e 1 ALVES 1 RO C 
POJ. _H.Ol,; •. 3/S 6.533 .038 H.Ul,; 1 -
PC _RAW 1 RAW .014 .0 14 
S yst è m e 10 T est d e N e m e nyi 
Rang Moyen ;h i-carré p 
JO ALVES 1.9 M étho d e ALVES ROC 
. 1U~H.U l,; 2.5 2.211 .331 ROC - -
lU._H.AW 1.6 H.AW - -
Sys t è m e IVY T e st d e N e m e nyi 
H.ang Moyen l,;hi-carré p 
IVY ALVES 2.4 Métho d e 1 ALVES 1 ROC 
.V _RC •. 6 7 .6 .022 H.Ul,; .961 -
IVY _RAW 1 RAW .02 1 .0 9 
Sys t è m e 
JFC T est d e N e m e nyi 
a ng Nloyen ..;n i- car r e p 
J FC ALVES 2.4 M étho d e ALVES RO C 
J e l,; __ H.U l,; 2.6 7.6 .022 H.U L .7u-" -
J " ', _H.AW 1 H.AW .043 .004 
S ystè m e 
JODA T e st d e N e m e nyi 
H.a ng Moyen Chi-carré p 
JODA ALVES 2.4 Métho d e 1 ALVES 1 RO C 
JUUA._R UC: 2.6 7 .6 .022 RUC: .961 -
Je DA .. RAW 1 RAW .021 .009 
Systèm e 
MATH 
T est d e N e m e nyi 
_ H.a.ng Moyen vh i -carr~ _ p 
MATH A LVES 2.5 Métho d e ALVES RO C 
MATH._H.Ul,; -" .5 7 .895 .019 H.Ul,; 1 -
MA· .. ·H._H.AW 1 H.AW .U14 .014 
S yst è m e 
LUCENE 
T est d e N e m e nyi 
R a ng Moyen C h i-carré p 
LUCENE ALVES 2 .75 Métho d e 1 ALVES 1 RO C 
UC:~N~. _RUC 2.25 6 .5 .039 RUl .961 -
~H.AW 1 H.AW .021 .009 
TA BLE F .21 - Résu lta ts des test s d e Fri edma n e t N emeny l pour Bayésle n nalf avec B IN- MEAN 
Sys t è m e ANT T e s t d e N e rne n y i 
H.ang Moyen C hi-carre p 
A N T A LVES 2 .5 1 
1 
M étho d e 1 ALVES 1 ROC 
ANT._H.U l,; .. ~ 5.444 .066 H.C - -
AN ' _RAW 1.2 RAW - -
Systè m e 
POl 
T est d e N e m e nyi 
R a ng M oyen ;hi-carré p 
POl ALVES 2 .5 
1 
M é t h o d e A LVES ROC 
p , _ROC 2 .5 6 .0 5 .96 1 -
P U1 __ H.A W 1 H.AW .U.1 .00\1 
Systè m e 
10 
T est d e N e m e nyi 
H.a ng Moyen C h i-carre p 
OI - A LVES 2 .1 
1 
M ét h ode 1 A LVES 1 ROC 
U l._H.UC 2 .3 1.368 .504 RUC - -
C _RAW 1.6 RAW - -
Sys t è m e IVY T est d e N e m e nyi Rang Moyen i- carre p 
I VY ALVES 2 .5 
1 
M étho d e A LVES RO C 
IVY _ROC 2.5 7.895 .019 UL 1 
.V _H.A W 1 H.AW .014 .014 
Systè m e JFC T est d e N e m e nyi 
H.a ng Moyen l,;h i-carré p 
JFC A L 2.2 
1 
M éth o d e 1 A LVES 1 ROC 
J ".c:. _H.UC: 2.4 2 .8 .247 RUC -
JF'C .R AW 1.4 RAW - -
Sys t è m e 
JODA 
T est d e N e m e nyi 
Rang Moyen ~ hi-carre p 
JODA A L 2 .4 
1 
M étho d e ALVES ROC 
UA .. RUl 2 .6 7.6 .022 RUC .961 -
J l A LAW 1 KAW .021 .u09 
Sys t è m e MATH T est d e N e m e nyi Rang Nloyen i-carre p 
MATH A L 2 .6 
1 
M étho d e A LVES ROC 
MK ' H .. ROC 1.9 3 .263 .196 UL - -
MATH._H.AW 1.5 H.AW - -
Sys t è m e LUCENE T est d e N e m e nyi H.ang Moyen v hi-carre p 
LUCENE AL 2 .75 
1 
M étho d e ALVES ROC 
''''. JL 2 .13 5.733 .0 5 7 H.Ul,; - -
L Ul,;~N "'. _H.A W 1. 1 ~ H.AW - -
TABLE F.22 - Résultats des tests de Friedma n e t Nem enyl po ur Machine a vecteurs de suppo rt avec SIN-MEAN 
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ET DE NEMEN YI 
Sys t è me ANT T est d e N e m e nyi 
H.ang Moyen t.; hi · ca r ré p 
ANT ALVES 2 .7 M étho d e 1 ALVES 1 ROC 
AN T _H.Ut.; ~.3 8 .3 16 .016 H.Ut.; 1 · 
AN ' .RAW 1 RAW .014 .014 
Sys t è m e 
pal 
T est d e N e rne nyi 
Rang M oye n :hi·carré p 
P Ol A LVES 2.63 M éthode ALVES ROC 
2.38 7.539 .023 H.Ut.; 1 · 
1-'Ul. _H.AW 1 H.AW .U14 .014 
Sys t è m e la T e st d e N e m e nyi 
H.ang Moyen Chi- carré p 
JO A LVES 2.6 Métho d e 1 ALVES 1 RO C 
lU. _H.U t.; 2 .4 8.444 .015 ItUt.; .96 1 · 
.ItAW 1 RAW .OC9 .02 1 
Sys t è m e IVY T e st d e N e m e nyi 
ang Moyen ..;ni-carre p 
IVY ALVES 2.6 M éthode ALVES ROC 
~ ~li.lJ '-'- 2.4 8 .444 .015 H.U t.; .961 · 
I VY. _H.AW 1 H.AW .OU!! . U~1 
Sys t è m e JFC T est d e N e m e nyi 
H.a ng M oye n LJhi· carré p 
J FC ALVES 2.6 M é tho d e 1 ALVES 1 RO C 
J ~'C . ltl 2. 4 9 .5 .009 ItUl .961 · 
JF' lAW 1 lAW . 21 .009 
Sys t è me 
JODA 
T est d e N e m e nyi 
H.a ng Moyen c......;n Î-carre p 
JODA ALVES 2.7 M étho d e ALVES RO C 
JUUA. H.U t.; ~ . 3 8. 3 16 .016 H.U C; .ts54 · 
J UUA._ItAW 1 ItAW .006 .0 3 
Sys t è m e MATH T est d e N e m e nyi 
Ita ng Moyen LJ hi·carré p 
MATH ALVES 2.2 1 Métho d e 1 ALVES 1 ROC 
MA' .' H. _ItUl 2.8 9 .33 3 .009 ItUl .7 )2 
MA·.'H .. RAW 1 H.AW .043 .004 
Sys t è m e LU C ENE T est d e N e m e nyl 
H.a ng Moye n t.;hi·carré p 
L U C ENE ALVES 2.75 M étho d e ALVES ROC 
L Ut.;~N~. _H.ut.; 2 .25 7 .429 .024 H.Ut.; .961 -
LUt.;~N~ •. ItAW 1 ItAW . )21 .009 
TAB LE F .23 - Résu lt a ts d es t est s d e Fnedman e t Ne menyl p o u r Fo re t a léatOIre avec B IN- MEAN 
S ystème ANT T est d e N e rne ny i 
R a ng Moyen ::;hi-carre p 
ANT A LVES 2 .5 M ét hode A LVES ROC 
AN' . ROC 2 .5 7.89 5 .0 19 .8 54 · 
ANT -'tAW 1 H.AW .u3 .006 
Systèm e 
POl 
T est d e N e m e nyi 
H.a ng M oyen C Jli-carré p 
POl - A LVES 2 .67 M étho d e 1 A LVES 1 ROC 
1-'U. _H.Ut.; ~ .33 4 .66 7 .09 7 H.U t.; . · 
1-'01 .. ItAW 1 RAW . · 
S ystè m e 10 T est d e N e m e nyi Rang Moyen i-carre p 
JO ALVES 2 M étho d e A LVES ROC 
O .. ROC 2 .8 7 .1 11 .029 H.Ut.; .533 · 
lU .. H.A W 1. ~ H.AW .147 .009 
S ystè m e IVY T est d e N e m e nyi H.ang M oyen Chi-carre p 
IVY A LVES 2 .2 Métho d e 1 A LVES 1 ROC 
1 V Y _H.Ut.; ~ . 8 8 .4 .0 15 H.UC .702 · 
IV . ItAW 1 RAW .043 .004 
Systè m e JFC T est d e N e m e nyi 
Rang Moyen ~ hi - carre p 
JFC ALVES 2 .5 M é tho d e A LVES ROC 
JF' .ROC 2 .5 7.985 .019 H.ut.; .8 54 · 
H ·t.;._H.A W 1 H.AW .03 .006 
Systè m e JODA T est d e N e m e nyi H.ang Moyen C hi carre p 
JODA A LVES 2 .5 M é tho d e A LVES 1 ROC 
JUUA._H.U t.; 2.5 7 .895 .019 H.U t.; 1 · 
J U UA . • H.AW 1 ItAW .014 .014 
Systè m e MATH T est d e N e rne nyi Itang M oyen C l Î-carré p 
MATH A L 2 .3 Métho d e 1 A LVES 1 ROC 
MATH .. ItU t.; ~. 7 8 .3 16 .0 16 H.Ut.; .1l54 · 
MA' .'H _ItAW 1 R AW .03 .006 
Systè m e LUC ENE T est d e N e m e nyi Itang M oyen :hi-carre p 
L UCENE AL 2 .63 M étho d e A LVES ROC 
L U' a';N~._ItUl 2 .38 6. 5 33 .038 ItUC .854 · 
UCENE_ .R AW 1 lA' .03 .006 
T ABLE F .24 - Resultats des t ests de Friedman et Ne me ny l po ur Perceptro n mu lticouche avec S IN-MEAN 
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Système ANT Test de N ernenyi 
l-ta ng Moyen ;hi-carré p 
ANT ALVES 2 .7 Métho d e ALVES ROC 
AN ' _ROC 2.3 8 .316 .016 ROC 1 -
,API! tt_AW 1 ttAW .014 .u14 
Système POl T est d e N emenyi tta ng M oyen lJhi-carré p 
POl ALVES 2 .38 M éthode 1 ALVES 1 ROC 
YU _ttUlJ 2 .6<1 7.539 .023 RUlJ .854 -
POI._RAW 1 RAW .03 .006 
Système 10 Test de N emenyi R a ng Moyen ;hi-carré p 
10 ALVES 2.6 Métho de ALVES ROC 
O __ RC 2.4 8 .444 .015 ROC .961 -
IU __ ttAW 1 ttAW .009 .021 
Sys t ème IVY T est d e N emenyi 
ttang Moye n (Jhi-carré p 
IVY ALVES 2 .5 M éthode 1 ALVES 1 ROC 
IV Y _ttUlJ 2 .5 7.895 .019 RUlJ 1 -
.V _RAW 1 RAW .014 .014 
Système JFC Test de N emenyi 
Rang Moyen Chi-carre p 
JFC AL 2 .8 M éthode ALVES ROC 
JI ttU~ 2.2 9.333 .009 J~ .9 4 -
J~'lJ __ ttAW 1 ttAW .009 .021 
Système JODA T est de N emenyi 
H.ang M oyen Chi-carre p 
JODA AL 2.7 M éthode 1 ALVES 1 ROC 
JUUA __ 1-tUlJ •. 3 8.316 .016 ROlJ .1!54 -
J DA. _RAW 1 RAW .006 .03 
Système MATH Test de Nemenyi 
Ra ng Moye n Chi-carré p 
MATH AL 2.3 M éthode ALVES ROC 
MA 2 .7 8.316 .016 J~ .854 -
MAT H __ ttAW 1 I-tAW .03 .006 
Système LU CENE Test de Nemenyi 
Rang M oye n Chi-carré p 
LUCENE AL 2.75 1 M éthode 1 ALVES 1 ROC 
LUlJt;Nt; __ RL 2.25 7.429 .024 RUL .961 -
;ENE __ RAW 1 RAW .021 .009 
TABLE F.25 - Res ultats des tests de Friedman e t N e m e n y l pour K plus proches VOI SinS avec BIN-MEAN 
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Tests de Friedman et de N emenyi 
avec g-mean d'Alves 
Rankings(70%) , Courbes ROC et 
des valeurs brutes des métriques. 
(BIN-MEAN) 
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Système ANT Test de Nemenyi Rang Moyen Ch i-carré p 
ANT ALVES 2.8 
1 
Méthode ALVES ROC 
AN ' _RJ( 2 6.4 .041 JI.. .1154 -
API'!' _KAW 1.2 KAW .0~1 .082 
Système 
POl 
Test de Nernenyi 
Kang Moyen tJhi-carre p 
POl ALVES 2.9 
1 
Méthode 1 ALVES 1 ROC 
PUI._KUv 2.1 9.579 .008 KUv .854 -
PC _RAW 1 RAW ,006 .03 
Système 10 Test de Nernenyl 
Rang Moyen Chi-carre p 
10 ALVES 1.2 
1 
Méthode ALVES ROC 
_ROC 2,8 6.4 .04 1 JI.. .082 -
IU. KAW ~ KAW .9(;1 .147 
Système IVY Test de Nemenyi 
Kang Moyen (Jhi-carre p 
IVY - ALVES 2,42 
1 
Méthode 1 ALVES 1 ROC 
.VY _KUv 2.51! 9.478 ,009 RUl .854 -
.V _RAW 1 RAW .03 .006 
Système JFC Test de Nemenyi 
Rang Moyen uni-carre p 
JFC ALVES 2.8 
1 
Méthode ALVES ROC 
JI JI.. ~.2 8.4 ,015 KUv ,9b1 -
H 'v __ KAW 1 RAW .U09 .U21 
Système JODA Test de Nernenyi 
Kang Moyen Chi-carre p 
JODA ALVES 2 1 
1 
Méthode 1 ALVES 1 ROC 
JUUA._KUv <1 8 .018 RUv .7U2 -
JC DA._RAW 1 RAW .043 .004 
Système MATH Test de Nemenyi Rang Moyen 0 t i-carre p 
MATH ALVES 2.5 
1 
Méthode ALVES ROC 
MA _K' 2.5 7,895 .019 KUv 1 -
MA'!'H._KAW 1 KAW ,U14 .014 
Système LUCENE Test de Nemenyi 
Kang Moyen Chi-carré p 
LUCENE ALVES 3 1 
1 
Méthode 1 ALVES 1 ROC 
LUvJ;:;NJ;:;. _KUv 2 8 ,018 RC ,961 -
LUCENE_ .RAW 1 u\w .009 .021 
TABLE F .26 - Resultats des tests de Friedman et Neme nyl pour Bayés len nalf avec BIN-MEAN 
Système ANT Tes t de Nernenyi 
Kang Moyen vhi-carre p 
ANT ALVES 2.6 Méthode ALVES ROC 
AN'!' _KUv ~.<I 6.632 .036 KUv .99 -
AN' _KAW 1.1 RAW .03 .021 
Système POl Test de Nemenyi 
liang Moyen Chi-carre p 
POl ALVES 2,3 Méthode ALVES ROC 
PC _ROC 2.7 8.316 .016 Rl .533 -
LAW 1 KAW .u59 .002 
Système 10 Test de Nernenyi 
Kang Moyen LJhi-carre p 
10 ALVES 1.4 Méthode ALVES ROC 
IU._KUv ~.6 3.6 .165 KUv - -
IO __ RAW 2 RAW - -
Système IVY Test de Nemenyi 
Rang Moyen Chi-carre p 
IVY ALVES 2.25 1 Méthode 1 ALVES 1 ROC 
IVY _ROC 2.75 10.174 .006 ROC .533 -
IV Y_KAW 1 I-tAW .06 .002 
Système JFC Test de Nemenyi 
Kang Moyen c....;ni-carre p 
JFC ALVES 2.4 Méthode ALVES ROC 
J~·v._KUv 2.4 4.8 .091 KUv - -
J~'C _RAW 1.2 RAW - -
Système JODA Test de Nemenyi 
Rang Moyen Chi-carre p 
JODA ALVES 1.38 1 Méthode 1 ALVES 1 ROC 
JUUA. _H.U ' <1 6.533 .038 H.uv .31 -
JODA. _RAW 1.63 RAW .53 .03 
Système MATH Test de Nernenyi 
Rang Moyen ;hi-carre p 
MATH ALVES 1.8 Méthode ALVES ROC 
MK'H. _Rl 2.3 ,737 ,692 liC - -
MA' _RAW 1.9 RAW - -
Système LUCENE Test de Nernenyi 
Rang Moyen ;h i-carre p 
LUCENE ALVES 2,38 Méthode ALVES ROC 
"'" _RJC 2.38 3.857 .145 R' - -_KAW 1.:.<5 KAW - -
TABLE F.27 - Résultats des tests de Friedman et Nemenyl pour Machine a vecteurs de support avec BIN-MEAN 
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Sys t è m e 
ANT 
T est d e N e rne nyl 
ttang Moyen Chi-carré p 
ANT ALVES 2.4 Méthode 1 ALVES 1 ROC 
AN' _RUC 2.6 8.444 .015 RUl .7 J2 -
ANT._KAW 1 tJ\V\' .043 .0 4 
Sys t è m e 
POl 
T est d e N emenyi 
Kang Moyen vhi-carre p 
POl ALVES 2.4 Méthode ALVES ROC 
1-'UI __ KU\'; 2.0 8.444 .015 KU\,; .702 -
1-" _RAW 1 RAW .U43 .U04 
Systè m e 10 T est d e N e rne nyi 
Rang Moyen Chi-carré p 
10 ALVES 1.6 Méthode 1 ALVES 1 ROC 
Il RUC 3 7.6 .022 RUC .142 -
lU, KAW 1.4 _":1" .533 .uu9 
Sys t è me IVY T est d e N e m e nyi 
Kang Moyen \';hi-carre p 
IVY ALVES 2.33 Méthode ALVES ROC 
IV _KU\,; 2.67 10.1 82 .006 KU\,; .702 -
IVY _RAW 1 RAW .043 .U04 
Sys t è m e 
JFC T est d e N e m e nyi 
Rang Moyen Ch i-carré p 
JFC AL 2.2 Méthode ALVES ROC 
JF' _RX 2.8 9.333 .009 RUl .375 -
J. '\,;, _KAW 1 Ii.AW .u82 .002 
Système JODA T est d e N emenyi 
Kang Moyen LJni-carre p 
JODA AL 2.38 Méthode ALVES ROC 
JUUA,_ttU\'; 2.03 6.533 .038 KU\,; 1 -
)A,_RAW 1 ttAW .014 .014 
Système 
MATH T est d e Nemenyi 
Rang Moyen Chi-carré p 
MATH AL 2.2 Méthode ALVES ROC 
MA':H, _RUC 2.8 9.333 .009 RUC .7 J2 -
MATH,_KAW 1 KAW .043 .004 
Système 
LUCENE T est d e N e rnenyi 
Kang Moyen t..:hi-carré p 
LUCENE A L 2 Méthode ALVES ROC 
LUCJ;;NJ;; __ HoU\,; ;J 8 ,018 ttU\,; .147 -
:ENE,_RAW 1 RAW .147 .001 
TABLE F .28 - Resultats des tests de FrIedman et Nemenyl pour Foret a léatOire avec BIN-MEAN 
Système 
ANT T est de N e m enyi 
Kang Moyen ;hi-carré p 
ANT ALVES 2.5 
1 
Méthode ALVES ROC 
A~IT, _KU\,; 2.5 7 .895 .019 _K~l .854 -
AN ' _RAW 1 KAW .03 .006 
Sys t è m e 
POl T est de N e m e nyi 
Rang Moyen Chi-carré p 
POl ALVES 2.63 1 
1 
Méthode 1 ALVES 1 ROC 
PC _RUl 2.38 6.533 .038 Rue 1 -
' UI, KAW 1 RAW .014 .014 
Sys tème 
10 T est de Neme nyi 
Kang Moyen vhi-carr~ p 
10 ALVES 1.7 
1 
Méthode ALVES ROC 
lU, _KU\,; 3 8.316 .016 K_U\'; , .191 -
U __ RAW 1. 3 KAW .375 .006 
Système 
IVY Test d e Neme nyi 
Rang Moyen C I i-carré p 
IVY ALVES 2.42 1 
1 
Méthode 1 ALVES 1 ROC 
IVY, _RUl 2.58 9.478 .009 ttue .854 -
IV _KAW 1 RAW .03 .006 
Sys tème 
JFC T est d e N e m e nyi 
ttang Moyen \'; hi-carr~ p 
JFC ALVES 2.5 
1 
Méthode ALVES ROC 
J.'\,; __ HoU\,; 2 .5 7.895 .019 KU\,; .854 -
J~'C _RAW 1 HoAW .03 .006 
Système 
JODA T est d e N e rn e nyi 
Rang Moyen Chi-carre p 
JODA ALVES 2.25 1 
1 
Méthode ALVES ROC 
J' JUA, _Re 2.75 6.5 .039 KU\,; .961 -
J DA._RAW 1 RAW .021 .009 
Système 
MATH T est d e N e m e nyi 
Rang Moyen Chi carré p 
MATH ALVES 2.1 1 
1 
Méthode 1 ALVES 1 ROC 
MK'H, ,Re 2. 6 .05 HoU\,; .702 -
MA LAW 1.2 RAW .111 .014 
Système 
LUCENE Test d e NelTle nyi 
Rang Moyen :Jhi-carré p 
L UCENE ALVES 2 
1 
Méthode ALVES ROC 
;",r JL 3 8 .018 RUC .147 -
_KAW 1 LAW .147 .001 
TABLE F .29 - Résultats des tests de Friedm an et Nemenyl pour Perceptron multJcouche avec BIN-MEAN 
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Sys t è m e ANT T est d e N e rne nyi I-tang Moye n CI i-carré p 
ANT A LVES 2 .6 1 
1 
Méthod e 1 ALVES 1 ROC 
AN ' _I-tUU 2 .4 8.444 .015 I-tU U .961 -
AN ' _RAW 1 RAW .02 1 .009 
Système 
POl 
T est d e N e m e nyi 
a ng Moye n i-ca rre p 
POl A LVES 2 .2 
1 
Mé thod e A LVES ROC 
'1.Jl~ !"tu':', 2 .8 9. 3 33 .009 ttUU .375 -
PUI. _I-tAW 1 I-tAW .082 .U02 
Sys t è m e 10 Test d e N e m e nyi 
H.ang Moye n Chi-carré p 
OI ALVES 1 .4 
1 
Mét hode 1 ALVES 1 ROC 
U __ I-tU L 3 7.6 .022 I-tU U .U82 -
I l _R AW 1.6 RAW .854 .02 1 
Systè m e IVY T est d e N e m e nyi 
ttang Moye n ~_n_i-car~ p 
IV Y A LVES 2.33 
1 
Méthode ALVES ROC 
IV Y ttU U • . 67 10. 182 .006 I-tUU .702 -
.V _H.AW 1 I-tAW .U43 .U04 
Sys t è m e JFC T est d e Neme nyi 
I-tang Moyen ;hi-c a rre p 
JFC ALVES 2. 1 
1 
Méthode 1 ALVES 1 ROC 
Jt·, _I-tUl 2.9 9.5 79 .008 I-tUU .244 -
JF _RAW 1 RAW .111 .001 
Sys t è m e 
JODA T est d e N e m e nyi 
ttang Moyen ~hi-carr~ p 
JODA A LVES 2 .38 
1 
Méthode ALVES RO C 
JUUA __ I-tU c..; • . 03 6 .533 .038 ttu c..; 1 -
JUUA __ I-tAW 1 I-tAW .014 .014 
Sys t è m e MATH T est d e N e m e nyi 
I-tang Moye n C hi-carré p 
MATH A LVES 2.3 
1 
Méthode 1 ALVES 1 ROC 
MK~H. _RUL 2 .7 8.316 .016 RUl .854 -
M ATtt __ ttA ' 1 ttA"" .03 "",-6 
Sys t è m e LUCENE T est d e N e m e nyi 
ttang Moye n Lin i- carre p 
LUCE NE A LVES 2 
1 
M éthode ALVES ROC 
LUUJ;;NJ;; __ I-tU U 3 8 .0 18 ttuc..; .142 -
LUUJ;NJ; __ RAW 1 R AW .142 .00 1 
TABLE F .30 - Résu ltats d es tests d e Friedman e t N e m enyl p o u r K p lus proches VOlsm s avec B IN-KM5 
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Tests de Friedman et de N emenyi 
avec g-mean d'Alves 
Rankings(80%), Courbes ROC et 
des valeurs brutes des métriques. 
(BIN-MEAN) 
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Système ANT T est de Nemenyi H.a ng Moyen C hi-carre p 
ANT ALVES 2 .8 1 
1 
Méthode 1 ALVES ROC 
AN'l' _H.UIJ ~ 6.4 .041 H.l .854 -
AN _RAW 1.2 ~ .-,)21 .082 
Système POl T est de N e rnenyi Rang Moyen Chi-carre p 
POl ALVES 2.75 
1 
M étho d e ALVES ROC 
POl. _ROC • . 25 6.5 .039 !"tu-,=,- .9,>1 -
I-'UJ __ H.AW 1 H.AW .OU9 .U~l 
Système 10 T est de Nemenyi H.a ng Moyen Chi- carré p 
01 ALVES 1.33 1 
J 
Méthode 1 ALVES ROC 
UJ __ H.UIJ 2.67 5.3 .069 H.Ul - -
_RAW 2 !"tAW - -
Système IVY T est de Nernenyi ang Moyen vni carre p 
IVY ALVES 2.4 
1 
Méthode ALVES ROC 
.V Ul 2 .6 7.6 .022 H.UlJ .961 -
IV _H.AW 1 H.AW .U~l .Ul9 
Système JFC T est de N e menyi R a ng Moyen Chi-carre p 
JFC AL 2.6 1 
1 
Méthode ALVES ROC 
J !,' IJ. _H.U IJ 2.4 7 .6 .022 RUl .961 -
JFC _RAW 1 !"tA..."" .q~l .:"lJ9 
Système JODA Tes t de N e menyi tta ng Moyen vni-carre p 
JODA ALVES 2.1 
1 
Méthode ALVES ROC 
JUIJA,_!"tUlJ •. ts 7 .7 .021 H.UlJ .618 -
JUIJA, _H.AW 1.1 H.AW . Ul:S~ .0 6 
Système MATH Test de N e menyi 
Rang Moyen ; hi-carré p 
MATH AL 1.83 1 
1 
Méthode ALVES ROC 
MATH _Rl 2.67 4.7 .094 RUl - -
MA' cH _RAW 1.5 l'tA..."" - -
Système LUCENE Test de N emeny i H.ang Moyen vni-carre p 
LU C ENE AL 1.13 
1 
Méthode J. ALVES J ROC 
L UlJI;NI;. _H.UlJ 3 7.6 .022 H.UlJ .u14 -
LUIJEN E. _RAW 1.88 H.AW 1 14 . . TABLE F.31 - Résultats des tests d e Friedm a n et Nem enyl pour B ayeslen flRlf avec BIN-MEAN 
Système 
ANT 
T es t de N e rnenyi 
Rang Moyen Chi-carre p 
ANT ALVES 2.4 Métho d e ALVES ROC 
AN _RO( 2.5 6.421 .04 i't\Jl .782 -
AN'l'. _H.AW 1.1 H.AW .Ub .u09 
Système 
POl 
T est de Nemenyi 
H.a ng Moyen (,Jh i-carre p 
POl ALVES 1.38 
1 
Méth o d e J ALVES J ROC 
PUJ, _H.UIJ a 6,533 .038 H.UlJ .111 -
P' _RAW 1.63 RAW .7 )2 14 
Système 10 Test de Nemenyl 
R a ng Moyen Chi-carré p 
10 ALVES 1.57 Méthode ALVES ROC 
IC ,ROC 2.43 2.571 .276 RJl - -
JU,_H.AW ~ !"tAW - -
Système 
IVY 
Test de Nernenyi 
H.a ng Moyen <.Jh i-carré p 
IVY ALVES 1.8 Méthode l ALVES l ROC 
:v _H.UIJ ~.l:S 7.6 .039 H.UlJ .3 75 -
IVy _RAW 1.4 RAW .375 . )21 
Système JFC Test de Nemenyi 
R a ng Moyen Chi-carre p 
JFC ALVES 2 Méthode ALVES ROC 
J~" JL 2.b 4 .135 ~ - -
J r 'IJ, _H.AW 1.4 H.AW - -
Système JODA Test de Nemenyi 
H.a ng Moyen <.Jhi-carre p 
JODA ALVES 1.58 Méthode ALVES ROC 
JUIJA, H.UlJ . ,tsa 7.143 .028 !"tUlJ -'-""- -JUIJA,_H.AW L5l:S H.AW ,lib .u3 
Système MATH Test de Nemenyi 
H.ang Moyen <.Jhi-carré p 
MATH ALVES 1.58 Métho d e l ALVES l ROC 
MATH, _H.UIJ ~ .5 2.818 .244 H.UlJ - -
MA" H _RAW 1.92 RAW - -
Système LUCENE Test de Nemenyi 
R a ng Moyen Chi-carre p 
LUCENE AL 1.63 Métho d e ALVES ROC 
LUCENE,_RC 2.75 6 .05 H.U~ .111 -
LAW 1.63 LAW .7 ). . 14 
TABLE F.32 - Résultats d es t est s d e Friedman et Nemeny i pour Machme a vec te urs de s uppo rt avec SIN-MEAN 
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Système ANT Test de Nemenyi 
H.ang Moyen lJhi-carré p 
ANT ALVES 2.6 Méthode 1 ALVES 1 ROC 
AN'!'. _H.UlJ 2.4 8.444 .015 H.UlJ .9tH -
AN ' .RAW 1 RAW .021 .0 1 
Système 
pal 
Test de Nemenyi 
Rang Moyen ~ hi-carré p 
POl ALVES 2.38 Méthode ALVES ROC 
POl .. ROC 2.63 6.533 .038 H.V~ .,,54 -
J-'UI. _H.AW 1 H.AW .03 .uu6 
Système la Test de Nernenyi 
H.ang Moyen LJhi-carré p 
JO ALVES 1.25 Méthode 1 ALVES 1 ROC 
lU. _H.UlJ 2.92 8 .957 .011 RUlJ .U09 -
_RAW 1.83 RAW .782 .06 
Système IVY Test de Nemenyi 
Rang Moyen Ch i-carré p 
lVY ALVES 2.3 Méthode ALVES ROC 
IVY _ROC 2.7 8.316 .016 H.UlJ .854 -
IV _H.AW 1 H.AW .U3 .UU6 
Système JFC Test de Nernenyi 
H.ang Moyen lJhi-carré p 
JFC AL 2.2 Méthode 1 ALVES 1 ROC 
J ~' lJ __ H.UlJ 2.8 8.4 .015 H.UlJ .375 -
J[<" _RAW 1 RAW .082 02 
Système JODA Test de Nemenyi 
Rang Moyen Chi-carre p 
JODA AL 2.4 Méthode ALVES ROC 
JJUA. JL 2.6 7.6 .022 H.VlJ .961 -
JUUA._H.AW 1 H.AW .021 .009 
Système MATH Tes t de NelTlenyi 
H.ang Moyen lJh i-carré p 
MATH ALVES 1. 75 1 Méthode 1 ALVES 1 ROC 
MATH. _RUC 2.75 6 .05 RUlJ .15 -
MA' :H._RAW 1.5 RAW .78 .03 
Système LUCENE Test de Nemenyi 
a ng Moyen l.;n i-carre p 
LUCENE ALVES 1. 75 Méthode ALVES ROC 
;J:;l~ J ,JlJ 3 6.5 .039 H.\JlJ 8~ -
LUlJ~N~ __ H.AW 1.25 H.AW .375 .OU2 
TABLE F.33 - Résultats des tests de Fnedman et Nemenyl pour Foret a leatolre avec BlN-MEAN 
Système ANT Test de Nemenyi 
Rang Moyen Ch i-carré p 
ANT ALVES 2.7 
1 
Méthode ALVES ROC 
AN ' _R' 2.3 8.316 .016 RJC 1 -
AN ' CAW 1 tAW .014 .014 
Système 
pal 
Test de Nernenyi 
H.ang Moyen c.....;hl-carré p 
POl ALVES 2.9 
1 
Méthode ALVES ROC 
J-'U. _H.UlJ 2.1 9.579 .008 H.UlJ .7u~ -
PUI. _H.AW 1 H.AW .OU4 .U43 
Système 
la 
Test de Nemenyi 
Rang Moyen Chi-carré p 
JO ALVES 1.58 1 
1 
Méthode 1 ALVES 1 ROC 
O __ RC 2.75 5.304 .07 RUC - -
IV._H.AW 1.67 tAW - -
Système IVY Test de Nemenyi 
H.ang Moyen \..ihi-carre p 
lVY ALVES 2.3 
1 
Méthode ALVES ROC 
1 V Y _H.UlJ 2.7 8.316 .016 H.UlJ .854 -
.V _RAW 1 RAW .03 .006 
Système JFC Test de Nemenyi 
Rang Moyen Chi-carre p 
JFC ALVES 2.5 
1 
Méthode ALVES ROC 
JF _ROC 2.5 7.895 .019 RO( .854 -
H ·lJ __ H.AW 1 H.AW .03 0 
Système JODA Test de Nernenyi 
ang Moyen L.;ni-carre p 
JODA ALVES 2.58 
1 
Méthode ALVES ROC 
JJUA. _H.'JL 2.42 9.478 .009 ROC 1 -
JUUA._H.AW 1 H.AW .U14 .u14 
Système 
MATH Test de Nemenyi 
H.ang Moyen vhi-carre p 
MATH ALVES 2.67 
1 
Méthode ALVES ROC 
MATH. _H.UlJ ~.3;j 5.6 .061 H.UlJ .~44. -
MA' : H. _RAW 1 H.AW .702 .U43 
Système 
LUCENE Test de Nemenyi 
R ang Moyen Chi-carré p 
LUCENE ALVES 1.88 1 
1 
Méthode 1 ALVES ROC 
_RUC 3 7.6 .022 H.U<.,; .U43 -
LUCENE __ RAW 1.13 RAW .OC4 ,702 
TABLE F .34 - Résultats des tests de Friedman et Nemenyi pour Perceptron multIcouche avec BIN-MEAN 
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Sys t è m e ANT T est d e N e m e nyi 
ttang Moyen lJhi-carre p 
ANT ALVES 2 .6 Méthode ALVES ROC 
AN T _ttV{J 2.4 8.444 .015 ttV{J .961 -
AN' .RAW 1 RAW ,021 .009 
Systè m e 
pal 
T est d e N e m e nyi 
Rang Moyen li-carre p 
POl ALVES 2. 13 Méthode ALVES ROC 
PC .ROC 2.88 7.6 .022 ROC .533 · 
C'VI. ttAW 1 ttAW .06 .002 
Sys tème 
la T est d e N emenyi 
ttang Moyen l,.; hi-carrè p 
10 ALVES 1. 25 Méthode ALVES ROC 
IV. _ttV{J 2.92 8.957 .011 ttV{J .009 · 
O .. RAW 1.83 RAW . r82 .06 
Système 
IVY T est d e Neme nyi 
Rang Moyen ;hi-carré p 
IVY ALVES 2.3 Méthode ALVES ROC 
I V JL 2 .7 8.316 .016 ROC .854 · 
1 V Y , _ttAW 1 ttAW .u3 .006 
Système 
JFC T est d e Neme nyl 
ttang Moyen lJhi-carre p 
JFC ALVES 2.2 Méthode ALVES ROC 
J ~'{J .. ttV{J 2.8 8.4 .015 ttV{J .375 · 
Jl<" .RAW 1 RAW .082 .002 
Systè m e 
JODA T est de N e m e nyi 
Rang Moyen ;hi-carré p 
JODA ALVES 2.42 Méthode ALVES ROC 
J' UA, .ROC 2.58 9.478 .009 ROC .854 · 
JVUA._ttAW 1 ttAW .03 .006 
Sys t è m e 
MATH T est d e N emenyl 
ttang Moyen Chi-carre p 
MATH ALVES 2.08 Méthode ALVES ROC 
MATH,_RV{J 2 .51l 5.429 .066 KV{J - · 
MA' ' H .. RAW 1.33 RAW . · 
Système 
LUCENE T est de N emenyi 
Rang Moyen ~ hi-carre p 
L UCENE A LVES 1. 75 Méthode ALVES ROC 
LL la, ''''. 3 6.5 .039 ROC 82 · 
LU {J"'N"' .• KAW 1.25 ttAW .375 .002 
TABLE F .35 - Resultats des tests de FrIedman et Nemeny l pour K plus proches VOlsm s avec BIN-KM5 
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Tests de Friedman et de N emenyi 
avec g-mean d'Alves 
Rankings(90%), Courbes ROC et 
des valeurs brutes des métriques. 
(BIN-MEAN) 
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Système ANT Test de Nemenyi H.ang Moyen L:hi·carré p 
ANT ALVES 2.8 Méthode 1 ALVES 1 ROC 
ANT .. H.UC 2 6.4 .041 H.UL .854 · 
AN' .RAW 1.2 RAW .021 .082 
Système 
POl 
Test de Nemenyi 
Ii.ang Moyen t,.;lli·carre p 
POl ALVES · Méthode ALVES ROC 
1"VI._Ii.Vl,,; 2 5 .025 Ii.Vl,,; · · 
1"UI .. ltAW 1 KAW · .OU8 
Système 
10 
Test de Nemenyi 
ltang Moyen L: hi-carré p 
10 ALVES · Méthode 1 ALVES 1 ROC 
U .• H.UL 1.83 2.667 .103 H.UL · · 
lAW 1.17 Ii.AW · · 
Système IVY Test de Nernenyi 
ltang Moyen l,,;ni·carre p 
IVY ALVES 1.42 Méthode ALVES ROC 
. V _H.Vl,,; 2 .92 8.857 .012 Ii.Vl,,; .021 · 
~ V . H.AW 1.67 H.AW .99 .03 
Système JFC T est de N emenyi 
H.ang Moyen Chi-carre p 
JFC AL 2.3 Méthode 1 ALVES 1 ROC 
JFC , ltUC 2.6 6.632 .036 H.L .618 · 
J~ .Ii.A,w 1.1 lAW .u<s2 .Ou6 
Système JODA Test de Nemenyi 
Ii.ang Moyen l,,;ni·carre p 
JODA ALES 1.42 Méthode ALVES ROC 
JVUA,.Ii.Ul,,; 3 9.478 .009 Ii.Vl,,; .u14 · 
JC UA, .ltAW 1.58 ltAW 1 .014 
Système MATH Test de Nemenyi 
ltang Moyen Chi·carré p 
MATH ALVES 2.17 Méthode 1 ALVES 1 ROC 
MA"H .. R ' 2.5 2.364 .307 H.L .96 · 
MAT. Ii.AW 1.33 Ii.AW .03 .06 
Système LUCENE Test de N emenyi 
Ii.a ng Moyen vhi-carre p 
LUCENE ALVES · Méthode ALVES ROC 
LUl,,;bNb, . Ii.Vl,,; 2 4 .046 Ii.Vl,,; · · 
LUCbNb. , ltAW 1 ltAW · .008 . . TABLE F .36 - Résultats des tests de Friedman et Nemenyl pour Bayeslen nalf avec BIN-MEAN 
Système ANT Test de Nemenyi 
Rang Moyen 8hi·carré p 
ANT ALVES 2.2 Méthode ALVES ROC 
AIY 2 .7 7.053 .029 R' .045 · 
AN'1' .. Ii.AW 1.1 Ii.AW .1 11 .uu4 
Système 
POl Test de Nemenyi 
H.ang Moyen l,,;ni·carre p 
POl ALVES · Méthode ALVES ROC 
YU . .l'tUC • 5 .025 Ii.Ul,,; · · 
PUI, .RAW 1 ltAW · .UU8 
Système 
10 T est de Nemenyi 
Rang Moyen :':: hi-carré p 
01 ALVES · Méthode ALVES ROC 
1.83 2.667 .102 R' · · 
UI,.H.AW 1.17 Ii.AW · · 
Système IVY Test de N emenyi 
ltang Moyen L:hi-carré p 
IVY ALVES 1.58 1 Méthode J ALVES ROC 
lVY _H.UC 3 11.474 .003 Ii.Ul,,; .u3 · 
.V .RAW 1.42 ltAW .854 .006 
Système JFC Test de N emenyi 
Rang Moyen 8hi-carré p 
JFC ALVES 1.6 Méthode ALVES ROC 
J~l,,;,_Ii.Vl,,; 2.6 3. 111 .211 R ' · · 
H 'C __ ltAW 1.8 Ii.AW · · 
Système JODA Test de N emenyi 
ltang Moyen L:hi-carré p 
JODA ALVES 1.33 Méthode ALVES ROC 
JUUA,.ltUl,,; 3 11.2 .004 1i.<Jl,,; .ul · 
JUUA,.I-tAW 1.67 H.AW .961 .021 
Système 
MATH Test de Nemenyi 
H.ang Moyen Chi·carré p 
MATH ALVES 1.67 1 Méthode ALVES ROC 
MA'l'H .. H.UC •. 67 3 .223 Ii.Ul,,; · · 
MA':H,_RAW 1.67 ltAW · · 
Système 
LUCENE Test de Nemenyi 
R a ng Moyen L:h i·carré p 
LUCENE ALVES · Méthode 1 ALVES 1 ROC 
LUCENE, ,RUC 1.88 3 .083 H.UL · · 
l,c l,;bNb. tA, 1.13 RAW · · 
TABLE F .37 - Résu ltats des tests de Friedman et Nemenyl pour Machme a vecteurs de support avec BIN-MEAN 
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Sys t ème ANT T est d e N emenyi 
H.ang Moyen t.,;hi-carré p 
ANT ALVES 2.6 
1 
Méthode 1 A LVES 1 ROC 
ANT .• H.U<J 2.4 8.444 .015 H.U<J .9tH · 
AN' . RAW 1 RAW .021 .01 
Sys t è me 
pal 
Test d e N e m e nyi Rang Moyen Chi·carré p 
POl ALVES · 
1 
Méthode ALVES ROC 
l1.UL 2 5 .025 l1.1J<J · · 
pUI .• H.AW 1 H.AW · .ums 
Sys t è m e la Tes t d e N emenyi H.ang Moyen <Jhi·carré p 
JO ALVES · 1 
1 
Méthode 1 ALVES 1 ROC 
IU .. H.L 2 6 .014 H.U<J · · 
l C . RAW 1 RAW · .008 
Systè m e IVY Test d e N e m e nyi 
Rang Moyen Chi-carre p 
IVY ALVES 1.58 
1 
Méthode ALVES ROC 
.V H.UL 2.92 7.913 .019 l1.U<J .043 · 
I V .H.AW 1.5 H.AW .9 15 .U14 
Systè me JFC T est d e N e m e nyi 
H.ang Moyen <Jhi·carré p 
JFC ALVES 2.5 1 
1 
Méthode 1 ALVES 1 ROC 
JI'·<J •• H.U<J 2.5 7.895 .019 H.U<J .854 · 
JFC .RAW 1 RAW .03 .006 
Systè me JODA T est de N e m e nyi 
ang Moyen l,.;n i-carre p 
JODA AL 2.33 
1 
Méthode ALVES ROC 
. JU~A~ . H..u<J 2.5 6.909 .032 l1.U<J .".54 · 
JUUA .• H.AW 1.17 H.AW .082 .021 
Système 
MATH Test d e N e rn e nyi 
H.ang Moyen <Jhi·carré p 
MATH ALVES 1.83 1 
1 
Méthode 1 ALVES 1 ROC 
MATH .• H.L 2.83 3.818 .148 H.UC · · 
MA':H .• RAW 1.33 RAW · · 
Systè me LUCENE T est d e N emenyi 
Rang Moyen Chi-carré p 
LUCENE ALVES · 
1 
Méthode ALVES ROC 
L U lJl':;N l':;~ l1.U<J 2 4 .046 KUlJ · · 
. H.AW 1 H.AW · .008 
TABLE F.38 - Résultats des tests de Friedman et Nemenyl pour Foret aleatolre avec 8IN-MEAN 
Système ANT T est d e Nemenyi 
Rang Moyen Chi·carré p 
ANT ALVES 2.4 
1 
Méthode ALVES ROC 
AN' .ROC 2 .6 7.6 .022 H.UC .702 · 
AN ' . KAW 1 LAW 43 .004 
Système 
POl T est d e N e rn e nyi 
H.ang Moyen vlli carré p 
POl ALVES · 
1 
Méthode ALVES ROC 
pu. 11.U <J 2 5 .025 KUlJ · · 
pUI .. H.AW 1 H.AW · .UUIS 
Système 
10 Test d e N e m e nyi 
H.a ng Moyen C hi·carré p 
10 ALVES · 1 J 
Méthode 1 ALVES 1 ROC 
O .. RC 2 6 .014 H.UC · · 
IU .• H.AW 1 LAW · 0" 
Système IVY Test d e N emenyi 
H.ang Moyen <Jhi·carre p 
IVY ALVES 1.42 
1 
Méthode ALVES ROC 
V Y . H.u<J 2.9. 8 .087 .018 H.U<J .021 · 
: V .H.AW 1.67 H.AW .99 .03 
Sys t è me JFC T est d e N e m e nyi 
H.a ng Moyen Chi·carré p 
JFC ALVES 2.5 1 
1 
Méthode 1 ALVES 1 ROC 
H 'C .ROC 2.5 7 .895 ,019 H.UC .854 · 
JI" . H.AW 1 RAW 3 .006 
Système 
JODA 
Test de N e m e nyi 
a n g Moyen l,;hi-carre p 
JODA ALVES 2.5 
1 
Méthode ALVES ROC 
J JA JL 2.33 6.909 .032 ROC 1 · 
JUUA .. H.AW 1.17 H.AW .043 .043 
Système MATH T est d e Neme nyi 
H.ang Moyen c....;ni-carre p 
MATH ALVES 1.83 
1 
Méthode ALVES ROC 
MATH .. H.U<J 2."~ 3.818 .148 KUlJ. · · 
MA'.:H .. H.AW 1.33 H.AW · · 
Système 
LUCENE Test d e N ernenyi 
H.ang Moyen l,;hi-carré p 
LUCENE ALVES · J 
1 
Méthode ALVES ROC 
.H.U<J 1.57 .143 .705 H.U<J · · 
LUCENE .• H.AW 1.43 H.AW · · 
TABLE F.39 - Résultat s des t est s de FrIedman et Nemenyl pour Perceptron multIcouche avec B IN-MEAN 
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Systè m e 
ANT T est de N emenyi 
H.ang Moyen lJhi-carrê p 
ANT A LVES 2.5 Méthode ALVES ROC 
AN ' _H.U C 2.5 7.895 .019 H.UC .854 -
AN' _RAW 1 RAW .03 .006 
Système POl T est d e N e m e nyi 
Rang Moyen ::hi-carre p 
POl ALVES - Métho d e ALVES ROC 
p u. H.U\J 2 5 .025 R ' - -
PU1._H.AW 1 H.AW - .008 
Systè m e 
10 T est d e N e m e nyi 
H.ang Moyen Ch i-carre p 
IO ALVES - 1 Métho d e 1 ALVES 1 ROC 
U __ H.\.. 2 6 .014 H.UC - -
l~ LAW 1 RAW - .008 
Systè m e 
IVY T est d e N emenyi 
l1.ang Moyen :";J1 i-carre p 
IVY ALVES 1.58 Méthode ALVES ROC 
l V Y _H.u \J 2.92 7.913 .019 .043 -
.V _H.AW 1.5 H.AW .915 .014 
Système 
JFC T est de N e m e nyi 
H.a ng Moyen <.Jhi-carre p 
JFC ALVES 2.6 1 Méthode 1 ALVES 1 ROC 
JF _ROC 2.4 8.444 .015 R\.. .964 -
J~'\J __ H.AW 1 RAW .021 .009 
Système 
JODA T est d e N e m e nyi 
H.ang Moyen vni-carre p 
JODA ALVES 2 .33 Méthode ALVES ROC 
JU UA __ H.UC 2.5 6.909 .032 H.U\J .854 -
Jl U A._H.AW 1.17 H.AW .U8:.! .021 
Systè m e 
MATH T est d e N e m e nyi 
R ang Moyen Chi-carre p 
MATH ALVES 1.83 Méthode 1 ALVES 1 ROC 
MK ' H._R' 2.83 3.818 .148 RI.. - -
MAT H.AW 1.33 RAW - -
Systè m e 
LUCENE T est d e N e rne nyi 
H.ang Moyen vni-carre p 
LUCENE ALVES - Méthode ALVES ROC 
LUCJo;NJo;. _H.UC 2 4 .046 H.U\J - -
LUCENE __ RAW 1 H.AW - .008 
TABLE F.40 - Résultats des tests de Fnedman et Nemenyl pour K plus proches VOISinS avec BIN-KM5 
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