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Abstract. Asymptotic expansions of generalized Nevanlinna functions Q are
investigated by means of a factorization model involving a part of the gener-
alized zeros and poles of nonpositive type of the function Q. The main results
in this paper arise from the explicit construction of maximal Jordan chains
in the root subspace R∞(SF ) of the so-called generalized Friedrichs exten-
sion. A classification of maximal Jordan chains is introduced and studied in
analytical terms by establishing the connections to the appropriate asymp-
totic expansions. This approach results in various analytic characterizations
of the spectral properties of selfadjoint relations in a Pontryagin space and,
conversely, translates spectral theoretical properties into analytic properties
of the associated Weyl functions.
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1. Introduction
LetNκ be the class of generalized Nevanlinna functions, i.e. meromorphic functions
on C \ R with Q(z¯) = Q(z) and such that the kernel
NQ(z, λ) =
Q(z)−Q(λ)
z − λ¯ , z, λ ∈ ρ(Q), z 6= λ¯,
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has κ negative squares on the domain of holomorphy ρ(Q) of Q, see [20]. If the
function Q ∈ Nκ belongs to the subclass Nκ,−2n, n ∈ N, (see [6]) then it admits
the following asymptotic expansion
Q(z) = γ −
2n+1∑
j=1
sj−1
zj
+ o
(
1
z2n+1
)
, z→̂∞, (1.1)
where γ, sj ∈ R and z→̂∞ means that z tends to ∞ nontangentially (0 < ε <
arg z < pi − ε < 0). Asymptotic expansions for Q ∈ Nκ of the form (1.1) (with
γ = 0) were introduced in [21]. They naturally appear, for instance, in the indefi-
nite moment problem considered in [22]. The expansion (1.1) is equivalent to the
following operator representation of the function Q ∈ Nκ,−2n:
Q(z) = γ + [(A− z)−1ω, ω], (1.2)
where ω ∈ domAn and A is a selfadjoint operator in a Pontryagin space H; see
[21, Satz 1.10] and Corollary 3.4 below. The representation 1.2 can be taken to be
minimal in the sense that ω is a cyclic vector for A, i.e.,
H = span { (A− z)−1ω : z ∈ ρ(A) },
in which case the negative index sq−(H) of H is equal to κ. The representation
(1.2) shows that ∞ is a generalized zero of the function Q(z)− γ, or equivalently,
that ∞ is a generalized pole of the function Q∞(z) = −1/(Q(z)− γ). This means
that the underlying symmetric operator S is nondensely defined in H with
domS = { f ∈ domA : [f, ω] = 0 } (1.3)
and that
SF = S+̂ ({0} × span {ω}) (1.4)
is a selfadjoint extensions of S in H with ∞ ∈ σp(SF ). Here +̂ stands for the
componentwise sum in the Cartesian product H×H. In other words, the extension
SF is multivalued and, in fact, can be interpreted as the generalized Friedrichs
extension of S, see [5] and the references therein. It follows from (1.1) and (1.2)
that
s0 = [ω, ω] ∈ R.
If κ > 0 then it is possible that s0 ≤ 0, in which case ∞ is a generalized pole of
nonpositive type (GPNT) of the function Q∞, cf. [23]. More precisely, if ∞ is a
GPNT of Q∞ with multiplicity κ∞ := κ∞(Q∞) (see (2.2) below for the definition),
then in (1.1) one automatically has
s0 = · · · = sj = 0, for every j < 2κ∞ − 2.
Furthermore, if m is the first nonnegative index in (1.1) such that sm 6= 0 (if
exists), then, equivalently, the function Q∞ admits an asymptotic expansion of
the form
Q∞(z) = pm+1zm+1 + · · ·+ p2`+1z2`+1 + o
(
z2`+1
)
, z→̂∞, (1.5)
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where pm+1 = 1/sm, pi ∈ R, i = m+1, . . . , 2`+1, and the integers m, n, and ` are
connected by ` = m − n with m ≥ 2`; see Theorem 5.4 below for further details.
It turns out that (1.5) holds for some ` ≤ 0 if and only if ∞ is a regular critical
point of SF , or equivalently, if and only if the corresponding root subspace
R∞(SF ) = {h ∈ H : {0, h} ∈ SkF for some k ∈ N }
of the generalized Friedrichs extensions SF in (1.4) is nondegenerate. In this case
the GPNT ∞ of Q∞ as well as the corresponding root subspace R∞(SF ) are
shortly called regular. On the other hand, if ∞ is a singular critical point of SF ,
then in (1.5) ` > 0 and, moreover, the minimal integer ` such that the expansion
(1.5) exists coincides with the dimension κ0∞ of the isotropic subspace of the root
subspace R∞(SF ), see Theorem 5.6. In this case the GPNT ∞ of Q∞ and the
corresponding root subspace R∞(SF ) are shortly called singular with the index of
singularity κ0∞.
The above mentioned results reflect the close connections between the as-
ymptotic expansions (1.1), (1.5), and the root subspace R∞(SF ) of SF . The given
assertions are examples of the results in the present paper which have been derived
by means of the factorization model of the function Q∞ recently constructed by
the authors in [9]. This model is based on the following “proper” factorization of
the function Q∞ ∈ Nκ:
Q∞(z) = q(z)q](z)Q0(z), (1.6)
where q is a (monic) polynomial, q](z) = q(z¯), and Q0 ∈ Nκ′ such that
κ∞(Q0) = 0 and κ′ = κ− deg q,
see Lemma 4.3 below. Such a factorization for Q∞ is in general not unique, but the
factorization model based on such a factorization carries the complete information
about the root subspace R∞(SF ) of SF .
A major part of the results presented in this paper is associated with the
structure of the root subspace R∞(SF ) of SF in a model space and the various
connections to the asymptotic expansions (1.1) and (1.5). By using the factoriza-
tion model based on a proper factorization (1.6) of Q∞ maximal Jordan chains in
R∞(SF ) are constructed in explicit terms. Their construction leads to three dif-
ferent types of maximal Jordan chains in R∞(SF ). Each of these three types of
maximal Jordan chains admits its own characteristic features, reflecting various
properties of the root subspace R∞(SF ). The construction shows explicitly, for
instance, when the root subspace R∞(SF ) is regular and when it is singular. The
length of the maximal Jordan chain as well as the signature of the root subspace
R∞(SF ) can be easily read off from their construction. In the case that the root
subspace R∞(SF ) is regular, the three types of maximal Jordan chain can be char-
acterized by their length. The first type of maximal Jordan chain is of length 2k+1,
where k = deg q = κ∞(Q∞), and the second and third type of maximal Jordan
chains are of length 2k and 2k−1, respectively. The classification of these maximal
Jordan chains remains the same in the case when the root subspace R∞(SF ) is
singular. In that case the index of singularity κ0∞ as introduced above enters to
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the formulas, while the difference κ−(R∞(SF ))−κ+(R∞(SF )) of the negative and
the positive index of R∞(SF ) remains unaltered, see Theorem 4.12. All of these
facts can be translated into the analytical properties of the functions Q∞ and
Q = γ − 1/Q∞ via the asymptotic expansions (1.1) and (1.5), and conversely.
The classification of maximal Jordan chains in R∞(SF ) motivates an analo-
gous classification of generalized zeros and poles of nonpositive type of the function
Q ∈ Nκ, which turns out to be connected with the characterization of the mul-
tiplicities of GZNT and GPNT of the function Q due to H. Langer in [24]; see
Subsection 3.2 for the definitions of generalized zeros and poles of types (T1)–
(T3). This induces a classification for the asymptotic expansions for the functions
Q and Q∞; see Theorems 5.3 and 5.4. Some further characterizations of the three
different types of generalized zeros and poles are obtained by means of the fac-
torized integral representations of the functions Q and Q∞, which are based of
their canonical factorizations, see [11]; for definitions, see Subsection 2.1, cf. also
[5]. In particular, Theorem 6.1 and Theorem 6.3 extend some earlier results by the
authors in [6] (where κ = 1) and in [8], from the regular case to the singular case
in an explicit manner involving the index of singularity κ0∞, which is characterized
in Theorem 5.6 below.
The construction of the maximal Jordan chains in R∞(SF ) using the fac-
torization model for Q∞ in (1.6) is carried out in Section 4. The most careful
treatment of the model is required in the construction of maximal Jordan chains
which are of the third type (T3). The reason is that the factorization of Q∞ does
not produce a minimal model for the function Q∞ directly. In the minimal fac-
torization model the maximal Jordan chains of type (T3) are roughly speaking
the shortest ones, cf. (4.21), (4.24), (4.28); see also Theorem 5.3 and Theorem 6.3.
The results in Lemma 4.11 and part (iii) of Theorem 4.12 characterize maximal
Jordan chains of type (T3). In this case the underlying symmetric relation S(Q) is
multivalued (before the auxiliary part of the space is factored out). This statement
is true more generally: for an arbitrary Nκ-function Q the occurrence of general-
ized zeros and poles of type (T3) in R∪ {∞} is an indication that point spectrum
σp(S(Q)) of S(Q) is nonempty, see Lemma 6.4 below, which by part (i) of Theo-
rem 4.6 is equivalent to S(Q) being not simple. In fact, the existence of maximal
Jordan chains of type (T3) or, equivalently, the existence of GZNT and GPNT
of type (T3) can be used to give criteria for minimality of various factorization
models for Nκ-functions, see Propositions 6.6 and 6.7 below.
The topics considered in this paper have connections to some other recent
studies involving asymptotic expansions of Nκ-functions, see in particular [6], [8],
[9], [12], [13], [15], and their canonical factorization, see e.g. [3], [5], [7], [11], [14].
For instance, in [13] the authors investigate the subclass of Nκ-functions with κ =
κ∞(Q) and extend some results e.g. from [6], [8]. General operator models based on
the canonical factorization ofNκ-functions have been introduced in [3]; for another
model not using the canonical factorization of Q, see [18]. The construction of a
minimal canonical factorization model by using reproducing kernel Pontryagin
space methods has been recently worked out in [12], cf. also [3, Theorem 4.1].
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Some of the results in the present paper can be naturally augmented by the results
which can be found from [15], where characteristic properties of the generalized
zeros and poles of Nκ-functions have been studied with the aid of their operator
representations.
The present paper forms a continuation of the paper [9], where the details
concerning the construction of the announced factorization model can be found.
Some basic definitions and concepts which will be used throughout the paper
are given in Section 2. In Section 3 some additions concerning the subclasses
Nκ,−` as introduced in [6] are given, including a proof for [6, Proposition 6.2]
as announced in that paper, cf. Theorem 3.3 below; see also Theorem 5.4 for
an extension of these results. Asymptotic expansions are introduced in Section 3
and a classification of generalized zeros and poles is given. In Section 4 the main
ingredients concerning the factorization model are given and the construction of
maximal Jordan chains in R∞(SF ) is carried out. The connection between the
properties of the root subspace R∞(SF ) and the asymptotic expansions of the form
(1.1) and (1.5) is investigated in Section 5. Finally, in Section 6 the classification
of GZNT and GPNT is connected with factorized integral representations of the
functions Q and Q∞(z). In this section also the generalized zeros and poles of
nonpositive type of Nκ-functions which belong to R are briefly treated and some
consequences as announced above are established.
2. Preliminaries
2.1. Canonical factorization of Q ∈ Nκ
The notions of generalized poles and generalized zeros of nonpositive type were
introduced in [23]. The following definitions are based on [24]. A point α ∈ R is
called a generalized pole of nonpositive type (GPNT) of the function Q ∈ Nκ with
multiplicity κα(Q) if
−∞ < lim
z→̂α
(z − α)2κα+1Q(z) ≤ 0, 0 < lim
z→̂α
(z − α)2κα−1Q(z) ≤ ∞. (2.1)
Similarly, the point ∞ is called a generalized pole of nonpositive type (GPNT) of
Q with multiplicity κ∞(Q) if
0 ≤ lim
z→̂∞
Q(z)
z2κ∞+1
<∞, −∞ ≤ lim
z→̂∞
Q(z)
z2κ∞−1
< 0. (2.2)
A point β ∈ R is called a generalized zero of nonpositive type (GZNT) of
the function Q ∈ Nκ if β is a generalized pole of nonpositive type of the function
−1/Q. The multiplicity piβ(Q) of the GZNT β of Q can be characterized by the
inequalities:
0 < lim
z→̂β
Q(z)
(z − β)2piβ+1 ≤ ∞, −∞ < limz→̂β
Q(z)
(z − β)2piβ−1 ≤ 0. (2.3)
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Similarly, the point ∞ is called a generalized zero of nonpositive type (GZNT) of
Q with multiplicity pi∞(Q) if
−∞ ≤ lim
z→̂∞
z2pi∞+1Q(z) < 0, 0 ≤ lim
z→̂∞
z2pi∞−1Q(z) <∞. (2.4)
It was shown in [23] that for Q ∈ Nκ the total number (counting multiplic-
ities) of poles (zeros) in C+ and generalized poles (zeros) of nonpositive type in
R ∪ {∞} is equal to κ. Let α1, . . . , αl (β1, . . . , βm) be all the generalized poles
(zeros) of nonpositive type in R and the poles (zeros) in C+ with multiplicities
κ1, . . . , κl (pi1, . . . , pim). Then the function Q admits a canonical factorization of
the form
Q(z) = r(z)r](z)Q00(z), Q00 ∈ N0, r = p˜
q˜
, (2.5)
where p˜(z) =
∏m
j=1(z − βj)pij and q˜(z) =
∏l
j=1(z − αj)κj are relatively prime
polynomials of degree κ−pi∞(Q) and κ−κ∞(Q), respectively; see [11], [5]. It follows
from (2.5) that the function Q admits the (factorized) integral representation
Q(z) = r(z)r](z)
(
a+ bz +
∫
R
(
1
t− z −
t
1 + t2
)
dρ(t)
)
, r =
p˜
q˜
, (2.6)
where a ∈ R, b ≥ 0, and ρ(t) is a nondecreasing function satisfying the integrability
condition ∫
R
dρ(t)
t2 + 1
<∞. (2.7)
2.2. The subclasses Nκ,1 and Nκ,0
A function Q ∈ Nκ is said to belong to the subclass Nκ,1, if
lim
z→̂∞
Q (z)
z
= 0 and
∫ ∞
η
|Im Q (iy) |
y
dy <∞,
with η > 0 large enough. Similarly Q ∈ Nκ is said to belong to the subclass Nκ,0,
if
lim
z→̂∞
Q(z)
z
= 0 and lim sup
z→̂∞
|z ImQ(z)| <∞,
see [5]. In the following theorems the subclasses Nκ,1 and Nκ,0 are characterized
both in terms of the integral representation (2.6) and in terms of operator repre-
sentations of the form (1.2). Let Et be a spectral function of a selfadjoint operator
A in a Pontryagin space H, see [1]. Denote by H` := H`(A), ` ∈ N, the set of all
elements h ∈ H such that ∫
∆
|t|`d[Eth, h] < ∞ for some neighborhood ∆ of ±∞.
Moreover, let H−`(A), ` ∈ N, be the corresponding dual spaces. Here, for instance,
H−1(A) can be identified as the set of all generalized elements obtained by com-
pleting H with respect to the inner product
∫
∆
(1+ |t|)−1d[Eth, h] <∞ with some
neighbourhood ∆ of ±∞. The operator A admits a natural continuation A˜ from
H into H−1, see [5] for further details. The classes Nκ,1 and Nκ,0 are characterized
in the following two theorems, see [5].
Theorem 2.1. ([5]) For Q ∈ Nκ the following statements are equivalent:
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(i) Q belongs to Nκ,1;
(ii) Q(z) = γ + [(A˜ − z)−1ω, ω], z ∈ ρ(A), for some selfadjoint operator A in a
Pontryagin space H, a cyclic vector ω ∈ H−1, and γ ∈ R;
(iii) Q has the integral representation (2.6) with deg q˜ − deg p˜ = pi∞(Q) > 0, or
with deg p˜ = deg q˜ (pi∞(Q) = 0), b = 0, and∫
R
(1 + |t|)−1dρ(t) <∞. (2.8)
Theorem 2.2. ([5]) For Q ∈ Nκ the following statements are equivalent:
(i) Q belongs to Nκ,0;
(ii) Q (z) = γ +O (1/z), z→̂∞;
(iii) Q(z) = γ + [(A − z)−1ω, ω], z ∈ ρ(A), for some selfadjoint operator A in a
Pontryagin space H, a cyclic vector ω ∈ H, and γ ∈ R;
(iv) Q has the integral representation (2.6) with deg q˜ − deg p˜ = pi∞(Q) > 0, or
with deg p˜ = deg q˜ (pi∞(Q) = 0), b = 0, and∫
R
dρ(t) <∞. (2.9)
Remark 2.3. If Q ∈ Nκ,0 then the operator representation of Q in part (iii) of
Theorem 2.2 implies that
lim
z→̂∞
−z(Q(z)− γ) = [ω, ω].
Hence, the statement (ii) in Theorem 2.2 can be strengthened in the sense that
for every function Q ∈ Nκ,0 there are real numbers γ and s0, such that
Q (z) = γ − s0
z
+ o
(
1
z
)
, z→̂∞. (2.10)
3. Asymptotic expansions of generalized Nevanlinna functions
Asymptotic expansions of generalized Nevanlinna functions (as in (2.10)) can be
used for studying operator and spectral theoretical properties of selfadjoint exten-
sions of symmetric operators in Pontryagin and Hilbert spaces, see [20], [16]. In
this section a subdivision of the class Nκ of generalized Nevanlinna functions is
given along the lines of [16], [6]. Moreover, a classification for generalized zeros of
nonpositive type is introduced and interpreted via asymptotic expansions.
3.1. The subclasses Nκ,−` of generalized Nevanlinna functions
Definition 3.1. A function Q ∈ Nκ is said to belong to the subclassNκ,−2n, n ∈ N,
if there are real numbers γ and s0, . . . , s2n−1 such that the function
Q˜(z) = z2n
Q(z)− γ + 2n∑
j=1
sj−1
zj
 (3.1)
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is O(1/z) as z→̂∞. Moreover, Q ∈ Nκ is said to belong to the subclass Nκ,−2n+1
if the function Q˜ in (3.1) belongs to Nκ′,1 for some κ′ ∈ N.
The next lemma clarifies the above definition of the subclasses Nκ,−`, ` ∈ N.
Lemma 3.2. If the function Q belongs to the subclass Nκ,−2n (Nκ,−2n+1) for some
n ∈ N, then the function Q˜ in (3.1) belongs to the subclass Nκ′,0 (resp. Nκ′,1) with
κ′ ≤ κ. Moreover, the following inclusions are satisfied
· · · ⊂ Nκ,−2n−1 ⊂ Nκ,−2n ⊂ Nκ,−2n+1 ⊂ · · · ⊂ Nκ,0 ⊂ Nκ,1. (3.2)
Proof. Rewrite the expression for the function Q˜ in (3.1) in the form Q˜(z) =
z2nQ̂(z). Then Q̂(z) as a sum of two generalized Nevanlinna functions is also a
generalized Nevanlinna function, and therefore, in view of (2.5), Q˜ is a generalized
Nevanlinna function, too. Next it is shown that the inequality κ(Q˜) ≤ κ(Q) is
satisfied. First observe that the condition Q˜(z) = O(1) and hence, in particular,
the condition Q˜(z) = O(1/z) as z→̂∞ implies that
κ∞(Q˜) = 0, (3.3)
cf. (2.2), (2.4). Clearly, κα(Q˜) = κα(Q) for every α 6= 0,∞, while for α = 0 one
derives from (2.1) the estimate
κ0(Q˜) ≤ κ0(Q). (3.4)
Therefore, one can conclude from (3.3) and (3.4) that κ(Q˜) ≤ κ(Q). Now by
Theorem 2.2 the condition Q˜(z) = O(1/z), z→̂∞, is equivalent to Q˜ ∈ Nκ′,0
with κ′ ≤ κ, which proves the first statement for the subclasses Nκ,−2n. If Q ∈
Nκ,−2n+1, then Q˜(z) = O(1) and since κ(Q˜) ≤ κ(Q), one actually has Q˜ ∈ Nκ′,1
for κ′ ≤ κ.
Since Nκ,0 ⊂ Nκ,1 the inclusions Nκ,−2n ⊂ Nκ,−2n+1, n ∈ N, follow from
the first part of the lemma. Now let Q ∈ Nκ,−2n−1. Then by definition
z2Q˜(z) + zs2n + s2n+1 ∈ Nκ′,1, (3.5)
where Q˜ is as in (3.1) and κ′ ≤ κ. It is clear from (3.5) (see Theorem 2.1) that
Q˜(z) = O(1/z) as z→̂∞. Hence, Q ∈ Nκ,−2n and this proves the remaining
inclusions in (3.2). ¤
The subclasses Nκ,−`, ` ∈ N, are now characterized by means of the operator
and the integral representation of Q in (1.2) and (2.6), respectively.
Theorem 3.3. For Q ∈ Nκ the following statements are equivalent:
(i) Q ∈ Nκ,−`, ` ∈ N;
(ii) Q(z) = γ + [(A − z)−1ω, ω], z ∈ ρ(A), for some selfadjoint operator A in a
Pontryagin space H, a cyclic vector ω ∈ H`, and γ ∈ R;
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(iii) Q has an integral representation (2.6) with pi∞(Q) = deg q˜ − deg p˜ ≥ 0 (and
b = 0 if pi∞(Q) = 0), such that∫
R
(1 + |t|)`−2pi∞dρ(t) <∞. (3.6)
Proof. (i) ⇒ (iii) Let Q ∈ Nκ,−`, where ` is either 2n or 2n− 1, n ∈ N. In view of
(3.2) and Theorems 2.1, 2.2 one has pi∞(Q) = deg q˜−deg p˜ ≥ 0, and if pi∞(Q) = 0
then b = 0 and (2.8) or (2.9) is satisfied. By Lemma 3.2 the function Q˜ in (3.1)
belongs to Nκ′,2n−` with κ′ ≤ κ. Hence, Q˜ admits the factorization
Q˜ = r˜(z)r˜](z)
(
a˜+ b˜z +
∫
R
(
1
t− z −
t
1 + t2
))
dρ˜(t), r˜ =
p˜2
q˜2
, (3.7)
where p˜2 and q˜2 are the polynomials associated to Q˜, cf. (2.5). Moreover, the
inequality pi∞(Q˜) = deg q˜2 − deg p˜2 ≥ 0 holds by Theorems 2.1 and 2.2. On the
other hand, it follows from (2.6) and (3.1) that Q˜ admits also the representation
Q˜(z) = z2nr(z)r](z)
(
a+ bz +
∫
R
(
1
t− z −
t
1 + t2
))
dρ(t) + p1(z), (3.8)
where p1 is a polynomial with deg p1 ≤ 2n. An application of the generalized
Stieltjes inversion formula (see [19]) shows that the measures dρ˜(t) in (3.7) and
dρ(t) in (3.8) are connected by
|r˜(t)|2dρ˜(t) = t2n|r(t)|2 dρ(t). (3.9)
Therefore, if Q˜ ∈ Nκ′,1 \Nκ′,0 so that ` = 2n− 1, then deg p˜2 = deg q˜2 and dρ˜(t)
satisfies the condition (2.8) in Theorem 2.1. The condition (3.6) follows now from
(3.9). If Q˜ ∈ Nκ′,0 so that ` = 2n, then either deg p˜2 = deg q˜2 in which case dρ˜(t)
satisfies the condition (2.9) in Theorem 2.2, or pi∞(Q˜) = deg q˜2 − deg p˜2 > 0 in
which case dρ˜(t) satisfies the condition (2.7). In both cases∫
|t|>M
|r˜(t)|2dρ˜(t) <∞, for M > 0 large enough.
Hence, again the condition (3.6) follows from (3.9).
(ii) ⇔ (iii) Let Et be the spectral function of a selfadjoint operator A in the
minimal representation (1.2) of Q. It follows from (1.2), (2.6), and the generalized
Stieltjes inversion formula that
d[Etω, ω] = |r(t)|2 dρ(t), t ∈ ∆,
in some neighbourhood ∆ of ±∞. This implies that∫
R
(1 + |t|)`−2pi∞ dρ(t) <∞ if and only if
∫
∆
(1 + |t|)` d[Etω, ω] <∞,
i.e., ω ∈ H`, which proves the equivalence of (ii) and (iii).
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(ii) ⇒ (i) First consider the case ` = 2n. Then ω ∈ H` means that ω ∈
domAn. Define the function Q˜ in (3.1) by setting
sj = [Ajω, ω], sn+j = [Ajω,Anω], j = 0, . . . , n. (3.10)
Then a straightforward calculation shows that Q˜ admits the operator representa-
tion
Q˜(z) = [(A− z)−1ω′, ω′], ω′ = Anω ∈ H. (3.11)
Therefore, Q˜(z) = O(1/z) and Q ∈ Nκ,−`.
Now let ` = 2n − 1. Then ω ∈ H` means that ω′ := Anω ∈ H−1. Hence
s2n−1 := [A˜ω′, ω′] is well defined. Moreover, by defining s0, . . . , s2n−2 as in (3.10)
it follows that the function Q˜ in (3.1) admits the operator representation
Q˜(z) = [(A˜− z)−1ω′, ω′], ω′ = Anω ∈ H−1. (3.12)
Hence, by Theorem 2.1 Q˜ ∈ Nκ′,1 for some κ′ ∈ N and thus Q ∈ Nκ,−`. This
completes the proof. ¤
From Theorem 3.3 one obtains the following result of M.G. Kre˘ın and H.
Langer, see [21, Satz 1.10]
Corollary 3.4. ([21]) The function Q ∈ Nκ admits an operator representation
Q(z) = γ + [(A − z)−1ω, ω] with γ ∈ R and ω ∈ H2n (= domAn) if and only if
there are real numbers γ and s0, . . . , s2n, such that
Q(z) = γ −
2n+1∑
j=1
sj−1
zj
+ o
(
1
z2n+1
)
, z→̂∞. (3.13)
In this case the numbers s0, . . . , s2n are given by (3.10).
Proof. The proof of Theorem 3.3 shows that the condition ω ∈ domAn is equiv-
alent to the operator representation (3.11) of the function Q˜(z) in (3.1). Now
by applying (2.10) in Remark 2.3 to the function Q̂(z) in (3.11) and taking into
account (3.1) the equivalence to the expansion (3.13) follows. ¤
The criterion of M.G. Kre˘ın and H. Langer in Corollary 3.4 does not hold in
the case of an odd number ` = 2n− 1. However, it is clear that if ω ∈ H2n−1 then
the analog of the expansion (3.13) exists.
Corollary 3.5. If the function Q ∈ Nκ admits an operator representation Q(z) =
γ + [(A − z)−1ω, ω] with γ ∈ R and ω ∈ H2n−1 (= dom |A|n−1/2) then there are
real numbers γ and s0, . . . , s2n, such that
Q(z) = γ −
2n∑
j=1
sj−1
zj
+ o
(
1
z2n
)
, z→̂∞. (3.14)
Proof. Since ω ∈ H2n−1 the operator representation (3.12) in the proof of Theo-
rem 3.3 shows that Q˜(z) = o(1). The expansion (3.14) for the function Q follows
now from the definition of Q˜ in (3.1). ¤
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It is emphasized that the existence of the expansion (3.14) does not imply
that ω ∈ H2n−1 or, equivalently, that ω′ := Anω belongs to H−1. In this case
[A˜ω′, ω′] need not be defined and hence it cannot coincide with the coefficient
s2n−1 in (3.14).
3.2. A classification of generalized zeros of nonpositive type
For what follows it will be useful to give a classification for generalized zeros and
poles of nonpositive type of a function Q ∈ Nκ.
Let ∞ be a GZNT of Q with multiplicity pi∞ > 0. It follows from (2.4) that
precisely one of the following three cases can occur:
(T1) −s2pi∞ := limz→̂∞ z2pi∞+1Q(z) < 0, limz→̂∞ z2pi∞−1Q(z) = 0;
(T2) limz→̂∞ z2pi∞+1Q(z) =∞, limz→̂∞ z2pi∞−1Q(z) = 0;
(T3) limz→̂∞ z2pi∞+1Q(z) =∞, −s2pi∞−2 := limz→̂∞ z2pi∞−1Q(z) > 0.
In these cases∞ is said to be a generalized zero of type (T1), (T2), or (T3), respec-
tively; the shorter notations GZNT1, GZNT2, and GZNT3 are used accordingly.
The corresponding classification for a finite generalized zero β ∈ R of Q is defined
analogously:
(T1) limz→̂β
Q(z)
(z − β)2piβ+1 > 0, limz→̂β
Q(z)
(z − β)2piβ−1 = 0;
(T2) limz→̂β
Q(z)
(z − β)2piβ+1 =∞, limz→̂β
Q(z)
(z − β)2piβ−1 = 0;
(T3) limz→̂β
Q(z)
(z − β)2piβ+1 =∞, limz→̂β
Q(z)
(z − β)2piβ−1 < 0.
A generalized pole of nonpositive type β ∈ R ∪ {∞} of Q is said to be of type
(T1), (T2) or (T3), if β is a generalized zero of nonpositive type of the function
−1/Q which is of type (T1), (T2) or (T3), respectively.
To give some immediate implications of the above classification consider the
generalized zero ∞ of Q. If it is of the first type, then it follows from (T1) that
Q ∈ Nκ,−2pi∞ . Moreover, Q has the following asymptotic expansion:
Q(z) = − s2pi∞
z2pi∞+1
+ o
(
1
z2pi∞+1
)
, z→̂∞, s2pi∞ > 0. (3.15)
If the generalized zero ∞ of Q is of type (T3), then Q ∈ Nκ,−2pi∞−2 and Q has
the following asymptotic expansion
Q(z) = −s2pi∞−2
z2pi∞−1
+ o
(
1
z2pi∞−1
)
, z→̂∞, s2pi∞−2 < 0. (3.16)
In the case that the generalized zero ∞ is of type (T2) there are two possibilities:
either Q belongs to Nκ,−2pi∞ , in which case both of the moments s2pi∞−1 and s2pi∞
are finite and Q has the asymptotic expansion
Q(z) = −s2pi∞−1
z2pi∞
− s2pi∞
z2pi∞+1
+ o
(
1
z2pi∞+1
)
, z→̂∞, s2pi∞−1 6= 0, (3.17)
12 V.A. Derkach, S. Hassi and H.S.V. de Snoo
or Q belongs to Nκ,−2(pi∞−1) \Nκ,−2pi∞ and it has the asymptotic expansion
Q(z) = −s2pi∞−1
z2pi∞
+ o
(
1
z2pi∞
)
, z→̂∞, (3.18)
or
Q(z) = o
(
1
z2pi∞−1
)
, z→̂∞. (3.19)
Observe, that the expansions (3.17) and (3.18) are also special cases of the ex-
pansion (3.19). Hence, if ∞ is a generalized zero of type (T2), then Q has an
expansion of the form (3.16), but now with s2pi∞−2 = 0; however, Q does not have
an expansion of the form (3.15). Similar observations remain true for generalized
zeros β ∈ R and poles α ∈ R∪{∞}. For instance, to get the analogous expansions
for a generalized zero β ∈ R apply the transform −Q(1/(z−β)) to the expansions
in (3.15)–(3.19); cf. also [15]. The role of the above classification for generalized
zeros and poles of nonpositive type will be described in detail in Sections 4–6.
4. An operator model for the generalized Friedrichs extension
4.1. Boundary triplets and Weyl functions
The construction of the model uses the notion of a boundary triplet in a Pontryagin
space setting. Let H be a Pontryagin space with negative index κ, let S be a closed
symmetric relation in H with defect numbers (n, n), and let S∗ be the adjoint of S.
A triplet Π = {Cn,Γ0,Γ1 } is said to be a boundary triplet for S∗, if the following
two conditions are satisfied:
(i) the mapping Γ : f̂ → {Γ0f̂ ,Γ1f̂} from S∗ to Cn ⊕ Cn is surjective;
(ii) the abstract Green’s identity
[f ′, g]− [f, g′] = (Γ1f̂ ,Γ0ĝ)− (Γ0f̂ ,Γ1ĝ) (4.1)
holds for all f̂ = {f, f ′}, ĝ = {g, g′} ∈ S∗,
see e.g. [2], [10]. It is easily seen that A0 = ker Γ0 and A1 = ker Γ1 are selfadjoint
extensions of S. Associated to every boundary triplet there is the Weyl function
Q defined by
Q(z)Γ0f̂z = Γ1f̂z, z ∈ ρ(A0),
where f̂z := {fz, zfz} ∈ N̂z, and Nz = ker (S∗ − z) denotes the defect subspace of
S at z ∈ C. It follows from (4.1) that the Weyl function Q is also a Q-function of
the pair {S,A0} in the sense of Kre˘ın and Langer, see [20]. If S is simple, so that
H = span {Nz : z ∈ ρ(A0)},
then the Weyl function Q belongs to the class Nκ, otherwise Q ∈ Nκ′ with κ′ ≤ κ.
Moreover, if S is simple and H is a selfadjoint extension of S in H, then the point
spectrum of H is also simple, that is, every eigenspace of H is one-dimensional,
and if α ∈ R ∪ {∞}, then the root subspace at α is at most 2κ+ 1-dimensional.
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In the case where S is given by (1.3) one can define a boundary triplet for
S∗ as follows.
Proposition 4.1. (cf. [5]) Let A be a selfadjoint operator in a Pontryagin space H
and let the restriction S of A be defined by (1.3) with ω ∈ H. Then the adjoint S∗
of S in H is of the form
S∗ = {{f,Af + cω} : f ∈ domA, c ∈ C }
and a boundary triplet Π∞ = {C,Γ∞0 ,Γ∞1 } for S∗ is determined by
Γ∞0 f̂ = [f, ω], Γ
∞
1 f̂ = c, f̂ = {f,Af + cω} ∈ S∗.
The corresponding Weyl function Q∞ is given by
Q∞(z) = − 1[(A− z)−1ω, ω] , z ∈ ρ(A). (4.2)
4.2. The model operator S(Q∞) corresponding to a proper factorization
Operator models for generalized Nevanlinna functions whose only generalized pole
of nonpositive type is at ∞ have been constructed in [6] and [14]. Such functions
admit a canonical factorization of the form
Q∞(z) = q(z)q](z)Q0(z), (4.3)
where Q0 ∈ N0, q(z) = zk + qk−1zk−1 + · · · + q0 is a polynomial, and q](z) =
q(z¯). In general, models which are based on the canonical factorization of Q ∈
Nκ are not necessarily minimal, i.e., the underlying model operator S(Q∞) need
not be simple and it can even be a symmetric relation (multivalued operator).
However, with the canonical factorization the nonsimple part of S(Q∞) can be
easily identified and factored out to produce a simple symmetric operator from
S(Q∞), cf. [3]. The model constructed for S(Q∞) in [6] uses an orthogonal coupling
of two symmetric operators. In [9] this model was adapted to the case where the
function Q0 is allowed to be a generalized Nevanlinna function, too. In this case
the situation becomes more involved and, in general, one cannot represent S(Q∞)
as an orthogonal sum of a simple symmetric operator and a selfadjoint relation.
However, such a simple orthogonal decomposition for S(Q∞) can still be obtained
if the factorization (4.3) of Q∞ is proper. This concept is defined as follows.
Definition 4.2. ([9]) The factorization Q∞(z) = q(z)q](z)Q0(z) is said to be proper
if q is a divisor of degree κ∞(Q∞) > 0 of the polynomial q˜ in the canonical
factorization of the function Q∞, cf. (2.5) .
Clearly, proper factorizations of Q∞ ∈ Nκ always exist, but they are not
unique if q˜ has more than one zero and κ∞(Q∞) < κ. Proper factorizations Q∞ =
qq]Q0 can be characterized also without using the canonical factorization of Q∞.
Lemma 4.3. Let Q∞ ∈ Nκ have a factorization of the form
Q∞(z) = q(z)q](z)Q0(z), deg q = k ≥ 1, (4.4)
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where q(z) is a monic polynomial, and let α ∈ σ(q) be a zero of q with multiplicity
kα. Then the following statements are equivalent:
(i) the factorization (4.4) of Q∞ is proper;
(ii) the multiplicities κ∞(Q∞) and piα(Q∞) satisfy the following relations:
κ∞(Q∞) = deg q and piα(Q∞) ≥ kα for all α ∈ σ(q); (4.5)
(iii) κ∞(Q0) and κ(Q∞) = κ satisfy the following identities
κ∞(Q0) = 0 and κ(Q∞) = deg q + κ(Q0). (4.6)
Proof. (i) ⇔ (ii) In a proper factorization (4.4) κ∞(Q∞) = deg q and clearly the
inequalities in (4.5) just mean that q divides the polynomial q˜ in the canonical
factorization of Q∞.
(i) ⇒ (iii) If the factorization (4.4) is proper, then in the canonical factor-
ization of the function Q0 the numerator q˜0 and denominator p˜0 (= p˜) of the
corresponding rational factor r0 are of the same degree κ(Q0), and this implies
(4.6).
(iii) ⇒ (i) It follows from the second equality in (4.6) that q and the poly-
nomial p˜0 in the canonical factorization of the function Q0 are relatively prime
and, therefore, q is a factor of the polynomial q˜ in the canonical factorization
of Q∞. Moreover, pi∞(Q0) = 0. Now the assumption κ∞(Q0) = 0 implies that
κ∞(Q∞) = deg q. ¤
The construction of factorization models is now briefly described. Let q be a
polynomial as in (4.4) of degree k = deg q. Define the k× k matrices Bq and Cq by
Bq =

q1 . . . qk−1 1
... . . . 1 0
qk−1 . .
. . . .
...
1 0 . . . 0
 , Cq =

0 1 . . . 0
...
. . . . . . 0
0 0 . . . 1
−q0 −q1 . . . −qk−1
 ,
so that σ(Cq) = σ(q). Moreover, let Hq be a 2k-dimensional Pontryagin space
defined by
(Ck ⊕ Ck, 〈B·, ·〉), B =
(
0 Bq
Bq] 0
)
.
A general factorization model for functions Q∞ of the form (4.4) was constructed
in [9] and can be applied, in particular, for proper factorizations of Q∞.
Theorem 4.4. (cf. [9]) Let Q∞ ∈ Nκ be a generalized Nevanlinna function and let
Q∞(λ) = q(λ)q](λ)Q0(λ), (4.7)
be a proper factorization Q∞, where q is a monic polynomial of degree k = deg q ≥
1. Let S0 be a closed symmetric relation in a Pontryagin space H0 with the boundary
triplet Π0 = {H,Γ00,Γ01} whose Weyl function is Q0. Then:
(i) the function Q0 in (4.7) belongs to the class Nκ−k;
Asymptotic expansions 15
(ii) the linear relation
S(Q∞) =


f0f
f˜
 ,
 f ′0Cq]f
Cq f˜ + Γ00f̂0ek
 :
f̂0 = {f0, f ′0} ∈ S∗0 ,
f1 = Γ01f̂0,
f˜1 = 0
 (4.8)
is closed and symmetric in H := H0 ⊕ Hq and has defect numbers (1, 1);
(iii) the adjoint S(Q∞)∗ of S(Q∞) is given by
S(Q∞)∗ =


f0f
f˜
 ,
 f ′0Cq]f + ϕ˜ek
Cq f˜ + Γ00f̂0ek
 : f̂0 = {f0, f
′
0} ∈ S∗0 ,
f1 = Γ01f̂0,
ϕ˜ ∈ C
 ;
(iv) a boundary triplet Π = {H,Γ0,Γ1} for S(Q∞)∗ is determined by
Γ0(f̂0 ⊕ F̂ ) = f˜1, Γ1(f̂0 ⊕ F̂ ) = ϕ˜, f̂0 ⊕ F̂ ∈ S(Q∞)∗; (4.9)
(v) the corresponding Weyl function coincides with Q∞.
Proof. Since the factorization (4.7) is proper the statement (i) is immediate from
the equality (4.6) in Lemma 4.3. All the other statements are contained in [9]. ¤
In fact, the statement (iv) in Theorem 4.4 can be obtained directly also from
Proposition 4.1, since S(Q∞) in (4.8) is a restriction of the selfadjoint relation
A(Q∞) =


f0f
f˜
 ,
 f ′0Cq]f
Cq f˜ + Γ00f̂0ek
 : f̂0 = {f0, f ′0} ∈ S∗0 ,f1 = Γ01f̂0
 (4.10)
to the subspace H ª ω0, where ω0 = col(0, ek, 0); compare (1.3). The generalized
Friedrichs extension of S(Q∞) is given by
SF (Q∞) =


f0f
f˜
 ,
 f ′0Cq]f + ϕ˜ek
Cq f˜ + Γ00f̂0ek
 :
f̂0 = {f0, f ′0} ∈ S∗0 ,
f1 = Γ01f̂0,
f˜1 = 0, ϕ˜ ∈ C
 . (4.11)
According to (4.2) in Proposition 4.1 the Weyl function Q∞(z) corresponding to
the boundary triplet (4.9) is of the form
Q∞(z) = − 1[(A(Q∞)− z)−1ω0, ω0] .
Thus the function Q = −1/Q∞ has the representation
Q(z) = [(A(Q∞)− z)−1ω, ω], (4.12)
which is, however, not necessarily minimal, since mulS and ker (S −α), α ∈ σ(q),
can be nontrivial. The following lemma describes these subspaces.
Lemma 4.5. ([9]) Under the assumptions of Theorem 4.4 let S0 be a simple closed
symmetric operator in the Pontryagin space H0, let A0i = ker Γ
0
i (⊃ S0), i = 0, 1,
and let kα be the multiplicity of α ∈ C as a zero of the polynomial q. Then:
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(i) mulS(Q∞) is nontrivial if and only if mulA01 is nontrivial and in this case
mulS(Q∞) = { (g, 0,Γ00ĝek)> : ĝ = {0, g} ∈ A01 }; (4.13)
(ii) if mulS(Q∞) is nontrivial, then it is spanned by a positive vector;
(iii) if mulA00 is nontrivial, then it is spanned by a positive vector;
(iv) σp(S(Q∞)) = σp(A00) ∩ σ(q]) and for α ∈ σp(A00) ∩ σ(q]) one has
ker (S(Q∞)− α) = { (g0,Γ01ĝ0Λ|λ=α, 0)> : g0 ∈ ker (A00 − α) }; (4.14)
where Λ = (1, λ, . . . , λk−1), λ ∈ C;
(v) if ker (S(Q∞) − α) or, equivalently, ker (A00 − α) is nontrivial, then it is
spanned by a positive vector.
It follows from (ii) and (iv) that the linear relation S(Q∞) can be decomposed
into a direct sum of an operator S′ with an empty point spectrum and a selfadjoint
part in a Hilbert space which is the sum of mulS(Q∞) and ker (S(Q∞) − α),
α ∈ σp(A00) ∩ σ(q]). The next theorem shows that the reduced operator S′ is
simple.
Theorem 4.6. Let the assumptions of Theorem 4.4 be satisfied and let S(Q∞),
A(Q∞), and SF (Q∞) be given by (4.8), (4.10), and (4.11), respectively. Then:
(i) S(Q∞) is simple if and only if σp(S(Q∞)) = ∅. In this case the linear rela-
tions S = S(Q∞), A = A(Q∞), and SF = SF (Q∞) satisfy the equalities (1.3)
and (1.4) with ω = ω0 and the operator representation (4.12) of Q = −1/Q∞
is minimal.
(ii) If S(Q∞) is not simple, then the subspace
H′′ = span {mulS(Q∞), ker (S(Q∞)− α) : α ∈ σp(A00) ∩ σ(q) } (4.15)
is positive and reducing for S(Q∞). The simple part of S(Q∞) coincides with
the restriction S′ of S(Q∞) to H′ := Hª H′′. The compressions S′, A′, and
S′F of S(Q∞), A(Q∞), and SF (Q∞) to the subspace H
′ satisfy the equalities
(1.3) and (1.4), with ω ∈ H′ given by
ω =
{
ω0, if k > 1,
(g,−1/Γ0ĝ,Γ0ĝ)>, if k = 1,
and the function Q = −1/Q∞ admits the minimal representation
Q(λ) = −1/Q∞(λ) = [(A′ − λ)−1ω, ω].
4.3. The root subspace of the generalized Friedrichs extension at ∞.
Let the assumptions of Theorem 4.4 be satisfied and let S(Q∞), A(Q∞), SF (Q∞)
and S′, A′, S′F be the same as in Theorem 4.6. Since S
′ is a simple symmetric
operator in the Pontryagin space H′ its selfadjoint extension S′F has a simple
point spectrum. In particular, the multivalued part mulS′F of S
′
F is at most one-
dimensional. The corresponding root subspace
R∞(S′F ) = span { g ∈ H′ : {0, g} ∈ S′F k, for some k ∈ N }
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is at most 2κ+1-dimensional. The root subspace R∞(S′F ) is spanned by the vectors
ωj which form a maximal Jordan chain in R∞(S′F ):
R∞(S′F ) = span {ωj ∈ H′ : {ωj−1, ωj} ∈ S′F , j = 0, . . . , ν − 1 },
where ν = dimR∞(S′F ) and ω−1 = 0.
The main properties of the root subspace R∞(S′F ) of the selfadjoint extension
S′F of S
′ are given in Lemmas 4.7–4.11 below. The proofs of these lemmas are
constructive, since they are based on the factorization model for S(Q∞) given in
Theorem 4.4, cf. also [9]. As a consequence a detailed description for the structure
of the corresponding Jordan chains in the factorization model is obtained. It turns
out that three different types of maximal Jordan chains can appear in this model.
In each of these cases maximal Jordan chains in R∞(SF ) can be regular or singular
and the signature of R∞(SF ) has its own specific nature in each case.
The first lemma concerns the dimension and nondegeneracy of the root sub-
space R∞(S′F ); further equivalent conditions and descriptions (without a specific
model space) for arbitrary generalized poles and zeros of Q ∈ Nκ with direct
(nonconstructive) proofs can be found from [15].
Lemma 4.7. Let Q∞ ∈ Nκ, let κ∞(Q∞) = deg q(= k) > 0, and let S′, S′F , and
ω ∈ H, [ω, ω] ≤ 0, be as in Theorem 4.6. Then:
(i) dimR∞(S′F ) ≥ deg q;
(ii) dimR∞(S′F ) is equal to ν if and only if ω ∈ domS′F ν−1 \ domS′F ν ;
(iii) R∞(S′F ) is a regular subspace of dimension ν if and only if
ω ∈ domS′F ν−1 \ domS′F ν and [ω, ων−1] 6= 0 for {ω, ων−1} ∈ S′F ν−1;
(iv) R∞(S′F ) is a singular subspace of dimension ν if and only if
ω ∈ domS′F ν−1 \ domS′F ν and [ω, ων−1] = 0 for {ω, ων−1} ∈ S′F ν−1. (4.16)
Proof. (i) Consider a proper factorization (4.7) for Q∞ and the model operator
S(Q∞) constructed in Theorem 4.4 and denote by A0 = ker Γ0 the selfadjoint
extension SF (Q∞) in (4.11) of S(Q∞) in (4.8). Clearly, the vectors
w0 =
 0ek
0
 , . . . , wk−2 =
 0e2
0
 , wk−1 =
 0e1
0
 (4.17)
form a Jordan chain in R∞(A0), that is, w0 ∈ mulA0 and {wj−1, wj} ∈ A0 for
j = 1, . . . , k− 1. If S(Q∞) is simple then A0 = S′F and this proves (i). In the case
when S(Q∞) is not simple, but mulS(Q∞) is trivial the vectors w0, . . . , wk−1 still
belong to R∞(S′F ) since for all α ∈ σp(A00)∩ σ(q]) these vectors are orthogonal to
the eigenspaces ker (S(Q∞)− α) which were described in (4.14).
Assume that mulS(Q∞) is not trivial. Again it follows from Lemma 4.5
that the vectors w0, . . . , wk−1 are orthogonal to ker (S(Q∞) − α) for all α ∈
σp(A00)∩σ(q]). Moreover, by using (4.13) in Lemma 4.5 it is seen that the vectors
w0, . . . , wk−2 are orthogonal to mulS(Q∞). Since mulS(Q∞)[⊥]ker (S(Q∞) − α)
for all α ∈ σp(A00) ∩ σ(q]), it is easy to check that the projections w′j = P ′wj of
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wj , j = 1, . . . , k − 1, to the subspace H′ = H ª H′′, where H′′ is given by (4.15),
take the form
w′0 = w0, . . . , w
′
k−2 = wk−2, w
′
k−1 =
 −(Γ00ĝ)ge1
−|Γ00ĝ|2ek
 , (4.18)
where g ∈ mulA01, [g, g] = 1, ĝ = {0, g} ∈ A01, and Γ00ĝ 6= 0. Therefore, the sequence
{w′0, . . . , w′k−1} forms a Jordan chain in R∞(S′F ) and hence again dimR∞(S′F ) ≥ k.
(ii) This statement holds true since S′F has a simple spectrum.
(iii)&(iv) Let ω0, . . . , ων−1 be a maximal chain in R∞(S′F ). Since {0, ω0} ∈ S′F
one obtains immediately [ω0, ωj ] = 0 for all j < ν − 1. Therefore, the subspace
R∞(S′F ) is regular if and only if [ω0, ων−1] 6= 0. This proves (iii) and (iv). ¤
The explicit construction of a maximal Jordan chain {ω0, . . . , ων−1} span-
ning R∞(S′F ) in the factorization model will be carried out by a continuation of
the chains (4.17) and (4.18), which correspond to the cases mulS(Q∞) = {0} and
mulS(Q∞) 6= {0}, respectively. Observe, that by Lemma 4.5 mulS(Q∞) is non-
trivial if and only if mulA01 is nontrivial. Moreover, since S0 is simple at most one
of the selfadjoint extensions A00 or A
0
1 of S0 can be multivalued.
Case I: mulS(Q∞) = {0}. The proof of Lemma 4.7 shows that {ω0, . . . , ων−1}
can be constructed as a continuation of the chain (4.17) if ν > k with ωj = wj ,
j = 0, . . . , k − 1. The formula (4.11) implies that the vector ωk should be of the
form ωk = (g0, f, f˜)>, where
ĝ0 = {0, g0} ∈ S∗0 , Γ01ĝ0 = 1, f = Cq]e1 + ϕ˜ek, f˜ = Γ00ĝ0ek.
By choosing ϕ˜ek = −Cq]e1 one obtains
ωk =
 g00
Γ00ĝ0ek
 , ĝ0 = {0, g0} ∈ S∗0 , Γ01ĝ0 = 1. (4.19)
Here g0 6= 0 if and only if ωk 6= 0. Therefore, one can continue the chain (4.17) if
and only if mulS∗0 is nontrivial. This proves the following
Lemma 4.8. If mulS∗0 = {0}, then R∞(S′F ) is isotropic and
dimR∞(S′F ) = κ0(R∞(S
′
F )) = k.
Now assume that mulS∗0 is nontrivial, so that one can continue the chain
(4.17) by a vector ωk 6= 0 of the form (4.19). Here two further different cases can
occur: either mulA00 is nontrivial, in which case mulA
0
0 = mulS
∗
0 , or mulA
0
0 =
{0}. These two cases give rise to two different types of maximal Jordan chains in
R∞(S′F ).
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Lemma 4.9. Let mulA00 be nontrivial. Then R∞(S
′
F ) is regular if and only if ν =
2k + 1. If R∞(S′F ) is singular then k + 1 ≤ ν ≤ 2k and
κ0(R∞(S′F )) = 2k + 1− ν, κ−(R∞(S′F )) = ν − k − 1, κ+(R∞(S′F )) = ν − k.
(4.20)
Proof. Since mulA00 6= {0} one has Γ00ĝ0 = 0. It follows from (4.11) and (4.19)
that the chain {ωk, . . . , ων−1} can be taken to be of the form
ωk =
g00
0
 , ωk+1 =
 g10
f˜(1)
 , . . . , ων−1 =
 gν−k−10
f˜(ν−k−1)
 , (4.21)
with {gj−1, gj} ∈ A01 and
f˜(j) = ae˜k−j+1 +
j−2∑
i=0
cj,ie˜k−i, cj,i ∈ C, j = 1, . . . , ν − k − 1,
where
a := Γ00{g0, g1} = [ωk−1, ωk+1] = [ωk, ωk] = [g0, g0] > 0,
since the vector g0 ∈ mulA00 is positive in view of Lemma 4.5. There are two
reasons for the chain to break: either gν−k−1 6∈ domA01, or one has (f˜(ν−k−1))1 6= 0
in which case ν = 2k + 1. Since [ων−1, ω0] = (f˜ν−k−1)1, the subspace R∞(A0) is
regular if and only if ν = 2k + 1.
Observe, that the maximal chain {ω0, . . . , ων−1} in R∞(SF ) is also a max-
imal chain in R∞(S′F ), because the vectors ωj ∈ R∞(SF ) (j = 0, . . . , ν − 1) are
orthogonal to the eigenspaces ker (S(Q∞)− α) for α ∈ σp(A00) ∩ σ(q).
If R∞(S′F ) is singular then k+1 ≤ ν ≤ 2k. The isotropic subspace of R∞(S′F )
is spanned by the vectors ωj , j = 0, . . . , 2k − ν, and
[ω2k−ν+1, ων−1] = [ωk, ωk] = [g0, g0] = a > 0.
Therefore, the Gram matrix of the chain ω0, . . . , ων−1 is a Hankel matrix of the
form
G =
(
0 0
0 G0
)
with G0 =
0 a. . .
a ∗
 , (4.22)
where the left upper corner of G is the matrix 02k+1−ν . The other two equalities
in (4.20) are implied by the structure of G0 in (4.22), since a > 0. ¤
Lemma 4.10. Let mulA00 = mulA
0
1 = {0} and let mulS∗0 6= {0}. Then R∞(S′F ) is
regular if and only if ν = 2k. If R∞(S′F ) is singular then k + 1 ≤ ν ≤ 2k − 1 and
κ0(R∞(S′F )) = 2k − ν, κ−(R∞(S′F )) = κ+(R∞(S′F )) = ν − k. (4.23)
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Proof. By assumptions Γ00ĝ0 6= 0. In this case the chain {ωk, . . . , ων−1} takes the
form
ωk =
 g00
ae˜k
 , ωk+1 =
 g10
f˜(1)
 , . . . , ων−1 =
 gν−k−10
f˜(ν−k−1)
 , (4.24)
where a := Γ00ĝ0 6= 0, {gj−1, gj} ∈ A01, and f˜(j) are given by
f˜(j) = ae˜k−j +
j−1∑
i=0
cj,ie˜k−i, cj,i ∈ C, j = 1, . . . , ν − k − 1. (4.25)
As in Lemma 4.9 it is seen from (4.24) that the subspace R∞(S′F ) is regular if and
only if ν = 2k.
If R∞(S′F ) is singular then k + 1 ≤ ν ≤ 2k − 1. The isotropic subspace of
R∞(S′F ) is spanned by the vectors ωj , j = 0, . . . , 2k − 1− ν, and
[ω2k−ν , ων−1] = [ωk, ωk−1] = a 6= 0.
Therefore, the Gram matrix of the chain ω0, . . . , ων−1 takes the form (4.22), where
the left upper corner of G is the matrix 02k−ν . The equalities in (4.23) are implied
by the structure of G. ¤
Case II: mulS(Q∞) 6= {0}. The proof of Lemma 4.7 shows that a maximal Jordan
chain {ω0, . . . , ων−1} in R∞(S′F ) can now be constructed as a continuation of the
chain (4.18) with ωj = w′j , j = 0, . . . , k − 1.
Lemma 4.11. Let mulS(Q∞) 6= {0}. Then R∞(S′F ) is regular if and only if ν =
2k − 1. If R∞(S′F ) is singular then 1 < k ≤ ν ≤ 2k − 2 and
κ0(R∞(S′F )) = 2k − 1− ν, κ−(R∞(S′F )) = ν − k + 1, κ+(R∞(S′F )) = ν − k.
(4.26)
Proof. If k = 1 then ω0 = (−(Γ00ĝ)g, 1,−|Γ00ĝ|2)> and it follows from (4.11) that
the chain (4.18) cannot be continued, in which case ν = k = 1 and [ω0, ω0] =
−|Γ00ĝ|2 < 0.
Now let k > 1 and consider the continuation of the chain (4.18). According
to (4.11) the condition {ωk−1, ωk} ∈ A0 for some ωk means that for some vector
g1 one has
ĥ := {−(Γ00ĝ)g, g1} ∈ S∗0 , Γ01ĥ = 1, (4.27)
where ĝ = {0, g} ∈ A01, [g, g] = 1, Γ00ĝ 6= 0. Observe, that here the conditions
Γ01ĥ = 1 and [g, g] = 1 are equivalent, since by Green’s identity (4.1)
−Γ00ĝ[g, g] = Γ01ĝΓ00ĥ− Γ00ĝΓ01ĥ = −Γ00ĝΓ01ĥ.
Observe also, that g 6∈ domA01, since g ∈ mulA01 and the vector g is positive.
Moreover, it follows from (4.11) that the continuation of the chain (4.18) can be
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taken to be of the form
ωk =
 g10
f˜(1)
 , . . . , ων−1 =
 gν−k0
f˜(ν−k)
 , (4.28)
where {gj−1, gj} ∈ A01 for j = 2, . . . , ν − k and f˜(j), j = 1, . . . , ν − k, are given by
(4.25), where
a := −|Γ00ĝ|2 = [ωk−1, ωk−1] < 0.
By (4.13) the vector ωj is orthogonal to mulS(Q∞) for all j = k, . . . , ν − 2.
In addition, one can select gν−k in (4.28) such that [gν−k, g] = 0 and then also
ων−1 is orthogonal to mulS(Q∞). Moreover, the vectors ωj , j = k, . . . , ν − 1, are
orthogonal to the eigenspaces ker (S(Q∞) − α), α ∈ σp(A00) ∩ σ(q). Hence (4.18)
together with (4.28) forms a maximal Jordan chain in R∞(S′F ). Moreover, the
subspace R∞(S′F ) is regular if and only if ν = 2k − 1.
If R∞(S′F ) is singular then k > 1 and k ≤ ν ≤ 2k−2, see (4.27). The isotropic
subspace of R∞(S′F ) is spanned by the vectors ωj , j = 0, . . . , 2k − ν − 2, and
[ω2k−ν−1, ων−1] = [ωk−1, ωk−1] = a < 0.
Therefore, the Gram matrix of the chain ω0, . . . , ων−1 is a Hankel matrix of the
form (4.22), where the left upper corner of G is the matrix 02k−1−ν and a < 0.
This proves the equalities (4.26). ¤
The above considerations show that three different types of maximal Jordan
chains in R∞(S′F ) can occur, cf. (4.21), (4.24), and (4.28). The longest Jordan
chains appear in the first case, where mulA00 6= {0}, see (4.21), while the shortest
Jordan chains appear in the third case, where mulA01 6= {0}, or equivalently,
mulS(Q∞) 6= {0}, see (4.28). The main properties associated with each of these
maximal Jordan chains in Lemmas 4.8–4.11 are collected in the next theorem.
Theorem 4.12. Let Q∞ ∈ Nκ, κ∞(Q∞) = k > 0, ν = dim (R∞(S′F )), and let S′,
S′F be as in Theorem 4.6. Then one of the following three cases occurs:
(i) If mulA00 is nontrivial, then k+1 ≤ ν ≤ 2k+1, κ−(R∞(S′F )) = κ+(R∞(S′F ))−
1, and κ0(R∞(S′F )) = 2k + 1− ν. Moreover, R∞(S′F ) is singular if and only
if ν ≤ 2k.
(ii) If mulA00 = mulA
0
1 = {0}, then k ≤ ν ≤ 2k, κ−(R∞(S′F )) = κ+(R∞(S′F )),
and κ0(R∞(S′F )) = 2k − ν. Moreover, R∞(S′F ) is singular if and only if
ν ≤ 2k − 1.
(iii) If mulA01 is nontrivial, then k ≤ ν ≤ 2k−1, κ−(R∞(S′F )) = κ+(R∞(S′F ))+1,
and κ0(R∞(S′F )) = 2k − 1 − ν. Moreover, R∞(S′F ) is singular if and only if
ν ≤ 2k − 2 and k > 1.
Proof. It is enough to prove the statement (ii). For this one combines the results
in Lemma 4.8 and Lemma 4.10. Indeed, if mulS∗0 = {0} then by Lemma 4.8 one
has ν = dimR∞(S′F ) = k ≤ 2k − 1 and κ0(R∞(S′F )) = k = 2k − ν. ¤
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5. Analytic characterizations of the root subspace at ∞
Let Q∞ ∈ Nκ have a minimal operator representation (1.2) with γ = 0, where A
is a selfadjoint operator in H, and let S and SF be defined by (1.3) and (1.4), re-
spectively. In Section 4 one such minimal operator representation was constructed
in Theorem 4.6 by using the factorization (4.2) of Q∞ in Theorem 4.4. By unitary
equivalence general statements concerning S, A, and SF in a minimal representa-
tion of the function Q∞ can be obtained by considering the corresponding objects
S′, A′, and S′F in the model of Theorem 4.6. In this section the results concerning
the root subspace of the generalized Friedrichs extension SF in Section 4 are con-
nected with the asymptotic expansions in Section 3. In particular, the connection
between the classification of generalized poles and zeros introduced in Subsec-
tion 3.2 and the three different types of maximal Jordan chains in Section 4 is
explained.
5.1. The root subspace of the generalized Friedrichs extension at∞ and operator
representations.
In order to establish the connection between the Jordan chains in the root subspace
R∞(SF ) of the generalized Friedrichs extension SF and the asymptotic expansions
in Section 3 the following lemma will be useful.
Lemma 5.1. Let A be a selfadjoint operator in a Pontryagin H, let ω ∈ H, and let
S and SF be defined by (1.3) and (1.4). Then:
(i) domSn = { f ∈ domAn : [Ajf, ω] = 0 for all j < n }, n ∈ N;
(ii) ω ∈ domSn if and only if ω ∈ domSnF , n ∈ N;
(iii) if ω0, ω1, . . . , ωn with ω0 = ω is a Jordan chain in R∞(SF ) such that
[ωi, ωj ] = 0 for all i+ j < l ≤ 2n, l ∈ Z, (5.1)
then
[Siω, Sjω] = [ωi, ωj ] for all i+ j ≤ l ≤ 2n. (5.2)
Proof. (i) If f ∈ domSn, then the definition of S in (1.3) shows that f ∈ domAn
and [Ajf, ω] = 0 for all j < n, since Ajf ∈ domS for all j < n and ω is othogonal
to domS. Conversely, assume that f ∈ domAn and [Ajf, ω] = 0 for all j < n.
Then the definition (1.3) shows that Ajf ∈ domS for all j < n. Hence f ∈ domSn.
(ii) Note that the condition ω ∈ domSnF means that there is a chain of vectors
ω0, ω1, . . . , ωn, ω0 = ω, such that {ωj−1, ωj} ∈ SF for j ≤ n. According to (1.4)
this is equivalent to
ωj = Sωj−1 + cjω for some cj ∈ C, j = 1, . . . , n. (5.3)
Hence, if ω ∈ domSnF , then ωj ∈ domS and ωj−1 ∈ domS2 for all j < n, and this
leads to ω ∈ domSn. The reverse implication is also clear from (5.3).
(iii) It follows from (5.1) and (5.3) with l ≥ 1 that
[ω0, ω1] = [ω0, Sω0].
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Now, if [Siω0, Sjω0] = [ωi, ωj ] = 0 for all i+j < m ≤ l, then one obtains from (5.3)
that
[ωi+1, ωj ] = [Si+1ω0 +
i∑
α=0
ci+1−αSαω0, Sjω0 +
j−1∑
β=0
cj−βSβω0]
= [Si+1ω0, Sjω0],
which completes the proof. ¤
The statements (iii) and (iv) in Lemma 4.7 can now be reformulated in terms
of the moments sj = [Ajω, ω] of the operator A, cf. also [15].
Proposition 5.2. Let S, SF , ω ∈ H, and [ω, ω] ≤ 0, be as in (1.3) and (1.4), in a
minimal representation of Q∞ ∈ Nκ with κ∞(Q∞) = k > 0. Then:
(i) R∞(SF ) is a regular subspace of dimension ν if and only if
ω ∈ domAν−1, and sν−1 6= 0, sj = 0 for all j < ν − 1; (5.4)
(ii) R∞(SF ) is a singular subspace of dimension ν if and only if
ω ∈ domAν−1 \ domAν , and sj = 0 for all j ≤ ν − 1. (5.5)
Proof. (i) Assume that R∞(SF ) is a regular subspace of dimension ν. Then by
Lemma 4.7 ω ∈ domSν−1F \domSνF and by Lemma 5.1 ω ∈ domSν−1 ⊂ domAν−1.
This implies that sj = [Ajω, ω] = [Sjω, ω] = 0 for j < ν − 1. Moreover, if
{ω, ων−1} ∈ Sν−1F then
sν−1 = [Aν−1ω, ω] = [Sν−1ω, ω] = [ων−1, ω] 6= 0,
so that (5.4) follows.
Conversely, if (5.4) holds, then ω ∈ domSν−1F by Lemma 5.1. Moreover, for
{ω, ων−1} ∈ Sν−1F one has
[ων−1, ω] = [Aν−1ω, ω] = sν−1 6= 0,
so that ω 6∈ domSνF . Hence, R∞(SF ) is a regular subspace of dimension ν.
(ii) Assume that R∞(SF ) is a singular subspace of dimension ν. Then it
follows from Lemma 4.7 and Lemma 5.1 that ω ∈ domSν−1 ⊂ domAν−1 and
[Ajω, ω] = [Sjω, ω] = 0 for all j ≤ ν − 1. If ω ∈ domAν , then by Lemma 5.1
ω ∈ domSνF , a contradiction to (4.16). Thus, ω 6∈ domAν and (5.5) follows.
Conversely, assume that (5.5) holds. Then one has ω ∈ domSν−1F \ domSνF
by Lemma 5.1. Moreover, by (5.2) one has
[ων−1, ω] = [Aν−1ω, ω] = sν−1 = 0.
Hence, (4.16) holds and R∞(SF ) is a singular subspace of dimension ν. ¤
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5.2. Asymptotic expansions and the classification for the generalized zero (pole)
∞ in the model space.
The classification of generalized poles of Q∞ or, equivalently, of the generalized
zeros of Q = −1/Q∞ in Subsection 3.2 is now connected with the maximal Jordan
chains constructed in Section 4. For this purpose observe that the assumptions of
Theorem 4.12 can be expressed in terms of the Weyl function Q0(λ) of S0 in the
following equivalent form:
mulA00 = {0} ⇔ lim
z→̂∞
Q0(z)
z
= 0, (5.6)
mulA01 = {0} ⇔ lim
z→̂∞
zQ0(z) =∞. (5.7)
Now one can reformulate Theorem 4.12 in the form which makes clear the con-
nection with the classification of generalized zeros and poles of nonpositive type
introduced in Section 3.
Theorem 5.3. Let Q ∈ Nκ have a minimal representation (1.2) and let S and SF
be defined by (1.3) and (1.4). Let ∞ be a generalized zero of negative type of Q
with multiplicity pi∞(Q) = k > 0 and let the root subspace R∞(SF ) be of dimension
ν. Then R∞(SF ) is regular if and only if Q has an asymptotic expansion of the
form
Q(z) ∼ −sν−1
zν
− · · · − s2ν−2
z2ν−1
+ o
(
1
z2ν−1
)
, z→̂∞, sν−1 6= 0. (5.8)
Moreover, precisely one of the following three cases occurs:
(i) If∞ is a GZNT1, then k+1 ≤ ν ≤ 2k+1 and Q has the asymptotic expansion
Q(z) ∼ − s2k
z2k+1
− · · · − s2ν−2
z2ν−1
+ o
(
1
z2ν−1
)
, z→̂∞, (5.9)
where s2k > 0. In this case κ−(R∞(SF )) = κ+(R∞(SF ))− 1, κ0(R∞(SF )) =
2k + 1− ν, and R∞(SF ) is singular if and only if ν ≤ 2k.
(ii) If ∞ is a GZNT2, then k ≤ ν ≤ 2k and for ν ≥ k + 1 Q has the asymptotic
expansion
Q(z) ∼ −s2k−1
z2k
− · · · − s2ν−2
z2ν−1
+ o
(
1
z2ν−1
)
, z→̂∞, (5.10)
where s2k−1 6= 0, and for ν = k Q has the asymptotic expansion
Q(z) ∼ o
(
1
z2ν−1
)
, z→̂∞. (5.11)
In this case κ−(R∞(SF )) = κ+(R∞(SF )), κ0(R∞(SF )) = 2k−ν, and R∞(SF )
is singular if and only if ν ≤ 2k − 1.
(iii) If ∞ is a GZNT3, then k ≤ ν ≤ 2k − 1 and Q has the asymptotic expansion
Q(z) ∼ −s2k−2
z2k−1
− · · · − s2ν−2
z2ν−1
+ o
(
1
z2ν−1
)
, z→̂∞, (5.12)
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where s2k−2 < 0. In this case κ−(R∞(SF )) = κ+(R∞(SF ))+1, κ0(R∞(SF )) =
2k − 1− ν, and R∞(SF ) is singular if and only if ν ≤ 2k − 2 and k > 1.
Proof. Since the root subspace R∞(SF ) is of dimension ν it follows from Proposi-
tion 5.2 that ω ∈ domAν−1. By Theorem 3.3 this means that Q ∈ Nκ,−2(ν−1). Now
Corollary 3.4 and (5.4) show that in the regular case the asymptotic expansion is
of the form (5.8).
If the root subspace R∞(SF ) is singular then Proposition 5.2 and Theorem 3.3
yield ω ∈ domAν−1 \ domAν and Q ∈ Nκ,−2(ν−1) \ Nκ,−2ν . Now consider the
classification given in Subsection 3.1.
(i) Assume that∞ is a GZNT1 of Q. Then by (T1) the following limit exists:
lim
z→̂∞
z2k+1Q(z) < 0.
It follows from the factorization (4.7) that
lim
z→̂∞
Q0(z)
z
= lim
z→̂∞
Q∞(z)
z2k+1
= − lim
z→̂∞
1
z2k+1Q(z)
> 0.
According to (5.6) this means that mulA00 6= {0}. The asymptotic expansion (5.9)
is implied by (3.15) and Corollary 3.4. The remaining statements are obtained
from part (i) of Theorem 4.12.
(ii) Assume that ∞ is a GZNT2 of Q. Then by (T2) one has
lim
z→̂∞
z2k+1Q(z) =∞, lim
z→̂∞
z2k−1Q(z) = 0.
It follows from the factorization (4.7) that
lim
z→̂∞
Q0(z)
z
= − lim
z→̂∞
1
z2k+1Q(z)
= 0, lim
z→̂∞
zQ0(z) = − lim
z→̂∞
1
z2k−1Q(z)
=∞.
According to (5.6) and (5.7) this means that mulA00 = mulA
0
1 = {0}. The as-
ymptotic expansion (5.10) is implied by (3.17), (3.18), and Corollary 3.4, while
the expansion (5.11) is obtained from (3.18), (3.19). The remaining statements are
obtained from part (ii) of Theorem 4.12.
(iii) Finally, assume that ∞ is a GZNT3 of Q. Then by (T3) the following
limit exists:
lim
z→̂∞
z2k−1Q(z) > 0.
It follows from (4.7) that
lim
z→̂∞
zQ0(z) = − lim
z→̂∞
1
z2k−1Q(z)
< 0,
and in view of (5.7) this means that mulA01 6= {0}. The asymptotic expan-
sion (5.12) is implied by (3.16) and Corollary 3.4, and the remaining statements
are obtained from part (iii) of Theorem 4.12. ¤
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The characterizations in Theorem 5.3 can be translated also for the gener-
alized poles of nonpositive type of the function Q∞ by means of the following
theorem. In fact, this result is an extension of [6, Theorem 5.2] and can be seen to
augment also the result stated in Theorem 3.3.
Theorem 5.4. Let Q ∈ Nκ, Q 6= 0, with limz→̂∞Q(z) = 0 and let Q∞ = −1/Q.
Then the following statements are equivalent:
(i) Q ∈ Nκ,−2n \Nκ,−2n−2 and m ≥ 0 is the maximal integer such that sj = 0
for all j ≤ m− 1(≤ 2n);
(ii) Q(z) = [(A − z)−1ω, ω], z ∈ ρ(A), for some selfadjoint operator A in a
Pontryagin space H and a cyclic vector ω ∈ domAn \ domAn+1 satisfying
[Ajω,Aiω] = 0 for all i+ j ≤ m− 1(≤ 2n), i, j ≤ n;
(iii) Q has an asymptotic expansion of the form
Q(z) = − sm
zm+1
− · · · − s2n
z2n+1
+ o
(
1
z2n+1
)
, z→̂∞, (5.13)
where m(≤ 2n+1) and n are maximal nonnegative integers, such that (5.13)
holds;
(iv) Q∞ = −1/Q has an asymptotic expansion of the form
Q∞(z) = pm+1zm+1 + · · ·+ p2`+1z2`+1 + o
(
z2`+1
)
, z→̂∞, (5.14)
where pm+1 6= 0 if m ≥ 2` and ` ∈ Z (with 2` ≤ m + 1) is minimal such
that (5.14) holds.
In this case the integers m,n ≥ 0 and ` are connected by ` = m− n. Moreover, in
(5.13) sm 6= 0 if and only if pm+1 6= 0 in (5.14), in which case pm+1 = 1/sm and
m ≤ 2n or, equivalently, 2` ≤ m.
Proof. (i) ⇔ (ii) This equivalence follows from Theorem 3.3 and the formulas
(3.10) for the moments sj , j ≤ 2n.
(i)⇔ (iii) If (i) holds then by Corollary 3.4 Q has an asymptotic expansion of
the form (5.13) and maximality of n in this expansion follows from the assumption
Q 6∈ Nκ,−2n+2. The converse statement is also clear.
(iii)⇔ (iv) Assume that Q satisfies (5.13). If m ≤ 2n then sm 6= 0. Otherwise
m = 2n+ 1 and the expansion (5.13) reduces to
Q(z) = o
(
1
z2n+1
)
, z→̂∞. (5.15)
In the case that m ≤ 2n, sm 6= 0 and the expansion (5.13) can be rewritten in the
form
zm+1Q(z) = −sm − · · · − s2n
z2n−m
+ o
(
1
z2n−m
)
, z→̂∞. (5.16)
Since Q∞ = −1/Q, by inverting the expansion (5.16) one concludes that the
expansion (5.13) for Q with sm 6= 0 is equivalent for Q∞ to admit an expansion
of the form
Q∞(z) = pm+1zm+1 + · · ·+ p2(m−n)+1z2(m−n)+1 + o
(
z2(m−n)+1
)
, z→̂∞,
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where pm+1 = 1/sm 6= 0. This means that Q∞ has an asymptotic expansion of the
form (5.14), where the integer ` = m− n, 2` < m+ 1, is minimal if n is maximal,
and conversely. Hence the equivalence of (iii) and (iv) is shown in the case that
m ≤ 2n.
Next consider the case that m = 2n + 1. Then Q satisfies (5.15) and this is
an expansion of the form (5.13) with the maximal integers n ≥ 0 and m = 2n+1.
Since Q∞ = −1/Q, one concludes that
Q∞(z) = o(z2n+3), z→̂∞,
so that Q∞ has an expansion of the form (5.14) with ` := n+1 > 0 andm+1 = 2`.
Moreover, here ` = n+1 is the minimal integer, such that Q∞ admits an expansion
of the form (5.14). Observe, that since ` = n + 1 is minimal, the maximal m in
(5.13) is equal to m = 2n + 1, so that the equality ` = m − n holds also in this
case. In particular, (5.13) and (5.14) are still equivalent if m = 2n + 1, in which
case one can take m+ 1 = 2`. ¤
To establish the classification of the asymptotic expansions for the function
Q∞ along the lines of Theorem 5.3 it is enough to consider expansions of the form
(5.14) with ` = m − n ≥ 0 (so that in (5.13) n ≤ m) and then apply the last
statement of Theorem 5.3. In this case (5.14) takes the form
Q∞(z) = P (z) + o
(
z2`+1
)
, z→̂∞,
where
P (z) := pm+1zm+1 + · · ·+ p2`+1z2`+1, ` ≥ 0,
is a real polynomial of degree degP = m+1, whose leading coefficient is given by
pm+1 = 1/sm if degP > 2`. If m+ 1 = 2`, then one can take P = 0.
5.3. Asymptotic expansions and the index of singularity.
As another consequence of Theorem 5.4 some characterizations for the index of sin-
gularity of the generalized pole (zero) of nonpositive type of Q∞ (of Q = −1/Q∞)
at ∞ are given. The motivation for this notion is given in the end of this section.
Definition 5.5. Let ∞ be a generalized pole of Q∞ (zero of Q) of nonpositive
type of order ν (= dimR∞(SF )) and let Hν = (si+j)ν−1i,j=0 be the ν × ν Hankel
matrix which is determined by the finite moments sj , 0 ≤ j ≤ 2ν − 2, of Q. Then
κ0∞ = dim (kerHν) is called the index of singularity of Q∞ at ∞.
Theorem 5.6. Let n and m be maximal nonnegative integers with n ≤ m, such
that Q ∈ Nκ,−2n and sj = 0 for all j ≤ m− 1(≤ 2n), and let S, A, SF , ω be from
the minimal operator representation (1.2) of Q. Then the following assertions are
equivalent:
(i) ∞ is a generalized zero of nonpositive type of Q with the index of singularity
equal to κ0∞;
(ii) κ0∞ = m− n(≥ 0);
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(iii) Q∞ = −1/Q admits an asymptotic expansion of the form
Q∞(z) = Pn+1(z) + o(z2κ
0
∞+1), z→̂∞, (5.17)
where Pn+1 is a polynomial of degree n+1 ≥ 2κ0∞ and κ0∞ ≥ 0 is the minimal
integer such that (5.17) holds;
(iv) κ0∞ is equal to the dimension of the isotropic subspace of R∞(SF ).
Proof. (i) ⇔ (ii) It follows from Theorem 5.3 and the maximality of n and m,
n ≤ m, that n = ν−1, where ν = dimR∞(SF ), cf. [15, Theorem 5.2]. Since clearly
dim (kerHν) = m− n(≥ 0) the equivalence of (i) and (ii) is shown.
(ii) ⇔ (iii) This follows immediately from Theorem 5.4 with ` = m − n =
κ0∞ ≥ 0. Here minimality of κ0∞ ≥ 0 in (5.17) is equivalent to the maximality of
n (= m− κ0∞) in (5.13).
(ii) ⇔ (iv) To prove this equivalence the indices m and n are calculated in
each of the cases (i)–(iii) in Theorem 5.3. In the case (i) one obtains from (5.9)
m = 2k, n = ν − 1. Hence
κ0∞ = m− n = 2k − ν + 1 = κ0(R∞(SF )).
Similarly in the case (ii) for both expansions (5.10) and (5.11) one has m =
2k − 1, n = ν − 1. Thus
κ0∞ = m− n = 2k − ν = κ0(R∞(SF )).
Finally in the case (iii) m = 2k − 2, n = ν − 1, and
κ0∞ = m− n = 2k − 1− ν = κ0(R∞(SF )).
This completes the proof. ¤
The equivalence of (i) and (iv) in Theorem 5.6 is also a direct consequence
of [15, Corollary 4.4]. From Theorem 5.6 one obtains immediately the following
characterization for the regularity of a critical point.
Corollary 5.7. ([6, Theorem 4.1], [17, Proposition 1.6]) The root R∞(SF ) is non-
degenerate (equivalently ∞ is a regular critical point of SF ) if and only if Q∞
admits the representation
Q∞(z) = P (z) +Q0(z), where Q0(z) = o(z), z→̂∞.
Proof. This is immediate from the equivalence of (iii) and (iv) in Theorem 5.6. ¤
The index κ0∞ measures the degree of singularity of the singular critical point
∞ of SF . The characterization of κ0∞ via the asymptotic expansion (5.17) in The-
orem 5.6 is particularly appealing: it extends the result stated in Corollary 5.7 to
the case of singular critical points in an explicit manner.
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6. Spectral characterizations via the underlying Weyl functions
In this section the structure of the underlying root subspace corresponding to the
three different types of maximal Jordan chains constructed in Section 4 is studied
by means of the factorized integral representations of the underlying Weyl func-
tions. First detailed results are presented for the point ∞. Then the case of finite
generalized zeros and poles of nonpositive type is treated briefly. Furthermore, it is
shown how the classification of all generalized zeros and poles of Q ∈ Nκ belonging
to R ∪ {∞} can be applied in establishing analytic criteria for the minimality of
(not necessarily canonical) factorization models of Nκ-functions.
6.1. The classification of generalized zeros and poles at ∞.
The canonical factorization of generalized Nevanlinna functions in (1.6) implies
that Q(z) = −1/Q∞(z) has the following integral representation:
Q(z) = −1/Q∞(z) = p˜(z)p˜
](z)
q˜(z)q˜](z)
(
a+ bz +
∫
R
(
1
t− z −
t
t2 + 1
)
dρ(t)
)
, (6.1)
where p˜ and q˜ are as in (2.5), a ∈ R, b ≥ 0, and ρ(t) satisfies∫
R
dρ(t)
t2 + 1
<∞. (6.2)
In the case that
∫
R dρ(t) <∞, denote a0 = a−
∫
R t/(t
2 + 1) dρ(t) ∈ R.
In the next theorem the classification of the Jordan chains is characterized
via the spectral properties of the function Q using the factorized integral repre-
sentation (6.1).
Theorem 6.1. Let Q∞ ∈ Nκ, let k = κ∞(Q∞) > 0, and let Q(z) = −1/Q∞(z)
have the factorized integral representation (6.1). Then:
(i) the GZNT ∞ of Q is regular and of type (T1) if and only if
b = a0 = 0,
∫
R
dρ(t) > 0, and
∫
R
(1 + |t|)2kdρ(t) <∞; (6.3)
(ii) the GZNT ∞ of Q is regular and of type (T2) if and only if
b = 0, a0 6= 0, and
∫
R
(1 + |t|)2(k−1)dρ(t) <∞; (6.4)
(iii) the GZNT ∞ of Q is regular and of type (T3) if and only if
b > 0 and
∫
R
(1 + |t|)2(k−2)dρ(t) <∞; (6.5)
(iv) the GZNT ∞ of Q is singular and of type (T1) with the index of singularity
κ0∞(> 0) if and only if b = a0 = 0 and∫
R
(1 + |t|)2(k−κ0∞)dρ(t) <∞,
∫
R
(1 + |t|)2(k−κ0∞+1)dρ(t) =∞; (6.6)
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(v) the GZNT ∞ of Q is singular of type (T2) with the index of singularity
(0 <)κ0∞ < k if and only if b = 0, a0 6= 0, and∫
R
(1 + |t|)2(k−1−κ0∞)dρ(t) <∞,
∫
R
(1 + |t|)2(k−κ0∞)dρ(t) =∞, (6.7)
and with the index of singularity κ0∞ = k(> 0) if and only if b = 0 and∫
R
dρ(t) =∞; (6.8)
(vi) the GZNT ∞ of Q is singular and of type (T3) with the index of singularity
κ0∞(> 0) if and only if b > 0 and∫
R
(1 + |t|)2(k−2−κ0∞)dρ(t) <∞,
∫
R
(1 + |t|)2(k−1−κ0∞)dρ(t) =∞. (6.9)
Proof. By Proposition 5.2 the root subspace R∞(SF ) is regular (singular) of dimen-
sion ν if and only if (5.4) holds (respectively (5.5) holds). According to Theorem 3.3
the condition ω ∈ domAν−1 is equivalent to the condition∫
R
(1 + |t|)2(ν−k−1)dρ(t) <∞. (6.10)
This leads to the integrability conditions in (6.3)–(6.5) in the regular case and to
the integrability conditions (6.7)–(6.9) in the singular case, see Theorem 4.12.
It follows from the expansions (5.9)–(5.12) of Q in Theorem 5.3 and the
factorized integral representation of Q in (6.1) that
sj = 0 for j < 2k − 2, s2k−2(Q) = −b, (6.11)
and moreover, that
if
∫
R
dρ(t) <∞ and b = 0, then s2k−1 = −a0, (6.12)
and
if
∫
R
dρ(t) <∞ and b = a0 = 0, then s2k =
∫
R
dρ(t). (6.13)
All the statements of the theorem can now be obtained from Theorem 5.3 by
combining Proposition 5.2 with (6.10)–(6.13). ¤
Observe that the regular cases (i)–(iii) are obtained from the singular cases
(iv)–(vi) by taking κ0∞ = 0 and excluding the second condition in (6.6), (6.7), and
(6.9), respectively. All of the conditions in Theorem 6.1 are based on the canonical
factorization of Q = rr]Q00 in (6.1) involving the ordinary Nevanlinna function
Q00 ∈ N0 in (2.5). In the factorization model of Theorem 4.4 the factor Q0 belongs
to the class Nκ−k, where k = κ∞(Q∞). The classification of Jordan chains was
described in Theorem 4.12 by means of the selfadjoint extensions A00 and A
0
1 of S0
in the Pontryagin space H0 whose negative index is equal to κ(Q0) = κ(Q∞) −
κ∞(Q∞). Analogous descriptions remain true also for the canonical factorization
of Q∞.
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Proposition 6.2. Let Q = rr]Q00 be the canonical factorization of Q ∈ Nκ in (6.1)
with k = pi∞(Q) > 0, let S00 be a simple symmetric operator in a Hilbert space
H00 with a boundary triplet Π00 = {C,Γ000 ,Γ001 } whose Weyl function is equal to
Q00, and let A000 = ker Γ
00
0 and A
00
1 = ker Γ
00
1 be the corresponding selfadjoint
extensions of S00 in H00. Then:
(i) the GZNT ∞ of Q is of type (T1) if and only if mulA001 6= {0};
(ii) the GZNT ∞ of Q is of type (T2) if and only if mulA000 = mulA001 = {0};
(iii) the GZNT ∞ of Q is of type (T3) if and only if mulA000 6= {0}.
Proof. The identities (6.11) and (6.12) concern the function Q00. The conditions
which describe GZNT ∞ of type (T1) are b = a0 = 0 and
∫
R dρ(t) < ∞. These
conditions are equivalent to − limz→̂∞ zQ00(z) <∞, which holds if and only if
− lim
z→̂∞
1
zQ00(z)
> 0 ⇔ mulA001 6= {0},
where the last equivalence follows from the simplicity of the operator S00 in H00.
Similarly, for type (T2) one has the conditions b = 0 and a0 6= 0 if
∫
R dρ(t) <∞,
or the conditions b = 0 and
∫
R dρ(t) =∞. These conditions are equivalent to
lim
z→̂∞
Q00(z)
z
= 0, lim
z→̂∞
zQ00 =∞⇔ mulA000 = mulA001 = {0}.
Finally, for type (T3) one has the condition b > 0 which is equivalent to
lim
z→̂∞
Q00(z)
z
> 0 ⇔ mulA000 6= {0},
which completes the proof. ¤
The spectral theoretic characterization in Theorem 6.1 was based on the
canonical factorization of the function Q = −1/Q∞. Since ∞ is a GPNT of the
function Q∞ it is natural to translate this result for the canonical factorization of
Q∞:
Q∞(z) =
q˜(z)q˜](z)
p˜(z)p˜](z)
(
a∞ + b∞z +
∫
R
(
1
t− z −
t
t2 + 1
)
dσ∞(t)
)
, (6.14)
where p˜, q˜ are as in (6.1), a∞ ∈ R, b∞ ≥ 0, and σ∞(t) satisfies the analog of (6.2).
In the case that
∫
R dσ∞(t) <∞, denote γ∞ = a∞ −
∫
R t/(t
2 + 1) dσ∞(t) ∈ R.
Theorem 6.3. Let Q∞ ∈ Nκ with k = κ∞(Q∞) > 0 have the factorized integral
representation (6.14). Then:
(i) the GPNT ∞ of Q∞ is regular and of type (T1) if and only if b∞ > 0 and∫
R
(1 + |t|)2(k−1)dσ∞(t) <∞; (6.15)
(ii) the GPNT ∞ of Q∞ is regular and of type (T2) if and only if b∞ = 0,
γ∞ 6= 0, and the integrability condition (6.15) is satisfied;
(iii) the GPNT ∞ of Q∞ is regular and of type (T3) if and only if b∞ = γ∞ = 0,∫
R dρ(t) > 0, and the integrability condition (6.15) is satisfied;
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(iv) the GPNT∞ of Q∞ is singular and of type (T1) with the index of singularity
κ0∞(> 0) if and only if b∞ > 0 and∫
R
(1 + |t|)2(k−1−κ0∞)dσ∞(t) <∞,
∫
R
(1 + |t|)2(k−κ0∞)dσ∞(t) =∞; (6.16)
(v) the GPNT ∞ of Q∞ is singular and of type (T2) with the index of singu-
larity (0 <)κ0∞ < k if and only if b∞ = 0, γ∞ 6= 0, and the integrability
conditions (6.16) are satisfied, and with the index of singularity κ0∞ = k(> 0)
if and only if b∞ = 0 and
∫
R dσ∞(t) =∞;
(vi) the GPNT∞ of Q∞ is singular and of type (T3) with the index of singularity
κ0∞(> 0) if and only if b∞ = γ∞ = 0, and the integrability conditions (6.16)
are satisfied.
Proof. In each case the conditions concerning the parameters b∞, a∞, and γ∞ are
immediate from Proposition 6.2. It remains to establish the integrability conditions
for σ∞(t).
First observe that the integrability conditions for ρ(t) in Theorem 6.1 concern
the function Q00 in (2.5), while the integrability conditions for σ∞(t) concern the
function −1/Q00. Now if the GPNT ∞ is of type (T1) then due to the conditions
b = a0 = 0 the measure dρ(t) has two more finite moments than the measure
dσ∞(t). Therefore, the integrability conditions in (6.3) and (6.6) are equivalent
to those in (6.15) and (6.16), respectively; cf. [16, Theorem 4.2]. Similarly, due
to b∞ = γ∞ = 0, the integrability conditions in (6.5) and (6.9) are equivalent
to those in (6.15) and (6.16), respectively. Moreover, by [16, Theorem 4.2] the
integrability conditions in (6.4) and (6.7) are equivalent to those in (6.15) and
(6.16), respectively, while the conditions b = 0 and (6.8) are clearly equivalent to
the conditions b∞ = 0 and
∫
R dσ∞(t) =∞. ¤
In the case that κ(Q∞) = κ∞(Q∞) = 1 the result in Theorem 6.3 simplifies
to [8, Theorem 4.1]. Observe also that if the function σ∞(t) has a compact support
in R, then (6.16) shows that∞ cannot be a singular critical point of SF . Moreover,
if
∫
R dσ∞(t) = 0 and κ∞(Q∞) > 0, then only the cases (i) and (ii) in Theorem 6.3
can occur.
6.2. The classification of generalized zeros and poles in R.
The classification of generalized zeros and poles of nonpositive type has been stud-
ied in detail at the point z =∞. Similar results hold true also for finite generalized
zeros and poles of nonpositive type of Q ∈ Nκ which belong to R. Here some main
characterizations for the classification of finite generalized zeros β ∈ R and finite
generalized poles α ∈ R of Q are presented.
First the classification of zeros and poles is characterized by means of the
canonical factorization of Q ∈ Nκ.
Lemma 6.4. Let Q ∈ Nκ, κ > 0, be factorized as in (6.1). Then the types (T1)–
(T3) of a generalized zero β ∈ R of Q are characterized as follows:
(i) the GZNT β ∈ R of Q is of type (T1) if and only if β ∈ σp(A001 );
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(ii) the GZNT β ∈ R of Q is of type (T2) if and only if β 6∈ σp(A000 ) ∪ σp(A001 );
(iii) the GZNT β ∈ R of Q is of type (T3) if and only if β ∈ σp(A000 ).
Moreover, the types (T1)–(T3) of a generalized pole α ∈ R of Q are characterized
as follows:
(iv) the GPNT α ∈ R of Q is of type (T1) if and only if α ∈ σp(A000 );
(v) the GPNT α ∈ R of Q is of type (T2) if and only if α 6∈ σp(A000 ) ∪ σp(A001 );
(vi) the GPNT α ∈ R of Q is of type (T3) if and only if α ∈ σp(A001 ).
Proof. (i)–(iii) In view of the canonical factorization of Q in (6.1) one obtains the
following representation for the limits in (2.3):
lim
z→̂β
Q(z)
(z − β)2piβ−1 = limz→̂β(z − β)Q00(z) = −(ρ(β+)− ρ(β−)) (≤ 0) (6.17)
and if
∫
R
dρ(t)
(t−β)2 <∞ and limz→̂β Q00(z) = 0, then
lim
z→̂β
Q(z)
(z − β)2piβ+1 = limz→̂β
Q00(z)
(z − β) = b+
∫
R
dρ(t)
(t− β)2 (> 0), (6.18)
and otherwise the limit in (6.18) is not finite. Observe that the limit in (6.17)
is negative if and only if β ∈ σp(A000 ). The limit in (6.18) is finite if and only
if for the function −1/Q00 the limit in (6.17) is negative, which is equivalent to
β ∈ σp(A001 ). The statements (i)–(iii) are now obvious from the defining properties
of the classifications given in Subsection 3.2.
(iv)–(vi) Apply the characterizations of generalized zeros in the first part of
the lemma to the function −1/Q. ¤
Next some characteristic properties of the underlying root subspaces associ-
ated with the classification of generalized zeros β ∈ R (generalized poles α ∈ R)
are established in a minimal representation of Q (of −1/Q, respectively).
Let S(Q) be a simple symmetric operator in a Pontryagin space H, let
{Γ0,Γ1,H} be a boundary triplet for S∗ such that the corresponding Weyl func-
tion is the given Nκ-function Q, and let A(Q) = ker Γ0 and A(−1/Q) = ker Γ1.
Moreover, let Rα(A(Q)) and Rβ(A(−1/Q)) be the root subspaces of the selfadjoint
extension A(Q) and A(−1/Q) of S(Q) associated with the generalized pole α and
the generalized zero β ∈ R of Q, respectively. The following result is analogous to
Theorem 4.12. For simplicity, the classification of a GPNT α ∈ R and a GZNT
β ∈ R of Q is characterized here by using the signature of the corresponding root
subspace. Here the following notations will be used:
να := dimRα(A(Q)), νβ := dimRβ(A(−1/Q)),
κα± := κ±(Rα(A(Q))), κ
β
± := κ±(Rβ(A(−1/Q))),
κα0 := κ0(Rα(A(Q))), κ
β
0 := κ±(Rβ(A(−1/Q))).
Proposition 6.5. With the notations given above the following assertions hold for
a GPNT α ∈ R and a GZNT β ∈ R of Q ∈ Nκ:
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(i) α is of type (T1) if and only if κα− = κα+−1, in this case κα+1 ≤ να ≤ 2κα+1
and κα0 = 2κα + 1− να;
(ii) α is of type (T2) if and only if κα− = κ
α
+, in this case κα ≤ να ≤ 2κα and
κα0 = 2κα − να;
(iii) α is of type (T3) if and only if κα− = κ
α
+ + 1, in this case κα ≤ να ≤ 2κα − 1
and κα0 = 2κα − 1− να;
(iv) β is of type (T1) if and only if κβ− = κ
β
+−1, in this case piβ+1 ≤ νβ ≤ 2piβ+1
and νβ0 = 2piβ + 1− νβ;
(v) β is of type (T2) if and only if κβ− = κ
β
+, in this case piβ ≤ νβ ≤ 2piβ and
νβ0 = 2piβ − νβ;
(vi) β is of type (T3) if and only if κβ− = κ
β
+ + 1, in this case piβ ≤ νβ ≤ 2piβ − 1
and νβ0 = 2piβ − 1− νβ.
Proof. The statements (i)–(iii) are obtained from Theorem 4.12 by considering the
transform Q∞(z) := −Q(α + 1/z). Namely, the root subspace Rα(A(Q)) associ-
ated with the generalized pole α of Q coincides with the root subspace R∞(S′F )
associated with the generalized pole ∞ of the function Q∞.
The statements (iv)–(vi) follow by applying the results in (i)–(iii) to the
function −1/Q. ¤
The classification for a GZNT β ∈ R and a GPNT α of Q can be characterized
also via asymptotic expansions of the function Q in a neighborhood of these points.
The defining properties of the types (T1)–(T3) are reflected in these expansions
in a similar manner as in Theorems 5.3 and 5.4 above. Such expansions have been
studied in [15] and, for instance, the analog of Theorem 5.3 for a GZNT β ∈ R
of Q can be easily derived from [15, Theorem 5.2] and for a GPNT α of Q form
[15, Theorem 5.4]. Moreover, these expansions can be characterized also via the
canonical factorization of Q along the lines of Theorems 6.1 and 6.3 by using
Lemma 6.4; see also [15, Section 6]. A detailed formulation of these results is left
for the reader.
6.3. Analytic criteria for the minimality of (localized) factorization models.
The classification of generalized zeros and poles of nonpositive type of Q ∈ Nκ
can be used to give analytic criteria for general (localized) factorizations models
based on (proper) factorizations of Q of the form
Q(z) = r̂(z)r̂](z)Q̂0, r̂ =
p̂
q̂
, (6.19)
where p̂ and q̂ are divisors of the polynomials p˜ and q˜ in the canonical factorization
of Q in (6.1), with multiplicity of a zero equal to its original multiplicity. Such
factorization models can be used, for instance, in studying local spectral properties
of the function Q ∈ Nκ, along the lines carried out in the previous sections of
the present paper at ∞ with the aid of the model in Theorem 4.6 for proper
factorizations of Q at ∞.
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The basic observation here is that according to Lemma 4.11 the occurrence
of a maximal Jordan chain of type (T3) means that mulS(Q∞) 6= {0}. Therefore,
the existence of such a Jordan chain is connected with the non-minimality of the
factorization model of Q. The next result is formulated for the canonical factor-
ization model as constructed in [3, Theorem 3.3]; by unitary equivalence the result
holds for all other canonical factorization models, too; cf. [12].
Proposition 6.6. The canonical factorization model constructed for Q ∈ Nκ in
[3, Theorem 3.3] is simple if and only if all generalized zeros β ∈ R ∪ {∞} and
generalized poles α ∈ R ∪ {∞} of Q of nonpositive type are either of type (T1) or
of type (T2).
Proof. By Lemma 6.4 a real GZNT β (a real GPNT α) of Q is not of type (T3)
if and only if β 6∈ σp(A000 ) (respectively α 6∈ σp(A001 )). Moreover, by Proposi-
tion 6.2 the GZNT β = ∞ (the GPNT α = ∞) is not of type (T3) if and
only if mulA000 = {0} (respectively, mulA001 = {0}). Now, according to [3, Theo-
rem 4.1], these conditions characterize the simplicity of the corresponding factor-
ization model for Q. ¤
These observations lead to the following analytic characterization for the
simplicity of the factorization model in Theorem 4.4 ([9, Theorem 4.2]) which is
based on a proper factorization of Q∞ at ∞ (see Definition 4.2).
Proposition 6.7. Let Q∞ ∈ Nκ with k = κ∞(Q∞) > 0 and let Q∞ = qq]Q0 be a
proper factorization of Q∞ with some monic polynomial q, deg q = k. Moreover, let
the symmetric operator S0 be simple in the Pontryagin space H0 (see Lemma 4.5).
Then the factorization model for Q∞ in Theorem 4.4 is minimal if and only if the
following two conditions are satisfied:
(1) α =∞ is not a GPNT of Q∞ of type (T3);
(2) all the real zeros of q as GZNT of Q∞ are either of the type (T1) or (T2).
Proof. By Theorem 4.6 the symmetric relation S(Q∞) is simple if and only if it
has an empty point spectrum, or equivalently, the subspace H′′ in (4.15) is trivial.
In view of Lemma 4.5 the last condition is equivalent to
mulA01 = {0} and σp(A00) ∩ σ(q) = ∅. (6.20)
By Theorem 4.12 the first condition in (6.20) is equivalent to the property formu-
lated in part (1). The condition α ∈ σp(A00) ∩ σ(q) means that q(α) = 0 and
lim
z→̂α
(z − α)Q0(z) < 0, (6.21)
since by Lemma 4.5 ker (A00−α) is spanned by a positive vector, cf. [9, Lemma 2.3].
Hence, if the multiplicity of α as a root of q is κα, then
lim
z→̂α
Q∞(z)
(z − α)2κα−1 < 0, (6.22)
and thus piα(Q∞) = κα and α is of type (T3). Conversely, (6.22) implies (6.21)
with κα = piα(Q∞). This completes the proof. ¤
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Since the polynomial q can be selected to be an arbitrary divisor of degree
k = κ∞(Q∞) of the polynomial q˜ in the canonical factorization of Q∞, the con-
dition (2) in Proposition 6.7 can be satisfied if, for instance, the total number
(counting multiplicities) of all generalized zeros in C+ and all generalized zeros
of nonpositive type in R of Q∞ which are of type (T1) or (T2) is at least equal
to κ∞(Q∞). Therefore, the factorization model in Theorem 4.4 can be minimal,
while the canonical factorization model of Q∞ need not be minimal.
Remark 6.8. Similar facts can be derived for other (localized) factorization mod-
els which are build on some (proper) factorization of Q ∈ Nκ, cf. (6.19). The
construction of such (localized) factorization models can be based on the (orthog-
onal) coupling of two minimal models (a method studied in another context in
[4]), one of which is a finite-dimensional Pontryagin space model for the rational
2× 2-matrix function
R̂(z) =
(
0 r̂(z)
r̂](z) 0
)
, (6.23)
whose reproducing kernel space model has been identified in matrix terms with
Bezoutians and companion operators in [3, Proposition 3.3]. The other is a minimal
Pontryagin space model for the factor Q̂0. The model for the product Q = r̂r̂]Q̂0
in (6.19) is obtained from the orthogonal sum of the models for R̂ and Q̂0 as a
straighforward extension of the model constructed in [3, Theorem 3.3], simply by
allowing the factor Q̂0 to be a generalized Nevanlinna function, too. This procedure
can also be described in pure function theoretic terms: perform suitable “block
transforms” to the orthogonal sum R̂ ⊕ Q̂0 to get the product Q = r̂r̂]Q̂0, cf. [3,
Section 3].
Such factorization models are not minimal in general. Non-minimality of
such models reflects the fact that some poles and zeros of r̂r̂] and Q̂0 may cancel
each others when these functions are multiplied. The simplest example here is the
function Q(z) = −z, which belongs to N1 and whose canonical factorization is
given by
Q(z) = −z = z2
(
−1
z
)
,
where Q0(z) = − 1z ∈ N0, cf. [9, Section 3]. Hence a model which is built on the
canonical factorization of Q(z) does not produce a minimal model for Q directly.
The general characterization for minimality of canonical factorization models was
established in [3, Theorem 4.1]. This result is equivalent to the analytic criterion
given in Proposition 6.6: Q does not have any generalized zeros or poles in R∪{∞}
which are of type (T3); cf. also [12, Theorem 4.4].
Finally, it is noted that the construction of a minimal model in the case
of the canonical factorization of Q ∈ Nκ has been recently studied in [12] by
using reproducing kernel Pontryagin spaces. In particular, in that paper a detailed
analysis concerning the reproducing kernel space model for the matrix function R̂
in (6.23) has been carried out.
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