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a b s t r a c t
This paper addresses a design method of controller networks, i.e., networked controllers which cooper-
atively determine the control inputs by exchanging the information with their neighbors. The problem
considered here is to design the controllers stabilizing the resulting feedback system for an unknown
network topology. As a solution to the problem, we propose controllers such that the entire network acts
as a state feedback controller through a consensus protocol, and derive gain conditions to stabilize the re-
sulting feedback system. This enables us to obtain a controller network that is robust against uncertainties
of the network topology.
© 2016 The Author(s). Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Wireless control systems have drawn increasing attention in
recent years. The reason lies in advantages of wireless networks
over wired ones. In fact, wireless technologies reduce costs and
time which would be necessary for installation and maintenance
of the network cables.
A typical setup of the wireless control system is composed of
sensors, a controller, actuators, and communication nodes, and the
control is performed over the multi-hop network. That is, the con-
troller receives the signals from the sensors through the communi-
cation nodes, and sends the control signals to the actuators through
those. From a theoretical point of view, this type of system can
be categorized into the so-called networked control system by re-
garding the network of the communication nodes as a communi-
cation channel. For the networked control systems, a number of
studies have been conducted so far, e.g., estimation [1,2] and stabi-
lization [3,4].
Meanwhile, we consider here the system in Fig. 1, composed
of sensor nodes, controller nodes, and actuator nodes. In this sys-
tem, each node can not only forward the information but also pro-
cess it. The nodes cooperatively determine the control inputs by
exchanging the information with their neighbors. The network is
called here the controller network. The motivation for considering
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4.0/).the controller network is that it makes the resulting control sys-
tem robust against failures. In fact, the system with the multi-hop
network does not work if the controller fails, but even if some con-
troller nodes fail in the system in Fig. 1 the others compensate for
the failures.
The idea of this framework has been originally proposed in [5].
The authors have proposed a design method of the controller
network to stabilize a given plant. However, the method has two
drawbacks. First, it is assumed there that the network topology
is fixed, but the topology often changes in wireless networks in
a real situation. For example, wireless interference [6] causes link
failures, which results in the topology changes. If such a topology
change occurs in the framework, the resulting feedback system
may be unstable. Second, the method is not scalable. In fact, it
discriminately dealswith all the nodes, which implies thatwe have
to implement customalgorithms for each node. Hence, it is difficult
to apply the controller network to large-scale systems such as
traffic systems.
Thus, in this paper, we establish a framework of robust and
scalable controller networks. The control system considered here
is shown in Fig. 2, which is composed of a single-input plant, sensor
nodes, controller nodes, and an actuator node. For this system, we
suppose that the network topology belongs to a prespecified set
but the detail (which element it is) is unknown, and assume that all
the controller nodes are the same. Then, our problem is to design
all the nodes stabilizing the resulting feedback system. Since the
detailed information on the network topology is not exploited
for controller design, the solution stabilizes the feedback system
even if the topology changes. Furthermore, since all the controller
icle under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/
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nodes are assumed to be the same, we indiscriminately deal with
them, which makes the solution scalable. Meanwhile, due to these
constraints, the problem is more challenging than that in [5].
For the issue, this paper makes two contributions. First, we
present a solution to the above design problem. It is given as
the nodes such that the entire network acts as a state feedback
controller by a consensus protocol. We then prove that the
resulting feedback system is stable if the gains are appropriately
chosen. The key idea is to introduce a parameterized coordinate
transformation and characterize the parameter from the viewpoint
of the stability. If a fixed coordinate transformation is applied in
the same way, we can only show the stability for some specific
plants. However, by introducing the parameterized coordinate
transformation and reducing the stabilization problem to that of
finding a range of the parameter, we can prove the stability for
all controllable plants. Second, we clarify the relation between the
stabilizing gain and the network topology. As a result, it is shown
that the large gain will be needed for the stabilization when the
network among the controller nodes is sparse. This implies that
we should design the gain only for the sparsest network in the
prespecified set, which substantially reduces time to develop the
controller networks.
This paper is based on the conference version [7], and contains
full explanations and proofs omitted there.
Notation. Let R, R+, and C be the real number field, the set
of positive real numbers, and the complex number field, re-
spectively. We denote by 1n the n × 1 vector whose ele-
ments are one. For the vectors x := [x1 x2 · · · xn]⊤ ∈
Cn and y := [y1 y2 · · · yn]⊤ ∈ Cn, let x • y :=
[x1y1 x2y2 · · · xnyn]⊤ ∈ Cn. Also, let x(−1) be the elemen-
twise inverse of x, i.e., x(−1) := [x−11 x−12 · · · x−1n ]⊤ ∈ Cn,
and let diag(x) be the diagonal matrix whose i-th diagonal ele-
ment is xi. The n × m zero matrix and the n × n identity ma-
trix are expressed by 0n×m and In, respectively. For the matrix
M ∈ Cn×n, λi(M) ∈ C represents the eigenvalue with the i-
th smallest modulus, and vi(M) ∈ Cn expresses the eigenvec-
tor for λi(M). Furthermore, λ(M) ∈ Cn and V (M) ∈ Cn×n
are defined as λ(M) := [λ1(M) λ2(M) · · · λn(M)]⊤and
V (M) := [v1(M) v2(M) · · · vn(M)], respectively. For the
matrix M , [M]ij denotes the (i, j)-element of M , and ∥M∥ rep-
resents the induced ∞-norm. We use |S| to express the cardi-
nality of the set S. For the numbers x1, x2, . . . , xn ∈ R and
the set I := {i1, i2, . . . , im} ⊆ {1, 2, . . . , n}, let [xi]i∈I :=[xi1 xi2 · · · xim ]⊤ ∈ Rm. Finally, for the graph Laplacian L of
a directed graph, the following properties should be noted [8].
(L1) The graph Laplacian L has a zero eigenvalue, and the corre-
sponding eigenvector is the vector whose elements are one,
i.e., L1n = 0n×1.
(L2) If the graph is bidirectional, i.e., there exists an edge fromnode
j to node i if there exists an edge from node i to node j, then L
is positive-semidefinite. Moreover, the eigenvalues are non-
negative real numbers.
(L3) If the graph is strongly connected, then the zero eigenvalue of
L is isolated, i.e., λ2(L) ≠ 0.Fig. 2. Feedback systemΣ .
2. Problem formulation
2.1. System description
Consider the feedback systemΣ in Fig. 2, which is composed of
a single-input ℓ-output plant, ℓ sensor nodes, m controller nodes,
and one actuator node.
The plant P is a continuous-time linear system
P :

x˙(t) = Ax(t)+ Bu(t),
y(t) = Cx(t) (1)
where x(t) ∈ Rn is the state, u(t) ∈ R is the input, y(t) ∈ Rℓ is
the output, and A ∈ Rn×n, B ∈ Rn×1, and C ∈ Rℓ×n are constant
matrices. The initial state is given as x(0) = x0 ∈ Rn.
The sensor node Si (i ∈ {1, 2, . . . , ℓ}) is of the form
Si : wi(t) = σi(yi(t)) (2)
where yi(t) ∈ R is the input, that is, the i-th element of y(t),
wi(t) ∈ R is the output, and σi : R→ R is a function.
The controller node Ki (i ∈ {1, 2, . . . ,m}) is given by
Ki :

ξ˙i(t) = κ1(ξi(t), [wj(t)]j∈Si , [zj(t)]j∈Ki),
zi(t) = κ2(ξi(t), [wj(t)]j∈Si , [zj(t)]j∈Ki) (3)
where ξi(t) ∈ R is the state, [wj(t)]j∈Si ∈ R|Si| and [zj(t)]j∈Ki ∈
R|Ki| are the inputs, zi(t) ∈ R is the output, and κ1, κ2 : R ×
R|Si| × R|Ki| → R are functions. The set Si ⊆ {1, 2, . . . , ℓ} is
the index set of the neighbor sensor nodes, i.e., the sensor nodes
whose outputs are available toKi. Similarly,Ki ⊆ {1, 2, . . . ,m}\{i}
is the index set of the neighbor controller nodes. The functions
κ1 and κ2 and the initial state ξi(0) are assumed to be the same
for Ki (i = 1, 2, . . . ,m). This implies that the controller nodes
are handled in an indiscriminate manner, whichmakes the system
scalable. We further assume ξi(0) = 0.
The actuator nodeM is given by
M : u(t) = µ([zj(t)]j∈KM ) (4)
where [zj(t)]j∈KM ∈ R|KM | is the input, u(t) ∈ R is the output, and
µ : R|KM | → R is a function. The set KM ⊆ {1, 2, . . . ,m} is the
index set of the neighbor controller nodes.
For simplicity of notation,w(t) ∈ Rℓ, ξ(t) ∈ Rm, and z(t) ∈ Rm
are defined as w(t) := [w1(t) w2(t) · · · wℓ(t)]⊤, ξ(t) :=
[ξ1(t) ξ2(t) · · · ξm(t)]⊤, and z(t) := [z1(t) z2(t) · · · zm(t)]⊤,
respectively. The first one is the collective output of the sensor
nodes, and the second and last ones are the collective state and
output of the controller nodes, respectively.
The idea of the feedback systemΣ is as follows. The sensor node
Si sends the signalwi(t) to the neighbor controller nodes based on
the measurement yi(t). The controller nodes Ki (i = 1, 2, . . . ,m)
communicate with their neighbor ones, and share compressed
information on all the sensor signals and the controller outputs,
i.e., w(t) ∈ Rℓ and z(t) ∈ Rm, as the scalar states ξi(t) (i =
1, 2, . . . ,m). The actuator node M determines the control input
u(t) according to the shared information.
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The network topology of the system Σ is represented by
the directed graph G with the node set corresponding to S1, S2,
. . . , Sℓ, K1, K2, . . . , Km, and M and the edge set corresponding to
the connections. Then, we consider the following problem.
Problem 1. For the feedback system Σ , suppose that the net-
work topology G is unknown but is known to be a fixed topol-
ogy and an element of a given set G. Design all the nodes
S1, S2, . . . , Sℓ, K1, K2, . . . , Km, andM (that is, find functions σ1, σ2,
. . . , σℓ, κ1, κ2, and µ) satisfying
lim
t→∞ x(t) = 0n×1, (5)
lim
t→∞ ξ(t) = 0m×1 (6)
for every initial state x0 ∈ Rn.
Two remarks on Problem 1 are given. First, in the problem, the
stability of the feedback system Σ has to be guaranteed for an
unknown network topology in the class G. This implies that the
solution can stabilize the system Σ for any network topology in
G, while this specificationmakes the problem challenging. Second,
it is not possible to stabilize the system Σ by collecting all the
information at the actuator node and letting the actuator node act
as a centralized controller. In fact, the output of each controller
node is assumed to be scalar as described in Section 2.1, and thus
in general it cannot transmit the signals from all the sensor nodes,
i.e.,w(t) ∈ Rℓ.
3. Stabilization by controller network
We solve Problem 1 under the following assumptions:
(A1) C = In.
(A2) For any G ∈ G, the following four conditions hold.
(a) For each i ∈ {1, 2, . . . , ℓ}, there exists a j ∈ {1, 2, . . . ,m}
satisfying i ∈ Sj.
(b) KM ≠ ∅.
(c) Let GK be the subgraph of G, expressing the network
topology among K1, K2, . . . , Km. Then, GK is strongly
connected.
(d) For the subgraph GK , there exists an edge from node j to
node i if there exists an edge from node i to node j.
The first assumption implies that the state x(t) is measurable. Note
here that ℓ = n. The second one is made for the network topology.
Conditions (a)–(c) guarantee that all the nodes are connected.
Condition (d) means that the communication links between the
controller nodes are bidirectional.
3.1. Proposed nodes
If the actuator node M can directly obtain the information on
the state x(t), we can construct the state feedback control law
u(t) = fx(t) achieving (5), where f ∈ R1×n is the gain. However,
in order to obtain it, M has to communicate with most of the
controller nodes, which is practically impossible if m is large.
Thus, we consider calculating an approximate value of fx(t) by the
sharing of information between the controller nodes.
Based on this idea, our solution is given by
σi(yi(t)) := fi
νi
yi(t) (i = 1, 2, . . . , ℓ), (7)
κ1(ξi(t), [wj(t)]j∈Si , [zj(t)]j∈Ki)
:= g

j∈Ki

zj(t)− ξi(t)−

k∈Si
wk(t)

, (8)κ2(ξi(t), [wj(t)]j∈Si , [zj(t)]j∈Ki) := ξi(t)+

j∈Si
wj(t), (9)
µ([zj(t)]j∈KM ) :=
m
|KM |

j∈KM
zj(t) (10)
where fi ∈ R is the i-th element of the gain f , νi ∈ R is the number
of controller nodes to which Si sends the signal wi(t), and g ∈ R+
is the gain of the controller nodes. We should notice that division
by zero does not occur in (7) and (10). This is shown by (a) and (b)
in assumption (A2).
The proposed nodes are interpreted as follows. We have
z˙i(t) = g

j∈Ki

zj(t)− zi(t)
+
j∈Si
w˙j(t)
from (3), (8), and (9). By regarding

j∈Si wj(t) as a reference
signal for the controller node Ki, it turns out that the controller
nodes perform the dynamic consensus protocol developed in [9].
By the protocol, zi(t) (i ∈ {1, 2, . . . ,m}) tracks the average of
the reference signals, i.e., (1/m)
m
i=1

j∈Si wj(t), if the reference
signals are stable, ξi(0) = 0 for every i ∈ {1, 2, . . . ,m}, and (c) and
(d) in (A2) hold. The tracked signal is expressed as
1
m
m
i=1

j∈Si
wj(t) = 1m
m
i=1

j∈Si
fj
νj
yj(t)
= 1
m
ℓ
i=1
fiyi(t)
= 1
m
fx(t)
where the first equality is derived by (2) and (7), the second one
follows from the definitions of Si and νi, and the last one is given
by (1) and (A1). Thus, (4) and (10) provide u(t) ≈ fx(t), and as a
result, (5) will hold if f is chosen so that all the eigenvalues of the
matrix A+ Bf have negative real parts.
Remark 1. If the plant P is a multi-input system, we should divide
the controller nodes into groups and apply the proposedmethod to
each of them. In this scheme, each group calculates a state feedback
control law for each actuator.
3.2. Stability analysis
The proposed method assumes that zi(t) (i ∈ {1, 2, . . . ,m})
tracks the signal (1/m)
m
i=1

j∈Si wj(t), but it is not guaranteed
because the stability of the reference signals

j∈Si wj(t) (i =
1, 2, . . . ,m) is not shown. Hence, we analyze the stability of the
entire systemΣ including the signals, and derive conditions on the
gains f and g for the stability.
3.2.1. Dynamics of feedback system
Let CKS ∈ {0, 1}m×ℓ be the matrix whose (i, j)-element repre-
sents the connection between the controller nodeKi and the sensor
node Sj, i.e.,
[CKS]ij :=

1 if Sj is connected to Ki,
0 otherwise.
Similarly, CMK ∈ {0, 1}1×m is defined as
[CMK ]1j :=

1 if Kj is connected toM,
0 otherwise.
For ν := [ν1 ν2 · · · νℓ]⊤, we should notice the relations
1⊤mCKS = ν⊤, (11)
CMK1m = |KM |. (12)
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x˙(t) = A(f , g)x(t) (13)
for x(t) := [x⊤(t) ξ⊤(t)]⊤ ∈ Rn+m and
A(f , g) :=

A+ m|KM |BCMKCKSdiag(f
⊤ • ν(−1)) m|KM |BCMK
−gLCKSdiag(f ⊤ • ν(−1)) −gL

(14)
where ν(−1) ∈ Rℓ is the elementwise inverse of ν and L ∈ Rm×m
is the graph Laplacian of GK , as defined in Section 1. Hence, the
stability of the matrix A(f , g) corresponds to that ofΣ .
3.2.2. Parameterized coordinate transformation
However, due to the complicated structure of A(f , g), it is
difficult to analyze the stability of A(f , g) in a direct way. Thus, we
propose a parameterized coordinate transformation based on the
special structure of A(f , g).
Let O := [(1/√m)1m Q ] for Q ∈ Rm×(m−1) such that
O⊤LO = diag(λ(L)). (15)
Note that O is an orthogonal matrix, i.e., O⊤ = O−1, and so
Q⊤1m = 0(m−1)×1. (16)
The existence of a Q satisfying (15) is proved as follows. Under
(d) in (A2), (L1) and (L2) in Section 1 hold. From (L2), L is a
symmetric matrix and so can be diagonalized by an orthogonal
matrix. Since (1/
√
m)1m is an eigenvector forλ1(L) because of (L1),
we can choose O as the orthogonal matrix. That is, there exists a Q
satisfying (15), which completes the proof.
Now, we propose the following transformation matrix with the
parameter θ ∈ R+:
T (θ) :=
 V (A˜) 0n×m1
m
(1mf −mCKSdiag(f ⊤ • ν(−1)))V (A˜) θmO
 (17)
where A˜ := A + Bf and V (A˜) is the matrix whose column
vectors are the eigenvectors of A˜ as defined in Section 1. Since O is
non-singular by the definition, T (θ) is non-singular for every θ ∈
R+ if V (A˜) is non-singular. The non-singularity of V (A˜) will be
remarked in Section 3.2.3.
Then, for xˆ(t) := T−1(θ)x(t), (L1) and (11)–(17) give
˙ˆx(t) = Aˆ(f , g, θ)xˆ(t) (18)
where
Aˆ(f , g, θ)
:=

diag(λ(A˜))
θ√
m
V−1(A˜)B θU1(f )
01×n 0 01×(m−1)
1
θ
U2(f )
√
mQ⊤CKS
×diag(f ⊤ • ν(−1))B
−g diag(λ−1(L))
+U3(f )
 ,
(19)
U1(f ) := 1|KM |V
−1(A˜)BCMKQ , (20)
U2(f ) := mQ⊤CKSdiag(f ⊤ • ν(−1))V (A˜)diag(λ(A˜)), (21)
U3(f ) := m|KM |Q
⊤CKSdiag(f ⊤ • ν(−1))BCMKQ , (22)
and λ−1(L) := [λ2(L) λ3(L) · · · λm(L)]⊤.
Based on the system (18), we obtain the following result.Lemma 1. For the feedback system Σ , assume (A1) and (a), (b),
and (d) in (A2). Let S1, S2, . . . , Sℓ, K1, K2, . . . , Km, and M be given
by (2)–(4) and (7)–(10). If
(C1) V (A˜) is non-singular,
then the following statements hold.
(a) The systemΣ has a pole at the origin of the complex plane.
(b) The other n+m− 1 poles are located in the sets
D1(f , θ) :=
n
i=1

s ∈ C
 s− λi(A˜) ≤ θ m−1
j=1
[U1(f )]ij , (23)
D2(f , g, θ) :=
m−1
i=1

s ∈ C
 s+ g λi+1(L)− [U3(f )]ii
≤
m−1
j=1,j≠i
[U3(f )]ij+ 1
θ
n
j=1
[U2(f )]ij . (24)
Proof. From (19), Aˆ(f , g, θ) has a row whose elements are zero
and thus has a zero eigenvalue, which implies (a). In addition,
by calculating the characteristic polynomial, it follows that the
other eigenvalues are equivalent to those of the matrix given by
removing the n + 1-th row and column from Aˆ(f , g, θ). Applying
Gershgorin theorem to the matrix shows that the eigenvalues are
in D1(f , θ) and D2(f , g, θ). Hence, (b) holds. 
Lemma 1 gives a region where there are n+m− 1 poles of the
feedback system Σ . With this result, we can derive conditions on
f , g , and θ such that all the poles (except for that at the origin) are
located in the open left-half of the complex plane, which gives gain
conditions to stabilize the systemΣ .
3.2.3. Stability conditions
From the above discussion, we get a solution to Problem 1.
Theorem 1. For the feedback system Σ , suppose that the network
topology G is unknown but is known to be a fixed topology and an
element of a given set G and assume (A1) and (A2). Let S1, S2, . . . , Sℓ,
K1, K2, . . . , Km, and M be given by (2)–(4) and (7)–(10). If (C1) and
the following two conditions hold, then (5) and (6) hold for every
x0 ∈ Rn.
(C2) All the eigenvalues of A˜ have negative real parts.
(C3)
g > max
G∈G
max
i∈{1,2,...,m−1}
1
λi+1(L)
×
[U3(f )]ii + m−1j=1,j≠i
[U3(f )]ij
+
 minj∈{1,2,...,n} −Re(λj(A˜))m−1
k=1
[U1(f )]jk

−1
n
j=1
[U2(f )]ij
 . (25)
Proof. Lemma 1 and the following two facts prove the theorem.
(i) The state whose behavior is governed by the pole at the origin,
is identical to zero.
(ii) If (C2) and (C3) hold, for each G ∈ G, there exists a θ ∈ R+
such that D1(f , θ) and D2(f , g, θ) are in the open left-half of
the complex plane.
The proofs of (i) and (ii) are given in Appendix A. 
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Fig. 3. Network topologies.We comment on the stability conditions. Condition (C1) is for
guaranteeing the existence of V−1(A˜). Condition (C2) means that
A˜ is stable. These are satisfied by appropriately choosing the gain
f . Such a choice is possible if the pair (A, B) is controllable. Mean-
while, (C3) is imposed for the gain g . When a f satisfying (C1) and
(C2) is given, there exists a g ∈ R+ satisfying (C3) from the follow-
ing three facts: (i) λi+1(L) (i = 1, 2, . . . ,m − 1) are non-zero real
numbers; (ii) [U3(f )]ii is a real number for every i ∈ {1, 2, . . . ,m−
1}; (iii) Re(λi(A˜)) ≠ 0 for every i ∈ {1, 2, . . . , n}. The first one
follows from (L2), (L3), and (c) and (d) in (A2). The second one is
shown by the definition of U3(f ). The third one is proved by (C2).
Remark 2. The condition ξi(0) = 0 for every i ∈ {1, 2, . . . ,m}
is needed to show fact (i) in the proof (see Appendix A). However,
even if it does not hold,we can guarantee the stability of the system
Σ in the sense of the convergence of the entire state x(t). This is
proved in Appendix B.
Remark 3. We consider here the continuous-time case, while the
existing study [5] has considered the discrete-time one. In the
discrete-time case, if the proposed nodes are discretized by the
Euler method, we can show the stability of the feedback system
for specific plants in a similar way to the above. The reason why
plants are limited is that all the poles must be inside the unit circle
in the complex plane in the discrete-time case.
3.3. Example
Consider the feedback system Σ with ℓ := 4 and m := 6. The
plant P is an unstable system given by (1) and
A :=
0 1 0 00 0 1 00 0 0 1
1 2 −3 4
 , B :=
000
1
 , C := In.
The set of the network topologies is G := {G1,G2} for G1 and G2 in
Fig. 3. Then, (A1) and (A2) hold.
We use the sensor nodes Si (i = 1, 2, . . . , 4), the con-
troller nodes Ki (i = 1, 2, . . . , 6), and the actuator node
M given by (2)–(4) and (7)–(10). The gain f is given by
f := [−21 −36 −15 −9], which provides λ(A˜) =
[−2 −1 −1+ 3i −1− 3i]⊤where i := √−1. All the eigen-
values of A˜ are distinct and have negative real parts, and thus (C1)
and (C2) hold. Moreover, g is set as g := 300, which satisfies (C3).
Fig. 4 shows the time responses of Σ for G2, where x0 :=
[−5 −1 2 6]⊤. The first and second figures depict the
time trajectories of x(t) and ξ(t) respectively, where each line
corresponds to each element of those. Note here that the several
lines in the graph of ξ(t) almost overlap with each other. We
see that the proposed nodes stabilize Σ even though those are
designed without knowing that the network topology is G2.Fig. 4. Time responses ofΣ for G2 .
4. Relation between stabilizing gain and network topology
Theorem 1 shows that the stabilizing gain g depends on the
network topology G. In this section, the relation between them is
clarified.
We first provide the following lemma.
Lemma 2. For the matrices U1(f ), U2(f ), and U3(f ) in (20)–(22), the
following relations hold:
∥U1(f )∥ ≤
√
m− 1∥V−1(A˜)B∥, (26)
∥U2(f )∥ ≤ ℓm∥diag(f ⊤)V (A˜)diag(λ(A˜))∥, (27)
∥U3(f )∥ ≤ ℓm
√
m− 1∥diag(f ⊤)B∥. (28)
Proof. See Appendix C. 
By using Lemma 2, the following result is obtained.
Theorem 2. For the feedback systemΣ , assume (A1) and (a)–(d) in
(A2). Let S1, S2, . . . , Sℓ, K1, K2, . . . , Km, and M be given by (2)–(4)
and (7)–(10). If (C1), (C2), and the following condition hold, then (5)
and (6) hold for every x0 ∈ Rn.
(C4)
g ≥ ℓm
√
m− 1
λ2(L)

∥diag(f ⊤)B∥
+ ∥diag(f
⊤)V (A˜)diag(λ(A˜))∥ ∥V−1(A˜)B∥
min
i∈{1,2,...,n}−Re(λi(A˜))

. (29)
Proof. Consider the gain condition (A.3) to stabilize the systemΣ
for a network topology G. By letting gmin ∈ R be the right-hand
82 S. Izumi et al. / Systems & Control Letters 94 (2016) 77–83side of (A.3), we have
gmin ≤ max
i∈{1,2,...,m−1}
1
λi+1(L)
 m−1j=1
[U3(f )]ij
+
 minj∈{1,2,...,n} −Re(λj(A˜))m−1
k=1
[U1(f )]jk

−1
n
j=1
[U2(f )]ij

≤ max
i∈{1,2,...,m−1}
1
λi+1(L)
max
i∈{1,2,...,m−1}
 m−1j=1
[U3(f )]ij
+
 minj∈{1,2,...,n} −Re(λj(A˜))m−1
k=1
[U1(f )]jk

−1
n
j=1
[U2(f )]ij

≤ 1
λ2(L)
 maxi∈{1,2,...,m−1} m−1j=1
[U3(f )]ij
+
 minj∈{1,2,...,n} −Re(λj(A˜))m−1
k=1
[U1(f )]jk

−1
max
i∈{1,2,...,m−1}
n
j=1
[U2(f )]ij

≤ 1
λ2(L)
 maxi∈{1,2,...,m−1} m−1j=1
[U3(f )]ij
+

min
j∈{1,2,...,n}−Re(λj(A˜))
max
j∈{1,2,...,n}
m−1
k=1
[U1(f )]jk

−1
max
i∈{1,2,...,m−1}
n
j=1
[U2(f )]ij

where the first relation is given by [U3(f )]ii+m−1j=1,j≠i [U3(f )]ij ≤m−1
j=1
[U3(f )]ij for every i ∈ {1, 2, . . . ,m− 1}. So, it follows that
gmin ≤ 1
λ2(L)
∥U3(f )∥ + ∥U1(f )∥ ∥U2(f )∥
min
i∈{1,2,...,n}−Re(λi(A˜))
 . (30)
Applying Lemma 2 to (30) implies that an upper bound of the
right-hand side of (A.3) is given by that of (29). Hence, (A.3) holds
under (C4), which proves the theorem. 
Theorem 2 shows that the second smallest eigenvalue of the
graph Laplacian characterizes themagnitude of the stabilizing gain
g , which is consistent with the well-known result [10] in the
consensus problem. More precisely, the stabilizing gain g becomes
smaller as the eigenvalue increases because the right-hand side of
(29) goes to zero asλ2(L)→∞. In general, the graph Laplacian of a
sparse graph has small eigenvalues, and so this result implies that
the large gain will be needed for the stabilization if the network
among the controller nodes is sparse.With Theorem 2, we can easily obtain the stabilizing gain g .
More concretely, we design g by using (29) for G whose subgraph
GK is sparsest in the setG in the sense of λ2(L). Then, the resulting
g satisfies (C4) for every G ∈ G, and so the system Σ is stable for
every G ∈ G from Theorem 2. In this procedure, it is unnecessary
to calculate the right-hand side of (25). Namely, we do not have to
check the gain condition (A.3) for all G ∈ G.
5. Conclusion
This paper has addressed a controller network design problem
subject to some uncertainty in the network topology. To solve the
problem, we have proposed a method to calculate a state feedback
control law in a distributed manner. By introducing a parameter-
ized coordinate transformation, we have derived gain conditions
for the stability of the resulting feedback system. Moreover, we
have clarified the relation between the stabilizing gain and the net-
work topology. These results will be useful to design a controller
network which is scalable and robust against the link failures.
As a future work, our result should be extended to output-
feedback control.
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Appendix A. Proofs of (I) and (II) in Proof of Theorem 1
(i) Let xˆn+1(t) ∈ C be the n + 1-th element of xˆ(t). Then, the
behavior is governed by the pole at the origin from (18) and
(19); namely, xˆn+1(t) is constant with respect to the time t .
Also, we have xˆn+1(t) = (√m/θ)1⊤mξ(t) from (11) and (17).
These two facts and ξi(0) = 0 for every i ∈ {1, 2, . . . ,m} show
xˆn+1(t) ≡ 0, which completes the proof.
(ii) Eq. (23) implies that D1(f , θ) is in the open left-half plane if
Re(λi(A˜)) < −θ
m−1
j=1
[U1(f )]ij (A.1)
for every i ∈ {1, 2, . . . , n}. If (C2) holds, there exists a θ ∈ R+
satisfying (A.1). In a similar way, from (24), we can show that
D2(f , g, θ) is in the open left-half plane if
g >
1
λi+1(L)

[U3(f )]ii +
m−1
j=1,j≠i
[U3(f )]ij
+ 1
θ
n
j=1
[U2(f )]ij (A.2)
for every i ∈ {1, 2, . . . ,m − 1}, where we utilize the fact
that λi+1(L) (i = 1, 2, . . . ,m − 1) are positive real numbers
from (L2) and (L3) and [U3(f )]ii (i = 1, 2, . . . ,m − 1) are real
numbers by the definition. Combining (A.1) and (A.2), we get
the condition
g > max
i∈{1,2,...,m−1}
1
λi+1(L)
[U3(f )]ii + m−1j=1,j≠i
[U3(f )]ij
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 minj∈{1,2,...,n} −Re(λj(A˜))m−1
k=1
[U1(f )]jk

−1
n
j=1
[U2(f )]ij
 (A.3)
under which there exists a θ ∈ R+ such that the sets D1(f , θ)
andD2(f , g, θ) are in the open left-half plane. Thus, under (C3),
there exists such a θ ∈ R+ for each G ∈ G, which proves (ii).
Appendix B. Proof of convergence of entire state
The solution to the differential equation (18) is described by
xˆ(t) = eAˆ(f ,g,θ)t xˆ(0). By using the Jordan form and the definition
of the matrix exponential function, we have
xˆ(t) = WeJ(λ(Aˆ(f ,g,θ)))tW−1xˆ(0) (B.1)
where W ∈ C(n+m)×(n+m) is a non-singular matrix for which
WJ(λ(Aˆ(f , g, θ)))W−1 = Aˆ(f , g, θ) holds and J(λ(Aˆ(f , g, θ))) is
the Jordan form of Aˆ(f , g, θ). As shown in the proof of Lemma 1,
Aˆ(f , g, θ) has a zero eigenvalue under (C1). In addition, according
to (b) in Lemma 1 and (ii) in the proof of Theorem 1 (which is
independent of ξi(0) = 0 for every i ∈ {1, 2, . . . ,m}), the other
eigenvalues have negative real parts for every G ∈ G under
(C1)–(C3) because the eigenvalues of Aˆ(f , g, θ) do not depend on
θ . Therefore, by a simple calculation, it follows that
lim
t→∞ e
J(λ(Aˆ(f ,g,θ)))t =

1 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
 (B.2)
for every G ∈ G. From this and (B.1), xˆ(t) converges for every
G ∈ G and xˆ(0) ∈ Cn+m. So, x(t) converges for every G ∈ G and
x(0) ∈ Rn+m since x(t) = T (θ)xˆ(t), which completes the proof.
Appendix C. Proof of Lemma 2
C.1. Preliminary
For thematrixM ∈ Cn×m, let ∥M∥p be its induced p-norm. Then,
the following relations hold [11]:
∥M∥ ≤ √m∥M∥2, (C.1)
∥M∥2 ≤
√
m∥M∥1. (C.2)
We further prepare the following result.
Lemma 3. For the matrix Q defined in Section 3.2.2, ∥Q∥2 = 1 and
∥Q⊤∥2 = 1 hold.
Proof. Consider thematrix O defined in Section 3.2.2. Since O is an
orthogonal matrix, we have Q⊤Q = Im−1. Thus, all the eigenvalues
of Q⊤Q are one, which shows ∥Q∥2 = 1. On the other hand,
∥Q⊤∥2 = 1 is proved as follows. From the definition ofO, we obtain
OO⊤ = (1/m)1m1⊤m + QQ⊤. This yields QQ⊤ = Im − (1/m)1m1⊤m
since OO⊤ = Im. Then, there exists a matrix R ∈ Rm×m such that
R−1QQ⊤R =

0 01×(m−1)
0(m−1)×1 Im−1

. (C.3)
In fact, by a simple calculation, it can be shown thatR =

1 1⊤m−1
1m−1 −Im−1

satisfies (C.3). From (C.3), the eigenvalues of QQ⊤ are zero and one,
and thus ∥Q⊤∥2 = 1 holds. 
C.2. Main part
Now, we prove Lemma 2.
Proof of (26). From (20), we have
∥U1(f )∥ = 1|KM | ∥V
−1(A˜)BCMKQ∥
≤ 1|KM | ∥V
−1(A˜)B∥ ∥CMK∥ ∥Q∥
= ∥V−1(A˜)B∥ ∥Q∥ (C.4)
where the third equality is given by ∥CMK∥ = |KM | from (12).
Applying (C.1) and Lemma 3 to (C.4), we obtain (26).
Proof of (27). Eq. (21) implies
∥U2(f )∥ = m∥Q⊤CKSdiag(ν(−1))diag(f ⊤)V (A˜)diag(λ(A˜))∥
≤ m∥Q⊤CKSdiag(ν(−1))∥∥diag(f ⊤)V (A˜)diag(λ(A˜))∥
(C.5)
where diag(f ⊤ • ν(−1)) = diag(ν(−1))diag(f ⊤) is utilized to derive
the first equality. Moreover, (C.1), (C.2), and Lemma 3 provide
∥Q⊤CKSdiag(ν(−1))∥ ≤
√
ℓ∥Q⊤CKSdiag(ν(−1))∥2
≤ √ℓ∥Q⊤∥2∥CKSdiag(ν(−1))∥2
= √ℓ∥CKSdiag(ν(−1))∥2
≤ ℓ∥CKSdiag(ν(−1))∥1.
Thus, ∥Q⊤CKSdiag(ν(−1))∥ ≤ ℓ holds since ∥CKSdiag(ν(−1))∥1 = 1
from (11). This, together with (C.5), shows (27).
Proof of (28). Similarly to the proofs of (26) and (27), we obtain
(28) from (22).
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