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THE COUPLED 3D HYDRODYNAMIC AND ECOSYSTEM 
MODEL FINEST 
Edited by 
Rein Tamsalu 
PREFACE 
Today the environmental sciences are very much coupled with everyday life. Management policies 
need answers to concrete questions concerning the response of nature to both natural and man-
made changes in environmental forcing factors and loading. Numerical modelling is an important 
and necessary tool for a better understanding of the relations between the processes, and for 
forecasting these responses. We have pleasure in introducing here a new version of the coupled 3D 
hydrodynamic ecosystem model, the FinEst, and recent results from it. A previous version of the 
model and examples of its results was published in Estonian Marine Institute series (Tamsalu 
1996). The present volume is an updated version having something common with the earlier report, 
but including many new developments and results. 
The model has reached its maturity in a long development process through Finnish-Estonian co-
operation. The work has also strongly been supported by the Gulf of Riga Project in recent years. 
The Nordic Council of Ministers has financed the Nordic Environmental Research Programme 
1993-1997 of which one part is a joint Nordic-Baltic project: the Gulf of Riga Project. It is a 
system-oriented research project aiming at a better knowledge of the behaviour of the whole 
ecosystem of the Gulf of Riga so as to protect that sea area for the future. Within the project, a 
large amount of old and new data have been collected from different hydrodynamic and ecosystem 
processes. The synthesis of the result helps one to understand the environment and to improve the 
models. Numerical modelling is a vital part of the project. 
The intensive use of models has long traditions in meteorology. Though the real-time observation 
systems in the marine sciences are far less developed than in meteorology, numerical modelling of 
hydrodynamics already has some traditions, too. A knowledge of the hydrodynamics is a 
prerequisite for any further advance in the environmental studies of marine systems. Recent 
developments in ecosystem research have changed the theories of the food web considerably. The 
complex non-linear interaction processes in the ecosystem have been split into smaller and smaller 
entities. This rapid development has made it possible to formulate the ecosystem processes in a 
tractable numerical way. The ecosystem sub-models are now reaching the stage of the complicated 
hydrodynamic models. At the same time their ability to describe rapid, even catastrophic, changes 
in the environment has increased considerably. We are now in a phase where fully three-
dimensional coupled hydrodynamic-ecosystem models can realistically be used. This action is 
ongoing all over the world, and interest in modelling is increasing. Continuous developments in the 
computer industry produce more and more powerful, affordable machines that can be used in the 
3D numerical modelling of limited sea areas not only in large institutions but everywhere. We now 
have tools available that are approaching the complexity of the system that they try to model. 
There is no reason for avoiding the use of these tools. The development of atmospheric and 
climatic modelling has shown that the models can be very complex in an everyday sense, but are 
quite adequate to describe the real features of the system realistically. Simple models may be 
useful for research purposes, but for management as realistic models as possible are needed, and at 
present these are certainly 3D models. 
The following chapters will show the mathematical description of the processes, their numerical 
implementation and the usage of the model system as it is today. Some results from the use of the 
model in several sea areas are shown to give the reader an impression of how the model can be 
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used. I feel that we now have a tool that can even help in planning environmental management 
policies in the Gulf of Riga, the Gulf of Finland and other aquatic environments. 
INTRODUCTION 
There is a natural evolution in the development of science. Creativity, inhibited by the absence of 
appropriate instrumentation, may be unleashed with explosive force when new tools become 
available. In many, if not most instances, the tool markers themselves are far removed from the 
impacts of their innovation. Such a case is clearly reflected in the advances in many diverse 
fields that have been made possible through the technological breakthroughs that have periled 
the creation of high powered high capacity computers. (Taivo Laevastu and Herbert A. Larkins, 
1981). 
The marine system modelling is a superior way of formalizing and testing knowledge about a 
complex aquatic ecological system and of solving the problem of how the rational management of 
our living marine resources should be organized in the future. 
In fact, a marine system model is a system comprising two parts: a hydrodynamic and an 
ecosystem part. 
The equations of the hydrodynamic part are well-known, but the ecosystems' equations are in a 
developing stage. 
Hydrodynamic models have been developed for the Baltic Sea for the last 30 years. A review of 
Baltic Sea hydrodynamic modelling has been given by Svansson (1976) and Omstedt (1989). 
A good review of coastal marine ecosystem modelling has been published by Fransz & al., (1991). 
The ecological modelling of the Baltic Sea began at the end of the 1960's with material balances 
models (Fonselius 1969, Voipio 1969). The first general conceptual ecosystem model of the Baltic 
Sea was presented by Jansson (1972). Practical simulations of the Baltic Sea ecosystem have been 
made by Stigebrandt & Wulff (1987), Savchuk & al. (1988), Ennet & al. (1989), Savchuk & 
Wulff (1993), Tamsalu (1994), Tamsalu & Ennet (1995), Tamsalu & Kononen (1995), and 
Tamsalu & al. (1996). 
At the end of the 1980's a group of Finnish and Estonian scientists started to develop an aquatic 
ecosystem model for the Baltic Sea area. In our conception, ecosystem modelling was oriented 
mainly towards use of the personal computer (PC). This orientation was favoured because of the 
PC's availability. The use of super-computers is limited due to high costs and difficult utility. On 
the other hand, there are lot of users interested in utilizing such models. The increase in PC 
computing power allows one to develop a still more complex aquatic ecosystem model on these 
computers as well. 
The first version of the FinEst marine ecosystem model (Ennet & al. 1989) was based on the 
FINNECO model. That version was a multibox model, in which the fluxes between boxes were 
calculated by a baroclinic prognostic two-dimensional (2D), two-layer model. A similar concept is 
used in the ERSEM (European Regional Seas Ecosystem Model, Baretta & al. 1995). The 
ecosystem part describes the phosphorus (PO4) and nitrogen (NO3, NO2, NH4) recycling in the 
water column and in the sediments. The plankton community submodel is very simple. It describes 
only the total concentrations of phytoplankton, total zooplankton and detritus. The multibox FinEst 
model was used for long-term ecosystem calculations for the Gulf of Finland with different loading 
scenarios. 
Marine ecosystem research changed fundamentally during to 1980's when the size-dependent 
structure was first used for the description of the plankton community food web. Thus, it became 
possible to take into account the whole spectrum of the plankton community using four or five 
size-classes. 
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At the beginning there were some difficulties in using this new idea in ecosystem modelling, 
because the ecosystem equations needed more than 30 fitting coefficients. Using a mass-dependent 
parametrization for biochemical reactions (Moloney & Field 1991) the number of fitting 
parameters was decreased from 30 to 6. As a result, the plankton community equation system can 
be solved in a mathematically correct form. While a simple plankton community submodel needs 
very complicated parametrizations as well as calibrated coefficients depending on environmental 
conditions, the mass-dependent parametrization for a size-dependent plankton community food 
web is simple and has a universal character. The situation is similar to the submodel of clouds in 
atmospheric circulation models. Total cloudiness is more difficult to simulate than the spectral 
characteristics of cloudiness. 
In the second version of the FinEst model the size-dependent plankton community food web is 
used. 
Five categories of autotrophs and five categories of heterotrophs are classified: blue-green algae, 
netphytoplankton, nanophytoplankton, phytoflagellates, picophytoplankton, mesozooplankton, 
microzooplankton, nanozooplankton, zooflagellates, and bacterioplankton. The same finite-
difference scheme is used for the ecosystem part and for the hydrodynamic part (Tamsalu & Ennet 
1995, Tamsalu & Myrberg 1995). This simplifies the very complicated calculation of fluxes 
between boxes. This became possible because PC computing power has increased significantly 
during recent years. The second version of the FinEst model was used for calculation of the 
seasonal course of the ecosystem and for water circulation calculations for the Gulf of Finland. 
For investigations of local processes in both hydrodynamics and the ecosystem, a full 3D structure 
should be available. The third version of the FinEst model is a complicated one with 3D 
hydrodynamics and 3D ecosystem equations. 
This version is used for calculation of the ecosystem variability and baroclinic water circulation in 
the Gulf of Riga (a study supported by the Nordic Council of Ministers), the Gulf of Finland, the 
Baltic Proper and the Egyptian part of the Mediterranean Sea. 
1. BASIC EQUATIONS FOR A LIMITED AREA 
The equations describing the marine weather and large-scale variability in the sea are the 
hydrothermodynamic equations for momentum transfer, conservation of mass, diffusion of salt, 
entropy transfer and diffusion of ecosystem variables. Several assumptions for a sea of limited 
dimensions are introduced (see for example Kamenkovich 1977, Tamsalu & Myrberg 1995). 
Briefly, the assumptions adopted are as follows: 
1. The equation of transfer of entropy is replaced by the equation of heat conduction in a 
fluid; 
2. 	Molecular processes are completely disregarded; 
3. 	The effect of the curvature of the earth's is disregarded; 
4. 	The horizontal components of the earth rotation vector are disregarded; 
5. The vertical components of the momentum equation are replaced by the hydrostatic 
equation; 
6. Except in the hydrostatic equation and in terms related to buoyancy, the density is replaced 
by the mean density (the Boussinesq approximation). 
The basic equations for semi-closed marine system simulations are therefore as follows: 
ac
+u
acac
+(w+t~S )
ac 
+v 	
=F 	 (1.1) 
at ax ay az 
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au av aw 
ax 
+ 3 = y + 
az  
0 
Where: 
u 
c = 
1 ap + 
Po ax 
v 
e 
T 
S 
C 
1 ap fu  
Po ay 
$ 
1  ar 
Po cp az 
0 
(1.2) 
F= 
G 
For simulations we also need the hydrostatic equation and the equation for the sea water state: 
1 ap = g (P — Po)  = b  
Po az 	Po 
b = f(T,S,p) 
Here: 
U is the horizontal velocity vector with components u and v,w is the vertical velocity, e is the 
Reynolds-averaged turbulent energy density, 4 = P + B — e , P is the turbulent energy production, 
B is the buoyancy flux, E is the rate of loss of turbulent energy (dissipation), tl3S is the sinking 
velocity, T is the temperature, S is the salinity, p is the pressure, p is the density, pc) is the mean 
density, b is the buoyancy, g is the acceleration due to gravity, f is the Coriolis parameter, C is 
the ecosystem variable, G stands for the biochemical reactions, I is the solar radiation, c p is the 
specific heat of water; x is directed to the east, y is directed to the north and z is directed 
downward. 
In the sea there are in principle two layers: an upper mixed layer and a lower stratified layer. In the 
upper mixed layer of the sea the microturbulence (vertical turbulence) is caused mainly by 
breaking of the wind waves and by instability of the wind drift. Experimental investigations have 
shown (see for example Miropolsky 1981) that outside the boundary layers turbulence is weak and 
intermittent in character. Taking into account the different hydrophysics in the different layers, the 
system of equations (1.1)-(1.4) can be rewritten in the coordinate system al = (z1 - ) / D1 in the 
upper layer and a2 = (z2 - h) / D2 in the stratified lower layer, where D1 = (h - ) is the mixed layer 
thickness, is the sea level oscillation, D2 = (H - h), and H is the depth of the sea. In the ak  
coordinate system the equations (1.1) and (1.2) can be written as follows: 
aCk  + Ll , ack  + V . ack  + 
wk  ack 
= F 
at 	k ax 	k ay Dk LAY 	k 
auk Dk + aV k Dk + aw k 
=0 
ax ay au  
(1.3) 
(1.4) 
(1.5) 
(1.6) 
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where 
a8k a8k 	a8k  
Wk =Wk + cos— at 'wk=wk — uk a~ — Vk ay 
81 =4+61Di; 82 =h+ 6'2D2 
and the index k = 1 denotes the upper mixed layer and the index k = 2 denotes the lower stratified 
layer 
_ 1 apk +bk a8k — f„""k 
Po aY 	aY 
J'' 
1 ark 
Poc„Dk aak 
0 
Gk 
   
There are several reasons for using a a coordinate system in marine system modelling. One of the 
main ones is that the sea bottom does not then need to be approximated by a staircase form. A a 
coordinate system is also better for describing the coastal and open sea interaction and up- and 
downwelling, which have a very significant influence on the formation of the ecosystem's temporal 
and spatial distribution. 
The late summer plankton bloom in the upper layer is limited by the transport of nutrients from the 
lower layer, having a rich nutrients concentration, to the upper euphotic layer, which has very poor 
concentration of nutrients after the spring bloom. The interaction between the upper and lower 
layers thus has a very significant influence on the plankton bloom in the upper layer. In the z 
coordinate system (see for example Bryan 1969) and in the classic a coordinate system (see for 
example Kullas & Tamsalu 1977, Blumberg & Mellor 1985) more than 20 vertical levels were 
needed for describing the transition from the layer of intense turbulence (the upper layer) to the 
layer with intermittent turbulence (the stratified layer). In the two-layer a coordinate system model 
version the stratified layer is treated in the model equations separately from the upper mixed layer, 
in the same way as by Oberhuber (1993). As a result, no more than 7-8 levels are needed in the 
stratified layer, and the model simulations can even be carried out by a reasonably powerful PC. 
It is well known that the a coordinate system may increase the trunction errors in 1 Vp if there is 
Po 
strong vertical stratification with steep bottom slopes (see, for example, Slordal 1997). The 
condition for hydrostatic consistency (see, for example, Haney 1991 and Deleersnijder & Beckers 
1992) takes the form (1— a)Ax 
VH 
< 06 , where Ax is the horizontal grid step and Aa is the 
H 
vertical grid step. For a two-layer a coordinate system model this condition has more simpler form, 
because the stratified layer description it does not need so many vertical levels (see also 
Deleersnijder & Beckers 1992). 
Motion in the sea is turbulent, so the functions ck turn out to be stochastic fields. In a study of 
stochastic fields it is natural to focus interest on their mean values. Each field Ck will therefore be 
written in the form: 
Ck = Ck + Ck
~ (1.7) 
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Using (1.7) we construct a system of equations for the averaged fields Ck. Omitting for the sake of 
convenience the averaging signs (the bars over the symbols) we obtain the following equations for 
the averaged fields: 
ack 
	L2 )ck = Fk 
Where: 
   
    
Lick = Uk aCk  + Vk aCk + 1 (aukckDk aVkCkDk  
ax ay Dk ax 	ay 
 
L2ck = Wk aC k 	1 aCOkCk  
D a6 + D a6 k 	k 	k 	k 
1.1 Parametrization of turbulent fluxes 
The turbulent fluxes are parametrized using the turbulent coefficients: 
ac 
 
dck  dc ukCkDk = —µDk 	
dx ;
VkCkDk = —µDk 	; w kC,Dk = —V k 
~6 k 
 
1/2 V k =c1 /41  O ke k 
  
(1.1.2) 
Here: 
,u is the macroturbulent coefficient, V k is the microturbulent coefficient and lk is the mixing length 
scale. In the upper mixed layer 11 = h(x,y,t). In the lower stratified layer 12 = er l N2 
(Zilitinkevich & Mironov, 1992), where N2 = 1 ab2 is the Brunt-Väisälä frequency. The 
D2 a62 
turbulent energy production, buoyancy flux and the turbulent energy dissipation can be written as 
follows: 
	
P = 
V k ( auk 
	)2+ k 	1 
Dk 	CJ6 k 	a6 k 
 
 
B1 = Be + 61(Bb — Be); B2 = CbV 2N22 
3/2 
3/4 ek  
E k = CO L 
k 
   
Here BS is the buoyancy flux at the sea surface, B,, = CbV a2=O N62=o , co = 0.08, cb = 0.1 and c1 = 1 
I Nz, where Nz is the number of vertical levels in the upper layer. The concrete form of the 
macroturbulent coefficient ,u is given in the next chapter, where the numerical methods are 
presented. 
at 
(1.8) 
aTk ask = ack o u
k = 
Vk 
=  an anan 
(1.23) 
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1.2 Boundary conditions 
At the sea surface, where a1 = 0 
i= 
,o. v.,' 	 q° 	=
a4 
— ti°~~ =— 	 = 	 = 	 =  (1.2.1) 
° ° tz,ti z ,gT ,q°, gc will be calculated using atmospheric data. 
At the bottom of the sea, where a2 = 1 
u2w2 = ru2;v2w2 = rv2 ;Tco2 = 0;S2w2 = 0;C2w2 = —qic f ;w2 = 0. 	 (1.2.2) 
qg will be calculated using sedimental data and 
r =1.510-3 VuH + vH 
where: tut and vH are the velocity components at the bottom. 
In the coastal area we have: 
At the open boundary we have: 
ac 
ac , an + R~c = rc, 
(1.2.4) 
where n is a normal to the coastline, a
c = {},  i3
~ _ {!} and I', are given functions at the open 
boundary. For example, in the Baltic Sea experiment, at the open boundary on the Skagen-
Göteborg line, for the velocity components (u; v), temperature (T) and ecosystem components (C) 
a„ = =aT=ac=1;f3 = = %3r= /3c= 0; r,=I'v= TT=rc= 0 	(1.2.4.a) 
For salinity at the same place 
a's =0; s= 1; rs=S(z,x,y,t) 
	 (1.2.4.b) 
The boundary conditions (1.2.4.a) and (1.2.4.b) are questionable if the velocity is positive into the 
area. The problem is not very drastic if the questionable boundary conditions (1.2.4.a) and 
(1.2.4.b) are far enough from our investigation area. In the Arcona basin, for example, the 
influence of the questionable boundary conditions in the North Sea are negligible. The best way to 
solve the open boundary condition problem is to take it from another simulations. For calculation 
of the hydrodynamic and ecological fields, for example, in the Gulf of Riga and the Gulf of 
Finland, the boundary conditions are given from the Baltic Sea experiment. 
a, = 0;13, =1; r~ = c(z, x, y, t) 	 (1.2.4.c) 
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Another open boundary condition problem is one we encounter in narrow straits, where it is not 
possible to describe the horizontal structure by a regular grid net. We now present the following 
way of solving this problem. 
To determinate the flow through the Suur Strait in the Gulf of Riga we created a simple multi-
channel flow model. The model forcing functions are the open sea level outside the straits, the wind 
stress in the straits and the river inflow into the Gulf (Ql ). The configuration of the Gulf, 
Väinameri and the locations of the straits are presented in Fig. 1.1. 
1 
Suur Strait 
Hl, Ll, Fl, Ql 
131, til, i;v 
2 
Irben Strait: 
H2, L2, F2, Q2 
132, 12, 42 
3 
Soela Strait: 
H3, L3, F3, Q3 
P3, ti3, 43 
4 
Hari Strait: 
114, L4, F4, Q4 
134, t4, 
Fig. 1.1. The system of straits with model parameters. 
Here we use the barotropic motion equations in the straits integrated along the x,y,z coordinates 
(eq. 1.2.5) and the water balance equations for the Gulf of Riga (eq. 1.2.6) and Väinameri (eq. 
1.2.7). The Coriolis effect has been neglected. The flow within the straits is assumed to be uniform 
in the downstream and cross-stream directions. 
where 
dt 
= 0P 
H. 
RI U; I U, , i=1,2,3,4 
Fd=F1U I +F2U2 +Q 
dt 
	= —FU1 +F3U3 +F4U4 dt 
 
-g— (4v — ~),i=
1 
APi = L (4 — 4), i = 2 
L (4 — v), = 3, 
  
    
Subscripts i=1,2,3,4, refer to the values of the variables in the Suur Strait, Irben Strait, Soela 
Strait and Harikurk respectively. Here the u, are cross-section averaged flows in the straits, 't, are 
the wind stress projections toward the channel, H, are the channel depths, R=1.8*10-4 (1/m) is a 
coefficient controlled by bottom friction and the nonlinear effects of the flow and is found from a 
cm/s Velocities in the Suur Strait, January - March 1995 
80 
40 
0 
-40 
-80 
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study of 4 days of measurements in which both the wind and the flow in the Suur Strait were 
quasistationary. , 	are area-averaged sea elevations in the Gulf of Riga and Väinameri 
respectively, are the open sea elevations at the mouth of strait, F; are the cross-sections of the 
channels, L, are the lengths of the channels, F, F,, are the areas of the Gulf of Riga and Väinameri 
respectively. The wind stresses for all the straits 'r, are calculated from HIRLAM model data. The 
open sea elevation data are obtained from the Baltic Sea FinEst model. The system of equations 
(1.2.5)-(1.2.7) is solved by the 4-th order Runge-Kutta method. 
It should be noted that here is a correlation coefficient of 0.95 between the model output UI(t) 
(averaged over 12 hours) and U i (t) (measured by the Aanderaa current meter in the Suur Strait 
at a depth of ca 10 m for the period 01.01.95-31.03.95, Fig. 1.2). 
Fig. 1.3 shows for comparison the same quantities in a situation in which S2 = 0 (sea elevation at 
the mouth of the Irben Strait). This is physically equivalent to the assumption that the gradient of 
the horizontal velocity at the open boundary vanishes. 
0 
	
30 	days 
	60 
	 90 
Fig. 1.2. Measured and calculated velocities in the Suur Strait. (See this picture in colours in 
Appendix 1.) 
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Fig. 1.3. Comparison of calculated velocities (as in Fig. 1.2) with a situation in which 2 = 0 
in the Suur Strait. (See this picture in colours in Appendix 1.) 
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1.3 Plankton community equations 
The plankton community components of the model are the autotrophs and heterotrophs. 
Autotrophs are divided into five size-classes: net-phytoplankton (A1), nano-phytoplankton (A2), 
phytoflagellates (A3), pico-phytoplankton (A4) and blue-green algae (A5). Four of these classes are 
treated similarly concerning limiting factors (phosphorus (DIP = PO4 ), nitrogen (DIN = NO3 + 
NH4 ), carbon (DIC = CO2 ) and light (I)), growth (GRW;), grazing (GRZ;), exudation (DEA,), 
mortality (DMA;), and respiration (DRAT ). 
The evolution equation of autotrophs is given as follows: 
aå + (L1 + L2 )A; = GRW — GRZ; — DEA, — DMA; — DRA; ; i =1, ... ,5 	 (1.3.1) 
The reactions for every autotroph size category will be presented as follows: 
GRW; = C(max)Al; fTAi fmin (DIP,DIN,DIC,I)A; , i = 1,..,5 	 (1.3.2) 
DEA; = ceC(max)Ai1 fTAiAi , i = 1,..,5 	 (1.3.3) 
DMA; = c,,,C(max)Al; fTA; A; , i = 1,..,4 	 (1.3.4) 
DRA; = crC(max)A1i fTA; A; , i = 1,..,5 	 (1.3.5) 
where C(max)A1; is a maximum growth rate for autotrophs, ce = C(max)A2, / C(max)Ali, c,,, _ 
C(max)A3, / C(max)Al,, cr = C(max)A4, / C(max)A11, C(max)A2, is a maximum mortality rate for 
autotrophs, C(max)A3, is a maximum exudation rate for autotrophs, C(max)A4, is a maximum 
respiration rate for autotrophs, the influence of temperature is taken into account trough the 
temperature factor fTA;. The limitation function f,,,;n(DIP, DIN, DIC, I) for nutrients and light (I) 
are described by Michaelis-Menton expression 
DIP 	DIN 	DIC 	I  
fmin i =fm'° capi + DIP' can; + DIN' cac; + DIC' cai+I )  
(1.3.6) 
where cap;, can;, cac, and cai are half-saturation constant coefficients for autotrophs uptake. 
Blue-green algae have only phosphorus and light limiting factors and their mortality is considered 
to be zero and no sedimentation is assumed: 
DIP 	DIC 	I  
fmin 5= f rnin ( cap; + DIP ' cac; + DIC ' cai + I)' DMA
S = 0; i5,5  = (1.3.7) 
The actual mortality rate by autolysis is included within the exudation factor. This can be seen as 
realistic in the sense, that blue-green algae are rapidly decomposed in the upper layers by autolysis 
since the gas vacuoles will inhibit sinking of cells and they will be recycled instantly. This 
modification helps to control and conserve a realistic amount of recycled nutrients in the upper 
layers. The addition of exudation has also increased the amount of nutrients found in the upper 
layers during the summer, and as a result the mass of phytoplankton has risen in amount. 
Exudation is held at 5 % of daily production, in accordance with Lignell (1990). 
Five categories of heterotrophs are included in the model: mesozooplankton (H1), 
microzooplankton (112), nanozooplankton (H3), zooflagellates (H4) and bacterioplankton (H5). First 
four out of these classes are treated similarly concerning grazing (GRZ,), predation (GPR;), 
excretion (DEZ,), mortality (DMZ) and respiration (DRZ,). 
Coupled 3D hydrodynamic and ecosystem model FinEst 	13 
The evolution equations of heterotrophs are given as follows: 
aH; +(L1 + L2 )H ; =(3(GRZ ; +GPR)—GPR —DEZ ; —DMZ ; —DRZ ; ;i = 1,...,4 (1.3.8) 
aHs + LZ )HS = GRB — GPR4 — DEZ5 — DRZ5 
,4 
(1.3.9) 
(1.3.10) 
(1.3.11) 
(1.3.12) 
(1.3.13) 
(1.3.14) 
+ (Ll 
The reactions rates for every autotroph size category will be presented as follows: 
A? 
= 1, GRZ ; = C(max)Hli fHTi caz ; (A; + H i+1 ) + A;2 + H +1 
H 
2 
= 	 , 	,4 GPR, ' -1 	H i i= 1,.. C(maX)H1i fHTi 
	
	 2 	2 caz. (A; + H~+1 ) + A + Hi+1 
DEZ i = ce C(max)Hli f HTi Hi, i = 1,..,5 
DMZ ; = c,„ C(max)H1i f HT; H;, i = 1,..,4 
DRZ ; = cr C(max)Hli Ari H;, i = 1,..,5 
The fifth class of heterotrophs, bacterioplankton, is treated rather similarly to the autotrophs. The 
limiting factors are nitrogen (DIN + DON), phosphorus (DIP + DOP) and carbon (DOC). 
GRB = C(max)H15fHTSfnil. (DIP + DOP; DIN + DON; DOC)H5 	 (1.3.15) 
where C(max)Hli is a maximum growth rate for heterotrophs, ce = C(max)H2; / C(max)Hli, c„, = 
C(max)H3i / C(max)Hl;, Cr = C(max)H4i / C(max)Hli, C(max)H2i is a maximum mortality rate for 
heterotrophs, C(max)H3; is a maximum excretion rate for heterotrophs, C(max)H4i is a maximum 
respiration rate for heterotrophs, caz ; is half-saturation constant for heterotrophs growth. 
Following Barenblatt (1996) and Barenblatt & Monin (1983) we write C(max)Ali and C(max)Hli in 
the form: 
C (maX)Ali = ,/~y 
	
N 
(	/~ MAi, PAi, 
/
~Ani) 
,/ C(max)Hti = \MHi, PHi, Hni) 
(1.3.16) 
(1.3.17) 
where MAi and MHi are body mass of the autotrophs and heterotrophs respectively, p A, and pH; are 
body density of the autotrophs and heterotrophs respectively, ,3A,,; and,3HA„, are specific absorptive 
capacity of the autotrophs and heterotrophs assimilation organ respectively. Following Barenblatt 
(1996), the mass of food absorbed and the body mass of the plankton may be measured in 
independent units. 
The dimensions of the parameters G(max)A1i, G(max)ini, MAi, MHi, PA,, PHi, NA,,; and (3HA,t; will be 
given by the following relations: 
[C(max)Aii 	M° 	;[PAt~ =
M
;[MAi1=M; [~A„ii = Mo  MT L 	 L T 
[C(maX)Hli ~ = M7, 	 , [PHi ]
M 
 3 , ~MHi ~ M, R3Hni l L„T 
(1.3.18) 
(1.3.19) 
at 
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where M is the dimension of body mass, Mo is the dimension of mass of food absorbed, L is the 
dimension of length and T is the dimension of time. 
According to dimensional analysis, the relations (1.3.16)-(1.3.19) can be written in the following 
dimensionless form: 
Ci(max)Ai a—n/3) — 
	
IlA = 	n/3 MAi 	COnSt A RAniPAi 
~ _  Ci(m~)Hi  M (1—n/3) = COTlSt H — 	irl3 Hi 	 H 
RHniPHi 
Hence, we have 
C(max)Ai = ca1 M~a 
C(max)Hi = chi ll/1V 
(1.3.20) 
(1.3.21) 
(1.3.22) 
(1.3.23) 
Here ca, = cons tAPAnjPA,3;chi = constHi3HnIPH 3 ; a =1— n 1 3 
Following Barenblatt (1996), if the assimilation (respiration) organ consists of whiskers, n=1; if 
the assimilation organ is a surface, n should be 2 and finally if the food absorption occurs in a 
volume, n should be equal to 3. 
In fact the assimilation organ do not have smooth surface like a sphere or an ellipsoid, but fractal 
surfaces. The idea that assimilation (respiratory) organs are fractals is so also in qualitative 
agreement with the anatomical data. Experimental investigations show, for example, that n=2.4 for 
man, sturgeon and mysides and n=2.25 for Rhithropanopeus harrisii tredentatus crab (Barenblatt 
1996). 
Using investigations published by Moloney & Field (1991), the growth rate of the autotrophs and 
heterotrophs, as all other biochemical reactions needed in description the plankton community, are 
dependent on the plankton body mass. So, the maximum growth of the autotrophs and heterotrophs 
will be written as follows: 
C(max)Aii = caMA, /4 ; C(max)Hli = chMH; l4 if i=5 then ch = ca 	 (1.3.24) 
As we see, n=2.25 for autotrophs and heterotrophs, and the proportionality coefficients ca and ch 
are const for all size-classes. This is a fundamental result in parametrization of biochemical 
reactions in plankton community modelling, because the number of fitting parameters decreased 
more than five times. 
Furthermore, the half saturation coefficients for the Michaelis-Menten equation are also expressed 
in mass-dependent form (Moloney & Field, 1991): 
cap = ca M2I5 ;can. = ca M ZIS ;cac = ca M 2I5;caz = ca M z/25 
i 	P Ai 	~ 	N Ai 	i 	C Ai 	i 	Z Hi (1.3.25) 
where ca p, caN and cat , are proportionality coefficients for autotrophs nutrients uptake and can be 
calculated using the P:N:C ratio, caz is a proportionality coefficient for heterotrophs growth. 
The temperature corrections fm, and fm, are described as follows: 
.fTAi = — 1 (Cali +TOT +TT), fTHi = — 1 (chli +ToT +TT) ; i =1,...,5 
cai 	 Chi 
(1.3.26) 
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ifT <To Ca` 
— (To — Tarmni)
z ,
Cali =(2T0 — Ta mini); 
lfT>TO 
Caj =(Tamax i —To)Z,Cali = (2T0 — Tamaxi ); 
Chi = (Th max i — T0)2 ,Ch1i =(2T0—T max i) 
where 
T is the water temperature in °C 
T0=20 °C is an optimum temperature 
Tammi and Thmini are the minimum temperature limits for autotroph and heterotroph activity 
respectively, and 
Tamaxi and Thmaxi are the maximum temperature limits for autotroph and heterotroph activity, 
respectively. 
Three types of description exist for of the reactions in the plankton community system: linear, 
which includes mortality (DMA, DMZ,), exudation (DEAi ), respiration (DRA,;DRZ,) and excretion 
(DEZ,); quasi-nonlinear, which includes the growth rate of the autotrophs (GRW1 ) and the growth 
rate of the bacterioplankton (GRB); finally nonlinear, which includes grazing (GRZ1 ) and predation 
(GPR,). Fig. 1.4-1.13 show the time-dependent descriptions of the reactions for autotrophs and 
heterotrophs. 
The growth rates of all autotrophs follow the diurnal cycle. The growth rate seems to be a more 
important factor for biomass control than the loss rate and sedimentation, the latter being 
significant only for the netphytoplankton. Although the growth rate of netphytoplankton remains 
relatively high throughout June, the biomass of netphytoplankton declines due to the grazing by the 
mesozooplankton. 
The growth rates of zooplankton do not follow the diurnal cycle in the larger size groups since they 
are not limited by the availability of light. Bacteria, however are limited by the production of DON 
and DOP, which are regulated by the photosynthetic activity of autotrophs related to light 
conditions. The limiting character of predation is inversely correlated to the bodysize of the prey, 
thus being strongest for the smaller size groups. Predation by fish is insignificant as a controlling 
factor for mesozooplankton (Pahl-Hansen & al. 1994) and is therefore excluded from the model. 
Netphytoplankton 
0.8 
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Fig. 1.4. Process description for netphytoplankton, 
agrw= GRW„ alus=—(GRZ, + DEA, + DMA, + DRA,), aset=sedimentation. 
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Nanophytoplankton 
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Fig. 1.5. Process description for nanophytoplankton, 
agrw=GRW2, alus=—(GRZ2 + DEA2 + DMA, + DRA,), aset=sedimentation rate. 
Phytoflagellates 
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Fig. 1.6. Process description for phytoflagellates, 
agrw= GRW3 , alus=—(GRZ3 + DEA3 + DMA, + DRA,), aset=sedimentation rate. 
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Fig. 1.7. Process description for picophytoplankton, 
agrw= GRW4 , alus= —(GRZ4 + DEA, + DMA, + DRA,), aset=sedimentation rate. 
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Blue-green algae 
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Fig. 1.8. Process description for blue-green algae, 
agrw=GRW5, alus= —(GRZS + DEAS + DRAS ), aset=sedimentation rate. 
Mesozooplankton 
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Fig. 1.9. Process description for mesozooplankton, 
hgrw= ZDE * (GRZ, + PRD,), hlus= —(DEZ, + DMZ, + DRZ,), hpred= PRD, = 0. 
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Fig. 1.10. Process description for microzooplankton, 
hgrw= ZDE * (GRZ2 + PRD,), hlus= —(DEZ2 + DMZ, + DRZ2 ), hpred= —PRD,. 
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Nanozooplankton 
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hgrw 
—hlus 
hpred 
Fig. 1.11. Process description for nanozooplankton, 
hgrw= ZDE * (GRZ3 + PRD3), hlus= —(DEZ3 + DMZ, + DRZ3), hpred= —PRD2. 
(See this picture in colours in Appendix 1.) 
Zooflagellates 
Julian day 
hgrw 
	 hius 
hpred 
Fig. 1.12. Process description for zooflagellates, 
hgrw= ZDE * (GRZ, + PRD4), hlus= —(DEZ4 + DMZ, + DRZ,), hpred= —PRD,. 
(See this picture in colours in Appendix 1.) 
Bacter 
Julian day 
Fig. 1.13. Process description for bacteria, 
hgrw=GRB, hlus= —(DEZ, + DRZ,), hpred= —PRD4. 
(See this picture in colours in Appendix 1.) 
i=1 	 +(Ll +L2) (Ai +Hi) = GIN — GNL — DOUT (1.3.32) at 
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Using (1.3.2)-(1.3.7), (1.3.10)-(1.3.15), 1.3.23) and (1.3.24) the plankton community equations 
take the following fouu: 
mesozooplankton 
2 	2 
ä+(Li+L2)H1=ch*MHr 1~4fTH1(R caZ *MH i~2(A1 +
7
H2 )+ Ai +HZ 
ce — c„,—c,.)H1 (1.3.27) 
netphytoplankton, nanophytoplankton, phytoflagellates and picophytoplankton 
kJ . + L+ L2 )211 — ca * M -1/4 f ( f (DIP„ DIN„ DIC„ I, )— c— cm — Cr A ( 1 	2) ~ — 	Ai 	TAi min 	 e 	 i 
* 	1/4 	 Ai —Ch MH( fTHi 	* 	2125(A 2 	2 caZ ur i + Hi+1) +  + Hi+~  
Hi ;i=1,...,4 	 (1.3.28) 
microzooplankton, nanozooplankton and zooflagellates 
	
ax, 	 (~ 	2 +11,2+ , +(L1 +L2 )Hi =ch* M Hi I/4 fTHi( N 2 25 A 	i+I 	2 	2 	Ce — Cm— cr)Hi at caZ * MHi l (Ai +Hi+1)+A; +Hi+1 
(1.3.29) 
bacterioplankton 
aå 5 +(L1 +  L2 )H5 = caMH5114 fTH5 (fmin (DIP + DOP, DIN + DON, DOC) — ce — 0115 
2 
—Ch*MH41/4 fTH 4 CaH * M 4
/25(A~+HS )+A4 +HS H4 
blue-green algae 
aå + (L1 + L2 )A5 = Ca * MA-1/4 fTf15 (fmin (DIP; DOC. I) — Ce — Cr )A5 
The equation for total plankton biomass has following form: 
5 
(1.3.30) 
(1.3.31) 
(Ai +Hi) 	 5 
i=1 
where 
4 
GIN = GBR + E GRWi describe the input by autotrophs and bacterioplankton uptake 
i=1 
4 
GNL = (1— (3) , (GRZ, + GPR,) describe the nonlinear interaction between size-classes 
i=1 
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5 
Dom, = E (DAi + DI-I ; ) describe the output trough mortality, exudation, exreation and respira-
i=1 
tion, DA; = DEAL + DMAi + DRAi , DH; = DEZ; + DMZ; + DRZ; , DMA5 = DMZ5 = 0 . 
There are two energy flows in the plankton community system: the first is the dissolved inorganic 
nutrients uptake described by the first term on the right-hand side of equations (1.3.28) and 
(1.3.31) and the second is the dissolved organic nutrients uptake by bacterioplankton (1.3.30). 
Latter move from the small size-classes to the large size-classes by predation reactions and have a 
strong nonlinear character. 
On other hand, it is possible to construct the equation for plankton biomass using factor ,6 which is 
not dependent on the nonlinear grazing and predation reactions. 
4 
a H1 + f,[3`(Ai +Hi+1)+ A5 
i=1  
at 
  
+(L1 +L2)LH1 + ~~`(Ai +Hi+1)+A5 
i=1 
= GIN — DOUT (1.3.33) 
  
where 
4 	 4 
GIN = 1, (3`GRW + GRW5 ; 	DOUT = DH1 +  3` (DA; + DH i+1 ) + DA5 
i=1 i=1 
These two last equations are very important in the testing of the plankton community equations 
system. 
Detritus (D) will be calculated as follows: 
where 
aD 
+ (L1 + Lop = ~ (DMA; + DMZ; ) — DD 
at 	 ;=1 
(1.3.34) 
DD = rd * fm * D is a detritus decay, rd is a proportionality coefficient for detritus decay and fTD 
is a temperature correction coefficient for detritus decay. 
1.4 Phosphorus equations 
The model contains three compounds of phosphorus, i.e. phosphate phosphorus (PO4), dissolved 
organic phosphorus (DOP) and particulate phosphorus (Pp). The phosphorus cycle is calculated as 
follows: 
where: 
a~4  +(L1 +L2 )PO4 =—cp( 4~GRW +(1—y1 )GRB) 
aDOP 	 4 + (L1 + L2 )DOP = cp((1-13 ) ~ (GRZ; + GPR; ) + 
at i=1 
+i(DEA; +DEZ; )- y1GRB+DD)+DP 
i=1 
asp + (L1 + L2 )Pp = —DP 
(1.4.1) 
(1.4.2) 
(1.4.3) 
at 
aNO2 
+ (L1 + L2 )NO2 = DN3 — DN2 (1.6.2) 
at 
aPN 
+(L1 +L2 )PN = —DN4 (1.6.5) 
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y1 = DOP I (PO4 + DOP) 
DP = rd * cdt * Pp -particulate phosphorus decay 
cp-phosphorus fraction in biota 
1.5 Carbon equations 
The model contains two compounds of carbon, i.e. carbon dioxide (CO2) and dissolved organic 
carbon (DOC). The carbon cycle is calculated as follows: 
 
aCO2  + (L1 + 1,2 )CO2 = —cc( i GRW + i (DRA, + DRZt )) 
at 	 ;=i 	;=1 
aDOC  
+(L1 +   L2 )DOC = cc((1— (3) E (GRZ; + GPR; ) + 
at 	 i=1 
5 
+~(DEA, +DEZi )—GRB+DD) 
(1.5.1) 
(1.5.2) 
where: 
i=1 
Y2 = DOC / (CO2 + DOC) 
cc-carbon fraction in biota. 
 
1.6 Nitrogen equations 
The nitrogen cycle consists of nitrate nitrogen (NO3), nitrite nitrogen (NO2), ammonium nitrogen 
(NH4), dissolved organic nitrogen (DON) and particulate nitrogen (Np). The nitrogen cycle is 
calculated as follows: 
NO3 4 
+(L1 +L2 )NO3 =—cn~y3GRW,. +DN2—DN1 
at 	 t=1 
(1.6.1) 
aNH4  + (L
1 + L2 )NH4 = —cn((1— y3 )
4 i GRW, + (1— y 4 )GRB5 ) — DN3 
at 	 r=1 
aDON 
+ (L1 + L2 )DON = cn((1— (3) ~ (GRZ; + GPR; ) + 
at 	 i=1 
5 
+ (DEA; +DEZ; )—y3GRB+DD)+DN4 
i =1 
(1.6.3) 
(1.6.4) 
where 
y3 = NO3 / (NO3 + NH4 ) , y4 = DON / (DON +NH4 ) ; 
ao 22 +(Ll +L2 )02 = co4(±GRW +GRB— ± DRA; —DRZ5 )ii r=1 
—co3 (DD + DP + DN4) — co2DN1— co1DN3 
(1.7.1) 
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DN1= rnl * fTN * Rdon * NO3 — NO3denitrification 
DN2 = rn2 * fTN * Rdon * NO2 — NO2nitrification. 
DN3 = rn3 * fTN * Rd„ * NH4 — NH4nitrification 
DN4 = rd* fry * PN -particulate nitrogen decay 
cn-nitrogen fraction in biota 
rnl,rn2,rn3 are coefficients of proportionality; the temperature (fTN) and oxygen 
(Rdon,RdoS) correction functions are based on results presented in connection with the FINNECO 
model (Kinnunen & Nyholm 1982). 
1.7 Oxygen equation 
The dissolved oxygen concentration is calculated as follows: 
Here col , co2 , co3 , co4 are proportionality constants (see for example Kinnunen & Nyholm 
1982). 
1.8 Sediment equations 
The phosphorus compounds in sediments are phosphate phosphorus (PO4), particulate phosphorus 
(Pr ) and adsorbed phosphorus (PA). The nitrogen compounds are nitrate nitrogen (NO3), 
ammonium nitrogen (NH4) and particulate nitrogen (Nr). The organic sediments (D) originate in 
the settling of detritus and autotrophs. The model variables in sediments together with dissolved 
oxygen (02) are described as follows: 
aPO4  
+ (L3 + L4 )PO4 = cpDD + DP — GPA 	 (1.8.1) at 
~t +(L3 +L4 )Pp =—DP 	 (1.8.2) 
aaA +(L3 +L4 )PA = GPA 	 (1.8.3) 
aNa03  +(L3 + L4 )NO3 = DN3—DN1 	 (1.8.4) 
aNH4  
+(L3 +L4 )NH4 = cnDD + DN 4 — DN3 	 (1.8.5) 
at 
at 	+ (L3 + 1,4 )N p = —DN4 	 (1.8.6) 
—ap + (L3 + L4 )D = —DD 	 (1.8.7) 
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where 
aå z  +(L3 + 1.4 )02 =—co3(DD+DP+DN4)—co2 DNl—co1 DN3 
	
ac 	ac Lac =uH 
ax 
 +vH ay -µsOc 
L4C = 
o)sac 	ac 
az — az vS az 
(1.8.8) 
and uH,vH are bottom velocity components, ws is the rate sediment accumulation, vs, µs are the 
vertical and horizontal diffusion coefficients in sediments, respectively, DD, DP, DN4 are organic 
sediments (detritus), particulate phosphorus and particulate nitrogen decay, respectively, DN1 is 
the NO3 denitrification, DN3 is the NH4 nitrification, GPA is the adsorbed phosphorus formation, 
which can be estimated from the phosphorus adsorption isotherm (Lijklema, 1980). 
1.9 The sensitivity of the ecosystem part of the model 
1.9.1 The effect of growth rate 
The growth rate of heterotrophs was modified compared with the growth rate of autotrophs. The 
parameters tested are presented in Table 1.1. The values used for the growth rates were within the 
acceptable limits observed in the Baltic Sea and the Gulf of Finland (Kuosa, personal 
communication, 1997). Tests were performed using HIRLAM data for the years 1994 and 1995 as 
input in order to estimate the effect of natural variation between the years. All results are presented 
for a location situated in a pelagial area. 
Table 1.1. The tests performed to quantify the effect of growth rate and natural variation. 
Version Year Autotroph growth 
rate constant 
Heterotroph growth 
rate constant 
al 1994 6 18 
a2 1994 6 24 
a3 1994 6 30 
a4 1994 6 36 
bl 1995 6 18 
b2 1995 6 24 
b3 1995 6 30 
b4 1995 6 36 
Effect on phytoplankton 
An increase in heterotroph growth rate increased the sum of the autotroph biomass during the 
spring bloom, as seen in Fig. 1.14. The increase was mainly directed towards the larger cell sizes, 
and the biomass of phytoflagellates and picoplankton actually dropped. The effect was more 
noticeable during 1994. The netphytoplankton biomass increased from a wet weight of 1.4 to 
2.1 gm-3 in 1994, as shown in Fig. 1.15, and from a wet weight of 1.5 to 2.3 gm-3 in 1995. The 
relative share of picoplankton and phytoflagellate biomass compared with netphytoplankton 
changed from 50 % to 10 % for each size group, Fig. 1.16, when using the 1994 climate data. 
During the year 1995, versions b4, b3 and b2 showed no differences in relative shares of 
biomasses, but in version bl the biomass of netphytoplankton is lower than that of 
picophytoplankton during the spring bloom. 
0.5 
0 -i 	
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The variation of heterotroph growth rate had no effect on the late summer bloom mainly composed 
of blue-green algae, which can be verified from Fig. 1.14. 
Autotrophs sum 
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Fig. 1.14. The variation of autotroph biomass due to a change in the heterotroph 
growth rate constant. (See this picture in colours in Appendix 1.) 
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Fig. 1.15. The variation of netphytoplankton biomass due to a change in the heterotroph growth 
rate constant. (See this picture in colours in Appendix 1.) 
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Fig. 1.16. The variation in the biomass of phytoflagellates and picophytoplankton due to a 
change in the heterotroph growth rate constant. (See this picture in colours in Appendix 1.) 
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Effect on zooplankton 
The augmentation in the heterotrophs' growth rate decreased the sum of their biomass, as seen in 
Fig. 1.17. However, the biomass of the largest size group, the mesozooplankton, increased. When 
simulating the year 1995, the microzooplankton biomass pattern was significantly different for 
version bl. The microzooplankton biomass patterns for the year 1994 were identical, but the 
biomass increase was not a direct function of the heterotroph growth rate. 
Heterotrophs sum 
Fig. 1.17. The variation of heterotroph biomass due to a change in the heterotrophs 
growth rate constant. (See this picture in colours in Appendix 1.) 
Variations between years 
The difference between the growth periods for the years 1994 and 1995 concerning the extreme 
versions is presented in Fig. 1.18. The difference is most clearly seen during early summer. The 
warm weather of 1995 already started the late summer bloom, which was dominated by blue-green 
algae, in early June. The spring bloom reached its peak less than one week earlier in 1995, but the 
overall biomass levels of both the spring and summer blooms were about the same during both 
simulated years. The relative share of smaller size groups was larger in 1995 and the difference 
between the versions less marked than in 1994. The trends and tendencies found for simulations 
using different growth rates were, however, in agreement. 
Autotrophs sum 1994 and 1994 
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Fig. 1.18. The natural variation between years for versions al and a4 for the 
years 1994 and 1995. (See this picture in colours in Appendix 1.) 
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1.9.2 The effect of the temperature limitation of growth 
The temperature limitation of growth by low temperatures was tested with 6 different versions, 
comparing different limits for both autotrophs and heterotrophs. The versions used are presented in 
Table 1.2. The basic version of the limitation (which was also used in growth rate sensitivity tests) 
is a3. The results were also compared with those for version a4 which has a different growth rate 
for heterotrophs. The upper limit for growth limitation is 25 °C, a temperature not normally met 
with in the conditions of the Gulf of Finland. 
Table 1.2. Different temperature limitations for growth. 
Version 	Year 	Heterotroph 
	
Autotroph lower 	Heterotroph lower 
growth rate 	temperature limit 	temperature limit 
a3 	1994 	30 	 netphytopl. 0.05 	mesozoopl. 3 °C 
blue-green 13.5 °C other gr. 5 °C 
other gr. 5 °C 
a6 	1994 	30 	netphytopl. 0.05 °C 	mesozoopl. 3 °C 
blue-green 13.5 °C other gr. 5 °C 
other gr. 2.5 °C 
a7 	1994 	30 	netphytopl. 0.05 °C 	mesozoopl. 3 °C 
blue-green 12 °C other gr. 5 °C 
other gr. 2.5 °C 
a8 	1994 	30 	netphytopl. 0.05 °C 	mesozoopl. 3 °C 
blue-green 12 °C other gr. 5 °C 
other gr. 5 °C 
a9 	1994 	30 	netphytopl. 0.05 °C 	mesozoopl. 3 °C 
blue-green alg 12 °C 	other gr. 5 °C 
other gr. 0.05 °C 
netphytopl. 0.05 °C 	zooplankton 0.5 °C 
blue-green 12 °C 
other gr. 0.05 °C 
36 	netphytopl. 0.05 °C 	mesozoopl. 3 °C 
blue-green 13.5 °C other gr. 5 °C 
other gr. 5 °C 
a10 	1994 	30 
a4 	1994 
While the change in growth factor predominantly altered the size of the bloom peaks, a change in 
the temperature limitation of growth had more profound consequences. It altered not only the 
height of the bloom peaks but also the time of their occurrence and their pattern, as seen in Fig. 
1.19. Variations due to temperature limitation are larger than those due to the growth rate. Version 
a4 with the highest heterotroph growth rate also had, however, the highest biomasses for 
netphytoplankton and mesozooplankton, the difference for the latter being significant. The sum of 
autotroph and heterotroph biomass in these two versions remained lower than in the other 
simulations. The best fit with measured data for the blooms' peak biomasses and composition was 
obtained with the "basic" versions a3, a4 and a8. 
Effect on phytoplankton 
The multiple effects of the temperature limitation of growth are seen in Fig. 1.19. There the spring 
blooms of versions a7 and a6 and on the other hand of versions a8 and a3 are placed one upon the 
other. The decrease in the limiting lower temperature in version a9 shifted the spring bloom peak to 
mid-April, compared with the bloom of version a3 occurring in mid-May. However, the spring 
bloom peak of version a9 contained only picophytoplankton. The same kind of shift occurred in 
version a10, but the bloom contained only phytoflagellates, and the maximum biomass of the peak 
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was somewhat lower. In general, the shift in minimum temperatures favoured the smaller size 
groups, namely the phytoflagellates and picophytoplankton. The blue-green algal bloom started at 
the same time in all the versions, but lasted approximately one week longer with a lower 
temperature limitation. 
Autotrophs sum 
Julian day 
Fig. 1.19. The effect of temperature limitation on autotrophs. (See this picture in colours in 
Appendix 1.) 
Effect on zooplankton 
A modest decrease of temperature limitation for phytoplankton (a6, a7) consequently favoured the 
smaller size groups of zooplankton, especially the zooflagellates and bacteria. This is shown for 
bacteria in Fig. 1.20, in which versions a7 and a6 as well as a3 and a8 are juxtapositioned. Further 
lowering of the limitation (a9), however, made the total biomass of heterotrophs decrease in all size 
groups back to the level of the basic versions (a3, a4 and a8). The simultaneous decrease of the 
heterotrophs' lower temperature limitation of growth shifted the peak biomass two to three weeks 
earlier and increased its value. The peak biomass was dominated by nanozooplankton and bacteria. 
The late summer levels of bacteria dropped significantly in versions with a modest lowering of 
phytoplankton growth limitation temperature or a simultaneous decrease of both autotroph and 
heterotroph growth limitation temperatures. 
Bacteria 
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	a4 
a6 
a8 
a9 
	al 0 
Fig. 1.20. The effect of temperature limitation of growth on bacteria. (See this picture in colours 
in Appendix 1.) 
Mesozooplankton was predominately controlled by the growth rate of heterotrophs, as can be seen 
from Fig. 1.21, where version a8 and a3 together with a7 and a6 are shown one upon the other. An 
increase in growth rate made a significant contribution to the peak biomass of mesozooplankton. 
Lowering of the temperature limitation for other size groups discouraged mesozooplankton growth, 
as it is slower due to its larger body size. 
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Fig. 1.21. The effect of temperature limitation of growth versus the effect of 
heterotroph growth rate. (See this picture in colours in Appendix 1.) 
1.9.3 The effect of the initial values of nutrients (PO4 and NO3) 
The effects of the initial values of nutrients were tested by changing the initial values by one order 
of magnitude regarding the versions shown in Table 1.3. 
Table 1.3. The tests performed to quantify the effects of the initial values of nutrients. 
Version Year PO4 [gm-3] NO3 [gm-3] 
a3 1994 0.025 0.1 
all 1994 0.25 0.1 
al2 1994 0.0025 0.1 
a13 1994 0.025 1.0 
al4 1994 0.025 0.01 
a15 1994 0.25 1.0 
a16 1994 0.0025 0.01 
The effect of PO4 on phytoplankton 
The effect of the initial value for PO4 was tested with versions a3, all and a12 as presented in 
Table 1.3. No variation of spring bloom was detected, but the increase in the initial value of PO4 
resulted in an increase in blue-green algal bloom, as seen in Fig. 1.22, since the concentration of 
phosphorus remained sufficiently high throughout the early summer to sustain a stronger late 
summer bloom. 
The effect of NO3 on phytoplankton 
The effect of the initial value of NO3 was tested with versions a3, a13 and a14 as presented in 
Table 1.3. A strong variation of both the spring bloom and the late summer bloom was detected, as 
shown in Fig. 1.23. An increase in the initial value of NO3 increased the spring bloom of 
netphytoplankton but decreased the biomass of the late summer bloom, since the phosphorus was 
already depleted during the early summer. A decrease in the initial value of NO3 had the opposite 
effect. 
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Fig. 1.22. Effect of PO, initial value. (See this picture in colours in Appendix 1.) 
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Fig. 1.23. The effect of initial values for NO3. (See this picture in colours in Appendix 1.) 
The combined effect of nutrients 
The effect of initial values of both NO3 and PO4 was tested with versions a3, al 5 and al 6 as 
presented in Table 1.3. Strong variations in both the spring bloom and the late summer bloom were 
detected, as shown in Fig. 1.24. An increase in the nutrients' initial values increased the spring 
bloom of netphytoplankton but decreased the biomass of the late summer bloom for the same 
reasons as in version al 3. A decrease in the initial values for nutrients decreased the spring bloom 
biomass, but increased that of the late summer bloom due to the remaining unused phosphorus. 
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Fig. 1.24. The combined effect of the nutrients' initial values. (See this picture in colours in 
Appendix 1.) 
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1.10 Model parameters 
MA1 = 
MA2= 
MA3 = 
MA4 
MA5 = 
MH1 
MH2 = 
MH3= 
MH4= 
MH5 = 
ca = 
ch = 
cm = 
ce = 
cr = 
cc = 
2100 pg C 
56 pg C 
1.5 pg C 
0.08 pg C 
200 pg C 
800000 pg C 
6400 pg C 
50 pg C 
0.4 pg C 
0.08 pg C 
6.0 is the coefficient for autotroph uptake [gli4d-1] 
6.0*ca is the coefficient for heterotroph ingestion [gl/4d-1] 
0.05 is the proportionality coefficient for mortality 
0.05 is the proportionality coefficient for exudation or excretion 
0.025 is the proportionality coefficient for respiration 
0.11 is the carbon fraction in biota [gm 3 ]; the phosphorus fraction in biota (cp) and the 
carbon fraction in biota (cc) can be calculated using the P:N:C ratio: 
cp=cc/ 42.0;cn= cp* 7.2 
caz = 0.49 is the half-saturation constant for ingestion [g23/25m-31 
caN = 2.0 *10-3 is the half-saturation constant for nitrogen uptake [g315m-3]; the half-saturation 
constant for phosphorus uptake (cap ) and that for the carbon uptake ( cac ) can be 
calculated using the P:N:C ratio: ( ca p = caN / 7.2; cac = ca p * 42.0) 
rd= 	0.05 is the maximum decay rate of particulate substance [1 / d] 
rn1 	5.0 is the maximum nitrate nitrogen denitrification rate [1 / d] 
rn2 	10.0 is the maximum nitrite nitrogen nitrification rate [1 / d] 
rn3 	0.1 is the maximum ammonium nitrogen nitrification rate [1 / d] 
= 	0.75 is the efficiency coefficient 
col = 4.47 is the oxygen consumption of nitrification 
co2 = 1.14 is the oxygen consumption of denitrification 
co3 = 1.45 is the oxygen consumption of detritus, particulate phosphorus and particulate 
nitrogen decay 
co4 = 1.80 is the coefficient of the oxygen production of plankton growth and oxygen 
consumption of plankton respiration 
The temperature limits for autotrophs are: 
Taming = 0.5°C; Tamt = 5.0°Ct = 2,...,4; Tamins = 13.5°C; Tamaxi = 25.0°C 
The temperature limits for heterotrophs are: 
Thmin = 5.0°C;Thmax =25.0°C, = 1,...,5 
At 
Ct+1/2 _ C` +I/2 + A1C = LOAD (2.1.1) 
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2. NUMERICAL METHODS 
2.1 Splitting-up method 
The splitting-up method (Marchuk 1975) is used to calculate the hydrodynamic and ecosystem 
equations. With a first-order accuracy in time, t, <_ t <_ ti+1i2, advection, horizontal mixing, the 
horizontal boundary conditions and the external loading input are calculated: 
where At is the time step, LOAD is a loading term and Al is a finite-difference operator of the Lt. 
With a second-order accuracy in time, ti+1i2 <_ t <_ t;+1, vertical turbulence, the vertical boundary 
conditions and the right-hand side of equation (1.8) are taken into account: 
Ct+1 _ Ct+1/2 
+ A2Cf+1 = F` (2.1.2) At 
where A2 is a finite-difference operator of the L2, and F describes the Coriolis term, the pressure 
term, the turbulent energy, the buoyancy flux, and the turbulent energy dissipation in the 
hydrodynamic part; in the ecosystem part F describes the biological and chemical reactions. 
2.2 Calculation of horizontal transport and horizontal mixing 
As the first step, we will solve the horizontal transport and macroturbulent (horizontal turbulent) 
mixing of the currents (U), temperature (T), salinity (S) and ecosystem substances (C) in the sea. 
Because the equations for all the model variables are similar, we calculate the finite difference 
equation (2.1.1) for all components and for different layers in the same way. 
The finite different operator Al in (2.1.1) is composed using Mesinger's (1981) finite-difference 
schemes: 
♦ i,j+1 
Vi-1/2,j+1/2 	4i,j+ t/2 	ri+1/2,j+1/2 
♦ i-1 ,j 	 4ii-1/2,j 	 ♦ i,j 	 •T•i+1j2,j 
11i-1/2,j-1/2 	4•i,j-t/2 	ri+1/2j-1/2 
♦ ij-1 
Fig. 2.1. The model grid. 
For interpolation the following scheme is used: 
V i+1/2,j+1/2 =(♦ i+l,j + ♦ i,j+1)/2;11i-1/2,j+1/2 =(♦ i-1,j + ♦ 01)/2 
V i+1/2,j-1/2 =(♦ i+1,j + ♦ i,j-1)/2; Vi-1/2,j-1/2 =(♦ i-1,j + • ii-1)/2 
.T.i+1/2,j =(♦ i+1,j + ♦ i,j)/2; 	=(♦ i-1,j + ♦ i,j)/2  
..i,j+1/2 =(♦ ij+1 + • ij)/2: 4.ij-la =(♦ i,j-1 + • ii)/2  
The finite difference equation (2.1.1) can be written by using the Mesinger (1981) numerical 
scheme and interpolation formula in the following form: 
21 
h 
\ 	21 
] 
:i'l ,~ 	", „ 
19 L~ 
5 19 5 5 5 5 5 5 
5 5 5 5 5 5 5 
3~ 
h 
5 5 5 5 5 5 5 
5 5 5 5 5 5 5 31 
6 5 5 5 5 5 5 5 
22 20 34 	34 34 34 	34 
15 
15 
21 
32 	Rein Tamsalu (Ed.) 	 MERI No. 35, 1998 
 
J Cr+/2 
	 —A3 
	r+12 --Al 	-A2 A4Cr +/2 + A5Cr+12 -ij+1 k i,j Ci -1,j,k 	i ,j ij-I k 	i,j i,j,k 	 i
r 
,j,k (2.2.1) 
where: 
Al ij = At(D1 - ul / 32) 
A2i j = At(D2 - u2 / 32) 
A311 = At(D3 - u3 / 32) 
A4i,i = At(D4 - u4 / 32) 
ASii = At(D1 + D2 + D3 + D4 - u0 / 8) 
uO = ((ui-1,j,k - ui+hj,k ) / Ax + (V i,j-1,k - Vi,j+1,k ) / Ay) / N G 
ul = ( \Vij+l,k - ui>j-hk ) / Ay + (4ui,j,k + 2ui+l, j,k + ui,j+hk + ui,j-1,k ) / Ax) / 'V G 
u2 = \(ui+hj,k -u) /Ax+(4V i,j,k +2Vi,j+l,k +Vi+hj,k +Vi hhk ) / Ay)/ 'VG 
u3 = \(Vi,j+1,k - ui,j-1,k) I Dy - (4ui, j,k + 2u 	+ ui,j+l,k + ui,j-1,k ) / Ax) / N G 
u4 = (( ui+l, jk - uik ) / Ax - (4Vi ,j,k + 2Vi, j-hk + Vi+l,j,k + Vi-1,j,k ) / Ay) / V G 
Dl=f-t(Di +Di+1,j)/2/dx/dx /Di ,i 
D2 =1.t(Di,j -i- Di,j+1)l 2 / Ay/ Ay/Di ,j 
D3= µ(Di,j+D) / 2/Ax/dx/Di,i 
D4 =µ(Di+Di,j-1)l 2/Ay/Ay /Di ,j 
 
µ = µo +0.2 *,f (ui+l,j,k - ui-1,J,k )2 +( Vi,.l+l,k — Vi,.i+1,k )2 + 2 
(1, 11, 	-Vi-1,J,k + ui,l+1,k - 14i,j-1,k
)2 
µo = O.1 * 10-3 ((Ax + Ay) / 2)4/
3 
= At(Cir j + LOADi, j ) 
Here Ax and Ay are grid steps, 
D = D1 for the upper mixed layer and D = D2 for the stratified layer. The equation (2.2.1) is 
described using different types of boundary conditions for different grid points (see Figure 2.2). 
Fig. 2.2. Grid point types. 
Zt+1 - Zt+1/2 
+ aut+1 / ax + avt+1 / ay =o 
At 
(2.3.2) 
fv t+1 = —gHaZt+1 / ax — rUt+l + Ex 
At 
Ut+1 — Ut+l/2 (2.3.3) 
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where 
5 	- inner point 
31 	- closed boundary to E 	32 - closed boundary to N 
33 	- closed boundary to W 	34 - closed boundary to S 
19 	- closed corner to NE 	20 - closed corner to SE 
21 	- closed corner to NW 	22 - closed corner to SW 
15 	- open boundary to E 	16 - open boundary to W 
17 	- open boundary to N 	18 - open boundary to S 
115 	- river to E 	 116 - river to W 
117 	- river to N 118 - river to S 
215 	- open boundary with sea level data to E 
216 	- open boundary with sea level data to W 
217 	- open boundary with sea level data to N 
218 	- open boundary with sea level data to S. 
The finite-difference equation (2.2.1) composed using the boundary conditions for different regions 
will be calculated using factorization and iteration methods (Marchuk 1975). 
2.3 Sea surface calculation 
The last operation with first-order accuracy in time is the calculation of the flow transport: 
1 	1 	 1 	1 
U
—t+1/2 
  = Dl J uda1 + D2 J uda2 ; V ~ ;1;2 = D1 J vdal + D2 f vd62 
0 	0 	 0 	0 
(2.3.1) 
The first operation with second-order accuracy in time tl+112 <_ t <_ t;+1 is a sea surface calculation 
using the vertically-integrated form of the continuity equation (1.2) 
Integrating the first two equations (2.1.2) in the vertical direction, we obtain 
 
vt+1 - vt+1/2 
+ fU+1 = _gHaZt+1 / ay — r171+1 + F'' 	 (2.3.4) 
where 
At 
r=1.5* 10 3 V(Ut+1/2) / H)2 + (Vt+1/2 / H)2 
Fx= Jö a/ ax( f ö bdz)dz + ti° ;Fy= Jö a/ ay( Jö bdz)dz + 
Finally (2.3.2)-(2.3.4) can be written in following form: 
—Al,,iZ+i,i —A2,,iZ3+l —A3,Z;+1i —A4;,i 	+ASZåtil =SX,i (2.3.5) 
where 
   
Al;,i = 13(H1 + Hr+1,i — a(H, — H1,i-1)) 
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A21,1 = R(Ht,i + Hl,i+1 + a(Hl+1,i —1/1_1J)) 
A31,1 = 13( Hi +111-1,1 + a(Hl,i+1— H1,1-1 )) 
A41,1 =13(111,1 + 111,1_1 — a(Hl+1,i — H1-1,1 )) 
ASI,.i = [3(4 * Hl,i + Hl+1,i + Ht,i+1 + H1 	+ H1 ,1 1 ) 
a=w*At* f /2 	 co=1/(1+r * At) 
R=g * co * y * At/(Ax+Ay) 	y=1/(1+w * w * At * At * f *f) 
=(Ax+Ay)/2/At*Z,i -(SZl -S23 +SZ2 -S24 ) 
S21 = co * y * ((UJ1/2 +U:++11,/i2 )  / 2 + At * (P+l,i - Pi -(111+1,1 + Hri ) * (P+l ,i - I' i ) / 4) / Ax + ((c.13,);,; +(t)111)/2) 
+a * (V t
i+ 1/2 + 
~`ilj2 
+ At * (pi, j+1 
) * (P,i+1- P,i 1 ) 4) / Ay + ((Tyo )1,i + ('toy )1+14 ) 2) 
S23 =c,)*y * ((U;11/2 +Utti,g)l2+ At* (P,i —P-1,i —(H1-1,i +H+,i)*(Pi — Pi* Li) l 4)lde+(('ti°);+('ti°);-1,i)l2) 
+a* (Vt;li2 +Vti,2 + At* (P, i+1-P,i 1 -(H; l,i+H+,i )*(P;+1 -P;-1)/ 4)/Ay+((ey);,;+(T°); 1,1)/2) 
522 = w * y * ((vit:i- 1/2 + Uti-+1i2 ) 12 + At* (P,1 +1- 	(H1,1 + Hi,i+l ) * (I'+l,i - P Li )/ 4) / Ay + ((ti~ );,i + (ex )t,i+t ) / 2) 
- a * (Uj1/2 + U; j+12 + At * (P,i - P ti - ( H1,1 +Hi,i+1) * (P+l ,i - P'* l,i ) / 4) / Ax + (('L° )1 i 	 )1,.i+1) / 2) 
S24 = w * y * "rii- 1/2 + Ut 4- lie ) / 2 + At * (P,i — 1H- (H1,i + Hhi 1 ) * (P+hi - P*lJ)/4)/ Ay + (('Z° )1 i +('r)1,1_1)/2) 
-a * (UV/2 +//:±i1/12  + At *(PQ _ P hi - (Hl,i + Hl) * (P+1,i - P*1,i ) / 4) / Ax + ((t,°, )l,i +(t°01,1_1 )/  2) 
H z 	H 	 H 
P = J bt+1/2 J dzdz - H J bt+1/2dz, P* = H J bt+1/2dz 
O 0 	0 	 0 
The finite-difference equation (2.3.5) for the sea-surface calculation can be solved in the same way 
as the finite-difference equation (2.2.1). 
2.4 Calculation of vertical transport and vertical mixing 
Equation (2.1.2) for vertical transport and the vertical mixing of the turbulent energy, temperature, 
salinity and ecosystem fields takes the following form: 
where 
lcr+1 _ 	 ,t +1 _ A1z2Cr +1 A2C t+1 = 2AZ 
A 2`1C = 	Wk (Ck+1 + Ck-1) 
IN I
(Ck+1 - 2Ck + Ck 1) DZl 	 DZl 
A2/1C 
Wk  
DZ2 ('k+2 + Ck-2 ) DZ2 ( C k+2 - 
2Ck + Ck-2 ) 
(2.4.1) 
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2v 	 2v  
At 22C _ —
Az DZ1 (Ck+1 + Ck) + Az ._ DZ1 (C
k — Ck-1) 
k k 1 
Az = DAa is the vertical grid step. 
DZ1 = Azk + Azk_1; DZ2 = DZ1 + Azk+l + Azk-2 k = 1,...,NZ is a grid step number in the vertical 
direction. 
The fmite-difference operators A21ct+1 and AZct+1 describe the advective term 
D a6 
in a first-
order approximation with numerical viscosity, but the combination 2A"21ct+1 _ A22/Ict+1 describes 
the advective term 
D a6 
in a second-order approximation without numerical viscosity 
(Kochergine 1978). Finally the finite-difference operator A2ct+1 can be written as follows: 
A2Ct+1 — A
1Ck+2 + A2Ck+1 + A3Ck
+1 + A4Ck+ 1 + f A 5tk+2 
A1 = 2(I~k ,i,i + COsl — wk — (Ds)/ DZ2 
A2 = —2( V k / Azk + wki,i + w s l — wk — W s )  l DZ1 
A3 = 2((vk l Azk + V k _1 / Az k _1 )l DZ1 + l wk,i,i +o),1(2/  DZ1-1 / DZ2)) 
A4 = —2(Vk 1 / Azk-1 400, +ws l+COk +COs) / DZ1 
A5 = 2(1(00, j + COs l + wk + Ws )/ DZ2 
Equation (2.4.2) can be solved by factorization. 
2.5 Buoyancy calculation 
The buoyancy can be calculated by the following formula (UNESCO 1976): 
=g(P — Po)/Po 
where 
p = p,,, + S
i,i,k * (0.824493 — 
4.0899*10-3 *T ik + 7.6438*10-5 *Ti j k — 
8.2467*10-' *T,.3j,k + 5.3875*10-9 *T 4ik )+ 
S~k * (-5.72466 *10-3 + 1.0227 *10-4 * T; i,k — 
1.6546 *10-6 *T,.jk )+4.8314*10-4 *Si2ik 
p,,, = 999.842594 + 6.793952 * 10-2 * T, j,k — 
9.09529 *10-3 *7',24,k  + 1.001685 * 10-4 * T 3;k 
—1.120083*10-6 *T4ik +6.536332*10-9 *Ti5ik 
pc, =1.002.5 
(2.4.2) 
(2.5.1) 
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2.6 Calculation of the mixed layer thickness 
For the mixed layer thickness calculation we use the buoyancy equation and the turbulent energy 
equation with second-order accuracy in time for the upper mixed layer 
ab aB 
	
h 1 	
1 — — -- 
at 	asu, 
h ae1 	 ah ae — a1 	1 =— ag1 + P1 + B1 — El 
at 	at asui 	asu1 
and for the stratified lower layer 
(H h) —(1—a2) ab2 ah — aB- 
at 	 asut at 	a0.2 
(H—h) at 
—
(1-
ae 	62)
a6 at - 
ae  ah 	
a62 
P2+BZ-EZ 
z 	z 
(2.6.1) 
(2.6.2) 
(2.6.3) 
(2.6.4) 
Here 
b1, b2 are the buoyancy of the upper mixed layer and the lower stratified layer, respectively, 
B1, B2 are the buoyancy fluxes of the upper mixed layer and the lower stratified layer, respectively, 
e1i q1 are the upper mixed layer turbulent kinetic energy and turbulent kinetic energy flux, 
respectively, 
e2, q2 are the stratified layer turbulent kinetic energy and turbulent kinetic energy flux, 
respectively, 
h,H are the mixed layer thickness and sea depth, respectively, 
a;, i = 1,...,2 are nondimensional vertical downward coordinates, 
Integrating (2.6.1) and (2.6.2) over the mixed layer, we obtain 
where 
h ab = B
s —
t
1 
a j elda l  h ° 
	+(felda l — eh )ah =gs — gh
+ Bs —B~,
+f(P1 — E1 )da1 
at 	0 	at 	2 	0 
(2.6.5) 
(2.6.6) 
Bs = Ba1=o; Bh = Bol=1; qs = qa1~; qh = qa1=1; eh = ea1=1; 
Similarly to the upper layer, we integrate the buoyancy equation (2.6.3) and turbulent energy 
equation (2.6.4) for the lower layer first with respect to u2 between the limits of 0 and 1 and then 
the buoyancy equation twice, first from 0 to a2, then from 0 to 1, yielding: 
(H 	h)°at 	 (Jb2da2 — bt) at =B,, 
ajb2da2 
(2.6.7) 
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aJe2da21 1 	ah (H 	h)° 
at 	
(f e2da2 — e j,) at 
	
1 1 	1 
qh +(H—h)(JP2da2 + JB2da2 — j£2da2 ) 
0 	0 	0 
1 	62 
af da2 jb2da2 
(H 	h)  ° 	° 	( 2Jda2 Jb2 da2 —b1) Hh = B,, —jB2da2 at ° 	° 	 at 	° 
Using the relationship 
1 	62 
2 jda2 jb2da2 -bl 
0 	0  
1 = x2 
j b2da2 — bl 
0 
we have the two following equations for the determination of the mixed layer: 
x2h( j b2da2 — b1) å
t 
= (1— x2 )(H — h)Bs — 
o
1 
-((1-x2)H+x2h)B,, +2hjB2da2 
(Jeldal —je2d(Y2)ah = qs +— (BS -B,,)+ 
o 0 	at 	2 
11 l,~ 	ael —( — — ae hj(PI -E.1)da1 +(H-h)J(P2 +B2 -E2 )da —2 -hHh) 
o o at 	at 
which will be combined into one equation by eliminating B,1 : 
(x2h(Jb2d(52 —b1)+2((1—x2 )H+1)(Jeldal —Je2da2 )) ah. = 
o h 	o 	o 	at 
h 	1 1 
= 2((1-1(2)-11+  1)(qs + —BS +hJ(P — e1 )da1 +(H-h)J(P2 — £ 2 )d52 — 
2 	0 	 0 
1 	 1 
aJ~1da1 	ajE21da21 	 1 
—h 	° (H h) 	° )+2((1—x2 )(H+x2 )(H—h)+h)jB2da2 
at at h 	 o 
where 
bl , jb2dal , Jeldal, je2da2, JP1da1, J P2da2 , JB2da2, J£lda1, jE2da2,BSandv2 
0 	0 	0 	0 	0 	0 	0 	0 
(2.6.8) 
(2.6.9) 
(2.6.10) 
(2.6.11) 
(2.6.12) 
(2.6.13) 
r+1 	r+l/2 Uk 	— Uk 	fr
k
r+1 = Gkx +1 / Dk2a l a6k(vaukr+l / a6k ) 
At 
(2.7.1) 
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will be calculated from 3D FinEst model. 
The experimental investigations (Tamsalu & Myrberg 1998) show that x2 is quite a stable function 
(K2 - 0.75). If we estimate x2 from the self-similarity structure (see, for example, Mälkki & 
Tamsalu 1985) we find that x2 = 0.8 if the mixed layer is increasing and 2c2 =2/3 if the mixed layer 
is decreasing. 
2.7 Calculation of velocity fields 
In the next step the velocity field ut+l and vt+1 can be solved 
l .
r+1 	
V 
r+1/2 
~k — k  
At 
+ fukt+l = Gk'' +11  Dk 2a / a6k (vavk t+l / a6 k ) (2.7.2) 
Where k=1,2 is the number of the layer, D1 = h — and D2 = H — h . Following Zalesny (1996) 
the pressure terms Gk and Gk will be written in the next form: 
Gl.r =
(g + bi ) a
a 
	
ab  
a 	abl Gl }' =(g +bl > ay 
	ay 
ab, 	ah  1 
G2x 
_ 
— (g+b1)ax —D1 ax +(b2—bi) ax 
6Z 
ax D2 f (b2 - 
62 å~2 	)d62 + 62 (D2 aa 22 — b2 as 2 
0 
  
G Y= +b a; D it- + b -bot-4   a D 
az 
b 6 ab  d6 +02032 
ab2 b aD2 2 	(g 1) ay — 1 ay ( 2   	~y 2 f ( 2 — 2 a62 	) 2 	ay — 2 ay ) 
0 
In this form the pressure terms Gk and Gk are free from truncation errors (Zalesny 1996). 
The equations (2.7.1)-(2.7.2) will be written in the following form: 
= (C1U k+1,i,i + C2Uk_Li, j + ✓ ' k,i,i + Fk i,j) / CO 
Vk,i,j = (Clvk+l,i j + C2Vk-1,i,i — ✓ Uki ,l + Fkj ) / CO 
Here k = 1,...,Nz is the grid step number in the vertical direction 
Cl — —Wk,i,j / 2 / Azk + QbS(Wk,i,i ) / 2 / Azk + (vk + vk+l ) / Azk (Azk + Azk-1 ) 
C2 = Wk i j / 2 / Azk + LIbS(Wk,i,i ) / 2 / Azk + (vk + vk-i)/ Azk-1 (Azk + &k-1) 
CO = 1/Ot+ CI + C2 
1 	 0 	 r 
Fk ,i,j = Uk,i,j 
At + Gk ,i,i 
(2.7.3) 
(2.7.4) 
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F 2 Fk,i,j Vk,i,j l 2.1t  
Equation (2.7.3) and (2.7.4) will be calculated using matrix factorization: 
uk ,i , j Bk+l uk+l,i,j — Bk+1Vk+1,i , j + Xk+l 
1 	 2 
V 	
_ 
k,i,j Bk+1V k+1,i,j + Bk+l uk+l,i, j +Yk+1 
where 
Bk+1 = cl(co — c2Bk) / DET ; B1.+1= —cl (f — c2B42) / DET 
Xk+1=(c2 *D*Yk +D*F?+c2 *C*Xk +C*F')/ DET ; 
Yk+1 =(—c2* D* X L. —D*Fk+c2 *C*Yk +C*F2 )IDET 
DET =C*C+D*D;C= co — c2Bk,D= f —c2B42 
If k=1, then 
(2.7.5) 
(2.7.6) 
F1 — L° / At + G C +L / OZ  ~~ = Voi,1 	 ;j 	iij 	 Yz 	l ~ 	,1 	 i,i O i,j ' xz/ +Gl +t  / Az1 
13= c1C / DET;Bz = —c1D / DET; 
X2 =(C*PI +D*F2 )/DET;Y2 =(C*P2 —D*F l )/DET 
C=co ;D= f;co =1/&+c1 ;c1 =D2 /Oz1 /Oz2 
If k=NZ, then 
uNz,i, j = ao (C * XNz+1 — D * YNz+1) l DET 
VNZ,i, j = ao (C * YNz+1 + D* XNz+1) I DET 
C=1— al * BNz+i , D — a1 * BNz+1; a1 =1 + 1.5 * 10-3 (. JuNz i 1 + VNz i j )/ OzNZ / vNZ,i,j 
if ao = 0 then uNz,iJ = VNz,i,; = 0 and if ao = 1 then we have the velocity field on the bottom, which is 
important for the calculation of sediment transport. 
The vertical velocity will be calculated as follows: 
— k,i 	\l — 	Di+1,'Juk,i+1,i — J 	J  uk,i-1, ) / 2 / Ay+ (Di , +lVki j • — Di I ,•lVk,i j , • )/ 2/Ay) J 	 J I  
3. BASIC EQUATIONS FOR A LARGE AREA 
This section deals with the methods of numerical simulation of the dynamically consistent fields of 
currents, temperature, salinity and ecosystem components for a large area. We describe the 
numerical procedure for solving the ocean primitive equation system, which is based on the 
decomposition of the space operator of the problem (the weak approximation method). The 
original equations written in the a coordinate system are reduced to a system of evolutionary 
equations which satisfies an integral relation for total energy. We consider the decomposition of 
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the operator in the given differential problem as a sum of suboperators. The corresponding energy 
relation must necessary hold for each suboperator. The decomposition of the problem operator 
may be of different depth, down to the splitting by separate coordinates. Each isolated suboperator 
can then be approximated in space by a specific method, its characteristic feature being taken into 
account. 
3.1 Problem proposition: governing equations, boundary 
and initial conditions 
We pose the differential OGC problem. In the spherical co-ordinates %, 0, z (Zalesny 1996) we 
have: 
du — (f —m. cos eu)v=— m åp + a v au +Fa 
dt 	 po axaz " az 
dt 
+( f— m cos eu)u =— n 
ae 
--+—v z a Z + F° 
Ao 
ap =gA P = f (T,$) — Po 
m( au + n a ('—' )) + aw = o ax 	ae m. 	az 
dT_ a aT 	1  al T T + +F 
dt 	az az pocP az 
dS 	a vs as 
+FS 
dt = az az 
dC _ a v c 
aC +Fc +G 
dt az az 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
where: 
dt 	~t 
+m.0 a~ +nv a +(w+r6) å 
a* 	a* 
Z a 
14 
, 
+ mn e µ,, ae 
P= Preal — Po5 P= Areal — PO' 
We consider the system of equations (3.1)-(3.7) in the time interval [0,t] in the three-dimensional 
domain D. D is bounded by the piecewise lateral boundary 8D that is composed of the sea surface 
z = 0, the lateral surface E, and the bottom relief H(.1,0). We supplement the above equations by 
the following boundary conditions with respect to z 
for z = 0: 
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au 	av 
v„—=--, v„—=--, w = 0 
az 	Po 	az 	Po 
aT 	au 	C 
VT 
az = —QT 9 us az = —QS , V  az = —QC 
for z = 
au 't~ av tia 	aH aH vu — 
az
=- , v„=- , w=mu+nv 	 (3.10) 
Po az Po 	ax a6  
as 	ac 
VT 
az 0 ' vs az 0, vc az —QcH 	
(3.11) 
and initial conditions 
for t= 0: 
Here: 
u= u° ,v=v° ,T =T° ,S=S° ,C= C° (3.12) 
U is the horizontal velocity vector with components u and v,w is the vertical velocity, T is the 
temperature, S is the salinity, p is the pressure, p is the density, Po is the mean density, g is the 
acceleration due to gravity; f = —2Qcos6 is the Coriolis parameter; m = 	1 ;n = 1 ; R is the 
R sine R 
radius of the earth, v,,, VT, vs, vc are the coefficients of vertical turbulent diffusivity; ,u„, ItT, ,us, /LC 
are the corresponding coefficients of horizontal diffusivity; C is the ecosystem variable; G stands 
for the biochemical reactions, .% is the longitude, 0 = 90° + r , yo is the latitude. 
3.2 Evolutionary reformulation of the problem in coordinate system 
The OGC problem that is formulated in the (3.1)-(3.12) is used in various investigations in 
oceanology. A number of numerical models (Golubeva & al. 1992, Bryan 1969) are based on it. In 
this work we use the transformed form of writing the equations which is based on the transition to 
the a system of coordinates .i 3O,a, where a = z I H(.1,0) (Zalesny 1996). 
Upon transition to the new coordinates in (3.1)-(3.12) and eliminating the functions p and w we 
have 
du 	 a(po — gH1 Pda) 	aH H(at —(f —mcos8u))v—Lu=—H 
m —( 	
ax 
° 	+gap a )+Ft' 
Po 
dv 	 n a(po — gHl Ada) 	aH 
H(at +(f —m cos 8u))u — Lv=—H—( 	
a6 
° 	+gap --)+e Ft' 
Po 
(3.13) 
(3.14) 
H~ — LT = 	
1 	
+ FIT Poc P aa  
(3.15) 
(3.8) 
(3.9) 
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H 
 dS— 
 LS=Fis 	 (3.16) 
t 
H dC — LC = FIc + HG 	 (3.17) 
where 
H~t =Hå +muH ~+nvHåe +(co+v5)å 
L= la .a 
H a6 a6 
(1) _ J m(  auH + anvH / m )6:5
6 ax 	ao 
Here po, which is the value of pressure at the undisturbed sea surface, is a function independent of 
the vertical coordinate. We can specify it (or eliminate it from the system) using the relation that 
results from the continuity equation and the boundary conditions cum = co,l = 0: 
m( auH + anvH/m )+ au) —0 
ax 	ae 	ao. 
W
_ jm( auH + anvHlm )d6 
o ax ao 
The total energy conservation law 
(3.18) 
(3.19) 
a 2 	z 
at Di Hp  
u 2 v +6 	IPI ZgH 2( 	dD = 0 	 (3.20) 
also holds for the new formulation of the problem. Note that using the expression under the time-
derivative sign in (3.20) we can determine the inner product, and in the given metric the operator of 
the problem is positive semi-definite. 
3.3 Numerical algorithm. General approach 
We use the approach based on a flexible procedure in the family of splitting-up methods, viz. the 
weak approximation method. We decompose the space operator of our problem into a number of 
simpler energy-balanced suboperators such that the law (3.20) must necessary hold for each 
isolated simpler problem. Each separate problem may be considered as a separate stage of the 
splitting-up method if it is employed as a time integration method. each separate problem can be 
approximated in space in a certain way and can represent a separate program module of the model. 
Generally speaking, in the framework of the splitting-up method we can employ for each separate 
problem an individual method for its numerical solution: a method for the space approximation, the 
grid structure, and the time stepping scheme (see Zalesny 1996). 
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3.4 Decomposition of the space operator. Selection of 
the energy-balanced problems 
We represent the space operator of the system (3.13)-(3.17) as the sum of two energy-balanced 
suboperators that describe the process of momentum transfer and the adaptation of current and 
density fields. The evolutionary problem, that may be considered as a separate stage of splitting-up 
according to the physical process, corresponds to each suboperator. 
Momentum transfer 
We write the equation of momentum transfer taking into account the term that describes the effect 
of spherical rotation: 
uH au + a (uHu) + n vH au + a (—n  vHu) + w1 au + a (w1u)] ax ax, 	m ao ao m 	a6 a6 
+Hm cos Ouv = 0 	(3.21) 
vu a 	n av a n 	av a uH ~ + a~ (uH •v)+-14-1     
ao 
+ ae ( m vH • v) + w1 
a6 
+ a6 (w1u) 
H au 1 _____+— 
m at 2 
H av 1 --+— 
m at 2 
—Hmcos0 • u • v = 0 	(3.22) 
It is easy to verify that the operator in the momentum transfer problem (3.21)-(3.22) is skew-
symmetric. The semidivergent form of the convective terms in (3.21)-(3.22) is convenient because 
it admits a further decomposition of the operator. It may be regarded as the sum of three 
suboperators which are locally one-dimensional in the coordinates 1, 0, a the properties of skew-
symmetry being retained. 
Taking into account (3.3) we have from (3.13)-(3.17): 
au 	mH apo mgH a a 	ap 	ap aH 
H at —Hfv+ 130 ax 2p0 _ aa,
Hf(
0 
p-6
aa
)d6+6(H—p 
a~) 
av 	mH apo — mgH a 6 	ap 	ap aH H—+Hfu+  	H f (p-6—)d~+6(H-- p ) 
at 	p0 ao 2p0 a8 o 	a6 ao ao 
aT i[„ aT a 	 aT a 	aT a 	1 H 
åt 
+ 2 LHmu 
a~ 
+ a~ (HmuT ) + Hnv 
a8 + a8 
(HnvT ) + w1 
a6 + a6 (w1T)J = 0 
as 	1 C 
	
as a 	as a 	as a  H 
~t 
+ 
2 
Hmu a~ + 
å~ 
(HmuS) + Hnv 
ao + a8 
(Hnvs) + w1 
a6 + a6 
(w1S )1=  0 
H ac + 2 Hmu 
ac + a (HmuC) + Hnv ac —+— (HnvC) + w1 ac —+—(  a w1C)
J 
= G 
ax ax 	 ao ao 	a6 a6 
 
(3.23) 
(3.24) 
(3.25) 
(3.26) 
(3.27) 
We add the corresponding boundary condition and the relation (3.19) to the system (3.25)-(3.27). 
We can further split the space operator of the system (3.25)-(3.27) and select the corresponding 
problems of a similar structure for each given stage. 
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4. FORCING FACTORS 
4.1 Interaction between the atmosphere and the sea 
The net surface heat flux (Qs) is expressed as: 
Qs =oE — (1— a)Fs —FL +LQE +QT 	 (4.1) 
where Fs is the short-wave radiation, FL the long-wave radiation, a the albedo, a the Stefan-
Boltzmann constant. 
The calculation of the turbulent fluxes of momentum (ti), sensible heat (QT) and water vapour (QE) 
follows the familiar bulk aerodynamic formulation: 
ti =—Pa u W = patti? = PaCDUaz , (4.2) 
(4.3) 
(4.4) 
QT =PaCpOW =PaCpCQ(OS — Oz)Uaz 
QE = PaCg (gs — gz ) 
where Uaz  denotes the wind speed at a height z, and u* is the friction velocity. pa is the air density, 
and cp is the specific heat capacity of air. OS-OZ and qS  qZ are the differences in potential 
temperature and specific humidity between the atmosphere and the surface, respectively. QE gives 
the flux of latent heat. 
Based on the Monin-Obukhov similarity theory (for details, see e.g. Garratt 1992, Launiainen 
1995), the effect of atmospheric surface layer stratification is taken into account in the calculation 
of the bulk transfer coefficients as: 
CD  =CD(CDN ,WM(ZlL)) (4.5) 
CQ = CQ (cQN  ,'l`M(z l L),'lg(zlL)) (4.6) 
CE =CE(CEN,TM(ZlL),TE(ZlL)) (4.7) 
where z is the height and cDN, cQN and cEN are the neutral bulk transfer coefficients. 'I'M, 'FQ and 
'hE are the so-called universal functions which characterize the effect of atmospheric surface layer 
stability on the bulk transfer coefficients. Argument L is the stratification parameter, the Monin-
Obukhov length, specific for each observational case. Strictly, because L is a function of the bulk 
fluxes of (4.2)-(4.4) to be determined, the calculation of the bulk transfer coefficients and fluxes is 
iterative. The iteration can be avoided, however, by using the ratio between z/L and a directly-
calculable stability parameter, bulk Richardson number (Launiainen 1995), the method for which 
gives flux results almost identical with the iterated ones. A full discussion of the iterative and non-
iterative methods to calculating turbulent surface fluxes are given in Launiainen and Vihma (1989) 
and Launiainen & Cheng (1995). 
For the model, we use an algorithm suggested by Launiainen & Cheng (1995). In the calculations, 
recognized universal functions such as those of Holtslag & de Bruin (1988) for the stable region, 
and Businger & al. (1971) and Högström (1988), are used. For the neutral drag coefficient and 
sensible heat and water vapour coefficients the following parameterizations are used 
cDN *103 = 0.61+ 0.631J. 10 
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where Uaio  is the wind speed and 
CQN,EN *103 = 0.63CDN *103 + 0.32 
the latter expression giving very comparable Dalton/Stanton number estimates e.g. to those of 
Smith (1988, 1989) and Smith & al. (1996), but involving to a slight wind dependence. 
Although the neutral bulk transfer coefficients as given above are referred to a height of 10 m, the 
calculation procedure is technically constructed in terms of non-height-dependent roughness 
parameters (aerodynamic, temperature and moisture roughness) so that the procedure can be 
applied to any height in the constant flux layer, say from 1 to 50 m, approximately. In applications 
and in coupling of the hydrodynamic model with the HIRLAM model, the 10 m level, or the lowest 
HIRLAM model level of 35 m is most frequently used. 
4.2 The use of meteorological forcing 
Meteorological forcing can be calculated in the model on the basis of: 
a. measured atmospheric data; 
b. atmospheric model data. 
Measured atmospheric data are more correct but the measurements stations have an irregular 
spatial distribution so data from an atmospheric model is to be preferred. 
4.2.1 The use of meteorological forcing from the HIRLAM model 
As is common nowadays, the outputs of atmospheric models (wind speed and direction, air 
temperature, pressure, humidity and cloudiness) are used as an input to marine hydrodynamic 
models. The atmospheric model from which the meteorological forcing is obtained for the sea 
model is known as HIRLAM (Hlgh Resolution Limited Area Modelling). The originally joint 
Nordic-Dutch model HIRLAM was developed in the 1980's. The HIRLAM1 version was brought 
into operational use in the Finnish Meteorological Institute (FMI) in January 1, 1990. The 
operational use of the HIRLAM2 version began in the FMI on June 1, 1994. The HIRLAM1 
model version (Gustafsson 1991) has a horizontal resolution of 0.5 degrees (latitude) by 1.0 degree 
(longitude), which means about 55*55 km in the Baltic Sea area. The HIRLAM1 version has 
about 30 vertical levels. 
The output fields (6h forecasts) from the HIRLAM model (wind speed and direction, atmospheric 
temperature) were further modified to be usable for the sea model. The resolution of the sea model 
is about 5 minutes (longitude) by 2.5 minutes (latitude), which means about 4.5*4.5 kilometers. 
The interpolated HIRLAM winds at the lowest model level, namely at a height of 32-35 m, were 
compared with the measured winds at the open sea station of Kalbådagrund (35 m height). The 
comparisons showed that the modelled winds speeds were in general lower than those observed. 
This difference can be most probably explained by the lack of resolution of the HIRLAM model. 
The model cannot "see" the Gulf of Finland. The areal interpolation of the winds also causes some 
reduction in the speeds, because HIRLAM grid points in the coastal area are used in this 
procedure. On the other hand, without the interpolation of winds from the H RLAM grid to the sea 
model's grid, the curl of the wind stress cannot be properly defined. The total number of grid 
points used is only about 20. 
A simple correction to the interpolated HIRLAM winds speeds for the whole year studied 1992, is 
carried out. The corrections to the HIRLAM wind fields are only focused on wind speed. 
Corrections to the wind direction are too complicated, and besides, the wind direction is mainly 
determined by the surface pressure pattern, which is well enough forecast by the HIRLAM model. 
Atmospheric temperature corrections are not carried out because of the lack, over the open sea, of 
the observations which would be needed to describe the complicated temperature pattern. 
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A regression analysis is used to correct the HIRLAM wind speeds using the measured winds 
speeds from Kalbådagrund as correct values. Measurements at 6h intervals from Kalbådagrund 
(00, 06, 12, 18 GMT) are used to correct the corresponding HIRLAM wind fields. The following 
first-order regression equation is found: 
H[RLAM 	 H/RGAM 
Ucorr 	= a0 + a1U (4.8) 
where UHIRLAM  is the original HIRLAM wind speed (m/s), U orRLAM  is the corrected HIRLAM 
wind speed (m/s), a0=1.0, a1=1.5. 
The original HIRLAM winds at the location of Kalbådagrund are corrected using (4.8). The 
corrected HIRLAM winds are quite accurate. A mean ratio K between the wind stresses calculated 
from the Kalbådagrund winds and wind those calculated from the original (interpolated) HIRLAM 
winds was determined using the wind data every 6 hours. K was found to be equals to 4. If the 
corrected interpolated HIRLAM winds are used, K equals 1.1, showing that at least the mean wind 
stress is accurate. 
The HIRLAM wind fields discussed here are from the 35 m level. The 10 m winds will be 
calculated from the 35 m winds as follows (T. Vihma, personal communication): 
Um„, = 0.9U35m 	 if 
	
(4.9) 
Ulo,,, _ (0.9-0.5Ri)U35», 	if 
	
(4.10) 
where: 
Ri is the Richardson number: 
Ri = gZ (T35m — T,r )  
T35m U; 5m 
(4.11) 
where U35 (m/s) is the corrected HIRLAM wind speed at the 35 m level, U10 is the calculated 
HIRLAM wind speed at the 10 m level, T35m  (degrees K) - the HIRLAM air temperature at the 35 
m level, TS is the sea-surface temperature calculated by the sea model and Z=35 m. 
The HIRLAM products of relative humidity and total cloudiness are not easily available; so values 
measured at a single point have been used throughout the model simulations. The relative humidity 
measured (at 6h intervals) at the Kallbådagrund weather station (59°58', 25°37') was used in the 
simulations. Cloudiness is not observed at the Kallbådagrund automatic weather station, so the 
values from the station of Isosaari (60°07', 25°03') have been used. 
According to Launiainen & Saarinen (1982), there can be major differences between the wind 
speeds over an open sea-area and those in a coastal area. These differences are caused by the 
following factors. Firstly, the possible difference in the wind measurement height between coastal 
and open-sea stations makes a contribution. The wind direction affects the differences in wind 
speed between coastal and open-sea areas through variable roughness and orographic effects. The 
atmospheric surface layer stability also affects wind speed differences. Due to the low resolution of 
the model, the HIRLAM winds from open-sea and coastal areas do not differ very much from one 
another. It is thus possible that the interpolated HIRLAM winds in coastal areas, where corrections 
have been made according to (4.8), are slightly overestimated compared with the real winds there. 
However, the interpolated HIRLAM winds for coastal areas are certainly more realistic than using 
the space-independent winds from Kalbådagrund. On the other hand, the interpolation procedure 
slightly decreases the HIRLAM winds over the open sea area compared with the HIRLAM winds 
in the original grid system. 
A 	HIRLAM, Ruhnu, 1995 
6h data 
Monthly mean 
B 	Measured, Ruhnu, 1995 
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In the near future the horizontal resolution of the available atmospheric models will be of the order 
of 10 km. At that stage, the wind field over the Baltic Sea can most probably be forecast 
accurately enough. As the resolution becomes finer another problem rises. 
4.2.2 Wind data as measured and as calculated by HIRLAM 
In this section the HIRLAM model wind data for the Gulf of Riga are compared with measured 
data from the Ruhnu and Virtsu meteorological stations. In Fig. 4.1 the HIRLAM model wind 
speed for 1995 is compared with measured data from Ruhnu. 
0 60 120 180 240 300 360 
Julian days 
0 60 120 180 240 300 360 
Julian days 
C 	Monthly mean, Ruhnu, 1995 
1 2 
	
5 6 7 
	
10 11 12 
Months 
Fig. 4.1. 1995 year HIRLAM model wind speeds compared with measured data from Ruhnu. 
A - HIRLAM model data, B - measured, C - monthly mean wind speed. 
Comparing the HIRLAM model data with the measured wind speed at Ruhnu notable differences 
both in data at certain times and in monthly mean data, can be seen particularly in January and 
February. For the rest of year the HIRLAM model gives wind speeds which are ca. 0.5 - 1 ryt/s 
higher than those measured. 
In Fig. 4.2 is presented the wind direction frequency distribution in 1995 for Ruhnu and Virtsu as 
measured and also as calculated by the HIRLAM model. The wind direction frequency distribution 
as calculated by the HIRLAM model has a more uniform appearance than the measured data. 
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Fig. 4.2. Wind direction frequency distribution, 1995. 
a -measured, Ruhnu, b - measured, Virtsu, c - HIRLAM, Ruhnu, d - HIRLAM, Virtsu. 
In Fig. 4.3 the wind speed distribution in 1995, measured at Ruhnu and Virtsu is compared withy 
HIRLAM data. In measured data it can be seen that stronger winds are from south at Ruhnu 
station and from north-west at Virtsu station while the HIRLAM model like in case of wind 
frequencies gives uniform wind speed distribution. 
4.2.3 Interpolation using 2D splines 
In the HIRLAM weather forecasting mode a quadratic grid with a grid distance of 55 km has been 
superimposed on a map with a polar stereographic projection. At the marine points of this grid 
temperature and wind values are available from HIRLAM data every 6 hours. These data are 
interpolated onto a grid used in the Estonian Marine Institute (a geographical grid with dlam=5.0 
min and dfi=2.5 min) using a natural bicubic spline interpolation. The natural bicubic spline is 
piecewise bicubic function 
3 
S(x,y)= / ai,,k1(xk-x )1 (y1-y )' 	 (4.12) 
i,j=0 
where 
S(xi,yp=fii (i=0,...,N;j=0,...,M) 
a2S 
ax211'=0 
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ay2
1ii=0 (i=O,...,N; j=O,M) 
1'=0 (i=o,;j=o,M) ax2 y21  
The purpose of subroutine splinel is to generate the spline aid coefficients. It is based on 
algorithms described by Martchuk (1975). The source code of the FORTRAN subprograms are 
presented by Vager & Serkov (1987). 
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Fig. 4.3. Wind speed distribution, 1995 (HIRLAM, 35m). 
a -measured, Ruhnu, b - measured, Virtsu, c - HIRLAM, Ruhnu, d - HIRLAM, Virtsu. 
4.2.4 Interpolation from irregularly-given data to a regular grid 
A simple version of data interpolation was created. Inside the study area the measurement data 
were interpolated onto the orthogonal equidistant long-lat grid. The area around the target point 
was divided into 4 sectors. In every sector the N (the value of N could be chosen) closest 
measurements to the target point were sought. The smallest value for N is 1 (1 data point in each 
sector around the target point). Basically this is a bilinear interpolation scheme. In each sector we 
choose from all the irregularly-placed points, the N closest to the target point. 
The interpolation was done using the chosen N values in every sector. For example, to interpolate 
irregularly-placed data onto a regular grid for the point I,J (the target point), the calculation was as 
follows: 
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_ DATSUM  
RAD IS 
where G_DATi,J is the interpolated value for the regular grid point I,J; 
4 	N 	RAN _DATM,L  DATSUM = E  L=I M=i (R_ IDKM,L 
(4.13) 
(4.14) 
where L is the sector, L = 1,2,3,4; 
N are the data measurements, taken into account in each sector; 
P is a weight factor; 
RAN_DATM L is the value from a random measurement point M in sector L from 
the regular grid point I,J 
R_IDKM,L is the distance of the random measurement point M in sector L from 
the regular grid point I,J 
4 N 
and 	RAD_IS = E 	1 	 (4.15) 
L=1M=1(R_ IDKM,L )P 
This method of interpolation is also used for model input data handling and for the plotting and 
visualisation of model results. 
4.3 River runoff and nutrients load 
The monthly mean data for the river runoff of the main rivers are used. In order to accurately 
describe the time-dependency of the river runoff the Fourier-coefficients are calculated. The 
nutrients load input file includes data about orthophosphates, total phosphorus, nitrates, nitrites, 
ammonia and total the nitrogen amount from the pollution sources. If detailed data about the load 
distribution in time are not available then the mean load data are used. The location of every 
source point is described by model grid cell numbers. For river runoff calculations the width of the 
river is also given in the input file. The river runoff and load data for the Baltic Sea area are 
extracted from HELCOM material. 
5. INTERACTIVE USER INTERFACE 
The aim of the interactive user interface described is to make the complex aquatic ecosystem model 
flexible and easy to use, and to enable the simulation of different situations without any changes in 
the model code. 
The interactive dialogue provides user-friendly support during model initialization and 
visualisation. It offers information on the model and allows one to choose the model input/output 
parameters, to visualise the results, etc. Using this software the user can change the structure of 
model. This means that the user can choose different methods to describe chemical and biological 
processes, can include/exclude bottom sediments, or can choose the list of model variables. The 
model grid can also be created automatically. 
All the files needed reside in three directories. The model and dialogue executable files have to be 
in the current directory. The input and output data files can be stored in separate directories which 
can be defined during the dialogue. 
The general scheme of the user interface for water ecosystem modelling is presented in Fig. 5.1. 
A short description of this package with some examples is given below. 
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PANEL MENU COMMENT 
A INFO Al Variables List of model variables 
A2 Initial data Requirement of initial data 
A3 Current version Current data set in model 
A4 Compare versions Compare two versions 
A5 Description Model basic principles 
B SET B1 Path Paths for data groups 
B2 Grid Create model grid 
B3 Variables Include/exclude variables 
B4 DOS or UNIX Model environment 
B5 Coefficients Change model coefficients 
B6 Initial Initial fields 
C VERSION Cl Choose Choose previous version 
C2 Set new Create a new version 
C3 Delete Delete storaged version 
C4 Zoom Make a subversion (zoom) 
D OUT Dl Time Time period for model run 
D2 Variables Variables for output 
D3 Points Output for time series 
D4 Area Output for animation 
D5 Screen Variables for screen 
E CHECK El Data files Availability of data files 
E2 EXE files Availability of EXE files 
E3 Path Path for data & EXE files 
E4 Disk space Availability of disk space 
ES Content Logical content of data 
F RUN Fl Continue Continue previous version 
F2 Run Run chosen version 
F3 Make Create & compile some files 
F4 Exit Exit dialogue without run 
G VISUAL Gl Isolines Visualisation of results 
G2 Animation Visualisation of results 
G3 Time series Visualisation of results 
G4 Print 2D Print 2D fields 
G5 Create data 1 Create data for visualisation 
G6 Create data 2 Create data for visualisation 
H TEST Hl Compare Compare model results & measurements 
I DEMO Il Common scheme Model common scheme 
I2 Nitrogen cycle Model nitrogen cycle 
I3 Phosphorus cycle Model phosphorus cycle 
I4 Self-similarity Explanation of self-similarity 
I5 Michaelis-Menten Michaelis-Menten equation 
I6 Load-decay Decay rate dependency 
Fig. 5.1. Main scheme of user interface for water ecosystem modelling. 
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5.1 Main panel 
The main menu panel (Fig. 5.2) shows nine sub-panels (marked by the letters A-I in Fig. 5.2) 
which allow the selection of the required operations for model interactive use and results 
visualisation. Information about the dialogue structure is in file f dia0.dat which has to be in the 
current directory. 
A 	B 	C 
	D 	E 	F 	G 
	H 	I 
Info 	Set 	Version Out 	Check Run 	Visual 	Test 	Demo 
   
Fig. 5.2. Main menu panel. 
5.2 The "Info" panel 
The "Info" panel (Fig. 5.3) offers information about the model variables, initial data requirements, 
previous versions of the model and a model description. 
Info 
 
Set Version Out Check H Run Visual Test Demo 
         
Variables 
Initial data 
Current version 
Compare versions 
Description 
Fig. 5.3. The "Info" panel. 
The term "version" includes all the model state parameters - area, grid, process coefficients, model 
structure (including processes and variables), input/output organisation, etc. For different 
simulations some of the model state parameters will be changed. To repeat previous simulations it 
is possible to initialise the model using this particular "version". "Current version" means the 
version which is loaded into the model at the present time. 
By selecting the "current version" them from the "Info" the user will get the "Model coefficients" 
subpanel that offers information on the various model coefficients in the current version. The "Cell 
mass" item gives information about the plankton cell masses used in the current version of the 
model (Fig. 5.4): 
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A2 
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Model coefficients 
A3A 
	
A3B 
	
A3C 	 A3D 
	
A3E 
	
A3F 
Cell mass 
	Reactions 	Constants 	Temperature 	Minimum 	Settling 
i  
Plankton cell mass 
1 Net-phytoplankton AMAS(1) pg C 2100 
2 Nano-phytoplankton AMAS(2) pg C 56 
3 Phytoflagellates AMAS(3) pg C 1.5 
4 Pico-phytoplankton AMAS(4) pg C 0.04 
5 Meso-zooplankton HMAS(1) pg C 800000 
6 Micro-zooplankton HMAS(2) pg C 6400 
7 Nano-zooplankton HMAS(3) pg C 50 
8 Zooflagellates HMAS(4) pg C 0.4 
Fig. 5.4. The "Cell mass" sub-panel ande the item "Current version" in the "Info"panel. 
5.3 The "Set"panel 
The list of items in the "Set"panel are presented in Fig. 5.5. The "Path" item in the "Set" panel 
means that all the dialogue routines first look at a path data file to obtain the absolute path for 
every input and output data file. This path data file has to be in the same directory which the main 
dialogue program is running. To apply the model in a new area, one of the first tasks is to develop 
the model horizontal grid. Using the "Grid" item it is possible to automatically create the model 
grid on the basis of coastalline coordinates and topography data. This software interpolates the 
depth for the grid cell. The "Variables" item offers the possibility for the user to include/exclude 
various variables in the model. By selecting "Set" in this panel, the user can also choose the model 
environment - i.e. to run the model in a PC DOS or a UNIX machine. The "Coefficients" item 
permits one to change certain model coefficients. The "Initial" item gives the possibility of setting 
initial values for model variables in the surface and bottom layers. 
For example, selecting the "Path" item in the "Set" panel user will get the dialogue page shown in 
Fig. 5.6. 
A3A1 
A3A2 
A3A3 
A3A4 
A3A5 
A3A6 
A3A7 
A3A8 
Home PgUp PgDn ; End 
1. INPUT DATA FILES 
2. OUTPUT DATA FILES E1F 0 DATA 
SET ABSOLUTE PATH (for DOS) 
E:\F  DATA 
Next dialog page 
Current directory: E:\F_D_EXE 
VERSION: egy3 - Egyptian Mediterranean coast 
I 	 
~ 
Test II Demo Info Set Version Out Check Run Visual 
Choose 
Set new 
Delete 
Zoom 
Cl 
C2 
C3 
C4 
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Info Sel II Version Out II Check Run Visual II Test Demo 
       
i 
Path 
Grid 
Variables 
DOS or UNIX 
Coefficients 
Initial 
Fig. 5.5. The "Set" panel. 
Fig. 5.6. Dialogue page after selecting the "Path" item in the "Set" panel. 
In this dialogue page (Fig. 5.6) the user has to set the path for the input files and output files. In 
the example shown in Fig. 5.6, the user is working in directory E:\F_D_EXE and has the input 
data and output data files in directories E:\F_D_EXE and E:\F_D_EXE respectively. These 
directory names are saved in the file [path .dat This file has to be in the current directory. 
5.4 The "Version" panel 
By choosing the "Version" dialogue panel (Fig. 5.7) the user has the possibility repeating some of 
the previous calculations after changing parameters or of continuing with the previous version. 
Fig. 5.7. The "Version" panel. 
In this panel the user can choose some already stored version, can set a new version or can delete 
some previously-stored version. The "Zoom" item is used for choosing a sub-area from some 
stored version for calculations with a finer grid. For example, on selecting the "Choose" item in the 
"Version" panel, the user will get the dialogue page shown in Fig. 5.8. 
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Fig. 5.8. Dialogue page for the "Choose" item in the "Version" panel. 
On this dialogue page the user can choose some previously stored version. The version name has 
four letters. In Fig. 5.6 the user is working with version "egy3" (the current version in the model in 
this case is "egy3"). By clicking on the "rig3" button with the mouse and then on the "Choose" 
button the current version in the model will be changed to version "rig3". Information about the 
stored versions (grid size in the x and y directions, version name, short comment for every version 
and name of the current version) is found in the file f versio.dat. This file has to be in the current 
directory. 
5.5. The "Out" panel 
Using the "Out" menu panel (Fig. 5.9) the user can set the model simulation output, i.e. the start 
and end times and the time step (the "Time" item), the variables (the "Variables" item), the grid 
points for the time series (the "Points" item) and the area for 2D isolines and animation (the 
"Area" item). For following the calculations the user can choose the variables which will be 
presented on the screen during the run (the "Screen" item). 
Fig. 5.9. The "Out" panel. 
For example, by selecting the "Time" item in the "Out" panel the user will get the dialogue page 
shown in Fig. 5.10. 
In the example of this dialogue page (shown in Fig. 5.10), the user is working with version "egy3" 
(the Egyptian Mediterranean coast). It is selected for the model to run from 1.1.1992 to 1.12.1992. 
Regarding results for the time series, "CHOSEN BOXES" will be stored every 12 hours, 
animation files will be created every 24 hours and the model state will be stored every 10 days. 
An example of the dialogue shown on page selecting the"Variables" item in the "Out" panel is 
shown in Fig. 5.11. 
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Next dialog page 
 
Home PgUp PgDn End 
SET MODEL RUN TIME 
1. MODEL RUN START TIME 1 1 1992 
2. MODEL RUN END TIME 12 12 1992 
SET TIME STEP FOR OUTPUT 
1. CHOSEN BOXES (hours) 12 
2. ANIMATION (hours) 24 
2. MODEL STATE (days) 10 
VERSION: egy3 - Egyptian Mediterranean coast 
Fig. 5.10. Dialogue page for the "Time" item in the "Out" panel. 
Fig. 5.11. Dialogue page for "Variables" itemin "Out" panel. 
In this example of a dialogue page (Fig. 5.11) the user is selecting variables for output from the 
"NUTRIENT" group. 
5.6 The "Check" panel 
Info  Set  Version  ®ut Check Run Visual Test  Demo 
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EXE files 
Path 
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Disk space 
Fig. 5.12. The "Check" panel. 
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Before the calculations it is useful to check on the availability and content of the files needed using 
the "Check" panel (Fig. 5.12). The "Check" menu panel allows one to check the availability of the 
required data files for the chosen version (the "Data files item), the executable files for the 
calculation and the dialogue (the "EXE files" item), existing directories for input and output files 
(the "Path" item), the availability of the disk space needed (the "Disk space" item) as well as to 
logically check the contents of the data files (the "Area" item). 
For example, on selecting the "Data files" item in the "Check" panel the user will get the dialogue 
page shown in Fig. 5.13. 
Fig. 5.13. Dialogue page for the "Data files" item in the "Check"panel. 
In this dialogue page the list of data file names, their directories (current directory P=O, directory 
for input data files P=1, directory for output data files P=2), short comments, the availability of 
the files and their sizes are presented. If a certain data file is missing, the user has to copy it into 
the required directory (or createit there). 
5.7 The "Run" panel 
In the "Run" panel (Fig. 5.14) the user has the possibility of repeating some of the previous 
calculations with changed parameters or of continuing with the previous version. During the 
calculations, the model state (the instantaneous values of the model parameters) will be stored at 
the given time step. By using the "Continue" item the user can select a particular previously-stored 
model state at a given moment and continue the model run from this moment using the new forcing 
parameters. To start the calculations, the user has to click the "Run" item. Because of the very 
large combination of possibilities for output, the subroutines codes for output handling in the 
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model will be automatically rewritten before the calculations. The "Make" item means that it is 
possible just to create these subroutines without actually starting the run. The "Exit" item 
interrupts the dialogue. 
Fig. 5.14. The "Run" panel. 
5.8 The "Visual" panel 
After the calculations, the results can be visualised and compared with results from other 
simulations or with measured data using the "Visual" panel (Fig. 5.15). 
Info 
 
Set Version II Out Check 
 
Run Visua' Test Demo 
          
Isolines 
Animation 
Time series 
Print 2D 
Create data 1 
Create data 2 
Fig. 5.15. Panel "Visual". 
This software presents the user with various possible ways of visualisation on the screen or as a 
print-out. The "Isolines" and "Animation" items present the 2D fields of results using isolines or 
coloured fields respectively. The "Time series" item shows the results at a chosen grid point. The 
"Print 2D" item allows one to print the results as isolines or colour fields. For example, by 
selecting the "Isolines" itemin the "Visual" panel the user will first get the dialogue page for 
choosing the variable for visualisation using isolines (Fig. 5.16) and then the dialogue page for 
setting yhe visualisation parameters (Fig. 5.17). 
Fig. 5.16. First dialogue page for the "Isolines" item in the "Visual"panel. 
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Next dialog page 
 
Home PgUp PgDn End 
VARIABLE: PO4-P (G/M3) 
LAYER 1 
START TIME COUNTER 1 
END TIME COUNTER 100 
TIME COUNTER STEP 4 
MINIMUM CONTOUR LINE 0.000 
MAXIMUM CONTOUR LINE 0.000 
CONTOUR LINE INTERVAL 0.000 
VERSION: egy3 - Egyptian Mediterranean coast 
Fig. 5.17. Second dialogue page for the "Isolines" item in the "Visual"panel. 
For example, after selecting the "Animation" item in the "Visual" panel, the model results will be 
visualised using the FLIGEN program. First the data will be converted to the FLI format which is 
a standardized format for animation files. FLIGEN is not just a plain converter, but also adds data 
from various other sources and interpolates the input data to get better results. The color palette 
(an 8-bit colour scheme is used) can also be edited via a special colour definition file. After 
completion of the animation generation sequence an animation file will be produced. FLI files can 
be viewed using widely-available FLI players, such as aaplay, dfv, etc. It is also possible to 
include the FLI files generated into presentations. 
5.9 The "Test" panel 
To compare model results with measured data the user has to select the "Compare" item (Fig. 
5.18). 
Hl Compare 
  
Fig. 5.18. The "Test" panel. 
6. MODEL SIMULATIONS 
The 3D hydrodynamic and ecosystem model FinEst is used for calculations for the Gulf of Riga, 
the Gulf of Finland and the Egyptian part of the Mediterranean Sea. Our main interest was the 
Gulf of Riga. The hydrobiological verification of the model is particularly important and so we 
also applied the model in other areas. Due to the fact that the model structure and all the 
coefficients for the different sea areas were the same, a demonstration was provided of the 
universal character of this model. The FinEst model for the whole Baltic Sea was used for the 
determination of the boundary conditions for the open boundaries of the Gulf of Riga and the Gulf 
of Finland. 
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6.1 The calculation of the hydrodynamic and ecological processes 
in the Baltic Sea 
One of the main aims in running the model for the whole Baltic Sea was the production of the 
boundary conditions for the Gulf of Riga and the Gulf of Finland. Thus only two pictures 
concerning the distribution of plankton in the Baltic Sea are presented here (Figs. 6.1 and 6.2). In 
these, the strong effect of the loading sources on the spatial distribution of the smaller size groups 
can be seen. Because the temporal and spatial plankton distribution inside so big an area is very 
variable, the realistic character of the plankton distribution only appears in a demonstration of the 
calculated results as an animation using a 1-day timestep (not shown here). 
SURFACE NANO-PHY 20.06 
MIN=0.002 MAX=1.229 CI=0.1 
Fig. 6.1. Surface nanophytoplankton in the Baltic Sea. 
SURFACE BACTER 7.07 
MIN=0.012 MAX=1.508 CI=0.1 
Fig. 6.2. Surface bacterioplankton in the Baltic Sea. 
MIN=0.010 MAX=0.081 CI=0.002 
, 
• 
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The spatial development of the surface layer biomass concentrations of autotrophs during the 
growth season of the year 1995 is shown in Figs. 6.3-6.14. In these can clearly be seen the unusual 
spatial behaviour of the start of the late summer bloom, which first occurred near the Hanko region 
and the north-eastern parts of the Baltic Proper, Figs. 6.11-6.14. Intense late summer blooms also 
occur in the regions south-west of Gotland and along the southern Swedish coast. These 
phenomena agree with the observations made through monitoring programmes (Rantajärvi & al. 
1996). The spring bloom begins at the Danish Sounds and the German coast as usual, Figs. 6.3-
6.10, and shifts further north as the water temperature increases. Despite the high loading in some 
coastal areas, this factor does not dominate the bloom occurrence in the model during the growth 
period of 1995. 
SURFACE AUT—SUM 15.04.95 
Fig. 6.3. Biomass concentration of autotrophs in the surface layer of the Baltic Sea. 
SURFACE AUT—SUM 20.04.95 
MIN=0.01 MAX=0.072 CI=0.0.002 
Fig. 6.4. Biomass concentration of autotrophs in the surface layer of the Baltic Sea. 
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SURFACE AUT—SUM 25.04.95 
MIN=0.012 MAX=0.193 CI=0.005 
Fig. 6.5. Biomass concentration of autotrophs in the surface layer of the Baltic Sea. 
SURFACE AUT—SUM 01.05.95123 
MIN=0.013 MAX=0.133 CI=0.005 
Fig. 6.6. Biomass concentration of autotrophs in the surface layer of the Baltic Sea. 
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SURFACE AUT—SUM 05.05.95 
MIN=0.017 MAX=0.158 CI=0.005 
Fig. 6.7. Biomass concentration of autotrophs in the surface layer of the Baltic Sea. 
SURFACE AUT—SUM 10.05.95 
MIN=0.015 MAX=0.166 CI=0.005 
Fig. 6.8. Biomass concentration of autotrophs in the surface layer of the Baltic Sea. 
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SURFACE AUT-SUM 15.05.95 
MIN=0.013 MAX=0.170 CI=0.005 
Fig. 6.9. Biomass concentration of autotrophs in the surface layer of the Baltic Sea. 
SURFACE AUT-SUM 20.05.95 
MIN=0.011 MAX=0.156 CI=0.005 
Fig. 6.10. Biomass concentration of autotrophs in the surface layer of the Baltic Sea. 
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SURFACE AUT—SUM 27.06.95 
MIN=0.006 MAX=0.229 CI=0.01 
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Fig. 6.11. Biomass concentration of autotrophs in the surface layer of the Baltic Sea. 
SURFACE AUT—SUM 01.07.95 
Fig. 6.12. Biomass concentration of autotrophs in the surface layer of the Baltic Sea. 
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SURFACE AUT-SUM 10.07.95 
MIN=0.007 MAX=0.647 CI=0.02 
Fig. 6.13. Biomass concentration of autotrophs in the surface layer of the Baltic Sea. 
SURFACE AUT-SUM 15.07.95 
MIN=0.01 MAX=0.747 CI=0.02 
Fig. 6.14. Biomass concentration of autotrophs in the surface layer of the Baltic Sea. 
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6.2 The ecological processes in the Gulf of Riga 
6.2.1 Observed ecosystem cycles in the Gulf of Riga 
The regular hydrochemical and biological measurements are needed for model verification in the 
Gulf of Riga and Pärnu Bay are unfortunately quite scarce. In the period 1968-1991, the Estonian 
marine monitoring programme had only a few rarely-visited stations in the northern part of the 
Gulf of Riga. The southern and central part was covered by the Latvian Hydrometeorological 
Service or the Baltic Fisheries Research Institute. Since 1994 the number of Estonian stations has 
usually been 8, visited three times a year. Obviously they offer a poor comparison basis for the 
instant values of a 3D model. In addition, comparing typical situations and average values some 
special features (which are often responsible e.g. for triggering blooms) could be lost. 
The situation for Pärnu Bay is far better, since there are at least 12 stations there which were 
visited in the period 1968-1996, some of them even on a monthly basis. Analyses of both of these 
data sources reveal that the trophic status of the Gulf of Riga is higher than that of the Baltic 
Proper or even the central part of the Gulf of Finland. Moreover, the trophic status of Pärnu Bay is 
probably the highest of all the Estonian coastal areas, especially in relation to NO3 (Suursaar 
1994). Inflows from the Pärnu River are mainly responsible for this. Consequently, the highest 
concentrations could be found in the vicinity of the mouth of the River Pärnu (Fig. 6.15A). The 
spatial distribution of chlorophyll a displays the same pattern, though the distribution is more 
uniform (Fig. 6.15B). 
Fig. 6.15. Average values of NO3  N (A) and chlorophyll a (B) for 1981-1996 measured in 
the Pärnu Bay in April - December. 
The River Daugava has a similar effect in the southern part of the Gulf of Riga: larger nutrient 
loads are compensated there by a more open coastline and the broad shape of the Gulf. Thus, 
despite almost 10-fold differences in nutrient loadings, typical concentrations of the main nutrients 
are quite similar in the southern part of the Gulf and in Pärnu Bay. (Suursaar 1995). The typical 
values are 3-5-fold smaller than in the open Gulf. 
As a rule, the seasonal and interannual variability of hydrochemical and -biological variables is 
also rather high (see e.g. Fig. 6.18). This is governed by the normal seasonal behaviour of 
temperature and light conditions, and the cyclic development of phytoplankton. In addition, the 
random component and the component of natural small- and meso-scale variability ("patchiness") 
is probably stronger here than in the Baltic Proper. This is partly responsible for the large 
interannual variability, which can obscure long-term trends (see Fig. 6.16 and especially Fig. 
6.17). 
In general, concentrations of phosphorus have increased from 1968 to 1990 both in Pärnu Bay 
(Fig. 6.16) and in the whole Gulf (Suursaar 1995). NO3 shows (not a very reliable) decreasing 
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trend for the same period (Fig. 6.17). However, in 1994-95 all the nutrients show lower values 
compared to the 1980s, for example. The temporal variation in chlorophyll a seems to follow the 
same pattern. 
120 
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Fig. 6.16. Long-term variations in averages, medians and trend of P,o, measurements in summer 
at station P2 in Pärnu Bay. 
aver 
-®- 
median 
trend 
0 	I 	I 	I 	I 	I 	I 	I 	I 	I 	I 	I 	I 	I 	I 	I 	I 	I 	I 	I 	I 	I 	I 	1 	4 	1 	I 	I 
68 70 72 74 76 78 80 82 84 86 88 90 92 94 96 
years 
Fig. 6.17 Long-term variations in averages, medians and trend of chlorophyll a measurements in 
summer at station P2 in Pärnu Bay. 
In Fig. 6.18 the variations in measured chlorophyll a concentrations in the coastal zone (Pärnu 
Bay) are given. The scatter diagram of all chlorophyll a measurements (1968-96) presented on a 
seasonal basis (A) shows an obvious seasonal succession. However, the main peak is very sharp. 
The exact time of the peak values differs from year to year, depending on the meteorological and 
hydrodynamical conditions. While the model describes the bloom whenever it happens, the peak-
values could be missed in field observations. It depends on the intelligence used in planning the 
measurements and on their frequency. The measuring frequency was highest in 1984 (Fig. 6.18 B). 
The important year for this study, 1995, was not covered so well, and some peaks could have been 
missed (Fig. 6.18C). 
The measured spatial seasonal distributions of nutrients in the Gulf of Riga in 1993 are shown in 
Figures 6.19 and 6.20. Both in the PO4 and the NO3 concentrations a big difference can be seen 
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when comparing the winter (with the highest concentrations) and the spring (with the lowest 
concentrations, due to the phytoplankton bloom) periods. The highest concentrations were around 
the River Daugava. In Pärnu Bay there were no measurements at this time. 
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Fig. 6.18. Scatter diagram of all chlorophyll a measurements performed in Pärnu Bay in 1968-96 
plotted on a seasonal basis (A). The temporal variations in 1984 (B) and in 1995 (C). 
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Fig. 6.19. Measured PO, in the Gulf of Riga in 1993. 
A - winter (28 Feb - 3 Mar); B - spring (8 May - 11 May). 
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Fig. 6.20. Measured NO3 in the Gulf of Riga in 1993. 
A - winter (28 Feb - 3 Mar); B - spring (8 May - 11 May). 
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6.2.2 The calculation of ecological processes in the Gulf of Riga 
Model simulations were carried out for the year 1995. The calculated spatial distribution of some 
of the model variables in the Gulf of Riga for various times are presented in Figures 6.21-6.33. 
The simulated nutrients concentrations (Figs. 6.21-6.23) show the remarkable influence of the 
pollution sources (Riga and Pärnu), the highest concentrations being around the River Daugava 
area. 
SURFACE PO4-P 1.07.95 
MIN=0.000 MAX=0.022 CI=0.001 
SURFACE PO4-P 1.08.95 
MIN=0.000 MAX=0.009 CI=0.001 
Fig. 6.21. Calculated surface PO4-P (g/m3) at various times in the Gulf of Riga, 1995. 
The up- and downwelling of the currents (Fig. 6.34) have a very significant influence on the 
formation of the temporal and spatial distribution of nutrients. The calculated distribution for 
autotrophs (Figs. 6.24-6.28) shows the dependence of the phytoplankton concentration on nutrients 
concentrations. The most significant components of autotrophs were netphytoplankton (in May, 
Fig. 6.24) and blue-green algae (in August, Fig. 6.25). The concentrations of the smallest 
autotroph size-classes (Figs. 6.26-6.28) are 2-8 times smaller than those of the larger size-classes. 
Here a different situation is found for the open sea and for the loading area. For netphytoplankton 
the maximum concentration has almost the same magnitude in both areas (Fig. 6.35) while the 
smaller autotroph size-classes were strongly dependent on the pollution areas - they formed ca. 10-
20 % of the total autotroph biomass in the open sea and 30-50 % in the polluted coastal areas. The 
proportion of smaller size-classes in the total autotroph biomass was especially high after the 
spring bloom. The calculated concentrations for heterotrophs (Figs. 6.29-6.33) show almost the 
same concentration magnitude for the all size-classes. The concentrations of the smaller size-
classes are a little higher than that of mesozooplankton (Fig. 6.36). The temporal and spatial 
variability of the plankton distribution is very large, both in the calculations and in the 
measurements. 
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SURFACE NO3-N 1.07.95 
MIN=0.056 MAX=1.228 CI=0.1 
SURFACE NO3-N 1.08.95 
MIN=0.076 MAX=1.134 C1=0.1 
Fig. 6.22. Calculated surface NO3-N (g/m3) at various times in the Gulf of Riga, 1995. 
SURFACE NH4-N 1.07.95 
MIN=0.006 MAX=0.093 C1=0.005 
SURFACE NH4-N 1.08.95 
MIN=0.008 MAX=0.053 CI=0.005 
Fig. 6.23. Calculated surface NH4-N (g/m3) at various times in the Gulf of Riga, 1995. 
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SURFACE NET-PHY 10.05.95 	SURFACE NET-PHY 20.05.95 
MIN=0.171 MAX=0.337 CI=0.02 	 MIN=0.263 MAX=0.558 CI=0.02 
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Fig. 6.24. Calculated surface netphytoplankton concentrations (g/m3) at various times in the Gulf 
of Riga, 1995. 
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Fig. 6.25. Calculated surface blue-green algae concentrations (g/m3) at various times in the Gulf 
of Riga, 1995. 
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MIN=1.566 MAX=49.31 C1=5.0  
SURFACE NANO-PHY 1.08.95 
Fig. 6.26. Calculated surface nanophytoplankton concentrations (g/m3) at various times in the 
Gulf of Riga, 1995. 
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	 SURFACE PHY-FLAG 1.07.95 
MIN=21.97 MAX= 100.0 C1=5.0 
	
MIN=0.939 MAX=32.59 C1=5.0 
Fig. 6.27. Calculated surface phytoflagellate concentrations (g/m3) at various times in the Gulf of 
Riga, 1995. 
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SURFACE PICO-PHY 20.05.95 	SURFACE PICO-PHY 1.08.95 
MIN=10.39 MAX= 100.0 CI=5.0 
	
MIN=0.123 MAX=73.91 C1=5.0 
Fig. 6.28. Calculated surface picophytoplankton concentrations (g/m3) at various times in the Gulf 
of Riga, 1995. 
SURFACE MESO-Z00 1.07.95 	SURFACE MESO-Z00 1.08.95 
MIN=0.059 MAX=0.196 CI=0.1 	 MIN=0.098 MAX=0.374 CI=0.1 
Fig. 6.29. Calculated surface mesozooplankton concentrations (g/m3) at various times in the Gulf 
of Riga, 1995. 
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SURFACE MICR—ZOO 1.08.95 
MIN=15.03 MAX= 100.0 C1=5.0 
Fig. 6.30. Calculated surface microzooplankton concentrations (g/m3) at various times in the Gulf 
of Riga, 1995. 
SURFACE NANO—Z00 1.06.97 
MIN=0.358 MAX=33.47 C1=5.0 
SURFACE NANO—Z00 1.07.95 
MIN=19.61 MAX=81.18 CI=5.0 
Fig. 6.31. Calculated surface nanozooplankton concentrations (g/m3) at various times in the Gulf 
of Riga, 1995. 
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SURFACE BACTER 1.07.95 
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SURFACE BACTER 1.08.95 
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SURFACE ZOO-FLAG 1.07.95 
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Fig. 6.32. Calculated surface zooflagellate concentrations (g/m3) at various times in the Gulf of 
Riga, 1995. 
Fig. 6.33. Calculated surface bacterioplankton concentrations (g/m3) at various times in the Gulf 
of Riga, 1995. 
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Fig. 6.34. Calculated surface velocity fields for a west wind (A) and for an east wind (B) in the 
Gulf of Riga, 1995. 
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Fig. 6.35. Calculated phytoplankton in the middle of the Gulf of Riga (left column) and in the 
vicinity of River Daugava (right column), 1995. 
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Fig. 6.36. Calculated zooplankton in the middle of the Gulf of Riga (left column) and in the vicinity 
of River Daugava (right column), 1995. 
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6.2.3 Influence of an external load change on the Gulf of Riga, the Gulf of Pärnu and 
the Gulf of Finland ecosystems 
Eutrophication is one of the most significant environmental problems in the Gulf of Riga, the Gulf 
of Pärnu and the Gulf of Finland. It is caused by the considerable external load of nutrients 
(phosphorus, nitrogen). The only way to decrease eutrophication in these areas is to reduce the 
nutrient load. Because the removal of nutrients is expensive, it is important to know where, when 
and by how much we have to put in efforts to get satisfactory results. It means that we have to 
predict the behaviour of the aquatic ecosystem under different external load scenarios. The influ-
ence of a change in the external load of nutrients on the Gulf of Riga, the Gulf of Pärnu and the 
Gulf of Finland has been studied. The atmospheric forcing was taken from the HIRLAM predic-
tion model for the year 1995. 
In Table 6.1 is given the existing annual load of nutrients for the Gulf of Riga and the Gulf of 
Pärnu. In calculations for the Gulf of Riga all the five loading points are included, while for the 
Gulf of Pärnu only loading point 1 in Table 6.1 is used. 
Table 6.1. Annual external load of nutrients (tons) for the Gulf of Riga and the Gulf of Pärnu. 
Loading point PO4 Ptot NO3  NH4  Mot 
1 Pärnu 70 150 2 200 200 5 100 
2 Salacgriva 20 40 1 600 100 3 600 
3 Gauja 80 90 3 600 300 8 200 
4 Daugava 890 1260 27 600 2 700 53 100 
5 Lielupe  280 340 12 000 700 17 100 
The model was applied to the Gulf of Riga and the Gulf of Pärnu using two loading scenarios: a) 
the existing load; b) a reduced load. In the latter case the existing load data (Table 6.1) was re-
duced by 30 %. The influence of the external load change is calculated as the difference in model 
results in the case of the existing load and in the case of a 30 % reduced load scenario: 
Difference = existing loading scenario - reduced loading scenario 
The spatial differences in the biomasses of some phytoplankton and zooplankton size groups in the 
Gulf of Riga are presented in Figures 6.37-6.42. It can be seen that the biggest differences oc-
curred in the vicinity of the pollution load points. 
In Fig. 6.43 the calculated and measured nutrients and total biomass of phytoplankton in the Gulf 
of Riga are presented for different points in the gulf. The calculated differences in nutrient concen-
trations (Fig. 6.44) show that the load reduction effect is significant, especially in the vicinity of 
the mouth of the River Daugava. Calculated differences in autotroph biomass in the Gulf of Riga 
are presented in Fig. 6.45. 
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A 
	
B 
Fig. 6.37. Calculated spatial differences in netphytoplankton 
concentrations (g/m3) in the Gulf of Riga. 
A- 10 May; B-20 May. 
A 
	
B 
Fig. 6.38. Calculated spatial differences in phytoflagellate 
concentrations (g/m3) in the Gulf of Riga. 
A - 1 May; B - 1 July. 
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Fig. 6.39. Calculated spatial differences in blue-green algae 
concentrations (g/m3) in the Gulf of Riga. 
A - 1 July; B - 1 August. 
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Fig. 6.40. Calculated spatial differences in nanozooplankton 
concentrations (g/m3) in the Gulf of Riga. 
A - 1 June; B - 1 July. 
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Fig. 6.41. Calculated spatial differences in zooflagellate 
concentrations (g/m3) in the Gulf of Riga. 
A - 1 June; B - 1 July. 
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Fig. 6.42. Calculated spatial differences in bacterioplankton 
concentrations (g/m3) in the Gulf of Riga. 
A - 1 July; B - 1 August. 
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Fig. 6.43. Calculated and measured nutrients and total biomass of phytoplankton 
in the Gulf of Riga, 1995. 
Os - open sea, surface; Ob - open sea, bottom; Ds - in the vicinity of the mouth of the River 
Daugava, surface; M - measured data; Mm - measured mean data. 
(See this picture in colours in Appendix 1.) 
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Fig. 6.44. Calculated differences in nutrients in the Gulf of Riga. 
0 - open sea; D - in the vicinity of the mouth of the River Daugava. 
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Fig. 6.45. Calculated differences in autotrophs in the Gulf of Riga. 
0 - open sea; D - in the vicinity of the mouth of the River Daugava. 
In Fig. 6.46 the calculated and measured concentrations of nutrients in the Gulf of Pärnu are 
shown. The calculated and measured chlorophyll a in the Gulf of Pämu are presented in Fig. 6.47. 
The calculated influence of load reduction in the Gulf of Pärnu is presented in Figures 6.48-6.49. 
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Fig. 6.46. Calculated nutrients and total biomass of phytoplankton in the Gulf of Pärnu, 1995. 
0 - open sea; P - in the vicinity of the mouth of the River Pärnu, M - measured data. 
Fig. 6.47. Calculated and measured chlorophyll a in the Gulf of Pärnu, 1995. 
0 - open sea; M - measured data. 
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Fig. 6.48. Differences in nutrients in the Gulf of Pärnu. 
0 - open sea; P - in the vicinity of the mouth of the River Pärnu. 
The model experiments for the Gulf of Finland (GOF) were made with two load scenarios calcu-
lated using: 
a) the real 1992-1994 load; 
b) a reduced load. 
The influence of nutrient load reduction is presented as differences between the results of these two 
load scenarios. 
The existing nutrient load and the proposed reduction are taken from the Finnish Environmental 
Institute (H. Pitkänen, personal communications). The real existing annual load for the GOF dur-
ing 1992-1994 was 7350 tons of total phosphorus and 128600 tons of total nitrogen. The existing 
nutrient load from different sources, used in the model calculations, is presented in Table 6.2 as 
dissolved inorganic phosphorus (DIP) and dissolved inorganic nitrogen (DIN). The reduced nutri-
ent load is calculated according to the proposed load reduction scenario (Table 6.2). Due to the 
information available, the load data in Table 6.2, are given for some regions as an integrated load. 
1995 was characterized by a rather unusual seasonal succession of algae in the GOF compared 
with a typical year. The spring bloom started as usual in late April, and was dominated by dino-
flagellates (Peridiniella catenata, Scrippsiella hangoei, Heterocapsa rotundata, Gymnodinium 
spp.) and diatoms (Achnanthes taeniata, Skeletonema costatum, Chaetoceros spp.) 
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Fig. 6.49. Differences in autotrophs in the Gulf of Pärnu. 
O - open sea; P - in the vicinity of the mouth of the River Pärnu. 
in the western and central parts of GOF and by diatoms (Skeletonema costatum, Achnantes 
taenita, Diatoma tenuis, Chaetoceros wighamii and small centric diatoms in the easternmost parts 
of the GOF (Rantajärvi & al. 1996). The spring bloom was immediately followed by blooms 
dominated by blue-green algae during the first few weeks of June. This was due to the abnormally 
warm weather of early June. The first observations of blue-green algae blooms were made in 1995 
in the open sea off Helsinki and Porvoo in the central GOF (Rantajärvi & al. 1996, Villa 1996). 
The remarkably high rates of washed-off nutrients during the snow melt might also have intensified 
the bloom near coastal areas compared with the year 1994 (Villa 1996). Observations of blooms 
dominated by blue-green algae started at the beginning of June and lasted continuously throughout 
the whole growth period and over the whole area of the GOF with the exception of lower algal 
biomass levels during early July in the central area of the GOF and easternmost part of GOF area, 
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where the late summer bloom did not start until mid-July (Rantajärvi & al. 1996, Anttila-Huhtinen 
1996). 
The model results concerning the seasonal variations of phytoplankton in the GOF under the 
present nutrient load during the year 1995 are presented in Fig. 6.50. 
Table 6.2. Nutrient load amount and reduction scenario. 
Source DIP 
tons per year reduction, % 
DIN 
tons per year reduction, % 
Russia 
Neva + St.Petersburg 3160 25 58000 25 
Luga 45 20 1580 20 
Vyborg 58 80 377 30 
Koporskaya 55 0 372 0 
Estonia 
Narva (district+river) 475 45 3316 50 
Tallinn 35 30 1100 50 
Kohtla-Järve 30 50 2088 90 
Non-point sources 245 0 11808 0 
Finland 
Kotka-Hamina+Kymijoki 97 31 2714 26 
Loviisa district+ Porvoo+ 
Porvoonjoki+ Koskenkylanjoki 55 30 1696 70 
Helsinki+Vantaanjoki 110 27 4708 63 
Hanko+ Tammisaari 43 30 1414 70 
Non-point sources 100 0 2635 0 
Atmosphere 300 0 30000 0 
Atmospheric forcing in the model experiments was taken from the HIRLAM model for the year 
1995. 
On the left-hand side of Fig. 6.50 can be seen the simulated seasonal behaviour of the sum of 
autotrophs in the western (Fig. 6.50A), central (Fig. 6.50B) and eastern (Fig. 6.50C) parts of the 
GOF. The spring bloom dominated by netphytoplankton started in all areas in early May, reached 
its peak in late May and lasted until early June. This is somewhat late compared with the 
observations, according to which the spring bloom already started in late April. 
On the right-hand side of Fig. 6.50 can be seen the simulated seasonal behaviour of blue-green 
algae under the present nutrient load during the year 1995. The bloom started already in mid-June 
at the central and western GOF, Figs. 6.2.4.14D and 1E. The bloom continued at a high level in 
the western part until mid-September and at a relatively high level in the central part of the GOF. 
In the Neva Bay area and the eastern part of the GOF, Fig. 6.50F, an intensive and continuous 
bloom of blue-green algae started in early July and lasted until mid-September. The tendencies of 
simulated blue-green algal biomass levels during the growth period seem to be in rather good 
agreement with the observations made. 
The aim of this study was to compare the simulated situation of 1995 with a scenario of a reduced 
load of nutrients. The model results show that the influence of external load reduction can mainly 
be seen in the eastern part of the GOF, while in the western GOF this influence is lowest. The 
reason for this is the fact that the main load originates from the River Neva and St. Petersburg. 
The differences in all simulated parameters are insignificant in the western part of the GOF and are 
therefore not presented here. In the central part the differences in autotroph total biomass (Fig. 
6.51A) were relatively small, and only in the blue-green algae biomass (Fig. 6.51B) was the 
difference clearly visible. 
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Fig. 6.50. Total biomass of autotrophs and biomass of blue-green algae in the Western, Central 
and Eastern part of the GOF. 
Fig. 6.51. Differences in autotroph total biomass and in concentrations of blue-green algae in the 
central part of GOF. 
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In the eastern part of the GOF the differences between the two loading scenarios regarding surface 
water are presented in Figs. 6.52-6.54. The behaviour of the calculated nutrient concentrations 
(PO4 and NO3) under the reduced load is shown in Fig. 6.52. 
Fig. 6.52. Differences in nutrient concentrations in the eastern part of 
the GOF after load reduction. 
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Fig. 6.53. Differences in autotroph concentrations in the eastern part of 
the GOF after load reduction. 
During the vegetation period the calculated differences in nutrient concentrations were small, 
especially the PO4 difference. This is due to the low original nutrient concentrations during this 
period. 
The influence of load reduction on the biomass concentration of autotrophs is given in Fig. 6.53 
(A: total biomass of phytoplankton, B: netphytoplankton, C: nanophytoplankton, D: blue-green 
algae). The tendency is toward a reduction of biomass with reduction in the loading. It is important 
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to notice that the contribution of nanophytoplankton to total phytoplankton biomass is relatively 
small. 
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Fig. 6.54. Differences in heterotroph concentrations in the eastern part of the GOF after load 
reduction. 
The influence of loading on heterotroph biomass concentrations is shown in Fig. 6.54 (A: total 
biomass of heterotrophs, B: nanozooplankton, C: zooflagellates, D: bacterioplankton). In the case 
of a reduced load, the total biomass of heterotrophs was lower during the whole of the calculated 
period. The maximum difference in total heterotroph biomass occurs in June. Unlike the 
autotrophs, where netphytoplankton and blue-green algae are the most important feature, there is 
no clear biomass dominance by any heterotroph size class. The rapid fluctuation in the biomass of 
the smaller heterotroph size groups (Fig. 6.54C and D) is caused by strongly nonlinear predation 
and grazing processes. The heterotroph total biomass is approximately 20-30 % of that of the 
autotrophs. According to simulations made earlier with the model, it seems that the total biomass 
of bacterioplankton is an important regulator of total heterotroph biomass through the microbial 
food web and remineralization of dissolved organic matter. 
6.2.4 Influence of temperature increase on the aquatic ecosystem of the Baltic Sea 
Harmful plankton blooms have become one of the main concerns in coastal and estuary areas all 
over world. In the Baltic Sea, massive blooms of the hepatotoxin-producing cyanobacteria 
(Nodularia spumigena) are a recurrent annual phenomena in July and August. So far, the only 
cases of animal poisoning associated with the mass occurrence of blue-green algae have been 
associated with Nodularia spumigena (Table 6.3, Kononen 1992). 
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Table 6.3. Animal poisoning associated with Nodularia spumigena in the Baltic Sea (Kononen 
1992). 
Year Location Affected animals 
1963 Rygen about 400 ducks 
1975 Danish coast 30 dogs sick, 20 died 
1982 Swedish coast 9 dogs 
1983 German coast 16 young cattle 
1984 Finnish coast 1 dog and 3 puppies 
Symptoms 
liver damage 
hepatic negrosis 
hepatic negrosis 
death 
vomiting, weakness, liver damage 
Because trichal blue-green algae are situated outside the size-dependent trophic food web 
(heterotrophs do not eat the hepatotoxic algae), the blooms are controlled by the availability of PO4 
and by hydrodynamic factors. It was shown by Tamsalu & Ennet (1995) that vertical transport 
(upwelling) and entrainment (mixed layer deepening) play important roles in the transport of 
phosphorus from the lower layer with a rich PO4 concentration to the upper euphotic layer which 
has a very poor concentration of PO4 after the spring bloom. Because the growth of blue-green 
algae is limited by phosphorus (PO4), these phenomena (upwelling and entrainment) together with 
the temperature factor are important in determining the intensity of blue-green algal blooms. The 
optimum growth temperature of Nodularia spumigena strains isolated from the Baltic Sea was 20 
to 25°C, and the minimum temperature, at which growth ceases, is below 14 to 15°C. The 
influence of the climate change on blue-green algae blooms is a complicated problem. Changes in 
temperature can cause changes in growth rates; changes in the atmospheric circulation result in 
changes in the water transport structure in changes in cloud coverage can cause the nutrient uptake 
to change, and so on. Here the influence of the climate change on the blue-green algae bloom will 
be investigated only with respect to the atmospheric temperature factor. 
Here we mainly study the influence of climate change on the bloom of blue-green algae. Some 
other phytoplankton groups are also analysed. The calculations are made for the Gulf of Finland 
(GOF) and the Gulf of Riga (GOR). 
The year 1994 was rather typical in for its phytoplankton cycle. The spring bloom started in late 
April in the western part of the GOF and in May in the eastern part, due to late break-up of the 
icecover. The spring bloom continued until late May or even early June (Viljamaa 1995, Häkkilä 
1995, Rantajärvi & al. 1995, PELAG Annual Report 1994) in some areas. The intensity of the 
spring bloom was high in the western parts of the GOF since the nutrient-rich water of the River 
Neva was transported under the ice all the way to the western boundary of the GOF (Rantajärvi & 
al. 1995). The bloom was dominated by dinoflagellates (Peridiniella catenata, Scrippsiella 
hangoei) and diatoms (Achnanthes taeniata, Skeletonema costatum, Thalassiosira levanderi, 
Nitschia frigida and Chaetoceros spp.) in the western parts of the GOF, and mostly by diatoms 
(Achnantes taeniata, Chaetoceros wighamii and Nitzschia cylindrus) in the eastern parts 
(PELAG Annual Report 1994, Rantajärvi & al. 1995). During the mid-summer period (June and 
the beginning of July) the phytoplankton biomass remained low in the central and western parts of 
the GOF, and the species composition was dominated by small flagellates (Rantajärvi & al. 1995). 
The year 1995 was characterized by a rather unusual seasonal succession of algae in the GOF 
compared with a "typical year". The spring bloom started as usual in late April and was dominated 
by dinoflagellates (Peridiniella catenata, Scrippsiella hangoei, Heterocapsa rotundata, 
Gymnodinium spp.) and diatoms (Achnanthes taeniata, Skeletonema costatum, Chaetoceros spp.) 
in the western and central parts of the GOF and by diatoms (Skeletonema costatum, Achnantes 
taeniata, Diatoma tenuis, Chaetoceros wighamii and small centric diatoms) in the easternmost 
parts of the GOF (Rantajärvi & al. 1996). The spring bloom was followed shortly after by blooms 
dominated by blue-green algae during the first weeks of June. This was due to the abnormally 
warm weather of early June. The first observations of blue-green algal blooms (dominated by 
Nodularia spumigena and Aphanizomenon sp.) were made in the open sea off Helsinki and 
96 	Rein Tamsalu (Ed.) 	 MERI No. 35, 1998 
Porvoo in the central GOF (Rantajärvi & al. 1996, Villa 1996). Observations of blooms dominated 
by blue-green algae started at the beginning of June and continued throughout the whole summer 
period and over the whole GOF with the exception of lower algal biomass levels during early July 
in the central area of the GOF. In the easternmost part of the GOF, the late summer bloom started 
in mid-July and was dominated by Nodularia spumigena (Rantajärvi & al. 1996, Anttila-Huhtinen 
1996). Species from the genera Pseudanabaena, Oscillatoria, Planktothrix, Anabaena and 
Aphanizomenon were also observed (Rantajärvi & al. 1996). 
The model calculations have been carried out for the Gulf of Finland (GOF) and the Gulf of Riga 
(GOR). 1994 was chosen as a reference year since it was relatively close to the standard behaviour 
of phytoplankton blooms and the long-time average weather. The atmospheric forcing was taken 
from the HIRLAM prediction model. The climate change is assumed according to the Hadcm2 
model (Keevallik 1998). In Table 6.4 the scheme of model experiment scenarios with different 
atmosphere forcing is given. 
Table 6.4. Scheme of model experiment scenarios. 
Scenario 	Explanation 
0 	 1994 HIRLAM forcing (reference scenario) 
A 1994 HIRLAM forcing + minimal from Hadcm2 (table 3) 
B 	 1994 HIRLAM forcing + medium from Hadcm2 (table 3) 
C 1994 HIRLAM forcing + maximal from Hadcm2 (table 3) 
D 	 1994 HIRLAM forcing where the wind speed is multiplied by 1.5 
E 1995 HIRLAM forcing 
In Table 6.5 the temperature rise according to the minimum, medium and maximum Hadcm2 
model climate change scenarios is presented. 
Table 6.5. Changes in monthly average temperatures (°C) for the period 2086-2115 with respect 
to 1961-1990 according to the Hadcm2 model. 
Climate 
change 
Month 
I II III IV V VI VII VIII IX X XI XII 
Minimum 0.7 0.8 0.8 0.7 0.6 0.5 0.5 0.6 0.6 0.8 0.8 0.9 
Medium 2.4 2.8 2.7 2.4 2.0 1.7 1.6 2.0 2.0 2.6 2.7 2.9 
Maximum 6.1 7.0 6.8 5.9 5.1 4.2 4.1 4.9 4.9 6.5 6.8 7.3 
The model results are presented for both areas studied at two separate points; one in the pelagial 
area (central GOR and western GOF) and one in the loading area (southern GOR and eastern 
GOF). Figs. 6.55-6.59 present the total biomasses of plankton size classes and Figs. 6.60-6.67 
show the differences between the different climate scenarios using the calculated HIRLAM 1994 
outputs as a reference. 
The results of zooplankton biomasses are not shown, since this model is not suitable at the moment 
for the prediction of the rate of species dominance change. The chosen temperature maxima (and 
minima) for the growth limitation of heterotrophs reflect the existing species composition and do 
not describe the modified circumstances. 
The total calculated biomasses of autotrophs can be seen in Fig. 6.55. The subplots feature both 
the spring bloom and the late summer bloom, the latter consisting primarily of blue-green algae. 
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Fig. 6.55. Calculated total biomasses of autotrophs, 1994. 
a - Central GOR; b - Southern GOR; c - Western GOF; d - Eastern GOF. 
The spatial distribution of the carbon content of autotrophs is non-uniform and nonstationary in 
the Gulf of Riga, as seen in Fig. 6.56. In Fig. 6.56 the concentrations are presented as carbon. The 
ratio coefficient used is 0.11 C/biomass. During the spring bloom peak the highest concentrations 
can be found near the areas of high loading, the River Daugava and the River Pärnu. In the case of 
the Gulf of Finland, the highest loading and concentrations of autotrophs can be found near the 
River Neva. 
The impact of the different climate scenarios on the spring bloom is presented in Fig. 6.57. When 
comparing the first climate scenario in the western GOF, shown in Fig. 6.57a, (minimum climate 
change) with the reference year, the peak of the bloom occurs approximately one week earlier, but 
the intensity change is relatively small. The change of the peak in the case of the medium climate 
change scenario is an additional shift of one week, and the total biomass is about 25 % higher. It 
can be seen from Fig. 6.57b that the change of biomass in the central GOR is less regular than in 
the case of the central GOF. The shift in the peak of the spring bloom is the same in both cases, 
but the behaviour of the total biomass is more complicated. Irregularities are caused by other 
phytoplankton fractions than netphytoplankton, which also had regular dynamics in the GOR (Fig. 
6.58). The reason might be the different loading effects. The total share of the different plankton 
size groups is changed in heavily eutrophicated areas (cf. Revelante & Gilmartin 1992), or 
according to the dominance of new or regenerated production (cf. Stolte & al. 1994). This effect 
can also be seen in Fig. 6.55, where the central GOR, southern GOR and eastern GOF have 
similar patterns of less regular biomass concentrations due to the higher loading than the pelagial 
area of the GOF. The eutrophication effects can naturally be seen sooner in shallow waters like the 
GOR and therefore even the pelagial areas may have some shift in the plankton size groups. 
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Fig. 6.57. Calculated influence of climate change on autotrophs in spring. 
a - Western GOF; b - Central GOR. 
0 - 1994; A - 1994 + minimum Hadcm2; B - 1994 + medium Hadcm2. 
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The significant effects of climate change on the late summer bloom can be seen in Fig. 6.59. In the 
eastern GOF, Fig. 6.59a, the late summer bloom starts earlier and lasts longer with the minimum 
and medium climate change scenarios, but the maximum climate change scenario results in a 
different pattern. There the biomass of the blue-green algae drops dramatically during July. This is 
due to the temperature limitation on the growth of blue-green algae included in the model. This 
might not, however, be the actual case, since during the climate change the plankton species 
dominance will also change. This temperature limitation on growth is not seen in the areas of the 
southern GOR and western GOF since the water depth there is greater and the water mass 
temperature remains below the limitation. The growth-limiting maximum temperatures are chosen 
on the basis of the present average species composition and are not adjusted according to the 
assumed change of species and their relative dominance. Therefore the model will not predict 
correctly the biomass during the maximum climate change scenario (Hadcm2). 
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Fig. 6.58. Calculated autotroph and netphytoplankton biomass in spring 1994. 
a - Western GOF; b - Central GOR. 
The difference between different growth periods is clearly seen in Fig. 6.59b. The exceptionally 
warm weather in 1995 prolonged the growth period of blue-green algae in a similar way that the 
maximum climate scenario seems to do, except for the late autumn where the simulated growth 
period for climate change lasts about two months longer (Fig. 6.59b). The model results and the 
measured water temperatures and phytoplankton biomasses agree rather well (cf. chapter 6.3.1 and 
Myrberg 1997) and reproduce the different successional patterns of the years 1994 and 1995. 
However, the prolongation of the growth period in the case of the maximum climate change might 
be overestimated. In Fig. 6.59d can be seen the effect of a wind speed multiplication by 1.5. The 
increase in upwelling causes an increase in the total biomass of autotrophs during late June. 
The influence of the different climate scenarios (Table 6.4) on phytoplankton biomass are 
presented in Figures 6.60-6.64 (GOR) and Figures 6.65-6.67 (GOF) as differences from the 
reference scenario: 
Difference = given scenario - reference scenario 
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Differences in phytoplankton total biomass (Fig. 6.60, GOR and Fig. 6.65, GOF) show an 
increase of biomass in early spring followed by a decrease. The main reason here is the shifted 
netphytoplankton spring bloom (Fig. 6.61, GOR and Fig. 6.66, GOF). After the spring bloom, the 
differences in the total phytoplankton biomass indicate a tendency to increase both in the GOR and 
the GOF. In the case of scenario C (maximum Hadcm2) a slight decrease in total biomass 
differences can be seen in August, especially in shallow water (Figs. 6.60C2 and 6.65C2), which is 
caused by the temperature limitation included in the model, as mentioned earlier. While comparing 
Figs. 6.60, 6.61 and 6.63 it can clearly be seen that the total autotroph biomass growth in the GOR 
is mainly due to the increase in blue-green algal biomass in the maximum Hadcm2 and wind-speed 
increase scenarios. The occurrence of netphytoplankton and its share of the total autotroph 
biomass decreases in these scenarios. This is not the case in the GOF, Figs. 6.65-6.67, where 
netphytoplankton maintains its dominance during the spring bloom in all the scenarios calculated. 
Other plankton size groups than netphytoplankton and blue-green algae will have an influence in 
both the GOR and the GOF mainly during the spring peak, especially in the minimum and medium 
Hadcm2 scenarios (Figs. 6.60, 6.61, 6.63 and 6.65-6.67). 
Spatial differences in the GOR in netphytoplankton in May (Fig. 6.62) and in blue-green algal 
biomasses in July (Fig. 6.64) are given in carbon units, gCm 3. Differences in the spatial 
distribution of blue-green algal biomasses have miscellaneous features due to the high reaction 
rates. 
6.2.5 Comparison of ecological modelling for coastal areas in the Gulf of Pärnu (Baltic 
Sea) and Mex Bay (Mediterranean Sea) 
The aquatic ecosystem model FinEst was applied for Mex Bay in the Mediterranean Sea and for 
Pärnu Bay in the Baltic Sea to compare the model's behaviour in different hydrological and 
climatic conditions using identical parameterizations of the biochemical reactions. 
Mex Bay lies to the west of Alexandria, extending for about 15 km. It has a mean depth of about 
10 m, a surface area of about 19.4 km2 and a volume of 190 million m3. The bay receives direct 
agricultural discharge water estimated as 6.5 million m3/day, mixed with fertilizers, pesticides and 
industrial and municipal waste waters. Five main chemical industry plants dispose of their wastes 
in the western part of the bay. The heavy eutrophication has gradually intensified, and it is thought 
that this progressively heavier eutrophication in Alexandrian waters is associated with toxic and 
other noxious phytoplankton blooms, which have become regular events during the warm seasons 
(Labib 1996). 
Pärnu Bay lies in the south-western part of Estonia. It has a mean depth of about 7-8 m, and a 
surface area of about 300 km2. The bay can be considered as a large estuary with a constantly 
changing environmental situation where rapid biological processes take place. The bay is subjected 
to a comparatively strong anthropogenic influence. The phytoplankton community is well 
diversified, with 600 taxa (Tenson 1995). The common characteristics of these bays are their 
similar mean depth, a single main external pollution source and an open boundary, while they are 
differentiated physically, chemically and biologically. 
The main idea of this work was to apply the aquatic ecosystem model in different hydrological and 
climatic conditions with identical parameterizations of the biochemical reactions. 
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Fig. 6.61. Differences in netphytoplankton biomass. 
1 - Central GOR; 2 - Southern GOR. 
A - 1994 + minimum Hadcm2; B - 1994 + medium Hadcm2; C - 1994 + maximum Hadcm2; D - 
1994 + wind speed is multiplied by 1.5. 
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Fig. 6.62. Differences in netphytoplankton biomass in the GOR, May, gCm 3. 
A - 1994 + minimum Hadcm2; B - 1994 + medium Hadcm2; C - 1994 + maximum Hadcm2; D - 
1994 + wind speed is multiplied by 1.5. 
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Fig. 6.63. Differences in blue-green algae biomass. 
1 - Central GOR; 2 - Southern GOR. 
A - 1994 + minimum Hadcm2; B - 1994 + medium Hadcm2; C - 1994 + maximum Hadcm2; D - 
1994 + wind speed is multiplied by 1.5. 
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1994 + wind speed is multiplied by 1.5. 
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Fig. 6.65. Differences in autotroph total biomass. 
1 - Western GOF; 2 - Eastern GOF. 
A - 1994 + minimum Hadcm2; B - 1994 + medium Hadcm2; C - 1994 + maximum Hadcm2. 
A2 
netphytoplankton 
t 	 
J 	 
2 
netphytoplankton 
i 	I 	I 5,0 
,„ 	4,0 
~, 3,0 
Al 
netphytoplankton 
~ 2,0 
c 
1,0 
45 0,0 
0 
-1,0 
60 	120 180 240 300 
-2,0 
5,0 
4,0 
E , 3,0 
1 
netphytoplankton 
v 2,0 
E 1,0 
a~ 
~ 0,0 
® 
-1,0 
60 	120 180 240 300 
-2,0 
5,0 
,,, 4,0 
g., 3,0 
g 2,0 
å 1,0 
a) 0,0 
0 
-1,0 
-2,0 
5,0 
4,0 
å, 3,0 
~ 2,0 
å 1,0 
a) 
'~ 0,0  
0 
-1,0 
-2,0 
60 120 180 240 300 
60 120 180 240 300 
C2 
netphytoplankton 
5,0 
4,0 
g, 3,0 
~ 2,0 
E 1,0 
m 
0,0 
ö 
-1,0 
-2,0 
60 120 180 240 300 
Julian day 
I 	I 	1 
C1 
netphytoplankton 
120 180 240 300 
5,0 
4,0 
g, 3,0 
v 2,0 
E.) 1,0 
~ 
"® 0,0 
0 
-1,0 
-2,0 
60 
v 
Julian day 
108 	Rein Tamsalu (Ed.) MERI No. 35, 1998 
Fig. 6.66. Differences in netphytoplankton biomass. 
1 - Western GOF; 2 - Eastern GOF. 
A - 1994 + minimum Hadcm2; B - 1994 + medium Hadcm2; C - 1994 + maximum Hadcm2. 
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Fig. 6.67. Differences in blue-green algae biomass. 
1 - Western GOF; 2 - Eastern GOF. 
A - 1994 + minimum Hadcm2; B - 1994 + medium Hadcm2; C - 1994 + maximum Hadcm2. 
Seasonal and spatial phytoplankton distribution 
The seasonal plankton distributions are presented for a calculation point in the vicinity of the 
pollution source. The results show different phytoplankton groups dominating in these bays. The 
phytoplankton in Mex has started by June, while it started a month earlier in Pärnu Bay due to 
spring warming and time-temperature lag adaptation. Yet netphytoplankton growth is responsible 
for both blooms. The community structure changes as smaller groups dominate later in Mex Bay, 
causing an intensive bloom in July, while their role becomes rather limited in Pärnu Bay (Fig. 
6.68). 
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Fig. 6.68. Seasonal distribution of net- and nanophytoplankton. 
The picophytoplankton and phytoflagellates reach considerably higher numbers in Mex, while their 
variation in time seems to be rapid in Pärnu Bay (Fig. 6.69). 
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Fig. 6.69. Phytoflagellates and picophytoplankton, seasonal distribution. 
The measured and calculated chlorophyll a (Fig. 6.70) shows a parallel correlation with the 
standing crop. Deviations are mainly attributable to the species composition. 
Fig. 6.70. Measured and calculated chlorophyll a. 
In Mex Bay the proportion of the different size-class species to the total biomass is a more 
complicated feature where, besides net and nanophytoplankton, other smaller size groups attain a 
significant role. In Pärnu Bay netphytoplankton dominates during the spring bloom in May, after 
which the community composition changes as nanophytoplankton with a much lower biomass 
becomes dominant. During the rest of the season, both net and nanophytoplankton have nearly the 
same portion of the phytoplankton total biomass. The spatial distribution of phytoplankton for 
Mex Bay is shown in Fig. 6.71 and for Pärnu Bay in Fig. 6.72 and Fig. 6.73. 
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Fig. 6.71. Spatial distribution of phytoplankton, Mex Bay, June 10. 
a - net-(g/m3), b - nano-, c - phytoflagellates, d - picophytoplankton (mg/m3). 
Fig. 6.72. a - netphytoplankton, g/m3, b - nanophytoplankton, mg/m3, Pärnu Bay, May 10. 
Fig. 6.73. a - phytoflagellates, b - pico-phytoplankton, mg/m3, Pärnu Bay, May 10. 
The influence of open boundaries is more significant in Mex Bay. 
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Seasonal and spatial zooplankton distribution 
In Pärnu Bay the total zooplankton peak was in the middle of May. During the spring peak meso-
zooplankton was dominant. In Mex Bay the maximum calculated zooplankton biomass was 
detected in the microzooplankton group (Fig. 6.74). 
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Fig. 6.74. Mesozooplankton and microzooplankton, seasonal distribution. 
After the mesozooplankton peak, the smaller zooplankton size groups constituted a considerable 
part of the total zooplankton biomass both in Pärnu Bay and in Mex Bay (Fig. 6.75 and Fig. 6.76). 
In Mex Bay the zooplankton biomass value fluctuated during the calculation period, having many 
peaks. The dominant species changed during the season. 
Fig. 6.75. Nanozooplankton and zooflagellates, seasonal distribution. 
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Fig. 6.76. Bacterioplankton, seasonal distribution. 
The spatial distributions of zooplankton during the phytoplankton bloom are presented in Figures 
6.77-6.80. 
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Fig. 6.78. Bacterioplankton, mg/m3, Mex Bay, June 10. 
Fig. 6.79. a - mesozooplankton (g/m3), b - microzooplankton,mg/m3, Pärnu Bay, May 10. 
Fig. 6.80. a - nanozooplankton mg/m3, b - bacterioplankton, mg/m3, Pärnu Bay, May 10. 
The spatial distribution of zooplankton in Pärnu Bay was considerably influenced by the pollution 
source point, while in Mex Bay, due to the open boundary, it had a more complicated character. 
The aquatic ecosystem model behaviour was tested in dissimilar hydrological and climatic condi-
tions with identical parameterization of the biochemical reactions. The calculation results indi-
cated the different manner of plankton growth in Mex Bay and Pärnu Bay. 
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The phytoplankton bloom in Pärnu Bay occurred in May, while in Mex Bay a smoother seasonal 
distribution of phytoplankton growth took place. During the spring bloom in Pärnu netphytoplank-
ton and mesozooplankton predominated, while in the rest of the vegetation period the smaller 
plankton size groups made up a considerable part of the plankton total biomass. The different 
manner of the plankton behaviour is caused by different atmospheric forcing (solar radiation, heat 
flux) and also by the different turbidity of the water column. 
The size-dependent food web together with mass-dependent parameterisation may perhaps make it 
possible to develop a universal plankton community equation system. 
6.3 The calculation of the hydrodynamic and ecological processes of 
the Gulf of Finland 
6.3.1 The calculation of the hydrodynamic processes of the Gulf of Finland 
In this chapter, the main results of the hydrodynamic modelling of the Gulf of Finland will be in-
troduced. 
The simulations for the Gulf of Finland by the two-dimensional model were concentrated on the 
years 1992. In the following, the main model simulations are presented and the corresponding data 
sets used for the model input are listed. The verification material is briefly described, as well as the 
initial conditions and the time periods of the model simulations. 
The two-layer model 
The two-layer model results (simulation 2) are based on the equations in Myrberg (1997). The 
equations are derived for variables in the upper and bottom layers. The first and slightly different 
version of the two-layer model (simulation 1) is described in detail in Tamsalu & Myrberg (1995). 
In that model, the vertical profile of salinity and temperature was based on the so-called self-simi-
lar vertical structure. The equations were derived for the upper layer and for the vertical means of 
the variables. The variables in the bottom layer were calculated using the self-similar structure. 
The following main simulations can be listed: 
Simulation 1. These simulations employ the first version of the two-dimensional model (Tamsalu 
& Myrberg, 1995), in which mostly the monthly mean fields of salinity and temperature and cur-
rents are simulated, and are verified with CTD-data for 1992. Atmospheric forcing derived from 
the observations of the Keri meteorological station is used (see below; external forcing in the mod-
els). 
Simulation 2. These simulations use the second version of the two-dimensional model (Myrberg, 
1997), in which the main interest is in simulations of the daily changes of temperature and salinity 
fields and the upper mixed layer thickness in 1992. The time evolution of temperature, salinity and 
water level are also simulated (simulations 2A,B). Atmospheric input derived from observations 
from the Kalbådagrund meteorological station are used (simulation 2A). In simulation 2B, mete-
orological forcing from the HIRLAM model is used and the role of the atmospheric forcing is in-
vestigated by verifying the results with CTD-data and water level data. The results of simulations 
2A and 2B are compared with each other, and an error analysis is carried out on the model results. 
External forcing in the models 
Two kinds of atmospheric input have been used in the simulations: meteorological data derived 
from the observations of a single meteorological station (Keri, Kalbådagrund) and meteorological 
data from the HIRLAM model. The atmospheric data (daily mean values) from the Island of Keri 
(59°45'N, 25°00'E) for 1992 consist of the following measurements (at a height of 10 m) air tem-
perature, wind speed and direction, relative humidity and total cloudiness. These atmospheric data 
were used in simulation 1. In simulation 2A the atmospheric data (at 6 h intervals) from the auto-
matic weather station of Kalbådagrund (59°58'N, 25°37'E) were used. The following parameters 
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were available: wind speed and direction, atmospheric temperature and relative humidity. The ob-
servations are carried out at height of about 35 m. Since the total cloudiness is not observed at 
Kalbådagrund, the data for cloudiness are taken from the observations of the Isosaari weather sta-
tion (60°07'N, 25°03'E). 
In simulation 2B, the atmospheric input from the HIRLAM meteorological model (provided by 
FMI) was used. The fields used for wind speed and direction and atmospheric temperature in 
simulation 2B are 6 h forecasts from the lowest model level, namely 32-35 m. In simulation 3, the 
wind forcing was from the same level, but the 10 m parameterized air temperature was used. In 
general, it was found that HIRLAM wind speeds are on average somewhat smaller than the ob-
served winds. Thus, in simulation 2B, the interpolated HIRLAM winds were multiplied according 
to a regression equation based on an analysis between the interpolated HIRLAM winds and the 
corresponding observed winds (see Myrberg 1997). In simulation 3, a multiplication of the interpo-
lated HIRLAM winds by 1.2 was done for the same reasons. The horizontal resolution of the 
model version of HIRLAM used here is about 55*55 km in the horizontal direction, which is too 
coarse to describe the wind and temperature patterns over the GOF. The wind speeds were clearly 
smaller than those observed by about 10-30 %. The atmospheric temperature pattern forecast by 
the HIRLAM model cannot describe the temperature difference between the sea and the land accu-
rately (for details, see Myrberg 1997). Products of relative humidity and total cloudiness are not 
easily available from HIRLAM; the observations from the abovementioned meteorological stations 
have therefore also been used throughout simulation 2B. In the model simulations, an areal 
interpolation was carried out in order to place the HIRLAM data on to the grid of the sea model. 
This procedure is described by Cheng & Launiainen (1993). 
In simulation 1 the long-term mean yearly river• runoffs of the main rivers of the GOF were taken 
into account, including the Rivers Neva, Kymijoki, Narva and Luga. In simulation 2 the mean 
monthly river runoffs for the abovementioned rivers were taken into account, and the runoffs of 
small rivers were added to those of the abovementioned rivers. 
In all the simulations, excepting simulation 1, the sea level observations from the station of Hanko 
(59°50'N, 23°00'E) on the Finnish side or Heltermaa (58°53'N, 23°03'E) on the Estonian side 
were used for data input. The daily means of water levels were used. 
Verification data 
The verification data used in simulations 1-2 consist of two different parts: CTD data and water 
level data. 
In 1992 most observations (about 130) were collected during cruise 10/1992 in August. The CTD 
data have been further transformed to files, in which the temperature and salinity are given at 1 m 
depth intervals. These data are the basis for the model verifications in this study. The surface tem-
perature and salinity have been chosen to be the values at a depth of 5 m and the bottom salinity 
and temperature are the corresponding values at the lowest depth at which measurements were 
carried out. The thickness of the upper mixed layer has been defined from the first depth below the 
sea-surface, where -a--T > 0.1°C / m . The vertical means of salinity and temperature are simply the 
mean of all the observations in the vertical profile. In the statistical analysis the temperature and 
salinity observations have been compared with model results at the model's grid point nearest to 
the observational point. 
The water level data have been used both for model verification and also for data assimilation pur-
poses. The water level observations (daily means) at Helsinki (60°09'N, 24°55'E) and Hamina 
(60°34'N, 27°10'E) have been used to verify the corresponding model results. 
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Initial and boundary conditions, model parameters 
The boundary conditions for salinity and temperature were determined from CTD observations. 
For simulations 1 and 2A-B, mainly focused on August 1992, the boundary conditions for the sur-
face and bottom salinities and for temperature were defined for the model from the CTD measure-
ments in the transition area between the Baltic Proper and the GOF. 
In simulation 1, the initial field was achieved step-by-step using long model runs with a simplified 
version of the model equations (see Tamsalu & Myrberg 1995). In simulation 2, the initial fields 
for salinity and temperature at the sea-surface and at the bottom were taken from the atlas of Bock 
(1971). After that a several-years-long control simulation was carried out. 
The main simulations 
Simulation 1 
The main results are: 
The simulation supported the idea of the highly baroclinic nature of the GOF. The salinity varies 
from about 0-2 per mill in the River Neva area to about 6-7 per mill in the western GOF. The 
monthly mean fields of the vertical mean of salinity showed that there exists three main frontal ar-
eas with pronounced horizontal salinity gradients V HOS.  The maximum gradients given for the 
corresponding areas are approximations from the model results (Fig. 6.81). The areas are: (1) the 
easternmost part (V HoS 0.6 per mi11/10 km), (2) the central part (V HoS 0.8 per mill/10 km) 
and (3) the western part (V HoS = 0.3 per mill/10 km) at the mouth of the GOF. These fronts be-
come visible when time-averaging e.g. over a month, but their existence is not so clear on the in-
stantaneous maps (see simulation 2). In the upper layer the eastern front (1) is the strongest while 
in the bottom layer the western front (3) is the most intense. The formation of these fronts is 
strongly controlled by the saline water input from the Baltic Proper and by the fresh water input 
from the eastern GOF. The fronts represent a transition area between the relatively saline water in 
the western GOF and less saline water in the eastern GOF. The penetration of saline water from 
the Baltic Proper near the bottom and the related large salinity gradients in the western GOF, front 
(3), can be explained according to the model results by the joint effect of baroclinicity and bottom 
relief, JEBAR. The stratification in the GOF, and the related physical processes, are thus strongly 
determined by the saline water inflow into the GOF from the Baltic Proper. The eastern extremity 
of the GOF is strongly controlled by the River Neva with the corresponding salinity gradients 
(front (1); see Tamsalu & Myrberg (1995)). 
The model was also used for studying the time-evolution of the surface temperature at different 
stations in the GOF. The model, in which the daily mean atmospheric input was used, could repro-
duce the main changes in the seasonal evolution of the upper layer temperature, but errors of 
2-4 °C were still observed (Fig. 6.82). Such frontal activity as found in the case of salinity was not 
observed in the simulations of the monthly means of the vertical mean of temperature, but the 
distribution of temperature has a clear dependence on sea depth. In spring and summer, the isolines 
of temperature are parallel to those of depth. In autumn these isolines are perpendicular to each 
other. The time-evolution of the thickness of the upper mixed layer was also qualitatively right. 
The mixed layer deepens due to mechanical mixing and convection from values of 10-20 m in July 
to about 15-35 m in October. 
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Fig. 6.81. Horizontal fields of the vertical mean of salinity. The Figures July (a), August (b) and 
October (c) represent monthly mean values. Observations are marked with a black dot and the 
corresponding value. Isoline analyses of the model results have been done at intervals of 0.1 
PSU in the western part and for practical reasons at intervals of 0.4 PSU in the eastern part of 
the GOF. 
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Observed values are marked with a black dot. 
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Fig. 6.83. Horizontal current fields in the upper mixed layer during different months. The scale of 
the vectors is given. The Figures for July (a), September (b) and October (c) represent monthly 
mean values. 
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The quasi-stationary salinity fronts become visible in the current fields (Fig. 6.83) as areas where 
of high current speeds (baroclinic) exist, even in the monthly mean maps. The long-term mean 
currents simulated by a wind-driven model, in which horizontal density variations were neglected, 
showed a mean current speed of only some cros I (Myrberg 1991). This clearly shows how 
important the baroclinicity of the GOF is, and how it also modifies the current fields. The frontal 
areas of salinity are coupled with maximum current speeds of up to 50 cm/s. (see Tamsalu & 
Myrberg 1995, for details). 
Simulation 2 
The main results are: 
The simulations of surface salinity (Fig. 6.84) satisfactorily showed the complicated horizontal 
structure, with pronounced gradients (errors of 2.5 % in the 2DK model and 2.0 % in the 2DH 
model). The fixed boundary values for salinity in the west became visible in the model results as 
too small a variability of salinity compared with measurements. The differences between the 2DK 
and the 2DH models are thus smallest near the open boundary. The employment of input from the 
HIRLAM atmospheric model clearly improved the model results in the central GOF (errors 13.1 % 
in the 2DK model, 6.0 % in the 2DH model). The most pronounced difference is in the eastern 
GOF, where the error in the 2DK simulations was 27.5 %, but in the case of HIRLAM input, the 
error was only 10 %. The HIRLAM space-dependent wind fields better describe the situation over 
the eastern GOF than do the open sea winds of the Kalbådagrund weather station; strong westerly 
winds there cause too much eastward water transport and too strong a mixing. As a result, the thin 
fresh water layer vanishes, and the model overestimates the surface salinity. Due to the large fresh 
water input from the rivers, large horizontal gradients occur in the eastern GOF, so that the exact 
location of the fronts is sensitive to atmospheric forcing. The HIRLAM winds interpolated to the 
sea model's grid were in general lower than the observed winds (at Kalbådagrund), probably 
mainly because of lack of resolution in the HIRLAM model. A regression analysis was carried out 
between the observed wind speeds and the interpolated HIRLAM winds. As a result, the HIRLAM 
winds were corrected according to a first-order regression equation (see Myrberg 1997). 
In the temperature simulations (Fig. 6.85), the seasonal time-evolution of surface layer temperature 
was fairly well simulated by the model, with errors usually less than 1-2 degrees. In the 2DK 
results, the horizontal variation of surface layer temperature was negligible, while in the 2DH 
results major gradients became visible due to the spatially-variable atmospheric temperature. 
However, the accuracy of the 2DH model results when compared with measurements is only 
slightly better than that of the 2DK model (6.0 % in the 2DK model, 5.6 % in the 2DH model, for 
the whole GOF). This can be explained by the lack of resolution in the atmospheric model to 
describe the air temperature pattern accurately enough over the sea-area, especially near the 
coasts. The daily variations in the HIRLAM 35 m temperature fields are pronounced, especially in 
spring when the land surface is heated, but the sea is cold. This variability seems to be quite 
realistic according to a comparison of the HIRLAM temperatures with the corresponding 
observations. The high daily variability in the atmospheric temperature can cause abrupt changes 
in the thermal balance at the sea-surface and resultant pronounced changes in the upper mixed 
layer thickness. 
To some extent the thickness of the upper mixed layer (see Fig. 6.86) can be predicted by the 
model in the open sea-area, but the consequences of local upwellings, warming/cooling of the 
atmosphere and related changes in the upper mixed layer depth, etc., are difficult to simulate by the 
two-dimensional model. The time and place of the production of a well-mixed sea in late August is 
difficult to reproduce correctly, as too is a forecast of the related abrupt changes in surface 
temperature and salinity. 
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Fig. 6.84. Surface salinity fields in the Gulf of Finland. (A): simulated by the 2DK model version 
using atmospheric forcing derived from the Kalbådagrund weather station and (B): simulated by 
the 2DH model version using atmospheric forcing from HIRLAM. The Figures represent the 
mean of model results from August 18-21. Positions of the salinity measurements carried out 
between August 18-21 are marked with a black dot with the corresponding value (according to 
the model results, changes in the horizontal salinity field were small during August 18-21). The 
isoline analysis of the model results is shown at intervals of 0.2 PSU, and the corresponding 
colour scale is shown below. (See this picture in colours in Appendix 1.) 
Discussion and summary 
The model simulations were in general fairly successful. However, some drawbacks were also 
found, as well as problems which should be dealt with in the future. The regional models clearly 
showed limitations in their use, because of the continuous need for boundary conditions. These 
conditions can be obtained in the future if zoom-modelling is used, in which the high-resolution 
limited area model gets its boundary conditions from a large-scale model. The two-dimensional 
model is less suitable for simulations outside the stable and strongly stratified seasons. For the 
three-dimensional model the problem is less severe. The atmospheric forcing, even using the 
meteorological model, showed some drawbacks. The forecast wind speeds are usually too small, 
and the horizontal temperature fields and the diurnal variations of temperature are not accurate 
enough. However, these factors are important in sea modelling. The present resolution of the sea 
model should also be refined, following which such features as upwelling, the dynamics of small-
scale vortices and coast-open sea interaction can be modelled. The accuracy of the model in 
simulating physical features like these is also of great importance for the ecological model, which 
needs accurate physical input. The use of models of different orders of complexity should be 
continued in order to study the differences between models. The model should also be supported in 
the future by higher resolution data to investigate the meso-scale physics, which is still quite 
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unknown today. Measurements, modelling and an up-to-date knowledge of the sea-area studied 
must therefore develop in close harmony. 
Fig. 6.85. Surface temperature fields in the Gulf of Finland. (A): simulated by the 2DK model 
version using atmospheric forcing derived from the Kalbådagrund weather station and (B): 
simulated by the 2DH model version using atmospheric forcing from HIRLAM. The Figures 
represent the situation on August 20 at 12 GMT. Observations are marked with a black dot with 
the corresponding value. The isoline analysis of the model results is shown at intervals of 0.1 
degrees (A) and of 0.2 degrees (B) and the corresponding colour scale is shown below. (See this 
picture in colours in Appendix 1.) 
6.3.2 The calculation of ecological processes in the Gulf of Finland 
The model simulations for the Gulf of Finland were carried out for the year 1995 as in the Baltic 
Sea and the Gulf of Riga. The model calculations for the Gulf of Finland for temperature and 
nutrients for the surface layer are presented in Figures 6.87-6.91. Results concerning autotrophs 
and heterotrophs are presented for the surface layer (Figs. 6.92-6.99). Organic matter (detritus), 
dissolved oxygen and NO3-N in bottom sediments are shown in Figures 6.100-6.102. The 
development of the model ecological components has mainly the same seasonal features as in the 
Gulf of Riga. The time series for the Gulf of Finland at a location near Hanko are shown Chapter 
1.9 describing sensitivity analyses. The behaviour of the biomass evolution follows the patterns 
observed for 1995 relating to the bloom sites and the temporal variation of biomass, cf. also 
Chapters 1.9, 6.1 and 6.2.5. 
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A 	MIXED LAYER THICKNESS, AUGUST 18, 1992 12 GMT 
B 	MIXED LAYER THICKNESS, AUGUST 20, 1992 12 GMT 
Fig. 6.86. Fields of the thickness of the upper mixed layer in the Gulf of Finland simulated by the 
2DH model version. The Figures represent the situation at 12 GMT on August 18 (A), and 
August 20 (B): Observations are shown by a black dot with the corresponding value. The isoline 
analysis of the model results is shown at intervals of 2 metres. 
The spatial distribution and gradients of surface temperature for six different dates are shown in 
Fig. 6.87. On 20.5 and 10.6 the cooling effect due to a potential upwelling near the Hanko region 
can be seen. 
The spatial distribution and gradients of the surface PO4 concentration for eight different dates are 
shown in Fig. 6.98. The surface depletion of PO4 can be clearly seen after the end of the spring 
bloom in early June. The depletion of NO3 only occurs late in May, as seen in Fig. 6.90, but the 
concentrations increase again during July as the nitrogen fixing by the blue-green algal bloom 
begins. Dissolved organic phosphorus concentrations (DOP) produced by phytoplankton increase 
during both blooms, as is seen in Fig. 6.89. The concentration of NH4 increases during late June as 
the temperature rise favours bacterial growth and therefore NH4 production, as is seen in Figs. 
6.91. In all the above-mentioned figures the effect of loading near the mouths of the River Neva, 
River Kymi, River Narva and River Luga can be clearly seen. 
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Fig. 6.87. Surface temperature in the GOF. 
124 	Rein Tamsalu (Ed.) 
SURFACE PO4—P 10.05.95 
SURFACE PO4—P 1.06.95 
MIN=0.000 MAX=0.012 CI=0.002 
MIN=0.006 MAX=0.027 CI=0.002 
ovz 
0.0,?  
MERI No. 35, 1998 
SURFACE PO4—P 20.05.95 
MIN=0.000 MAX=0.022 CI=0.002 
SURFACE PO4—P 10.06.95 
MIN=0.000 MAX=0.011 CI=0.002 
SURFACE PO4—P 20.06.95 
MIN=0.000 MAX=0.013 CI=0.002 
SURFACE PO4—P 1.07.95 
MIN=0.000 MAX=0.017 CI=0.002 
SURFACE PO4—P 10.07.95 
MIN=0.000MAX=0.021 CI=0.002 
SURFACE PO4—P 20.07.95 
MIN=0.000 MAX=0.018 CI=0.002 
Fig. 6.88. Surface PO,-P in the GOF. 
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Fig. 6.89. Surface DOP in the GOF. 
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Fig. 6.90. Surface NO3  N in the GOF. 
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Fig. 6.91. Surface NI-1,-N in the GOF. 
The spring bloom of phytoplankton begins simultaneously at both ends of the Gulf of Finland, as 
can be seen from Figs. 6.92-6.94. After the biomass maximum in late May, the growth only 
remains active in areas of high loading.The activity observed near the Hanko area throughout the 
summer is most probably due to upwelling. 
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Fig. 6.92. Surface netphytoplankton in the GOF. 
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Fig. 6.93. Surface nanophytoplankton in the GOF. 
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Fig. 6.94. Surface picophytoplankton in the GOF. 
The evolution of the biomass of all zooplankton size groups, as is seen in Figs. 6.95-6.99, follows 
the evolution of the phytoplankton biomass. Here too the effect of high loading near rivers and 
upwelling areas is clearly seen. This is especially true for bacterioplankton (Fig. 6.99). 
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Fig. 6.95. Surface mesozooplankton in the GOF. 
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Fig. 6.96. Surface microzooplankton in the GOF. 
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Fig. 6.97. Surface nanozooplankton in the GOF. 
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Fig. 6.98. Surface zooflagellates in the GOF. 
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Fig. 6.99. Surface bacterioplankton in the GOF. 
The majority of sedimentation occurs in coastal sites on the north coast of the Gulf of Finland and 
near the high loading sites of the River Neva, River Luka and River Narva, as may be seen from 
Fig. 6.100. These are also the areas of oxygen depletion of sediments during the late summer, as is 
seen in Fig. 6.101. The NO3 content of sediments (see Fig. 6.102) stays high in sites with high 
loading and in the deeper areas in the western Gulf of Finland. 
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Fig. 6.100. Detritus, bottom sediments in the GOF. 
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Fig. 6.101. Oxygen, bottom sediments in the GOF. 
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Fig. 6.102. NO3-N, bottom sediments in the GOF. 
6.4 Ecosystem and cod larvae transport calculations for the southwestern 
part of the Baltic Sea 
Background 
The 3D hydrodynamic-ecosystem model was applied to the southern part of the Baltic Sea for the 
spring-summer period of the year 1994 in order to calculate the ecosystem parameters as well as 
the larvae drift from the Bornholm Basin. The simulations were carried out as part of the EU-
project: "Mechanisms influencing long term trends in reproductive success and recruitment of 
Baltic cod: Implication for fisheries management (AIR2-CT94-1226)". 
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Material and methods 
Monthly mean data for river runoff of the main rivers of the Baltic Sea was used. Using this data, 
Fourier-coefficients were calculated in order to describe accurately the time-dependency of river 
runoff. The yearly mean nutrient load from rivers and urban areas was collected using HELCOM 
data. 
The open boundary in our ecosystem model is situated between the Skagerrak and the Kattegatt on 
a line between Skagen and Göteborg. In the hydrodynamic part of the model the sea level 
oscillation in Skagen or in Göteborg is also needed from measurements, because the fluctuation in 
the sea level of the North Sea is the main driving force for water exchange between the North Sea 
and the Baltic Sea. A finite-difference equation has been developed for the calculation of the water 
level using on iterative implicit numerical method. 
For nutrients calculations, the bottom concentrations on the open boundary are needed from 
measurements. This is one way of calculating the influence of the North Sea on the nutrient 
dynamics of the Baltic Sea. 
Model grid and model calculation time step 
A preliminary 247x162 model grid with lower-left lon/lat coordinates of 9.50/53.32 and upper 
right lon/lat coordinates of 30.15/60.42.5 is used. Vertically the grid is divided into an upper 
intensive turbulence zone and a lower stratified zone. The upper zone is divided into 5 layers only 
for velocity field calculations. In the calculation of other variables, the upper layer is treated as 
homogeneous in the vertical direction. The lower zone is divided into 7 layers for all model 
variables. In the bottom sediment submodel a two-layer structure is used. The model calculation 
time-step is 15 minutes. 
Development of the model 
In the present version of the model, the hydrothermodynamic submodel, nutrients dynamic, 
plankton community submodel and larvae transport submodel are used. The present model 
structure allows one to easily include the fishery ecosystem calculations (Laevastu 1988). 
Description of the experiments 
The simulations were started on April 1, 1994 and were ended on August 25, 1994. The 
calculation of the spreading of larvae was started on July 1, 1994 and was ended on July 30, 1994. 
The following initial conditions were used. The sea-level and velocity fields were set to zero at the 
beginning of the simulations. For the initial conditions of salinity and temperature, the simulated 
area was divided into eight subregions (Kattegatt, Belt Sea, Arkona Basin, Bornholm Basin, 
Gdansk Bay, Gotland Basin, Gulf of Riga, Gulf of Finland). For these areas the climatological 
salinity and temperature conditions were used. 
In the present model version, the part of the Baltic Sea north of latitude 57°40'N has been omitted. 
The simulations were carried out on a Pentium 120 MHz PC. The calculation of one month took 
26 hours. The northern Baltic Sea was omitted for practical reasons and because it has not had any 
significance for cod larvae drift in recent years. 
The initial ecosystem variables are the following. For nutrients, the winter conditions were given 
according to HELCOM data. These initial conditions were provided separately for the 
abovementioned eight subregions. The initial condition for the plankton community was uniform in 
space for all size-classes (0.0001 g/m3). 
The initial conditions for larvae were the following. The centre of larvae abundance was located at 
57°17'N, 15°45'E. The radius of the initial patch was 25 kilometres. The total duration of the 
larvae simulation was 30 days. 
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Spring bloom calculation 
The calculation of the spring bloom will be shown for the upper mixed layer. From the whole 
plankton community only net-phytoplankton and meso-zooplankton are presented. The spring 
bloom started first in the Belt Sea - Arkona Basin area and later in the Baltic Proper. The spring 
bloom is strongly dependent on temperature. The evolution of the netphytoplankton is given in 
Figure 6.103A-B in g/m3. 
Fig. 6.103. Simulated evolution of netphytoplankton in the Baltic Sea (g/m3). 
A - April 25, 1994, B - May 10, 1994. 
There are two areas of maximum concentration of net-phytoplankton, namely the southern 
Kattegatt - Belt Sea area (where the spring bloom started in the middle of April) and the southern 
Gotland basin area (where the spring bloom started in late April). The maximum concentration of 
the latter moves from the Öland area to Gdansk Bay. The locations of the maximum concentration 
depend on high nutrient concentrations, which are caused by loading and local upwellings. The 
mesozooplankton bloom started 5-10 days later than the netphytoplankton bloom. The 
mesozooplankton concentrations are also given in g/m3 (Fig. 6.104A-B). 
Fig. 6.104. Simulated evolution of mesozooplankton in the Baltic Sea (g/m3). 
A - April 30, 1994, B - May 10, 1994. 
The maximum concentrations are found in the same areas as in the case of netphytoplankton. The 
overall structures of netphytoplankton and mesozooplankton are of the same kind. During the 
spring bloom, plankton concentrations in the small size-classes are 30-50 smaller than those of 
netphytoplankton and mesozooplankton. In summer time the concentrations in the small size-
classes are, however, about the same as those of netphytoplankton and mesozooplankton (30-
60 mg/m3). 
Larvae drift calculation 
The larvae drift calculations were carried out at a constant level: 
ze=h+0.4(H-h) 	 (6.4.1) 
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where: 
h is the mixed layer depth, H is the depth of the sea, ze is the larvae drift depth. 
In the Bornholm Basin ze =30...45 m, which means that the larvae are found in this depth interval 
during the simulations. 
The evolution of the currents at the larvae drift depth is given in Fig. 6.105A-C. The velocity is 
about 5-20 cm/s. The current structure is very inhomogeneous, with small-scale vortices. The 
depth level of the larvae drift is shown in Fig. 6.105G. In July the mixed layer depth is about 5-15 
metres, and depends on the atmospheric conditions. The temperature in the larvae drift layer is 
about 7-8 degrees. An advection of warmer water took place from the north during the simulation 
period in July. 
The maximum concentration of the larvae cloud at its centre was 1 in dimensional units. The 
movement and transformations of the cloud are determined by baroclinic currents and turbulent 
diffusion. The coefficient of horizontal turbulence was 2*102 m2/s. 
During the first two weeks the larvae cloud drifted approximately 50-60 kilometres northeastwards 
and was then already outside the main spawning ground in the Bornholm Basin. During the next 
two weeks the centre moved to the east and enlarged considerably. The southern part of the cloud 
reached the coastal area of Poland (Fig. 6.105A-F). 
Comparison of larvae drift simulations by the Baltic Sea model ("Kiel model") and by 
the FinEst model 
Larvae drift simulations by the Kiel model (Lehmann 1995) and by the FinEst model are compared 
in order to find out whether the models with different specifications give the same kind of drift and 
diffusion of the larvae patch and similar circulation patterns. 
The forcings for the two models were the same, except for the meteorological parameters. In the 
Kiel model, the atmospheric forcing was obtained by onboard measurements and by time series 
measured at the Chrstinas0 weather station. In the FinEst model, atmospheric forcing from the 
HIRLAM atmospheric model was used. In the Kiel model the initialization period was short (3 
days), because hydrographic observations were used. In the FinEst model, climatological means 
for the hydrographic parameters were given and an initialization simulation of two months was 
carried out. 
The difference in the vertical structure of the models is characterized by the isopycnal coordinates 
for the FinEst model and by constant levels in the Kiel model. In the Kiel model the larvae drift is 
simulated in the 30-36 metres layer, while in the FinEst model the depth of the isopycnal level used 
in the simulation varies about between 30 and 40 metres. 
According to the measurements, the highest abundances of cod larvae were found in an 
anticyclonic eddy initially located in the central part of the Bornholm Basin. Both models show 
that the larvae remained in this region of low kinetic energy during the simulation period. The Kiel 
model results showed that the larvae concentration due to turbulent diffusion was reduced during 
the simulation period from 1 to 0.6 N/m3. The larvae drifted in a northeasterly direction. The initial 
location of the highest concentration was observed at 55°17'N and 15°45'E. After 21 days of 
integration the maximum of the simulated larvae abundance was located at 55°30'N and 16°20'E. 
After a 21-days simulation period the FinEst model gave a maximum of simulated abundance 
located at 55°30'N and 16°40'E. The centre of the larvae patch, according to the FinEst model, 
was located northeast of that simulated by the Kiel model. The larvae concentration due to 
turbulent diffusion was reduced during the simulation period from 1 to 0.25 N/m3, which is clearly 
lower than the concentration according to the Kiel model, because the FinEst model give a much 
more enlarged pattern than the Kiel model. 
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Fig. 6.105. Simulated cod larvae drift patterns in the Baltic Sea (N/m3) at a depth of 30-40 m in 
1994. (A-F): A - July 2, B - July 5, C - July 9, D - July 20, E - August 9, F - July 30 and G - the 
depth of the isopycnal level (m), at which the larvae drift takes place, July 30. 
Discussion 
Both the spring bloom in April-May as well as the larvae drift in July-August were simulated by 
the 3D coupled hydrodynamic-ecosystem model. The main simulations were concentrated on the 
study of larvae drift in July-August 1994. The simulations of the spring bloom gave background 
information, and showed the model's ability to reproduce such features, when a size-dependent 
plankton food-web system and realistic loading were used. The larvae drift simulations were 
compared with the results of the Kiel model. The present comparison of the simulated larvae fields 
of July 1994 revealed a high correlation between the results of the different model applications and 
gave clear indications promises that our models are suitable for future examination of the 
circulation and larvae transport in the Baltic Sea. 
The coupled 3D hydrodynamic and ecosystem model FinEst 143 
6.5 The ecosystem calculation for the Egyptian part of the 
Mediterranean Sea 
Background 
The Mediterranean coastal area off Egypt, between the longitudes 29°45'E and 33°45'E, has been 
seasonally studied during the period from 1982 until 1986 with the aim of estimating the primary 
productivity of the south-eastern Mediterranean. The study was carried out by the Oceanography 
Dept. of Alexandria University and was sponsored by the US AID Agency (AD/NE-CA-1706). 
Most of these data were then reported, with graphical presentations, in different M.Sc. theses (e.g. 
Moustafa 1985, El-Rashidy 1987, Nour El-Din 1987).The results of single parameters belonging 
to that data set were published to describe their distribution over the whole area and their 
variations in different seasons. However, few works have presented the combination of the various 
parameters. The present study can be considered as a test of the models' validity for application in 
an environment different from the Gulf of Finland. 
The initial distributions of model variables over the studied area were created from the measured 
data, producing a 50x19 model grid with an interval of ca. 12.5 km. Meteorological data 
consisting of values of air temperature and surface wind components were obtained from the 
ECMWF (European Centre for Medium-range Weather Forecasts) Mars Archives. 
The locations of land sources and their rate of water discharges were obtained from the Ministry of 
irrigation for the study period (1982). However, the estimated annual nutrient loads (Morsy 1994) 
for the whole area were recalculated according to the proportional discharge rates of each source in 
different seasons. On the other hand, due to the actual stage of the model development, the nutrient 
exchange through the open boundaries of the studied area has been expressed as a constant rate. 
The annual load of nutrient salts from land sources, represented herein by both nitrogen and 
phosphorus concentrations, have been estimated as 676.4 tons year-1 and 84.9 tons year-1  
respectively (Morsy 1994). These loads are due to about 17.1 km3 year-1 discharged water from 
different land-runoffs, with a flow rate of 543 m3 sec.-1. 
The model simulations started from July, with homogenous initial conditions over the whole area. 
The first three-month period of the calculations was used for model stabilisation. In the present 
paper, examples of the preliminary results obtained from the model simulations during the period 
from September until December will be illustrated. Other specific examples (air and water 
temperatures, wind components, phosphorus, phytoplankton and zooplankton) are selected to 
explain the land-runoff effect on the ecosystem during the first 60 Julian days of the year (January-
February) as a momentum simulation of the model for the maximum discharging period. 
Results 
Simulations of air temperature over the studied area have shown marked variations between the 
day and night periods. During the day time, temperature gradients were increased towards the land 
and conversely during the night towards the sea. A variation of 2 to 6 °C of air temperature was 
observed between day and night. 
The surface mixed layer depth calculated by the FinEst model varied between 10 and 20 m in the 
coastal area, while in the open sea its depth was even >60 m (Fig. 6.106a). 
The reactive soluble phosphate (rsp) concentrations during the period October-December showed 
higher values in coastal areas, especially offshore of the Nile Delta land sources, compared with 
both other sources and open sea areas (Fig. 6.106b). On the other hand, the phytoplankton biomass 
(as chlorophyll a) concentrations in the water column of the mixed layer (10 m) almost follow the 
rsp distribution, demonstrating the east-ward dilution of its concentrations (Fig. 6.106c). 
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Fig. 6.106. October-December distribution of: a - mixed layer thickness, m; b - surface layer 
PO,-P, mg m 3, c - chlorophyll a, g m 2, surface layer 10 m. 
a 	 b 
Fig. 6.107. Time series in surface layer for coastal areas (thin line) and open sea (thick line) 
a - temperature, b - zooplankton, c - chlorophyll a, d - phytoflagellates. 
The time series simulation for the same period shows a marked decrease of water temperature in 
December (Fig. 6.107a), with small variations between coastal and open sea waters. In that month, 
a marked increase in both phytoplankton and zooplankton biomasses occurred, with higher 
concentrations in coastal areas than in the open sea. The increase in zooplankton biomass was 
mainly characterised by the high density of phytoflagellates (Fig. 6.107b-d). 
On the other hand, the momentum simulations of the FinEst model for the first 60 Julian days of 
the year (Fig. 6.108), showed that the distribution of water temperature, rsp, phytoplankton and 
zooplankton biomasses follow almost the same trends obtained from the time series simulations 
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during December. Furthermore, they were also in accordance with the distribution of the 
interpolated measured data obtained in December. The model analysis of both phytoplankton and 
zooplankton size-classes over the whole area during the 60 Julian days indicated that larger size 
organisms (higher biomass), mainly colonise the coastal area off the Nile Delta. It was also found 
that the smaller phytoplankton size-classes increase in an eastward direction (Fig. 6.109). On the 
other hand, the first three size-classes of zooplankton (high biomass), show a similar distribution, 
while the fourth one (the smallest size-class), shows an irregular distribution over the whole area 
(Fig. 6.110). 
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Fig. 6.109. Calculated biomasses in different phytoplankton size groups. 
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Fig. 6.110. Calculated biomasses in different zooplankton size groups. 
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Discussion 
The results obtained both from the measured values and from the model simulation showed that 
high concentrations of both nutrient salts and algal biomass (chlorophyll a) are found off the Nile 
Delta coastal area during winter. Based on the results obtained from the model simulation, the 
development of the winter algal bloom in the Egyptian coastal area can be explained by the 
following stages: 
a 	The Nile flow in addition to the Delta drains may constitute the main source of nutrients in 
the coastal area off the Nile Delta. 
b 	Meteorological conditions during winter favour a consistent development of phytoplankton 
bloom due to the creation of quasi-stable conditions in this area. 
c 	Due to the eastward water current characteristics of the southern part of the 
Mediterranean, this bloom may be diluted by transportation in the eastward current. 
d 	The nutrient-enriched surface layer (due to winter convection) could maintain algal 
species-specific growth rates during their transportation, forming patches with different 
size-classes. 
e 	Due to the low grazing impact of both zooplankton and fish during the winter season, the 
algal bloom may maintain its density for a longer time compared with the previously-
mentioned autumn bloom (Dowidar 1988). 
In the winter season (December-February), in addition to the load of nutrients (40 % of the annual 
discharge), especially from the Nile branch and the Delta drains, it seems that meteorological 
conditions can play an important role in keeping high nutrient concentrations in the Nile Delta 
coastal area for long time period. This period may be enough to create what we can describe as 
suitable conditions for optimum phytoplankton growth. In his study Dowidar (1988) has explained 
that the algal bloom in the Egyptian coastal area during winter is mainly due to the low grazing 
impact of both zooplankton and phytophagous fish (mainly Sardine). 
CONCLUSIONS 
Marine system modelling is a superior way of solving the problem of how the rational management 
of our living marine resources should be organised in the future. 
A marine system model is a system comprising two parts: a hydrodynamic and an ecosystem part. 
Hydrodynamic processes play a significant role in the formation of the ecosystem temporal and 
spatial distribution. Here three of the more important processes are presented: 
• Interaction between the coastal area and the open sea. This process carries out the 
transport of nutrients from loading areas with high nutrient concentrations to the open 
sea with its low nutrient concentrations, and vice versa. In this, the bottom topography 
plays a significant role. 
• Interaction between sediments and the water body. This process handles the transport of 
nutrients from sediments with very high nutrient concentrations to the water body and 
the formation of organic sediments by the settling of detritus and autotrophs. In 
horizontal sediment transport the bottom topography plays a significant role. 
• Interaction between the upper mixed layer and the lower stratified layer. This interaction 
forms the late summer plankton bloom (blue-green algae bloom) in the mixed layer of 
the open sea by the transport of nutrients from the lower layer with its high nutrient 
concentrations to the upper euphotic layer which has a very low concentration of 
nutrients after the spring bloom. Entrainment, up- and downwelling and vertical 
turbulent mixing bring about this transport between the upper and lower layers. The 
dynamics of the mixed layer thickness plays an important role here. Because in a 
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shallow stratified sea the bottom topography plays a significant part in the formation of 
the mixed layer, this problem is also a bottom topography problem. 
In a z coordinate system, in which the bottom topography is approximated by a staircase form, the 
solving of all these three interaction problems would demand many vertical levels, which would be 
a waste of computer resources. In the FinEst hydrodynamic-ecosystem model the two level a 
coordinate system is used. There are several reasons for using a terrain-following a coordinate 
system. One of the main benefits is the bottom profile approximation in a natural form, which is 
very important in ecosystem modelling. The two layer a coordinate system is also economical of 
computer resources, which is an important factor when using PC-type computers. 
Due to the variations of nutrient inflow in connection with rivers, and because of upwelling and 
fronts, the ecosystem component structure in the coastal area is very inhomogeneous in time and 
space. The interpretation of such a system can only be realised for practical purposes using high-
resolution 3D models. 
Developments in atmospheric and climatic modelling have shown that the models can be very 
complex in an everyday sense, but they are still not sufficiently complex to describe the real 
features of the system realistically. Simple models may be useful for research, but for management 
purposes as complex and realistic models as possible are needed, and at present this certainly 
entails the use of 3D models. 
Developments in the computer industry have resulted in the powerful PC, that can be used in the 
high-resolution coupled 3D hydrodynamic and ecosystem numerical modelling of semiclosed sea 
areas, not only in large institutions but everywhere. The model conception and its mathematical 
methods also play an important role in using the PC for such kinds of complex modelling. 
Open boundary conditions present very difficult problems both in hydrodynamic and also in 
ecosystem modelling. If the velocity vector is inward-directed, then the boundary condition is 
formed outside the system and we must define it. Sometimes it is better to start the hydrodynamic 
and ecosystem modelling with special modelling for the calculation of the boundary conditions. 
Sometimes it is better to start the modelling from large-area modelling (perhaps with a simpler 
ecosystem model and a larger grid step) from the solution of which it is possible to form the 
boundary conditions for the limited area. For a coastal area with many open coastlines this is the 
only way to solve the problem. 
Marine ecosystem modelling has changed fundamentally since the application in the models of the 
size-dependent structure and mass-dependent parameterization of biochemical reactions for the 
description of the plankton food web. The plankton community equations can be solved 
mathematically in their correct form, and these equations may perhaps have a universal character. 
The composition of aquatic ecosystem forecast models is possible using the size (mass) 
dependency conception for describing the plankton community. 
So-called "simple models" which describe the evolution of the total plankton biomass and total 
nutrient concentration need complicated parameterization, in which the calibrated coefficients 
depend on environmental conditions and are functions of time and space. In changed environmental 
conditions these models need recalibration - this means that such "simple models" are not 
forecasting models. 
In the size-dependent food-web model, there are two energy flows in the plankton community 
system: the first is the dissolved inorganic nutrients' uptake described by autotrophs and the 
second is the uptake of dissolved organic nutrients by bacterioplankton. The first one is directed 
from the autotrophs to the heterotrophs by grazing reactions while the second one is directed from 
the small heterotroph size-classes to the large size-classes by predation reactions. 
There are three types of description for reactions in the plankton community system: linear, which 
includes mortality, exudation, respiration and excretion; quasi-nonlinear, which includes the 
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growth rate of the autotrophs and the growth rate of the bacterioplankton, and nonlinear, which 
includes grazing and predation. 
The nonlinear reactions formed a free oscillation of the plankton community system with a 
frequency near that of the diurnal oscillation. Because the main external forcing (light and water 
temperature) has a diurnal character, the nonlinear reactions, especially the predation reaction 
between zooflagellates and bacterioplankton, cause special problems in numerical calculations. 
The most significant components of the autotrophs were netphytoplankton during the spring bloom 
and blue-green algae during the late summer bloom. The smallest autotroph size-classes' 
concentrations are 2-8 times smaller than those of the larger size-classes. Here the situation for the 
open sea and for a loading area is different. For netphytoplankton the maximum concentration has 
almost the same magnitude for both areas, while the smaller autotroph size-classes were strongly 
dependent on pollution areas - they formed ca. 10-20 % of the total autotroph biomass in the open 
sea and 30-50 % in the polluted coastal areas. The proportion of smaller size-classes in the total 
autotroph biomass was especially high after the spring bloom. The calculated concentrations for 
heterotrophs show almost the same concentration magnitude for all the size-classes. The temporal 
and spatial variability of the plankton distribution is very large both in calculations and in 
measurements. 
The sensitivity analyses show that the model does reproduce correctly the major differences 
between the different growth periods and the seasonal succession of different phytoplankton and 
zooplankton groups, but the spring bloom is somewhat late compared with the measurements. The 
model is not sensitive to an alteration of the zooplankton growth rate. The effect of the lower 
temperature limit for the autotroph and heterotroph growth rates has a significant effect on the 
composition and time of occurrence of the spring bloom, but relatively little effect on the late 
summer bloom. The relative intensities of the spring and late summer blooms are strongly 
dependent on the initial values of nutrients. This is due to the potential for a remaining excess of 
phosphorus during nitrogen-limited spring blooms in the model runs. This situation does not 
correspond to the observations made, since the model does not take into account the luxury uptake 
by diatoms, which decreases the summertime concentrations of PO4 in the surface layer. 
Atmospheric forcing plays an important role in the formation of the hydrodynamic and ecosystem 
temporal and space structure in the sea. The meteorological forcing can be introduced into the 
model on the basis of measured atmospheric data or on the basis of atmospheric model data. 
Measured atmospheric data are more correct, but the observation stations have an irregular spatial 
structure, so the data from an atmospheric model is to be preferred. The HIRLAM model data over 
the Baltic sea has a horizontal resolution of about 55*55 km. When comparing HIRLAM model 
data with measured data, notable differences can be seen. The differences can most probably be 
explained by the lack of resolution of the HIRLAM model. The model cannot "see" the local 
problems. For describing the coastal and open sea interaction, however, these local problems are 
very important. In future the FinEst model will coupled with an atmospheric boundary layer model 
having the same grid interval as the hydrodynamic-ecosystem model. 
The model simulations with the hydrodynamic part were in general fairly successful. However, 
some drawbacks were found, too, as well as problems which should be dealt with in the future. 
The regional models clearly showed limitations in their use, because of the continuous need for 
boundary conditions. These conditions can be obtained in the future if zoom-modelling is used, in 
which the high-resolution limited area model gets its boundary conditions from a large-scale model. 
Even the atmospheric forcing from the meteorological model showed some drawbacks. The 
forecast wind speeds are usually too small, and the horizontal temperature fields and the diurnal 
variations of temperature are not accurate enough. However, these factors are important in sea 
modelling. The present resolution of the sea model should also be refined, following which such 
features as the dynamics of small-scale vortices and coast-open sea interaction can be modelled. 
The accuracy of the model in simulating physical features like these is also of great importance for 
the ecological model, which needs accurate physical input. The use of models of different orders of 
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complexity should be continued in order to study the differences between models. The model 
should also be supported in the future by higher resolution data to investigate the meso-scale 
physics, which is still quite unknown today. Measurements, modelling and the an up-to-date 
knowledge of the sea-area studied must therefore develop in close harmony. 
The model simulations of the influence of the climate change over the Gulf of Finland (GOF) and 
the Gulf of Riga (GOR) showed that there is a basic difference concerning the spring bloom 
dynamics of the western GOF and the central GOR. In both areas the variability of 
netphytoplankton was low and this was observed in the western GOF as a smooth spring bloom 
curve. However, in the central GOR (representing an area with other size groups also being 
important during the spring) the variability was much higher, due to the rapid changes in other 
phytoplankton groups. 
With an air temperature rise of 0.5 to 0.9 °C, the peak in the plankton spring bloom occurs 
approximately one week earlier, but the intensity change is relatively small. The spring peak in the 
case of the medium climate change scenario (a 1.6 to 2.9 °C air temperature rise) is shifted about 
two weeks earlier, and the total biomass is about 25 % higher. The smaller size groups of 
phytoplankton (phytoflagellates, pico- and nanoplankton) will increase their relative share of the 
biomass during the spring peak, more significantly so in highly loaded or shallow areas. 
The climate change has a significant effect in the late summer. In the eastern GOF the late summer 
bloom starts earlier and lasts longer with the minimum and medium climate change scenarios, but 
the maximum climate change scenario (a 4.1 to 7.3 °C air temperature rise) results in a different 
pattern. 
In the eastern GOF and the southern GOR, the biomass of blue-green algae decreases dramatically 
during July in the maximum climate change scenario due to the temperature limitation on the 
growth of blue-green algae included in the model. This temperature limitation on growth is not 
seen in the southern GOR and western GOF areas, because there the sea areas are deeper and the 
water mass temperature stays below the limit. The temperature limitation effects on growth might 
not be as severe as calculated due to changes in species dominance, which would alter the assumed 
maximum temperature limitation for autotroph growth. 
The exceptionally warm weather of 1995 prolonged the growth period of blue-green algae in a 
similar way that the maximum climate scenario seems to do, except for the late autumn, when the 
simulated growth period lasts about two months longer. The length of the growth period might, 
however, be an overestimation caused by underrestriction of the growth limitation by light. The 
effect of calculated maximum Hadcm2 scenario to blue-green algal biomass levels was relatively 
small during the period June to mid-September 1995 due to the temperature limitation of growth. 
The scenario with a stronger wind speed showed an increase in upwelling (or entrainment) which 
caused an increase in the total biomass of blue-green algae during late June. 
The model simulations of the influence of a load change in the Gulf of Finland (GOF) and the Gulf 
of Riga (GOR) showed that a load reduction leads in general to a decrease in nutrients 
concentrations in the sea. 
Calculations show that the main influence of the load reduction takes place in the eastern part of 
the GOF and near the mouth of the River Daugava and the River Parnu. The reduction of load can 
also be seen in the central parts of the GOF and GOR as affecting the biomass of blue-green algae. 
The effect of load reduction on the plankton growth during the late summer is more complicated 
and spatially more widespread. 
The aquatic ecosystem model FinEst was applied to Mex Bay in the Mediterranean Sea and to 
Pärnu Bay in the Baltic Sea to compare the behaviour of the model when using identical 
parameterizations of the biochemical reactions in different hydrological and climatic conditions. 
The model experiment showed that the different appearence of the plankton structure is caused by 
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different atmospheric forcing (solar radiation, heat flux) but not by a different plankton community 
structure. 
The interactive user interface of the FinEst model provides user-friendly support during the model 
initialisation and visualisation. It offers information on the model and allows the choise of model 
input/output parameters, ways of visualizing the results, etc.. Using this software the user can 
change the structure of the model, i.e one can choose different methods to describe the chemical 
and biological processes, one can include/exclude bottom sediments, or one can choose the list of 
model variables. The model grid can also be created automatically. 
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cm/s Velocities in the Suur Strait, January - March 1995 
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Fig. 1.2. Measured and calculated velocities in the Suur Strait. 
Fig. 1.3. Comparison of calculated velocities (as in Fig. 1.2) with a situation in which 72 = 0 
in the Suur Strait. 
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Fig. 1.11. Process description for nanozooplankton, 
hgrw= ZDE * (GRZ3 + PRD3 ), hlus=—(DEZ, + DMZ, + DRZ,), hpred= —PRD2 . 
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Fig. 1.12. Process description for zooflagellates, 
hgrw= ZDE * (GRZ, + PRD4 ), hlus= —(DEZ, + DMZ, + DRZ,), hpred= —PRD,. 
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Fig. 1.13. Process description for bacteria, 
hgrw=GRB, hlus= —(DEZ, + DRZ,), hpred= —PRD4. 
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Autotrophs sum 
Fig. 1.14. The variation of autotroph biomass due to a change in the heterotroph 
growth rate constant. 
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Fig. 1.16. The variation in the biomass of phytoflagellates and picophytoplankton due to a change in 
the heterotroph growth rate constant. 
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Fig. 1.17. The variation of heterotroph biomass due to a change in the heterotrophs 
growth rate constant. 
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Autotrophs sum 1994 and 1994 
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Fig. 1.18. The natural variation between years for versions al and a4 for the 
years 1994 and 1995. 
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Fig. 1.19. The effect of temperature limitation on autotrophs. 
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Fig. 1.20. The effect of temperature limitation of growth on bacteria. 
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Fig. 1.21. The effect of temperature limitation of growth versus the effect of 
heterotroph growth rate. 
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Fig. 1.22. Effect of PO, initial value. 
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Fig. 1.23. The effect of initial values for NO3. 
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Autotrophs sum 
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Fig. 1.24. The combined effect of the nutrients' initial values. 
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Fig. 6.43. Calculated and measured nutrients and total biomass of phytoplankton 
in the Gulf of Riga, 1995. 
Os - open sea, surface; Ob - open sea, bottom; Ds - in the vicinity of the mouth of the River Daugava, 
surface; M - measured data; Mm - measured mean data. 
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Fig. 6.59. Calculated influence of climate change on blue-green algae. 
a,b - Eastern GOF; c,d - Southern GOR. 
0 - 1994; A - 1994 + minimum Hadcm2; B - 1994 + medium Hadcm2; C - 1994 + maximum Hadcm2; D 
- 1994 + wind speed is multiplied by 1.5; E - 1995. 
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Fig. 6.84. Surface salinity fields in the Gulf of Finland. (A): simulated by the 2DK model version using 
atmospheric forcing derived from the Kalbådagrund weather station and (B): simulated by the 2DH 
model version using atmospheric forcing from HIRLAM. The Figures represent the mean of model 
results from August 18-21. Positions of the salinity measurements carried out between August 18-21 
are marked with a black dot with the corresponding value (according to the model results, changes in 
the horizontal salinity field were small during August 18-21). The isoline analysis of the model results is 
shown at intervals of 0.2 PSU, and the corresponding colour scale is shown below. 
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Fig. 6.85. Surface temperature fields in the Gulf of Finland. (A): simulated by the 2DK model version 
using atmospheric forcing derived from the Kalbådagrund weather station and (B): simulated by the 
2DH model version using atmospheric forcing from HIRLAM. The Figures represent the situation on 
August 20 at 12 GMT. Observations are marked with a black dot with the corresponding value. The 
isoline analysis of the model results is shown at intervals of 0.1 degrees (A) and of 0.2 degrees (B) and 
the corresponding colour scale is shown below. 
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