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Abstract
The spectra of Ap and Bp stars show evidence of non-homogenous distributions of
chemical elements both vertically and horizontally, along with the presence of large-
scale ordered magnetic fields. The atomic di↵usion theory in stellar atmospheres ex-
plains the presence of the non-homogenous element distributions as a result of the mag-
netic field’s e↵ect on the radiative pressure in the photosphere. Recent modelling of
the abundance distributions in Ap and Bp stars has questioned the results determined
theoretically. In addition, there has been a debate over the uniqueness and reliability of
the results determined using Zeeman/Magnetic Doppler Imaging (Z/MDI). To provide
the tools necessary to determine further observational constraints for di↵usion theory
and to check the uniqueness and reliability of current MDI measurements, this thesis
presents the development of two codes: Sparti Simple for the analysis of spectra
formed in non-magnetic stellar atmospheres; and Sparti for the analysis of Stokes
IQUV profiles formed in magnetic stellar atmospheres.
Before the application of these two codes to observational data, testing was carried out
to confirm the functionality and ability to cope with the challenges introduced as a
result of the observation of Stokes IQUV profiles.
The analysis of non-magnetic stellar spectra is a first step in the analysis of magnetic
stellar spectra and also provides important observational constraints to di↵usion the-
ory. The member stars of the cluster NGC6250 were analysed using Sparti Simple
as part of a larger collaborative e↵ort to analyse the member stars of a variety of open
stellar clusters. A cluster membership analysis of the stars in NGC6250 was performed
and the fundamental parameters and photospheric chemical abundances were deter-
mined for each of the 19 member stars. Finally, the magnetic roAp star HD24712
and Ap star HD137909 were analysed using Sparti to determine its ability to recover
unique and reliable results.
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11 Introduction
Magnetic fields are observed in stars throughout the Hertzsprung-Russell (H-R) dia-
gram and in the interstellar medium (ISM), ranging in strength from ⇠1µG in the ISM
to 1012G in some rotating neutron stars. Where present, magnetic fields are important
during stellar evolution, from the very first stages of stellar formation in the ISM where
the magnetic energies are comparable to the gravitational energies (Crutcher 1999), to
the end of the star’s life in white dwarfs, neutron stars, and black holes (e.g., Mestel
1999 and Ferrario & Wickramasinghe 2007).
The observations of the magnetic fields in the Sun provide excellent constraints
for theories. Since the Sun is visually resolved we can observe the spectrum of various
surface features separately. This allows us to detect the Zeeman splitting of spectral
lines formed in surface features such as sunspots (e.g., Hale 1908) as shown by Fig.
1.1. The Sun, however, is only one type of star and, therefore, we must look further
afield to gain a complete understanding of stellar magnetic fields.
Outside our solar system magnetic fields are most often observed in chemically
peculiar A- and B-type stars, the Ap and Bp stars. These stars account for ⇠10% of
all A- and B-type stars (e.g., Donati & Landstreet 2009) and host large-scale ordered
magnetic fields. These stars are especially interesting to study since their spectra
contain the signatures of a variety of stellar processes, including di↵usion, which theory
predicts is strongly a↵ected by magnetic fields.
The aim of this thesis is to create and use the new spectropolarimetric inversion
code, Sparti, for the detection and characterisation of magnetic fields in main-sequence
Ap and Bp stars. Sparti is also able to model magnetic fields in all main-sequence
stars, as long as no molecular lines are considered in the analysis and the spectra have
a su ciently high signal-to-noise ratio (SNR) and spectral resolution (R); i.e. SNR
& 200 and R & 60000 (see Section 5.4).
2Figure 1.1: A: A sunspot photographed on 9th March 1916 at 23 W longitude. B: The
iron triplet at 6173 A˚, the slit is position as per the vertical line in image A. Image
credit Hale et al. (1919)1.
1Plate VII - parts a and b in The Magnetic Polarity of Sun-Spots, G. E. Hale, F. Ellerman, S.
B. Nicholson, and A. H. Joy, 1919, ApJ, Vol. 49, p.153, c  AAS. Reproduced with permission.
http://dx.doi.org/10.1086/142452
31.1 Where are magnetic fields found?
Evidence of magnetic fields has been observed in a variety of stars of many spectral
types across the H-R diagram. However, there are stars which after various surveys
show no signatures of a magnetic field. Studying these types of stars allows us to
determine which factors are responsible for magnetic fields and which signatures may
appear as a result of the presence of a magnetic field. Surveys of the following stars have
failed to detect any magnetic fields: HgMn Stars (Shorlin et al. 2002 and Makaganiuk
et al. 2011); RR Lyrae Stars (Kolenberg & Bagnulo 2009); and A and B supergiants
(Shultz et al. 2014). Initially the surveys of hot subdwarfs (O’Toole et al. 2005),
emission line B-Type Stars (Hubrig et al. 2007 and Hubrig et al. 2009), and central stars
of planetary nebulae (Jordan, Werner & O’Toole 2005) showed evidence of magnetic
fields. However these results were called into question and later shown to be spurious
(Petit et al. 2012; Bagnulo et al. 2012; Leone et al. 2011). Indeed further surveys
of hot subdwarfs (Mathys et al. 2012 and Landstreet et al. 2012a) and central stars
of planetary nebulae (Jordan et al. 2012 and Leone et al. 2014) show no evidence of
magnetic fields.
We do not know whether the lack of detection is a result of instrument limitations
or whether these stars truly have no magnetic fields. However we are able to give upper
limits for magnetic field strengths in these stars: in most cases between 100–500G.
The stars for which we observe magnetic field signatures can be split into two
formation mechanisms. Those of “dynamo origin” (e.g., Charbonneau 2014) which
form as a result of a dynamo process in the inner layers of the star and those of “fossil
field” (e.g., Braithwaite & Spruit 2004) origin with fields which are created earlier in
the star’s evolution.
41.1.1 Dynamo origin magnetic field
The Sun was the first star found to have a magnetic field (Hale 1908). Since the Sun
is the closest star to Earth and it is visually resolved, it has been very well studied.
We now know that the magnetic field is comprised of magnetic flux tubes (Parker
1979); evidence of which comes in the form of sunspots, flares and prominences. The
strongest fields on the surface of the Sun are observed in the umbrae of sunspots (e.g,
Livingston et al. 2006). The Sun is often used as a stellar laboratory, and in addition
to the magnetic field much of our atomic data is based on solar measurements. Initial
observations of the Sun led to the conclusion that the Sun has periodic variations
on a timescale of 11 years (Schwabe 1843). Later observations by Hale et al. (1919)
showed that in fact the periodicity was on a timescale of 22 years, consisting of two 11-
year cycles varying only based on the polarity of the magnetic field, something Schwabe
(1843) was unable to measure. This variability is good evidence for a dynamic magnetic
field resulting from an ongoing dynamo process and not a static fossil field.
The dynamo origin of the magnetic field in the Sun is thought to be the result of
a magnetohydrodynamical process in the inner layers, at the interface between the
radiative inner region of the star and the outer convective zones, the tachocline (Spiegel
& Zahn 1992). At the tachocline the ionised plasma is subjected to shearing forces as a
result of the di↵erential rotation of the convective layer. These shearing forces produce
a dynamo which in turn generates a magnetic field.
A large survey of solar-type stars found 67 out of 170 stars observed had magnetic
fields (Marsden et al. 2014). It has also been possible to map the magnetic field of
the surface of these stars (Donati et al. 1992; Carter et al. 1996). The polarity of
the magnetic field changes frequently across the stellar surface in these stars, which
means the disc-integrated field is likely to be weak even if the field of the star is much
higher. Therefore measurements of the magnetic field of solar type stars using circularly
polarised light may significantly underestimate the actually field strength.
Low mass stars between 1M  and 0.1M  generally show two types of magnetic
field. The rapidly rotating stars are typically poloidal and symmetric, where the mag-
5netic field lines emerge from the poles of the star (Gregory et al. 2012). The slow
rotating stars show evidence of non-axisymmetric toroidal fields, where the field lines
are perpendicular to the rotational axis (Gregory et al. 2012). Tens of stars have been
detected with this magnetic field geometry and field maps have been produced by, for
example, Donati & Landstreet (2009).
At the limit where stars become fully convective, M . 0.35M  (Chabrier &
Bara↵e 1997), magnetic fields are observed (e.g., Donati & Collier Cameron (1997) and
Morin et al. (2010)). There is much discussion about the formation of the fields in these
stars. The fact that they are fully convective means that there is no boundary between
di↵erent energy transport zones to produce the tachocline theorised in the formation of
the solar dynamo. Brown et al. (2010) suggest, with the use of magnetohydrodynamical
simulations, the possibility of a dynamo action within the convective zone resulting in
“magnetic wreaths” which are not disrupted by the processes within the zone itself.
The magnetic fields of pre-main sequence T Tauri stars have been shown to be
relatively strong in the several kG range (e.g., Johns-Krull 2007; Hussain et al. 2009;
Hussain 2012; Donati et al. 2012). The magnetic fields are thought to cause an e↵ect
called magnetospheric accretion which influences how inflowing material falls onto the
photosphere (Muzerolle, Calvet & Hartmann 1998).
In giant and super giant stars the fields are, in general, found to be around only
a few G (Aurie`re et al. 2009; Konstantinova-Antova et al. 2012; Grunhut et al. 2010).
This is very weak in comparison to the majority of observed stellar magnetic fields and
intuitively it would appear to be too small for detection with existing instrumentation.
The reliability of the measurements, however, is supported by multiple detections in
the same stars and no detections in others.
The red giant star EK Eridani is of particular interest since it has a field strength
of⇠100G, which is larger than other similar stars. It is thought that EK Eri has evolved
from a main-sequence A star with a magnetic field, however its present activity level
is too high and thus not consistent with its rotation rate. This presents tantalising
evidence for the transition between fossil fields and dynamo fields (Aurie`re et al. 2008;
Konstantinova-Antova et al. 2010).
61.1.2 Fossil field origin magnetic field
An alternative origin of magnetic fields in stars, where the physics of the star does not
support a dynamo origin, is the fossil field origin. These fields are thought to be the
remnant of field generated earlier in the star’s evolution or a field captured from the
ISM during formation. We detect these fields in a variety of stars.
1.1.2.1 Main sequence O and B stars
The Of?p stars commonly show magnetic fields (Grunhut, Wade & MiMeS Collabora-
tion 2012). They show signs of trapped magnetospheres where the magnetic field has
stopped radiative stellar wind escaping. This is thought to lead to the trapped gas
rotating about the star. The spectra of Of?p stars show strong emission lines of C III,
and the spectral classification was introduced by Walborn (1972). These stars are, at
this time, the only O stars for which fields have been detected.
There are a number of massive helium rich stars which show evidence of a trapped
magnetosphere and large ⇠ 5 kG magnetic fields. The first such star was discovered by
Landstreet & Borra (1978). A number of B stars have been observed to have magnetic
fields (Hubrig et al. 2006; Hubrig et al. 2009; Hubrig et al. 2011) using the FORS
instrument. The work by Bagnulo et al. (2012) and Bagnulo et al. (2013) show that
these results are likely spurious due to signals produced with the instrument. Of the 6
stars re-analysed by Shultz et al. (2012), for which Hubrig et al. (2011) have calculated
models of the magnetic fields, only 2 were shown to have magnetic fields.
1.1.2.2 Pre-main sequence Herbig Ae/Be stars
Only a few per-cent of pre-main sequence A- and B-type stars are detected to have
magnetic fields (Wade et al. 2005; Wade et al. 2007; Alecian et al. 2013), with dipolar
morphology. The study of these stars could lead to vital clues about the presence of
magnetic fields in Ap and Bp stars, since Herbig Ae/Be stars (HAeBe) are pre-main
7sequence A- and B-type stars. The observational characteristics of the class HAeBe are
described in Vieira et al. (2003); including the requirement to show emission lines in
the spectra, and an infrared excess, which point to the presence of a circumstellar disc
showing that the star is still in the pre-main sequence. There is also the requirement
that there is “fairly bright nebulosity in its immediate vicinity” (Vieira et al. 2003),
this is to di↵erentiate between post- and pre-main sequence stars. The survey by
Alecian et al. (2007) found four out of a total of 55 HAeBe stars with the signatures of
large-scale ordered magnetic fields. These stars were also slow rotators which suggests
the e↵ects of some sort of magnetic braking since the stars are also young and are
expected to be fast rotators as a result of conservation of angular momentum. There
are a number of questions still to be answered in terms on magnetic Herbig Ae/Be
stars. How do the magnetic fields in HAeBe relate to those found in Ap and Bp stars?
How do the magnetic fields observed in HAeBe a↵ect the accretion of material from
the circumstellar disc? Vink et al. (2002) observed evidence to suggest that Herbig Ae
stars undergo magnetic accretion, similar to that seen in T Tauri stars; Herbig Be stars
on the other hand show evidence of disc accretion. Measurements of the H↵ line of
four HBe stars by Mendigut´ıa et al. (2011) has provided additional evidence to support
this. They show that there is no evidence of gas on Keplerian orbits which is required
for magnetic accretion to take place.
1.1.2.3 White dwarfs
White dwarf stars (WDs) are the final evolutionary state of most stars. The analysis
of the magnetic fields in WDs is important as they likely contain clues to the evolution
of magnetism throughout stellar life. Surveys of WDs in the range of MG to hundreds
of MG have been undertaken (Kepler et al. 2013). Far less information is known
about WDs with fields below ⇠ 10 kG, a survey by Aznar Cuadrado et al. (2004)
suggested that a substantial fraction of white dwarfs have a weak magnetic field and
Landstreet et al. (2012b) suggested a 10% frequency, a survey by Kawka & Vennes
(2012) concluded that the probability of field detection is of the order of 1-2% per
8decade of field strength.
Recently a survey of white dwarf stars (by J. Landstreet, S. Bagnulo, A. Martin and
G. Valyavin), has aimed to detect weak magnetic fields below ⇠ 10 kG. As part of the
survey the star 40 Eridani B was observed and no magnetic field was measured with
an upper limit of 85G (Landstreet et al. 2015). As part of the same survey a field of
57 kG was was detected in LTT 16093 = WD2047+372 (Landstreet et al. 2016), an
important result since it is the third weakest field to be detected unambiguously in a
white dwarf.
1.1.2.4 Ap and Bp Stars
In terms of magnetic stars, the main focus of this thesis is on chemically peculiar A-
and B-type stars which comprise ⇠10% of the total population of A- and B-type stars
(e.g., Donati & Landstreet 2009). Ap and Bp stars range in temperature from 7000K
to 20000K and are slow rotators (Catalano & Renson 1997). The spectra of Ap and
Bp stars show strong peculiarities of a variety of elements especially iron-peak elements
and rare-earths. This makes the modelling of these stars a particular challenge, since
we can no longer rely on a close to solar abundance for the elements in the photosphere.
Blends of rare-earths and iron-peak elements makes it di cult to disentangle the correct
abundance for each element. When classifying these stars, if only the metal lines are
considered the determination of spectral type can be far from the correct value. To
illustrate this, Fig. 1.2 shows the di↵erence between the Ap stars HD137909, HD24712
and a synthetic stellar spectrum. Each star has a similar temperature however there is
extreme di↵erences between the three spectra. In addition to the di↵erence in strength
and number of lines observed in the spectrum, there are also wavelength shifts of the
line center of individual lines. This potentially indicates the presence of stellar spots,
because, if a stellar spot with an enhanced abundance of a certain element is at the
limb of a star, the line depth will increase only at those wavelengths consistent with
the doppler shift resulting from the projected rotational velocity at the point on the
star where the spot is located.
9Figure 1.2: Top panel: The spectrum of HD24712 (black solid line) observed with
HARPSpol, plotted with a synthetic spectrum calculated using the spectral synthesis
code Cossam (red solid line) with Te↵ = 7250K, log g = 4.10, solar abundances from
Asplund et al. (2009) and convolved with an instrument response of HARPSpol (R =
120000). Bottom panel: The spectrum of HD137909 (black solid line) observed with
CAOS, plotted with a synthetic spectrum calculated using the spectral synthesis code
Cossam (red solid line) with Te↵ = 7800K, log g = 4.20, solar abundances from Asplund
et al. (2009) and convolved with an instrument response of CAOS (R = 60000).
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In Ap stars, the interior of the star consists of a convective core wrapped within
a radiative envelope. The hot matter rises in the convective zone and the cool matter
drops. As the matter reaches the boundary between the convective layer and the ra-
diative layer, energy is transferred by EM radiation to the stellar photosphere. Theory
does not predict a dynamo in A- or B-type stars, the transition between the radiative
and convective zones is inverted with respect to the solar case and it is far too deep
in the star for it to reach the surface in time to explain the large-scale magnetic field
structures seen in the pre-main sequence Ap stars (MacGregor & Cassinelli 2003). This
means that any dynamo e↵ect must occur very early on in the stars evolution, if it is
the reason behind the large scale magnetic fields. This leads to the fossil field origin of
the stellar magnetic field, either a remnant of an ISM field or a dynamo e↵ect during
pre-main sequence evolution. This is plausible as the ohmic decay timescale is 1010 yr
(Cowling 1945) and the main-sequence lifetime of an A-type star is <109 yr (Bressan
et al. 2012).
The magnetic fields observed in Ap and Bp stars range in strength from 300G
to 30 kG (Aurie`re et al. 2007), with weaker fields more common than stronger ones.
The magnetic axis of Ap and Bp stars are in general o↵set from the rotation axis of
the star. Often the Oblique Rotator Model (ORM; Stibbs 1950) is the model of choice
for such stars with the mean longitudinal field varying periodically.
1.2 Detection and modelling of stellar magnetic fields
The simplest method of detecting magnetic fields in stars is to measure the splitting of
spectral lines as a result of the Zeeman e↵ect (Zeeman 1897). The first observation of
the Zeeman e↵ect in a star was detected in sunspots by Hale (1908). In other stars a
mean value of the magnetic field strength over the entire stellar disk is measured, the
“mean magnetic field modulus”. The first star to have a magnetic field detected in this
way was the Ap star HD215441 (Babcock 1960). This technique has since been applied
to a number of stars and 40 stars with magnetic fields were found in surveys by Mathys
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& Lanz (1992) and Mathys et al. (1997). The Fe line at 6149 A˚ is commonly used for
the detection of magnetic fields in Ap stars (Mathys et al. 1997). The Zeeman e↵ect,
however, is easily hidden by the instrument response or the Doppler broadening of
spectral lines as a result of the rotation velocity of the star. Only very strong magnetic
fields can be detected in this way. As a rough guide the limit at which the Zeeman
e↵ect is detectable is 1 kG for every 1 km s 1 of v sin i (Bagnulo et al. 2001a).
As a result the measurement of the Zeeman splitting of spectral lines is not the most
practical tool for the detection and characterisation of magnetic fields. We must there-
fore turn to a di↵erent technique which provides more information about the star.
This technique is spectropolarimetry which allows us to observe the polarisation of
the electromagnetic radiation emitted by the star, while still observing the intensity
spectrum as previously from spectroscopy. The polarisation of the incoming radiation
is dependent on the direction of the magnetic field vector with respect to the observer
(see Section 2.2). By measuring the degree of linear and circular polarisation we are
able to gain a more detailed understanding of the structure of the magnetic field in
terms of the strength, orientation and geometry. Before we are able to make full use of
spectropolarimetry we must first define parameters to allow us to consistently define
the direction of the polarisation.
1.2.1 Stokes Parameters
The Stokes parameters are used as a means to define the amount of linear and circular
polarised light emitted by a source and were developed by Stokes (1852). By convention
the magnetic field vector of the electromagnetic wave is ignored and only the electric
field vector is used to calculate the degree of polarisation. There are four Stokes
parameters I, Q, U and V . With the exception of Stokes I an explanation of how to
calculate the Stokes parameters is shown in Fig. 1.3.
Stokes I is the total intensity of light measured and is the same quantity as that
measured by photometry in the case of no grating and spectroscopy where a grating
is present. Stokes Q and U are both measures of linear polarisations with di↵erence
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Figure 1.3: A visualisation of the determination of the Stokes Parameters. The double
headed arrows show the direction of oscillation of the electric field vector with respect
to the reference direction x. Each arrow represents the total flux in each direction
and the Stokes parameters are calculated based on the di↵erence between the two
(Landi Degl’Innocenti, Bagnulo & Fossati 2007)2.
2Figure 1 in Polarimetric Standardization, E. Landi Degl’Innocenti, S. Bagnulo, L. Fossati, 2007,
ASP Conference Series, Vol. 364, page 495, eds. C. Sterken. Permission to reproduce granted by
ASPCS.
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orientations with respect to the chosen reference direction. Stokes V is the degree
of circular polarisation. Stokes Q is measured by taking the di↵erence between light
polarised so that the electric field vector is parallel to a reference direction and light
polarised so that the electric field vector is perpendicular to a reference direction.
Stokes U is measured in the same way as Stokes Q however the measurement is made
between electric vectors which in each case are o↵set by 45  compared with those used
to measure Stokes Q. Stokes V is calculated as the di↵erence between the right handed
and left handed circularly polarised light. Circularly polarised light is light for which
the electric field vector is rotating about the direction of travel.
This reference system is consistent with Landi Degl’Innocenti, Bagnulo & Fossati
(2007) and with the majority of the measurements in the optical regime. However it is
important to check the reference system used for the Stokes parameters of published
results since in some cases the signs of the Stokes parameters given are di↵erent to
those which would be calculated from the above definitions.
1.2.2 Mean longitudinal field measurements
The first use of Stokes profiles to observe the magnetic field in a star other than our Sun
was carried out by Babcock (1947), measuring the “mean longitudinal” field of 78 Vir
using Stokes I and V . Under the weak field approximation (B <⇠100G), the Stokes
V signal is proportional to the “mean longitudinal magnetic field”, hBzi (e.g., Babcock
1947; Mathys 1989), which is the component of the magnetic field vector parallel to the
line of sight averaged over the visible stellar surface. As a result of this it is possible
to use the Stokes V signal to measure hBzi, which is proportional to the wavelength
di↵erence between the right and left  -components (see Section 2.2) of the Stokes V
profile (e.g., Mathys 1989). Therefore by observing the Stokes V profile of individual
spectral lines with high SNR it is possible to measure the hBzi of the star so long as
hBzi <⇠100G. Commonly however multiple lines are used, hBzi is calculated for each
line and the average taken. This has two key advantages, first the SNR is increased,
but, also, theoretical calculations by Semel (1967) have shown that the average of the
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field strength measurements of all the lines is equal to the true field strength even for
(B   100G). An explanation of how to calculate hBzi is given by Mathys (1989) and
its uncertainties by Mathys (1994). The first attempts to model stellar magnetic fields
were based on the mean longitudinal field by Babcock (1947) and later by Landstreet
& Mathys (2000) and Bagnulo et al. (2002). Examples of large surveys which have
found values of hBzi in this way are Babcock (1958), Mathys (1991), Mathys (1994)
and Kudryavtsev et al. (2006).
1.2.2.1 Least-squares deconvolution
A technique which builds on the mean longitudinal magnetic field method is “Least-
Squares Deconvolution” (LSD) by Donati & Brown (1997) and its predecessor “Sim-
ple Line Addition” (SLA) by Semel (1989) and Semel & Li (1996). Both techniques
combine multiple lines to form one average line profile, boosting the SNR of the obser-
vations. The di↵erence between SLA and LSD is, LSD takes advantage of the propor-
tionality between Stokes V and the derivative of Stokes I. LSD is not only used for the
measurement of hBzi but has also been applied to the modelling of the global magnetic
field. An examination of the limitations of LSD was performed by Kochukhov, Maka-
ganiuk & Piskunov (2010) and tests by Paletou (2012) led to the conclusion that LSD
does not perform substantially better than the SLA. LSD has been used to measure
the magnetic field of the vast majority of high-resolution spectropolarimetric data and
examples of surveys which have used it are those by Wade et al. (2000b) studying Ap
stars and by Shorlin et al. (2002) studying F, A and B type stars.
1.2.3 Modelling time series of Stokes profiles
With the advancement of spectropolarimetric instruments such as the Echelle Spec-
tropolarimetric Device for the Observation of Stars (ESPaDOnS) and HARPSPol at
the Canada France Hawaii Telescope and ESO’s 3.6-metre telescope, respectively, we
are able to observe high resolution and high SNR Stokes IQUV profiles at multiple
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points during a star’s rotation period. By attempting to model the observed profiles
using inversion algorithms based on polarised radiative transfer code, it is possible to
gain an understanding of the entire stellar magnetic field. It is possible to determine
the orientation of the star’s rotation axis with respect to the observer and the equato-
rial rotational velocity and magnetic field strength. Landstreet (1988) and Landstreet
et al. (1989) were the first to model stellar magnetic fields by comparing time series
observations of Stokes I with synthetic spectra.
As the measurement of Stokes IQUV has advanced so have modelling techniques.
One approach to modelling the magnetic fields of stars is to start with a parameterised
magnetic model and use a least-squares technique to minimise the di↵erence between a
set of synthetic spectra and time series observations of the Stokes IQUV profiles. This
has the advantage that the solution is physical and that solutions are easily compared,
but it can be slow, and the magnetic field may have a structure more complex than the
parameterised function allows. Another technique is to fit individual surface elements
independently over the entire surface disk. This technique has the advantage that the
little or no constraint is imposed on the complexity of the magnetic field, however the
solution must be regularised to guarantee a physical and stable solution. This leads to
a potential source of error within this technique, since the choice of regularisation has
the potential to a↵ect the results (Stift, Leone & Cowley 2012). The application of
these techniques is commonly referred to as “Zeeman-Doppler Imaging” (ZDI; Donati
2001). Examples of the analysis of stellar magnetic fields by ZDI are those by Petit
et al. (2005) modelling G-type stars and Petit et al. (2010) modelling Vega.
The latest technique is MDI which performs full radiative transfer to calculate the
abundance structure horizontally over the stellar surface and the entire magnetic field
structure (Piskunov & Kochukhov 2002 and Kochukhov & Piskunov 2002). This tech-
nique does not use a parameterised model to describe the magnetic field or abundance
distribution, instead the modelling fits individual surface elements and regularises the
solution to aim for a stable and physical solution, which does not violate physical laws
such as conservation of magnetic flux. Currently their code has been mostly used to
model Ap stars (e.g., Kochukhov et al. 2004 and Kochukhov & Wade 2010). How-
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ever, there is a debate between Stift, Leone & Cowley (2012) and Kochukhov, Wade
& Shulyak (2012) on the results of MDI, whether the results produced by Kochukhov,
Wade & Shulyak (2012) are unique and accurate.
1.3 Di↵usion
The magnetic fields of Ap and Bp stars has been shown to directly a↵ect the normal
di↵usion of chemical elements within the photosphere (Michaud, Charland & Megessier
1981). As a result, the stellar magnetic field is thought to be strongly linked to the
presence of the non-homogeneous distributions of chemical elements in the photosphere
of Ap and Bp stars. It is worth noting however, that stars such as Am and HgMn chem-
ically peculiar stars do not show evidence of magnetic fields (Aurie`re et al. 2010 and
Kochukhov et al. 2013) and so increasing the observational data available to constrain
di↵usion theory is important.
The movement of elements through the stellar photosphere determines the abun-
dance distribution of the elements in the photosphere. Di↵usion is commonly ignored
when modelling the photospheres of stars however it has been shown that it is a sig-
nificant and important process (Michaud, Alecian & Richer 2015).
Di↵usion describes the movement of elements in stellar photospheres. Largely it
is controlled by radiative levitation as a result of the photons emitted from the core of
a star balancing with gravitational settling of atoms (Michaud 1970). Ions for which
the radiative levitation is stronger than the gravitational settling are pushed up in
the atmosphere and potentially ejected. Where gravitational settling is strongest the
opposite is true. If the two forces balance then the layers of ions can form in cloud-like
structures creating areas of overabundance. Equally if the force of radiative levitation
is too strong at a certain layer the majority of ions may be driven away created regions
of under-abundance.
It is likely that the photospheric inhomogeneities we observe in Ap and Bp stars
are the result of the magnetic field’s e↵ect on stellar atomic di↵usion (Michaud, Char-
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land & Megessier 1981). It has been shown that ions will di↵use along magnetic field
lines (Michaud, Charland & Megessier 1981; Alecian & Stift 2007) which may result
in horizontal as well as vertical abundance inhomogeneities in the stellar photosphere.
These inhomogeneities present a problem for the modelling of stellar spectra.
1.3.1 Vertical stratification of chemical elements in Ap and
Bp stars
Observational evidence for the presence of abundance stratification in stellar photo-
spheres comes from the apparent di↵erence in abundance necessary to fit weak and
strong spectral lines of the same element and ionisation state as shown by Fig. 1.4.
Strong and weak lines are formed at di↵erent depths in the stellar photosphere, so
we can infer that the distribution of the elements which produce these lines is non-
homogenous throughout the photosphere. Vertical stratification must be considered
when modelling the magnetic field of stars and so it adds an additional complication.
The vertical stratification of elements has been both modelled by fitting obser-
vational data (Kochukhov et al. 2006) and by theoretical time evolution simulations
of di↵usion theory in magnetic stars of varying field strength (Stift & Alecian 2012).
Currently, however, the theoretical results and those derived from observations do not
agree. The di↵erence between the two is shown in Fig. 1.5. To move further in the
study of the abundance distributions of chemically peculiar stars we must consider
three things. Firstly, we must understand whether current modelling provides unique
and reliable solutions. It is common that a solution has been determined from sepa-
rate points on the stellar surface and then regularised to ensure the result is physical.
We must understand whether this regularisation a↵ects the final model. This can be
tested using a parameterised model, this however has its own problem, the solution
is constrained by the model which is chosen and so it is important to allow su cient
degrees of freedom within the parameterisation.
The second and perhaps more di cult problem to address, is not enough lines
are sampled from the stellar spectrum during analysis. There are two main limiting
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Figure 2. Same as Fig. 1, but assuming a 20 kG vertical magnetic field
(magnetic pole).
Figure 3. Same as Fig. 2, but for a 10 kG horizontal magnetic field (mag-
netic equator of a centred dipole with 20 kG at the pole).
vertical and 10 kG horizontal magnetic fields, respectively. Please
note at this point that we have decided to reduce the optical depth
interval covered by our new models; they now reach less high up and
less deep than the old ones. For the zero field and the vertical field
case (0◦), the new solutions for the Fe stratification give larger over-
abundances (by around 0.5 dex), but slightly smoother abundance
profiles. The positions of both minimum and maximum abundance
in the line-forming region (−3 < log τ < 1) are found at higher
layers in the self-consistent models. For the 10 kG horizontal mag-
netic field, we can see the same trends (smoother profiles and higher
abundance values), but the old homogeneous calculation does not
reach the equilibrium solution because the iron abundance above
log τ ≈ −2.0 exceeds a limiting value that we have to impose. In
fact, we limit metal abundances to values smaller than 9.5 dex (rela-
tive to hydrogen with log H= 12.0) because even larger abundances
are certainly unphysical in the context of old homogeneous models
computed for solar abundances; in the new stratified models they
cannot be addressed without creating serious stability problems.
To understand the reasons for such significant differences
between the equilibrium solutions based on calculations using
Figure 4. Comparison of the temperature structure (logarithm of tempera-
ture versus optical depth) in the zero field case. The dashed line shows the
temperature of the old ATLAS9 model used by Alecian & Stift (2010), and the
solid line the new ATLAS12 homogeneous (i.e. uniform metal abundances)
model computed in this work. The heavy solid line corresponds to the AT-
LAS12 model obtained when the stratifications of all the 16 metals are taken
into account (called new stratified in the text).
stratified and homogeneous models, respectively, we compared the
respective model structures (for the zero field case) at the start and
after convergence to the equilibrium solution. Note that in these
calculations the stratified equilibrium solutions involve atomic dif-
fusion of 16 metals simultaneously (Mg, Al, Si, P, Ca, Ti, V, Cr,
Mn, Fe, Co, Ni, Cu, Zn, Ga and Hg), not only of Fe. Figs 4 and 5
compare electron density and temperature respectively between the
old, the new homogeneous and the new stratified models. For both
temperature and electron density we find no significant differences
between the old/new homogeneous models. Significant differences
however clearly show up between the respective new stratified and
the old/new homogeneous temperature structures (Fig. 4), which is
to be expected from the increase in the average opacity due to the
metal enhancement (Chandrasekhar 1935) in the stratified model.
The electronic density on the other hand does not turn out signifi-
cantly larger in the latter model. Let us mention that a similar im-
portant change in the temperature structure was noticed by LeBlanc
et al. (2009). However, in contrast to the findings of these authors
concerning the atmospheres of horizontal branch stars, we do not
see a temperature crossing in our results; here, the temperatures of
the stratified, metal-enhanced atmosphere are larger throughout the
layers than the ones of the homogeneous model.
Considering the relative populations of Fe ions with respect to
optical depth (Fig. 6), we can observe important changes induced
by this overall increase of temperature. This affects the total radia-
tive acceleration of iron, because now the relative populations of
Fe III (versus Fe II) do not decrease as strongly as in the homoge-
neous model. Since the change from one dominant ion to another
has a strong effect on the accelerations, the somewhat smoother
abundance profile in the stratified model comes as no surprise.
C⃝ 2012 The Authors, MNRAS 425, 2715–2721
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Fig. 3. a) Dependence of the inferred iron vertical distribution on the
regularization parameter adopted in VIP reconstruction. Solid line: re-
construction with the optimal regularization, dashed line: inversion
with 20 times higher regularization; dashed-dotted line: distribution
obtained using 10 times smaller regularization. The horizontal dotted
line shows homogeneous Fe distribution adopted as the initial guess.
b) Reconstruction of the Fe distribution using optimal regularization
and di erent homogeneous initial guesses (log (Fe/Ntot) between  2.5
and  4.0). The s lid curve shows the average reconstructed iro strati-
fication. The shaded area represents the full range of Fe abundance for
the inversions s arted from di erent initial values.
resoluti n of about 80 000. The slit was oriented along the par-
allactic angle, in order to minimize losses due to atmospheric
dispersion. Almost the full wavelength interval from 3030 to
10 400 Å was observed, except for a few gaps, the largest of
which are at 5760–5835 Å and 8550–8650 Å. In addition, there
are several small gaps, about 1 nm each, due to the lack of over-
lap between the échelle orders in the 860U setting.
The UVES data have been reduced with the automatic
pipeline described in Ballester et al. (2000). For all settings,
science frames are bias-subtracted and divided by the extracted
flat-field, except for the 860 nm setting, where the 2D (pixel-
to-pixel) flat-fielding is used, in order to better correct for the
Table 1. Log of UVES observations of HD 133792.
Date UT Setting (nm)
2002-02-26 07:06:01 346
2002-02-26 07:07:59 346
2002-02-26 06:59:57 437
2002-02-26 07:01:43 437
2002-02-26 07:06:00 580
2002-02-26 07:08:07 580
2002-02-26 06:59:57 860
2002-02-26 07:01:50 860
fringing. Because of the high flux of the spectra, we used the
UVES pipeline average extraction method.
All spectra were normalized to the continuum with an inter-
active procedure that employed either a low-degree polynomial
or a smoothing spline function.
4. Atmospheric parameters, rotation, and magnetic
field
We used the Strömgren photometric indices of HD 133792 to
obtain an initial estimate of the stellar model atmosphere pa-
rameters. The observed colours, b   y = 0.026, c1 = 0.180,
m1 = 1.110 (Hauck & Mermilliod 1998), were dereddened
adopting E(B   V) = 0.09. This colour excess follows from
the reddening maps by Lucke (1978) and high-resolution dust
maps by Schlegel et al. (1998). Taking into account H  = 2.866
(Hauck & Mermilliod 1998), we have established Te  = 9334 K
and log g = 3.84 with the calibration by Moon & Dworetsky
(1985) implemented in the TEMPLOGG code (Rogers 1995).
Model atmospheres for HD 133792 were calculated with the
ATLAS9 code (Kurucz 1993), using the ODF with 3 times the
solar metallicity and zero microturbulent velocity. With these
metal-enhanced models we further fine-tuned the stellar parame-
ters to fit the hydrogen H  and H  lines. This procedure yielded
the final parameters Te  = 9400 ± 200 K and log g = 3.7 ± 0.1.
The final model atmosphere of HD 133792 has 72 layers and
covers optical depths from log  5000 =  6.9 to log  5000 = 2.4.
The projected rotational velocity of HD 133792 was estab-
lished by synthetic spectrum fitting of the magnetically insensi-
tive Fe lines. In particular, for the Fe 5434.52 Å line (mean
Landé factor z =  0.01) no rotational Doppler broadening ap-
pears to be necessary after the instrumental smearing corre-
sponding to the resolution of our UVES observations is ac-
counted for (see Fig. 4). The respective upper ve sin i limit is
 1.0 km s 1.
Using the Hipparcos parallax of HD 133792 (  = 5.87 ±
0.66 mas, Perryman et al. 1997) and adopting Te  very close
to the value established above, Kochukhov & Bagnulo (2006)
determined lg L/L  = 2.02 ± 0.10 and M = 2.80 ± 0.14 M .
Comparison with the theoretical stellar interior models (Schaller
et al. 1992) suggests that HD 133792 is significantly evolved
from the ZAMS and is likely to be close to the end of its main
sequence evolutionary phase.
One derives R = 3.9± 0.5 R  from the aforementioned value
of the stellar luminosity and Te  = 9400 ± 200 K. This radius
implies a lower limit of about 200 d for the rotation period if the
star is viewed equator-on.
No resolved Zeeman split spectral lines are found in the
spectra of HD 133792, indicating a mean field strength of < 2 kG
(Mathys 1990). Mathys & Lanz (1992) have also failed to detect
relative intensification of the Fe 6147 and 6149 Å lines and,
Figure 1.5: Left panel: Stratification model produced using theoretical time evolution
simulations of di↵usion theory in a star with Te↵ = 12000K and magnetic field strength
20 kG (Stift & Alecian 2012)4. Right panel: Stratification derived from observations of
HD 133792 (Kochukhov et al. 2006)5.
factors, first computer performance limits the number f lines which can be used in the
analysis simultaneously and obtain a solution in a rea onab e mount of time. Also,
it is very di cult, if not impossible, to choose line list for which there is complet
coverage of the entire photosphere for each elem nt. This is essential if we hope to
reproduce the theoretical results, if we do not have line forma ion in a certain r gion
of the photospher , we are completely unable to fit that region.
4Figure 2 in Modelling ApBp star atmospheres with stratified abundances consistent with atomic
di↵usion, M. J. Stift and G. Alecian, 2012, MNRAS, Vol. 425, page 2715. Per i sion to rep oduce is
granted on the MNRAS websi e.
5Figure 3b in Chemical stratification in the atmosphere of Ap star HD 133792, Regularized solution
of the vertical inversion problem, O. Kochukhov, V. Tsymbal, T. Ryabchikova, V. Makaganyk, and S.
Bagnulo, 2006, A&A, Vol. 460, Nu . 3, page 831, reproduced with permission c  ESO.
htt ://dx.doi.org/10.1051/0004-6361:20065607
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Third, and finally, as I have mentioned before, we see chemical peculiarities in
magnetic and non-magnetic stars. Therefore we must obtain a large amount of data
covering a large range of ages and temperatures to be able to add constraints to the
theory of atomic di↵usion in stellar photospheres.
1.4 ADA Programming Language
The programming language Ada is relatively unheard for the development of programs
for the analysis of astronomical data, for which the majority of people use Fortran,
IDL and Python. Ada however is extremely powerful and for this reason and because
it is used to write Cossam (see Chapter 3), it is the language with which I have chosen
to write Sparti and Sparti Simple (see Chapter 4).
Originally Ada was developed to be the exclusive programming language used
by the United States Department of Defence, replacing a large number of codes which
had been designed for individual applications. It is for this very reason that Ada
is such a powerful language. It was essential that Ada was able to handle mission
critical software, controlling any number of things including aircraft. As a result the
language has robust error-checking, and parallelisation routines which use “tasks” to
give commands to any number of CPUs. These “tasks” are able to complete a sequence
of commands concurrently on each processor in the same program without interfering
with each other. Additional safety features include the use of protected objects, these
prevent multiple CPUs from accessing and simultaneously changing the same variable.
Ada further benefits from a well maintained compiler which is free to members
of academic institutions (http://libre.adacore.com/).
1.5 Thesis Overview
The main aim of this thesis is the writing and testing of a new spectral inversion
code Sparti (Spectro-Polarimetric Analysis by Radiative Transfer Inversion) for the
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analysis of main-sequence stars with magnetic fields. Sparti can also be used for the
analysis of intensity spectra of non-magnetic stars, however this is ine cient because
it must still calculate QUV which have no signal. Therefore as part of this thesis I
also present the code Sparti Simple which takes advantage of the symmetries present
when analysing non-magnetic stars, and so is considerably faster.
The results of the modelling of observed Stokes IQUV profiles do not agree with
the theoretical results as predicted by di↵usion theory. As a result there are two key
questions: are current magnetic maps and abundance distributions unique and reliable?
How can we best add observational constraints to the theory of stellar atomic di↵usion?
Answering these questions requires careful analysis of a large sample of the spectra of
non-magnetic and magnetic stars, with a large spread in stellar age. This analysis will
give strong observational constraints for how stellar processes evolve with time.
To provide the tools necessary to answer the first question and to analyse the
magnetic stars necessary to answer the second question, I have written the code Sparti,
which I use to determine the magnetic field structure of an observed star and the abun-
dance distribution both vertically and horizontally throughout its photosphere. The
benefit of Sparti compared with previous inversion codes, is that no prior assump-
tions must be made about the inclination of the star’s rotation axis. Furthermore I
approach the problem in a di↵erent way, by using parameterised geometries and three-
dimensional abundance distributions, which means I do not need to force the result to
be physical. In this thesis, I test the convergence of Sparti using model data and ap-
ply Sparti to the analysis of the stars HD24712 and HD137909. Starting from a large
number of di↵erent starting parameters allows me to determine whether all converged
solutions for the two stars are identical within the error bars and so unique or whether
several minima are found.
With the aim to answer the second question, I have analysed the open cluster
NGC6250 as part of a large collaborative e↵ort to understand how stellar processes vary
as a function of stellar age. This analysis continues the work by Kılıc¸og˘lu et al. (2016)
(NGC6405); and Fossati et al. (2007), Fossati et al. (2008a), Fossati et al. (2010) and
Fossati et al. (2011a) (Praesape cluster and NGC5460). Kılıc¸og˘lu et al. (2016) found
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NGC6405 to have an age of log t ⇠ 7.88, a distance of 400 pc ± 50 pc and a [Fe/H]
metallicity of 0.07 ± 0.03. The Praesape cluster has an age of log t ⇠ 8.85 ± 0.15
(Gonza´lez-Garc´ıa et al. 2006) and it is at a distance of 180 pc ± 10 pc (Robichon et al.
1999). Fossati et al. (2011a) found NGC5460 to have an age of log t ⇠ 8.2 ± 0.1, a
distance of 720 pc ± 50 pc and a near solar metallicity.
With an age of log t ⇠ 7.42 yr and a distance of 865 pc (Kharchenko et al. 2013),
NGC6250 is both the youngest and most distant cluster analysed as part of this project
so far. My analysis therefore substantially increases the range of stellar ages from which
it is possible to draw conclusions. It is important for this study that the stars have
known ages so I perform the cluster membership analysis to confirm which stars are
members of the cluster, using the kinematics and photometry of the stars. To e ciently
perform the chemical abundance analysis I wrote the code Sparti Simple, which is a
fast version of Sparti designed to model the intensity spectra of main sequence stars.
I apply Sparti Simple to the analysis of the 19 F-, A- and B-type stars which I
determine to be members of the cluster NGC6250. I derive the masses and radii of
the stars, I discuss the correlation between the stellar parameters and the chemical
abundances and I look for patterns between my results and those of the previous
studies.
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2 Radiative Transfer
Radiative transfer describes the transfer of energy by photons. A photon can be emitted
when an electron in an atom drops from an energy level to a lower energy level. The
wavelength,  , of this photon is related to the energy di↵erence between the two levels
( E), following the Planck–Einstein relation (e.g. Hubeny & Mihalas 2014)
  =
hc
 E
(2.1)
where h is Planck’s constant and c is the speed of light in a vacuum. If the emitted
photon passes through a vacuum it will not lose any energy. The problem of radiative
transfer is simple in this case, the energy the photon initially has when it is emitted
is the same as when it reaches an observer. The problem becomes complex when the
photon travels through a medium, for example a cold gas with a temperature much
less than the source of photons. As the photon passes through this gas, there is the
chance of absorption, re-emission and scattering.
Radiative transfer in a star’s photosphere is analogous to photons travelling
through a cold gas. The core of the star is a source of EM radiation, and the pho-
tosphere is the cold gas through which the photons travel. As the photons travel
through the photosphere of the star they interact with the elements (and molecules) in
the star. These interactions lead to the formation of absorption lines at wavelengths
corresponding to the energy levels in each atom present as given by Eq. 2.1.
2.1 Non-Magnetic Line Broadening
Calculating a synthetic spectrum based solely on the above definition would produce a
spectrum with spectral lines of zero width,   functions. However, in reality the spectral
lines we observe in stars have been broadened or split by a number of processes. With
the exception of natural broadening (which is a broadening intrinsically associated
with quantum mechanics of an atom) all of these broadening and splitting e↵ects are
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directly related to the properties of the star (e.g. Gray 2005). Based on the shape
of the spectral lines we can therefore infer a large number of stellar parameters for
instance, temperature (Te↵), surface gravity (log g) and rotation velocity (v sin i).
Natural Broadening is an e↵ect observed independently of any properties of the
star. It is related to Heisenberg’s uncertainty principle (Heisenberg 1927) and occurs
because of the relationship between the measurement of time and energy. Since we
know the average time an electron will remain in an upper level (e.g., Degl’Innocenti
2014), there is an uncertainty in the energy of the upper level. This uncertainty in
the energy results in a photon which can be have a number of di↵erent frequencies
following Eq. 2.1.
Pressure broadening is an e↵ect caused by the proximity of nearby particles to
the atom absorbing the incoming radiation. These nearby particles a↵ect energy levels
within the atom. The upper level is more strongly a↵ected by the perturber since it
is closer (e.g. Gray 2005). The pressure broadening e↵ects which must be considered
as part of the analysis of stellar spectra are the linear and quadratic Stark e↵ect, and
the Van der Waals broadening. The linear and quadratic Stark e↵ects are the result
of perturbations caused by charged particles. Protons and electrons cause the linear
Stark e↵ect which particularly a↵ects the hydrogen lines, causing the very broad lines
(Struve 1929). For the quadratic Stark e↵ect the perturbers are ions and electrons and
e↵ects most lines. Van der Waals broadening is caused by neutral particles, it is most
common in stars with temperatures less than ⇠10000K, where the main cause of the
broadening is neutral hydrogen (e.g. Gray 2005).
The random movement of atoms in the photosphere also has an e↵ect on the
spectral lines. Atoms in a star do not all move with the same velocity, the di↵erences
in the velocities of the atoms leads to a doppler shifting of their spectral lines. The
most significant cause is the thermal motion of the atoms, which is directly related to
the temperature of the star (e.g. Degl’Innocenti 2014).
The microturbulence in stellar photospheres is the motions of material at scales
smaller than the mean free path of the photons through the material. That is to say
the average distance a photon will travel before interacting with an atom or molecule.
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The microturbulence velocity, vmic, describes the magnitude of this overall small-scale
motion. This motion is modelled in much the same way as thermal broadening, and the
only di↵erence is the mechanism, in thermal broadening the velocity is as a result of
the temperature of the photosphere, where as, vmic is the result of convective currents.
The di↵erence in strength between the strong and weak lines is used to measure the
microturbulence (e.g. Hubeny & Mihalas 2014).
Rotational broadening is the result of the stars global rotation. As a star rotates
one limb is traveling towards the observer and one limb is travelling away from the
observer. This leads to a redshift of the light received from the limb moving away
and a blueshift of the light received from the limb moving toward the observer. This
broadening is used to determine the rotational velocity of the star. In the case of non-
magnetic stars for which we have no information about the inclination of the star we
measure v sin i, which is the velocity with respect to the inclination of the star.
2.2 Zeeman E↵ect
Stars with magnetic fields show the signatures of each of the e↵ects described in Section
2.1, with the addition of the Zeeman e↵ect (Zeeman 1897). The Zeeman e↵ect is a direct
result of the magnetic field and measurement of line splitting allows us to determine
the magnetic field strength. The Zeeman e↵ect can be described both classically and
quantum mechanically.
2.2.1 Classical Interpretation
The Zeeman E↵ect can be thought of classically as analogous to a harmonic electric
oscillator (e.g. Degl’Innocenti 2014), with the electron oscillating in a magnetic field
illustrated in Fig. 2.1. If the line of sight is perpendicular to the magnetic field a linear
polarisation will be observed, this is as a result of viewing the electron orbiting side on,
it will appear as if the electron is oscillating from left to right or top to bottom along
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Figure 2.1: A visualisation based on the classical explanation of the polarisation fea-
tures caused by the Zeeman e↵ect. Where ⇡ is the line component with ⌫ = ⌫0 and  +
and    are the split components with ⌫ = ⌫0 + ⌫L and ⌫ = ⌫0   ⌫L respectively. ~B is
the magnetic field vector (Landi Degl’Innocenti & Landolfi 2004)1.
1Figure 3.1 in Polarization in Spectral Lines, E. Landi Degl’innocenti and M. Landolfi, 2004,
Astrophysics and Space Science Library, Vol. 307 c  2005 Springer Science + Business Media, Inc.
With permission of Springer. http://dx.doi.org/10.1007/1-4020-2415-0
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Figure 2.2: Left figure: line formed with the observers line of sight parallel to the
magnetic field. Right figure: line formed with the observers line of sight perpendicular
to the magnetic field.
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a straight trajectory. In this case, as shown in the right side of Fig. 2.2, the spectral
line will split into 3 components. If the line of sight is parallel to the magnetic field a
circular polarisation will be observed, this is as a result of viewing the electron orbit face
on making it possible to see the full orbit. The central component of the spectral line
in the previous case is not observed as seen in Fig. 2.2. This is because the oscillations
occurs in the plane of the observer. The frequency of each of the components is given
by
   = ⌫0   ⌫L
⇡ = ⌫0
 + = ⌫0 + ⌫L
(2.2)
where ⌫L is the Larmor frequency given by
⌫L =
eB
4⇡mc
= 1.3996⇥ 106Bs 1 (2.3)
where B is the magnetic field strength in gauss, e is the electron charge, m is the
electron mass and c is the speed of light in a vacuum.
The classical interpretation of the Zeeman e↵ect is useful for an intuitive under-
standing of simple spectral lines in the presence of a magnetic field. However, to model
the behaviour of spectral lines the classical approach is not su cient, since the spin of
the electron becomes important.
2.2.2 Quantum Mechanics Interpretation
Under the quantum mechanics interpretation of the Zeeman e↵ect it is possible to
recover the same solution as shown in Section 2.2.1. We start by considering the
magnetic potential energy, E,
E =  ~µ · ~B =  µzB (2.4)
where B is the external magnetic field aligned to the z direction, and the magnetic
moment about the z direction, µz is
µz =  mlµB =  ml
✓
e~
2me
◆
(2.5)
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where mL is the magnetic quantum number which can take values in the range  l <
 ml < l where l is the azimuthal angular momentum quantum number (e.g. Rae 2008).
The energy di↵erence between two levels is then given by
 E =  ml
✓
e~
2me
◆
B. (2.6)
If we consider a transition between the levels l = 1 and l = 0, this means there is the
potential for transitions at  ml =  1, 0 or + 1. This results in energy di↵erences of
 E =  
✓
e~
2me
◆
B,  E = 0 and  E =  
✓
e~
2me
◆
B. (2.7)
We can re-write these energies in terms of frequency, using E = h⌫,
 ⌫ =  
✓
eB
2me
◆
=  ⌫L,  ⌫ = 0 and  ⌫ = +
✓
eB
2me
◆
= ⌫L (2.8)
these match the frequencies shown in Section 2.2.1.
In reality, however, we must take into account the spin of each electron in the atom
in addition to the magnetic moment. This is the anomalous Zeeman e↵ect (Preston
1898). In this case, instead of only the orbital angular momentum we must also take
in to account spin S which leads to the total angular momentum, J, given by
J = L+ S (2.9)
where L is the azimuthal angular momentum. The magnetic moment then becomes
µ =  glµBL~   gsµB
S
~ (2.10)
where gl and gs are the gyromagnetic ratios, giving the ratio between the angular mo-
mentum and the magnetic momentum for azimuthal momentum and spin respectively.
Laboratory measurements have shown gl = 1 and gs = 2 (e.g. Tipler & Llewellyn 2003)
which leads to
µ =  µB~ (L+ 2S). (2.11)
In this case the energy di↵erence is given by
 E = gmj
✓
e~B
2me
◆
= gmjµBB (2.12)
30
where g is the lande´ factor (e.g. Tipler & Llewellyn 2003)
g = 1 +
j(j + 1) + s(s+ 1)  l(l + 1)
2j(j + 1)
(2.13)
where j is the total angular momentum quantum number and s is the spin quantum
number. If in Eq. 2.12 we set s = 0 and j = 1, and g = 1 we obtain the normal Zeeman
e↵ect result as should be expected with zero spin.
2.3 Radiative Transfer (unpolarised light)
To consider the passage of a beam of photons from the bottom of the stellar photosphere
to the point where it emerges from the star, we must consider two processes which
a↵ect the intensity of this light, namely emission and absorption. In this thesis I do
not consider electron scattering because it only becomes significant in hotter B- and
O-type stars in which there is an abundance of ionised hydrogen (e.g. Gray 2005), and
is not considered in Cossam (see Chapter 3).
2.3.1 Emission
Spontaneous emission occurs when a photon is emitted from an atom as a result of an
electron falling from an excited state to a lower state. To determine the increase in
intensity of a beam of EM radiation due to emission, we use
dI⌫ = j⌫ds (2.14)
where ⌫ is the frequency of the photon, dI⌫ is the increase in the intensity of light from
emission. The distance the beam travels is ds and
j⌫ =
✏⌫⇢
4⇡
(2.15)
where ✏⌫ is the emissivity and ⇢ is the mass density of the photosphere.
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2.3.2 Absorption
Absorption occurs when a photon, which has the energy required to promote an electron
to an excited state, is absorbed by an atom. To determine the change in intensity of a
beam of EM radiation due to absorption, dI⌫ , we use
dI⌫ =  ↵⌫I⌫ds (2.16)
where the distance the beam travels is ds and
↵⌫ = ⇢⌫ (2.17)
where ⇢ is the mass density of the photosphere and ⌫ is themass absorption coe cient.
2.3.3 Optical Depth and the Source Function
After determining how absorption and emission e↵ect the intensity of light as it passes
through a stellar atmosphere we can combine the two e↵ects to find the combined
e↵ects of the two. This is given by
dI⌫(⌫) =  ↵⌫I⌫ds+ j⌫ds. (2.18)
Instead of defining the change in flux per distance travelled, it is possible to define the
quantities optical depth (⌧) and the source function (S)
d⌧⌫ = ↵⌫ds (2.19)
and
S⌫ =
j⌫
⌫
. (2.20)
The optical depth defines the opaqueness of the stellar photosphere for a particular
wavelength. A photosphere is optically thick if ⌧ > 1 and is optically thin if ⌧  1. An
optically thick medium is one for which an average photon cannot pass through without
being absorbed. The source function as shown in Eq. 2.20 is the ratio of emission to
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Figure 2.3: The geometry used by the Stokes profiles Analyser program.  gives
the inclination of the magnetic field, with respect to the observer, and   rotates the
magnetic field. Image credit Landolfi & Landi Degl’Innocenti (1982)2.
absorption and so describes the number of photons absorbed and emitted as a beam
of radiation traverses a medium. In the case of local thermodynamic equilibrium it is
possible to make the assumption
S⌫(T ) = B⌫(T ) =
2h⌫2
c2 [e(h⌫/kBT )   1] (2.21)
where B⌫(T ) is the Planck function. Including these quantities into Eq. 2.18 gives
dI⌫
d⌧⌫
=  I⌫ +B⌫(T ). (2.22)
2Figure 1 in Magneto-optical e↵ects and the determination of vector magnetic fields from stokes
profiles, M. Landolfi and E. Landi DeglInnocenti, 1982, Solar Physics, Vol. 78, Issue 2, page 355,
c  1982 by D. Reidel Publishing Co., Dordrecht, Holland, and Boston, U.S.A. With permission of
Springer. http://dx.doi.org/10.1007/BF00151615
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2.4 Radiative Transfer (polarised light)
In the presence of a large scale ordered magnetic field, the light observed from a star will
be polarised as a result of the Zeeman e↵ect (Section 2.2). The degree of polarisation
is related to the orientation, strength and structure of the magnetic field. Taking ad-
vantage of this additional polarisation requires the use of the coupled radiative transfer
equations (given in Rees, Durrant & Murphy (1989))
dI
dz
=  KI + j (2.23)
where I = (I, Q, U , V ), K is the total absorption matrix given by
K = ci+ 0↵ (2.24)
where i is a unit matrix and j is the total emission vector given by
j = cSce0 + 0Sl↵e0. (2.25)
where c is the continuum opacity and 0 is the line center opacity. In the case of local
thermodynamic equilibrium, Sc = Sl = B⌫(T ) and
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where, in the case of a normal Zeeman triplet, p is the ⇡ component of the Zeeman
split line and b and r are the   components of the Zeeman split line. The orientation
of the magnetic field is given by  and   as shown in Fig. 2.3.
2.4.1 Analytical solution
The radiative transfer equations (Eq. 2.23) are solved numerically within Cossam
(Chapter 3) using the Zeeman Feautrier method (Rees, Durrant & Murphy 1989).
To solve the equations analytically, Unno (1956) presented a solution based on four
simplifications (Landolfi & Landi Degl’Innocenti 1982):
• The atmosphere is plane-parallel and unidimensional
• The source function is linear with optical depth
• The ratio of line and continuous absorption coe cients is constant
• Magneto-optical e↵ects are neglected.
However, it was shown by Wittmann (1971), Calamai, Landi Degl’Innocenti &
Landi Degl’Innocenti (1975) and Landi Degl’Innocenti (1979) that it is important to
consider magneto-optical e↵ects. Magneto-optical e↵ects occur as the result of the
application of an external magnetic field to a medium which causes a change in the
optical properties of the medium (e.g. Pershan 1967). Landolfi & Landi Degl’Innocenti
(1982) present the polarised transfer equations including the simplifications above with
the exception that they include the magneto-optical e↵ects. This results in the following
equations
I = B0 + µB1 
 1[(1 + ⌘I)((1 + ⌘I)2 + ⇢2Q + ⇢
2
U + ⇢
2
V )]
Q =  µB1  1[(1 + ⌘I)2⌘Q + (1 + ⌘I)(⌘V ⇢U   ⌘U⇢V ) + ⇢Q(⌘Q⇢Q + ⌘U⇢U + ⌘V ⇢V )]
U =  µB1  1[(1 + ⌘I)2⌘U + (1 + ⌘I)(⌘Q⇢V   ⌘V ⇢Q) + ⇢U(⌘Q⇢Q + ⌘U⇢U + ⌘V ⇢V )]
V =  µB1  1[(1 + ⌘I)2⌘V + ⇢V (⌘Q⇢Q + ⌘U⇢U + ⌘V ⇢V )]
(2.28)
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where µ is the electromagnetic permeability, B0 and B1 are used to define the source
function versus optical depth and
  = (1+⌘I)
2[(1+⌘I)
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(2.30)
where
⌘p = ⌘0H(a, ⌫)
⌘b,r = ⌘0H(a, ⌫ ± ⌫H)
⇢p = 2⌘0F (a, ⌫)
⇢b,r = 2⌘0F (a, ⌫ ± ⌫H)
(2.31)
where ⌘0 is strength of the absorption line and ⌫H is the Zeeman splitting normalised
to the Doppler broadening, a is a damping constant and ⌫ is the wavelength at which
the profile is to be calculated. H and F are the Voigt and Voigt-Faraday functions
(e.g. Landolfi & Landi Degl’Innocenti 1982) which describe the magneto-optical e↵ects
of the star. Since the purpose of this analysis is simply to understand in a simple way
the e↵ects of modifying  ,  , ⌘0 and ⌫h, I consider constant values of B0 and B1.
I have used the above equations to produce, Figs. 2.4, 2.5, 2.6, & 2.7, to show
how varying the orientation and strength of the magnetic field and the strength of the
absorption line a↵ects the Stokes IQUV profiles.
As discussed in Section 2.2, under the classical interpretation of the Zeeman
e↵ect the electron’s motion is analogous to a harmonic oscillator, with the electron
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Figure 2.4: The e↵ect of the inclination ( ) of the magnetic field vector with respect
to the observer on Stokes IQUV . The sequence of Stokes profiles were generated using
equations from Landolfi & Landi Degl’Innocenti (1982), with  varying between 0  and
90 . The other input parameters, ⌫H , ⌘0 and   (see text for more information), are set
to: 3, 1 and 22.5 , respectively.
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orbiting about the magnetic field vector. At  = 0  the observer’s line of sight is
parallel to the magnetic field and so the circular motion of the electron, as a result
of the magnetic field, will be seen face on. The electron can either orbit clockwise or
anti-clockwise, this leads to two spectral lines being seen in Stokes I and both left and
right-handed polarisations being seen in Stokes V; shown by Fig. 2.4. In the case of
 = 90 , the observer’s line of sight is perpendicular to the magnetic field and so the
circular motion is viewed edge on. As a result, the observer will see both the clockwise
and anti-clockwise orbits as linear oscillations in opposite directions. In addition, the
observer will be able to see a linear oscillation parallel to the magnetic field vector,
this was not visible at  = 0  because it is not oscillating in that line of sight. As  
varies, away from the two extremes at 0  and 90 , contributions from Q, U and V can
be seen simultaneously.
It can clearly be seen from Fig. 2.5 that   has no e↵ect on the circular polarisation
Stokes V or intensity Stokes I. Once again under the classical picture of the Zeeman
e↵ect, no matter to what value   is set, Stokes V will simply rotate with respect to
the electron orbit and so produce unchanged left and right-handed polarisation, as a
result Stokes V is unchanged by  . However, changing   strongly a↵ects Stokes Q and
U , the linear polarisation changes from vertical to horizontal. This leads to a change
in Stokes Q and U going from + Q to + U to - Q as   changes from 0  to 90 .
The strength of the Zeeman splitting is modified with the parameter ⌫H , the
e↵ect of increasing this is shown by Fig. 2.6. With ⌫H = 0, there is no e↵ect on Stokes
I and the remaining Stokes profiles are zero, this is because without a magnetic field,
in this particular model, there is nothing to cause polarisation. As the value increases,
Stokes I splits into a triplet with the separation increasing with increasing ⌫H . The
remaining Stokes profiles also appear and broaden relative to Stokes I.
In Fig. 2.7, it can be seen that for ⌘0 = 0 there is no drop in intensity, this is
because there are no atoms to absorb the EM radiation and so there is no drop in
intensity; all of the light passes through una↵ected. As ⌘0 increases, the strength of
the Stokes profiles increases, as shown by Fig. 2.7. This is as a result of the number
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Figure 2.5: The e↵ect of the orientation ( ) of the magnetic field vector with respect
to the observer on Stokes IQUV . The sequence of Stokes profiles were generated using
equations from Landolfi & Landi Degl’Innocenti (1982), with   varying between 0  and
90 . The other input parameters, ⌫H , ⌘0 and  (see text for more information), are set
to: 3, 1, 45 , respectively.
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Figure 2.6: The e↵ect of the magnetic field strength (⌫H) on Stokes IQUV . The
sequence of Stokes profiles were generated using equations from Landolfi & Landi
Degl’Innocenti (1982), with ⌫H varying between 0 and 10. The other input param-
eters, ⌘0,  ,   (see text for more information), are set to: 1, 45 , 22.5 , respectively.
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Figure 2.7: The e↵ect of the chemical abundance of a single element (⌘0) on Stokes
IQUV . The sequence of Stokes profiles were generated using equations from Landolfi
& Landi Degl’Innocenti (1982), with ⌘0 varying between 0 and 10. The other input
parameters, ⌫H ,  ,   (see text for more information), are set to: 3, 45 , 22.5 .
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of atoms increasing with larger ⌘0, leading to the observer seeing increasingly higher,
cooler and consequently lower intensity regions of the atmosphere.
2.5 Summary of radiative transfer
To solve the radiative transfer problem in a stellar photosphere requires knowledge of a
number of processes within the stellar photosphere. The stellar properties have a large
impact on the formation of spectral lines in the atmosphere this, however, is beneficial
since we are able to measure a multitude of properties as a result. The magnetic
field of a star further complicates the radiative transfer problem by introducing further
considerations into the radiative transfer equations. However, it also allows us to
exploit the polarisation of light caused by the Zeeman e↵ect, which adds additional
data, in the form of the Stokes IQUV profiles, for analysis.
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3 COSSAM
Cossam stands for “Codice per la sintesi spettrale nelle atmosfere magnetiche” and
is a polarised line synthesis code written by M.J. Stift. It has been described and its
performance compared to that of other spectral synthesis codes by Wade et al. (2001).
Further details on Cossam can be found in Stift, Leone & Cowley (2012). The code
is available to the astronomical community under GNU copyleft (Stift 2000). With
present versions of Cossam it is possible to calculate detailed Stokes IQUV spectra
of stars with a simple dipole field (Landolfi, Bagnulo & Landi Degl’Innocenti 1998), a
dipole plus quadrupole field (Landolfi, Bagnulo & Landi Degl’Innocenti 1998) or a non-
axisymmetric decentred dipole field (Stift 1975). Vertical and/or horizontal (“spots” or
“rings”) abundance distributions can also be treated. The lineage of Cossam can be
traced back to theAlgol 60 codeAnalyse 65 by Baschek, Holweger & Traving (1966)
and to the Fortran code Adrs3 by Chmielewski (1979). Cossam is written entirely in
Ada (section 1.4) which makes it possible to take full advantage of the unique parallel
constructs of the Ada programming language on multi-core architectures.
To calculate a synthetic spectrum, it is first necessary to establish either an
Atlas9 or an Atlas12 model atmosphere (see Kurucz 2005 and Castelli 2005). At-
las12 Ada, also written entirely in Ada, provides the atmospheric input file in the
format required by Cossam (see section 3.1) and by the Lines code. Lines, taking
atomic transition data from the VALD database (Piskunov et al. 1995), selects the
transitions with a central opacity at least 10 3 times the local continuum opacity (see
section 3.2), determines the Zeeman splitting and stores these line data in intermediary
files for use with Cossam. Having created a spatial grid covering the visible hemisphere
of the star, and having determined the magnetic field direction and field strength at
each quadrature point, Cossam carries out detailed opacity sampling and solves the
coupled polarised radiative transfer equations (Eq. 2.23) by means of the Zeeman
Feautrier method (Rees, Durrant & Murphy 1989). A two-dimensional integration of
the Doppler shifted local Stokes profiles leads to the final synthetic spectrum. A simpli-
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fied version, CossamSimple, has been developed by M.J. Stift for non-magnetic stars,
where local spectra solely depend on µ = cos ✓, and yields only the intensity spectrum
(Stokes I). I chose to use Cossam as the backend for my spectral analysis code for
several reasons. Most importantly, Cossam o↵ers a fair amount of freedom in terms
of describing the magnetic morphology and abundance distributions (both vertically
and horizontally) in the stellar photosphere. Cossam is also fully parallelised with
the inverse execution time scaling almost linearly with the number of available CPU
cores. Cossam has the additional benefit of being free software (under copyleft protec-
tion as mentioned previously), making my inversion code independent of proprietary
programs. Finding that the results obtained with the help of my inversion code are
consistent with those found by other authors indicates reproducibility, reliability and
possibly uniqueness. Importantly, the spectral synthesis parts of the codes have to be
tested to confirm that they yield identical spectra for the same model parameters, to
make sure that di↵erences in the results originate from the inversion algorithms. This
has been done in the past by Wade et al. (2001) who extensively compared the respec-
tive performances of Cossam, Invers10 (Piskunov 1998) and Zeeman2 (Landstreet
1988).
In this chapter I describe the process of calculating a synthetic spectrum with
Cossam, introduce the di↵erent kinds of spatial grids and magnetic geometries pro-
vided by Cossam, and list the vertical and horizontal abundance inhomogeneities
which can be modelled. I shall also introduce the new code Cossam Simple used for
the modelling of non-magnetic spectra.
3.1 Modelling Stellar Atmospheres
The first step when calculating a synthetic spectrum with Cossam or Cossam Simple
is the calculation of a model stellar atmosphere. A model atmosphere specifies the tem-
perature, gas pressure, electron pressure and standard continuous opacity in relation to
optical depth for a given Te↵ , log g and chemical composition. Cossam calculates syn-
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Figure 3.1: The Fe II 4923.927A˚ line synthesised by Cossam, using a dipole +
quadrupole field geometry and parameters: i = 45.00 ,   = 50.00 ,  1 = 10.00 ,
 2 = 140.00 ,  1 = 350.00 ,  2 = 6.00 , Bd = 5000.00G, Bq = 3000.00G, v sin i =
1.00 kms 1.
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thetic spectra under the assumption of local thermodynamic equilibrium (LTE), and
so it makes sense to either use Atlas9 (Kurucz 2005) or Atlas12 (see Kurucz 2005
and Castelli 2005). LTE implies that the excitation and de-excitation of atomic levels
is dominated by collisions rather than by radiative transitions, it also means that the
typical distance travelled by particles and photons between collisions - their mean free
path - is small compared to the scale over which the temperature changes significantly.
In LTE the energy levels are populated according to the Boltzmann distribution and
the ionisation equilibrium can be determined with the help of the Saha equation. For
both, the atomic partition functions are required and are provided by a routine taken
from Atlas12. Originally written in Fortran, Atlas12 has been translated to Ada
by Bischof (2005) who added a subprogram that creates an atmospheric file in the
particular format required by Cossam. Cossam needs the monochromatic opacity
at 5000 A˚ whereas the Atlas codes output column density ⇢x and Rosseland mean
opacity ⌧Ross (here the wavelength-dependent opacity is harmonically weighted over
the temperature derivative of the Planck curve).
As I have already mentioned, the vertical structure of a model atmosphere is
determined by the fundamental parameters (Te↵ and log g) and by the elemental abun-
dances. When analysing a star, it is necessary to first adopt reasonable starting esti-
mates of these parameters. Te↵ and log g are determined from the Balmer lines and
photometry and, in general, abundances are assumed to be solar. With better esti-
mates for the parameters, the model atmosphere has to be recomputed, iterating until
the model does not change anymore. It is important to carry out this iterative pro-
cedure since an increased number of spectral lines and increased opacity a↵ecting the
atmospheric structure by steepening the temperature gradient (Chandrasekhar 1935).
Atlas9 uses pre-calculated opacity distribution functions which approximate the
line opacity in a certain wavelength interval by some simple function. Instead of having
to perform detailed opacity sampling in a highly complex distribution of line opacity
with wavelength, line blanketing is taken into account in an e cient but less accu-
rate way than Atlas12. Non-magnetic stars featuring more or less solar abundances
are quite well handled by Atlas9 but if a star exhibits significant individual over-
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abundances that do not scale with solar abundances as is the case with many Ap and
Bp stars, it becomes necessary to revert to Atlas12 model atmospheres. Atlas12
relies entirely on opacity sampling of 108 or more spectral lines; in the Ada version of
this code (Atlas12 Ada) abundances are allowed to freely vary with optical depth.
Atlas12 Ada is slower than Atlas9 but thanks to the parallel execution of the opac-
ity sampling routine on multi-processor architectures this remains within acceptable
limits. Whenever vertically stratified abundances are encountered in stars and when
individual elemental abundances do not scale with solar abundances, Atlas12 Ada
has to be the code of choice.
3.2 Modelling Stellar Spectra
Once the model atmosphere has been established, it is necessary to determine the
lines which contribute to the spectrum in the wavelength interval chosen, and to store
them in intermediate line data files for use by Cossam. This is handled by the code
Lines which has been designed to work separately from Cossam, making it possible
to calculate spectra for many di↵erent magnetic geometries, stellar inclinations and
rotational velocities with the same set of line data.
Both Lines and Cossam work under the assumption of LTE and a plane-parallel
atmosphere, which usually constitutes a reasonable approximation to the physical con-
ditions in Ap and Bp stellar atmospheres. From the VALD line database (Piskunov
et al. 1995), Lines extracts the full set of atomic transition data (including the radia-
tion damping, Stark broadening and van der Waals broadening constants), the Lande´
factors and the J-values of the lower and the upper energy levels. Radiation damping
determines the natural broadening of a line and is a consequence of the uncertainty
principle described in Section 2.1 as applied to the finite lifetimes of the atomic lev-
els. Stark broadening results from level splitting in the electric micro-fields of nearby
charged particles, ions and electrons; it is described in Section 2.1. In F-, A- and
B-type stars it is most prominently observable in the hydrogen Balmer lines (linear
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Stark e↵ect) whereas the quadratic Stark e↵ect found in most other lines is far less
conspicuous. Van der Waals broadening in the atmospheres of cooler stars can mainly
be ascribed to collisions of metal ions with neutral hydrogen (see Section 2.1).
In the case of a model star hosting a magnetic field each spectral line is split into
a number of Zeeman components, that can be linearly and circularly polarised (see
Section 2.2). The Lande´ factors and J-values provided by VALD (see Section 2.2.2)
make it possible to determine splitting and strengths of the individual components;
where Lande´ factors are not given in the line database, Lines assumes a classical
Zeeman triplet. The opacity profiles of the metal lines are calculated with the help
of the approximation to the Voigt and Faraday functions given by Hui, Armstrong &
Wray (1978). Routines taken from the Tlusty code (Hubeny & Lanz 1995) give the
hydrogen opacity profiles, the higher Balmer series members are treated according to
the recipe found in Hubeny, Hummer & Lanz (1994) and based on the occupation
probability formalism (Dappen, Anderson & Mihalas 1987, Hummer & Mihalas 1988,
Seaton 1990).
Temperature and electron pressure at a given layer in the atmosphere, together
with the Boltzmann distribution, the Saha equation, the broadening parameters of a
given spectral line and the abundance of the corresponding chemical element yield the
central line opacity. This line opacity must be related to the continuous opacity, c, at
this wavelength which is due to a variety of bound-free and free-free transitions. Again,
routines taken from Atlas12 provide c. Lines selects only those atomic transitions
that exhibit a central line opacity exceeding 10 3 times the local continuous opacity at
any depth in the atmosphere and stores the data in intermediary files.
Cossam uses the line data established by Lines for the calculation of the Stokes
IQUV profiles. At a given wavelength, the total line opacity matrix – resulting in
general from a multitude of blended lines – is determined by detailed opacity sampling
of the   ,  +, and ⇡ components separately. To solve the polarised radiative transfer
equations Cossam relies by default on the Zeeman Feautrier method (Auer, Heasley
& House 1977) as reformulated for blends by Alecian & Stift (2004). Opacity sampling
(taking into account macroscopic velocity fields and Zeeman splitting) and solving the
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Figure 3.2: A section of a stellar spectrum synthesised by CossamSimple with stellar
parameters: Te↵ = 5800 and log g = 4.49. The abundances are those given by Asplund
et al. (2009).
radiative transfer equations is done for each quadrature point of the spatial grid (section
3.3). Finally the local spectra are integrated over the entire visible stellar hemisphere
to deliver the resulting global spectrum. Fig. 3.1 shows the Stokes IQUV profiles
obtained from Cossam of an iron line in a strong dipole + quadrupole magnetic field.
3.2.1 Cossam Simple
Cossam Simple belongs to the Cossam family of codes and has been optimised for
the fast and e cient modelling of the spectra of non-magnetic stars. In the magnetic
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case featuring a complex magnetic geometry, local spectra have to be calculated for
every grid point over the visible hemisphere. In the non-magnetic case however it is
not only possible to take advantage of certain symmetries, but also replace the Zeeman
Feautrier solver with the much faster classical Feautrier solver (Feautrier 1964). Local
spectra are calculated at a number of positions in µ = cos ✓ from the centre of the disc
to the limb. These are then integrated – appropriately shifted according to the line-of-
sight component of the rotational velocity – over the entire disc. This simple procedure
reduces the number of local spectra to be calculated from hundreds or thousands to a
few tens at most. Cossam Simple also caters for vertical stratifications.
3.3 Cossam spatial grids
The spatial grids provided by Cossam define the points over the stellar surface where
local Stokes profiles are calculated. Three di↵erent grid types are found in Cossam:
observer-centred, adaptive and co-rotating.
Observer-centred grids are simply determined by the observer’s choice of the
number of rings and sectors into which the visible hemisphere is divided. Neither
magnetic field nor stellar rotation have an impact on the distribution of the quadrature
points. The observer-centred grid is the only one available for CossamSimple .
An adaptive grid makes it possible to reduce the number of quadrature points
and is discussed in Stift (1985) and Fensl (1995). A special algorithm determines
the optimum 2D-integration over the visible hemisphere by ensuring that the change
in the monochromatic opacity matrix between two adjacent quadrature points does
not exceed a certain percentage. Depending on the rotation in conjunction with the
magnetic geometry, the distribution of quadrature points can be highly asymmetric as
shown in Fig. 3.3. For a given accuracy of the resulting integrated profiles, adaptive
grids can considerably reduce the overall number of quadrature points compared to
fixed grids.
The co-rotating grid, extensively used in Doppler mapping (see for example Vogt,
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Figure 3.3: An example of the co-rotating grid provided by Cossam. The blue crosses
indicate the points over the visible stellar surface where Cossam establishes local
Stokes profiles, carrying out opacity sampling and solving the coupled equations of
polarised radiative transfer. The dashed black lines connect points of equal latitude.
The rotation axis of the star is inclined by 20  with respect to the line of sight.
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Penrod & Hatzes 1987), splits the entire stellar surface into elements of approximately
equal size. Such a grid type is at the basis of the modelling of chemical and magnetic
spots. An example of a co-rotating grid is shown in Fig. 3.3; the fact that in this
example the rotation axis of the star is inclined by 20  with respect to the line-of-sight
leads to a concentration of points in the lower part of the plot.
3.4 Magnetic Field Parameterisation
In magnetic Ap stars, typically the field vector is not aligned with the rotation axis.
This so called Oblique Rotator model is shown schematically in Fig. 3.4. Within this
framework it is possible to specify a simple dipole or a dipole + quadrupole magnetic
morphology. The publicly available version of Cossam o↵ers a tilted eccentric dipole
geometry which I shall also describe below.
3.4.1 Dipole Field
The dipole field is the simplest magnetic field possible. To create a dipole, two poles
are separated by a distance which is considerably smaller than the distance at which
the field will be measured. To parametrise this field we need to define some quantities
which are shown in Fig. 3.4. The x-axis in the figure is aligned with the North celestial
pole, the y-axis is aligned with the celestial meridian and the z-axis is aligned with the
observer’s line of sight. The vector joining C and R is one half of the rotation axis
of the star, C is the center of the star, and R is the point at which the rotation axis
emerges in the northern hemisphere. The northern rotation pole is defined so that an
observer standing at the pole sees the star rotating counterclockwise. The magnetic
axis of the star, u, is at an angle   from the rotation axis of the star and M is the
positive magnetic pole. The inclination, i, of the star is the angle between R and the
z-axis. The azimuthal angle, ✓, is the angle between the x-axis and the projection of
the rotation axis on the x   y plane. The angle f is the azimuth of dipole axis with
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Figure 3.4: The geometry of the dipole + quadrupole magnetic field configuration
(Landolfi, Bagnulo & Landi Degl’Innocenti 1998)1.
1Figure 1 in Modelling of magnetic fields of CP stars I. A diagnostic method for dipole and
quadrupole fields from Stokes I and V observations, 1998, M. Landolfi , S. Bagnulo, and M. Landi
Degl’Innocenti, A&A, Vol. 338, page 111, reproduced with permission c  ESO.
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respect to the star’s rotation axis and at the point where f = f0 the angle between the
z-axis and u is at its minimum. The magnetic field vector at any point in the star,
Bd(r), is given by Landolfi, Bagnulo & Landi Degl’Innocenti (1998) as
Bd(r) =  Bd
2

u  3u · r
R2⇤
r
 
(3.1)
where R⇤ is the radius of the star and Bd is the magnetic dipole field modulus at the
pole of the star.
3.4.2 Quadrupole field
A quadrupole field is generated by two dipoles, with opposite sign, separated by a
distance, which as before, is much smaller than the distance at which the field is to be
measured.
The addition of two extra dipole moments, increases the complexity of magnetic
fields which can be modelled. The definitions of the parameters in Fig. 3.4 are the
same as Section 3.4.1, with the addition of the vectors which describe the position of
the additional dipole moments with respect to the rotation axis CR and dipolar axis u.
The angles  1 and  2 are the angles between the rotation axis CR and the unit vectors
u1 and u2 respectively. The angles  1 and  2 are the azimuth angles between the unit
vectors u1 and u2 respectively, and the dipole vector u. In the case of a quadrupole
the magnetic field vector at any point in the star, Bq(r), is given by Landolfi, Bagnulo
& Landi Degl’Innocenti (1998) as
Bq(r) =  Bq
2

u2 · r
R⇤
u1 +
u1 · r
R⇤
u2 +
✓
u1 · u2
R⇤
  5(u1 · r)(u2 · r)
R3⇤
◆
r
 
(3.2)
where Bq is the field strength at the pole if all unit vectors were aligned.
3.4.3 Non-axisymmetric decentred dipole
The standard version of Cossam uses a non-axisymmetric tilted eccentric dipole mor-
phology (Stift 1975) to model the magnetic field of magnetic stars. In this parametrisa-
tion the dipole need not pass directly through the centre of the star, the dipole axis may
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intersect the stellar surface at any angle. A combination of rotation matrices define
the position of the dipole axis and of the magnetic field with respect to the rotational
axis and to the observer. The transformation matrix, S, which represents a rotation
about the x-axis, S↵, a rotation about the z-axis, S , and another rotation about the
new x-axis, S , is given by
S =
0@ cos   cos↵ sin   sin↵ sin    sin   cos   cos↵ cos   cos     sin↵ sin   sin↵ cos   cos   + cos↵ sin  
sin   sin     cos↵ cos   sin     sin↵ cos     sin↵ cos   sin   + cos↵ cos  
1A
(3.3)
The matrix S generates the transformation from the rotational system of the star to
the dipole system, the rotation of the dipole around the rotation axis is generated by
the matrix S 
S  =
0@ cos  sin  0  sin  cos  0
0 0 1
1A (3.4)
where   is is the azimuth of dipole axis with respect to the star’s rotation axis. The
move from the observer’s reference system to the rotational system of the star is given
by the matrix
Si =
0@ 1 0 00 cos i sin i
0   sin i cos i
1A (3.5)
where i is the inclination of the star. With the help of these matrices we obtain the
coordinates r (in the dipole system) of a surface point z on the visible hemisphere (in
the observer’s system) relative to the dipole position x (in the rotational system)
r = S (S Siz  x) (3.6)
where it is possible to set x = {0, x2, x3} without loss of generality. The magnetic field
vector at the surface point z is given by
h = r
⇣m · r
r3
⌘
(3.7)
where m denotes the dipole moment. This field vector in the dipole system can then
be transformed to the field vector in the observer’s system, taking advantage of the
orthonormality of the matrices in question.
55
3.5 Abundance inhomogeneities
As mentioned previously, there is evidence for non-homogeneous abundance distribu-
tions in the photospheres of chemically peculiar Ap and Bp stars. As a result it is
important that this be taken into account when modelling their spectra. Cossam
allows for both vertical and horizontal non-homogeneous abundance distributions.
For each layer and associated optical depth of the stellar model atmosphere, it
is possible to specify individual abundances for each chemical element. An abundance
file with a single column is all that is needed.
Cossam allows for complex spot distributions over the stellar surface but also
for the presence of (warped) abundance rings about the magnetic equator. Keep in
mind that the number of quadrature points of the spatial grid has to be large enough
to resolve the specified features. Examples of both these abundance configurations are
shown in Fig. 3.5. Each spot is defined by latitude and longitude of its centre and by
its radius; the atmosphere can di↵er from the surrounding atmosphere and so can the
(stratified) abundances. Multiple spots of di↵erent sizes can be placed on top of each
other or o↵set by some small amount to provide smoother gradients in abundance but
also asymmetries. Rings are defined by lower and upper limits to the field angle with
respect to the surface normal, they can also feature arbitrary (stratified) abundances.
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Figure 3.5: An example of the surface abundance inhomogeneities which can be mod-
elled using Cossam. The upper panel shows abundance spots and the lower panel
shows an abundance ring. The vertical bars to the right of each image show the varia-
tion of log(Fe/H) with colour.
57
4 SPARTI
This Chapter describes the core of my PhD work, which consisted of creating the new
inversion algorithm, Sparti (Spectral Polarimetric Analysis by Radiative Transfer In-
version), for the modelling of the magnetic field structure and the abundance distri-
bution of the chemical elements in the photospheres of upper main sequence stars.
Using Sparti I am able to model Stokes IQUV profiles formed in main sequence F-,
A- or B-type stellar atmospheres in the presence of magnetic fields. This allows me to
plot magnetic field and chemical abundance distribution maps of entire stellar surfaces.
Sparti is based around the spectral synthesis code Cossam (see Chapter 3).
The task of modelling polarised spectra of magnetic stars is extremely challenging
because spectral lines are a↵ected by a variety of phenomena including the Zeeman
e↵ect due to a magnetic field of unknown morphology, vertical stratification, non-
homogeneous horizontal distribution of chemical elements and overabundances of rare-
earth elements. The overabundances of rare-earth elements are particularly di cult to
model since often they have not been studied to the same level of detail as elements
such as Fe, this means some lines do not appear in the line databases. Increasing
the abundance of any rare-earth element in a model causes a large number of spectral
lines to appear in the synthetic spectrum. This, in combination with many blended
lines as a result of a strong magnetic field, makes it very di cult to disentangle which
lines have an important contribution in the stellar spectra. Furthermore, not just for
rare-earth elements but for the lines of all chemical elements, the log gf and other line
parameters may be inaccurate.
In addition to the properties of the stellar photosphere, complications appear
during the observation of Stokes IQUV profiles. The resolution of the instrument used
to observe the profiles is important since if it is too low the fine detail in the profiles is
lost and the magnetic field may appear simpler than it is in reality. The photon-noise
is a particular problem for the observation of Stokes Q and U because the signal is
typically considerably lower than for Stokes I and V. The crosstalk of the instrument
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is also a concern. This is usually caused by an anomaly within the optical set-up of the
instrument, some of the Stokes V can contaminate Stokes Q and U and vice versa. As
a result of this, in Section 5.4 I describe the tests I use to determine how these three
e↵ects a↵ect the ability of Sparti to recover the magnetic field structure and chemical
abundance distribution in the stellar photosphere.
To accomplish the task of modelling polarised spectra of magnetic stars, I first
considered the simpler case of the inversion of the Stokes I profiles of non-magnetic
stars. There are already a number of spectral synthesis codes for the modelling of non-
magnetic stellar atmospheres for example, Spectral Investigation Utility (SIU; Reetz
1991) and Spectroscopy Made Easy (SME; Valenti & Piskunov 1996). As a result it
may seem redundant to write another code, but there were two reasons for this. First,
the inversion of non-magnetic and magnetic spectra follow similar procedures, and the
non-linear regression algorithm is the same in both. This means I am able to test the
majority of the functions in Sparti using the faster and simpler case of non-magnetic
atmospheres. The second reason is that writing a new code enabled me to check that
the output of Sparti is fully consistent/correct in the case of non-magnetic stars.
To calculate a synthetic spectrum in the non-magnetic case using Cossam, I
must set the magnetic field strength to zero and then only consider the Stokes I profile.
This however is slow and ine cient since Cossam is not able to take advantage of
the symmetries which are present in the non-magnetic case because of the symmetrical
stellar surface. I therefore asked Prof. Martin Stift (the author of Cossam), to create
a version of Cossam designed specifically for the fast and e cient synthesis of non-
magnetic stellar spectra. As a result of this request Prof. Stift createdCossam Simple
(see Section 3.2.1), which I used as the spectral synthesis code in my inversion code
Sparti Simple.
While developing and using Sparti Simple I had to think about and solve
various problems, common also to the analysis of magnetic stars: how to normalise
stellar spectra; how to take into account instrument resolution; how to determine log g
and e↵ective temperature Te↵ ; how to identify spectral lines; how to correct for radial
velocity; and how to select spectral lines for the analysis (e.g., eliminating those formed
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in non-local thermodynamic equilibrium). However the first consideration was which
non-linear regression algorithm to adopt for the inversion (the Genetic algorithm or the
Levenberg-Marquardt algorithm). After the selection of the algorithm, I then had to
consider the conditions of convergence to determine when the algorithm should finish.
While working on determining Te↵ and log g of stars, I made a modification to
Cossam and Cossam Simple. When calculating Te↵ and log g I first fit synthetic
spectra to the Balmer lines using my tool described in Section 6.5.2. The Balmer lines,
however, are not always sensitive to changes in log g and, furthermore, by increasing
Te↵ and log g together it is possible to still obtain a perfectly consistent fit. Therefore,
to check the reliability of log g I compared the ionisation balance of Fe I and Fe II. To
do this it was necessary for me to modify Cossam Simple to make it possible to allow
di↵erent abundances for the di↵erent ionisation stages of each element.
The next step was to include the presence of a magnetic field. This involved
creating Sparti using the spectral synthesis code Cossam to calculate synthetic spec-
tra. The original version of Cossam uses only the de-centered dipole (Stift 1975)
as the magnetic field parameterisation. I modified Cossam to include the dipole +
quadrupole morphology given in Landolfi, Bagnulo & Landi Degl’Innocenti (1998).
The first reason for this was that parameter consistency and indistinguishable solu-
tions are also given in Landolfi, Bagnulo & Landi Degl’Innocenti (1998) which means
it is very easy to compare the output to previous outputs to check the uniqueness of
results. This has not yet been completed for the de-centered dipole model, however the
model is still very useful to use, since it is possible to compare magnetic maps. The
second reason for including the dipole + quadrupole morphology is that it makes it
significantly easier to add a multipolar expansion in the future to allow for any greater
freedom when modelling the magnetic field. These magnetic field parameterisations
are described in Section 3.4. The inclusion of a magnetic field complicates the process
of inversion by adding extra free parameters and the Stokes IQUV profiles, but also
because the ApBp stars show evidence of abundance inhomogeneities which must be
modelled. Furthermore, to account for the non-homogeneous nature of the stellar sur-
face, it is necessary to include spectra of multiple rotational phases simultaneously so
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as to gain a full picture of the entire stellar surface.
In this chapter I explain the function of Sparti. In Section 4.1 I describe and
justify my use of a non-linear fitting routine. In Section 4.2 I describe the important
considerations when comparing observed and synthetic spectrum, and how I handle
these within Sparti. In Section 4.3 I describe the input file used in Sparti and the
free parameters for each parameterisation. In section 4.4 I explain how I check for the
convergence of the solution, i.e. when Sparti has reached the best possible solution
for the particular run. In Section 4.5 I describe the various output files created by
Sparti, including the error calculation, output spectra and element identification. In
Section 4.6 & 4.7 I describe how I make sure that the free parameters in the magnetic
case are consistent and how I handle indistinguishable solutions. Finally, in Section
4.8 I describe how I have parameterised the vertical stratification of the elements in
the photosphere.
4.1 Non-linear regression
I use Sparti to calculate the array of free parameters (x), used in the spectral synthesis,
which minimise the expression
 2 =
nX
i=1
[Fmod ( i,x)  Fobs ( i)]2
 2i
(4.1)
where Fobs is a vector containing the observed Stokes profiles IQUV,  i is the error
associated to each spectral bin i, Fmod is a vector containing the synthetic Stokes
profiles IQUV,   is the wavelength grid and n is the number of spectral points.
Sparti Simple has the same code structure and uses the same fitting algorithms
as Sparti. In Sparti Simple Fobs is the observed flux spectrum normalised to unity
and Fmod is the synthetic flux spectrum normalised to unity, further di↵erences between
the two codes are made clear throughout this chapter.
To minimise Eq. 4.1 I use a non-linear regression algorithm, since the the radiative
transfer equation Eq. 2.23 is non-linear. I investigated the suitability of the Levenberg-
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Marquardt Algorithm (Levenberg 1944 and Marquardt 1963) and the genetic algorithm
(Holland 1975) for use in my code Sparti. Both algorithms are widely used to solve
non-linear regression problems and have di↵erent strengths and weaknesses which I
considered in my choice of algorithm.
4.1.1 Genetic Algorithm
In its current form the genetic algorithm was first described by Holland (1975) and
works on the principles of natural selection “survival of the fittest”. This algorithm is
incredibly powerful because no initial guesses have to be provided for the parameters
which are being calculated (VanderNoot & Abrahams 1998). The only constraint is
that imposed by the laws of physics or the symmetry arguments given in Section 4.6.
For the purpose of spectral synthesis the set of parameters used in Cossam to
determine the synthetic spectrum constitute each set analogous to genes. The number
of sets which the program calculates determines the initial gene pool, from which new
generations of parameter sets can be produced. At each stage the two parameter sets
which define the two synthetic spectra that are the best fit to the observed spectrum
remain in the gene pool. This means that the  2 of the best solution, is always the same
or better than previous generations. The remaining parameter sets are combined with
the parameters set with the lowest  2. There are several methods of combination and
I chose to use two di↵erent combination methods in my algorithm. Each parameter set
also has the potential for a random mutation to occur in any number of its parameters.
An initial population of parameters is created using random number generation,
the fitness of each member of the population is determined and then each member is
ranked from best fitting to worst. When running the inversion routine with Cossam
using the genetic algorithm,  2 is used to estimate the quality of the fit. Once the
population has been ranked the parameter sets must be mated together. For this code
two di↵erent mating procedures are used. The primary alpha parameter set (which has
the lowest  2) mates by way of averaging its parameters with each parameter set in
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turn. The secondary alpha parameter set (which has the second lowest  2) interchanges
a random number of its parameters with each parameter set in turn (Swets & Punch
1995). Once this has been carried out there is a chance of mutation in any of the
parameters and then the sets are ranked from best to worst again and the process
continues, until the desired  2 is reached.
I chose to investigate the potential of the genetic algorithm, because it was likely
that I would have a large number of parameters as part of my inversion code. Unfortu-
nately the speed of Cossam limits the usefulness of this algorithm. After testing the
genetic algorithm with ⇠15 variables, I found it would consistently take several days
to achieve a low  2. This is due to each call to Cossam, from the algorithm, taking
several seconds and the genetic algorithm must call Cossam a large number of times,
since I found that the initial gene pool had to consist of between 100 and 500 sets for
convergence.
4.1.2 Levenberg-Marquardt Algorithm
The Levenberg-Marquardt Algorithm (LMA) is a non-linear fitting routine which uses
a combination of the steepest descent and Gauss-Newton methods. It was developed by
Levenberg (1944) and Marquardt (1963). An initial set of starting parameters is chosen
or randomly generated depending on prior knowledge of the solution. If the problem is
complex and multiple minima exist, it may be necessary to start the algorithm multiple
times using several di↵erent parameter sets as some will not converge. The algorithm
is used to iteratively search for the minimum  2, and at each iteration it calculates the
new parameter set, x0,
x0 = x+
 
 F F T + diag( F F T )⇤
  1
 FF (4.2)
where x is the previous parameter set, F is the di↵erence between the observed and
synthetic spectra, given by
F =
nX
i=1
Fmod ( i,x)  Fobs ( i)
 i
, (4.3)
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 F is the Jacobian matrix (evaluated numerically)
 F =
0B@
 F1
 x1
· · ·  F1 xm
...
. . .
...
 Fn
 x1
· · ·  Fn xm
1CA (4.4)
where m is the number of parameters,  F T is its transpose, and ⇤ is a scalar constant
used to determine whether the LMA will follow a gradient search or Gauss-Newton
approach. After calculating x0 the  2 of the new model is calculated. If the  2 is lower
than the previous value of  2, ⇤ is decreased by a factor of ten, this moves the algorithm
towards the Gauss-Newton method, and the process repeats. If however the  2 is equal
or higher, the parameters are set to their previous values and ⇤ is increased by a factor
of ten, this forces a gradient descent search which aims to force the parameters to the
minima of the function being fit (Press et al. 1992).
After testing the e↵ectiveness of the LMA using my Milne-Eddington approxi-
mation code and Cossam, I found it to consistently out-perform the genetic algorithm
and so chose it as the algorithm used within Sparti. It is also a commonly used
algorithm for MDI problems (e.g., Piskunov & Kochukhov 2002 and Kochukhov &
Piskunov 2002). In addition, Aster, Borchers & Thurber (2013) states ‘The LMA is
usually the method of choice for small- to medium-sized nonlinear least squares prob-
lems’ this is because of the Gauss Newton performance in combination with ‘robust
convergence properties’.
4.1.2.1 Numerical Di↵erentiation
The radiative transfer equation, Eq. 2.23, does not have an analytical solution, and so
to calculate the matrix of values which corresponding to the partial di↵erentials which
make up the matrix  F, Eq. 4.4 , I use
 Fn
 xm
=
Fmod ( n, xm + hm)  Fmod ( n, xm   hm)
2h
(4.5)
where
h = xm✏m (4.6)
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where ✏i in the ideal case is the smallest floating point number which can be stored
before there is a rounding error. In reality however, this number is determined based
on the signal-to-noise-ratio of the data, and also on a parameter by parameter basis.
4.2 Comparing observed and synthetic spectra
Before I am able to directly compare Fmod and Fobs, I must first correct for a number of
instrumental and observational e↵ects. The first challenge, which is critical and must
be performed with care, is the normalisation of the observed spectrum. The method
of normalisation I use is described in Section 6.3 and I perform this before my analysis
with Sparti.
4.2.1 Radial Velocity
As a star moves towards or away from an observer, for all wavelengths, the light is blue
or red-shifted respectively. This means the spectral lines of Fobs will not be at the same
wavelength as those in Fmod. As a result it is necessary to calculate and correct for
the radial velocity (vrad) shift. Before correcting for the star’s vrad it is first necessary
to correct for the heliocentric radial velocity, which is an addition or subtraction from
the star’s true radial velocity as a result of our orbit around the Sun. To calculate the
vrad corrected wavelength value,  00, I use
 00 =  0
h
1 +
vrad
c
i
(4.7)
where  0 is the observed wavelength, and c is the speed of light. To calculate the star’s
vrad it is included as a free parameter in Sparti. I shift the wavelength grid of Fmod
to coincide with the wavelength grid of Fobs.
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4.2.2 Instrument Resolution
The instrument resolution determines the smallest resolvable wavelength di↵erence in
a spectrum. Before comparing the synthetic spectrum with the observed spectrum it
is convolved with the instrumental profile given by a Gaussian. Each convolved point
of the model spectrum Fmod( 0) is given by,
Fmod( 0) =
LX
i= L
F 0mod( i)
 
p
(2⇡)
exp
✓ ( i    0)2
2 2
◆
   (4.8)
where L=INT[3   ]+10,    is the wavelength step-size of the synthetic spectrum and
 0 is the wavelength value for the new convolved point. The unconvolved spectrum is
F 0mod and the standard deviation of the Gaussian is given by
  =
 0
4R ln(2)
(4.9)
where R is the resolving power of the instrument given by
R =
 0
  
(4.10)
where    is the smallest di↵erence in wavelength which can be resolved by the instru-
ment at the wavelength  0.
4.2.3 Linear Interpolation
When comparing the synthetic and observed spectra using the LMA, it is essentially
that they both have the same wavelength grid. The wavelength step-size I use to
calculate the synthetic spectrum is closely spaced, and so I am able to perform a simple
linear interpolation to match the synthetic spectrum to the observed wavelength grid1.
Each new synthetic flux point, Fmod( obs), is given by
Fmod( obs) = Fmod( 1) +

(Fmod( 1)  Fmod( 0))  obs    0
 1    0
 
(4.11)
1This would not, however, be suitable for poorly sampled spectra
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where  obs is a wavelength value in the observed spectrum,  0 is the closest wavelength
in the synthetic spectrum which is less than  obs and  1 is the closest wavelength in
the synthetic spectrum which is greater than  obs.
4.2.4 Rejected spectral lines
If a spectral line is formed in a region of the atmosphere for which it is not possible
to assume LTE, then it is not possible for Cossam to calculate the line profile since
Cossam calculates spectra based on LTE. There are a small number of lines which
appear in either the synthetic or observed spectrum but not in the other. This could be
due to incorrect atomic data or contamination by interstellar sources. I do not consider
these lines in the spectrum because they will a↵ect the parameters. I keep all rejected
lines in a database which Sparti accesses to determine whether to use each line.
4.3 SPARTI interface
I put a lot of work into developing an input file which allows the user enough freedom
to model magnetic stellar spectra without too much complication. While this section
is not intended to be a user manual, it is useful for illustrative purposes to describe an
example of an input file used by Sparti. The following is an example input to Sparti:
      Data s t a r t at l i n e 3 , c o l 32                          
                                                            
Number o f Lines : 2
Number o f Var i ab l e s : 21
Number o f Phases : 5
Number o f Rings on Disc : 10
Number o f Spots or Rings : 1
Number o f Proce s so r s : 32
In the magnetic case, it is convenient to consider lines rather than spectral ranges
due to the di↵erence in CPU time. Therefore here, I define the “Number of Lines”,
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which is simply the number of spectral lines to analyse in the code2. The “Number of
Variables” is the total free parameters for the magnetic field parametrisation of choice,
each abundance parameter, and the rotation and radial velocities. To fully model the
stellar magnetic field it is important to include a number of spectra observed at well
spaced rotational phases of the star as viewed from Earth. The “Number of Phases” is
simply the number of distinct phases to be modelled. The “Number of Rings on Disc”,
defines how refined the stellar surface grid is, this has an impact on the runtime of the
code, but also the ability to detect small scale surface features. In the case of Sparti,
the “Number of Spots” on the stellar surface can be specified. Currently spot 1 is
the entire stellar surface. Each spot, including spot 1, can be assigned an individual
abundance file, which means it is possible to create a di↵erent abundance profile for
each spot and the stellar disc. The “Number of Processors” is the number of CPU
cores available to Cossam.
I n t e r v a l per Proces so r : 0 .34
Lower Wavelength Limit (A) : 5216 .49
Upper Wavelength Limit (A) : 5852 .44
Delta Lambda (A) : 0 .020
Width o f Regions (A) : 0 . 9
Reso lut ion : 120000
The “Interval per Processor” is the wavelength range calculated by each processor. The
“Lower Wavelength Limit (A)” and “Upper Wavelength Limit (A)” are the minimum
and maximum wavelength which are considered during the analysis, this defines the size
of the arrays used within Sparti and Cossam. “Delta Lambda (A)” is the resolution
of the synthetic spectrum. The “Width of Regions (A)” is the radius of each line from
the line center. “Resolution” is the Spectral resolving power of the instrument used
for observation of the profiles and is used in Eq. 4.9.
Run Type : Inve r t
Ring or Spot : spotquad
Star Name : HD24712 HARPS
2Note that in fact these are the number of dominant lines the user wishes to consider. If a single
line profile is made up of many blends this still counts as one line
68
Rotat iona l phases [0<=phi<=1]: 0 .004 0 .200 0 .443 0 .521 0 .924
The “Run Type” determines whether Sparti fits a synthetic spectrum to an observed
spectrum in the case of “Invert” or simply calculates a synthetic spectrum in the case
of “Direct”. The input “Ring or Spot” determines which parameterisation Sparti uses
whether de-centered dipole or dipole + quadrupole and also whether it considers rings
or spots as the surface abundance inhomogeneities. The “Star Name” is the name of
the input file and also forms part of the output file names. The “Rotational phases”
are calculated from the rotational period of the star. Phase zero is set to a certain
arbitrary date and the phase at each observation,   is calculated using
  =
tobs   t0
Prot
  INT

tobs   t0
Prot
 
(4.12)
where tobs is the Julian date of the observation, t0 is an arbitrary Julian date before
the date of observation (used consistently for the calculation of all phases in a set) and
Prot is the rotation period of the star.
                                                            
      INVERSION REGIONS                                     
                                                            
Centra l Wave 1 : 5217 .39 1 1 1 1
Centra l Wave 2 : 5383 .37 1 1 1 1
The “Central Wave” is the line center in A˚ngstro¨ms for each line considered in the
inversion. It is also possible to consider all Stokes profiles or any combination of the
Stokes IQUV by changing the four numbers following the wavelength value.
                                                            
      ELEMENT FILES                                         
                                                            
Element f i l e 1 : spots abund1 . dat
                                                            
      ATMOSPHERE FILES                                      
                                                            
Atmospheric model 1 : t7250 410 00 . f i l
                                                            
      LINES VERSIONS                                        
                                                            
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Lines Vers ion 1 : 0725041000
Each spot has an individual atmosphere model, and vertical element distribution de-
fined in “Atmospheric model” and “Element file” respectively where the number de-
termines which spot the files refer to. As a result of the individual atmosphere models
each spot must have an a separate “Lines Version”. It is possible to use the same
atmosphere model for each spot but they must still be given separately for each spot.
                                                            
      INPUT VARIABLES                                       
                                                            
1 I n c l : 78 .0 360 .0 0 . 0
2 b : 173 .0 360 .0 0 . 0
3 b21 : 9 . 0 360 .0 0 . 0
4 b22 : 129 .0 360 .0 0 . 0
5 g21 : 262 .0 360 .0 0 . 0
6 g22 : 321 .0 360 .0 0 . 0
7 D Strength : 2183 .0 20000 .0 0 . 0
8 Q Strength : 147 .0 20000 .0 0 .0
9 vr : 1 . 0 20 .0 0 . 0
10 F0 : 1 . 0 1 . 0 0 .0
11 St ra t (Fe 1) Star A : 7 .5 10 .0 0 . 0
12 B : 45 .0 72 .0 1 .0
13 C : 8 . 0 10 .0 0 . 0
17 vrad : 0 .01 10 .0  10.0
18 vrad : 0 .01 10 .0  10.0
19 vrad : 0 .01 10 .0  10.0
20 vrad : 0 .01 10 .0  10.0
21 vrad : 0 .01 10 .0  10.0
This portion defines the input variables which vary based on the parameterisation and
the di↵erent free parameters are given in section 4.3.2. The first column after the colon
is the initial estimate for the free parameter, the second column is the maximum value
that parameter can have and the third column is the minimum value.
Since there are a large number of input parameters and if a large number of spots
are chosen, writing this input file can quickly become complicated and prone to error.
Therefore I have written a Python routine which is able to generate this input file and
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each abundance file required, with a smaller number of inputs. This Python routine
has the added benefit of being able to generate pseudo-random numbers as starting
values for the magnetic field parameters and abundance distributions.
In the case of Sparti Simple, it is not possible to add spots3 and instead of
the number of lines entire spectral ranges are given as input. For the free parameters
only initial values for v sin i, vmic and vrad need to be specified. The initial values of
the abundances are set as the solar values from Asplund et al. (2009). In the case of
cluster analysis it is useful to model a number of stars sequentially therefore I have
written a Python routine which is able to generate a Sparti Simple input file given
the Te↵ , log g of a star and initial estimates of v sin i and vrad.
4.3.1 Sparti Simple Free Parameters
In the non-magnetic case, the v sin i, vmic, vrad and the abundance of the elements
(relative to H) with atomic number 2 through to 92 can be set as a free parameters.
This includes the abundance of each ionisation stage and the abundance of the element
can be stratified throughout the photosphere. The stratification is described by a
simple step function (see Section 4.8) and each ionisation state of each element can
have an independent stratification.
It is possible to determine the abundance of all of the elements and their ionisation
stages simultaneously. However, due to computer performance limitations it is often
useful to consider, prior to analysis, which elements are visible in the spectrum as a
result of the wavelength range of the data, the stellar Te↵ and the instrument resolving
power.
3To model a non-magnetic spotted star it would be necessary to use Sparti since, in the case of a
spotted star, it is no longer possible to take advantage of the symmetries on the stellar surface.
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4.3.2 SPARTI Free Parameters
In the magnetic case, v sin i and vrad (for each phase) are set as free parameters. The
value of vmic is set to 0 km s 1 because it is found to be zero in Ap stars (e.g. Donati
& Landstreet 2009 and Ryabchikova et al. 1997). The free parameters for the three
magnetic models are
• Dipole (Landolfi, Bagnulo & Landi Degl’Innocenti 1998)
i,  , Bd, f0, ✓
• De-centred Dipole (Stift 1975)
i, ↵,  ,  , y2, y3, Bd, f0, ✓
• Quadrupole (Landolfi, Bagnulo & Landi Degl’Innocenti 1998)
i,  ,  1,  2,  1,  2, Bd, Bq, f0, ✓
and are described in Section 3.4. As in the non-magnetic case, the abundance of the
elements can be set as free parameters including stratification and di↵erent ionisation
stages. However, it is often convenient to model only a small number of lines of one
particular element at a time. It is important to consider the abundances of the elements
which blend with the central line even those which are weak lines as this can e↵ect the
determination of the magnetic field. In addition it is possible to choose the number of
spots for a particular inversion, with free parameters defining the latitude, longitude
and radius of each spot.
4.4 Checking for Convergence
An important consideration when performing an iterative least-squares minimisation
is when to stop and take the current values as the best achievable. During testing,
I simply selected a large number of iterations between 20–50, depending on the test.
In general the algorithm would find the correct solution within this number of iter-
ations but, if not, it was possible to increase this number. However for real world
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problems, where the correct solution is usually unknown, a better method is required.
In the current version of my code, there are four stop conditions. At the end of each
iteration if the  2 is an improvement on the previous iteration, Sparti or Sparti Sim-
ple will check the following four conditions given in Aster, Borchers & Thurber (2013).
1. The gradient of f(m) is approximately 0
nX
i=1
[r 2]2 < p✏
nX
i=1
[1 + f(i)] (4.13)
2. That the value of each parameter is not changing significantly.
nX
i=1
[x(i)  x0(i)]2 <
p
✏
nX
i=1
⇥
1 + x(i)2
⇤
(4.14)
3. The values in the synthetic spectrum are not changing significantly
nX
i=1
[F (x)  F0(x)]2 < ✏
nX
i=1
⇥
1 + F (x)2
⇤
(4.15)
4. Maximum number of iterations
If the algorithm does not converge then it is likely these tests will always fail, it
is important to have a maximum number of iterations allowed and if this number is
reached the program outputs which test/s have failed so that the user can determine
the problem.
4.5 Output Files
The output of Sparti includes: a file containing the observed wavelength grid, the
observed spectrum and the calculated synthetic spectrum; a logfile which shows the
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best-fit parameters calculated during each iteration; and a file containing the param-
eters required to plot magnetic and abundance distribution maps. Fig. 4.5 shows an
example of the synthetic spectrum output by Sparti.
The output of Sparti Simple is similar with the exception of the abundance
distribution maps, and the addition of a file containing the errors of each parameter.
Fig. 4.5 shows an example of the synthetic spectrum output by Sparti Simple.
4.5.1 Error Calculation
I estimate the uncertainties of the best-fit parameters, including vmic and v sin i by
taking the square root of the diagonal values of the covariance matrix
cov(bx) = s2 F F T , (4.16)
where bx is the vector of best fit parameters and s is
s =
vuuut nPi=0 [Fmod ( i)  Fobs ( i)]2
n m (4.17)
where n is the number of wavelength points in the spectrum and m is the number of
best-fit parameters.
This error is only a lower limit since Te↵ and log g are not free parameters within
Sparti or Sparti Simple and their e↵ects on the calculation of bx are not present in
the covariance matrix. To calculate an error which encompasses all variables I calculate
the best-fit parameters using a total of five model atmospheres for each star:
1. Te↵ = T 0e↵ , log g = log g
0;
2. Te↵ = T 0e↵ + Te↵ , log g = log g
0;
3. Te↵ = T 0e↵   Te↵ , log g = log g0;
4. Te↵ = T 0e↵ , log g = log g
0 +  log g;
5. Te↵ = T 0e↵ , log g = log g
0    log g;
where T 0e↵ and log g
0 are the best estimates of Te↵ and log g, respectively.  Te↵ and
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Figure 4.1: The spectrum of HD24712 observed with the HARPSpol instrument (solid
red line), plotted with the synthetic spectrum calculated using Sparti (solid black
line)
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Figure 4.2: Upper Panel: The spectrum of the Sun (solid red line), plotted with the
synthetic spectrum calculated using Sparti Simple (solid black line). Lower Panel:
The spectrum HD32115 observed with the 2.7-m telescope at McDonald Observatory
(Fossati et al. 2011b) (solid red line), plotted with the synthetic spectrum calculated
using Sparti (solid black line)
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  log g are the uncertainties of Te↵ and log g respectively. I am then able to calculate
the maximum error,  max, using
 max =
q
 2cov +  
2
Te↵
+  2log g (4.18)
where  cov is the error calculated using Eq. 4.16,  Te↵ is half of the di↵erence between
the best-fit values obtained using Te↵ = T 0e↵ + Te↵ and Te↵ = T
0
e↵   Te↵ and  log g is
half of the di↵erence between the best-fit values for the abundances obtained assuming
log g = log g0 +  log g and log g = log g0    log g.
4.5.2 Semi-automatic element identification
The list of lines contained in the file named ‘sysom line.[EXTENSION]’ (an output
of Lines) contains those which may not be visible or do not have an e↵ect on the
shape of the observed spectrum. This can be as a result of the instrument resolving
power, or because the v sin i blends the line with stronger lines. If all of the lines
of a particular element are not seen and do not have an e↵ect on the shape of the
synthetic or observed spectrum, then the abundance calculated for that element will
be meaningless. A solution I have developed for this problem, is to calculate a number
of synthetic spectra, each is calculated setting the abundance of a di↵erence element to
zero each time. The reduced  2 of these spectra are compared with observed spectrum.
If the reduced  2 has not changed within the signal-to-noise threshold then it is not
possible to calculate the abundance of that element. If the reduced  2 does change I
check the spectrum to confirm the lines corresponding to that element are visible.
4.6 Parameter Consistency Dipole (+ Quadrupole)
The dipole + quadrupole parameterisation of the magnetic field, discussed in Section
3.4, allows me to maintain positive values for each of the parameters with the following
conditions
77
• sin(i) < 0 ! i)  i and f0 ) 0.5 + f0;
• sin( ) < 0 !   )    and f0 ) 0.5 + f0;
• sin( 1) < 0 !  1 )   1 and  1 ) ⇡ +  1;
• sin( 2) < 0 !  2 )   2 and  2 ) ⇡ +  2;
• Bdip < 0 ! Bdip )  Bdip,   ) ⇡    , f0 ) 0.5 + f0,  1 ) ⇡ +  1 and
 2 ) ⇡ +  2;
• Bquad < 0 ! Bquad )  Bquad and  1 ) ⇡ +  1.
This leads to a consistency between parameters making it significantly easier to check
for unique solutions. These conditions were calculated by Landolfi, Bagnulo & Landi
Degl’Innocenti (1998) so that they do not modify the magnetic model when applied
which means they do not e↵ect the LMA.
4.7 Indistinguishable solutions
There are a number of solutions, which have di↵erent sets of parameters but produce
the same Stokes IQUV profiles. In the case of the de-centered dipole model a character-
isation of these solutions has not been performed. It is a complex task to complete and
would take a considerable amount of time to finish. However, in the dipole and dipole
+ quadrupole case the indistinguishable solutions have been calculated by Landolfi,
Bagnulo & Landi Degl’Innocenti (1998) as
1. i,  , f0
2. ⇡   i, ⇡    , f0
3.  , i, f0
4. ⇡    , ⇡   i, f0
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and
5. i,  ,  1,  2,  1,  2, f0
6. i,  , ⇡    1, ⇡    2, ⇡ +  1, ⇡ +  2, f0
7. i,  ,  2,  1,  2,  1, f0
8. i,  , ⇡    2, ⇡    1, ⇡ +  2, ⇡ +  1, f0
9. ⇡   i, ⇡    , ⇡    1, ⇡    2,  1,  2, f0
10. ⇡   i, ⇡    ,  1,  2, ⇡ +  1, ⇡ +  2, f0
11. ⇡   i, ⇡    , ⇡    2, ⇡    1,  2,  1, f0
12. ⇡   i, ⇡    ,  2,  1, ⇡ +  2, ⇡ +  1, f0
respectively where all the variables are defined in Section 3.4. In the dipole case,
solutions 1 and 2 describe identical stars which are rotating in opposite directions.
Similarly 3 and 4 describe identical stars rotating in opposite directions but which
are di↵erent to 1 and 2. In the case of dipole+quadrupole morphology solutions 5–8
describe the same magnetic field and solutions 9–12 all describe the same magnetic
field which is di↵erent from 5–8. In principle because I use all Stokes IQUV profiles
at multiple phases it should be possible for Sparti to discriminate between these
solutions. However, it is useful to consider them during the analysis, in the case my
results do not match those found previously.
4.8 Abundance Inhomogeneities
I have described the original method of stratification used in Cossam in Section 3.5.
For use in Sparti it was necessary for me to make some modifications to the vertical
stratification which I describe below. Currently when I determine the distribution of
chemical spots, I set the number of spots prior to running Sparti. This limits the
number of free parameters the code must find and so constrains the total runtime.
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4.8.1 Vertical Stratification
In the inversion case it is important to have a parameterised model of the stratification.
Using the original Cossam method of defining the abundance of each element for
each layer, would lead to an extra 72 free parameters for each element. In addition,
with my modification, which allows individual abundances for each ionisation stage of
each element, the number of free parameters would quickly become computational too
expensive. An additional problem is that of regularisation which would be necessary
to prevent unphysical abundance distributions. A further and potentially more serious
problem, which will likely prevent the complete recovery of the vertical stratification,
is that the depths at which spectral lines form are limited. It has not been possible
for me to find spectral lines which span the entire range of optical depths. Therefore
any solution to the stratification is unlikely to be unique, except at the optical depths
which correspond to the formation regions of the spectral lines.
I have investigated a number of functions to determine the vertical stratification,
my initial thought was to use a function which can be used to to fit the abundance
distribution calculated by Stift, Leone & Cowley (2012). For this I tested a range of
polynomial functions, Fig. 4.3 demonstrates the ability of a polynomial functions to
recreate the abundance distribution. The 6th order polynomial is the lowest function
which still fits the distribution. After testing the polynomial in Sparti, I determined
that it was not a viable solution. It was very di cult to constrain the parameters so
that the function stayed below the maximum abundance value set in Lines. As a result
I started from the simplest abundance distribution, a step function, and then tested
more distributions to determine how easy their free parameters were to constrain.
4.8.1.1 Step function
I first tested a step function where the abundance stratification was described by
y(⌧) =
(
A, if ⌧ < B
C, if ⌧   B (4.19)
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Figure 4.3: Fits to the stratification profile predicted by Stift, Leone & Cowley (2012)
shown by the solid black line for polynomials of di↵erent orders.
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Figure 4.4: Examples of the functions tested for the parameterisation of the vertical
stratification. The functions shown are, a simple step function (solid green line), a
sloped step function (solid red line), a Gompertz function (solid blue line) and a tanh
function (solid magenta line)
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where A is the abundance below layer B and C is the abundance at level B and above.
To add extra degrees of freedom I made it possible for the step to have a slant
y(⌧) =
8><>:
A, if ⌧ < B
D +
⇥
(D   A) ⌧ BC B
⇤
, if B  ⌧ < C
D, if ⌧   C
(4.20)
where A is the abundance below layer B and D is the abundance at level C and above.
In both cases the parameters are easy to constrain, since it is clear what the
maximum and minimum value of the abundance is. Also the layers at which the
transition occurs are easily constrained.
4.8.1.2 Gompertz Function
The Gompertz function (Gompertz 1832) is still a step function but there is a smooth
transition between the flat abundance distribution and the step. An example of this
function is shown in Fig. 4.8.1. The equation which describes this function is
y(⌧) = A exp ( B exp [ C log ⌧ ]) +D, (4.21)
where A is the height of the step, B determines the position of the step horizontally,
C determines the gradient of the slope and D is the value before the step. When
inverting the data, all four of the Gompertz function constants are free parameters.
The Gompertz function was an interesting function to test, however constraining the
parameters proved unmanageable since they behave in a non-linear fashion.
4.8.1.3 The tanh function
The tanh function is very similar to the shape of the Gompertz function. The advantage
of tanh is the minimum and maximum values are easier to constrain than the Gompertz
function. An example of this function is shown in Fig. 4.8.1. To determine the
abundance distribution with tanh I use
y(⌧) =
C
2

1 + tanh
✓
⌧   B
2D
◆ 
+ A, (4.22)
83
where A is the initial abundance value before the step, C is the height of the function
and B and D determine the position of the step. While the maximum and minimum
values of the function are easily definable, the position of the step is not and so this
function did not provide a solution to the problem of parameterisation.
I have chosen to use the simple step function as the parameterisation for the
vertical stratification of chemical abundances in the stellar photosphere. It does not
allow a large degree of freedom, however it does allow me to model the observed
di↵erence in abundance between weak and strong lines.
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5 Testing the inversion codes
Before applying Sparti and Sparti Simple to observed data, I had to be sure that
the codes work correctly with numerical simulations. Following this I tested the ability
of Sparti to converge to the correct model solution starting from random starting val-
ues. To do this I created a grid of model spectra and attempted to fit each one starting
from a set of random initial parameters. Since the uniqueness and reliability of previ-
ously published magnetic models have been questioned I further tested the algorithm
by adding artificial noise and instrumental e↵ects to synthetic spectra calculated using
Express written by Dr. Stefano Bagnulo. Express is a fast spectral synthesis code
which calculates Stokes IQUV for an arbitrary dipole + quadrupole magnetic con-
figuration, under the Milne-Eddington atmosphere approximation (see Section 2.4.1)
but without the ability to model non-homogeneous abundance distributions. Finally I
applied Sparti Simple to the test cases of the Sun, HD32115 and 21 Peg.
5.1 Testing the modifications of Cossam
As part of the process of writing Sparti, I made significant alterations to Cossam,
both adding the dipole + quadrupole morphology and modifying and moving large
code structures. The result of this, is the inherent risk that I have modified the output
of Cossam such that it no longer calculates the correct synthetic spectra. There are a
number of checks which I used throughout the code development to ensure the consis-
tency of synthetic spectra. First I checked the output spectra using an an un-altered
version of Cossam. This is the simplest and most e↵ective check in the majority of
cases. I take the output of Sparti and generate a synthetic spectrum with an unaltered
version of Cossam with the same output parameters calculated using Sparti and then
compare the two. When adding the dipole + quadrupole morphology into Cossam I
did not have an un-altered version of Cossam to compare the output with, however, I
was able to use the output of Express to check that the shape of the synthetic spectra
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Figure 5.1: A portion of the data used by Wade et al. (2001) to check the accuracy of
Cossam, Invers10 and Zeeman2. Each column contains the Stokes profiles IQUV
each calculated, using Cossam, for a star of Te↵ = 7500K and log g = 4.0, with
magnetic field strengths from left to right of; 1. Bd = 0.1 kG; 2. Bd = 5kG; 3. Bd =
10 kG.
86
matches for the same input parameters. Finally to check the consistency of Cossam
I use the data from Wade et al. (2001). These data were previously used to compare
the output of the three spectral synthesis codes Cossam, Invers10 and Zeeman2.
An example of this data is shown in Fig. 5.1.
5.2 Testing Convolution
A potential source of errors in my code is my implementation of the convolution,
therefore it was important for me to test the output. To a first-order approximation
the behaviour of v sin i and instrument response is similar. As a result of this, I
compared the output of my convolution with a synthetic spectrum calculated with
v sin i corresponding to
v sin i =
c
R
(5.1)
where R is the spectral resolving power of the instrument and c is the speed of light.
The results are shown in Fig.5.2, it can be seen that the convolved spectra agree well,
at least to a first-order, with the synthetic spectra calculated with the corresponding
v sin i values. The di↵erences between each of the profiles results from the fact that
v sin i is calculated within Cossam as part of the spectral synthesis, and so treats
blended lines di↵erently to the convolution.
5.3 SPARTI Convergence
To test the ability of Sparti to recover a model magnetic morphology, I calculated
a grid of model spectra using random parameters and then attempted to fit each one
starting from a random set of initial parameters. I did this for the three magnetic mor-
phologies, dipole (Table 5.1), de-centered dipole (Table 5.2) and dipole + quadrupole
(Table 5.3). In some cases, it appears that the best fit parameters do not match the
initial model, however by referring to Section 4.7 it can be seen that in all dipole and
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Figure 5.2: Comparison between Cossam spectra convolved with instrument response
using my function (solid red line) and spectra calculated using Cossam for various
values of v sin i. Each spectrum has Te↵ = 7500K and log g = 4.2, from top to bottom;
1. Resolving power = 3000, v sin i = 100 kms 1; 2. Resolving power = 6000, v sin i
= 50 kms 1; 3. Resolving power = 12000, v sin i = 25 kms 1; 4. Resolving power =
30000, v sin i = 10 kms 1; 5. Resolving power = 1, v sin i = 0kms 1;
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dipole + quadrupole cases they are indistinguishable solutions. Currently I have run
20 such tests for each morphology. Tables 5.1, 5.2 & 5.3 show a sample of each of these
tests which reflect the total convergence rate. This test is intended to determine how
far the initial parameters can be from the correct solution before Sparti is unable to
converge on the model parameters.
In the dipole case Sparti converged to the correct solution in the majority of
cases. This is likely because the model is very simple and so there are a small number of
local minima. In one case the initial values where very close to the model parameters,
but the code was unable to converge which suggests a local minimum.
In the de-centered dipole case Sparti converged less frequently than in the dipole
case. However, even when the starting parameters, for the algorithm, were far from the
correct solution convergence was still achieved. The disadvantage of the de-centered
dipole morphology is that the indistinguishable solutions have not yet been determined
and so it is not clear whether the converged solutions are the same or whether they
are di↵erent.
In the dipole+quadrupole case Sparti converged less than in both the dipole
and de-centred dipole case. This is expected since the number of local minima are
expected to be greater. When it did converge however the solution matched the model
case, even when the initial parameters were far from the correct solution, this points
to a uniqueness in the solution.
In all cases Sparti was able to converge even when the initial values were far
from the model parameters and in the dipole and dipole + quadrupole case when the
solution converged each solution matched the model parameters. This analysis shows
that is necessary to start from a number of initial parameters because some will not
converge, sometimes even if the values are close to the correct solution. In the cases
where Sparti did not converge, by starting from a di↵erent set of parameters the
model parameters could be recovered.
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Table 5.1: A sample of the tests performed to check convergence to a model spectrum
starting from random initial conditions, in the dipole case. For each test number
the three rows are, the parameters used to generate the model spectrum, the starting
parameters used by Sparti and finally the best-fit parameters calculated using Sparti.
The tests in bold are those which reached convergence.
Test i   Bd v sin i f0
Number ( ) ( ) (G) (km s 1) ( )
1 109 41 15478 4.00 288.00
6 145 16104 1.00 288.00
41 108 15494 3.54 289.58
2 149 40 6366 8.00 36.00
32 52 14645 1.00 216.00
31 140 6356 8.00 35.71
3 41 121 12483 2.00 108.00
52 59 4730 1.00 216.00
41 121 12483 2.00 108.00
4 93 67 8193 9.00 108.00
103 120 14164 1.00 252.00
87 113 8183 8.99 108.04
5 62 33 14069 10.00 216.00
93 109 1913 1.00 324.00
62 33 14069 10.00 216.00
6 178 25 18376 9.00 180.00
157 67 9187 1.00 360.00
178 25 18376 9.00 180.00
7 161 138 6160 1.00 288.00
82 114 1129 1.00 36.00
136 180 5504 1.99 7.38
8 18 116 11794 2.00 324.00
31 59 8936 1.00 144.00
18 116 11794 2.00 324.00
9 137 31 14788 10.00 72.00
10 59 9154 1.00 216.00
43 149 14782 10.02 71.96
10 51 121 11427 10.00 252.00
131 158 15985 1.00 144.00
51 121 11427 10.00 252.00
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Table 5.2: A sample of the tests performed to check convergence to a model spectrum
starting from random initial conditions, in the de-centered dipole case. For each test
number the three rows are, the parameters used to generate the model spectrum, the
starting parameters used by Sparti and finally the best-fit parameters calculated using
Sparti. The tests in bold are those which reached convergence.
Test i ↵     y2 y3 Bd v sin i f0
Number ( ) ( ) ( ) ( ) (G) (km s 1) ( )
1 10 135 5 142 0.01 0.01 9234 8.00 36.00
28 67 156 20 0.00 0.01 6641 1.00 216.00
10 84 76 356 -0.01 -0.01 9617 7.95 217.26
2 78 108 82 145 0.01 0.01 9086 9.00 36.00
95 86 42 7 0.01 0.00 3859 1.00 36.00
282 196 218 113 -0.01 0.00 9089 -8.99 36.22
3 16 41 18 37 0.01 0.01 8850 6.00 288.00
115 48 155 151 0.01 0.00 10534 1.00 324.00
196 39 163 141 -0.01 -0.01 8856 -5.96 310.43
4 172 13 171 98 0.01 0.00 9065 6.00 108.00
134 31 132 136 0.01 0.00 16678 1.00 324.00
144 27 133 126 0.01 -0.03 17607 9.85 322.38
5 166 150 59 38 0.01 0.01 588 7.00 288.00
141 41 2 47 0.00 0.01 1067 1.00 216.00
166 114 216 117 0.01 0.01 -588 7.00 287.96
6 50 29 10 153 0.00 0.00 2776 2.00 72.00
84 103 91 51 0.00 0.01 14796 1.00 288.00
79 129 130 58 0.04 0.04 13706 -0.37 269.68
7 23 164 5 136 0.01 0.01 8662 9.00 36.00
58 178 140 172 0.00 0.00 2717 1.00 144.00
23 58 356 2 -0.01 0.01 8661 8.98 212.62
8 40 66 134 28 0.01 0.01 15100 7.00 324.00
8 9 67 177 0.00 0.01 8285 1.00 144.00
81 45 170 41 0.04 0.04 12429 12.20 344.45
9 96 88 59 134 0.01 0.01 12215 3.00 180.00
54 106 73 30 0.00 0.00 12696 1.00 144.00
0 112 42 337 -0.03 0.04 3595 18.19 154.69
10 78 178 53 41 0.00 0.00 7899 2.00 324.00
60 29 155 75 0.01 0.01 12155 1.00 216.00
102 95 142 83 0.00 -0.00 7908 1.96 16.49
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Table 5.3: A sample of the tests performed to check convergence to a model spectrum
starting from random initial conditions, in the dipole + quadrupole case. For each
test number the three rows are, the parameters used to generate the model spectrum,
the starting parameters used by Sparti and finally the best-fit parameters calculated
using Sparti. The tests in bold are those which reached convergence.
Test i    1  2  1  2 Bd Bq v sin i f0
Number ( ) ( ) ( ) ( ) ( ) ( ) (G) (G) (km s 1) ( )
1 134 46 120 167 191 57 112 8761 7.00 288.00
45 5 122 75 91 253 5390 3451 1.00 180.00
80 17 139 125 191 43 5914 3238 6.83 103.90
2 127 169 3 50 60 156 19803 13229 7.00 36.00
86 66 43 108 223 211 3631 5017 1.00 360.00
172 125 48 103 182 167 13218 19159 8.22 121.68
3 103 98 88 135 311 149 5717 13415 8.00 144.00
42 96 134 137 183 196 10721 16288 1.00 324.00
58 101 85 141 119 301 4626 13999 8.26 164.56
4 121 20 120 7 289 222 19221 15749 7.00 108.00
29 125 104 27 65 5 10173 13502 1.00 108.00
59 160 120 7 108 41 19301 15701 6.94 108.97
5 118 176 73 83 82 92 15993 7103 3.00 288.00
74 118 78 82 62 67 16179 2726 1.00 36.00
118 176 98 107 261 248 15956 7178 3.01 300.56
6 133 21 44 36 55 350 11268 13697 8.00 108.00
159 45 78 89 90 272 6377 4206 1.00 324.00
133 21 44 36 55 350 11268 13697 8.00 108.00
7 82 103 114 37 188 137 1761 786 6.00 252.00
93 50 66 119 67 302 6082 12527 1.00 72.00
98 78 112 38 359 327 1744 757 6.01 251.89
8 117 169 100 82 257 108 688 19995 3.00 252.00
160 21 121 52 20 127 11402 17211 1.00 324.00
169 138 137 51 269 110 1353 19955 2.17 210.46
9 62 168 135 175 184 191 9409 6834 7.00 108.00
131 55 112 70 69 330 3690 11689 1.00 216.00
161 9 126 94 56 312 5005 12418 1.08 174.28
10 118 57 64 102 186 11 16488 811 4.00 36.00
79 166 122 24 81 185 1378 13078 1.00 108.00
79 108 91 20 138 282 9066 19344 1.75 45.47
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5.4 Simulating instrument e↵ects
After confirming that the code achieves the correct parameters in the model case, it
is important to test how the code functions in a more realistic scenario. This involves
artificially adding sources of noise to model spectra, allowing me to simulate real spectra
while still knowing the parameters which define each model. In this way I am able
to test the limits at which point Sparti is no longer able to regain the parameters
describing the model magnetic field, neglecting variations in abundances.
5.4.1 Photon-noise
The e↵ects of photon-noise are shown in Fig. 5.3. The signals of I and V are not as
strongly a↵ected as Q and U, because the amplitude of the former are several times
larger than the latter. At a signal-to-noise ratio (SNR) of 50 the shape of Q and U
is lost in the noise and the result will not be accurate. As a result of this constraint,
when observing full Stokes IQUV profiles, it is important to achieve a SNR of at least
200. To model the photon-noise the   of Stokes QUV is (1/SNR) and the   of Stokes
I is (1/
p
3SNR). The synthetic spectra with artificial noise, F 0I , F
0
Q, F
0
U and F
0
V are
calculated using
F 0I( 0) = FI( 0) +
Pp
3SNR
F 0Q( 0) = FQ( 0) +
P
SNR
F 0U( 0) = FU( 0) +
P
SNR
F 0V ( 0) = FV ( 0) +
P
SNR
(5.2)
where F is the synthetic flux at a particular point  0,
P = t  2.515517 + 0.802853t+ 0.010328t
2
1.0 + 1.432788t+ 0.189269t2 + 0.001308t3
(5.3)
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Figure 5.3: Signal degradation of Stokes IQUV in percentage units as a result of photon
noise. From top to bottom 1. SNR = 50; 2. SNR = 100; 3. SNR = 200; 4. SNR =
500; 5. No Instrumental e↵ects
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where P is the result of the calculation of the inverse of the normal cumulative density
function (e.g. Abramowitz & Stegun 1965) and
t =
s
log
✓
1
D2
◆
(5.4)
where D is a random floating point number between 0.0 and 1.0.
I tested the convergence of Sparti using the Express code with SNR = 1000,
300, 100, 30 and 10. The lowest SNR for which Sparti was still able to calculate the
correct solution was 100.
5.4.2 Instrument Resolving Power
The e↵ects of the resolution of the instrument used to measure stellar spectra are shown
in Fig. 5.4. The resolving power of the instrument acts on an observed spectrum in
a similar way to v sin i. In the figure, it can be seen that at a resolving power (R) of
. 30000 the Zeeman splitting of the spectral lines cannot be observed. If only Stokes I
was observed it would not be possible to determine whether the broadening was a result
of v sin i or the magnetic field. The Stokes Q, U and V signals are still observed and so
with spectropolarimetry it is possible to still detect a magnetic field. At an instrument
resolving power of 10000 there is an overall lack of signal, however the detection of a
magnetic field is still possible using the signal of Stokes V.
I tested the convergence of Sparti using the Express code with R = 200000,
50000, 25000, 10000, 5000, 2500, 1000. The lowest R for which Sparti was still
able to calculate the correct solution was 5000. However, this was for only for very
simple magnetic morphologies, in the case of a more complicated geometry the lowest
instrument resolution for which Sparti was still able to calculate the correct solution
was 25000.
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Figure 5.4: Signal degradation of Stokes IQUV in percentage units as a result of
instrument resolving power (R). From top to bottom 1. R = 10000; 2. R = 30000; 3.
R = 60000; 4. R = 120000; 5. No Instrumental e↵ects
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Figure 5.5: Signal degradation of Stokes IQUV in percentage units as a result of
crosstalk between Stokes V and Stokes Q and U . From top to bottom 1. crosstalk =
30%; 2. crosstalk = 15%; 3. crosstalk = 10%; crosstalk = 5%; 5. No Instrumental
e↵ects
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5.4.3 Crosstalk
An important consideration in terms of instrumental e↵ects is the crosstalk between
di↵erent Stokes parameters. This e↵ect occurs, for example, when a small percentage
of Stokes I is measured by the instrument as Stokes Q or V . Cross-talk from Stokes
I is generally well seen as an o↵set in the continuum and may be removed by rectify-
ing the continuum of Stokes V to zero. More di cult to deal with is crosstalk from
linear to circular polarisation, i.e., when a signal of circular polarisation is seen by the
instrument as a signal of linear polarisation. This e↵ect is generally due to the bire-
fringent properties of the optical elements that precede the polarimetric optics, e.g.,
the instrument collimator. The crosstalk phenomenon has been described in detail by
Bagnulo et al. (2009) and its e↵ects are illustrated in Fig. 5.5, where it can be seen
that a crosstalk of 10% has a serious impact on the observed Stokes Q and U profiles.
Testing for the e↵ects of crosstalk is important because it has been discovered in spec-
tropolarimeters such as ESPaDOnS (Silvester et al. 2012). When first commissioned
ESPaDOnS was found to have 10–15% of Stokes V contaminating Stokes Q and U.
The triplet lens was replaced twice along with the atmospheric dispersion corrector
and currently the crosstalk is below 1%. The NARVAL spectropolarimeter, which is
a copy of ESPaDOnS, has not been as thoroughly tested for cross-talk as ESPaDOnS
but results show a cross-talk of 3.1% (Silvester et al. 2012). To simulate the e↵ects of
crosstalk I use
FI+⌥( ) = F
0
I( )
FQ+⌥( ) = F
0
Q( ) +⌥F
0
V ( )
FU+⌥( ) = F
0
U( ) +⌥F
0
V ( )
FV+⌥( ) = (1 ⌥)F 0V ( )
(5.5)
where ⌥ is the fractional crosstalk.
I tested the convergence of Sparti using the Express code with crosstalk of
0%, 10% and 15%. In the majority of cases Sparti was able to recover the model
parameters with a crosstalk of 10%, however when the tested magnetic field was weak
or when the Stokes V signal was particularly strong, 5% was the maximum crosstalk
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over which Sparti would not converge to the original model.
5.4.4 Testing Convergence with all instrument e↵ects
Considering the e↵ects of both SNR and the resolving power of the instrument Sparti
was successfully able to recover the model solution to a resolving power of 60000 and
a SNR of 100. If a crosstalk of 10% is added to the spectrum, Sparti can recover the
model solution for a spectral resolution of 60000 and an SNR between 1000 and 200.
5.5 SPARTI Simple
This section has been published in MNRAS (Martin et al. 2017) 1, I completed all work
in this section.
Since I plan to use Sparti not only to recover the magnetic configuration of
stars, but also for a full spectral analysis. It is important to check also whether my
inversion algorithms are able to recover the abundance of the chemical elements, as
well as the fundamental parameters of the stars. I therefore analysed the Sun (G2V),
HD32115 (A9V) and 21Peg (B9.5V). These stars were chosen since they cover a range
of temperature with Balmer lines sensitive to di↵erent fundamental parameters of the
star. For the Sun the Balmer lines are mostly sensitive to temperature, for HD32115
the Balmer lines are sensitive to temperature and surface gravity and for 21 Peg the
Balmer lines are more sensitive to surface gravity.
I have calculated the fundamental parameters based on the methods in Section
6.5.1 and 6.5.2 and the results are shown in Tables 5.4, 5.5 & 5.6. My results are
within the errors of those previously published. In Fig. 5.6 & 5.7 I show the fit of the
observed Balmer lines with the synthetic spectrum I calculated for 21Peg and HD32115
1A spectroscopic study of the open cluster NGC 6250, A. J. Martin, M. J. Stift, L. Fossati, S.
Bagnulo, C. Scalia, F. Leone, and B. Smalley, 2017, MNRAS, Volume 466, Page 613, Oxford University
Press. Permission to reproduce is granted on the Oxford Journals website.
http://dx.doi.org/10.1093/mnras/stw3052
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Table 5.4: The fundamental parameters associated with the Sun. Given both by Prsa
et al. (2016) and by the method used in this work.
Fundamental Parameters Prsa et al. (2016) This work
Te↵ [K] 5772 5800 ± 200
log g [cgs] 4.438 4.49 ± 0.1
v sin i [km s 1] 1.2 2.64 ± 0.13
vmic [km s 1] 0.875 1.0 ± 0.03
respectively. I used the Balmer lines to determine Te↵ and log g for HD32115 because
Fossati et al. (2011b) showed that the ionisation balance does not provide an accurate
value of log g.
To determine the abundances of the elements in the solar photosphere I convolved
the solar spectrum with an instrument resolution of 25900 to simulate the analysis of a
GIRAFFE spectrum. My analysis of the chemical abundances of the Sun shows good
agreement with the results of Asplund et al. (2009) within the errorbars as shown in
Table 5.7.
The next step was to determine the abundances for 21 Peg and compare them to
those determined by Fossati et al. (2009). For the analysis I chose the same lines, atomic
parameters and Atlas12 model atmosphere as Fossati et al. (2009) and removed any
lines which show non-local thermodynamic equilibrium e↵ects and/or have evidence of
hyperfine structure. My analysis of the chemical abundances of 21 Peg, shows good
agreement with the results of Fossati et al. (2009) within the errorbars as shown in
Table 5.82.
2The errors calculated by Fossati et al. (2009) are based on the standard deviation of the measured
chemical abundances for each line. Only one line was measured for Sr and so no standard deviation
could be calculated.
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Figure 5.6: The fit to the H  line in the spectrum of 21Peg. The solid red line is the
observed spectrum. The dashed black line is the synthetic spectrum calculated using
Te↵ = 10400K and log g = 3.55. The two dashed blue lines are ± 200K
Table 5.5: The fundamental parameters associated with HD32115.
Fundamental Parameters Fossati et al. (2011b) This work
Te↵ [K] 7250 ± 100 7300 ± 200
log g [cgs] 4.2 ± 0.1 4.2 ± 0.1
vmic [km s 1] 2.5 ± 0.2 2.5 ± 0.02
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Table 5.6: The fundamental parameters associated with 21 Peg.
Fundamental Parameters Fossati et al. (2009) This work
Te↵ [K] 10400 ± 200 10400 ± 200
log g [cgs] 3.55 ± 0.1 3.5 ± 0.1
v sin i [km s 1] 3.76 ± 0.35 4.2 ± 0.1
vrad [km s 1] 0.5 ± 0.5 0.40 ± 0.04
vmic [km s 1] 0.5 ± 0.5 0.40 ± 0.2
Table 5.7: A comparison between the chemical abundances of the Sun calculated by
Asplund et al. 2009 and those calculated by Sparti Simple.   is the di↵erence be-
tween the chemical abundances presented by Asplund et al. (2009) and those calculated
by Sparti Simple.
log [N/H]
Asplund et al. Sparti
Element (2009) Abund  
Mg 7.60 ± 0.04 7.63 ± 0.02  0.03
Ti 4.95 ± 0.05 4.96 ± 0.01  0.01
V 3.93 ± 0.08 3.97 ± 0.01  0.04
Cr 5.64 ± 0.04 5.60 ± 0.01 0.04
Fe 7.50 ± 0.04 7.49 ± 0.01 0.01
Ni 6.22 ± 0.04 6.21 ± 0.01 0.01
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Figure 5.7: The fit to the H  line in the spectrum of HD32115. The solid red line
is the observed spectrum. The black line is the synthetic spectrum calculated using
Te↵=7250 and log g =4.2 and solar abundances (Asplund et al. 2009).
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Table 5.8: A comparison between the chemical abundances of 21Peg calculated by
Fossati et al. (2009) and those calculated by Sparti Simple, along with the Solar
abundances from Asplund et al. (2009).   is the di↵erence between the chemical
abundances presented by Fossati et al. (2009) and those calculated by Sparti Simple.
log [N/H]
Fossati et al. Sparti
Element (2009) Abund   Solar
O I 8.76 ± 0.11 8.80 ± 0.06  0.04 8.69
Al II 6.34 ± 0.10 6.37 ± 0.16  0.03 6.45
Si II 7.55 ± 0.13 7.51 ± 0.07 0.04 7.51
S II 7.18 ± 0.13 7.24 ± 0.34  0.06 7.12
Sc II 2.67 ± 0.10 2.59 ± 0.23 0.08 3.15
Ti II 4.81 ± 0.09 4.78 ± 0.03 0.03 4.95
V II 4.06 ± 0.06 3.96 ± 0.05 0.10 3.93
Cr II 5.84 ± 0.10 5.79 ± 0.02 0.05 5.64
Fe II 7.54 ± 0.12 7.52 ± 0.01 0.02 7.50
Ni II 6.43 ± 0.09 6.38 ± 0.03 0.05 6.22
Sr II 2.94 ± - 2.91 ± 0.04 0.03 2.87
Ba II 2.85 ± 0.06 2.81 ± 0.24 0.04 2.18
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5.6 Summary of Testing
In this chapter both Sparti Simple and Sparti were tested confirming that my mod-
ifications to Cossam have not introduced errors in the output. I have shown that the
convolution works as expected and that my method for determining the fundamental
parameters of the stars is accurate. Sparti was able to recover the parameters of a
model spectrum, even when the initial values are considerably di↵erent from the model.
My tests have, however, highlighted the need in the magnetic case to repeat the in-
version from a number of di↵erent starting values as some will not converge. Sparti
was able to accurately recover the model parameters even with the addition of photon
noise, instrument response and crosstalk. My analysis shows that a resolving power
of at least 60000 and a signal-to-noise ratio of at least 200 are required to recover the
magnetic morphology of the star. Finally, using Sparti Simple, I was able to show
that the recovered abundances of elements in the photospheres of observed stars agree
with previously published results within the error-bars.
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6 Abundance Analysis of NGC6250
This chapter has been published in MNRAS (Martin et al. 2017) 1. I completed all of
the work in the chapter except for the K-means clustering analysis which was performed
by C. Scalia. The reduced un-normalised spectra were provided by L. Fossati.
Using Sparti Simple I am able to e ciently perform the chemical abundance
analysis of the photospheres of multiple stars. In this thesis I have considered the
low and mid resolution spectra of 32 stars observed with the Fibre Large Array Multi
Element Spectrograph (FLAMES) instrument of the European Southern Observatory’s
(ESO) Very Large Telescope (VLT) in the field of view of the open cluster NGC6250
and I have performed a detailed chemical abundance analysis of the 19 member stars.
These observations are part of a data set containing the spectra of approximately 1000
stars observed as part of a larger e↵ort to explore how various physical e↵ects change as
a function of stellar age, in particular to set observational constraints to the theory of
atomic di↵usion in stellar photospheres (Michaud 1970), both in case of magnetic and
non-magnetic atmospheres. The overall project includes data for potential members of
various open clusters, covering ages from log t = 6.8 to 8.9 years and distance moduli
from 6.4 to 11.8. The full list of observed open clusters is given by Fossati et al. (2008b).
The analysis of three of these clusters has been performed by Kılıc¸og˘lu et al.
(2016) (NGC6405); Fossati et al. (2007), Fossati et al. (2008a), Fossati et al. (2010)
and Fossati et al. (2011a) (Praesape cluster and NGC5460). Kılıc¸og˘lu et al. (2016)
found NGC6405 to have an age of log t ⇠ 7.88, a distance of 400 pc ± 50 pc and a
[Fe/H] metallicity of 0.07 ± 0.03. The Praesape cluster has an age of log t ⇠ 8.85±0.15
(Gonza´lez-Garc´ıa et al. 2006) and it is at a distance of 180 pc ± 10 pc (Robichon et al.
1999). Fossati et al. (2011a) found NGC5460 to have an age of log t ⇠ 8.2 ± 0.1, a
distance of 720 pc ± 50 pc and a near solar metallicity.
1A spectroscopic study of the open cluster NGC 6250, A. J. Martin, M. J. Stift, L. Fossati, S.
Bagnulo, C. Scalia, F. Leone, and B. Smalley, 2017, MNRAS, Volume 466, Page 613, Oxford University
Press. Permission to reproduce is granted on the Oxford Journals website.
http://dx.doi.org/10.1093/mnras/stw3052
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With an age of log t ⇠ 7.42 years and a distance of 865 pc (Kharchenko et al.
2013), NGC6250 is both the youngest and most distant cluster analysed as part of this
project so far. As a result my work adds important data for younger stars.
Further studies completed by di↵erent groups, with data which can be used as
part of this study include those by Gebran & Monier (2008) and Gebran, Monier &
Richard (2008, Gebran et al. (2010) (Coma Berenices, log t = 8.65; the Pleiades, log t =
8.13; and Hyades, log t = 8.9); Folsom et al. (2007) and Villanova, Carraro & Saviane
(2009) (NGC6475, log t = 8.48); and Stu¨tz et al. (2006) (IC 2391, log t = 7.66).
The study by Bailey, Landstreet & Bagnulo (2014) searched for trends between
chemical abundance and stellar parameters of chemically peculiar Ap stars, to deter-
mine whether chemical peculiarities change as a star evolves. This data allows me
to compare the behaviour of chemically peculiar magnetic stars with the sample of
chemically normal stars.
6.1 NGC6250
The open cluster NGC6250 is the southern constellation of Ara. The age of the cluster
and distance from the Sun to the cluster have been determined to be log t ⇠ 7.42 years
and 865 pc by Kharchenko et al. (2013) using proper motions and photometry from
PPMXL (Roeser, Demleitner & Schilbach 2010) and 2MASS JHK photometric data
(Skrutskie et al. 2006). Kharchenko et al. (2013) determined the cluster proper motion
as 0.74 ± 0.4mas yr 1 in right ascension (RA) and  4.14 ± 0.4mas yr 1 in declination
(DEC) with a cluster radial velocity of  8.0 ± 0.81 km s 1. Previously, Herbst (1977)
estimated log t ⇠ 7.146 yr and distance (d) 1025 pc. Mo↵at & Vogt (1975) estimated
d = 950 pc. NGC6250 is located in a dust-rich region of space, with E(B V ) = 0.385
and E(J  H) = 0.123 (Kharchenko et al. 2013). My review of the literature revealed
that the cluster has not been spectroscopically studied in detail. The previous studies
are limited to a small number of classification spectra and radial velocity measurements.
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Table 6.1: Instrument settings information with the useful spectral lines given for
stellar Te↵ between ⇠ 6000K and ⇠ 25000 K (e.g. Fossati et al. 2011a)
Instrument Resolving Spectral Important
Setting Power Region (A˚) Spectral Lines
LR3 7500 4500-5077 H 
HR9B 25900 5139-5355 Fe-peak (inc. Fe,Ti and Cr)
Mg triplet at
5167, 5172 and 5183 A˚
HR11 24200 5592-5838 Fe, Na and Sc
LR6 8600 6438-6822 H↵
UVES 47000 4140-6210 H , H 
Fe-peak (inc. Fe,Ti and Cr)
Mg triplet at
5167, 5172 and 5183 A˚
6.2 Observations with FLAMES
The observations of NGC6250 were obtained in service mode on 2007 May 27th
and 2007 May 30th using FLAMES, the multi-object spectrograph attached to UT2
(Kueyen) of the ESO/VLT. The FLAMES instrument (Pasquini & etal. 2002) has a
field of view covering 25 arcmin. A total of 138 fibres feed the two spectrographs, GI-
RAFFE and the Ultraviolet and Visual Echelle Spectrograph (UVES). Of these fibres
130 are linked to GIRAFFE using MEDUSA fibres and the remaining eight are linked to
UVES using UVES fibres. FLAMES-GIRAFFE can obtain low- or medium-resolution
spectra (R = 7500   30000), within the spectral range 3700   9000 A˚. Low-resolution
spectra may be obtained within wavelength intervals 500 to 1200 A˚, medium-resolution
spectra are obtained in wavelength intervals 170 to 500 A˚. FLAMES-UVES can obtain
high-resolution spectra (R = 47 000), with central wavelengths of 5200, 5800, or 8600 A˚
each covering a wavelength range ⇠ 2000 A˚.
The instrument set-ups were strategically chosen to allow for the observation of
two Balmer lines (H  & H↵ for GIRAFFE and H  & H  for UVES), which are es-
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sential to the determination of Te↵ and log g. Another key consideration for choosing
the set-up of the instrument is the wavelength range which maximises the number of
metal lines observed and consequently the number of chemical elements available for
spectral analysis. The wavelength used for the telescope guiding was set as 5200 A˚ and,
to avoid light losses due to atmospheric di↵erential refraction, the GIRAFFE settings
were chosen to be as close to this value as possible. The spectral resolution of UVES
is significantly higher than GIRAFFE and so to achieve a high enough signal-to-noise
ratio for the UVES spectra it was necessary to have an exposure time generally 3-4
times longer than that of GIRAFFE. As a result of this, during one UVES observation,
observations with three GIRAFFE settings could be completed. The settings used for
the observations are shown in Table 6.1. The HR9B and HR11 settings were observed
both observing nights and one L- setting was observed each night. To prevent satura-
tion of the observations each UVES observation was divided into four sub-exposures
and each GIRAFFE setting was divided into two sub-exposures.
The data were obtained in service mode, and the package released included the
products reduced by ESO with the instrument dedicated pipelines. For each setting of
UVES and GIRAFFE, all stars were observed simultaneously. Tables 6.2 & 6.3 include
all stars observed for which the S/N was high enough to allow for the determination
of Te↵ , log g, v sin i and vrad.
6.3 Normalisation of stellar spectra
To compare the observed spectrum of a star with a model spectrum, it must first
be normalised to unity. This is because there are a number of factors which can
a↵ect the continuum shape of the observed spectrum, including the stellar properties,
atmospheric conditions and the instrument response.
There are already normalisation routines available. However, in an e↵ort to create
a suite of programs which allows me to e ciently perform the abundance analysis of
cluster and non-cluster stars, I wrote a normalisation program to semi-automatically
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Figure 6.1: From top to bottom: 1. The observed spectrum of UCAC12284645
(red solid line) and a polynomial fit (black solid line); 2. The observed spectrum
of UCAC12284645 normalised using the fit in 1 (blue solid line) and a synthetic spec-
trum at Te↵ = 11000 and log g = 4.3 (green solid line); 3. The observed spectrum of
UCAC12284645 after the  -clipping routine (red solid line) and a polynomial fit (black
solid line); 3. The observed spectrum of UCAC12284645 normalised using the fit in 3
(blue solid line) and a synthetic spectrum at Te↵ = 11000 and log g = 4.3 (green solid
line).
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normalise stellar spectra. An example of a spectrum before and after normalisation is
shown in Fig. 6.1.
I begin by fitting the observed stellar spectrum with a third-order polynomial
in the case of the low-resolution GIRAFFE settings LR3 and LR6 and a cubic spline
in the case of the medium-resolution GIRAFFE settings HR9B and HR11 and the
UVES spectra. Experience has shown these are the most e↵ective functions for the
wavelength ranges in this analysis. An example of the normalisation which would result
if I used this initial fit to normalise an observed spectrum is shown in the second panel
of Fig. 6.1. To improve the quality of the normalisation I iteratively  -clip about the
function I have fitted to the observed spectrum, calculating a new function after each
iteration. The number of iterations and the number of   above and below to be clipped
are free parameters and can be tuned for each individual setting. Typically I will clip
all points 3  above and 1  below the spectrum. This asymmetry is present since, in
this work, I am normalising absorption spectra for which the majority of the signal
will be below the continuum as a result of the absorption lines. At each iteration, I
compare the normalised spectrum with a synthetic spectrum generated with Cossam
at a Te↵ approximately equal to the observed spectrum. When I am confident that
the two continua match I stop the iterations. There is however still the potential for
the continuum to be too high or too low, for this reason Sparti Simple is able to
independently move the spectrum up and down to obtain the best possible fit.
6.4 Cluster Membership
The studies by Bayer et al. (2000), Dias et al. (2006) and Feinstein et al. (2008) provide
cluster membership probabilities for the stars in the field of NGC6250. Of these the
most complete study is that by Dias et al. (2006) who base their analysis on the method
from Sanders (1971). This method calculates the probability of a star being part of a
cluster by using a maximum likelihood procedure to fit a model based on overlapping
normal bivariate frequency functions. The proper motions of each of the stars are used
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as inputs to the model.
Dias et al. (2006) calculate a cluster mean proper motion consistent with that
found by Kharchenko et al. 2013, however some of their cluster membership prob-
abilities show inconsistencies. Three stars (UCAC12065057, UCAC12284608 and
UCAC12284626) are calculated to have a 100% likelihood of being members despite
their proper motion values being far from the cluster mean. Additionally the star
UCAC12065064 has proper motion values and photometry which match well to the
cluster, but it has only been given a 3% likelihood of being a member.
The initial target selection for observation was based on these cluster membership
studies. My analysis of the new spectroscopic data allows me to refine the cluster
membership because the determination of member stars is of vital importance for this
study.
6.4.1 Kinematics
The proper motions and radial velocities of the observed stars are shown in Table 6.2
and are plotted in Fig. 6.2. My membership analysis consists of the following two
methods.
I first identify all stars whose proper motion and radial velocity values are within
1  of the mean proper motion and radial velocity values for the observed sample.
Using this method I identified 19 stars to be members of the cluster with cluster mean
proper motions of, 0.1± 2.9mas yr 1 in RA,  6.1± 4.4mas yr 1 in DEC and a cluster
radial velocity of  10± 11 km s 1.
Secondly, as a cross-check, a partitional clustering technique, K-means clustering2
(MacQueen 1967), was also used. This is a technique used to determine common data
points based on the analysis of the variables which define the data. In general, the
method is to set a predicted number of data clusters and give an initial guess for the
centers of these clusters. The algorithm then assigns points to the closest cluster center
2The K-means clustering was completed by C. Scalia
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Figure 6.2: Left Panel: The proper motion of the observed stars from the UCAC2
catalogue (Zacharias et al. 2005). Green plus-signs are stars I consider to be members
and red circles are stars I do not consider to be members. Triangles are the stars for
which membership is considered based solely on photometry. The remaining points are
stars for which membership is considered based on the kinematics and photometry. The
blue box is centered at the cluster mean proper motions and represents the uncertainty
of these values in each direction. Right Panel: Histogram of the the radial velocity
measurements calculated using the method described in Section 6.5.1 for non-member
stars and for the member stars using Sparti Simple. The green histogram highlights
the radial velocity of the cluster members.
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Figure 6.3: K-means clustering result for the membership analysis of NGC6250 the
black triangles are member stars and the red crosses are non-members. The left panel
shows the sample distribution in proper motion. The right panel shows the sample
distribution in velocity. The tangential velocity was computed considering the distance
940pc given by Kharchenko et al. (2013)
114
Table 6.2: Proper motions and radial velocities for the stars in the field of NGC6250.
For each UCAC designated star the proper motions are taken from the UCAC2 cata-
logue (Zacharias et al. 2005), and for the other stars they are taken from the TYCHO-2
catalogue (Hog et al. 2000). The radial velocities (vr) are calculated using the method
in Section 6.5.1 and for the member stars using Sparti Simple.   is the number of
standard deviations the proper motions and radial velocity are away from the cluster
mean.
Star µRA  µRA µDEC  µDEC vr  vr Member
Name (mas yr 1) (mas yr 1) (km s 1)
CD-4511088 2.4 ± 1.4 0.6 -3.5 ± 1.4 0.4 -36.0 ± 0.5 2.6 n
HD152706 -2.9 ± 1.4 1.0 -3.3 ± 1.3 0.5 -4.6 ± 0.4 0.5 y
HD152743 0.3 ± 1.4 0.0 -4.6 ± 1.4 0.1 0.4 ± 52.4 1.0 y
HD329261 -10.0 ± 0.5 3.3 -19.0 ± 0.5 4.7 -3.1 ± 0.5 0.7 n
HD329268 -6.0 ± 0.5 2.0 -7.0 ± 0.5 0.7 -20 ± 3.0 1.0 n
HD329269 4.0 ± 0.5 1.1 -13.0 ± 0.5 2.7 -16 ± 3.0 0.6 n
NGC6250-11 17.5 ± 1.4 5.3 -23.6 ± 1.4 6.3 1 ± 3.0 1.1 n
NGC6250-13 2.7 ± 2.5 0.7 -3.1 ± 2.4 0.6 -14 ± 3.0 0.4 n
TYC8327-565-1 -0.5 ± 1.7 0.3 -1.6 ± 1.7 1.1 -9.4 ± 0.2 0.1 y
UCAC12065030 -2.4 ± 5.2 0.9 -17.9 ± 5.2 4.4 -20 ± 3.0 1.0 n
UCAC12065057 -14.4 ± 2.6 4.6 -21.2 ± 2.4 5.5 -49 ± 3.0 3.9 n
UCAC12065058 11.9 ± 5.2 3.6 -14.7 ± 5.2 3.3 85.0 ± 0.2 9.5 y*
UCAC12065064 1.3 ± 2.6 0.3 -4.2 ± 2.4 0.2 -14.5 ± 0.6 0.5 y
UCAC12065075 -0.8 ± 2.6 0.4 1.5 ± 2.4 2.1 18.4 ± 0.1 2.8 y*
UCAC12284480 1.5 ± 5.2 0.3 -10.9 ± 5.2 2.0 17 ± 3.0 2.7 n
UCAC12284506 -4.5 ± 2.6 1.5 -11.3 ± 2.4 2.2 -10 ± 3.0 0.0 n
UCAC12284534 -2.4 ± 5.2 0.9 -18.8 ± 5.2 4.7 -70 ± 3.0 6.0 n
UCAC12284536 1.0 ± 2.5 0.2 -3.9 ± 2.4 0.3 -12.5 ± 6.7 0.2 y
UCAC12284546 1.9 ± 5.7 0.5 -3.4 ± 1.8 0.5 -16.1 ± 2.3 0.6 y
UCAC12284585 -6.2 ± 1.4 2.1 -8.9 ± 1.4 1.4 51 ± 3.0 6.1 n
UCAC12284589 -5.1 ± 3.0 1.7 -5.5 ± 1.8 0.2 -12 ± 3.0 0.2 y
UCAC12284594 0.8 ± 5.2 0.1 -3.1 ± 5.2 0.6 9.7 ± 0.3 2.0 y
UCAC12284608 3.5 ± 5.2 1.0 -31.0 ± 5.2 8.7 -55 ± 3.0 4.5 n
UCAC12284620 -6.3 ± 5.2 2.1 -27.1 ± 5.2 7.4 -55 ± 3.0 4.5 n
UCAC12284626 -11.5 ± 5.2 3.7 -28.6 ± 5.2 7.9 -15 ± 3.0 0.5 n
UCAC12284628 2.9 ± 1.4 0.8 -10.5 ± 3.4 1.9 -45.0 ± 0.5 3.5 y*
UCAC12284631 2.9 ± 1.4 0.8 -5.1 ± 1.4 0.1 -0.9 ± 0.2 0.9 y
UCAC12284638 1.0 ± 1.5 0.2 -1.4 ± 1.5 1.1 -6 ± 3.0 0.4 y
UCAC12284645 0.4 ± 1.4 0.0 -2.3 ± 1.4 0.8 -19.0 ± 9.2 0.9 y
UCAC12284653 3.3 ± 5.4 0.9 -3.3 ± 5.2 0.5 -13.4 ± 0.6 0.3 y
UCAC12284662 3.5 ± 5.3 1.0 -10.6 ± 5.2 1.9 -14.9 ± 0.9 0.5 y
UCAC12284746 0.1 ± 5.2 0.1 -4.3 ± 5.4 0.2 -10.9 ± 0.2 0.1 y
* Star considered as members based only on photometry.
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and recalculates until the cluster center values do not change. Cluster membership
analysis is simplified by the fact it is possible to define one cluster center close to the
literature value of cluster proper motion and radial velocity. For this analysis, the
number of clusters was set to 5: one initially centered in the literature values (µ0, vr0)
and the other four initially centered respectively at (µ0+1.5  µ, vr0),(µ0  1.5  µ, vr0) ,
(µ0, vr0+1.5  vr) and (µ0, vr0+1.5  vr). Where  vr and  µ are the standard deviation in
the sample. The computation was completed using the CLUSTER function in IDL R 
8.5 (Exelis Visual Information Solutions, Boulder, Colorado).
Figure 6.3 shows the results of the cluster analysis. Fifteen stars are found to be
members and the cluster mean proper motions were calculated to be, 0.4± 3.0mas yr 1
in RA,  4.8± 3.2mas yr 1 in DEC and the radial velocity was calculated to be
 10± 6 km s 1. Both methods give the same results apart from four stars. The dis-
crepancy between the two methods is likely because the spread of radial velocity is large
and asymmetric, and the K-means clustering is able to deal with this more e↵ectively.
6.4.2 Photometry
The magnitude and colour of the sample of stars are good indicators of cluster mem-
bership. Using the B and V magnitudes from Henden et al. (2016) and the J and
K magnitudes from Zacharias et al. (2005), I have produced two colour magnitude
diagrams, displayed in Fig. 6.4. Each diagram shows the photometry and a theoret-
ical isochrone calculated with CMD 2.7 (Bressan et al. 2012; Chen et al. 2014; Tang
et al. 2014; Chen et al. 2015) for an age of log t = 7.42. The photometry has been
corrected for the extinction (Kharchenko et al. 2013) and distance to the cluster (850
pc; Kharchenko et al. 2013).
In general, I see very good agreement between the member stars determined
using the kinematics approach and those that fit the isochrones. Notable exceptions
are UCAC12065058, UCAC12065075 and UCAC12284628, which do not agree with
the kinematics of the cluster mean, but agree very well with the photometry. This may
be the result of binary interactions with much fainter stars which cannot be observed
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Figure 6.4: In both panels, green plus-signs are stars I consider members and red
circles are stars I do not consider to be members. Triangles are the stars for which
membership is considered based solely on photometry. The remaining points are stars
for which membership is considered based on the kinematics and photometry. Left
Panel: Optical colour-magnitude diagram of the observed stars. The BV photometry
is taken from the APASS catalogue (Henden et al. 2016), plotted with the isochrone at
(log t ⇠ 7.42 years) corrected for E(B-V) = 0.385 (black solid line; Kharchenko et al.
2013). Right Panel: Infrared colour-magnitude diagram of the observed stars. The
JK photometry is taken from the UCAC2 catalogue (Zacharias et al. 2005), plotted
with the isochrone at (log t ⇠ 7.42 years) corrected for E(J-K) = 0.200 (black solid
line; Kharchenko et al. 2013).
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Table 6.3: Photometry of the stars of NGC6250
Magnitude (mag)
Star B V J K Member
CD-4511088 11.4 11.0 10.4 10.1 n
HD152706 10.4 10.1 9.7 9.5 y
HD152743 9.2 9.1 8.7 8.6 y
HD329261 11.2 10.8 9.9 9.6 n
HD329268 12.0 11.4 10.6 10.3 n
HD329269 11.7 11.2 9.9 9.6 n
NGC6250-11 13.4 12.7 11.4 11.0 n
NGC6250-13 13.5 13.1 12.0 11.6 n
TYC8327-565-1 11.0 10.8 10.5 10.4 y
UCAC12065030 14.2 13.5 11.8 11.4 n
UCAC12065057 13.6 12.9 11.4 10.9 n
UCAC12065058 14.9 14.1 12.6 12.1 y*
UCAC12065064 14.0 13.5 12.4 12.1 y
UCAC12065075 14.1 13.4 12.1 11.8 y*
UCAC12284480 12.7 11.9 n
UCAC12284506 13.9 13.2 11.8 11.5 n
UCAC12284534 14.8 13.9 12.1 11.6 n
UCAC12284536 12.8 12.4 11.5 11.4 y
UCAC12284546 13.3 12.9 11.9 11.6 y
UCAC12284585 13.2 12.5 11.1 10.6 n
UCAC12284589 12.1 11.8 11.2 11.0 y
UCAC12284594 14.6 13.9 12.5 12.1 y
UCAC12284608 15.3 14.3 12.3 11.6 n
UCAC12284620 14.3 13.4 11.8 11.3 n
UCAC12284626 14.3 13.5 12.1 11.7 n
UCAC12284628 13.0 12.7 11.8 11.6 y*
UCAC12284631 11.8 11.3 11.3 11.0 y
UCAC12284638 12.0 11.8 11.7 11.4 y
UCAC12284645 12.8 12.4 11.5 11.2 y
UCAC12284653 13.1 12.6 y
UCAC12284662 14.4 13.8 12.3 11.9 y
UCAC12284746 12.5 12.2 y
* Star considered as members based only on photometry.
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in the spectra and so I consider these stars as members.
6.5 Fundamental Parameters
6.5.1 Radial velocity and rotational velocity
Using Sparti Simple I am able to calculate the radial velocity (vrad) and v sin i of
each stellar spectrum. However, to use Sparti Simple I must first know the Te↵
and log g, which requires knowledge of vrad and v sin i. To determine initial values for
vrad and v sin i I begin by performing a least-square deconvolution (LSD; Kochukhov,
Makaganiuk & Piskunov 2010) of the spectra in the wavelength range 5150  5350 A˚,
which is the highest resolution setting HR9B for the FLAMES instrument. The lines
were selected from the VALD list (Piskunov et al. 1995) and the LSD program calcu-
lates an average line profile in velocity space. Selecting the lines from the VALD list
requires an estimate of the temperature and so I use a combination of Balmer lines and
photometry for this.
The value of vrad is determined by the center of the LSD profile in velocity space.
To measure v sin i I first shift the LSD profile to the rest frame and then calculate
a fast Fourier transform (FFT). An example of the FFT is shown in Fig. 6.6. Gray
(2005) shows that the first minimum of the FFT corresponds to the stellar v sin i value.
Glazunova et al. 2008 showed that it is possible to use the LSD profile, in place of the
more noisy profiles of single lines, to derive the v sin i value using the FFT method
described by Gray (2005).
6.5.2 Te↵ and log g from Balmer lines
To obtain the Te↵ and log g of the member stars of NGC6250 I have written a program
to fit the Balmer lines. The interface of the program is shown in Fig. 6.7. For the
UVES spectra I fit the observed H  and H  lines with synthetic profiles, while for the
GIRAFFE spectra I use H↵ and H  lines. I have calculated a grid of stellar spectra
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Figure 6.5: The least-square deconvolution of the spectrum of UCAC12284653 (Te↵ =
6500K) (solid line), plotted against the Gaussian fit (red dashed line). The radial
velocity is given by the position of the centre of the Gaussian, and it is indicated by a
solid vertical line.
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Figure 6.6: The fast Fourier transform of the LSD profile of Fig. 6.5 (black solid line),
plotted with the FTT of a model LSD profile with Te↵ = 6500K, log g = 3.75 and
v sin i = 20 km s 1 (red dashed lines)
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covering a Te↵ range from 5500K to 20000K and a log g range of 3.5 to 4.5. This allows
me to move freely in both Te↵ and log g until the synthetic and observed spectra agree.
The addition of a panel showing the spectral range of the HR9B GIRAFFE setting
allows me to confirm the quality of my fit with a range metal lines.
Hydrogen lines are very useful indicators for Te↵ and log g. For Te↵ < 8000K
they are sensitive to temperature. As the temperature increases they become sensitive
to both temperature and gravity and for higher Te↵ although they are more sensitive
to gravity, temperature e↵ects are still visible in the part of the line wing close to the
core (Fossati et al. 2011b).
Since the hydrogen lines in stars Te↵ < 8000K are not sensitive to log g, I required
a di↵erent technique to calculate log g for these stars. I accomplished this by comparing
the abundances between Fe I and Fe II and the log g for which they balance. To test
this method I analysed the abundances of Fe I and Fe II in the Sun using Te↵ = 5777K
and varying log g between 3.8 and 4.5 (Fig. 6.8). The value of log g at which the
abundances of Fe I and Fe II are equal is 4.49 compared with 4.44 given by Prsa et al.
(2016). In addition I analysed the abundances of Fe I and Fe II in 21 Peg using Te↵ =
10400K and varying log g between 3.5 and 4.2 (Fig. 6.9). The value of log g at which
the abundances of Fe I and Fe II are equal is 3.50 compared with 3.55 given by Fossati
et al. (2009).
After determining the Te↵ and log g for each cluster member star, I applied Sparti
to determine the chemical abundances of the elements in their photospheres.
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Table 6.4: Fundamental parameters for the sample of stars from NGC6250.
Star Te↵ log g vmic v sin i
(K) (CGS) ( km s 1) ( km s 1)
HD152706 9900 ± 200 4.2 ± 0.1 1.9 ± 0.1 151.6 ± 0.2
HD152743 19 800 ± 200 4.1 ± 0.1 2.1 ± 2.5 198.9 ± 12.7
NGC6250-13 8200 ± 200 4.2 ± 0.1 2.0 ± 0.1 70.1 ± 0.8
TYC8327-565-1 14 200 ± 500 4.2 ± 0.3 – –
UCAC12065058 6000 ± 200 4.4 ± 0.1 0.9 ± 0.2 4.8 ± 0.9
UCAC12065064 7600 ± 200 4.2 ± 0.1 0.3 ± 0.4 54.1 ± 0.7
UCAC12065075 6300 ± 200 4.4 ± 0.1 1.0 ± 0.1 15.2 ± 0.2
UCAC12284506 6100 ± 200 4.4 ± 0.1 0.6 ± 0.1 10.6 ± 0.2
UCAC12284536 10 000 ± 200 4.4 ± 0.1 2.0 ± 0.2 170.2 ± 3.6
UCAC12284546 8400 ± 200 4.2 ± 0.1 0.3 ± 0.5 146.0 ± 1.5
UCAC12284589 12 600 ± 200 4.2 ± 0.1 0.5 ± 0.7 215.5 ± 2.7
UCAC12284594 6100 ± 200 4.4 ± 0.1 0.3 ± 0.2 50.3 ± 0.5
UCAC12284628 10 000 ± 200 4.3 ± 0.1 0.3 ± 0.5 22.9 ± 0.8
UCAC12284631 9800 ± 200 4.2 ± 0.1 0.7 ± 0.2 17.8 ± 0.4
UCAC12284638 10 800 ± 400 4.2 ± 0.3 – –
UCAC12284645 11 000 ± 200 4.3 ± 0.1 2.0 ± 0.4 270.0 ± 3.0
UCAC12284653 6200 ± 200 4.4 ± 0.1 1.5 ± 0.2 49.5 ± 1.0
UCAC12284662 7400 ± 200 4.4 ± 0.1 2.0 ± 0.1 81.4 ± 0.9
UCAC12284746 7200 ± 200 4.3 ± 0.1 1.8 ± 0.2 24.5 ± 0.4
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Figure 6.8: The di↵erence between the abundance of Fe I and Fe II plotted as a function
of surface gravity for the Sun determined using Sparti Abund by varying the log g of
the model atmosphere at Te↵ = 5800K.
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Figure 6.9: The di↵erence between the abundance of Fe I and Fe II plotted as a function
of surface gravity for the star 21Peg determined using Sparti Abund by varying the
log g of the model atmosphere at Te↵ = 10400K.
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Figure 6.10: A sample of the observed H  lines (black solid lines) fitted with the model
spectra (red dashed line). From top to bottom the stars are: NGC6250-11 (Te↵ =
6100K), HD329269 (Te↵ = 7400K), NGC6250-13 (Te↵ = 7900K), UCAC12284536
(Te↵ = 9800K), UCAC12284589 (Te↵ = 11000K). Each profile is calculated with v sin i
as shown in Table 6.4.
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6.6 Results and Discussion
The results of the abundance analysis are given in Table 6.5. Since this is a young
cluster there is the potential for some of the stars to still have disks. If disks were
present I would expect to see the presence of emission lines, particularly in the core of
H↵ and H . I do not see any evidence of emission lines in any of the stars.
6.6.1 UCAC12284546
UCAC12284546 shows an overabundance of C, Ca, Cr, Fe, and Ni and an underabun-
dance of Mg. However, this abundance pattern does not match any standard chemically
peculiar star in this temperature range. To better understand this star it would be
necessary to collect and analyse a higher resolution spectrum with higher S/N. As a
result of the abundance anomalies, I observe in this star, I do not consider this star in
the global analysis of the results.
6.6.2 Stellar Metallicity
For the evolutionary tracks and isochrones I adopted the metallicity calculated as
Zcluster = 10
[Fe/H]stars [Fe/H] Z , (6.1)
where Zcluster and [Fe/H]stars are respectively the clusters metallicity and average Fe
abundance. This formulation does not follow the definition of Z, which is
Z =
nX
i=1
miXi, (6.2)
where n is the number of elements, mi is the atomic mass of each element, and Xi
the abundance of each element. In Eq. (6.2), Z is driven mostly by the abundance
of C and O, which are the most abundant elements following H and He, but in stellar
evolutionary calculations the relevant factor is the Fe opacity. This is why for the
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cluster metallicity I adopt the expression given by Eq. (6.1). When using Eq. (6.1) to
infer the metallicity, it is important to use as Z  the value adopted by the considered
stellar evolution tracks. In this work I use the stellar evolutionary tracks by Bressan
et al. 2012, which adopt Z  = 0.0152. Using the average Fe abundance obtained from
the non-chemically peculiar stars, I obtain Zcluster = 0.018± 0.005, which is consistent
with the solar value within the uncertainty.
6.6.3 Spectroscopic H-R Diagram
Following Langer & Kudritzki (2014) I have plotted a spectroscopic H-R Diagram
(Fig. 6.11) using the Te↵ and log g values calculated for each star. I calculate the
flux-weighted gravity–luminosity relationship, logL/L , following Langer & Kudritzki
(2014) with
logL/L  = log
✓
T 4e↵
g
◆
  log
✓
T 4e↵ 
g 
◆
(6.3)
where Te↵ and log g are taken from Table 6.4, Te↵  is the solar e↵ective temperature
and g  is the solar surface gravity. The isochrones are from Bressan et al. (2012).
Based on the H-R diagram, I are not able to constrain the age of this cluster, however
the age of log t = 7.42 given by Kharchenko et al. (2013) fits the data well. As a
result I use this age in the reminder of the paper. I also give logL/L , the masses
and the fraction of the stars’ main sequence lifetime in Table 6.6 calculated by fitting
evolutionary tracks (Bressan et al. 2012) to each star.
6.6.4 Analysis of chemical abundances
Figure 6.12 shows the mean abundance of each element obtained for the F-, A- and
B-type stars. The errorbars are calculated as the standard deviation about the mean
abundance. I consider only the measurements from Table 6.5 with maximum errors
smaller than 0.5.
To determine whether there is any correlation with the stellar fundamental pa-
rameters I have compared each set of element abundances with Te↵ , v sin i, M/M  and
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Table 6.6: logL/L , log Te↵ , M/M  and fractional age (⌧) with associated error bars
for the stars of the NGC 6250 open cluster.
Star logL/L  log Te↵ (logK) M/M  ⌧
HD152706 1.17 ± 0.10 4.00 ± 0.02 2.25 ± 1.00 0.02 ± 0.04
HD152743 2.47 ± 0.06 4.30 ± 0.01 6.40 ± 0.60 0.44 ± 0.09
NGC6250-13 0.84 ± 0.12 3.91 ± 0.02 1.75 ± 1.00 0.01 ± 0.03
TYC8327-565-1 1.79 ± 0.21 4.15 ± 0.04 3.80 ± 0.20 0.12 ± 0.14
UCAC12065058 0.10 ± 0.16 3.78 ± 0.03 1.05 ± 0.10 -0.02 ± 0.01
UCAC12065064 0.71 ± 0.13 3.88 ± 0.03 1.60 ± 0.05 0.00 ± 0.02
UCAC12065075 0.18 ± 0.15 3.80 ± 0.03 1.15 ± 0.05 -0.01 ± 0.02
UCAC12284506 0.13 ± 0.15 3.79 ± 0.03 1.05 ± 0.10 -0.02 ± 0.01
UCAC12284536 0.98 ± 0.10 4.00 ± 0.02 2.05 ± 0.10 0.02 ± 0.04
UCAC12284546 0.88 ± 0.12 3.92 ± 0.02 1.80 ± 1.00 0.01 ± 0.03
UCAC12284589 1.59 ± 0.09 4.10 ± 0.02 3.20 ± 1.00 0.07 ± 0.01
UCAC12284594 0.13 ± 0.15 3.79 ± 0.03 1.05 ± 0.10 -0.02 ± 0.01
UCAC12284628 1.08 ± 0.10 4.00 ± 0.02 2.20 ± 0.10 0.02 ± 0.04
UCAC12284631 1.15 ± 0.11 3.99 ± 0.02 2.20 ± 1.00 0.02 ± 0.04
UCAC12284638 1.32 ± 0.22 4.03 ± 0.04 2.60 ± 0.20 0.04 ± 0.06
UCAC12284645 1.25 ± 0.10 4.04 ± 0.02 2.40 ± 0.20 0.03 ± 0.05
UCAC12284653 0.15 ± 0.15 3.79 ± 0.03 1.10 ± 0.05 -0.02 ± 0.01
UCAC12284662 0.46 ± 0.13 3.87 ± 0.03 1.40 ± 0.10 -0.00 ± 0.02
UCAC12284746 0.51 ± 0.13 3.86 ± 0.03 1.45 ± 0.05 -0.00 ± 0.02
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Figure 6.11: An H-R Diagram of NGC6250, the stars plotted (black plus-signs) with
theoretical isochrones (Bressan et al. 2012) at log t = 7.40 (dashed black line) and log t
= 7.45 (solid black line). Both isochrones have solar metallicity.
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Figure 6.12: The mean abundances of each element relative to solar for F- (red circles),
A-(green squares) and B- (blue diamonds) type stars. The error bars are calculated by
taking the standard deviations of the calculated mean abundances.
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Figure 6.13: The abundances of C, Na, Mg, Si relative to the solar abundance (Asplund
et al. 2009) against Te↵ , for F- (red circles), A-(green squares) and B- (blue diamonds)
type stars
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Figure 6.14: Same as Fig. 6.13, but for Ca, Sc, Ti and Cr.
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Figure 6.15: Same as Fig. 6.13, but for Mn, Fe, Ni and Ba.
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Figure 6.16: The abundances of C, Na, Mg, Si,Ca and Sc relative to the solar abundance
(Asplund et al. 2009) against v sin i, for F- (red circles), A-(green squares) and B- (blue
diamonds) type stars.
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Figure 6.17: Same as Fig. 6.16, but for Ti, Cr, Mn, Fe, Ni and Ba.
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fractional main sequence age. In Figs. 6.13-6.15 I show abundance as a function Te↵
and in Figs. 6.16 & 6.17 I show abundance as a function of v sin i. After compari-
son between abundance and each of the fundamental parameters I see no statistically
significant patterns. This is consistent with the findings of Kılıc¸og˘lu et al. (2016).
In addition, I have compared my results with the previous studies of the open
clusters NGC6405, NGC5460 and Praesape performed by Kılıc¸og˘lu et al. (2016), Fos-
sati et al. (2011a) and Fossati et al. (2007), Fossati et al. (2008a), Fossati et al. (2010),
respectively. This allows me to determine whether there is any evidence for correlation
between cluster age and abundance. I compare my results with only these clusters since
they have all been analysed within this project and the analysis has been either fully
carried out (Praesape and NGC5460) or supervised by Luca Fossati (NGC6405 and
NGC6250), to minimise the possibility of systematic di↵erences between the results.
To compare the results from each cluster analysis, I have o↵set the abundance values
of the individual chemical elements according to the cluster metallicities as estimated
from Fe abundances of the cluster F and later type stars, which should be less a↵ected
by di↵usion than earlier type stars.
In NGC6250 I found that O, Na, Sc, Ti, Cr, Mn, Ni, Zn and Y all have solar
abundances within the uncertainties, while S and V are overabundant. These results
are consistent with the findings of Fossati et al. (2008a), Fossati et al. (2011a) and
Kılıc¸og˘lu et al. (2016) for the Praesepe cluster, NGC5460 and NGC6405 respectively
(see Figs. 6.18 & 6.19).
Similarly to what was found by Fossati et al. (2008a), Fossati et al. (2011a) and
Kılıc¸og˘lu et al. (2016) in the Praesepe cluster, NGC5460 and NGC6405, I have found
an overabundance of C in the F- and A-type stars of NGC 6250. However, I do not
see any trend with age (see Fig. 6.18).
For all of the F-type stars I find a solar abundance of Mg, for the A-type and
B-type stars there is an underabundance of Mg, however there is a large spread in the
results and all but two stars have approximately solar abundance, which matches with
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Figure 6.18: A comparison between the mean C, O, Mg, Si, Ca, and Sc abundances
found for each of the previous studies and those found in this paper. Mean abundances
for F- (red circles) and A-type (green squares) stars are plotted against cluster age
(log t = 7.42 for NGC6250; log t = 7.88 for NGC6405; log t = 8.20 for NGC5460;
and log t = 8.85 for Praesepe). The error is given by the standard deviation of all the
measured abundances.
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Figure 6.19: Same as Fig. 6.19 but for Ti, Cr, Mn, Fe, Ni and Ba.
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Table 6.7: The statistical significance of the trends seen in Figs. 6.13, 6.14 & 6.15.
Element Slope  2 Degrees of Freedom Reduced  2 p-value
C 4⇥10 6±5⇥10 5 3.02 4 0.75 0.55
C 0.0 3.02 5 0.60 0.70
Na 1⇥10 4±1⇥10 4 5.71 5 1.14 0.34
Na 0.0 6.75 6 1.12 0.34
Mg -2⇥10 4±7⇥10 5 75.66 11 6.88 0.00
Mg 0.0 133.23 12 11.10 0.00
Si 3⇥10 4±7⇥10 5 21.46 8 2.68 0.01
Si 0.0 68.86 9 7.65 0.00
Ca 2⇥10 5±6⇥10 5 7.42 8 0.93 0.49
Ca 0.0 7.54 9 0.84 0.58
Sc 1⇥10 5±1⇥10 4 10.27 5 2.05 0.07
Sc 0.0 10.28 6 1.71 0.11
Ti -2⇥10 5±2⇥10 5 29.48 12 2.46 0.00
Ti 0.0 31.85 13 2.45 0.00
Cr -1⇥10 5±3⇥10 5 41.24 13 3.17 0.00
Cr 0.0 41.72 14 2.98 0.00
Mn 1⇥10 4±3⇥10 5 1.23 7 0.18 0.99
Mn 0.0 4.18 8 0.52 0.84
Fe 1⇥10 5±2⇥10 5 21.66 13 1.67 0.06
Fe 0.0 22.12 14 1.58 0.08
Ni 1⇥10 4±6⇥10 5 8.63 7 1.23 0.28
Ni 0.0 15.54 8 1.94 0.05
Ba -1⇥10 4±9⇥10 5 1.82 6 0.30 0.94
Ba 0.0 2.51 7 0.36 0.93
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Table 6.8: The statistical significance of the trends seen in Figs. 6.16 & 6.17.
Element Slope  2 Degrees of Freedom Reduced  2 p-value
C -2⇥10 3±2⇥10 3 2.61 4 0.65 0.63
C 0.0 3.02 5 0.60 0.70
Na 3⇥10 3±2⇥10 3 4.40 5 0.88 0.49
Na 0.0 6.75 6 1.12 0.34
Mg 5⇥10 3±4⇥10 3 115.65 11 10.51 0.00
Mg 0.0 133.23 12 11.10 0.00
Si 7⇥10 3±2⇥10 3 27.61 8 3.45 0.00
Si 0.0 68.86 9 7.65 0.00
Ca 1⇥10 3±2⇥10 3 6.88 8 0.86 0.55
Ca 0.0 7.54 9 0.84 0.58
Sc -3⇥10 3±3⇥10 3 8.44 5 1.69 0.13
Sc 0.0 10.28 6 1.71 0.11
Ti -5⇥105±6⇥10 4 31.83 12 2.65 0.00
Ti 0.0 31.85 13 2.45 0.00
Cr 2⇥10 3±9⇥10 4 31.34 13 2.41 0.00
Cr 0.0 41.72 14 2.98 0.00
Mn 2⇥10 3±1⇥10 3 2.98 7 0.43 0.89
Mn 0.0 4.18 8 0.52 0.84
Fe 1⇥10 3±7⇥10 4 17.83 13 1.37 0.16
Fe 0.0 22.12 14 1.58 0.08
Ni 4⇥10 3±2⇥10 3 8.08 7 1.15 0.33
Ni 0.0 15.54 8 1.94 0.05
Ba -5⇥10 4±2⇥10 3 2.49 6 0.41 0.87
Ba 0.0 2.51 7 0.36 0.93
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Table 6.9: The statistical significance of the trends seen in Figs. 6.18, 6.19 for F-type
stars.
Element Slope  2 Degrees of Freedom Reduced  2 p-value
C 0.27±0.25 6.01 2 3.00 0.05
C 0.00 9.54 3 3.18 0.02
Mg -0.77±0.64 45.84 2 22.92 0.00
Mg 0.00 79.46 3 26.49 0.00
Si 2.01±1.23 486.20 2 243.10 0.00
Si 0.00 1133.29 3 377.76 0.00
Ca 0.15±0.07 0.97 2 0.48 0.62
Ca 0.00 3.26 3 1.09 0.35
Sc -0.79±0.43 20.88 2 10.44 0.00
Sc 0.00 56.80 3 18.93 0.00
Ti -0.44±0.39 26.82 2 13.41 0.00
Ti 0.00 43.89 3 14.63 0.00
Cr -0.15±0.04 0.03 1 0.03 0.86
Cr 0.00 0.54 2 0.27 0.76
Mn 0.60±0.35 11.01 2 5.50 0.00
Mn 0.00 27.29 3 9.10 0.00
Fe 0.00±0.00 0.00 2 0.00 1.00
Fe 0.00 0.00 3 0.00 1.00
Ni 0.60±0.23 7.81 2 3.91 0.02
Ni 0.00 33.82 3 11.27 0.00
Ba 1.94±0.71 95.78 2 47.89 0.00
Ba 0.00 451.80 3 150.60 0.00
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Table 6.10: The statistical significance of the trends seen in Figs. 6.18, 6.19 for A-type
stars.
Element Slope  2 Degrees of Freedom Reduced  2 p-value
C -0.02±0.22 11.66 2 5.83 0.00
C 0.00 11.69 3 3.90 0.01
O -0.00±0.00 0.00 1 0.00 0.98
O 0.00 0.00 2 0.00 1.00
Mg -0.11±0.19 0.65 2 0.33 0.72
Mg 0.00 0.76 3 0.25 0.86
Si 0.03±0.09 0.40 2 0.20 0.82
Si 0.00 0.42 3 0.14 0.94
Ca -0.03±0.25 1.49 2 0.74 0.48
Ca 0.00 1.50 3 0.50 0.68
Sc 0.07±0.11 0.22 1 0.22 0.64
Sc 0.00 0.31 2 0.15 0.86
Ti 0.11±0.10 0.79 2 0.40 0.67
Ti 0.00 1.27 3 0.42 0.74
Cr -0.01±0.06 0.26 2 0.13 0.88
Cr 0.00 0.27 3 0.09 0.97
Mn -0.12±0.04 0.18 2 0.09 0.91
Mn 0.00 1.21 3 0.40 0.75
Fe 0.01±0.11 1.74 2 0.87 0.42
Fe 0.00 1.75 3 0.58 0.63
Ni 0.07±0.11 2.07 2 1.03 0.36
Ni 0.00 2.42 3 0.81 0.49
Ba 0.49±0.13 1.28 2 0.64 0.53
Ba 0.00 10.03 3 3.34 0.02
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the results of the previous studies.
In agreement with previous studies, I found that in A-type stars Si is overabun-
dant; however, at odds with previous studies, I found that in F-type stars Si is un-
derabundant. Figure 6.13 indicates the presence of a possible correlation between Te↵
and the Si abundance, though a further analysis shown in Table 6.7 reveals that this
apparent correlation is not statistically significant.
For all of the F-type stars I find a solar abundance of Ca which is consistent with
the previous results. However for the A-type stars I find an overabundance, which is
contrary to the findings of the previous studies; the origin of this is unclear.
I measure the abundance of Fe in all of the stars to be approximately solar. For
both Mn and Fe, Fossati et al. (2011a) found an increase in abundance with Te↵ , which
I do not, this therefore may be the result of an age e↵ect. The narrow Te↵ range of the
stars analysed by Fossati et al. (2008a) for the Praesepe cluster means I are unable to
provide any definite conclusions until the remaining clusters are analysed.
I measure an almost solar abundance for Ba, albeit with relatively large uncer-
tainties. This is in contrast with the findings of Fossati et al. (2008a), Fossati et al.
(2011a) and Kılıc¸og˘lu et al. (2016) who all report overabundances. To understand
each of the results together I plot the mean abundance of Ba measured for each cluster
in Fig. 6.19. I did not consider the stars HD122983 and HD123182 from NGC5460
because of their apparent chemical peculiarities (Fossati et al. 2011a). From Fig. 6.19,
I obtain a hint of a positive correlation of Ba abundance with age, however the abun-
dance uncertainties are too large to draw any concrete conclusion. By analysing further
clusters I will be able to determine whether this e↵ect is the result of di↵usion or the
di↵erent chemistry of the star forming region for each cluster.
I measure Nd to be overabundant in four stars, however the data from previous
papers is too sparse to provide any conclusion.
Finally I have compared my results with the study of chemically peculiar mag-
netic Ap stars by Bailey, Landstreet & Bagnulo (2014). This allows me to examine the
di↵erences and similarities between abundance trends of chemically normal and chemi-
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cally peculiar stars. Bailey, Landstreet & Bagnulo (2014) found statistically significant
trends between He, Ti, Cr, Fe, Pr and Nd and stellar age. They also found a strong
trend between the abundances of Cr and Fe, and Te↵ . For Cr an underabundance
was observed for stars with Te↵ . 7000K, for stars with Te↵ & 7000K the abundance
of Cr sharply rises and peaks at Te↵ ⇠ 10000K before falling back to approximately
solar. For Fe an underabundance was observed for stars with Te↵ . 8000K and an
overabundance for the remaining stars. These results are in stark contrast with what I
observed for NGC6250. This suggests that the abundance of chemical elements in the
photosphere of chemically normal F-, A- and B-type stars remains relatively constant
during their main sequence lifetime except when influenced by a magnetic field.
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6.7 Summary of results
In this chapter I have presented the analysis of NGC6250 which represents the first
use of Sparti Simple for determination of chemical abundances in the photosphere of
non-magnetic stars. I have shown that the tools I have created allow for the e cient
analysis of observed spectra from normalisation through to abundance determination.
Based on the additional knowledge gained from the analysis of the spectra of the mem-
ber stars, I have re-calculated the cluster proper motions as 0.4± 3.0mas yr 1 in RA,
 4.8± 3.2mas yr 1 in DEC, and the cluster mean radial velocity as  10± 6 km s 1,
which agree well with Kharchenko et al. (2013). The age and distance given by
Kharchenko et al. (2013) agree well with my photometric analysis of the cluster.
Finally, I have examined the chemical abundance measurements for each star and
searched for any trend between abundance and the stellar fundamental parameters and
between the abundance measured in this study and the abundance measured in the
previous studies of older clusters by Kılıc¸og˘lu et al. (2016), Fossati et al. (2011a) and
Fossati et al. (2007), Fossati et al. (2008a),Fossati et al. (2010). My results for the
abundance of O, Na, Sc, Ti, Cr, Mn, Ni, Zn and Y are solar within the uncertainties,
while S and V are overabundant. These results are consistent with previous studies.
I do not find evidence of the correlation between either the Fe or Mn abundance and
Te↵ found by Fossati et al. (2011a); however, this may be evidence of an age e↵ect and
more clusters need to be studied before being able to determine this. I find hints of an
increase in mean Ba abundance with cluster age but more clusters should be analysed
to confirm this trend. Comparing my results with those from Bailey, Landstreet &
Bagnulo (2014), who searched for trends between chemical abundances and stellar
parameters of chemically peculiar magnetic Ap stars, suggests that the abundance of
chemical elements in the photosphere of chemically normal F-, A- and B- type stars
remains relatively constant during their main-sequence lifetime except when influenced
by a magnetic field.
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7 Observations and modelling of magnetic
stars
The application of Sparti to the analysis of observed Stokes IQUV profiles of Ap stars
adds extra challenges which were di cult to test with numerical simulations. I was able
to determine the e↵ects of photon-noise, instrument response and crosstalk, which give
good constraints on the quality of data required for observation. The di culty, however,
comes as a result of the very real possibility that the observed star has a magnetic field
geometry which is far more complex than can be modelled with a dipole+quadrupole
morphology. In addition, with numerical simulations I consistently use the same line
parameters both to generate the model and to recover the model. This means I am
certain that all of the lines present in both cases are the same and have identical atomic
data. This however is unlikely to be true in the case of an observed star. Errors in
the calculation of atomic parameters, extreme overabundances and non-homogeneous
abundance distributions all lead to a situation where it may be unclear which lines have
an impact on the overall line profile without a very large amount of repeat analysis.
In this thesis I have chosen to analyse the stars HD24712 and HD137909 ( 
Coronae Borealis;  CrB) using Sparti. These stars both represent ideal test cases for
Sparti. HD24712 appears to have a reasonably simple magnetic field geometry, but
also shows evidence of a strong overabundance of Nd which varies significantly with
the rotational phase of the star. This variation in abundance potentially suggests the
presence of a large spot with considerable enhancement of Nd. This reasonably simple
geometry coupled with a stellar spectrum dominated by unblended lines makes this
star an ideal case study. By contrast,  CrB is a considerably more complicated star to
analyse: in addition to the presence of a very strong magnetic field, there is evidence
of a complex magnetic field geometry and abundance inhomogeneities. Furthermore,
there are a large number of blends with multiple chemical elements determining the
shape of the line profile, as result of the magnetic field broadening. For these reasons
the modelling of  CrB is challenging. However, this is precisely why it is a good test
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for Sparti since it allows me to test all aspects of the code. As part of the analysis
of both stars I performed a large number of iterations starting from random initial
parameters. This has allowed me to test the uniqueness of the solutions generated by
Sparti.
In addition to being good test subjects for Sparti, the modelling of both these
stars allows us to develop our understanding of how dynamo magnetic fields transition
into fossil fields. In particular, determining the di↵erent complexities of magnetic field
geometries which can occur in Ap stars. The analysis of chemical peculiarities in
combination with detailed stellar magnetic field modelling will allow us to understand
whether the strength and geometry of stellar magnetic fields have an impact on the
chemical peculiarities observed.
As mentioned in Chapter 6, Bailey, Landstreet & Bagnulo (2014) found statis-
tically significant trends between He, Ti, Cr, Fe, Pr and Nd and stellar age. They
also found a strong trend between the abundances of Cr and Fe, and Te↵ . However,
more importantly for this chapter they found statistically significant trends between
abundance and the magnetic field strength for the same elements. These trends are
directly opposite to those found for abundance vs age. This is expected since it has
been shown that hBzi decreases with stellar age in Ap stars (Landstreet et al. 2007;
Landstreet et al. 2008). Detailed modelling of these stars is necessary to understand
whether stellar age or magnetic field strength is the main contributing factor to the
observed correlations, and to determine whether geometry has an additional impact.
Furthermore the detailed study of Ap stars allows for the investigation of a variety
of processes which can be observed simultaneously. As a result, these stars can act as
“stellar laboratories” from which we can learn about processes in common with other
stars. The only method currently available which makes it possible to study these
stars in the detail required is Zeeman Doppler Mapping of a time series of Stokes
IQUV profiles. My code is the first to allow simultaneous modelling of 3D abundance
distributions and a parameterised magnetic field.
During my thesis work I have had the opportunity to complete a long campaign
of spectropolarimetric observations of magnetic stars at the Serra La Nave (SLN) ob-
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servatory in Italy consisting of two periods; the first of 18 days and the second of six
days. During this time I observed the Stokes IQUV profiles of 14 stars and obtained
observations at 11 di↵erent rotational phases of  CrB. In addition to this observational
experience, I also observed at the William Herschel Telescope using the ISIS instrument
in spectropolarimetric mode. In total my observational experience with ISIS consists
of 13 nights. I have taken a variety of observations of white dwarf stars (WDs), as-
teroids, solar system objects and the interstellar medium. While these observations at
the WHT are outside the scope of this thesis, the knowledge gained from taking the
observations and by reducing the long-slit spectropolarimetric data has allowed me to
understand the e↵ects which can create spurious signals in the reduced data.
In this chapter I describe the way in which spectropolarimetric data is taken.
Then, for each star, HD24712 and  CrB, I review previous results and analysis and
give details of the observations I use for this thesis. Finally, I present the results
of my analysis using Sparti for each star, attempting to model the Stokes IQUV
profiles using magnetic fields with dipole, de-centered dipole and dipole+quadrupole
morphology for HD24712 and with a dipole+quadrupole morphology for  CrB.
7.1 Spectropolarimetric observations
The observations of Stokes profiles are undertaken using a spectropolarimeter. A simple
schematic view of a polarimeter is shown in Fig. 7.1 consisting of a retarder, a polariser
and a detector.
The retarder wave plate introduce a phase shift of an angle   between the electric
component of the electromagnetic wave parallel to the fast axis of the retarder and
the electric component of the electromagnetic wave perpendicular to the fast axis.
Retarder wave plates which introduce a phase shift of   = 180  are called half-wave
plates and are used for the measurement of linear polarisation. Retarder wave plates
which introduce a phase shift of   = 90  are called quarter-wave plates and are used
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The correct expression that gives the position angle is
Θ ¼ 1
2
arctan
!
PU
PQ
"
þΘ0 (8)
where
Θ0 ¼
8<: 0 if PQ > 0 and PU ≥ 0180° if PQ > 0 and PU < 090° if PQ < 0 (9)
or
Θ ¼
#
45° if PQ ¼ 0 and PU > 0
135° if PQ ¼ 0 and PU < 0:
2.3. Transforming Stokes Parameters into a New
Reference System
If a new reference direction is obtained from the old one by a
counterclockwise rotation (looking at the source) by an angle χ,
by means of equation (3) one can easily show that the new re-
duced Stokes parameters, ðP 0Q; P 0U; P 0V Þ, are connected to the
old ones, ðPQ; PU; PV Þ, by the following transformation:
P 0Q ¼ cosð2χÞPQ þ sinð2χÞPU
P 0U ¼ % sinð2χÞPQ þ cosð2χÞPU
P 0V ¼ PV : (10)
3. MEASURING STOKES PARAMETERS WITH AN
IDEAL POLARIMETER
There are several ways to realize a polarimeter (see, e.g., Ser-
kowski 1974). In this article we will consider the case of a beam-
splitting polarimeter, i.e., one built with a retarder wave plate
followed by a Wollaston prism. This design has been proposed,
e.g., by Appenzeller (1967), and implemented in several instru-
ments, e.g., FORS1 of the ESO VLT (Appenzeller et al. 1998).
In this section we give a theoretical treatment of the ideal case.
3.1. Ideal Filters for Linear and Circular Polarization
A filter for linear polarization (called a linear polarizer) is a
device that can be inserted into a beam of radiation and which,
by definition, is totally transparent to the component of the elec-
tric field along a given direction, perpendicular to the direction
of propagation (the transmission axis of the polarizer), and
totally opaque to the component of the electric field in the or-
thogonal direction.
Wave plates are optical elements with two orthogonal prin-
cipal axes, one called the fast axis, and the other one the slow
axis, characterized by two different refractive indices, such that
a linearly polarized beam with polarization parallel to one of the
principal axes is propagated without change in its polarization
state. A quarter-wave plate produces a π=2 phase retardation
between the components of the electric field along the fast
and slow axes. A half-wave plate produces a π phase retardation
between the components of the electric field along the fast and
slow axes.
An ideal filter transmitting positive circular polarization can
be realized by the combination of an ideal quarter-wave plate
followed by a polarizer whose transmission axis is rotated coun-
terclockwise (looking at the source of radiation) by an angle of
45° with respect to the direction of the fast axis of the plate. A
common instrumental setup consists of a rotatable retarder wave
plate and an analyzer fixed and with its principal axis aligned to
the reference direction. Obviously, in this configuration, the
ideal filter transmitting positive circular polarization is obtained
by setting the fast axis of the retarder wave plate at an angle of
%45° (i.e., 45° clockwise) with respect to the reference direc-
tion, looking at the source of radiation, and the ideal filter trans-
mitting negative circular polarization is obtained by setting the
fast axis of the retarder wave plate at an angle of 45° with respect
to the reference direction.
3.2. An Ideal Polarimeter
We define α as the angle between the reference direction and
the fast axis of the retarder wave plate, counted counterclock-
wise from the reference direction; β is the position angle of the
transmission axis of the linear polarizer counted counterclock-
wise from the reference direction; γ is the phase retardance in-
troduced by the retarder wave plate. For a quarter wave plate,
γ ¼ π=2; for a half wave plate, γ ¼ π.
In the geometrical scenario of Figure 1, the detector will
measure a signal (Landi Degl’Innocenti & Landolfi 2004)
Sðα; β; γÞ ∝ 1
2
fI þ ½Q cos 2αþ U sin 2α' cosð2β % 2αÞ
% ½Q sin 2α% U cos 2α' sinð2β % 2αÞ cos γ
þ V sinð2β % 2αÞ sin γg: (11)
We now adapt this general equation to our particular case, ob-
serving that for the measurement of linear polarization we use a
half-wave plate (γ ¼ π), and for the measurements of circular
FIG. 1.—Schematic representation of an ideal polarimeter (from Landi
Degl’Innocenti & Landolfi 2004).
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Figure 7.1: Schematic of an ideal polariser (Landi Degl’Innocenti & Landolfi 2004)1,
where ↵ is the angle between the reference direction and the fast axis of the retarder.
The fast axis is the direction for which the retarder has its lowest refractive index.  
is the angle between the reference direction and the transmission axis of the polariser.
The transmission axis is the direction which light is able to propagate.
for the measurement of circular polarisation.
Instead of a polariser, HARPSpol, CAOS and the majority of astronomical spec-
tropolarimeters employ a beam splitter, which splits the incoming radiation into two
beams, one polarised parallel to the principle plane of the beam splitter and one po-
larised perpendicular to it. These two beams, fk and f? respectively, are fed to the
spectrograph and then to the detector. In Fig. 7.1 fk corresponds to the case of
  = 0  and f? the case of   = 90 . Since these beams are measured simultaneously
sky conditions do not a↵ect the di↵erences in their fluxes.
The signal S(↵,  ,  ) measured by the detector in Fig. 7.1 is given by Landi
1Figure 1.9 in Polarization in Spectral Lines, E. Landi Degl’innocenti and M. Landolfi, 2004,
Astrophysics and Space Science Library, Vol. 307 c  2005 Springer Science + Business Media, Inc.
With permission of Springer. http://dx.doi.org/10.1007/1-4020-2415-0
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Degl’Innocenti & Landolfi (2004)
S(↵,  ,  ) / 1
2
{I + [Q cos 2↵ + U sin 2↵] cos(2    2↵)
  [Q sin 2↵  U cos 2↵] sin(2    2↵) cos  
+ V sin(2    2↵) sin  }.
(7.1)
To illustrate the calculation of the Stokes QUV profiles, I will take the example of the
measurement of Stokes Q. To measure Stokes Q we use a half-wave plate, therefore
  = 180 . If we set ↵ = 0  and take   = 0  we obtain
S(0 , 0 , 180 ) / 1
2
{I + [Q+ 0]  [0  U ]⇥ 0 + 0} = 1
2
{I +Q} = f k (7.2)
and   = 90  we obtain
S(0 , 90 , 180 ) / 1
2
{I + [Q+ 0] ( 1)  [0  U ]⇥ 0 + 0} = 1
2
{I  Q} = f?. (7.3)
To obtain Stokes Q we take the di↵erence between f? and fk
fk   f? = 12{I +Q} 
1
2
{I  Q} = Q. (7.4)
We can also show that Stokes I may be calculated by
fk + f? =
1
2
{I +Q}+ 1
2
{I  Q} = I. (7.5)
This is an important result because it shows that the intensity spectrum is a natural
bi-product of the observation of Stokes profiles and so, in addition to the information
about the polarisation of the incoming radiation, we also gain all of the information
which would result from an ordinary spectroscopic measurement.
In general we are interested in the ratio between Stokes Q and Stokes I and so
we calculate
fk   f?
fk + f?
=
1
2{I +Q}  12{I  Q}
1
2{I +Q}+ 12{I  Q}
=
Q
I
. (7.6)
This method for calculating the Stokes parameters works in the ideal case. However,
in reality the di↵erence between fk and f? may be a↵ected by instrumental e↵ects.
These may be due to the two beams passing through di↵erent optical pathways and
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landing on di↵erent parts of the detector or to deviation of the polarimetric optics
from their nominal behaviour, e.g., the angle   may not be exactly 90  or 180  and
can even vary with wavelength. These problems may be overcome by adopting the
beam swapping technique. For instance the measurement of Q/I is accomplished by
observing the source at the pair of angles2 ↵ = 0  and ↵ = 45 . In the following I will
explain why the beam swapping technique mitigates the problem of imperfect detector
flat-fielding. We consider the flux transmitted through two di↵erent optical pathways
for which the various optical artefacts combine to give constants for each path, rk and
rp, which leads to
G = 1
2
✓
rkfk   rpf?
rkfk + rpf? ↵=0 
  rkfk   rpf?
rkfk + rpf? ↵=45 
◆
(7.7)
substituting fk and f? for {I +Q} and {I  Q} respectively for ↵ = 0  and vice-versa
for ↵ = 45  leads to
G = 1
2
✓
rk{I +Q}  rp{I  Q}
rk{I +Q}+ rp{I  Q}  
rk{I  Q}  rp{I +Q}
rk{I  Q}+ rp{I +Q}
◆
. (7.8)
This can be rewritten as
G = 1
2
✓
(rk   rp)I + (rk + rp)Q
(rk   rp)I + (rk   rp)Q +
 (rk   rp)I + (rk + rp)Q
(rk + rp)I   (rk   rp)Q
◆
(7.9)
which after cross-multiplying and simplifying yields
G = IQ(rk + rp)
2   IQ(rk   rp)2
I2(rk + rp)2  Q2(rk   rp)2 . (7.10)
The two beams, fk and f?, pass through essentially the same optical pathway as they
travel through the instrument, therefore in most cases we can assume that rk ' rp
which means that (rk   rp)2 is negligible in comparison to (rk + rp)2, which results in
G = IQ
I2
=
Q
I
. (7.11)
The procedure for calculating Stokes U/I and V/I is the same as above however
using di↵erent angles of ↵ and  . For the observation of Stokes U/I again we use a
2It is equally possible to use angle pairs of 90  and 135 ; 180  and 225  and 270  and 315 . In fact
the more pairs of angles used the better the removal of optical artefacts.
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half-wave plate so   = 180 . The pairs of ↵ which can be used for the beam swapping
technique are 22.5  and 67.5; 112.5  and 157.5 ; 202.5  and 247.5  and 292.5  and
337.5 . For the observation of Stokes V/I we use a quarter-wave plate so   = 90 . The
pairs of ↵ which can be used for the beam swapping technique are -45  and 45 ; 135 
and 225 ; and 315  and 45 . Further details on the calculation of Stokes profiles are
given in Bagnulo et al. (2009), which demonstrates how the beam swapping technique
solves the problem of the deviation of the polarimetric optics from their nominal values.
7.2 HD24712
The first star which I analysed using Sparti was HD24712. This star has been shown
to have a reasonably simple dipolar magnetic morphology and so was a good test
to check the functionality of Sparti. This star is a rapidly oscillating Ap (roAp)
star (Kurtz 1981). The class of roAp stars represent a subset of Ap stars and were
discovered by Kurtz (1982). These stars show photometric variability on timescales
between 5 and 20 minutes. They often shown a number of di↵erent pulsations within
that range. In general, the pulsations are aligned with the magnetic axis of the star,
which suggests an interplay between the magnetic field and the observed pulsations.
Indeed, the modelling of the magnetic fields of roAp stars is important since they have
been shown to strongly a↵ect pulsations (e.g., Cunha 2007). It is also important to
consider whether the pulsations have an e↵ect on the magnetic field. Studies of the
pulsations of HD24712 have been carried out by Kurtz et al. (2005) as part of the
photometric study (Whole Earth Telescope campaign; WET). Measurements of the
magnetic field taken at multiple time intervals by Kochukhov & Wade (2007) did not
show any variability of the magnetic field consistent with the pulsations. For this
reason and because I do not yet have the ability to consider pulsations within Sparti,
I do not consider pulsations in my analysis.
For the purposes of this analysis I took the values of Te↵ and log g to be 7250±
150K and 4.2 ± 0.1 (Ryabchikova et al. 1997 and Shulyak et al. 2009). These values
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Table 7.1: The maximum and minimum values of the chemical abundance of sixteen
elements over the surface of HD24712 from Lu¨ftinger et al. (2010). The solar values
are from Asplund et al. (2009)
Element Min log(N/H) Max log(N/H) Solar log(N/H)
Mg 6.04 7.54 7.60
Ca 6.84 7.04 6.34
Sc 1.94 3.14 3.15
Ti 4.24 4.94 4.95
Cr 5.94 6.14 5.64
Fe 6.74 7.34 7.05
Co 5.64 6.24 4.99
Ni 4.44 5.74 6.22
Y 3.04 3.54 2.21
La 2.24 3.24 1.10
Ce 2.74 3.14 1.58
Pr 2.04 2.44 0.72
Pr 3.64 4.34 0.72
Nd 2.74 3.54 1.42
Nd 4.04 5.14 1.42
Gd 3.24 3.54 1.07
Tb 2.94 4.34 0.30
Dy 3.24 3.74 1.10
were calculated by detailed analysis of the spectra and the two references agree well.
When I obtain a better fit to the Stokes IQUV profiles with both the abundances and
magnetic field it will be possible to further refine these value. The rotational period of
the star is 12.45877(16) days as determined by Ryabchikova et al. (2005).
Modelling of the star has been carried out by a number of authors. The analysis
completed by Bagnulo et al. (1995) of the circular polarisation and broadband linear
polarisation gives magnetic field parameters
i = 137  ± 3 ,   = 150  ± 3 , ✓ = 4  ± 3  and Bd = 3900G± 200G.
An analysis by Lu¨ftinger et al. (2010) determined the surface abundance of sixteen
elements and the results are shown in Table 7.1. Finally the latest results by Ruso-
marov et al. (2015), determined by modelling a time series of Stokes profiles, found the
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Table 7.2: The date, time and rotational phase of each of the observations of HD24712
observed using HARPSPOL. Data from the ESO Science Archive Facility.
Julian Gregorian Observation Start Rotational
Date Date Time (UT) Phase
2455200.228 3rd January 2010 17:28 0.711
2455201.246 4th January 2010 17:54 0.793
2455202.176 5th January 2010 16:13 0.868
2455203.103 6th January 2010 14:28 0.942
2455204.178 7th January 2010 16:16 0.028
2455205.202 8th January 2010 16:50 0.110
2455206.177 9th January 2010 16:14 0.189
2455209.173 12th January 2010 16:09 0.429
2455210.190 13th January 2010 16:33 0.511
2455211.191 14th January 2010 16:35 0.591
2455212.191 15th January 2010 16:35 0.671
2455213.199 16th January 2010 16:46 0.752
2455607.071 14th February 2011 13:42 0.366
magnetic parameters
i = 120 ,   = 160  and Bd = 3440G.
7.2.1 Observations
The data for HD24712 obtained with the HARPSpol instrument were taken from the
ESO Science Archive Facility (202630 and 202633; Piskunov et al. 2011). The optical
design of HARPSpol is described in Snik et al. (2008) and Snik et al. (2011). HARPSpol
has a resolving power of 120 000 and so provides very detailed Stokes IQUV spectra.
The data consist of spectra obtained at 13 rotation phases. The Julian and Gregorian
date of each observation is given in Table 7.2 along with the phase rotation of the star
between 0.0 and 1.0 where the rotational phase is calculated using Eq. 4.12. Calculated
starting from a zero phase at Julian date 2440577.23 which is consistent with the zero
phase adopted by Kurtz & Marang (1987) and Mathys (1991).
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7.2.2 Results
Using the Fe lines, 5217.39A˚, 5383.37A˚and 5410.91A˚ and the Nd lines 5677.17A˚,
5802.53A˚ and 5851.54A˚ at 11 of the 13 phases observed, I have calculated the best
fit parameters for the dipole, de-centered dipole and dipole + quadrupole magnetic
field morphologies to the observed spectrum of HD24712. After approximately 30
consecutive modelling attempts using the dipole+quadrupole morphology with ran-
dom starting parameters I found a number of models which were consistent with each
other. Using these parameters as a guide I repeated the analysis once more for the
dipole, de-centered dipole and dipole + quadrupole magnetic field morphology. Ta-
ble 7.3 shows the best fit parameters for each of these morphologies. The di↵erence
between the observed and model Stokes IQUV profiles are shown, for each of the mag-
netic field parameterisations, in Figs. 7.2, 7.3 & 7.4. The maps of the magnetic field
strength over the entire stellar surface are shown in 7.5.
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Table 7.3: The model parameters found during the analysis of HD24712, with Sparti,
for each of the magnetic morphologies. The uncertainty is calculated using Eq. 4.16.
The final six rows of the table are the parameters used in the step function given in
Section 4.8.1.1.
Parameter Dipole Decentered Dipole Dipole + Quadrupole
i( ) 145 ± 11 220 ± 30 145 ± 12
 ( ) 147 ± 2 148 ± 2
↵dipole( ) 146 ± 6
 dipole( ) 76 ± 115
 dipole( ) 356 ± 3
y2 0.05 ± 0.03
y3 0.06 ± 0.05
 1( ) 15 ± 9
 2( ) 141 ± 7
 1( ) 3196 ± 61
 2( ) 2 ± 13
Bd (G) 3600 ± 100 2400 ± 200 4700 ± 250
Bq (G) 2500 ± 350
f0 0.80 ± 0.05 0.77 ± 0.05
v sin i (km s 1)  5.2 ± 0.2 5.7 ± 0.2
✓( ) 150 ± 5 76 ± 10 148 ± 4
Fe (A) 6.76 ± 0.04 6.52 ± 0.06 6.76 ± 0.03
Fe (B) 68 ± 85 53.5 ± 0.6 56.7 ± 0.3
Fe (C) 8.45 ± 0.01 8.1 ± 0.1 9.8 ± 0.2
Nd (A) 2 ± 151 4.4 ± 0.3 4.5 ± 0.9
Nd (B) 33 ± 32 49.7 ± 4.5 49 ± 54
Nd (C) 5.02 ± 0.53 6.6 ± 0.5 5 ± 5
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Figure 7.2: A comparison of the observed (solid red line) and synthetic ( solid black
line) spectra of the star HD24712. The synthetic spectra have been calculated using
SPARTI with dipole field morphology and the fit parameters are give in Table 7.3.
Three lines are shown at wavelengths, 5677.19 A˚, 5802.53 A˚ and 5851.54 A˚ and for each
Stokes profiles IQUV, each row of Stokes profiles corresponds to a rotational phase of
the star
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Figure 7.3: A comparison of the observed (solid red line) and synthetic ( solid black
line) spectra of the star HD24712. The synthetic spectra have been calculated using
SPARTI with de-centered dipole field morphology and the fit parameters are give in
Table 7.3. Three lines are shown at wavelengths, 5677.19 A˚, 5802.53 A˚ and 5851.54 A˚
and for each Stokes profile IQUV, each row of Stokes profiles corresponds to a rotational
phase of the star
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Figure 7.4: A comparison of the observed (solid red line) and synthetic ( solid black
line) spectra of the star HD24712. The synthetic spectra have been calculated using
SPARTI with dipole + quadrupole field morphology and the fit parameters are give in
Table 7.3. Three lines are shown at wavelengths, 5677.19 A˚, 5802.53 A˚ and 5851.54 A˚
and for each Stokes profile IQUV, each row of Stokes profiles corresponds to a rotational
phase of the star.
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Figure 7.5: The field maps of HD24712 for each field morphology, dipole, de-centered
dipole and dipole + quadrupole using the magnetic field parameters shown in Table
7.3. The vertical bars beside each surface plot show the magnetic field strength in
gauss.
165
Table 7.4: The parameters associated with a dipole + quadrupole magnetic field mor-
phology of  CrB as determined by Bagnulo et al. (2000).
Parameter Bagnulo et al. (2000) Bagnulo et al. (2000)
Eq.22 Eq. 23
i( ) 168 ± 1 162 ± 1
 ( ) 88 ± 1 93 ± 1
 1( ) 12 ± 1 40 ± 2
 2( ) 79 ± 1 114 ± 2
 1( ) 350 ± 5 143 ± 2
 2( ) 331 ± 1 35 ± 1
Bd (G) 12165 ± 55 8810 ± 370
Bq (G) 14420 ± 70 15145 ± 90
f0 5 ± 2 0 ± 2
v sin i (km s 1) 1.8 ± 0.2 2.8 ± 0.4
✓( ) 124 ± 2 35 ± 2
7.2.3 Discussion
The model generated using a dipole and using a dipole + quadrupole morphology fit
well to the observed data. The quality of the fits are comparable to those achieved
by Rusomarov et al. (2015) which shows that I am able to achieve results comparable
to those which are considered “state of the art”. The dipole + quadrupole fits better
than the dipole model showing that this star potentially has a slightly more complex
structure than previously found. It can be seen that the Nd line does not fit well. I
have attempted to model this using an abundance spot as was used by Lu¨ftinger et al.
(2010). However, I found this unable to fit the variability in phases of both the Nd line
Stokes I and Stokes V profiles.
7.3  CrB
The second star I have analysed using Sparti is  CrB. This star has an extremely
complex spectrum which varies remarkably with rotational phase as shown in Fig. 7.9.
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The ability to model this star would present a major step forward for our understanding
of this star, but also it would show that Sparti is capable of modelling stars with
complex magnetic fields and strongly non-solar photospheric abundances.
The star  CrB is a binary star system with a bright star currently classified as
A9SrEuCr and a dimmer F2V type companion. Bagnulo et al. (2000) closely examined
the spectra of  CrB and found no evidence of the F2V component which is 1.7mag
fainter in the V filter (Tokovinin 1985). As a result from here on in, when I refer to
 CrB I am only considering the bright A9SrEuCr component of the binary star system.
For the purposes of this analysis I took the values of Te↵ and log g from the
literature, as 7800K and 4.25 (Bagnulo et al. 2001b) respectively. These values are
based on the measurements by Hauck & North (1982), Hauck & North (1993), Adelman
(1985) and Faraggiana & Gerbaldi (1993). When I obtain a better fit to the Stokes
IQUV profiles with both the abundances and magnetic field, it will be possible to
further refine these values.
Studies by Hatzes & Mkrtichian (2004) and Kochukhov et al. (2002) show ev-
idence of pulsations, each finding di↵erent periods. These observed pulsations point
to  CrB being a roAp star, however re-analysis by Kurtz & Leone (2006) found no
evidence for of any pulsations.
The magnetic field of  CrB has been well studied because it is very bright (vi-
sual magnitude 3.68). A number of mean longitudinal field measurements are given
in Mathys (1991) and mean field modulus measurements are given in Mathys et al.
(1997). Bychkov, Bychkova & Madej (2005) presents a catalogue of measurements of
the e↵ective magnetic field strength as a function of phase showing a periodic sinu-
soidal variation. The measurements presented in Bychkov, Bychkova & Madej (2005)
are taken from Borra & Vaughan (1977), Borra & Landstreet (1980), Vogt, Tull &
Kelton (1980), Borra, Fletcher & Poeckert (1981) and Wade et al. (2000a).
Previous modelling of  CrB by Bagnulo et al. (2000) has yielded two sets of
parameters describing the dipole+quadrupole morphology of the magnetic field. These
parameters are shown in Table 7.4. Bagnulo et al. (2001b) took the results from
Bagnulo et al. (2000) and used as inputs to Cossam, they found it necessary to use
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a vertical stratification to be able to simultaneously model the weak and strong lines.
However, they were unable to fit the Fe II lines 4923.927A˚ and 5018.440A˚ Bagnulo
et al. (2001b) were unable to determine which model was better since both contained
di↵erences between the observed and synthetic spectra of comparable magnitude. This
thesis represents the first attempt to model the vertical stratification and magnetic
field of  CrB simultaneously based on the inversion of a time series of Stokes IQUV
profiles.
7.3.1 Observations
The data I have used in this section comes in part from observations I carried out using
the Catania Astrophysical Observatory Spectropolarimeter (CAOS; Leone et al. 2016)
and the remainder is from archival data observed using the same instrument.
7.3.1.1 Serra La Nave Observatory
To obtain data of  CrB, I observed using the 91cm telescope at Serra La Nave (SLN)
observatory located in Catania, Italy, on the southern side of Mt Etna at an altitude
of 1725m. The telescope has a small aperture but is ideal for the monitoring bright
stars.  CrB has an apparent magnitude of 3.68 in the V band so it was possible to
achieve high signal-to-noise spectra.
Using CAOS it is possible to obtain high resolution Stokes IQUV spectra with
dense phase coverage of a large number of bright magnetic stars. The spectrograph has
an echelle grating with a spectral range of 3000 A˚ to 10000 A˚, with optimal performance
between 3880 A˚ and 7250 A˚. It is bench-mounted in a sealed room and the CCD is kept
at a temperature of  135 C. The spectrograph is fiber-fed by two optical fibers which
are optimised for UV transmission. These fibers have an aperture of 3” which compares
to a general seeing of ⇠ 2 at the Serra La Nave Observatory.
The retarder wave plates used as part of CAOS are achromatic, this is because
low- and zero-order ones were not suitable (Leone 2003) and the super-achromatic
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Figure 7.6: The polarimeter used as part of CAOS (Catania Astrophysical Observatory
Spectrograph) attached to the 91cm telescope at Serra La Nave Observatory. This is an
image I photographed during my first observing run at the Serra La Nave observatory.
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Figure 7.7: An observational challenge when observing using the Serra La Nave tele-
scope. This is an image I photographed on the 16th June 2014 during my first observing
run at the Serra La Nave observatory, it is an active eruption of Mount Etna’s Southern
crater.
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retarders have been shown to be a source of ripples at resolving powers as low as 35000
(Donati et al. 1999)
The calibration and reliability of the Stokes profiles observed using CAOS has
been tested using the observations of  CrB at multiple phases. The results of this are
shown in Fig. 7.8, which provides a comparison between the spectra of  CrB observed
with CAOS, ESPaDOnS (an Echelle SpectroPolarimetric Device for the Observation of
Stars) at the Canada France Hawaii Telescope (CFHT) and MuSiCoS at the Te´lescope
Bernard Lyot at Pic du Midi. Both ESPaDOnS and CAOS have similar resolving
powers of 60000 and 55000 ± 5500 respectively so a direct comparison is possible. The
resolving power of MuSiCoS is lower at 35000 however it is still possible to compare
the shape of the profiles. Fig. 7.8 shows very good agreement between the profiles of
all three instruments. This shows that it is likely that CAOS is reliable and calibrated
in the same way as ESPaDOnS and MuSiCoS.
7.3.1.2 Data
The data consists of Stokes profiles at 22 di↵erent phases calculated starting from a
zero phase at Julian date 2434204.70, which is consistent with Wade et al. (2000a).
The Julian and Gregorian date of each observation is given in Table 7.5 along with the
phase rotation of the star between 0.0 and 1.0 where the rotational phase is calculated
using Eq. 4.12 and the observations for which I was the observer.
7.3.2 Results
Using the Fe lines, 4918.99A˚, 4923.92A˚, 5018.44A˚, 5129.15A˚ and 5133.69A˚ at 20 of
the 22 rotational phases I have calculated the best fit parameters for the observed
spectrum of  CrB dipole + quadrupole magnetic field morphologies shown in Table
7.4. The di↵erence between the observed and model Stokes IQUV profiles are shown,
for each of the magnetic field parameterisations, in Fig 7.9. The map of the magnetic
field strength over the entire stellar surface is shown in Fig. 7.10.
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Figure 7.8: Observations of  Crb taken at di↵erent rotational phases by ESPaDOnS
(dashed line), MuSiCoS (dotted line) and CAOS (solid line). Where the rotational
phase between 0.0 and 1.0 equates to one full revolution of the star about it’s rotation
axis. The four boxes correspond to each of the Stokes parameters IQUV normalised
to the continuum (Ic)
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Table 7.5: The date, time and rotational phase of each of the observations of  Crb
observed using CAOS, the final column indicates whether I was the observer (Y) or
not (N).
Julian Gregorian Observation Start Rotational A. Martin
Date Date Time (UT) Phase Observed
2456778.539 1st May 2014 00:56 0.079 N
2456787.528 10th May 2014 00:40 0.565 N
2456788.585 11th May 2014 02:02 0.622 N
2456799.498 21st May 2014 23:57 0.212 N
2456807.530 30th May 2014 00:43 0.647 N
2456809.475 31st May 2014 23:24 0.752 N
2456815.500 7th June 2014 00:00 0.078 N
2456816.488 7th June 2014 23:42 0.132 N
2456820.499 11th June 2014 23:58 0.348 N
2456822.404 13th June 2014 21:41 0.452 Y
2456826.379 17th June 2014 21:05 0.667 Y
2456830.510 22nd June 2014 00:14 0.890 Y
2456831.394 22nd June 2014 21:27 0.938 Y
2456833.449 24th June 2014 22:46 0.049 Y
2456835.379 26th June 2014 21:05 0.153 Y
2456836.378 27th June 2014 21:04 0.207 Y
2456848.380 9th July 2014 21:07 0.857 N
2457129.589 17th April 2014 02:08 0.068 N
2457189.426 15th June 2015 22:13 0.305 Y
2457190.380 16th June 2015 21:07 0.356 Y
2457191.376 17th June 2015 21:01 0.410 Y
2457193.398 19th June 2015 21:33 0.520 Y
173
Table 7.6: The model parameters found during the analysis of  CrB, with Sparti,
for the dipole+quadrupole morphology. The uncertainty is calculated using Eq. 4.16.
The final nine rows of the table are the parameters used in the step function given in
Section 4.8.1.1.
Parameter Dipole + Quadrupole
i( ) 24 ± 7
 ( ) 102 ± 7
 1( ) 56 ± 6
 2( ) 34 ± 6
 1( ) 232 ± 14
 2( ) 114 ± 14
Bd(G) 8100 ± 2200
Bq(G) 18700 ± 1300
f0 0.14 ± 0.04
v sin i (km s 1) 3.7 ± 1.0
✓( ) 20 ± 5
Fe II (A) 7.5 ± 0.3
Fe II (B) 44 ± 9
Fe II (C) 8.1 ± 0.4
Gd (A) 3.9 ± 0.11
Gd (B) 65.03 ± 0.01
Gd (C) 4.34 ± 0.01
Dy (A) 5.5 ± 1.8
Dy (B) 7.00 ± 0.01
Dy (C) 3.5 ± 2.7
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Figure 7.9: A comparison of the observed (solid red line) and synthetic ( solid black line)
spectra of the star  CrB. The synthetic spectra have been calculated using SPARTI
with dipole + quadrupole field morphology and the fit parameters are give in Table
7.4. Three lines are shown at wavelengths, 4923.92 A˚, 5018.44 A˚ and 5129.15 A˚ and for
each Stokes profile IQUV, each row of Stokes profiles corresponds to a rotational phase
of the star
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Figure 7.10: The field maps of  CrB for each field morphology, dipole, de-centered
dipole and dipole + quadrupole using the magnetic field parameters shown in Table
7.6. The vertical bar beside the surface plot shows the magnetic field strength in gauss.
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7.3.3 Discussion
The complex nature of  CrB means it was not possible for me to fit the star with a dipo-
lar field. However, after numerous modelling attempts using the dipole+quadrupole
morphology, it was possible to produce a model which provides a reasonable fit to the
Stokes IQUV profiles of  CrB. Previous modelling of the magnetic fields in Ap stars,
has been limited to stars for which the rotational axis is perpendicular to the observers
line of sight. However, we observe  CrB pole on, which, in a star with minimal Stokes
QU , would present problems. However, due to the complex nature of the field I observe
in  CrB, there is a remarkably strong QU , which allowed me to complete a detailed
modelling. The model synthetic Stokes I profiles shown in Fig. 7.9 fit the width of
the observed profiles unlike the profiles presented in Bagnulo et al. (2001b). The fits
to Stokes Q and V are also good, however Stokes U does not fit well at all, in addition
the Stokes I profile of the 5018.44A˚ line shows a strange shape in the core. In both
cases this may be the result of the dipole+quadrupole morphology not being a realistic
model for this star. This explains the shape of the Stokes I core because Sparti is
trying to fit the abundances and magnetic morphology simultaneously. If the magnetic
morphology does not have the necessary degrees of freedom to allow Sparti to model
the Stokes profiles, then it will try and compensate by adjusting the other parameters,
including the abundances, leading to the model core shape.
My analysis of  CrB is the first Zeeman Doppler mapping (ZDM) of a time series
Stokes IQUV for this star. Previously, using longitudinal field, mean field modulus and
broadband linear polarization measurements, it was determined that this star likely had
a dipole + quadrupole magnetic field (Bagnulo et al. 2001b). My results confirm this
conclusion and show that even with the addition of vertical stratification and horizontal
inhomogeneities of elements, it is still not possible to model this star using a magnetic
field of dipole morphology.
Current theory shows that a fossil field origin is the most likely origin for mag-
netic fields in Ap stars (e.g., Donati & Landstreet 2009). As a result, theoretically,
the magnetic fields in Ap stars should have a large scale simple magnetic geometry
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stable over time. The magnetic field of HD24712 appears to be essentially dipolar,
however, the field of  CrB has a far more complex field. A potential explanation for
this di↵erence could be the age of the stars. However, both stars are of similar age
( CrB [log t = 8.95±0.02 year] and HD24712 [log t = 9.07±0.10 year]; Kochukhov &
Bagnulo 2006) and so the di↵erence in complexity is not likely to be an age e↵ect. Since
the analysis of Ap stars using ZDM of a time series of full Stokes profiles is still in its
infancy, it is important to analyse a large sample of such stars to determine whether
 CrB is exceptionally complicated or whether there is a wide range of observed com-
plexity. Either result would provide strong constraints to the theory of how dynamo
fields transition into fossil fields.
The results of the abundance analysis are inconclusive without a more complex
stratification pattern. However, it appears the the abundance of Fe in the lower layers
of the atmosphere is higher in  CrB than HD24712. This is consistent with the find-
ings of Bailey, Landstreet & Bagnulo (2014), who found a positive trend between Fe
abundance and magnetic field strength. On the other hand, for the upper layers of the
atmosphere, the Fe abundance appears to be higher in HD24712 than  CrB which is
inconsistent with Bailey, Landstreet & Bagnulo (2014). As a result, to be able to draw
accurate conclusions about abundance patterns in Ap stars it is necessary to consider
not just the average abundance but also the vertical and horizontal stratification of the
chemical elements in the stellar atmosphere.
7.4 Summary of Results
In this chapter I have presented my analysis of the stars HD24712 and  CrB. I have
described the instruments used to observe and the data reduction techniques used to
obtain the Stokes IQUV profiles. My analysis of HD24712 shows good agreement
between the model I calculate and the results from Rusomarov et al. (2015). My
analysis of  CrB has shown that the star may have a field with a structure that is
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more complicated than a dipole+quadrupole. The model calculated using Sparti fits
the profiles better than previous studies, but is not able to correctly model the Stokes
U signal. This analysis, in combination with previous works, shows that Ap stars do
not only have simple dipole fields but also have more complicated fields. This has an
impact on theories which relate to the transition from a magnetic field with a dynamo
origin to a magnetic field with a fossil field origin. I have shown that when analysing
the abundance patterns of Ap stars, it is important to consider the stratification of
abundances not just the average abundance. In addition, I have shown that Sparti
gives the capability to e ciently analyse the magnetic fields of a large number of stars.
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8 Conclusions and Future Work
This thesis presents the development of two spectral inversion codes: Sparti Simple,
which models the intensity spectra of non-magnetic stars and Sparti, which models
the Stokes IQUV profiles of magnetic stars. For spectral synthesis they use modified
versions of the radiative transfer codes Cossam Simple and Cossam respectively1.
The inversion codes are based on the Levenberg-Marquardt algorithm (LMA) de-
veloped by Levenberg (1944) and Marquardt (1963), and include a number of routines
to account for: radial velocity shifts, instrument resolving power, rejection of spectral
lines to be fit (e.g. to avoid spectral lines formed in non-local thermodynamic equilib-
rium). Most importantly, Sparti Simple and Sparti account for the stratification
of chemical elements in the stellar photosphere, surface abundance spots and the pres-
ence of a magnetic field. The latter can be parameterised in di↵erent forms, namely a
de-centered dipole (Stift 1975) and dipole + quadrupole (Landolfi, Bagnulo & Landi
Degl’Innocenti 1998).
Both codes were thoroughly tested using numerical simulations which accounted
for synthetic photon-noise, instrument resolution and crosstalk between di↵erent Stokes
parameters. The level to which instrumental e↵ects can be tolerated was tested, with
the conclusion that, a resolving power of 60000 and a signal-to-noise ratio of 200 were
typically su cient to recover the model parameters. Further to this, the code was
tested through the analysis of stars that are well studied in the literature. Using
spectra of the Sun, HD32115 and 21 Peg, Sparti Simple was tested to confirm that
the fundamental parameters and chemical abundances calculated for each star match
previous results by Asplund et al. (2009), Fossati et al. (2011b) and Fossati et al.
(2009) respectively. Sparti was applied to the analysis of the magnetic stars HD24712
and   Coronae Borealis ( CrB). The aim for this analysis was to determine whether
Sparti is able to model an observed spectrum, and also to test whether the recovered
1Both Cossam Simple and Cossam are written by M.J. Stift
(http://www.ada2012.eu/cossam multi/index.html).
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magnetic configurations are unique or whether it finds a number of solutions. After
approximately 30 runs of Sparti, starting from random initial parameters, the results
found for HD24712, at convergence, were all consistent. The modelling of HD24712
returned values close to those previously found in the literature. The fit to the observed
spectrum is as good as previously published results, however the current spot model was
unable to fit the variable depth of the Nd lines. The star HD137909 shows evidence of
a stronger and more complicated magnetic field with complex abundance distributions.
The model Stokes IQUV profiles calculated by Sparti were able to fit the the width
of the spectral lines in Stokes I unlike the model by Bagnulo et al. (2001b). The fits
to the Stokes Q and V profiles were also good, however the fit to Stokes U was not.
This may be the result of the star having a field with more complexity than a dipole
+ quadrupole morphology. As a result of this finding, it is clear that the analysis of
a large sample of such stars is necessary to determine whether  CrB is uncommonly
complex or whether Ap stars exhibit a wide range of observed complexity. Either result
would provide strong constraints to the theory of how dynamo fields transition into
fossil fields. Furthermore, the analysis of abundance patterns in Ap stars requires the
consideration of stratification of elements in the stellar atmosphere not just the average
abundance.
Sparti Simple was used for the analysis of the young open cluster NGC6250.
This study is part of a large collaborative e↵ort to investigate the correlation between
the structure of the stellar photosphere and stellar age. Previous analysis of clusters as
part of this collaboration include the work by Kılıc¸og˘lu et al. (2016) (NGC6405) and
by Fossati et al. (2007), Fossati et al. (2008a), Fossati et al. (2010), and Fossati et al.
(2011a) (Praesape cluster and NGC5460). In the course of the study of NGC6250 an
in-depth cluster membership analysis was completed, using the proper motions, radial
velocity and BVJHK photometry (where available) for each of the observed stars. As
a result of this analysis 19 stars were found to be cluster members and new values for
the cluster mean proper motions, mean radial velocity, distance, age and reddening
parameters were provided. After completing the cluster membership analysis, the
spectra of the member stars were normalised and their fundamental parameters were
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determined. Then, the chemical abundances of the elements in the photospheres of
each of the member stars were calculated. The abundances obtained show that the
cluster has a metallicity of Zcluster = 0.018 ± 0.005 which is very close to solar. A
spectroscopic H-R diagram was constructed to determine masses and radii and it was
concluded that there was no evidence of statistically significant trends between the
stellar fundamental parameters and any of the chemical abundances contrary to what
was found by Fossati et al. (2011a). There is, however, the hint of an increase in mean
Ba abundance with cluster age but more clusters should be analysed to confirm this
trend.
During the course of my thesis I have obtained and reduced a number of spec-
tropolarimetric observations, using ISIS at the William Herschel Telescope and CAOS
at the Serra La Nave Telescope. The data obtained with CAOS of  CrB is used in
this thesis. The results from observations using ISIS are not strictly related to this
thesis but some are presented in the papers, for which I was a co-author, by Landstreet
et al. (2015) (A novel and sensitive method for measuring very weak magnetic fields
of DA white dwarfs) and by Landstreet et al. (2016) (Discovery of an extremely weak
magnetic field in the white dwarf LTT 16093 = WD2047+372). The remaining results
including observations of the interstellar medium, solar system objects and more white
dwarfs will be presented in further papers which are in preparation. In addition to
observing the data, I reduced and in some cases calculated the magnetic field strength.
In summary, this thesis provides the tools necessary to e ciently perform the
chemical abundance analysis of main sequence stars, and to model the Stokes IQUV
spectra of magnetic main sequence stars. This will make it possible to add a large
amount of data to constrain atomic di↵usion theory in stellar photospheres and for
the testing of the uniqueness and robustness of previous Zeeman/Magnetic Doppler
Imaging/Mapping (Z/MDI/M) results.
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8.1 Future Work
The work presented in this thesis continues the study of the evolution of chemical ele-
ments in the atmospheres of non-magnetic main-sequence F-, A- and B-type stars but
also presents the tools to study the evolution of chemical elements in the atmospheres
of magnetic main-sequence F-, A- and B-type stars. Furthermore with the inclusion
of molecular abundances and physics into Cossam, it will be possible to model the
magnetic fields of stars earlier than F-type using Sparti.
The work on NGC6250 is not the only contribution that I have made to the
analysis of open cluster stars. A second open cluster NGC6633 is being analysed
with Sparti Simple by Cesare Scalia (University of Catania). Cesare Scalia and
I have already established membership, determined the fundamental parameters and
performed a preliminary abundance analysis. This cluster is an order of magnitude
older than NGC6250 and so already allows us to directly compare two sets of data
obtained with the same methods. We took advantage of the e ciency of Sparti
Simple and decided to analyse not only the member stars but also the non-member
stars of both NGC6633 and NGC6250, this allows us to determine whether any trends
seen in the member stars are unique to that cluster or are also seen in the field stars. It is
anticipated that a paper presenting this work will be published by early Autumn 2016.
After the completion of the study of NGC6633 the results of all of the analysed clusters
will be combined, to investigate whether there is evidence for correlation between the
abundance of the chemical elements in the photospheres of stars and their age.
Further development of Sparti Simple is necessary to add Te↵ and log g of each
analysed star as free parameters in the Levenberg-Marquardt algorithm, which would
make the analysis of numerous stars very e cient. This is not as simple as including
Te↵ and log g in the array of free parameters in Sparti Simple. A number of steps are
performed prior to it being possible to run Cossam Simple, these include extracting
data from a model atmosphere at a certain Te↵ and log g to determine various line
properties. This is not in itself a problem since, this can and in fact is already part
of Sparti Simple to allow it to calculate vmic which is handled prior to Cossam
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Simple. The major challenge is that of memory allocation. Using Sparti Simple
it is quite normal to model synthetic spectra covering a range >1000A˚, this involves
keeping a very large amount of line information in memory for access. Currently,
however, to prevent overflow errors, allocation of memory is handled at the initiation
of a Sparti Simple run and cannot be changed throughout. The amount of memory
assigned and the size of various arrays in Cossam Simple are determined by the
number of lines that are in the spectra of a star which has a particular Te↵ and log g,
however this can vary significantly when the Te↵ and log g are changed. This means
if the code begins from a certain Te↵ and log g and then, in the process of finding
the best solution, it changes these values, the number of lines will also change which
would lead to a memory error. Considerations must also be given to the reliability
and uniqueness of the results calculated using this new code, since by adding Te↵ and
log g, Sparti Simple suddenly has a much greater degree of freedom than previously
and so it is important to thoroughly test results using both numerical simulations and
observed spectra. Once accomplished however this would represent a large upgrade
to Sparti Simple, given an observed spectrum and only very rough estimates of the
stellar fundamental parameters it would be possible to e ciently and accurately model
a non-magnetic star.
The inclusion of Te↵ and log g as free parameters in Sparti Simple coupled with
the extraordinary increase in data resulting from missions such as GAIA, means that
the analysis of the abundance evolution of elements in stellar photospheres will not
be limited to members of open clusters. GAIA will allow us to calculate the distance,
photometry and age of stars to an unprecedented accuracy. This means it will be
possible to include field stars into the study of chemical abundance evolution in stellar
photospheres. Large amounts of data is available in the archive for example that of
UVESPOP (Bagnulo et al. 2003) which includes the high resolution high signal-to-noise
spectra of over 300 stars covering a spectral range of 3040A˚–10400A˚. Sparti Simple
is ideally suited to performing chemical abundance analysis of a large number of stars
e ciently and so would make it possible to make good use of this dataset.
Further development of Sparti is also imperative, the first step is to include
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the possibility of a multipolar magnetic morphology. This would enable more realistic
modelling of stars with complex magnetic morphologies. Depending on the access to
large computer facilities, it would also be possible to parallelise not only individual
wavelength ranges, but also each model parameter. Since I currently run the code on
a 60-thread machine, it would not be unreasonable to require a computer with several
hundred cores. This would vastly reduce the execution time of Sparti, however once
again this would be challenging because of the large number of code structures which
would need to be moved. Currently, however, it is already possible to analyse magnetic
stars and so, in parallel with code development it will be possible to include magnetic
stars into the study of open clusters to investigate how magnetic fields and photospheric
chemical abundances evolve over the main sequence lifetime of stars.
Finally as a result of observing at the William Herschel Telescope using the ISIS
instrument, I have created a new data reduction pipeline (Isispipe) for spectropolari-
metric data. This code will be the first published pipeline dedicated to the reduction
of spectropolarimetric data for this instrument, and is e cient and well tested. I have
a paper in preparation to publish this code along with a characterisation of the instru-
ment.
Previously questions have been raised about the uniqueness and reliability of the
results obtained by Zeeman/Magnetic Doppler Imaging/Mapping, but also how best
to constrain di↵usion theory (Michaud 1970) using the results found by observation.
For an interesting discussion on the topic see Stift, Leone & Cowley (2012) and the
response by Kochukhov, Wade & Shulyak (2012). By applying Sparti Simple and
Sparti to a large sample of stars, with well defined ages, we should be able to answer
these questions.
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