I
n crossover trials each experimental unit receives two or more treatments through time; in the simplest case of two treatments, the subject is first given one of the treatments and then crosses over to the other treatment (Jones & Kenward 1989; Ratkowsky et al. 1993; Senn 1993a; Vonesh & Chinchilli 1997) . Thus, crossover studies differ from parallel studies where each subject is exposed to the same treatment for the duration of the experiment. In crossover trials at least one key covariate (treatment) changes within subject over time. As the comparison of treatments is made within subjects, each subject acts as its own control which increases statistical power to detect a direct treatment effect (e.g. Crowder & Hand 1990, page 101; Senn 1993a, pp. 201ff.) . This is particularly important when repeated testing of one subject is simpler than recruitment of new subjects. For these reasons, crossover trials are frequently used in behavioural experiments. However, crossover trials are often analysed inappropriately, as if they were typical matched-pairs designs, which they are not. The main problems are, first, not accounting for period effects (which leads to the inappropriate use of paired t tests in the two-treatment, two-period case) and, second, failure to consider carryover effects. (A treatment effect is the effect of a treatment at the time of its application, whereas carryover effects are effects of a treatment that persist after the end of the period, and a period is each occasion on which a treatment is applied; see Terminology below.)
For instance, in the 12 issues of Animal Behaviour from July 1998 to June 1999, there are 22 articles that use crossover designs in at least one experiment. Eight of these papers use variants of the two-treatment, twoperiod design (generally the typical 2 2 design); 17 papers use designs for more than two treatments. Results are analysed with paired t tests or Wilcoxon signed-ranks tests for two treatment designs, or with linear models (usually referred to as repeated measures ANOVA), and on a few occasions with methods specific for categorical data. Only two studies explicitly consider period effects, and one mentions that there are no effects of order of presentation (although the test is not explained); however no paper explains how potential carryover effects are dealt with. Counterbalancing (each treatment appears in each period the same number of times) is used in 11 papers. When counterbalancing is not used, order of presentation is 'randomized'. Thus, it seems that the majority of authors believe that counterbalancing or randomization of order of presentation, per se, will take care of any other nuisances (periods and carryovers) but, as we will see, this is not true. Authors seem unaware that carryover effects can bias their conclusions. The practical consequences of the analyses used in these papers are that: (1) if there are carryover effects, all reported results could be biased; (2) even in the absence of carryover effects, in the studies that do not use counterbalancing the estimates of direct treatment effects are biased if there are period effects; and (3) in studies that use counterbalancing, the estimates of the variance of direct treatment effects are inflated (i.e. they are larger than they should be) if there are period effects, making it more unlikely to reject the null hypothesis when it is false, and thus increasing type II error rates (and even if the study shows significant differences, the true direct treatment effect will be underestimated). Therefore, the conclusions reached in the majority of these papers are questionable: the lack of effects reported in some studies could be the consequence of inflated variances, and the significant effects reported in others could be the result of either period or carryover effects.
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