We analyze magnetic phases of monolayers of transition metal dichalcogenides that are two-valley materials with electron-electron interactions. The exchange inter-valley scattering makes two-valley systems less stable to the spin fluctuations but more stable to the valley fluctuations. We predict a first order ferromagnetic phase transition governed by the non-analytic and negative cubic term in the thermodynamic potential that results in a large spontaneous spin magnetization. Finite spinorbit interaction leads to the out-of-plane Ising order of the ferromagnetic phase. Our theoretical prediction is consistent with the recent experiment on electron-doped monolayers of MoS2 reported by Roch et al. [1].
Introduction. Multi-valley materials provide an alternative to spintronics where, instead of spin projections, multiple valleys are used as pure states for quantum bits. This additional valley degree of freedom also provides the ground for complex phase diagrams for multi-valley materials [2, 3] . Transition metal dichalcogenides (TMDs) [4] are particularly promising two-valley materials for valleytronics due to the large spin-orbit interaction (SOI) [5] [6] [7] [8] [9] [10] [11] [12] and the control of the valley polarization by external magnetic fields [12] [13] [14] . Large SOI also results in the valley-dependent light absorption which yields another way to control the valley polarization at low densities [15, 16] . Spontaneous valley polarization in TMDs was predicted theoretically using the Hartree-Fock approximation [17, 18] or the tight-binding model [19] . The spontaneous valley polarization has been detected experimentally at low fillings corresponding to the spin-locking regime [20] and agrees with the mechanism proposed in Ref. [19] .
Previous investigations that take into account Coulomb interactions either do not include the exchange inter-valley (EIV) scattering [17, 18] or consider low band-filling where the EIV scattering is forbidden due to spin-valley locking [19] . In this paper we go beyond this and consider the situation where the Fermi energy E F is larger than the SOI energy making the EIV scattering possible, see Fig. 1 . Quite remarkably, we find that EIV is important and favors a ferromagnetic instability over valley and spin-valley instabilities. We predict a first-order ferromagnetic phase transition governed by non-analytic terms in the thermodynamic potential that are special to two-dimensional systems. We also argue that the SOI breaks the O(3) symmetry of the ferromagnetic phase leading to the Ising order. Our theoretical prediction is consistent with the recent experiment in a monolayer of MoS 2 [1] , where the Ising ferromagnetic order has been detected.
The non-analytic terms in the thermodynamic potential for one-valley materials have been calculated in Refs. [21, 22] . These terms originate from the infrared electron-hole fluctuations near the Fermi surface in twodimensional (2D) interacting systems [23] . In one-valley systems with finite SOI, the rotational symmetry of the ferromagnet is reduced to the SOI symmetry making the spontaneous magnetization pinned to the SOI vector direction [24, 25] . The one-valley calculations [21] [22] [23] [24] [25] , however, cannot be applied to two-valley materials if the EIV scattering must be taken into account. Here, we perform such a calculation and show that these EIV terms, which are absent in one-valley calculations, have to be taken into account on the same footing as interaction contributions that appear also for one-valley systems.
Model. The electron spectrum of TMDs consists of two valleys and can be effectively described by the following free-particle Hamiltonian [12] :
where k = (k x , k y ) is the 2D momentum, m is the effective mass, α is the SOI vector, σ = (σ x , σ y , σ z ) are
The self-energy Σ (black circle) calculated within the self-consistent Born approximation. The blue wavy (dashed) line corresponds to the v (u) component of the effective interaction, see Eq. (4). The black double line is the total Green functionG = (G −1 −Σ) −1 , where G is the free-electron Green function. (b) The grand canonical potential Ω can be represented through the auxiliary potential Φ = −Tr{ΣG}, see Eq. (7) .
spin Pauli matrices, the index τ = ±1 indicates the valley, B = (B x , B y , B z ) is the magnetic field, as well as g s and g v are spin and valley g-factors, respectively. We refer to the second, third, and fourth term in Eq. (1) as spin, valley, and spin-valley couplings, respectively. The spectrum of the Hamiltonian H consists of four bands,
where s = ±1 (τ = ±1) is the spin (valley) index. The SOI in monolayers of TMDs originates from d-orbitals and leads to a valley-dependent spin splitting along the z-axis: α = (0, 0, α). The spectrum ε sτ (k) in the presence of an out-of-plane magnetic field B = (0, 0, B z ) is schematically presented in Fig. 1 .
In case of zero magnetic field, B = 0, and finite SOI, α = 0, there are two distinct regimes of the band filling: (i) two-band filling when the Fermi energy E F is smaller than the SOI, E F < α, and (ii) four-band filling when the Fermi energy is larger than the SOI, E F > α. The first regime corresponds to spin-valley locking [19, 20] meaning that the spin and valley are correlated, e.g. spin up (down) corresponds to τ = +1 (τ = −1). The EIV scattering due to Coulomb interaction is forbidden due to the spin-valley locking. In this case, a valley ferromagnet has been predicted [19, 20] . Here we consider the second regime of four-band filling, see Fig. 1 , which lifts the spinvalley locking and allows in particular the EIV scattering.
The N = 4 band filling results in strong Thomas-Fermi screening of the Coulomb interaction [22] :
where ν = m/(2π) is the 2D density of states, ǫ the dielectric constant, and a B = ǫ/(me 2 ) the effective Bohr radius with e being the electron charge. Such screening is only relevant for the momentum transfer q < ∼ k F , where k F is the Fermi momentum. As typically k F a B ≪ 1 in TMDs [7] , the term qa B in Eq. (3) can be neglected. The screened interactionṼ (q) is only valid for interaction matrix elements conserving the valley quantum number. In this case, the one-valley problem can be generalized to N fermion flavors [22] . However, in this paper we argue that the EIV scattering is the important player which crucially affects the phase diagram. The EIV matrix element is generally not subject to the Thomas-Fermi screening as it is already short range due to the large momentum transfer q = q 0 ≫ k F , where q 0 is the distance between two valleys in the first Brillouin zone. For further analysis, we introduce the dimensionless valleyconserving v and valley-flipping u matrix elements of the effective interaction:
In TMDs v and u are of the same order of magnitude as a B ∼ a 0 , where a 0 ∼ 1/q 0 is the lattice constant. In this work we focus on the case v > u [26] . Stoner instability. First, we examine the self-consistent Born (SCB) approximation which is justified here due to the large electron degeneracy N ≫ 1. The electron selfenergy Σ is represented in Fig. 2 (a) by the Fock diagrams written in terms of the total Green functionG = (G −1 − Σ) −1 , where G is the free-electron Green function. The self-energy Σ leads to the renormalization of the bare couplings in the Green function (details are given in the Supplemental Material (SM) [32]):
where 1 > v ± = v ± u > 0. In case of short-range interaction, this is the only effect of the SCB approximation. The non-interacting part of the grand canonical potential is given by Ω 0 = −Tr ln(−G −1 ), yielding explicitly
Here, Ω 0 is symmetric with respect to all the couplings. However, interactions lead to an asymmetry between the couplings, which is clear from the renormalization of the g-factors and the SOI, see Eq. (5) . In order to calculate these corrections to the grand canonical potential Ω, we use the auxiliary potential Φ = −Tr{ΣG} [see Fig. 2 
and its connection to Ω [33] :
where v, u are components of the effective interaction, see Eq. (4). Therefore, we first calculate Φ, then rescale the interaction v ± → λv ± and integrate over λ according to Eq. (7) . The calculations are outlined in the SM [32], while here we present the final result of the SCB approximation with the standard Stoner pole: The EIV scattering u results in the asymmetry between different couplings as v + > v − , which makes the system more susceptible to spin than to valley or spin-valley fluctuations. Therefore, within the SCB approximation, one can only expect the ferromagnetic Stoner instability. Non-analytic corrections and EIV scattering. The second-order Stoner instability can be described via the Ginsburg-Landau theory which assumes that the energy is analytic with respect to the order parameters. However, in 2D there is a non-analytic cubic correction to the thermodynamic potential (see Refs. [21, 22] ), which first appears in the diagrams presented in Fig. 3 . According to Refs. [22, 24] , this non-analytic correction leads to a first-order rather than to a second-order phase transition.
The diagrams in Fig. 3 (a), (b) are represented by the valley-conserving scattering and can be mapped onto the one-valley calculations [22, 24] . For example, the nonanalytic part of the diagram in Fig. 3 (b) vanishes here by the same reason as in the one-valley materials [22, 24] . Going beyond this, we now also consider contributions of the processes involving one or two EIV scattering events that are represented by diagrams in Fig. 3 (c), (d). The diagram in Fig. 3(d) is especially interesting because its sign is opposite to the diagrams in Fig. 3(a) , (c). We outline the details of calculation of these diagrams in the SM [32], while here we only discuss particular limiting cases.
In this paragraph we present three main limiting cases that are necessary to understand the phase diagram. We note that in this part we do not account for the SCB renormalization of the Green function -this will be discussed further below. First, we consider g v = 0 and α = 0, i.e. only the usual Zeeman term is included. In this case, the diagrams in Fig. 3(a) , (c) contribute:
where v F = k F /m is the Fermi velocity. If only the valley Zeeman term is present all three non-trivial diagrams in Fig. 3(a) , (c), (d) contribute:
If only the SOI term is non-zero, the non-analytic correction is given by the following expression:
Again, we assume v > u to avoid the Cooper instability. Under this condition, the spin Zeeman correction given by Eq. (9) gains the largest prefactor. The SCB renormalization of diagrams for Ω is not equivalent to the substitution of the SCB Green functioñ G for the free-electron Green function G in the diagrams in Fig. 3 . Instead, in order to account for the dressing of the Green function properly, one has to calculate similar diagrams for the Φ-potential and then apply Eq. (7) to calculate Ω. The Φ-potential is convenient because one can perform the diagrammatic summation for it, i.e. one indeed can just replace the bare couplings by the renormalized ones which will result in the Stoner poles (1−v ± ) −3 for the cubic correction. However, the integration over the scale λ in Eq. (7) lifts one power of (1 − v ± ), see the SM [32]. For example, Eq. (9) is modified within the SCB approximation as follows:
Similarly, one has to add stars in Eqs. (10), (11) and multiply by the factor (1 − v − ). Note that these nonanalytic cubic corrections are negative. In order to describe the phase transitions properly, we have to change from the grand canonical potential Ω expressed in terms of external couplings to its Legendre transform E(M s , M v , M α ) expressed in terms of the conjugate magnetization variables:
with corresponding magnetizations given by
which minimize E(M s , M v , M α ). For example, the SCB approximation [see Eq. (8)] transforms into
with the corresponding magnetizations rewritten in terms of the renormalized couplings as [see Eq. (5)]
Performing the Legendre transform and accounting for the non-analytic terms, one gets the cubic corrections to the E-functional:
where δΩ SCB represents the non-analytic cubic correction to the grand canonical potential [see Eq. (12) and Fig. 3 ] with the SCB dressing of the electron Green function.
Ordered phases. Next, we analyze the energy functional E given by Eqs. (15) and (17) . Above only one of the fields (order parameters) g s B, g v B z , α (M s , M v , M α ) was assumed to be non-zero. Among these three cases, the M s terms result in the lowest energy. However, in real materials there is a finite SOI, α = (0, 0, α * ), meaning M α = 0. Non-zero M α is not related to the spontaneous symmetry breaking as the SOI can be envisioned here as an external valley-dependent magnetic field directed along the z axis that explicitly breaks the O(3) rotational symmetry down to the Ising symmetry, i.e. the spin magnetization M s in each valley prefers to be along the z-axis. Therefore, the spontaneous spin magnetization is also directed along the z axis: M s = (0, 0, M z ). Here we present two limiting cases: (i) strong SOI, να * ≫ M z , and (ii) small SOI, να * ≪ M z . We also have to revise similar limits with M v instead of M z . However, it turns out that the M v terms gain the smaller prefactors than the M z terms which allows one to conclude that there is no spontaneous valley polarization M v = 0. In case of strong SOI, να * ≫ |M z |, the cubic correction is given by [32] 
In the opposite limit of small SOI, Eqs. (12) and (17) apply:
Thus, strong SOI results in the reduction of the prefactor from (4v 2 + 2u 2 ) in case of no SOI to (2v 2 + 2u 2 ). The cubic terms in Eqs. (18) and (19) have a negative sign, i.e. they favor a ground state with maximal possible magnetization. The phase transition occurs when the negative cubic correction becomes larger in absolute value than the quadratic term in Eq. (15) . The new ground state of the electron system is fully spin-polarized, meaning that |M z | ≫ να * and one can apply Eq. (19) . Moreover, the cubic correction given by Eq. (19) has the largest possible prefactor in this case. If one assumes a valley polarized ground state, the corresponding prefactor in the cubic term will be smaller. Therefore, we conclude that, in the case when E F ≫ α * , there are only two possible phases: (i) the trivial paramagnetic phase and (ii) the spin ferromagnet with zero valley magnetization. The phase transition is of the first order.
Finally, we stress that a large spontaneous spin magnetization |M z | is predicted for the regime E F ≫ α * and corresponds to the filling of four bands in the trivial phase (without spontaneous magnetization). If the electron-electron interaction is strong enough such that the cubic term dominates over the quadratic SCB term, only two bands of four with the same spin projections are filled in the ferromganetic phase. The magnetization axis is pinned to the SOI direction, which results in the Ising order of the ferromagnetic phase. The opposite limit of low filling when E F < α * , corresponding to the spin-valley locking regime, was considered in Ref. [19] .
Conclusions. We predict the Ising ferromagnetic phase with large spontaneous magnetization in monolayers of TMDs in case of E F ≫ α * , coming from the special role of electron-electron interactions in 2D which gives rise to unusual cubic magnetization terms with a negative sign. The Ising order is due to the finite SOI which breaks the O(3) rotational symmetry. The phases with non-zero spontaneous valley polarization cannot develop for E F ≫ α * due to the EIV scattering. The valley polarized phases, however, can appear at low filling, i.e. E F < α * , where the EIV scattering is forbidden due to the spin-valley locking [19] . While our theoretical prediction agrees with recent experiments on MoS 2 monolayers based on exciton spectra [1] , it might be interesting to look for the spontaneous spin polarization directly by e.g. magnetization measurements. In this section, we outline the calculation of secondorder diagrams that first contribute to the non-analytic cubic correction to the grand canonical potential Ω, see Fig. 1 . The derivation of these diagrams follows the recipe proposed in Refs. [2] [3] [4] .
We start from the free-particle Hamiltonian given by Eq. (1) in the main text,
which describes the lowest conduction band in TMDs [1] . The free-particle Matsubara Green function corresponding to this Hamiltonian reads:
where K = (k, ω) stands for the momentum k = (k x , k y ) and the Matsubara frequency ω. The summation is performed over the spin index s = ±1 labeling the eigenenergies of the Hamiltonian Eq. (1). The projectorsΓ s τ and corresponding diagonal components g s τ (K) of the Green function take the form:
where ξ k = k 2 /(2m) − E F is the excitation energy, and
Here, ∆ τ = |∆ τ | is the gap opened in the spectrum of the τ valley:
The projectorsΓ s τ have the property:
where δ ss ′ is the Kronecker symbol.
In all diagrams to follow we assume the effective contact interaction:
where v (u) is the valley conserving (flipping) matrix elements, see Eq. (4) in the main text. The algebraic representation of all four diagrams in Fig. 1 is the following:
where ν = m/(2π) is the 2D density of states; G τ (K) is the Green function defined by Eq. (2); traces are taken over the spin indexes. Notice the additional factor of 2 in Ω d which comes due to the fact that Ω d is represented by two diagrams: one is shown in Fig. 1(d) one is obtained by swapping dashed and wavy interaction lines. First, we calculate the spin traces using the diagonal Green function expansion [see Eq. (2)] and the main property of the projectors [see Eq. (7)]. For example, the trace in the diagram shown in Fig. 1(d) yields the following:
where, next, we use the fact thatΓ s2
τ1 . Therefore, the only non-trivial trace that we get from the diagrams in Fig. 1 is the following:
where ∆ ± are given by Eq. (6) . Second, we perform the summations over K and P momenta by merging the Green functions into a particlehole bubble:
where P ss ′ τ τ ′ (Q) is the so-called dynamic part of the particle-hole bubble [2] [3] [4] . In fact, we only have to account for the dynamic part of these bubbles because here we use the effective interaction [see Eq. (8) ] which is the original Coulomb interaction screened by the static part of the particle-hole bubbles. With this, we get the following expressions for the diagrams:
The non-analyticity comes from the vicinities of two special points of the particle-hole bubble P ss ′ τ τ ′ (Q), Q = (q, ε): (i) the Landau damping at q = 0, ε = 0 and (ii) the Kohn anomaly at q = 2k F , ε = 0, where k F is the Fermi momentum. The Landau damping only contributes if at least one of the bubbles does not have both s = s ′ and τ = τ ′ , see Refs. [3, 4] . Therefore, in our case, the Landau damping contributes to Ω c and Ω d only. For the Kohn anomaly only the difference in chemical potentials of two particle-hole bubbles is important [3] . Therefore, the Kohn anomaly does not contribute to Ω b and Ω d because two particle-hole bubbles are identical there. This simple analysis readily shows that neither Landau damping nor Kohn anomaly contribute to Ω b , meaning that Ω b is analytic with respect to all couplings.
Next, we calculate the Landau damping contributions using the following approximation of the particle-hole bubble at small Q = (q, ε) [2, 3] :
where v F = k F /m is the Fermi velocity and
. Integration over q can be done with the help of the following identity:
where we have regularized the ultraviolet divergence by subtracting the integral at ∆ 1 = ∆ 2 = 0. Therefore, the Landau damping contribution is the following:
where the index L of the sum indicates that Q is in the vicinity of the Landau damping point, F (z) represents the sum over ε = 2πnT , with T being the temperature (Boltzman constant k B = 1), and n is an integer:
This sum is ultraviolet divergent. However, we only need the essential dependence on z, meaning that one can ignore the divergent part by rewriting the sum in terms of a contour integral. The integration over the logarithm branch cut readily yields the following representation [3] :
Therefore, the Landau damping contribution is given by Eq. (23) with the function F (z) given by Eq. (25) . At small temperature T → 0, the argument of F in Eq. (23) is large and one can use the asymptotic expansion:
Importantly, Eq. (26) demonstrates the non-analytic behavior of the Landau damping contribution. In order to calculate the Kohn anomaly contribution, we will use the trick from Ref. [3] . First of all, for the Kohn anomaly only the difference δE F in chemical potential matters:
where the index K of the sum indicates that Q is in the vicinity of the Kohn anomaly. The difference δE F in chemical potential is the following:
where ∆ s τ is given by Eq. (5) . Next, we notice that Eq. (27) is very similar to the Q-integral of P ↑ P ↓ in Ref. [3] where P ↑ (P ↓ ) are particle-hole bubbles corresponding to the spin up (down) in a one-valley Fermi gas with Zeeman field. In Ref. [3] it is shown that one can rewrite the Kohn anomaly contribution of P ↑ P ↓ as the Landau damping contribution of P 2 ↑↓ , where P ↑↓ is the particle-hole bubble constructed from up and down components of the Green function. Applying this trick to Eq. (27), we get:
Applying next Eq. (23) we obtain the Kohn anomaly contribution:
where δE F is given by Eq. (28) . Using Eqs. (23) and (30), we get the non-analytic parts of the diagrams in Fig. 1 :
Here, ∆ ± = |∆ ± |, see Eq. (6) . We emphasize that Eqs. (31)-(33) represent the main technical result of this paper. However, these equations are still quite cumbersome, so in the next section we consider only some limiting cases.
LIMITING CASES AT T = 0
The non-analyticity is especially sharp at T = 0, so we only consider this limit. At T = 0, we can make use of the asymptotic value of the F -function defined by Eq. (26). Let us start from the cases when only one coupling is non-zero. If α = 0, g v = 0, g s = 0, then ∆ τ = g s B/2, ∆ + = ∆ − = |g s B|/2 and B s1s2 = δ s1s2 . The total sum of these diagrams then yields:
In this case only diagrams in Fig. 1(a) ,(c) contribute. If g s = 0, α = 0, g v = 0, then ∆ ± = 0 and s1 B s1s2 = 1. This results in the following non-analyticity:
Finally, if g s = g v = 0, α = 0, then ∆ τ = ατ /2, ∆ + = ∆ − = |α|/2 and B s1s2 = δ s1−s2 . Substituting this in Eqs. (31)-(33) results in the following:
In the main text we also consider the situation when |α| ≫ |g s B|, g v = 0. In this case the cubic nonanalyticity only survives for the z-component of the magnetic field which is collinear with the SOI α = (0, 0, α), see Eq. (6) . In this case the |α| 3 term is given by Eq. (36) but one also gets the |g s B z | 3 term that comes from the (∆ + − ∆ − )-terms of Eqs. (31)- (33) :
The prefactor in Eq. (37) is smaller compared to the one in Eq. (34) due to the presence of the SOI. As we always assume u < v, the pure Zeeman term [see Eq. (34)] gains the largest prefactor among the considered limiting cases.
SELF-CONSISTENT BORN APPROXIMATION
The self-consistent Born (SCB) approximation for the self-energy is generally good for systems with large number N of fermion flavors. In our case, N = 4, so we can apply it. The SCB approximation is given by the Dyson equation shown in Fig. 2(a) :
whereG τ (P ) = [G −1 τ (P )−Σ τ (P )] −1 is the dressed Green function, G τ (P ) is the bare Green function Eq. (2). The sum over P in Eq. (38) yields the following:
where ∆ τ is given by Eq. (6) . Substituting this back into Eq. (38) yields:
where v ± = v ± u. Substituting this into the dressed Green function yields the bare Green function defined in Eq. (2) with the renormalized couplings:
As the perturbation series for the thermodynamic potential contains 1/n factor for the n th order diagrams, one cannot just dress Green functions in Ω. To resolve this issue one has to consider an auxiliary potential Φ = −Tr{ΣG}, see Fig. 2(b) , with rescaled effective interaction and use the following connection to the thermodynamic potential [5] :
where Ω 0 = −Tr ln −G −1 is the non-interacting part, with the free-electron Green function G given by Eq. (2). The calculation of Ω 0 is elementary:
The Φ-potential within the SCB approximation reads:
where Tr here is the trace over spin indexes. Using Eqs. (39) and (40), we get the following result:
Next, we have to rescale the interaction v ± → λv ± and apply Eq. (42) in order to calculate the thermodynamic potential Ω:
The non-analytic correction to Ω SCB must be dressed accordingly. The dressing in the Φ-potential is equivalent to adding stars to the couplings, see Eq. (41). As we are only interested in the limiting cases Eqs. (34)-(37), such dressing results in the factors (1 − v ± ) −3 . For example, let us consider the case corresponding to Eq. (34):
where A is some constant which is not important here. Substituting it in Eq. (42) and integrating over λ yields
where δΩ * corresponds to Eq. (34) with g s → g * s . In other words, we cannot merely substitute stars in the cubic corrections Eqs. (34)-(37) but also have to multiply by the corresponding factor 1 − v ± . Notice that the same is true for Ω SCB [see Eq. (46)], which can be considered as Ω 0 [see Eq. (43)] with renormalized couplings defined by Eq. (41) and multiplied by the corresponding factor 1 − v ± .
