DE is population-based stochastic global optimization algorithm. Several DE variants or strategies exist. The classical DE algorithm has been applied to several microwave structures and antenna design problems. One of the DE advantages is the fact that very few parameters have to be adjusted in order to produce results. Recently a new version of the DE algorithm has been applied to numerical benchmark problems that self-adapts these control parameters [7] . In this paper self-adaptive DE (SADE) is used for wideband Eshaped patch antenna design. It is compared with PSO variants and the classical DE/rand/1/bin strategy. The numerical results show the advantages of this approach. This paper is organized as follows: Section II describes the PSO algorithms details. The presentation of the DE/rand/1/bin strategy and SADE details is given in Section III. The Eshaped patch optimization details are given in Section IV.
I. INTRODUCTION
The use of microstrip patch antennas in wireless communications systems provides several advantages like low profile, low cost and ease of fabrication. E-shaped patch antennas [1] , [2] by cutting slots in the patch to introduce multiple resonances, extend the rectangular patch functionality and bandwidth. They are suitable for dual-band or wide-band designs. The design of such antennas requires the determination of the geometrical parameters of the antenna (such as the patch dimensions and the feed position) that satisfy the design requirements at the desired frequencies. Evolutionary algorithms like Particle Swarm Optimization (PSO) [3] and Differential Evolution (DE) [4] have been in several occasions [5] , [6] applied to E-shaped patch antenna design.
DE is population-based stochastic global optimization algorithm. Several DE variants or strategies exist. The classical DE algorithm has been applied to several microwave structures and antenna design problems. One of the DE advantages is the fact that very few parameters have to be adjusted in order to produce results. Recently a new version of the DE algorithm has been applied to numerical benchmark problems that self-adapts these control parameters [7] . In this paper self-adaptive DE (SADE) is used for wideband Eshaped patch antenna design. It is compared with PSO variants and the classical DE/rand/1/bin strategy. The numerical results show the advantages of this approach. This paper is organized as follows: Section II describes the PSO algorithms details. The presentation of the DE/rand/1/bin strategy and SADE details is given in Section III. The Eshaped patch optimization details are given in Section IV.
Section V has the numerical results. Finally the conclusion is given in Section VI.
II. PARTICLE SWARM OPTIMIZATION In PSO each particle position is updated by following two optimum values. The first one is the best solution (fitness) that has been achieved so far. This value is called pbest. Another important parameter for PSO is the global best value obtained so far by any particle in the swarm. This best value is called gbest. Each D-dimensional vector of positions represents a possible solution. The position vector of the i th particle is 1 2 ( , ,... ,..... )
The most commonly used algorithm defines that the velocity of the i th particle for every problem dimension is updated with the following equation: The population is initialized randomly from a uniform distribution. Each D-dimensional vector represents a possible solution. This is expressed as:
The population is initialized as follows:
Where The initial population evolves in each generation with the use of three operators: mutation, crossover and selection. Depending on the form of these operators several DE variants or strategies exist in the literature [4, 9] . The most popular is the one known as DE/rand/1/bin strategy. In this strategy a mutant vector v for every target vector iG x is computed by:
where 1 2 3 , , r r r are randomly chosen indices from the population, and F is a mutation control parameter. After mutation the crossover operator is applied to generate a trial vector ( ) . DE uses a greedy selection operator. According to this selection scheme for minimization problems:
, otherwise [7] . Therefore by using the selfadaptive algorithm the user does not have to adjust the F and CR parameters while the time complexity does not increase. More details about the Self-adaptive DE algorithm can be found in [7] . SADE has been applied successfully to the microwave absorber design problem [12] .
IV. E-SHAPED PATCH OPTIMIZATION The geometry of an E-shaped patch antenna is given in Fig.  1 . Two parallel slots are incorporated into the rectangular patch. A coaxial feed is used, which introduces two possible lengths to generate different resonant frequencies. The antenna geometry complexity makes it difficult or even impossible to estimate the effect of each design parameter in order to achieve the desired antenna performance. Therefore an optimization technique is suitable to address this design problem.
The design parameters are six ( , , , , , )
W L W L P P . These are the patch width W, the patch length L, the slot width W s , the slot length L s , the slot position P s and the feed position P x . The ground plane size is fixed at 60mmX60mm and a 5.5mm thick air substrate is used as in [6] . The design goal is to minimize the S 11 magnitude in two frequencies 5GHz and 5.5 GHz. This design problem is therefore defined by the minimization of the objective function: This optimization problem requires the use of a numerical method. Therefore all the algorithms have to be combined with an EM solver software. The E-shaped patch antenna was modeled in FEKO [13] . FEKO is a commercially available hybrid MoM/FEM software. In order to integrate the in-house source code of the evolutionary algorithms with FEKO, a wrapper program was created. FEKO except of using a graphical user interface offers the option to run the EM solver engine from command line. It requires an input file that defines the model geometry. This input file uses a script language that allows users to define variables and control options like the frequency range, the number of frequency points and the required data in the output file. The wrapper creates a FEKO input file for each random vector created by the algorithms and runs FEKO. The output file, which in our case is defined to contain the frequency and the S-parameters is read by the wrapper and the cost function is evaluated. Fig. 1 Geometry of a E-shaped patch antenna V. NUMERICAL RESULTS The self-adaptive DE algorithm is used for E-shaped patch antenna design case. In order to validate the algorithm's efficiency it is compared against three other evolutionary algorithms. These are: the Inertia Weight PSO (IWPSO), the Constriction Factor PSO (CFPSO) [8] and the standard DE algorithm with DE/rand/1/bin strategy. The objective function was that given in (10) .
For each algorithm the best, worst, mean and the standard deviation values are presented. All the algorithms have been compiled with Borland C++ Builder compiler. The C source code for the DE algorithm was the one given by Rainer Storn in http://www.icsi.berkeley.edu/~storn/code.html. This code was modified to add the self-adaptive DE strategy. In the standard DE F was set to 0.5 and CR to 0.9. In the PSO algorithms c 1 , c 2 are set equal to 2.05. The velocity is updated asynchronously. A population of 10 vectors is selected for all algorithms. The total number of generations is set to 200. All algorithms are executed 10 times. Table I presents the statistical results of the objective function values for each algorithm. Self-adaptive DE seems to perform better than the other algorithms. It is interesting to notice that the self-adaptive DE has found the best value and the smaller standard deviation and mean values. Both the DE algorithms clearly outerperform the PSO algorithms. IWPSO has found a better best value than CFPSO but CFPSO has produced better mean and standard deviation values than IWPSO.
The convergence rate graph is given in Fig. 2 . Selfadaptive DE has a faster convergence speed than the other algorithms. The DE algorithms converge faster than the PSO algorithms. Regarding the PSO algorithms CFPSO seems to converge faster than the IWPSO algorithm. The frequency response of the best designs found by Selfadaptive DE (Des 1) and classical DE (Des 2) algorithms is given in Fig. 3 Table II has the design parameters in mm for both designs found.
The surface current distribution for design Des 1 and Des 2 at 5GHz and 5.5GHz is shown in Fig. 4 . VI. CONCLUSIONS A novel E-shaped patch antenna design method using Selfadaptive DE has been presented. Self-adaptive DE clearly outerperforms the PSO algorithms. Compared with the classical DE algorithm self-adaptive DE has a faster convergence rate and produces in average better results. The main advantage is the fact that it requires only the adjustment of two parameters: the population size and the number of iterations. The design case that has been presented shows the efficiency of the proposed approach. This design method can easily be expanded to other antenna design cases combined with an EM solver.
