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Abstract
We show that if {sk}∞k=1 is the sequence of all zeros of the L-function L(s, ) :=
∑∞
k=0(−1)k(2k + 1)−s
satisfying Re sk ∈ (0, 1), k = 1, 2, . . . , then any function from span {|x|sk }∞k=1 satisﬁes the pointwise rapid
convergence property, i.e. there exists a sequence of polynomialsQn(f, x) of degree at most n such that ‖f −
Qn‖C[−1,1]C(f )En(f ), n=1, 2, . . . , and for every x ∈ [−1, 1], limn→∞(|f (x)−Qn(f, x)|)/En(f )=
0, where En(f ) is the error of best polynomial approximation of f in C[−1, 1]. The proof is based on
Lagrange polynomial interpolation to |x|s , Re s > 0, at the Chebyshev nodes. We also establish a new
representation for |L(x, )|.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The main purpose of this paper is to prove a surprising result in approximation theory on
pointwise rapid convergence of polynomial approximants to some continuous functions. We also
establish a new representation for the absolute value of a special L-function. These results are
based on Lagrange polynomial interpolation to the function
fs(x) := |x|s , Re s > 0,
at the Chebyshev nodes.
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Throughout the paper C[a, b] is the Banach space of all complex-valued continuous functions
on the interval [a, b] of the real axisR with the uniform norm ‖f ‖C[a,b] := maxx∈[a,b] |f (x)|, and
ws is the branch of this function in the complex plane C cut along the negative real axis deﬁned
by ws := exp(s(log |w| + i argw)). Also, C,C1, . . . , denote positive constants independent of
n,m, x, y, , B, ε, P . We write C = C() to indicate dependence on a parameter . The same
symbol does not necessarily denote the same constant in different occurrences.
Let Pn be the set of all algebraic polynomials of degree at most n with complex coefﬁcients,
and let L2n(f, ·) ∈ P2n be the unique Lagrange interpolation polynomial to f ∈ C[−1, 1] at the
Chebyshev nodes t0 = 0 and tk = cos (k−1/2)2n , k = 1, . . . , 2n, which are the zeros of xT2n(x),
where
Tm(x) := (1/2)((x +
√
x2 − 1)m + (x −
√
x2 − 1)m)
is the Chebyshev polynomial of degree m. We shall also use the following function:
Fs(x) := (4/) sin(s/2)
∫ ∞
0
vs−1
(1 + (v/x)2)(ev + e−v)dv,
where Fs(0) := limx→0 Fs(x) = 0.
We ﬁrst discuss some asymptotic properties of Lagrange polynomial interpolation to fs . The
function |x|s , s > 0, has played an important role in approximation and interpolation theory
[1–3,9,14,21,28,29]. In particular, the asymptotic behavior of the interpolation error s(x) :=
|x|s − L2n(fs, x) as n → ∞, where s > 0 and x ∈ [−1, 1], was studied by Bernstein [3], the
author [9], and Lubinsky [14]. Revers [21] established an upper estimate for ‖s‖C[−1,1], where
s ∈ (0, 2/3) ∪ {1}. An asymptotic formula for ‖s‖Lp[−1,1], where s > 0 and 0 < p∞, was
found in [9]. The case p = ∞ was discussed in [3,14]. Here we extend the asymptotic formula
for s(x) to a complex s with Re s > 0.
Theorem 1. Let s be a complex number such that Re s > 0 and s = 2, 4, . . . . Then for any
x ∈ [−1, 1] and every natural number n, we have
|x|s − L2n(fs, x) = (−1)n(2n)−s T2n(x)(Fs(2nx)(1 + n(x)) + n(x)), (1.1)
where n(0) = 0 and
‖n‖C[−1,1]C1n−1/3, ‖n‖C[−1,1]C2nRe s exp(−C3n1/3). (1.2)
This asymptotic for a real s > 0 was found in [9]. The proof of a weaker version of (1.1) for
s > 0 was outlined in [3, p. 100] (see also [14]).
Let
L(s, ) :=
∞∑
k=0
(−1)k(2k + 1)−s (1.3)
be the L-function with the character  modulo 4 [20, Section 4.2] deﬁned by
(n) =
{
(−1)(n−1)/2, n is odd,
0, n is even, n = 0, 1, . . . .
Note that the Dirichlet L-functions play an important role in study of primes in arithmetic
progressions [20, Chapter 4]. The Generalized Riemann Hypothesis on the location of their
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zeros is one of the most challenging problems in contemporary mathematics. In this paper, we
study some properties of the special L-function L(s, ) but according to the Deuring–Heilbronn
Phenomenon, the behavior of one L-function near s = 1 inﬂuences the similar behavior of other
L-functions [25].
A new representation for |L(s, )| follows from Theorem 1.
Corollary 1. Let s be a complex number such that Re s > 0 and s = 2, 4, . . . . Then for every
x ∈ [−1, 0) ∪ (0, 1], the following relation holds:
|L(s, )| = ((4/)|sin(s/2)(s)|)−1 lim sup
n→∞
(2n)Re s | |x|s − L2n(fs, x)|. (1.4)
For a real s > 0, Corollary 1 was established in [9].
We shall also apply Theorem 1 to pointwise polynomial approximation of continuous functions.
We deﬁne the error of best uniform approximation of f ∈ C[−1, 1] by
En(f ) := inf
P∈Pn
‖f − P ‖C[−1,1].
The problem of ﬁnding polynomial approximants that converge rapidly to a continuous func-
tion f on subsets of [−1, 1] has attracted much attention since the 1950s. In particular, Kadec [12]
proved that best polynomial approximants do not give better approximation to f on subintervals
of [−1, 1], and Timan [27,28] showed that the rate of polynomial approximation to a continu-
ous function could be improved at the end points; see surveys [4,22] for further references and
generalizations.
For a piecewise analytic function f ∈ C[−1, 1], Saff and Totik [23] found approximants
Q∗n(f, x) ∈ Pn, n = 1, 2, . . . , such that for every  > 1,
|f (x) − Q∗n(f, x)|C1(f )En(f ) exp(−C2(f ) n (d(x))), x ∈ [−1, 1], (1.5)
where d(x) measures the distance from x to the ﬁnite set of points of singularity of f. A similar
result with En(f ) replaced by a constant C(f, x) for analytic functions on an open subset of
[−1, 1] was discussed in [11]. Gaier [5] showed that there exists a sequence of linear operators
Gn(f, x) : C[−1, 1] → Pn satisfying the conditions:
‖f − Gn(f, ·)‖C[−1,1]C3(f ) exp(−C4n) + En/6(f ),
|f (x) − Gn(f, x)|C5(f )ε−4 exp(−C6ε2n)
for every x ∈ [−1, 1] such that f is regular in the complex ε-neighborhood of x. Sequences of
operators that could detect the analytic or smooth behavior of f on an interval were constructed
by Mhaskar and Prestin [15,16].
It follows immediately from (1.5) that
‖f − Q∗n‖C[−1,1]C1(f )En(f ), n = 1, 2, . . .
and
lim
n→∞ |f (x) − Q
∗
n(f, x)|/En(f ) = 0
for all x ∈ [−1, 1] except a ﬁnite set of the singular points of f.
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Deﬁnition. We say that a function f ∈ C[−1, 1] satisﬁes the pointwise rapid convergence
property (PRCP) if there exists a sequence of polynomials Qn(f, x) ∈ Pn such that
‖f − Qn‖C[−1,1]C(f )En(f ), n = 1, 2, . . . (1.6)
and for every x ∈ [−1, 1],
lim
n→∞ |f (x) − Qn(f, x)|/En(f ) = 0. (1.7)
In other words, on the one hand, Qn is a near-best global approximant, and on the other hand,
it provides better rate of approximation at every point than the global rate.
Here we establish a surprising fact that there exist inﬁnitely many even and odd functions that
satisfy PRCP. We also ﬁnd the rate of decay of |f (x) − Qn(f, x)|/En(f ).
We ﬁrst note that the polynomial Pn = P(f, ·) ∈ Pn of best approximation to f ∈ C[−1, 1]
that obviously satisﬁes condition (1.6) with C = 1 is not a good approximant for pointwise
approximation. More precisely, for any ε ∈ (0, 1) the set Dε of the points x ∈ [−1.1] satisfying
the relation
lim sup
n→∞
|f (x) − Pn(x)|/En(f )1 − ε (1.8)
is dense in [−1, 1]. Indeed, using the fact that the extremal points of {f − Pn}∞n=0 are dense in[−1, 1] (see [12,22]), for any closed interval I1 ⊆ [−1, 1] we can ﬁnd a nested sequence of closed
intervals {Ik}∞k=1 and a sequence {nk}∞k=1 such that infx∈Ik |f (x)−Pnk (x)|(1−ε)Enk (f ), k =
1, 2, . . . . Then (1.8) holds for every point x ∈⋂∞k=1 Ik . ThereforeDε∩I1 = ∅ andDε is dense in[−1, 1]. However, we shall show that for some functions the Lagrange interpolation polynomial
at the Chebyshev nodes is a good approximant globally and locally.
Next we note that if the restriction of an odd function f ∈ C[−1, 1] to [0, 1] is analytic, then
f satisﬁes PRCP. Indeed, it follows from (1.5) that for Qn(f, x) := (Q∗n(f, x) − Q∗n(f,−x))/2,
we have f (0) − Qn(f, 0) = 0, and for 0 < |x|1,  > 1,
|f (x) − Qn(f, x)|/En(f )C1(f ) exp(−C2(f ) n |x|).
Hence (1.7) holds for every x ∈ [−1, 1], while (1.6) follows from (1.5). In particular, any function
from the set Mo := span{(sign x)x2k}∞k=1 satisﬁes PRCP. Note also that by the Weierstrass
Approximation Theorem,Mo is dense in the spaceCo[−1, 1] of all odd functions fromC[−1, 1].
The problem of ﬁnding a class of even functions satisfying PRCP is solved in Theorems 2
and 3 (the proof of a weaker result was outlined in [10]). We remark that these functions are not
piecewise analytic.
Let S := {sk}∞k=1 be the set of all zeros of L-function (1.3) satisfying the condition 0 < Re sk <
1, k = 1, 2, . . . . It is known [20, Chapter 7, Theorem 3.4] that this set is countable.
Theorem 2. Let gk be one of the functions fsk , Re fsk , Im fsk . Then
‖gk − L2n(gk, ·)‖C[−1,1]C(sk)E2n(gk), n = 1, 2, . . . , k = 1, 2, . . . (1.9)
and for every x ∈ [−1, 1],
lim
n→∞ |gk(x) − L2n(gk, x)|/E2n(gk) = 0, k = 1, 2, . . . . (1.10)
Moreover,
gk(0) − L2n(gk, 0) = 0, n = 1, 2, . . . , k = 1, 2, . . . (1.11)
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and for x ∈ [−1, 0) ∪ (0, 1], k = 1, 2, . . . ,
C1(sk)x
−2 lim sup
n→∞
n2 |gk(x) − L2n(gk, x)|/E2n(gk)C2(sk)x−2. (1.12)
The next result shows that it is possible to extend relations (1.9) and (1.10) to functions from
Me := span{gk}∞k=1.
Theorem 3. Let g be one of the functions
c0 +
N∑
k=1
ckfsk , Re
(
c0 +
N∑
k=1
ckfsk
)
, Im
(
c0 +
N∑
k=1
ckfsk
)
, N = 1, 2, . . . ,
where c0 ∈ C, ck ∈ C, sk ∈ S, 1kN , and∑Nk=1 |ck| > 0. Then
‖g − L2n(g, ·)‖C[−1,1]C(g)E2n(g) (1.13)
and for every x ∈ [−1, 1],
lim
n→∞ |g(x) − L2n(g, x)|/E2n(g) = 0. (1.14)
As an immediate consequence of Theorem 3, we obtain an analogue of this theorem for 2-
periodic continuous functions and approximation by trigonometric polynomials. Let Tn be the
class of all trigonometric polynomials of degree at most n with complex coefﬁcients.
Corollary 2. Let  be one of the functions
c0 +
N∑
k=1
ck| cos y|sk , Re
(
c0 +
N∑
k=1
ck| cos y|sk
)
,
Im
(
c0 +
N∑
k=1
| cos y|sk
)
, N = 1, 2, . . . ,
where c0 ∈ C, ck ∈ C, sk ∈ S, 1kN , and ∑Nk=1 |ck| > 0. Then there exists a sequence
R2n ∈ T2n such that
‖− R2n‖C[0,2]C() E∗2n(), n = 1, 2, . . .
and for every y ∈ [0, 2),
lim
n→∞ |(y) − R2n(y)|/E
∗
2n() = 0,
where E∗2n() := infT ∈T2n ‖− T ‖C[0,2].
The proof of Theorem 1 is given in Section 2. Theorems 2, 3 and Corollary 1 are proved in
Section 4. In Section 3 we discuss estimates for the polynomial approximation error of functions
with singularities. These results are used in the proofs of Theorems 2 and 3. Section 5 contains
some remarks and open problems.
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2. Proof of Theorem 1
The proof follows [9] (see also [3, pp. 92, 98–100]). We ﬁrst need the following lemma.
Lemma 1. Let Pn ∈ Pn be the Lagrange interpolation polynomial to (1 − y) on [−1, 1] at
the nodes y0 = 1 and yk = cos (k−1/2)n , k = 1, . . . , n where n > Re  > 0. Then for any
y ∈ [−1, 1],
(1 − y) − Pn(y) = (1/) sin() (1 − y) Tn(y)
∫ ∞
1
(z − 1)−1
(z − y)Tn(z) dz. (2.1)
Proof. Let a > 1 be a ﬁxed number and let MB,ε = CB,ε ∪ Cε ∪ DB,ε ∪ DB,−ε be a contour in
C, oriented in a positive sense, where B and ε, B > a > (a − 1)/2 > ε > 0, are ﬁxed numbers
and
CB,ε := {z : |z| = B, arcsin(ε/B) | arg z|},
Cε := {z : |z − a| = ε, /2 | arg z|}, DB,±ε := {z = x ± iε : ax
√
B2 − ε2}.
Next, let Pn,a ∈ Pn be the interpolation polynomial to (a − y) on [−1, 1] at {yk}nk=0. Then for
a ﬁxed y ∈ [−1, 1], the function
h(z) := (a − z)

(z − y)(z − 1)Tn(z)
is regular on MB,ε and inside of MB,ε. Hence by the Hermite error formula for Lagrange inter-
polation [30], we have
(a − y) − Pn,a(y) = (y − 1)Tn(y)2i limB→∞ limε→0
∫
MB,ε
h(z) dz. (2.2)
Further, it is easy to see that
max
z∈CB,ε
|h(z)|CBRe −n−2, max
z∈Cε
|h(z)|CεRe .
Hence
lim
B→∞ limε→0
∫
CB,ε
h(z) dz = lim
B→∞ limε→0
∫
Cε
h(z) dz = 0. (2.3)
Furthermore, using the formula
lim
ε→0((a − (y + iε))
 − (a − (y − iε)) = −2i sin()(y − a), ya,
we obtain
lim
B→∞ limε→0
(∫
DB,ε
h(z) dz+
∫
DB,−ε
h(z) dz
)
= − 2i sin()
∫ ∞
a
(z − a)
(z − y)(z − 1)Tn(z)dz.
(2.4)
Then (2.2)–(2.4) yield the integral representation
(a − y)s − Pn,a(y) = (1/) sin()(1 − y)Tn(y)
∫ ∞
a
(z − a)
(z − y)(z − 1)Tn(z) dz. (2.5)
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Finally, making the substitution z = au in this integral, then letting a → 1+ in (2.5) and taking
account of the relation lima→1+ Pn,a(y) = Pn(y), we obtain (2.1) by the Lebesgue dominated
convergence theorem. 
We remark that more general approaches to the error in Lagrange interpolation were discussed
in [13,14].
Proof of Theorem 1. (a) Making the substitution z = (1/2)(u + u−1), we have for Re  > 0
I (y) := (1 − y)
∫ ∞
1
(z − 1)−1
(z − y)Tn(z)dz
= 22−(1 − y)
∫ ∞
1
(u − 1)2−1(u + 1)
u(1 + u2 − 2uy)(un + u−n)du
= 22−
(
(1 − y)
∫ 1+n−2/3
1
+(1 − y)
∫ ∞
1+n−2/3
)
= 22−(I1(y) + I2(y)). (2.6)
Next using the inequality
max|y|1
1 − y
1 + u2 − 2uy 
2
(1 + u)2 , u0,
we obtain for n > Re + 1
I2(y)2
∫ ∞
1+n−2/3
(u − 1)2Re −1du
uRe +n(1 + u) 
2n2/3(1 + n−2/3)−n+Re +1)
n − Re − 1 C exp(−n
1/3).
(2.7)
Further by the substitution u = 1 + v/n, we have
I1(y) = n−2
∫ n1/3
0
v2−1
(
1 + v
2n
)
(
1 + v
n
) (
1 + v
n
+ v
2
2(1 − y)n2
)((
1 + v
n
)n + (1 + v
n
)−n)dv.
(2.8)
To ﬁnd the asymptotic behavior of this integral, we ﬁrst note that for v ∈ [0, n1/3] and n1
(1 − n−1/3)(ev + e−v)(1 + v/n)n + (1 + v/n)−n(1 + n−1/3)(ev + e−v), (2.9)
These estimates immediately follow from the elementary inequalities (v ∈ [0, n1/3] and n1)
ev  (1 + v/n)nev−v2/(2n)ev−1/(2n1/3)(1 − 1/(2n1/3))ev,
e−v  (1 + v/n)−n(1 + n1/3)e−v.
Next we have
1 + v
2n(
1 + v
n
) (
1 + v
n
+ v
2
2(1 − y)n2
) = 1 + 	n(v, y)
1 + v
2
2(1 − y)n2
, (2.10)
where
max|y|1 maxv∈[0,n1/3]
|	n(v, y)|Cn−2/3. (2.11)
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Then (2.8)–(2.11) imply the asymptotics
I1(y) = (1 + ∗n(y))n−2
∫ n1/3
0
v2−1(
1 + v
2
2(1 − y)n2
)
(ev + e−v)
dv
= (1 + ∗n(y))n−2
∫ ∞
0
v2−1(
1 + v
2
2(1 − y)n2
)
(ev + e−v)
dv + ∗n(y), (2.12)
where
‖∗n‖C[−1,1]Cn−1/3, ‖∗n‖C[−1,1]C exp(−n1/3). (2.13)
Combining (2.12) and (2.13) with (2.1), (2.6), and (2.7), we obtain for a natural n
(1 − y) − Pn(y) = 2
2−

sin() n−2Tn(y)
×
⎛
⎜⎜⎜⎝(1 + ∗∗n (y))
∫ ∞
0
v2−1(
1 + v
2
2(1 − y)n2
)
(ev + e−v)
dv + ∗∗n (y)
⎞
⎟⎟⎟⎠,
(2.14)
where
‖∗∗n ‖C[−1,1]Cn−1/3, ‖∗∗n ‖C[−1,1]Cn2Re  exp(−n1/3). (2.15)
Finally, making the substitutions 1 − y = 2x2, s = 2 in (2.14) and (2.15), we obtain (1.1)
from (2.14) and from the identities
Tn(1 − 2x2) = (−1)n T2n(x), Pn(1 − 2x2) = 2s/2L2n(fs, x),
while (1.2) follows from (2.15). 
3. Modulus of continuity and best approximation of functions with singularities
To prove Theorems 2 and 3, we need the following sharp estimates for the error of best poly-
nomial approximation of the functions |x|
k , k = 1, 2, . . . and their linear combinations.
Lemma 2. Let s be a complex number with 0 < Re s < 1 and Im s = 0. Then the following
estimates hold:
C1n
−Re s  min(En(Re fs), En(Im fs)) max(En(Re fs), En(Im fs))
 En(fs)C2n−Re s . (3.1)
Lemma 3. Let h(x) := c0 +∑Nk=1 ck|x|
k , where c0 ∈ C, ck ∈ C, 0 < Re 
k < 1, 1kN ,∑N
k=1 |Im 
k| = 0, N = 1, 2, . . . , and 
k = 
j if k = j . Then
C1n
−min1 kN Re 
k  min(En(Re h),En(Im h)) max(En(Re h),En(Im h))
 En(h)C2n−min1 kN Re 
k . (3.2)
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The proofs of these lemmas are based on the approximation approach to functions with singu-
larities developed in [8]. Let
(f, ) = (f, , [a, b]) := sup
x,y∈[a,b], |x−y|
|f (x) − f (y)|,  ∈ [0, b − a]
be the modulus of continuity of f ∈ C[a, b]. We ﬁrst need some elementary properties of the
modulus of continuity.
Lemma 4. (i) (f, ) is a non-decreasing function in  satisfying
(f, )(1 + )(f, ),  > 1,  ∈ [0, b − a]. (3.3)
(ii) For any continuous functions f and g on [a, b] the following triangle inequality holds:
(f + g, )(f, ) + (g, ),  ∈ [0, b − a]. (3.4)
(iii) For f ∈ C[a, b],
(f, )2‖f ‖C[a,b],  ∈ [0, b − a]. (3.5)
(iv) If f is continuously differentiable on [a, b], then
(f, )
√
2 ‖f ′‖C[a.b],  ∈ [0, b − a]. (3.6)
(v) If u ∈ [0, 1/2], then for an even continuous f on [−1, 1], we have
(f, , [−1, 1])(f, , [0, u]) + (f, , [u, 1]),  ∈ [0, u]. (3.7)
Property (i) is proved in [28, p. 102], while properties (ii)–(iv) are obvious and property (v)
easily follows from (i).
Next we discuss the traditional topic in approximation theory on relations between En(f ) and
(f, ). The classical Jackson theorem
En(f )C(f, n−1) (3.8)
[28, p. 254] provides the useful tool for upper estimates of En(f ). It was Stechkin [24], who
showed that lower estimates for the error of trigonometric approximation can be derived from
two-sided inequalities for themoduli of smoothness. A general Stechkin-type theoremwas proved
in [8]. Here, for the convenience of the reader, we give the direct and simpliﬁed proof of the
Stechkin-type theorem for polynomial approximation.
Lemma 5. If f ∈ C[−1, 1] satisﬁes the inequalities
C1

(f, , [−1/2, 1/2])(f, , [−1, 1])C2
,  ∈ [0, 1/2], 
 ∈ (0, 1), (3.9)
then
En(f )Cn−
, n1. (3.10)
Proof. We ﬁrst note that for each P ∈ Pn, n1, the following inequality holds:
‖P ′‖C[−1/2,1/2]Cn(P, n−1, [−1, 1]). (3.11)
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Indeed, making the substitution x = cos y and using the Stechkin inequality for trigonometric
polynomials [28, p. 215], we have for any h ∈ (0, /n]
|P ′(cos y)| n(P (cos ·), h, [0, 2])√
2 sin(nh)| sin y| 
n(P, 2 sin(h/2), [−1, 1])√
2 sin(nh)| sin y| . (3.12)
Then choosing h = /(2n) in (3.12) and using Lemma 4(i), we arrive at (3.11).
Further, inequalities (3.6) and (3.11) immediately imply the estimate
(P, , [−1/2, 1/2])Cn(P, n−1, [−1, 1]) (3.13)
for any P ∈ Pn,  ∈ [0, 1], and n1.
Let now Pn ∈ Pn satisfy the equality
‖f − Pn‖C[−1,1] = En(f ), n = 1, 2, . . . .
Then by (3.4) and (3.5), we have
(f, , [−1/2, 1/2])  (f − Pn, , [−1/2, 1/2]) + (Pn, , [−1/2, 1/2])
 2En(f ) + (Pn, , [−1/2, 1/2]). (3.14)
Furthermore using (3.4), (3.5), and (3.8), we obtain
(Pn, n
−1, [−1, 1])2En(f ) + (f, n−1, [−1, 1])C(f, n−1, [−1, 1]). (3.15)
Then combining (3.13)–(3.15) with the lower estimate in (3.9), we have
En(f )  (1/2)((f, , [−1/2, 1/2]) − (Pn, , [−1/2, 1/2]))
 C
 − C3n(Pn, n−1, [−1, 1])C
 − C4n(f, n−1, [−1, 1]). (3.16)
Finally taking account of the upper estimate in (3.9), we deduce from (3.16) the relations
En(f ) max
∈[0,1/2](C

 − C5n1−
) = C1/(1−
)C−
/(1−
)5 (1 − 
)

/(1−
) n−

that hold for n > 2(
C/C5)1/(1−
). Hence (3.10) follows. 
Proof of Lemma 2. Inequality (3.8) and Lemma 5 show that (3.1) follows from the estimates
C1
Re s(g, , [−1/2, 1/2])(g, , [−1, 1])C2Re s , (3.17)
where  ∈ [0, 1/2] and g is one of the functions fs , Re fs , Im fs .
To establish the upper estimate in (3.17), we use properties (3.5)–(3.7) for f = fs, u ∈ (0, ],
and  ∈ (0, 1/2].
(fs, , [−1, 1])(fs, , [0, u]) + (fs, , [u, 1])2uRe s +
√
2|s|uRe s−1. (3.18)
Choosing u =  in (3.18), we arrive at the upper estimate in (3.17).
To prove the lower estimate in (3.17), we set gs(x) := Im|x|s = |x| sin(t log |x|), where
s = + it,  ∈ (0, 1), and t ∈ R\{0}.
Next for t > 0 and  := arcsin(/√2 + t2), we set
am := e(−2m)/t , bm := e/(4t)am, m = m0,m0 + 1, . . . , (3.19)
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where m0 is the least natural number satisfying m0(t log 2 + 3/4)/(2). Then [am, bm] ⊆
[0, 1/2] for mm0. Hence for every  ∈ (0, e−2m0/t ] there exists m = m()m0 such that
e−2(m+1)/t < e−2m/t . (3.20)
Since  ∈ (0, 1) and gs is differentiable on [am, bm], we have from (3.3), (3.19), and (3.20)
(gs, , [−1/2, 1/2])  C(gs, bm − am, [−1/2, 1/2])C
∣∣∣∣
∫ bm
am
g′s(y) dy
∣∣∣∣
= C
∫ bm
am
y−1 cos(t log y − ) dyCb−1m (bm − am)C.
Hence the inequality
(gs, , [−1/2, 1/2])C (3.21)
holds for all t > 0 and  ∈ [0, e−2m0/t ]. It is easy to extend (3.21) to all  ∈ [0, 1/2]. The
inequality
(Re fs, , [−1/2, 1/2])C,  ∈ (0, 1),  ∈ [0, 1/2],
can be proved similarly.
Therefore the lower estimate in (3.17) is valid. 
Proof of Lemma 3. We have from (3.8) and Lemma 5 that it sufﬁces to prove the estimates
C1
min1 kN Re 
k(g, , [−1/2, 1/2])(g, , [−1, 1])C2min1 kN Re 
k , (3.22)
where  ∈ [0, 1/2] and g is one of the functions h := c0 +∑Nk=1 ckf
k , Re h, Im h.
We ﬁrst note that the upper estimate in (3.22) is an immediate consequence of (3.4) and the
right inequality in (3.17). The proof of the lower estimate in (3.22) follows that of Lemma 2, but
contains more technical details.
Let 
k = k + itk , where k ∈ (0, 1) and tk ∈ R, 1kN . Let us denote
gN(x) := Im h(x) = B0 +
N∑
k=1
|x|k (Ak sin(tk log |x|) + Bk cos(tk log |x|)),
where B0 ∈ R and Ak, Bk ∈ R, 1kN . Without loss of generality we can assume that B0 = 0
and
 := 1 = · · · = M < M+1 · · · N, 0 t1 < · · · < tM, |AM | + |BM | > 0, (3.23)
where 1MN . Then by (3.4) and (3.17),
(gN , , [−1/2, 1/2])(gM, , [−1/2, 1/2]) − CM+1 , (3.24)
where
gM(x) = |x|QM(log |x|) := |x|
M∑
k=1
(Ak sin(tk log |x|) + Bk cos(tk log |x|)). (3.25)
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Next we need the following Remez-type inequality for generalized trigonometric polynomials
established by Nazarov [17, p. 666]: for an interval I ⊂ R, a measurable set E ⊆ I of positive
Lebesgue measure, and a generalized trigonometric polynomial
TM(y) :=
M∑
k=1
(ck sin(tky) + dk cos(tky)), |cM | + |dM | > 0, (3.26)
the following inequality holds:
sup
y∈I
|TM(y)|
(
A|I |
|E|
)2M−1
sup
y∈E
|TM(y)|. (3.27)
Here A > 1 is an absolute constant, and |G| denotes the Lebesgue measure of G ⊂ R.
Further choosing the intervals Im and the sets E,m ⊆ Im by
Im := [2m/tM, 2(m + 1)/tM ],
E,m := {y ∈ Im : |TM(y)| < }, m = 0, 1, . . . ,  > 0,
we obtain from (3.27)
|E,m|(2A/tM)
⎛
⎜⎝ 
sup
y∈Im
|TM(y)|
⎞
⎟⎠
1/(2M−1)
, m = 0, 1, . . . . (3.28)
Then taking account of the inequalities
inf
m0
sup
y∈Im
|TM(y)| = inf
m0
sup
y∈I0
|TM(y + 2m/tM)|
 inf
k,k∈R
sup
v∈[0,2]
∣∣∣∣∣cM sin v + dM cos v −
M−1∑
k=1
(k sin((tk/tM)v)
+k cos((tk/tM)v)
∣∣∣∣∣ > 0,
we have from (3.28)
|E∗,m| := |{y ∈ Im : |TM(y)|}|2/tM − C1/(2M−1).
Hence infm0 |E∗,m| > 0 for small enough  > 0.
Furthermore, the set E∗,m consists of K intervals, where K is independent of m (see for example
[17, p. 709]).
Thus we proved that for every trigonometric polynomial (3.26) and each integer m0 there
exists a subinterval [a∗m, b∗m] ⊆ Im such that
b∗m − a∗mC1, inf
y∈Im
|TM(y)|C2, m = 0, 1, . . . , (3.29)
where C1 > 0 and C2 > 0 are independent of m.
Let us set
am := e−b∗m, bm := e−a∗m, m = 0, 1, . . . , TM(y) := QM(y) + Q′M(y),
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where QM is deﬁned at (3.25). Note that for the leading coefﬁcients cM and dM of TM , we have
|cM | + |dM | = |AM − BMtM | + |BM + AMtM | > 0.
Next [am, bm] ⊆ [0, 1/2] for mm0, where m0 is the least natural number satisfying
m0 tM log 2/(2). Hence for every  ∈ [0, e−2m0/tM ] there exists m = m()m0 such that
e−2(m+1)/tM < e−2m/tM . (3.30)
Using now (3.3), (3.29), and (3.30), we obtain
(gM, , [−1/2, 1/2])  C(gM, bm − am, [−1/2, 1/2])C
∣∣∣∣
∫ bm
am
g′M(y) dy
∣∣∣∣
= C
∫ bm
am
y−1|TM(log y)| dyCb−1m (bm − am)C. (3.31)
Thus (3.23), (3.24), and (3.31) yield the lower estimate in (3.22) for g = Im h. For g = Re h this
estimate can be proved similarly. Therefore (3.2) holds. 
4. Proofs of Corollary 1 and Theorems 2 and 3
To prove these results, we also need some elementary properties of the functionsL(s, ), Fs(x),
and T2n(x).
Lemma 6. (a) For all s ∈ C with Re s > 0, we have
L(s, ) = 1
(s)
∫ ∞
0
vs−1
ev + e−v dv. (4.1)
(b) For all x ∈ [−1, 0) ∪ (0, 1] and any s ∈ C with Re s > 0,
lim
n→∞(2n)
2((4/) sin(s/2)(s))−1Fs(2nx) − L(s, )
= − 1
(s) x2
∫ ∞
0
vs+1
ev + e−v dv. (4.2)
(c) For any x ∈ [−1, 1],
lim sup
n→∞
|T2n(x)| = 1. (4.3)
Proof. (a) It easy to see that (4.1) holds for Re s > 1. Next, L(s, ) is regular for Re s > 0 [20,
Chapter 4, Theorem 3.3]. Finally, taking account of the regularity of the right-hand side of (4.1)
for Re s > 0, we conclude that (4.1) holds for Re s > 0.
(b) Relation (4.2) immediately follows from (4.1) and from the identity
((4/) sin(s/2))−1Fs(x)
=
∫ ∞
0
vs−1
ev + e−v dv − x
−2
∫ ∞
0
vs+1
ev + e−v dv + x
−4
∫ ∞
0
vs+3
(1 + (v/x)2)(ev + e−v)dv.
(c) If  := (2 arccos x)/ is a rational number m/k, then setting nj = kj , we have |T2nj (x)| =
1, j = 1, 2, . . . If  is irrational, then the sequence {n(mod 1)}∞n=1 is dense in [0, 1]. Therefore
(4.3) holds. 
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Proof of Corollary 1. Using Theorem 1 and Lemma 6(b) and (c), we obtain for x ∈ [−1, 0) ∪
(0, 1],
((4/)| sin(s/2)(s)|)−1 lim sup
n→∞
(2n)Re s | |x|s − L2n(fs, x)|
= ((4/)| sin(s/2)(s)|)−1 lim
n→∞ |Fs(2nx)| = |L(s, )|.
This yields (1.4). 
Proof of Theorem 2. We ﬁrst recall that x0 = 0 is an interpolation point. Hence (1.11) holds.
Next if sk is a zero of L(s, ) satisfying 0 < Re sk < 1, k = 1, 2, . . . , then by Lemma 6(a) and
(b), we have for every x ∈ [−1, 0) ∪ (0, 1],
lim
n→∞(2n)
2 Fsk (2nx) = −(4/) sin(sk/2)(sk + 2)L(sk + 2, )x−2.
Then combining this relation with (1.1) and (4.3), we obtain
lim sup
n→∞
(2n)Re sk+2| |x|sk − L2n(fsk , x)|
= (4/)| sin(sk/2)(sk + 2)L(sk + 2, )|x−2. (4.4)
Since L(s, ) does not have zeros for Re s > 1 [20, Chapter 4, Theorem 3.2], the right-hand side
of (4.4) is positive. Now (1.12) follows from (4.4) and Lemma 2. Finally, (1.10) is an immediate
consequence of (1.11), (1.12), while (1.9) follows from Theorem 1 and Lemma 2. 
Proof of Theorem 3. To prove the theorem, we use Lemmas 2, 3 and relation (1.10). Then we
have
lim
n→∞ |g(x)−L2n(g,x)|/E2n(g)  C lim supn→∞ n
min1 kN Re sk
N∑
k=1
|ck| |gk(x)−L2n(gk, x)|
 C
N∑
k=1
|ck| lim sup
n→∞
|gk(x) − L2n(gk, x)|/E2n(gk) = 0.
Thus (1.14) follows. Inequality (1.13) is an easy consequence of Theorem 1 and Lemma 3. 
5. Some remarks and open problems
Remark 1. It is not difﬁcult to show that for f (x) = |x|s , Re s > 0, there exists a sequence
Qn ∈ Pn, n = 1, 2, . . . such that (1.7) holds for every x ∈ [−1, 1]. Moreover this property
holds for a class of all continuous functions f analytic on [−1, 1] \ {x1, . . . , xN } and satisfying the
condition limn→∞(En(f ))1/n = 1. Here {x1, . . . , xN } ⊂ [−1, 1] is the ﬁnite set of the singular
points of f. Indeed, f is analytic on the set
An :=
(
[−1, 1]
∖
N⋃
k=1
[xk − 1/m(n), xk + 1/m(n)]
)
∪ {x1, . . . , xN }, n = 1, 2, . . . ,
where {m(n)}∞n=1 is a sequence of positive numbers. Then using the Russel–Walsh theorem [30],
we have that there exists a sequence of polynomials Qn = Qn,m(n) ∈ Pn such that
sup
x∈An
|f (x) − Qn(x)|K(m(n))[	(m(n))]n, n = 1, 2, . . . , (5.1)
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where 0 < 	(p) < 1 for all p > 0, and limp→∞ 	(p) = 1. Now we deﬁne the sequence
{m(n)}∞n=n1 so that for some natural n1,
K(m(n))[	(m(n))]nEn(f )/n, n = n1, n1 + 1, . . . . (5.2)
Since (En(f )/n)1/n → 1 as n → ∞, there exists an increasing sequence {np}∞p=1 such that
K(p)[	(p)]nEn(f )/n, nnp, p = 1, 2, . . . .
Next, we deﬁne m(n) := p for npn < np+1, p = 1, 2, . . . Then (5.1) and (5.2) imply
sup
x∈An
|f (x) − Qn(x)|/En(f )n−1, nn1.
This implies (1.7) for every x ∈ [−1, 1].
However, we do not know whether the polynomials Qn, n = 1, 2, . . . , satisfy (1.6).
Remark 2. Lemma 2 can be extended to any s, Re s > 0. Moreover, the following asymptotic
for En(fs) holds:
lim
n→∞ n
Re sEn(fs) = Bs, Re s > 0, (5.3)
where Bs is a ﬁnite positive constant (the Bernstein constant). Note that for a real s > 0, (5.1)
was proved by Bernstein [1,2].
The existence of this limit (ﬁnite or inﬁnite) immediately follows from the limit theorem for
polynomial approximations in the uniform metric [7] with
Bs = inf
g∈E supx∈R
| |x|s − g(x)|. (5.4)
Here E is the class of all entire functions of exponential type 1. To prove (5.3), it remains to show
that Bs deﬁned by (5.4) is ﬁnite.
Let fˆ denote the Fourier transform of a tempered distribution f. It is known [26, p. 50] that
fˆs(y) = −(2/)1/2 sin(s/2)(s + 1)|y|−s−1, y ∈ R, Re s > 0.
Then the function
h(y) :=
{
fˆs(y), |y|3/4,
0, |y| < 3/4
is absolutely integrable on R and supx∈R |hˆ(x)| < ∞. Also, note that the function H = fˆs − h is
a tempered distribution with the support in [−3/4, 3/4]. Hence by the generalized Paley-Wiener
theorem [26, p. 114], g0 := Hˆ is an entire function of exponential type 3/4 such that
sup
x∈R
|fs(x) − g0(x)| = sup
x∈R
|hˆ(x)| < ∞.
Thus Bs < ∞ and (5.1) is established.
However, we need Lemma 2 since we do not know whether the relations like (5.3) hold for
Re fs and Im fs . Note that the problem of ﬁnding the Bernstein constant Bs is open even for
s = 1, see [1,2,9,29] for references and discussions.
16 M.I. Ganzburg / Journal of Approximation Theory 153 (2008) 1–18
Remark 3. Theorem 3 shows that all functions from span {fsk }∞k=1, span {Re fsk }∞k=1, and span{Im fsk }∞k=1 satisfy PRCP. Here we discuss some properties of even functions that satisfy PRCP.
(a) Note ﬁrst that the set Me := span {fsk }∞k=1 is not dense in the uniform metric in the space
Ce[−1, 1]of all even functions fromC[−1, 1]. Indeed, it is easy to see thatCe[−1, 1] is isomorphic
and isometric to C[0, 1]. Next, since  is a primitive character, we have∑∞k=1 |sk|−2 < ∞ [20,
Chapter 7, Theorem 2.1]. Hence
∞∑
k=1
1 + Re sk
1 + |sk|2 2
∞∑
k=1
|sk|−2 < ∞.
Then the fact that Me is not dense in Ce[−1, 1] follows from Szász’s theorem [19, Theorem XV].
(b) Next note that PRCP holds for more general classes of even functions. In particular, it holds
for all functions of the form
g(x) = c0 +
N∑
k=1
ckf
k (x), N = 1, 2, . . .
and also for Re g and Im g, where c0 ∈ C, ck ∈ C, Re 
k ∈ (0, 1), 1kN, ∑Nk=1 |ck| >
0, 
k = 
j , if k = j , and
N∑
k=1
ck sin(
k/2)(
k)L(
k, ) = 0.
If 
k ∈ S, 1kN , then the statement follows from Theorem 3. In the general case, this fact
can be easily established by Theorem 1 and Lemmas 2, 3, 6.
(c) Finally note that the set of all functions from Ce[−1, 1] for which (1.14) does not hold for
all x ∈ [−1, 1] is dense in Ce[−1, 1]. To show that, we choose a sequence of complex numbers
{
k}∞k=1 satisfying the following conditions: 0 < Re 
k < 1, 
k /∈ S and
∑∞
k=1
1+Re 
k
1+|
k |2 = ∞.
Then by Szász’s theorem [19, Theorem XV], the set {c0 +∑Nk=1 ckf
k : ck ∈ C, 0kN} is
dense in Ce[−1, 1]. Next, for each vector c = (c0, c1, . . . , cN) with the complex components
there exists a vector c∗ = (c∗0, c∗1, . . . , c∗N) such that
N∑
k=0
|ck − c∗k | < 1/N,
N∑
k=1
c∗k sin(
k/2)(
k)L(
k, ) = 0.
Then the set of all functions g∗ = c∗0 +
∑N
k=1 c∗kf
k , N = 1, 2, . . . , is dense in Ce[−1, 1], while
by Theorem 1 and Lemmas 2, 3, 6, the following relation holds:
lim sup
n→∞
|g∗(x) − L2n(g∗, x)|/E2n(g∗) > 0, 0 < |x|1.
Problem 1. Is it true that every function from C[−1, 1] or at least from Ce[−1, 1] or Co[−1, 1]
satisﬁes PRCP? We conjecture that the answer is no.
Problem 2. We do not even know if PRCP holds for all functions from M¯e. However, we believe
that every analytic and piecewise analytic function on [−1, 1] satisﬁes PRCP.
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Remark 4. It is easy to construct some examples of multivariate continuous functions satisfying
PRCP. Indeed, let fj ∈ C[−1, 1], 1jd , be real-valued functions satisfying PRCP, and let
x = (x1, . . . , xd) be a point of the d-dimensional Euclidean space Rd . Then setting g(x) :=∑d
j=1 fj (xj ), we have
En,d(g) := inf
ak1,...,kd ∈R
max
x∈[−1,1]d
∣∣∣∣∣∣g(x) −
∑
0k1+...+kd n
ak1,...,kd x
k1
1 . . . x
kd
d
∣∣∣∣∣∣ =
d∑
j=1
En(fj ),
by the well-known result of Newman and Shapiro [18] (see also [6]). Hence
max
x∈[−1,1]d
∣∣∣∣∣∣g(x) −
d∑
j=1
Qn(fj , xj )
∣∣∣∣∣∣  max1 jd C(fj )En,d(g)
and
lim
n→∞
∣∣∣∣∣∣g(x) −
d∑
j=1
Qn(fj , xj )
∣∣∣∣∣∣
/
En,d(g) = 0
for every x ∈ [−1, 1]d .
Remark 5. It is easy to obtain the following analogue of Theorem 1 for the odd function hs(x) :=
(sign x)|x|s , Re s > 0, s = 1, 3, . . . , by dividing both sides of (1.1) by x:
hs(s) − L2n−1(hs, x) = (−1)n(2n − 1)−s T2n(x)(Fs+1(2nx)(1 + n(x)) + n(x)),
where n and n satisfy (1.2). However, an analogue of Theorem 2 does not hold for hs since
L(s + 1, ) has no zeros for Re s > 0 [20, Chapter 4, Theorem 3.2].
References
[1] S. Bernstein, Sur la meilleure approximation de |x| par des polynômes des degrés donnés, Acta Math. 37 (1913)
1–57.
[2] S. Bernstein, Sur la meilleure approximation de |x|p par des polynômes de degrés trés élevés, Izv. Akad. Nauk SSSR
Ser. Mat. 2 (1938) 181–190.
[3] S.N. Bernstein, Extremal Properties of Polynomials and the Best Approximation of Continuous Functions of a Single
Real Variable, State United Scientiﬁc and Technical Publishing House, Moscow, 1937 (in Russian).
[4] Yu.A. Brudnyi, Timan’s type result on approximation by algebraic polynomials, Oper. Theory, Adv. Appl. 98 (1997)
92–101.
[5] D. Gaier, Polynomial approximation of piecewise analytic functions, J. Anal. 4 (1996) 67–79.
[6] M.I. Ganzburg, Best approximation of sums of elements and a theorem of Newman and Shapiro, Ukrainian Math. J.
41 (12) (1989) 1395–1401.
[7] M.I. Ganzburg, Limit theorems for the best polynomial approximations in the L∞ metric, Ukrainian Math. J. 43 (3)
(1991) 299–305.
[8] M.I. Ganzburg, Moduli of smoothness and best approximation of functions with singularities, Comput. Math. Appl.
40 (2000) 81–93.
[9] M.I. Ganzburg, The Bernstein constant and polynomial interpolation at the Chebyshev nodes, J. Approx. Theory
119 (2002) 193–213.
[10] M.I. Ganzburg, The pointwise overconvergence property of continuous functions, in: M. Neamtu, E. Saff (Eds.),
Advances in Constructive Approximation, Nashboro Press, Brentwood, TN, 2004, pp. 191–195.
[11] K.G. Ivanov, S.B. Saff, V. Totik, Approximation by polynomials with locally geometric rates, Proc. Amer. Math.
Soc. 106 (1989) 153–161.
18 M.I. Ganzburg / Journal of Approximation Theory 153 (2008) 1–18
[12] M.I. Kadec, On the distribution of points of maximum deviation in the approximation of continuous functions, Amer.
Math. Soc. Transl. 26 (1963) 231–234.
[13] D. Kubayi, D.S. Lubinsky, A Hilbert transform representation of the error in Lagrange interpolation, J. Approx.
Theory 129 (2004) 94–100.
[14] D.S. Lubinsky, Best approximation and interpolation of (1 + (ax)2)−1 and its transforms, J. Approx. Theory 125
(2003) 106–115.
[15] H.N.Mhaskar, J. Prestin, On a sequence of fast decreasing polynomial operators, in: Applications andComputation of
Orthogonal Polynomials (Oberwolfach, 1998), International Series of Numerical Mathematics, vol. 131, Birkhauser,
Basel, 1999, pp. 165–178.
[16] H.N. Mhaskar, J. Prestin, Polynomial frames for the detection of singularities, in: T.-X. He (Ed.), Wavelet Analysis
and Multiresolution Methods, Lecture Notes in Pure and Applied Mathematics, vol. 212, Marcel Dekker, New York,
2000, pp. 273–298.
[17] F.L.Nazarov,Local estimates of exponential polynomials and their applications to inequalities of uncertainty principle
type, St. Petersburg Math. J. 5 (1994) 663–717.
[18] D.J. Newman, H.S. Shapiro, Some theorems on Chebyshev approximation, Duke Math. J. 30 (1963) 673–681.
[19] R. Paley, N. Wiener, Fourier Transforms in the Complex Domain, American Mathematical Society, New York, 1934.
[20] K. Prachar, Primzahlverteilung, Springer, Berlin, Heidelberg, 1957.
[21] M. Revers, On the approximation of certain functions by interpolating polynomials, Bull. Austral. Math. Soc. 58
(1998) 505–512.
[22] E.B. Saff, A principle of contamination in best polynomial approximation, in: Proceedings of Cuba Seminar in
Approximation and Optimization (Habana, 1987), Lecture Notes in Mathematics, vol. 1354, Springer, Heidelberg,
1988, pp. 79–97.
[23] E.B. Saff, V. Totik, Polynomial approximation of piecewise analytic functions, J. London Math. Soc. 39 (1989)
487–498.
[24] S.B. Stechkin, On the order of the best approximations of continuous functions, Izv. Akad. Nauk SSSR Ser. Mat. 15
(1951) 219–242 (in Russian).
[25] J. Stopple, Notes on the Deuring–Heilbronn Phenomenon, Notices Amer. Math. Soc. 53 (2006) 864–875.
[26] R.S. Strichartz, A Guide to Distribution Theory and Fourier Transforms, CRC Press, Boca Raton, FL, 1994.
[27] A.F. Timan, Strengthening of Jackson’s theorem on the best approximation of continuous functions on a ﬁnite
segment of the real axis, Dokl. Akad. Nauk SSSR 78 (1951) 17–20 (in Russian).
[28] A.F. Timan, Theory of Approximation of Functions of a Real Variable, Pergamon, New York, 1963.
[29] R.S. Varga, A.J. Carpenter, On the Bernstein conjecture in approximation theory, Constr. Approx. 1 (1985)
333–348.
[30] J.L. Walsh, Interpolation and Approximation by Rational Functions in the Complex Domain, ﬁfth ed., American
Mathematical Society Colloquium Publications, vol. 20, Providence, RI, 1969.
