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Abstract
Nonlinear equations with parameters are called parametrized nonlinear equations. In this paper, a priori error estimates
of 1nite element solutions of parametrized nonlinear elliptic equations on branches around turning points are considered.
Existence of a 1nite element solution branch is shown under suitable conditions on an exact solution branch around
a turning point. Also, some error estimates of distance between exact and 1nite element solution branches are given.
It is shown that error of a parameter is much smaller than that of functions. Approximation of nondegenerate turning
points is also considered. We show that if a turning point is nondegenerate, there exists a locally unique 1nite element
nondegenerate turning point. At a nondegenerate turning point an elaborate error estimate of the parameter is proved.
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1. Introduction
Let A; B be Banach spaces and ⊂Rn a bounded interval. Let F : × A → B be a smooth
operator. The nonlinear equations
F(; u) = 0
with parameter  ∈  is called parametrized nonlinear equations.
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In [17,18] a thorough theory of a priori error estimates of 1nite element solutions of the following
parametrized strongly nonlinear problems has been developed:
F(; u) = 0; (; u) ∈ × H 10 (
);
〈F(; u); v〉 :=
∫


[a(; x; u(x);u(x)) ·v(x) + f(; x; u(x);u(x))v(x)] dx; ∀v ∈ H 10 (
);
(1.1)
where 
⊂Rd (d = 1; 2; 3) is a bounded domain with the piecewise C2 boundary @
, and a :×
E
×Rd+1 → Rd; f : × E
×Rd+1 → R are suFciently smooth functions. Here, Eq. (1.1) is called
strongly nonlinear if a(; x; y; z) ( ∈ ; x ∈ 
; y ∈ R; z ∈ Rd) is nonlinear with respect to z.
Otherwise, it is called mildly nonlinear.
Since Eq. (1.1) is de1ned in divergence form, 1nite element solutions to (1.1) is de1ned in a
natural way.
In [8,9,13] Fink and Rheinboldt have shown that some subset of the solutions to (1.1) form an
one-dimensional smooth manifold without boundaries, if the nonlinear operator de1ned by (1.1) is
FrIechet diJerentiable and Fredholm of index 1. They have also shown that corresponding 1nite
element solutions form an one-dimensional smooth manifold. In this paper we denote by M0 and
Mh the exact solution manifold of (1.1) and the corresponding 1nite element solution manifold,
respectively.
Here, a linear operator P ∈ L(A; B) is called Fredholm if (1) the dimension of Ker P is 1nite,
(2) Im P⊂B is closed, (3) the dimension of Coker P :=B=Im P is 1nite. If P ∈L(A; B) is Fredholm,
its index ind P is de1ned by ind P := dimKer P − dimCoker P. Let U ⊂A be open and F :U → B
FrIechet diJerentiable. F is called Fredholm in U if its FrIechet derivative DF(u) ∈ L(A; B) is
Fredholm at any u ∈ U . It is shown that indDF(u) is constant in each connected component of U .
Hence, we de1ne the index of F by ind F := indDF(u).
In [17,18], it is shown that, under reasonable conditions, for each compact subset M˜0⊂M0, there
exists a locally unique compact subset M˜h⊂Mh such that M˜0 is approximated uniformly by M˜h,
if triangulation of 
 is suFciently 1ne. Moreover, several a priori error estimates are obtained.
For other prior works on the error analysis of 1nite element solutions of parametrized nonlinear
equations, see [3–5,7–9,11–13] and references therein.
The aim of this paper is to re1ne the error analysis on branches around turning points (Fig. 1).
Fig. 1. Nondegenerate and degenerate turning points.
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A point (; u) ∈M0 is called a turning point if the partial FrIechet derivative DuF(; u) ∈L(A; B)
at (; u) is not an isomorphism.
To develop a re1ned error analysis around a turning point, we introduce a slightly diJerent for-
mulation of the problem from that in [17], and show a theorem which is similar to [18, Theorem
8:6; 17, Corollary 7:8]. Next, we obtain an elaborate error estimate of parameter. In the following
we explain the basic ideas of this paper.
In the error analysis of parametrized nonlinear equations, we have the following diFculty. Suppose
that we are approaching a turning point during continuation process of a solution branch. Since we
cannot 1x the parameter  around a turning point in (1.1),  should be treated as an unknown para-
meter. Hence, correspondence of an approximated solution to an exact solution becomes ambiguous
in such a situation.
Recently, many authors have overcome this diFculty in the following manner. We introduce a
(nonlinear, in general) functional  :× A → R, and consider the following problem:
H (; ; u) := ((; u)− ; F(; u)) = (0; 0) ∈ R× A; (1.2)
where H : R ×  × A → R × B. We expect that the partial FrIechet derivative D(;u)H (; ; u) ∈
L(R× A;R× B) is an isomorphism at a turning point (; u) and in its neighborhood. In Section 2,
it will be shown that, if DF(; u) 
= 0 and KerDF(; u) ∩ KerD(; u) = {(0; 0)} at (; u) ∈ M0,
then the above partial FrIechet derivative is an isomorphism. If we could 1nd a good de1nition of
such , then the solution branch would now be parametrized by .
Finite element solutions (h; uh) would be de1ned by
Hh(; ; u) := ((h; uh)− ; Fh(h; uh)) = (0; 0); (1.3)
where Fh is an approximation of F . In this setting the correspondence of an exact solution (; u)
and an 1nite element solution (h; uh) is represented by (h; uh) = = (; u).
In the above setting we will show that, even around a turning point, there exists a locally unique
1nite element solution branch near an exact solution branch under suitable conditions. Also, some
error estimates of distance between the exact and 1nite element solution branches are given.
Next, we will consider an elaborate error estimate of parameter . In error analysis of the 1nite
element method (1.3) for (1.2) around a turning point, we would have error estimates such as
|− h|+ ‖u− uh‖A6Chr:
In many practical computation, it is usually observed that the error | − h| is much smaller than
‖u− uh‖A, or Chr .
A typical and well-known example of this phenomenon is 1nite element approximation of the
eigenvalue problems
−Mu= u; u ∈ H 10 (
): (1.4)
Let (; u) be an eigen-pair of (1.4) and (h; uh) its 1nite element approximation. Suppose that the
eigenvalue  is simple. Then we have an error estimate such as
|− h|6C‖u− uh‖2H 10 ;
where C is a positive constant independent of h (see, for example, [1] and [14, Chapter 6]).
We will show that a similar estimate hold for the 1nite element solutions (h; uh) of (1.3) under
the condition that DuF(; u) is self-adjoint. To obtain a similar estimate we introduce an auxiliary
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equation. Let z and zh be the exact and 1nite element solutions to the auxiliary equation. We will
show that the error |− h| is estimated as
|− h|6C‖u− uh‖A(‖u− uh‖A + ‖z − zh‖A)
around a turning point, where C is a positive constant independent of h.
Occasionally, a turning point on the exact solution manifold M0 has a certain physical meaning,
and, in such a case, computing its precise value will become important. If a turning point (0; u0) ∈
M0 is nondegenerate (see Section 3 for its de1nition), we can show that the associated 1nite element
solution manifold also has a locally unique nondegenerate turning point (h0; u
h
0) ∈ Mh. The error
|0 − h0| is estimated accurately by a similar manner as above.
In Sections 2 and 3 we develop our theory in an abstract setting. In Section 4, we apply the
abstract theorems obtained in Sections 2 and 3 to the practical equation (1.1). In Section 5, we
apply the abstract theorems to a simple eigenvalue problem and show that well-known results of
1nite element analysis for eigenvalue problems are also proven by our approach.
2. Abstract formulation
In this section, we formulate our problem in an abstract setting, and show a theorem which claims
existence of a locally unique solution branch of a discretized problem. The setting in this section is
slightly diJerent from that of [17].
For the stage of our analysis we 1rst introduce functional spaces.
(A1) There are Banach spaces, V; W , and Xp (16p6∞), where X2 is a Hilbert space, such that
V ⊂X∞⊂Xp (16p6∞) and W ⊂X ′1 ⊂X ′q (16q6∞). Here, X ′q is the dual space of Xq.
We suppose that all inclusions are continuous. We also suppose that Xr is dense in Xp if
16p6r ¡∞.
Let F :×Xp → X ′q (1=p+1=q=1) be a nonlinear map, where ⊂R is an interval. We consider
the parametrized nonlinear equation F(; u)= 0. Since we will suppose that F is strongly nonlinear,
the domain and the range should be taken carefully. In many cases, F is not FrIechet diJerentiable
on × Xp; p¡∞, and should be restricted to a certain subspace to make it diJerentiable.
We also need extensions and restrictions of the FrIechet derivatives DF(; v), DvF(; v), etc.,
at (; v). When we need to specify the domain of, say, DvF(; v) clearly, we will write such as
DvF(; v) ∈ L(P;Q). This means that DvF(; v) now denotes its extension (or restriction) whose
domain is P and range is in Q.
Now, we take certain p¿2 and q with 1=p+1=q=1, and 1x them. We then assume the following:
(A2) The restriction of F to  × X∞, denoted by F again, is a FrIechet diJerentiable map from
× X∞ to X ′1 . For any  ∈  and v ∈ X∞ the derivative DF(; v) ∈L(R× X∞; X ′1) can be
extended to DF(; v) ∈L(R× Xp; X ′q) and it is locally Lipschitz continuous on × X∞: i.e.,
for any bounded convex set O⊂× X∞ there exists a positive constant C1(O) such that
‖DF(1; v)− DF(2; w)‖L(R×Xp;X ′q )6C1(O)(|1 − 2|+ ‖v− w‖X∞)
for arbitrary (1; v); (2; w) ∈ O.
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(A3) We suppose that there exists an open subset S⊂× V in which F :S→ W is a Fredholm
operator of index 1. We also suppose that, for each (; u) ∈S, DF(; u) ∈L(R× Xp; X ′q) is
a Fredholm operator of index 1 as well.
We de1ne the subset R(F;S)⊂S by
R(F;S) := {(; u) ∈S|DF(; u) ∈L(R× V;W ) is onto}:
The following lemma is valid:
Lemma 2.1. (1) For any (; u) ∈ R(F;S); dimKerDuF(; u) is at most 1.
(2) For (; u) ∈ R(F;S); we have either
Case 1: KerDuF(; u) = {0} and DF(; u) ∈ ImDuF(; u); or
Case 2: dimKerDuF(; u) = 1; and DF(; u) 
∈ ImDuF(; u).
For the proof, see [18, Section 4].
We introduce a nonlinear functional  :× Xp → R and assume that
(A4) The restriction of  to × X∞, denoted by  again, is FrIechet diJerentiable.
(A5) For (; u) ∈  × X∞, the FrIechet derivative D(; u) ∈ L(R × X∞;R) (=R × X ′∞) can be
extended to D(; u) ∈ L(R × Xp;R) (=R × X ′p), and it is locally Lipschitz continuous on
× X∞, i.e., for any bounded convex set O⊂× X∞, there exists a positive constant C2(O)
such that
‖D(1; v)− D(2; w)‖R×X ′p6C2(O)(|1 − 2|+ ‖v− w‖X∞)
for any (1; v), (2; w) ∈ O.
(A6) Let (; u) ∈ S and DuF(; u) ∈ L(Xp; X ′q). We suppose that if DuF(; u) = f for  ∈ Xp
and f ∈ W , then  ∈ V .
Lemma 2.2. Assume that (A1)–(A6) are valid. Suppose that there is (0; u0) ∈ R(F;S) such
that DF(0; u0) 
= 0 ∈ W . From (A3); there exists (%0;  0) ∈ R × V such that KerDF(0; u0) =
span {(%0;  0)}. We assume that D(0; u0)(%0;  0) 
= 0 ∈ R. De5ne G : × W → R × V by
G(; u) := ((; u)−; F(; u)); where  ∈ R. Then; DG(0; u0) ∈L(R×W;R×V ) is an isomorphism.
Moreover; DG(0; u0) ∈L(R× Xp;R× X ′q) is an isomorphism as well.
Proof. From the assumptions we 1nd that KerDF(0; u0) ∩ KerD(0; u0) = {(0; 0)}. This implies
that KerDG(0; u0) is trivial and DG(0; u0) is one-to-one.
Since DF(0; u0) is onto, for any g ∈ W , there is ((; ’) ∈ R× V such that DF(0; u0)((; ’) = g.
Since D(0; u0)(%0;  0) 
= 0, for any t ∈ R, there is + ∈ R such that D(0; u0)(((; ’)++(%0;  0))=t.
This yields that DG(0; u0) is onto. Therefore, DG(0; u0) ∈L(R× V;R×W ) is an isomorphism.
To show that DG(0; u0) ∈L(R×Xp;R×X ′q) is an isomorphism, we 1rst show that DF(0; u0) ∈
L(R × Xp; X ′q) is onto. Since DF(0; u0) ∈ L(R × Xp; X ′q) is Fredholm with index 1 by (A3), we
only have to show that the dimension of KerDF(0; u0)⊂R× Xp is 1.
Let (%;  ) ∈ R×Xp be such that DF(0; u0)(%;  )=0 ∈ X ′q . This is also written as DuF(0; u0) =
−%DF(0; u0). Since DF(0; u0) ∈ W and (A6), we conclude that  ∈ W and dimKer(DF(0; u0) ∈
L(R× Xp; X ′q)) = 1.
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Using this fact, we show that DG(0; u0) ∈L(R× Xp;R× X ′q) is an isomorphism by the exactly
same manner as above.
Corollary 2.3. Assume that (A1)–(A6) are valid. Suppose that there exists (0; u0) ∈ R(F;S)
such that F(0; u0) = 0; (0; u0) = 0; and DF(0; u0) 
= 0. Suppose also that KerDF(0; u0) ∩
KerD(0; u0) = {(0; 0)}. De5ne H : R× × V → R×W by H (; ; u) := ((; u)− ; F(; u)).
Then; we have H (0; 0; u0)= (0; 0) and D(;u)H (0; 0; u0) ∈L(R×V;R×W ) is an isomorphism.
Therefore; by the implicit function theorem; there exist a positive constant , and a C1 map (0 −
,; 0 + ,)   → ((); u()) ∈ × V such that ((0); u(0)) = (0; u0) and H (; (); u()) = (0; 0)
for any . That is, the solution manifold of the equation F(; u)= 0 is parametrized by = (; u)
around (0; u0).
To de1ne discretized solutions of F(; u) = 0, we introduce the 1nite-dimensional subspaces
Sh⊂X∞ which are parametrized by h, 0¡h¡ 1 with the following properties:
(A7) There exists a real r¿0 and a positive constant C3 independent of h such that
‖vh‖X∞6
C3
hr
‖vh‖Xp ; ∀vh ∈ Sh:
The relations of Banach spaces are depicted in the following:
× Sh
∩
× V ⊂ × X∞ ⊂ R× Xp ⊂ R× X2
↓ F(;u) ↓ F(;u) ↓ DF(;u) ↓ DF(;u)
W ⊂ X ′1 ⊂ X ′q ⊂ X ′2
The 1nite element solution (h; uh) ∈ × Sh is de1ned naturally by
〈F(h; uh); vh〉= 0; ∀vh ∈ Sh;
where 〈·; ·〉 is the duality pair of X ′2 and X2. We derive an equivalent de1nition of the 1nite element
solutions which is more convenient in the error analysis.
Let Q ∈L(X2; X ′2) be a self-adjoint operator, that is, 〈Qu; v〉= 〈Qv; u〉 for all u; v ∈ X2. Suppose
that there exists a positive constant + such that
〈Qv; v〉¿+‖v‖2X2 ; ∀v ∈ X2: (2.1)
We de1ne (·; ·)Q by (u; v)Q := 〈Qu; v〉. It is easy to show that (·; ·)Q is an inner product and the norm
‖v‖Q := (v; v)1=2Q is equivalent to the original norm ‖v‖X2 . It is also easy to show that Q ∈L(X2; X ′2)
is an isomorphism.
We de1ne the canonical projection P˜h : X2 → Sh by ( − P˜h ; vh)Q =0 for all vh ∈ Sh. Obviously,
we have that (u; P˜hv)Q = (P˜hu; v)Q for all u; v ∈ X2. As in [18, Section 6] it follows from the
de1nitions that (h; uh) is a 1nite element solution if and only if 〈QP˜hQ−1F(h; uh); v〉 = 0 for all
v ∈ X2.
Following Fink and Rheinboldt [8,9,13] we de1ne the approximation of F(; u) by
Fh(; u) := (I − Ph)Qu+ PhF(; u); Ph :=QP˜hQ−1; (2.2)
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where I is the identity of X ′2 . It can be seen easily [13, Lemma 5:1] that Fh(; u) = 0 if and only
if u ∈ Sh and (; u) is a 1nite element solution. In the proof of this fact, the assumption that
Q ∈L(X2; X ′2) is self-adjoint and satis1es (2.1) is used essentially.
Theorem 2.4. Assume that (A1)–(A7) are valid. Suppose that there exists (0; u0) ∈ R(F;S)
such that F(0; u0) = 0; (0; u0) = 0; and DF(0; u0) 
= 0. Suppose also that KerDF(0; u0) ∩
KerD(0; u0) = {(0; 0)}. Then, by Corollary 2:3; there exist a positive constant ,0 and a C1 map
[0− ,0; 0 + ,0]   → ((); u()) ∈ × V such that ((0); u(0)) = (0; u0), = ((); u()); and
F((); u())=0. We assume that ((); u()) ∈ R(F;S) for all  ∈ [0−,0; 0+,0]. We also assume
that there exists the projection /h : Xp → Sh for each h¿ 0 such that; for all  ∈ [0− ,0; 0 + ,0];
lim
h→0
h−r‖u()−/hu()‖Xp = 0; (2.3)
lim
h→0
‖u()−/hu()‖X∞ = 0 (2.4)
and the above convergences are uniform.
We, on the other hand, suppose that DuF(0; u0) is decomposed into DuF(0; u0) =Q+R, where
Q ∈L(Xp; X ′q) is the principal part which is self-adjoint and satis5es (2.1), and R ∈L(Xp; X ′q) is
compact. The discretized nonlinear map Fh : Xp → X ′q and the projection Ph : X ′q → X ′q is de5ned
by (2.2). We suppose that
lim
h→0
‖ − Ph ‖X ′q = 0; ∀ ∈ X ′q : (2.5)
Then, for su8ciently small h¿ 0, there exist a positive constant ,16,0 and a unique map
[0−,1; 0+,1]   → (h(); uh()) ∈ ×Sh such that Fh(h(); uh())=0 for all  ∈ [0−,1; 0+,1].
Moreover, we have the estimate
|()− h()|+ ‖uh()−/hu()‖Xp6K1‖u()−/hu()‖Xp
for all  ∈ [0 − ,1; 0 + ,1], where K1 is a positive constant independent of h and .
Proof. The proof of Theorem 2.4 is quite similar to those of [17, Theorem 7:7; 18, Theorem 8:4].
Hence, we give here a sketch of the proof.
Step 1: We de1ne H;Hh : R× × V → R×W by
H (; ; u) := ((; u)− ; F(; u)); Hh(; ; u) := ((; u)− ; Fh(; u));
where Fh(; u) is de1ned by (2.2).
We claim that there exist positive constants ,1 and C4, independent of h¿ 0 and  ∈ [0−,1; 0+,1],
such that, for suFciently small h¿ 0,
‖D(;u)Hh(; (); /hu())(%; vh)‖R×X ′q¿C4(|%|+ ‖vh‖Xp); ∀(%; vh) ∈ R× Sh:
From Corollary 2.3, for any  ∈ [0 − ,0; 0 + ,0]; D(;u)H (; (); u()) ∈L(R× V;R×W ) is an
isomorphism, and is extended to an isomorphism D(;u)H (; (); u()) ∈L(R× Xp;R× X ′q). Set
! := max
∈[0−,0 ;0+,0]
‖(D(;u)H (; (); u()))−1‖L(R×X ′q ;R×Xp):
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We write
D(;u)Hh(; (); /hu())(%; vh) = (D((); u())(%; vh); DF((); u())(%; vh))
+ (D((); /hu())− D((); u())(%; vh); 0)
+ (0; (DFh((); /hu())− DF((); u()))(%; vh)):
On the 1rst and second term of the right-hand side of the above formula, we have
‖(D((); u()); DF((); u()))(%; vh)‖R×X ′q¿!−1(|%|+ ‖vh‖Xp);
|(D((); /hu())− D((); u()))(%; vh)|6,(h)(|%|+ ‖vh‖Xp);
respectively, where ,(h)→ 0 as h → 0.
On the third term, we write
(DFh((); /hu())− DF((); u()))(%; vh) =−%(I − Ph)DF((); u())
+%Ph(DF((); /hu())− DF((); u()))
+Ph(DuF((); /hu())− DuF((); u()))vh
− (I − Ph)(−Q + DuF(0; u0))vh
+(I − Ph)(DuF(0; u0)− DuF((); u()))vh:
Estimating the each term of the right-hand side of the above equation, we can show that
‖(DFh((); /hu())− DF((); u()))(%; vh)‖X ′q6(!−1=2 + 4(h))(|%|+ ‖vh‖Xp)
for any  ∈ [0 − ,1; 0 + ,1], where ,1 is suFciently small and 4(h)→ 0 as h → 0. Note that in the
above estimates the assumption that DuF(0; u0) = Q + R and R is compact is used to show
lim
h→0
‖(I − Ph)(−Q + DuF(0; u0))‖L(Xp;X ′q ) = limh→0 ‖(I − Ph)R‖L(Xp;X ′q ) = 0:
Gathering the above estimates the claim is proved with C4 :=!−1=3 for suFciently small h.
Step 2: We check the following: (1) limh→0 h−r‖Hh(; (); /hu())‖R×X ′q = 0 and the above con-
vergence is uniform with respect to  ∈ [0 − ,1; 0 + ,1].
(2) ‖DHh(; (); /hu()‖R×X ′q = 1.
(3) For any bounded convex set O⊂R× × Sh we have
‖DHh(1; 1; u1)−DHh(2; 2; u2)‖L(R×R×Xp;R×X ′q )6C(O)h−r(|1−2|+ |1−2|+‖u1 − u2‖Xp)
for any (i; i; ui) ∈ O; i = 1; 2, where C(O) :=max{C1(O); C2(O)}.
Step 3: Now we apply [3, Theorem 1:1] to f :=Hh in the following situation:
A := R with norm h−r||;
B := R× Sh⊂R× X∞ with norm h−r(||+ ‖wh‖Xp);
E := R× Sh⊂R× X1 with norm h−r(||+ ‖Qwh‖X ′q );
S := [0 − ,1; 0 + ,1];
y() := ((); /hu());
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From Steps 1 and 2, all assumptions of [3, Theorem 1:1] are satis1ed, and all claims of Theorem
2.4 follows immediately.
Note that, as mentioned before, the solution branch (h(); uh()) ∈S whose existence is proved
in Theorem 2.4 is the 1nite element solution branch under the assumption that Q ∈ L(Xp; X ′q)⊂
L(X2; X ′2) appeared in Theorem 2.4 is self-adjoint and satis1es (2.1).
3. Elaborate error estimates of the parameter 
In this section we give elaborate error estimates of the parameter . To do this we need more
assumptions.
(A8) The nonlinear maps F : × X∞ → X ′1 and  : × X∞ → R are of C2 class.
(A9) For any (; u) ∈S⊂×W; DuF(; u) ∈L(X2; X ′2) is self-adjoint.
Now, let (; u) ∈ R(F;S) be a solution of F(; u) = 0 at which all assumptions of Theorem
2.4 and (A8), (A9) hold. Let (h; uh) ∈  × Sh be the corresponding 1nite element solution with
(h; uh) = (; u).
We consider the following auxiliary problem: 1nd (7; z) ∈ R× Xp such that
〈(DuF0)z; v〉= 7〈Du0; v〉; ∀v ∈ Xp;
〈DF0; z〉 − 7D0 = 1; (3.1)
where DuF0 :=DuF(; u); Du0 :=Du(; u), etc.
Lemma 3.1. Suppose that all assumptions of Theorem 2:4 and (A8), (A9) hold. Then; Eq. (3:1)
has an unique solution (7; z) ∈ R× Xp.
Proof. Recall that we have either
Case 1: KerDuF(; u) = {0} and DF(; u) ∈ ImDuF(; u), or
Case 2: dimKerDuF(; u) = 1, and DF(; u) 
∈ ImDuF(; u).
Suppose that we are in Case 1. Then, KerDF(; u) = span{(1;−(DuF0)−1(DF0))}. By the as-
sumption we have D0(1;−(DuF0)−1(DF0)) 
= 0, that is
D0 − 〈Du0; (DuF0)−1(DF0)〉 
= 0:
Let 7 := (〈Du0; (DuF0)−1(DF0)〉−D0)−1 and z := 7(DuF0)−1(Du0). Since DuF0 is self-adjoint
by (A9), we have
7〈DF0; (DuF0)−1(Du0)〉= 7〈Du0; (DuF0)−1(DF0)〉
and 〈DF0; z〉 − 7D0 = 7(〈Du0; (DuF0)−1(DF0)〉 −D0) = 1. Hence (7; z) is a solution of (3.1).
Uniqueness is proved by the same manner.
Now, suppose that we have Case 2. Then, there exists  0 ∈ V such that KerDF(; u)=span{(0;  0)}
and 〈Du0;  0〉 
= 0.
Since DF(; u) is onto, there exists (8; 9) ∈ R× Xp such that
8〈DF0; v〉+ 〈(DuF0)9; v〉= 〈Du0; v〉; ∀v ∈ X2 (3.2)
and 8 is determined uniquely.
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We claim that Du0 
∈ Im(DuF0). If Du0 ∈ Im(DuF0), then there would exist w ∈ Xp such that
(DuF0)w = Du0. Hence, we have
0 
= 〈Du0;  0〉= 〈(DuF0)w;  0〉= 〈(DuF0) 0; w〉= 0
and obtain a contradiction. Therefore, we conclude that Du0 
∈ Im(DuF0) and 8 
= 0.
Letting v :=  0 in (3.2), we have 8〈DF0;  0〉= 〈Du0;  0〉 
= 0. Hence, we conclude 〈DF0;  0〉=
〈Du0;  0〉=8 
= 0. We thus immediately notice that (0; + 0) with + := 〈DF0;  0〉−1 is a solution of
(3.1). Again, the uniqueness is shown by the same manner.
It is obvious that we may apply Theorem 2.4 to Eq. (3.1) with the following setting:
F(7; z) := (DuF0)z − 7(Du0); (7; z) := 〈DF0; z〉 − 7(D0)
and obtain
Lemma 3.2. For su8ciently small h¿ 0, there exists the unique 5nite element solution (7h; zh) ∈
R× Sh of (3.1) such that
〈(DuF0)zh; vh〉= 7h〈Du0; vh〉; ∀v ∈ Sh;
〈DF0; zh〉 − 7hD0 = 1:
Moreover; we have the estimate
|7− 7h|+ ‖z − zh‖Xp6C‖z −/hz‖Xp ;
where C is a positive constant independent of h.
Let (; u) ∈ R(F;S) is a solution of F(; u) = 0 which satis1es the assumptions of Theorem 2.4
and (A8), (A9), and (h; uh) ∈ ×Sh the corresponding 1nite element solution. By Taylor’s theorem
and 〈F(h; uh); vh〉= 〈F(; u); vh〉= 0 for any vh ∈ Sh, we have
0= (h − )〈DF0; vh〉+ 〈(DuF0)(uh − u); vh〉+ 12(h − )2〈DF0; vh〉
+(h − )〈(DuF0)(uh − u); vh〉+ 12〈(DuuF0)(uh − u)2; vh〉; (3.3)
where
DF0 :=
∫ 1
0
(1− s)DF(+ s(h − ); u+ s(uh − u)) ds;
(DuF0)(uh − u) :=
∫ 1
0
(1− s)DuF(+ s(h − ); u+ s(uh − u))(uh − u) ds;
(DuuF0)(uh − u)2 :=
∫ 1
0
(1− s)DuuF(+ s(h − ); u+ s(uh − u))(uh − u)2 ds:
Letting v := u− uh in (3.1), we obtain
〈(DuF0)z; u− uh〉= 〈(DuF0)(u− uh); z〉= 7〈Du0; u− uh〉:
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Since
0= (h; uh)− (; u)
= (h − )(D0) + 〈Du0; uh − u〉+ 12(h − )2(D0)
+ (h − )(Du0)(uh − u) + 12(Duu0)(uh − u)2;
where
D0 :=
∫ 1
0
(1− s)D(+ s(h − ); u+ s(uh − u)) ds;
(Du0)(uh − u) :=
∫ 1
0
(1− s)〈Du(+ s(h − ); u+ s(uh − u)); uh − u〉 ds;
(Duu0)(uh − u)2 :=
∫ 1
0
(1− s)〈Duu(+ s(h − ); u+ s(uh − u))(uh − u); uh − u〉 ds;
we have
〈(DuF0)(u− uh); z〉=−7(− h)(D0) + 72(h − )
2(D0)
+ 7(h − )(Du0)(uh − u) + 72(Duu
0)(uh − u)2: (3.4)
It follows from (3.3) with vh := zh (recall that (7h; zh) ∈ R × Sh is the 1nite element solution of
(3.1)) and (3.4) that
(− h)(〈DF0; z〉 − 7(D0) + Bh) = 〈(DuF0)(u− uh); z − zh〉
+
1
2
〈(DuuF0)(u− uh)2; zh〉 − 72(Duu
0)(u− uh)2;
where limh→0 Bh = 0. Therefore, we have proved the following theorem:
Theorem 3.3. Let (; u) ∈ R(F;S) be a solution of F(; u) = 0 which satis5es the assumptions of
Theorem 2:4 and (A8), (A9). Let (h; uh) ∈  × Sh be the corresponding 5nite element solution.
Let (7; z) ∈ R× Xp and (7h; zh) ∈ R× Sh be the exact and the 5nite element solutions of (3:1).
Then; for su8ciently small h¿ 0; we have the following elaborate error estimate of |− h|:
|− h|6Ch
∣∣∣∣〈(DuF0)(u− uh); z − zh〉+ 12〈(DuuF0)(u− uh)2; zh〉 − 72(Duu0)(u− uh)2
∣∣∣∣ ;
where DuF0 :=DuF(; u),
(DuuF0)(u− uh)2 :=
∫ 1
0
(1− s)DuuF(+ s(h − ); u+ s(uh − u))(u− uh)2 ds;
(Duu0)(u− uh)2 :=
∫ 1
0
(1− s)〈Duu(+ s(h − ); u+ s(uh − u))(u− uh); u− uh〉 ds;
and Ch is a positive constant such that limh→0 Ch = 1.
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Sometimes, one may want to compute a turning point itself. For such a purpose we are able
to develop a similar analysis as above. Let (0; u0) ∈ R(F;S) be a turning point of the equation
F(; u) = 0 at which the assumptions of Theorem 2.4 and (A8), (A9) hold. That is, F(0; u0) = 0,
DF(0; u0) ∈L(R× V;W ) is onto, and DuF(0; u0) ∈L(V;W ) is not an isomorphism. In this case
we have dimKerDuF(0; u0) = 1 and DF(0; u0) 
∈ ImDuF(0; u0). It then follows from the proof
of Lemma 3.1 that (3.1) has an unique solution (0; z0) ∈ R× Xp at (0; u0):
〈DuF(0; u0)z0; v〉= 0; ∀v ∈ Xp;
〈DF(0; u0); z0〉= 1: (3.5)
We consider the nonlinear map K : × V × Xp → R×W × X ′q de1ned by
K(; u; z) :=


〈DF(; u); z〉 − 1
F(; u)
DuF(; u)z

 : (3.6)
At a turning point (0; u0) ∈ R(F;S) the equation K(; u; z) = (0; 0; 0) has the solution (0; u0; z0) ∈
× V × Xp. A turning point (0; u0) ∈ R(F;S) is called nondegenerate, if
DuuF(0; u0) 0 0 
∈ ImDuF(0; u0);
where { 0}⊂Xp is the basis of KerDuF(0; u0) (see [4, Section 4]). For a nondegenerate turning
point, we have the following lemma. For the proof of the lemma, see [4,15].
Lemma 3.4. Let (0; u0) ∈ R(F;S) be a tuning point at which the assumptions of Theorem 2:4
and (A8), (A9) hold. Then, (0; u0) is a nondegenerate turning point if and only if the Fr:echet
derivative DK(0; u0; z0) ∈ L(R × V × Xp;R ×W × X ′q) is an isomorphism; where z0 ∈ Xp is the
solution of (3:5) and the nonlinear map K is de5ned by (3:6).
From Lemma 3.4, the results in [16] can be applied to the equation K(; u; z) = (0; 0; 0) at a
nondegenerate turning point (0; u0) and obtain the following lemma:
Lemma 3.5. Let (0; u0) ∈ R(F;S) is a nondegenerate tuning point. Then; for su8ciently small
h¿ 0; there exist a locally unique 5nite element solution (h0; u
h
0; z
h
0) ∈ R× (Sh)2 such that
〈DFh(h0; uh0); zh0〉= 1;
Fh(h0; u
h
0) = 0;
DuFh(h0; u
h
0)z
h
0 = 0;
where Fh is the nonlinear map de5ned by (2.2). The 5nite element solution (h0; u
h
0) is a nondegen-
erate turning point on the 5nite element solution manifold Mh.
Moreover; we have the following error estimate:
|0 − h0|+ ‖u0 − uh0‖Xp + ‖z0 − zh0‖Xp6C(‖u0 −/hu0‖Xp + ‖z0 −/hz0‖Xp);
where C is a positive constant independent of h; and /h : Xp → Sh is the projection which appears
in Theorem 2:4.
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Now, we develop a similar elaborate error estimate for |0− h0|. Again, let (0; u0) ∈ R(F;S) be
a nondegenerate turning point which satis1es the assumptions of Theorem 2.4 and (A8), (A9), and
(h0; u
h
0) ∈ ×Sh the corresponding 1nite element solution. By Taylor’s theorem and 〈F(h0; uh0); vh〉=
〈F(0; u0); vh〉= 0 for any vh ∈ Sh, we have
0= (h0 − 0)〈DF(0; u0); vh〉+ 〈DuF(0; u0)(uh0 − u0); vh〉
+ 12(
h
0 − 0)2〈DF0; vh〉+ (h0 − 0)〈(DuF0)(uh0 − u0); vh〉
+ 12〈(DuuF0)(uh0 − u0)2; vh〉; (3.7)
where
DF0 :=
∫ 1
0
(1− s)DF(0 + s(h0 − 0); u0 + s(uh0 − u0)) ds;
(DuF0)(uh0 − u0) :=
∫ 1
0
(1− s)DuF(0 + s(h0 − 0); u+ s(uh0 − u0))(uh0 − u0) ds;
(DuuF0)(uh0 − u0)2 :=
∫ 1
0
(1− s)DuuF(0 + s(h0 − 0); u+ s(uh0 − u0))(uh0 − u0)2 ds:
Letting v := u0 − uh0 in (3.5), we obtain
〈DuF(0; u0)z0; u0 − uh0〉= 〈DuF(0; u0)(u0 − uh0); z0〉= 0:
Plugging this equation into (3.7) with vh := zh0, we obtain
(0 − h0)(〈DF(0; u0); z0〉+ Bh) = 〈DuF(0; u0)(u0 − uh0); z0 − zh0〉+ 12 〈(DuuF0)(u0 − uh0)2; zh0〉;
where limh→0 Bh = 0. Therefore, we have proved the following theorem:
Theorem 3.6. Let (0; u0) ∈ R(F;S) be a nondegenerate turning point which satis5es the assump-
tions of Theorem 2:4 and (A8); (A9). Let (h0; u
h
0) ∈  × Sh be the corresponding nondegenerate
turning point on the 5nite element solution branch Mh. Let z0 ∈ Xp and zh0 ∈ Sh be the exact and
the 5nite element solutions which appear in Lemmas 3:4 and 3:5.
Then; for su8ciently small h¿ 0; we have the following elaborate error estimate of |0 − h0|:
|0 − h0|6Ch
∣∣〈DuF(0; u0)(u0 − uh0); z0 − zh0〉+ 12〈(DuuF0)(u0 − uh0)2; zh0〉∣∣ ;
where
(DuuF0)(u0 − uh0)2 :=
∫ 1
0
(1− s)DuuF(0 + s(h0 − 0); u0 + s(uh0 − u0))(u0 − uh0)2 ds
and Ch is a positive constant such that limh→0 Ch = 1.
Remark 3.7. Apparently, Lemma 3.5 and Theorem 3.6 are very similar to Brezzi et al. [4, Theorem
7]. The main diJerence is the tools used in [4] and in this paper. In [4] the Liapunov–Schmidt
reduction is used to parametrize solution branches around turning points. On the other hand, so-called
“bordering technique” is used throughout this paper. In [15], it is pointed out that bordering technique
is closely related with the Liapunov–Schmidt reduction.
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Employing bordering technique, our situation becomes simpler than that of Brezzi et al. [4]. For
instance, in [4] F should be C3 map while F is C2 map in this paper. Also, we do not need the
derivatives of  and u with respect to the newly introduced parameter, which are used frequently
in [4]. The second point will be advantageous when we try to apply the results in this section to a
posteriori error estimation of the parameter . This point will be discussed elsewhere by the author.
4. Strongly nonlinear boundary value problem
In this section we consider the following problem. Let 
⊂Rd (d=1; 2; 3) be a bounded domain.
Our problem is to 1nd u ∈ H 10 (
) such that
〈F(; u); v〉 :=
∫
J
(a(; x; u;u) ·v+ f(; x; u;u)v) dx = 0; ∀v ∈ H 10 (
); (4.1)
where a : × 
 × R× Rd → Rd and f : × 
 × R× Rd → R are suFciently smooth functions.
In this section, we use the following notation. We denote by Jza(; x; y; z) and zf(; x; y; z) the
Jacobian matrix of a and the gradient of f with respect to z ∈ Rd. Partial derivatives with respect
to  and y ∈ R are denoted such as a(; x; y; z) and fy(; x; y; z), for example.
Also, the usual Sobolev spaces are denoted by H 10 (
) and W
1;p(
); 16p6∞. The space W 1;p0 (
),
16p6∞, is de1ned by
W 1;p0 (
) := {v ∈ W 1;p(
) | u= 0 on @
}:
The space W−1;p(
); 1¡p6∞, is the dual space of W 1; q0 (
); 1=p + 1=q = 0. The usual HSolder
spaces are denoted by C+( E
) and C1; +( E
); 0¡+¡ 1.
In (4.1) the nonlinear operator F is de1ned as F :  × H 10 (
) → H−1(
). To make F being
well-de1ned and diJerentiable, we have to impose a strong growth condition on the function a.
Therefore, as in [16–18], we de1ne F as F : ×W 1;∞0 (
)→ W−1;∞(
). To ensure diJerentiability
of F we impose the following conditions to a and f:
Assumption 4.1. (1) The mappings a : ×
×R×Rd → Rd; f : ×
×R×Rd → R are of C2
class.
(2) The Jacobian matrix Jza(; x; y; z) is symmetric for all  ∈ ; x ∈ 
; y ∈ R, and z ∈ Rd.
By a simple computation we obtain the following lemma:
Lemma 4.2. Under Assumption 4:1 the operator F : ×W 1;∞0 (
) → W−1;∞(
) de5ned by (4:1)
is of C2 class.
Moreover; its Fr:echet derivative DF(; u) can be extended DF(; u) ∈L(R×W 1;p0 ; W−1;p) (∀p;
1¡p6∞); which is locally Lipschitz continuous on ×W 1;∞0 (
): for an arbitrary bounded convex
set O⊂×W 1;∞0 (
); there exists a positive constant C1(O) such that for any (%; u); (<; w) ∈ O;
‖DF(%; u)− DF(<; w)‖L(R×W 1; p0 ;W−1; p)6C1(O)(|% − <|+ ‖u− w‖W 1;∞0 ):
Unfortunately, we may not expect that the FrIechet derivative DuF(; u) ∈L(W 1;∞0 ; W−1;∞) could
be an isomorphism if d¿2. Therefore, we introduce the following Banach spaces:
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De1ne C1; +0 ( E
)⊂C1; +( E
) by
C1; +0 ( E
) := {v ∈ C1; +( E
) | v= 0 on @
}:
De1ne W+(
)⊂H−1(
) by
W+(
) :=
{
d∑
i=1
fixi
∣∣∣∣∣ fi ∈ C+( E
)
}
;
where fixi is the partial derivative of fi in the sense of distribution with respect to xi; (x1; : : : ; xd) ∈

. In other words, F ∈ W+(
) is an element of H−1(
) which is represented by
〈F; v〉=−
∫


f ·v dx; ∀v ∈ H 10 (
);
where f ∈ C+( E
)d. The norm of W+(
) is de1ned by
‖F‖W+ := infF=div f {‖ f ‖C+( E
)d}
for F ∈ W+(
). Then, we have
Lemma 4.3. With the norm ‖ · ‖W+ , W+(
) is a Banach space.
With Assumption 4.1 the operator F can be regarded as F : C1; +0 ( E
)→ W+(
).
Lemma 4.4. Under Assumption 4:1; the operator F : C1; +0 ( E
) → W+(
) is continuously di<eren-
tiable.
To make the FrIechet derivative DuF(; u) ∈ L(C1; +0 ; W+) isomorphic, we require the following
conditions to the domain 
.
Let p∗ be taken such as
p∗¿2 if d= 1;
p∗¿d if d¿ 1
(4.2)
and 1xed. Let + := 1 − d=p∗. Suppose that d × d-matrix =(x) = (=ij(x)) ∈ (C+( E
))d×d satis1es the
strong ellipticity condition: there exists a positive constant 4 such that
d∑
i; j=1
=ij(x)?i?j¿4|?|2; ∀x ∈ E
; ∀? ∈ Rd: (4.3)
The linear diJerential operator Q and L are de1ned by
Qu := −
d∑
i; j=1
(=ij(x)uxj)xi ; Lu :=
d∑
i; j=1
=ij(x)uxixj :
Assumption 4.5. For the 1xed p∗ which is taken as (4.2), + := 1−d=p∗, and a given =(x)=(=ij(x)) ∈
(C+( E
))d×d with the strong ellipticity condition (4.3), Q ∈L(W 1;p∗0 ; W−1;p
∗
); Q ∈L(C1; +0 ; W+), and
L ∈L(H 10 ∩W 2;p
∗
; Lp
∗
) are isomorphisms. We also assume that the Laplacian A ∈L(H 10 ∩W 2;p
∗
; Lp
∗
)
is an isomorphism.
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Of course, in the case of d=1, we do not need to impose Assumption 4.5. In the case of d=2; 3,
Assumption 4.5 is satis1ed for any p∗; 1¡p∗¡∞ and any =(x) ∈ (C+( E
))d×d, if the boundary
@
 is of C1;1 class (see [10, Theorems 8:34; 9:15]).
Let (; u) ∈ ×C1; +0 ( E
) be a solution of F(; u)=0. Suppose, moreover, that =(x) := Jza(; x; u(x);
u(x)) ∈ (C+( E
))d×d satis1es the strong ellipticity condition (4.3). Then, by Assumption 4.5, the
operator Q ∈L(W 1;p∗0 ; W−1;p
∗
) de1ned by, for  ∈ W 1;p∗0 (
),
〈Q ; v〉 :=
∫


(=(x) (x)) ·v(x) dx; ∀v ∈ W 1; q∗0 (
)
is an isomorphism.
Lemma 4.6. Suppose that Assumptions 4:1 and 4:5 hold. De5ne the subset S⊂× C1; +0 ( E
) by
S := {(; u) ∈ × C1; +0 ( E
) |=(x) := Jza(; x; u;u) satis5es (4:3)}: (4.4)
Then; (1) S is open in × C1; +0 ( E
); and F : S→ W+(
) is a nonlinear Fredholm operator of
index 1.
(2) For (; u) ∈S; DF(; u) ∈L(R×W 1;p∗0 ; W−1;p
∗
) is Fredholm of index 1.
(3) Let (; u) ∈S; 9 ∈ W 1;p∗0 (
); and g ∈ W+(
). If DuF(; u)9=g; then we have 9 ∈ C1; +0 ( E
).
Proof. All statements of Lemma 4.6 follow from Assumption 4.5.
For the regularity of the solutions of F(; u) = 0, we have the following lemma:
Lemma 4.7. Suppose that Assumptions 4:1 and 4:5 hold. Let (; u) ∈S satisfy F(; u) = 0. Then;
we have u ∈ W 2;p∗(
).
Proof. See [16, Section 5].
Let x0 ∈ 
 be an inner point which is taken certainly. We de1ne the functional  : ×W 1;p
∗
0 (
)→
R by
(; u) := u(x0): (4.5)
Then, from Lemma 2.2, we have the following lemma:
Lemma 4.8. Suppose that there exists (0; u0) ∈ R(F;S) such that F(0; u0) = 0; 0 := u0(x0);
DF(0; u0) 
= 0; and  0(x0) 
= 0; where {(%0;  0)} is the basis of KerDF(0; u0). Then; the map
H (; ; u) := (u(x0) − ; F(; u)) satis5es that H (0; 0; u0) = (0; 0) and its partial Fr:echet deriva-
tive D(;u)H (0; 0; u0) ∈ L(R × C1; +0 ( E
);R × W+) is an isomorphism. Moreover; its extension
D(;u)H (0; 0; u0) ∈L(R×W 1;p
∗
0 ;R×W−1;p
∗
) is an isomorphism as well.
Proof. We check the assumptions of Lemma 2.2. From the setting, (A1) obviously holds. By Lem-
mas 4.2 and 4.6 that (A2), (A3), and (A6) hold. Since  : ×W 1;p0 (
)→ R is linear, (A4) and (A5)
are satis1ed clearly. The condition  (x0) 
= 0 means that KerD(0; x0)∩KerDF(0; u0) 
= {(0; 0)}.
Thus, by Lemma 2.2, all statements of the lemma follow immediately.
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Let {Ah} be a family of triangulation of 
, which is parametrized by h¿ 0, and h → 0. On {Ah}
we de1ne, in a certain way, a family of 1nite-dimensional spaces Sh⊂W 1;∞0 (
)⊂W 1;p
∗
0 (
).
Since (4.1) is de1ned in divergent form, the 1nite element solution (h; uh) ∈ × Sh is naturally
de1ned by
〈F(h; uh); vh〉= 0; ∀vh ∈ Sh:
For u ∈S, the bilinear form A( ; 9) de1ned by
A( ; 9) :=
∫


(=(x) ) ·9 dx
is an inner product of H 10 (
), since =(x) := Jza(; x; u;u) satis1es (4.3) and is symmetric. We
de1ne the canonical projection P˜h : H 10 (
)→ Sh by
A( − P˜h ; vh) = 0; ∀vh ∈ Sh
for  ∈ H 10 (
). Then, the projection Ph : W−1;p
∗
(
)→ W−1;p∗(
) is de1ned by
Ph :=QP˜hQ−1: (4.6)
For the family of triangulation {Ah} and 1nite element spaces {Sh} we require the following:
Assumption 4.9. Under Assumptions 4.1 and 4.5, we assume that
(1) For each h¿ 0; Ah satis1es
⋃
T∈Ah ET =
E
, and the 1nite element space satis1es Sh⊂W 1;∞0 (
).
(2) For any =(x)=(=ij(x))i; j=1; :::; d which satis1es =ij ∈ W 1;p∗(
); =ij==ji; and (4:3); the canonical
projection Ph ∈L(W−1;p∗ ; W−1;p∗) de1ned by (4:6) satis1es
lim
h→0
‖ − Ph ‖W−1; p∗ = 0; ∀ ∈ W−1;p
∗
(
):
(3) The family of triangulation {Ah} is regular [6, p. 131], and satis1es the inverse assumption
[6, p. 135].
On the matters related to Assumption 4:9(2) see [2, Chapter 7].
Recall that M0⊂R(F;S) is the solution manifold de1ned by
M0 := {(; u) ∈ R(F;S) |F(; u) = 0}:
Theorem 4.10. Suppose that Assumptions 4:1; 4:5; and 4:9 hold with p∗ which is taken as (4:2)
and + := 1− d=p∗. Let M˜0⊂M0 be a connected compact subset with the following properties:
(1) DF(; u) 
= 0 for any (; u) ∈ M˜0.
(2) There exists x0 ∈ 
 such that  (x0) 
= 0 for all (; u) ∈ M˜0; where {(%;  )} is the basis of
KerDF(; u).
Then; M˜0 is parametrized by  = u(x0). We assume without loss of generality that the above
x0 ∈ 
 is a nodal point of Sh for all su8ciently small h¿ 0.
Then; for su8ciently small h¿ 0; there exists the corresponding locally unique 5nite element
solution branchM˜h which is parametrized by the same ; that is; uh()(x0) =  and
〈F(h(); uh()); vh〉= 0; ∀vh ∈ Sh
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for any (h(); uh()) ∈ M˜h. Moreover; the following estimates hold:
|h()− ()|+ ‖uh()−/hu()‖W 1; p∗0 6K1‖u()−/hu()‖W 1; p∗0 ;
|h()− ()|+ ‖uh()− u()‖W 1; p∗0 6K2‖u()−/hu()‖W 1; p∗0 ;
|h()− ()|+ ‖uh()− u()‖W 1;∞0 6K3h
1−d=p∗
for all ((); u()) ∈ M˜0; (h(); uh()) ∈ M˜h; where /h : W 1;p
∗
0 (
) → Sh is the usual interpolant
projection as in [6; Theorem 16:1]. Here; K1; K2; and K3 are independent of h¿ 0 and .
Proof. We put the present situation into the setting of Theorem 2.4. Let Xp :=W
1;p∗
0 (
);
X ′q :=W
−1;p∗(
); X2 :=H 10 (
), and X
′
2 :=H
−1(
). Let V :=C1; +0 ( E
) and W :=W+(
). The nonlinear
operator F is de1ned by (4.1), S is de1ned by (4.4), and the functional  is de1ne by (4.5).
We check the conditions of Theorem 2.4. Take any (0; u0) ∈M˜0. Assumptions (A1)–(A6) have
been checked in the proof of Lemma 4.8. Also, it is checked that KerDF(0; u0)∩KerD(0; u0) =
{(0; 0)}. By Assumption 4:9(3); (A7) is valid with r :=d=p∗.
By Lemma 4.7 we have that u ∈ W 2;p∗(
) for any (; u) ∈M0. Hence, we have ‖u−/hu‖W 1; p∗0 6
Ch|u|W 2; p∗ and ‖u−/hu‖W 1;∞0 6Ch1−d=p
∗ |u|W 2; p∗ (see [6, Theorem 16:2]). Therefore, (2.3) and (2.4)
are satis1ed. By Assumption 4:9, the projection Ph de1ned by (4.6) satis1es (2.5).
Therefore, by Theorem 2.4, there exist a constant ,1 and a locally unique C2 map [u0(x0) −
,1; u0(x0) + ,1]   → (h(); uh()) ∈ × Sh such that u()(x0) =  and
〈F(h(); uh()); vh〉= 0; ∀vh ∈ Sh:
Moreover, the error estimates hold for any  ∈ [u0(x0)− ,1; u0(x0) + ,1].
Finally, by connectedness and compactness of M˜0, we can pick up 1nite such points (0; u0) ∈M˜0
and conclude that there exists the locally unique 1nite element solution branch M˜h on which the
error estimates hold.
For obtaining the elaborate error estimates of , we assume
Assumption 4.11. For all (; x; y; z) ∈ × 
 × R× Rd, ay(; x; y; z) =zf(; x; y; z).
It is easy to check that DuF(; u) ∈L(H 10 ; H 10 ) is self-adjoint under Assumption 4:11.
Let (0; u0) ∈ R(F;S) be a solution of F(; u) = 0 at which all assumptions of Theorem 4.10
and Assumption 4:11 hold. We consider the following auxiliary equation: 1nd (7; z) ∈ R×W 1;p∗0 (
)
such that∫


((+(x)z) ·v+ =(x) · (vz + zv) + 4(x)zv) dx = 7v(x0); ∀v ∈ W 1;p
∗
0 (
);∫


(a(0; x; u0;u0) ·z + f(0; x; u0;u0)z) dx = 1; (4.7)
where
+(x) := Jza(0; x; u0(x);u0(x)); 4(x) :=fy(0; x; u0(x);u0(x));
=(x) := ay(0; x; u0(x);u0(x)) =zf(0; x; u0(x);u0(x)):
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By Lemma 3.1 there exists a unique solution (7; z) ∈ R×W 1;p∗0 (
) to (4.7). Also from Lemma
3.2 we know that there exists the corresponding unique 1nite element solution (7h; zh) ∈ R× Sh. By
Theorem 3.3 we obtain
Theorem 4.12. Let (; u) ∈ R(F;S) be a solution of F(; u)=0 which satis5es the assumptions of
Theorem 4:10: Also; suppose that Assumption 4:11 holds. Let (h; uh) ∈ ×Sh is the corresponding
5nite element solution with u(x0) = uh(x0). Let (7; z) ∈ R×W 1;p
∗
0 (
) and (7h; zh) ∈ R× Sh be the
exact and 5nite element solutions to (4:7).
Then; we have the following elaborate error estimates for : for su8ciently small h¿ 0 there
exists a positive constant C independent of h such that
|− h|6C(‖u− uh‖H 10 ‖z − zh‖H 10 + 12max{‖zh‖W 1;∞0 ; |7|}‖u− uh‖
2
H 10
):
Next, we consider elaborate error estimate of a nondegenerate turning point. Let (0; u0) ∈M0 be a
turning point. We suppose that the assumptions of Theorem 4.12 are satis1ed. Then, by Lemma 3.4,
(0; u0) is nondegenerate if and only if the following equation has the isolate solution (0; u0; z0) ∈
×C1; +0 ( E
)×W 1;p
∗
0 (
): (A solution of a nonlinear equation is called isolated if the FrIechet derivative
of the associated nonlinear operator is an isomorphism between certain Banach spaces at the solution.)∫


(a(; x; u;u) ·v+ f(; x; u;u)v) dx = 0; ∀v ∈ H 10 (
);
∫


((+(x)z) ·v+ =(x) · (vz + zv) + 4(x)zv) dx = 0; ∀v ∈ H 10 (
);
∫


(a(; x; u;u) ·z + f(; x; u;u)z) dx = 1; (4.8)
where
+(x) := Jza(; x; u(x);u(x)); 4(x) :=fy(; x; u(x);u(x));
=(x) := ay(; x; u(x);u(x)) =zf(; x; u(x);u(x)):
Finally, by Lemma 3.5 and Theorem 3.6 we obtain
Theorem 4.13. Let (0; u0) ∈ R(F;S) be a turning point which satis5es the assumptions of Theo-
rem 4:12. We suppose that (0; u0) is nondegenerate. Then; for su8ciently small h¿ 0; there exists
the corresponding locally unique nondegenerate turning point (h0; u
h
0) ∈ Mh on the 5nite element
solution manifold. Moreover; we have the following elaborate error estimates for 0: there exists
a positive constant C independent of h such that
|0 − h0|6C(‖u0 − uh0‖H 10 ‖z0 − zh0‖H 10 + 12‖zh0‖W 1;∞0 ‖u0 − u
h
0‖2H 10 );
where (0; u0; z0) ∈ ×C1; +0 ( E
)×W 1;p
∗
0 (
) is the isolated solution of (4.8) and (
h
0; u
h
0; z
h
0) ∈ ×(Sh)2
is the locally unique 5nite element solution.
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Remark 4.14. In this section we only deal with homogeneous Dirichlet boundary condition. We,
however, are able to deal with more general boundary conditions. For example, consider the following
equation: 1nd (; u) ∈ × H 1(
) such that
〈F˜(; u); v〉 :=
∫
J
(a(; x; u;u) ·v+ f(; x; u;u)v) dx = 0; ∀v ∈ H 10 (
);
u= g on @
:
Then, we de1ne the nonlinear map F :×W 1;p(
)→ W−1;p(
)×W 1−1=p;p(@
) by F(; u) := (F˜(; u);
u − g), where  :W 1;p(
) → W 1−1=p;p(@
) is the trace operator. We can develop a similar theory
as above if DuF(; u) ∈L(W 1;p(
); W−1;p(
)×W 1−1=p;p(@
)) can be an isomorphism.
By the same manner we can deal with a system of parametrized equations with general boundary
conditions.
5. Remarks on eigenvalue problems
In this section we apply our results to an eigenvalue problem, and give alternate proofs of
well-known results on 1nite element approximation of eigenvalue problems.
Let 
⊂Rd (d= 1; 2; 3) be a bounded domain. We consider the following problem: 1nd (; u) ∈
R× H 10 (
) such that
−Mu= u in 
: (5.1)
Let  ∈ R be a simple eigenvalue of (5.1). To determine the corresponding eigenfunction u ∈
H 10 (
), we introduce the functional  :R× H 10 (
)→ R by
(; u) :=
∫


u2 dx:
To apply the results obtained in Sections 2 and 3 to the eigenvalue problem (5.1), we de1ne the
operator F : R× H 10 (
)→ H−1(
) by
〈F(; u); v〉 :=
∫


(u ·v− uv) dx; ∀v ∈ H 10 (
);
that is,
a(; x; u;u) :=u; f(; x; u;u) := − u:
Clearly, assumptions (A1)–(A6), (A8), and (A9) are satis1ed with the setting
V = X∞ = Xp :=H 10 (
); W = X
′
1 = X
′
q :=H
−1(
); S :=R× H 10 (
):
With r = 0, (A7) is also valid.
Let (; u) be an eigenpair of (5.1), that is, u 
= 0 and F(; u) = 0. It is easy to see that, in this
case, the condition (; u) ∈ R(F;S) is equivalent to that the eigenvalue  is simple.
On the regularity of the boundary @
, the triangulation {Ah} of 
, and the 1nite element spaces
{Sh} on it, we impose the following conditions:
Assumption 5.1. (1) For each h¿ 0; Ah satis1es
⋃
T∈Ah ET =
E
, and the 1nite element space satis1es
Sh⊂H 10 (
).
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(2) The family of triangulation {Ah} is regular [6, p. 131].
(3) There exists a positive constant 4¡ 1 such that −M ∈L(H 10∩H 1+4; H−1+4) is an isomorphism.
(4) For the canonical projection /h :H 10 (
)→ Sh de1ned by∫


(u−/hu) ·vh dx = 0; ∀vh ∈ Sh; (5.2)
we have, with same constant 4 in (3),
lim
h→0
‖u−/hu‖H 10 = 0; for u ∈ H 10 (
);
‖u−/hu‖H 106Ch4|u|H 1+4 ; for u ∈ H 10 (
) ∩ H 1+4(
):
On the matters related to Assumption 5:1(4); see [2, Chapter 12].
Under Assumption 5:1 we conclude that, for (; u) ∈ R×H 10 (
), F(; u)=0 implies u ∈ H 1+4(
).
Hence, we have checked all assumptions of Theorem 2.4 and have proved
Theorem 5.2. Suppose that Assumption 5:1 holds. Let (; u) ∈ R × H 10 (
) be an eigen-pair such
that  is simple and (; u) 
= 0.
Then; there exists a unique 5nite element solution (h; uh) ∈ R× Sh such that (h; uh) = (; u)
and ∫


(uh ·vh − huhvh) dx = 0; ∀vh ∈ Sh:
Moreover; the following estimate hold:
|h − |+ ‖uh −/hu‖H 106K1‖u−/hu‖H 10 ;
|h − |+ ‖uh − u‖H 106K2‖u−/hu‖H 10 ;
where /h :H 10 (
) → Sh is the canonical projection de5ned by (5:2), and K1; K2 are positive con-
stants independent of h¿ 0.
Now, let us consider an elaborate error estimate of the eigenvalue . Let (; u) ∈ R × H 10 (
) is
an eigen-pair of (5.1) such that  is simple and (; u) = 1. The auxiliary equation (3.1) becomes∫


(z ·v− zv) dx = 27
∫


uv dx; ∀v ∈ H 10 (
);
∫


uz dx = 1: (5.3)
Since  is a simple eigenvalue of (5.1), we have dimKerDuF(; u)=1. Hence, from the proof of
Lemma 3.1, we conclude 7= 0 in (5.3). Thus, we realize that there exists % ∈ R such that z = %u.
By the fact that
∫

 u
2 dx = 1 and
∫

 uz dx = 1, we 1nd that (5.3) coincide with (5.1) and z = u.
Therefore, from Theorem 3.3 and its proof, we obtain
(− h)(〈DF(; u); uh〉 − 〈DuF(; u)(uh − u); uh〉) = 〈DuF(; u)(uh − u); uh − u〉:
Since
〈DF(; u); uh〉=−
∫


uuh dx
〈DuF(; u)(uh − u); uh〉=−
∫


(uh − u)uh dx
and
∫


u2h dx = 1;
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we obtain
h − =
∫


(|(u− uh)|2 − (u− uh)2) dx; (5.4)
which is essentially equivalent to Eq. (46) in [14, Section 6:3]. By (5.4) we have proved the
following well-known result by a diJerent approach:
Theorem 5.3. Let (; u) ∈ R× H 10 (
) be an eigen-pair such that (; u) = 1 and  is simple. Let
(h; uh) ∈ R× Sh be the corresponding 5nite element eigen-pair with (h; uh) = 1.
Then; there exists a positive constant C independent of h¿ 0 such that
h − 6C‖u− uh‖2H 10 :
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