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Abstract
We consider integrable Hamiltonian systems in a general setting of in-
variant submanifolds which need not be compact. For instance, this is
the case a global Kepler system, non-autonomous integrable Hamiltonian
systems and integrable systems with time-dependent parameters.
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Introduction
The Liouville – Arnold theorem for completely integrable systems [3, 54], the
Poincare´ – Lyapounov – Nekhoroshev theorem for partially integrable systems
[26, 65] and the Mishchenko – Fomenko theorem for the superintegrable ones
[9, 18, 61] state the existence of action-angle coordinates around a compact
invariant submanifold of a Hamiltonian integrable system which is a torus Tm.
However, it is well known that global extension of these action-angle coordinates
meets a certain topological obstruction [4, 13, 15].
Note that superintegrable systems sometimes are called non-commutative
(or non-Abelian) completely integrable systems.
In these Lectures, we consider integrable Hamiltonian systems in a general
setting of invariant submanifolds which need not be compact [20, 22, 23, 24,
35, 41, 74, 86]. These invariant submanifolds are proved to be diffeomorphic to
toroidal cylinders Rm−r×T r (Theorem 1.10). A key point is that, in accordance
with Theorem 7.2, a fibred manifold whose fibres are diffeomorphic either to a
compact manifold or Rr is a fibre bundle, but this is not the case of toroidal
cylinders.
In particular, this is the case of non-autonomous integrable Hamiltonian sys-
tems (Section 4.3) and Hamiltonian mechanics with time-dependent parameters
(Section 6).
It may happen that a Hamiltonian system on a phase space Z falls into
different integrable Hamiltonian systems on different open subsets of Z. For
instance, this the case of the Kepler system (Section 3). It contains two different
globally superintegrable systems on different open subsets of a phase space Z =
R4. Their integrals of motion form the Lie algebras so(3) and so(2, 1) with
compact and non-compact invariant submanifolds, respectively [41, 74].
Geometric quantization of completely integrable and superintegrable Hamil-
tonian systems with respect to action-angle variables is considered (Section 5.3).
The reason is that, since a Hamiltonian of an integrable system depends only
on action variables, it seems natural to provide the Schro¨dinger representation
of action variables by first order differential operators on functions of angle
coordinates.
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Throughout the Lectures, all functions and maps are smooth, and manifolds
are real smooth and paracompact. We are not concerned with the real-analytic
case because a paracompact real-analytic manifold admits the partition of unity
by smooth functions. As a consequence, sheaves of modules over real-analytic
functions need not be acyclic that is essential for our consideration.
1 Partially integrable systems
This Section addresses partially integrable systems on Poisson and symplectic
manifolds. Completely integrable systems can be regarded as the particular
partially integrable ones (Remark 1.6). A key point is that a partially integrable
system admits different compatible Poisson structures (Theorem 1.11).
Our goal are Theorem 1.15 on partial integrable systems on a Poisson mani-
fold, Theorem 1.17 on partial integrable system on a symplectic manifold, and
Theorem 1.18 as the global generalization of Theorem 1.17.
1.1 Geometry of symplectic and Poisson manifolds
This Section summarize some relevant material on symplectic manifolds, Poisson
manifolds and symplectic foliations [1, 37, 41, 55, 84].
Let Z be a smooth manifold. Any exterior two-form Ω on Z yields a linear
bundle morphism
Ω♭ : TZ →
Z
T ∗Z, Ω♭ : v → −v⌋Ω(z), v ∈ TzZ, z ∈ Z. (1.1)
One says that a two-form Ω is of rank r if the morphism (1.1) has a rank r. A
kernel KerΩ of Ω is defined as the kernel of the morphism (1.1). In particular,
KerΩ contains the canonical zero section 0̂ of TZ → Z. If KerΩ = 0̂, a two-
form Ω is said to be non-degenerate. A closed non-degenerate two-form Ω is
called symplectic. Accordingly, a manifold equipped with a symplectic form is a
symplectic manifold. A symplectic manifold (Z,Ω) always is even dimensional
and orientable.
A manifold morphism ζ of a symplectic manifold (Z,Ω) to a symplectic
manifold (Z ′,Ω′) is called symplectic if Ω = ζ∗Ω′. Any symplectic morphism is
an immersion. A symplectic isomorphism is called the symplectomorphism.
A vector field u on a symplectic manifold (Z,Ω) is an infinitesimal generator
of a local one-parameter group of local symplectomorphism iff the Lie derivative
LuΩ vanishes. It is called the canonical vector field. A canonical vector field
u on a symplectic manifold (Z,Ω) is said to be Hamiltonian if a closed one-
form u⌋Ω is exact. Any smooth function f ∈ C∞(Z) on Z defines a unique
Hamiltonian vector field ϑf such that
ϑf⌋Ω = −df, ϑf = Ω♯(df), (1.2)
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where Ω♯ is the inverse isomorphism to Ω♭ (1.1).
Example 1.1: Given an m-dimensional manifold M coordinated by (qi), let
π∗M : T
∗M →M
be its cotangent bundle equipped with the holonomic coordinates (qi, pi = q˙i).
It is endowed with the canonical Liouville form
Ξ = pidq
i
and the canonical symplectic form
ΩT = dΞ = dpi ∧ dqi. (1.3)
Their coordinate expressions are maintained under holonomic coordinate trans-
formations. The Hamiltonian vector field ϑf (1.2) with respect to the canonical
symplectic form (1.3) reads
ϑf = ∂
if∂i − ∂if∂i.

The canonical symplectic form (1.3) plays a prominent role in symplectic
geometry in view of the classical Darboux theorem.
Theorem 1.1: Each point of a symplectic manifold (Z,Ω) has an open neigh-
borhood equipped with coordinates (qi, pi), called canonical or Darboux coor-
dinates, such that Ω takes the coordinate form (1.3). 
Let iN : N → Z be a submanifold of a 2m-dimensional symplectic manifold
(Z,Ω). A subset
OrthΩTN =
⋃
z∈N
{v ∈ TzZ : v⌋u⌋Ω = 0, u ∈ TzN}
of TZ|N is called orthogonal to TN relative to a symplectic form Ω. One
considers the following special types of submanifolds of a symplectic manifold
such that the pull-back ΩN = i
∗
NΩ of a symplectic form Ω onto a submanifold
N is of constant rank. A submanifold N of Z is said to be:
• coisotropic if OrthΩTN ⊆ TN , dimN ≥ m;
• symplectic if ΩN is a symplectic form on N ;
• isotropic if TN ⊆ OrthΩTN , dimN ≤ m.
A Poisson bracket on a ring C∞(Z) of smooth real functions on a manifold
Z (or a Poisson structure on Z) is defined as an R-bilinear map
C∞(Z)× C∞(Z) ∋ (f, g)→ {f, g} ∈ C∞(Z)
which satisfies the following conditions:
• {g, f} = −{f, g};
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• {f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = 0;
• {h, fg} = {h, f}g + f{h, g}.
A Poisson bracket makes C∞(Z) into a real Lie algebra, called the Poisson
algebra. A Poisson structure is characterized by a particular bivector field as
follows.
Theorem 1.2: Every Poisson bracket on a manifold Z is uniquely defined as
{f, f ′} = w(df, df ′) = wµν∂µf∂νf ′ (1.4)
by a bivector field w whose Schouten – Nijenhuis bracket [w,w]SN vanishes. It
is called a Poisson bivector field. 
A manifold Z endowed with a Poisson structure is called a Poisson manifold.
Example 1.2: Any manifold admits a zero Poisson structure characterized by
a zero Poisson bivector field w = 0. 
A function f ∈ C∞(Z) is called the Casimir function of a Poisson structure
on Z if its Poisson bracket with any function on Z vanishes. Casimir functions
form a real ring C(Z).
Any bivector field w on a manifold Z yields a linear bundle morphism
w♯ : T ∗Z →
Z
TZ, w♯ : α→ −w(z)⌊α, α ∈ T ∗z Z. (1.5)
One says that w is of rank r if the morphism (1.5) is of this rank. If a Pois-
son bivector field is of constant rank, the Poisson structure is called regular.
Throughout the Lectures, only regular Poisson structures are considered. A
Poisson structure determined by a Poisson bivector field w is said to be non-
degenerate if w is of maximal rank.
There is one-to-one correspondence Ωw ↔ wΩ between the symplectic forms
and the non-degenerate Poisson bivector fields which is given by the equalities
wΩ(φ, σ) = Ωw(w
♯
Ω(φ), w
♯
Ω(σ)), φ, σ ∈ O1(Z),
Ωw(ϑ, ν) = wΩ(Ω
♭
w(ϑ),Ω
♭
w(ν)), ϑ, ν ∈ T (Z),
where the morphisms w♯Ω (1.5) and Ω
♭
w (1.1) are mutually inverse, i.e.,
w♯Ω = Ω
♯
w, w
αν
Ω Ωwαβ = δ
ν
β.
However, this correspondence is not preserved under manifold morphisms in
general. Namely, let (Z1, w1) and (Z2, w2) be Poisson manifolds. A manifold
morphism ̺ : Z1 → Z2 is said to be a Poisson morphism if
{f ◦ ̺, f ′ ◦ ̺}1 = {f, f ′}2 ◦ ̺, f, f ′ ∈ C∞(Z2),
or, equivalently, if w2 = T̺◦w1, where T̺ is the tangent map to ̺. Herewith, the
rank of w1 is superior or equal to that of w2. Therefore, there are no pull-back
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and push-forward operations of Poisson structures in general. Nevertheless, let
us mention the following construction.
Theorem 1.3: Let (Z,w) be a Poisson manifold and π : Z → Y a fibration
such that, for every pair of functions (f, g) on Y and for each point y ∈ Y , the
restriction of a function {π∗f, π∗g} to a fibre π−1(y) is constant, i.e., {π∗f, π∗g}
is the pull-back onto Z of some function on Y . Then there exists a coinduced
Poisson structure w′ on Y for which π is a Poisson morphism. 
Example 1.3: The direct product Z × Z ′ of Poisson manifolds (Z,w) and
(Z ′, w′) can be endowed with the product of Poisson structures, given by a
bivector field w+w′ such that the surjections pr1 and pr2 are Poisson morphisms.

A vector field u on a Poisson manifold (Z,w) is an infinitesimal generator of
a local one-parameter group of Poisson automorphisms iff the Lie derivative
Luw = [u,w]SN (1.6)
vanishes. It is called the canonical vector field for a Poisson structure w. In
particular, for any real smooth function f on a Poisson manifold (Z,w), let us
put
ϑf = w
♯(df) = −w⌊df = wµν∂µf∂ν . (1.7)
It is a canonical vector field, called the Hamiltonian vector field of a function
f with respect to a Poisson structure w. Hamiltonian vector fields fulfil the
relations
{f, g} = ϑf⌋dg, (1.8)
[ϑf , ϑg] = ϑ{f,g}, f, g ∈ C∞(Z). (1.9)
For instance, the Hamiltonian vector field ϑf (1.2) of a function f on a
symplectic manifold (Z,Ω) coincides with that (1.7) with respect to the corre-
sponding Poisson structure wΩ. The Poisson bracket defined by a symplectic
form Ω reads
{f, g} = ϑg⌋ϑf⌋Ω.
Since a Poisson manifold (Z,w) is assumed to be regular, the range T =
w♯(T ∗Z) of the morphism (1.5) is a subbundle of TZ called the characteristic
distribution on (Z,w). It is spanned by Hamiltonian vector fields, and it is
involutive by virtue of the relation (1.9). It follows that a Poisson manifold
Z admits local adapted coordinates in Theorem 7.6. Moreover, one can choose
particular adapted coordinates which bring a Poisson structure into the following
canonical form.
Theorem 1.4: For any point z of a k-dimensional Poisson manifold (Z,w),
there exist coordinates
(z1, . . . , zk−2m, q1, . . . , qm, p1, . . . , pm) (1.10)
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on a neighborhood of z such that
w =
∂
∂pi
∧ ∂
∂qi
, {f, g} = ∂f
∂pi
∂g
∂qi
− ∂f
∂qi
∂g
∂pi
.

The coordinates (1.10) are called the canonical or Darboux coordinates for
the Poisson structure w. The Hamiltonian vector field of a function f written
in this coordinates is
ϑf = ∂
if∂i − ∂if∂i.
Of course, the canonical coordinates for a symplectic form Ω in Theorem 1.1 also
are canonical coordinates in Theorem 1.4 for the corresponding non-degenerate
Poisson bivector field w, i.e.,
Ω = dpi ∧ dqi, w = ∂i ∧ ∂i.
With respect to these coordinates, the mutually inverse bundle isomorphisms
Ω♭ (1.1) and w♯ (1.5) read
Ω♭ : vi∂i + vi∂
i → −vidqi + vidpi,
w♯ : vidq
i + vidpi → vi∂i − vi∂i.
Integral manifolds of the characteristic distribution T of a k-dimensional
Poisson manifold (Z,w) constitute a (regular) foliation F of Z whose tangent
bundle TF is T. It is called the characteristic foliation of a Poisson manifold.
By the very definition of the characteristic distribution T = TF , a Poisson
bivector field w is subordinate to
2∧TF . Therefore, its restriction w|F to any
leaf F of F is a non-degenerate Poisson bivector field on F . It provides F
with a non-degenerate Poisson structure {, }F and, consequently, a symplectic
structure. Clearly, the local Darboux coordinates for the Poisson structure w
in Theorem 1.4 also are the local adapted coordinates
(z1, . . . , zk−2m, zi = qi, zm+i = pi), i = 1, . . . ,m,
(7.38) for the characteristic foliation F , and the symplectic structures along its
leaves read
ΩF = dpi ∧ dqi.
Since any foliation is locally simple, a local structure of an arbitrary Poisson
manifold reduces to the following [84, 88].
Theorem 1.5: Each point of a Poisson manifold has an open neighborhood
which is Poisson equivalent to the product of a manifold with the zero Poisson
structure and a symplectic manifold. 
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Provided with this symplectic structure, the leaves of the characteristic foli-
ation of a Poisson manifold Z are assembled into a symplectic foliation of Z as
follows (see Section 7.4).
Let F be an even dimensional foliation of a manifold Z. A d˜-closed non-
degenerate leafwise two-form ΩF on a foliated manifold (Z,F) is called sym-
plectic. Its pull-back i∗FΩF onto each leaf F of F is a symplectic form on F . A
foliation F provided with a symplectic leafwise form ΩF is called the symplectic
foliation.
If a symplectic leafwise form ΩF exists, it yields a bundle isomorphism
Ω♭F : TF →
Z
TF∗, Ω♭F : v → −v⌋ΩF(z), v ∈ TzF .
The inverse isomorphism Ω♯F determines a bivector field
wΩ(α, β) = ΩF (Ω
♯
F(i
∗
Fα),Ω
♯
F (i
∗
Fβ)), α, β ∈ T ∗z Z, z ∈ Z, (1.11)
on Z subordinate to
2∧TF . It is a Poisson bivector field. The corresponding
Poisson bracket reads
{f, f ′}F = ϑf⌋d˜f ′, ϑf⌋ΩF = −d˜f, ϑf = Ω♯F(d˜f). (1.12)
Its kernel is SF(Z).
Conversely, let (Z,w) be a Poissonmanifold and F its characteristic foliation.
Since AnnTF ⊂ T ∗Z is precisely the kernel of a Poisson bivector field w, a
bundle homomorphism
w♯ : T ∗Z →
Z
TZ
factorizes in a unique fashion
w♯ : T ∗Z
i∗
F−→
Z
TF∗ w
♯
F−→
Z
TF iF−→
Z
TZ (1.13)
through a bundle isomorphism
w♯F : TF∗ →Z TF , w
♯
F : α→ −w(z)⌊α, α ∈ TzF∗. (1.14)
The inverse isomorphism w♭F yields a symplectic leafwise form
ΩF (v, v
′) = w(w♭F (v), w
♭
F (v
′)), v, v′ ∈ TzF , z ∈ Z. (1.15)
The formulas (1.11) and (1.15) establish the equivalence between the Poisson
structures on a manifold Z and its symplectic foliations.
Turn now to a group action on Poisson manifolds. By G throughout is meant
a real connected Lie group, g is its right Lie algebra, and g∗ is the Lie coalgebra
(see Section 7.5).
We start with the symplectic case. Let a Lie group G act on a symplectic
manifold (Z,Ω) on the left by symplectomorphisms. Such an action ofG is called
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symplectic. Since G is connected, its action on a manifold Z is symplectic iff the
homomorphism ε → ξε, ε ∈ g, (7.45) of a Lie algebra g to a Lie algebra T1(Z)
of vector fields on Z is carried out by canonical vector fields for a symplectic
form Ω on Z. If all these vector fields are Hamiltonian, an action of G on Z
is called a Hamiltonian action. One can show that, in this case, ξε, ε ∈ g, are
Hamiltonian vector fields of functions on Z of the following particular type.
Proposition 1.6: An action of a Lie group G on a symplectic manifold Z is
Hamiltonian iff there exists a mapping
Ĵ : Z → g∗, (1.16)
called the momentum mapping, such that
ξε⌋Ω = −dJε, Jε(z) = 〈Ĵ(z), ε〉, ε ∈ g. (1.17)

The momentum mapping (1.16) is defined up to a constant map. Indeed, if
Ĵ and Ĵ ′ are different momentum mappings for the same symplectic action of
G on Z, then
d(〈Ĵ(z)− Ĵ ′(z), ε〉) = 0, ε ∈ g.
Given g ∈ G, let us us consider the difference
σ(g) = Ĵ(gz)−Ad∗g(Ĵ(z)), (1.18)
where Ad∗g is the coadjoint representation (7.47) on g∗. One can show that
the difference (1.18) is constant on a symplectic manifold Z [1]. A momentum
mapping Ĵ is called equivariant if σ(g) = 0, g ∈ G.
Example 1.4: Let a symplectic form on Z be exact, i.e., Ω = dθ, and let θ be
G-invariant, i.e.,
Lξεθ = d(ξε⌋θ) + ξε⌋Ω = 0, ε ∈ g.
Then the momentum mapping Ĵ (1.16) can be given by the relation
〈Ĵ(z), ε〉 = (ξε⌋θ)(z).
It is equivariant. In accordance with the relation (7.47), it suffices to show that
Jε(gz) = JAd g−1(ε)(z), (ξε⌋θ)(gz) = (ξAd g−1(ε)⌋θ)(z).
This holds by virtue of the relation (7.46). For instance, let T ∗Q be a symplectic
manifold equipped with the canonical symplectic form ΩT (1.3). Let a left action
of a Lie group G on Q have the infinitesimal generators τm = ε
i
m(q)∂i. The
canonical lift of this action onto T ∗Q has the infinitesimal generators (7.19):
ξm = τ˜m = ve
i
m∂i − pj∂iεjm∂i, (1.19)
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and preserves the canonical Liouville form Ξ on T ∗Q. The ξm (1.19) are Hamil-
tonian vector fields of the functions Jm = ε
i
m(q)pi, determined by the equivari-
ant momentum mapping Ĵ = εim(q)piε
m. 
Theorem 1.7: A momentum mapping Ĵ associated to a symplectic action of a
Lie group G on a symplectic manifold Z obeys the relation
{Jε, Jε′} = J[ε,ε′] − 〈Teσ(ε′), ε〉. (1.20)

In the case of an equivariant momentum mapping, the relation (1.20) leads
to a homomorphism
{Jε, Jε′} = J[ε,ε′] (1.21)
of a Lie algebra g to a Poisson algebra of smooth functions on a symplectic
manifold Z (cf. Proposition 1.8 below).
Now let a Lie groupG act on a Poisson manifold (Z,w) on the left by Poisson
automorphism. This is a Poisson action. Since G is connected, its action on
a manifold Z is a Poisson action iff the homomorphism ε → ξε, ε ∈ g, (7.45)
of a Lie algebra g to a Lie algebra T1(Z) of vector fields on Z is carried out
by canonical vector fields for a Poisson bivector field w, i.e., the condition (1.6)
holds. The equivalent conditions are
ξε({f, g}) = {ξε(f), g}+ {f, ξε(g)}, f, g ∈ C∞(Z),
ξε({f, g}) = [ξε, ϑf ](g)− [ξε, ϑg](f),
[ξε, ϑf ] = ϑξε(f),
where ϑf is the Hamiltonian vector field (1.7) of a function f .
A Hamiltonian action of G on a Poisson manifold Z is defined similarly
to that on a symplectic manifold. Its infinitesimal generators are tangent to
leaves of the symplectic foliation of Z, and there is a Hamiltonian action of
G on every symplectic leaf. Proposition 1.6 together with the notions of a
momentum mapping and an equivariant momentum mapping also are extended
to a Poisson action. However, the difference σ (1.18) is constant only on leaves
of the symplectic foliation of Z in general. At the same time, one can say
something more on an equivariant momentum mapping (that also is valid for a
symplectic action).
Proposition 1.8: An equivariant momentum mapping Ĵ (1.16) is a Poisson
morphism to the Lie coalgebra g∗, provided with the Lie – Poisson structure
(7.48). 
1.2 Poisson and symplectic Hamiltonian systems
Given a Poisson manifold (Z,w), a Poisson Hamiltonian system (w,H) on Z for
a Hamiltonian H ∈ C∞(Z) with respect to a Poisson structure w is defined as
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a set
SH =
⋃
z∈Z
{v ∈ TzZ : v − w♯(dH)(z) = 0}. (1.22)
By a solution of this Hamiltonian system is meant a vector field ϑ on Z which
takes its values into TN ∩ SH. Clearly, the Poisson Hamiltonian system (1.22)
has a unique solution which is the Hamiltonian vector field
ϑH = w
♯(dH) (1.23)
of H. Hence, SH (1.22) is an autonomous first order dynamic equation (see
forthcoming Remark 1.5), called the Hamilton equation for a Hamiltonian H
with respect to a Poisson structure w.
Remark 1.5: Let u be a vector field u on Z. A closed subbundle u(Z) of the
tangent bundle TZ given by the coordinate relations
z˙λ = uλ(z) (1.24)
is said to be a first order autonomous dynamic equation on a manifold Z [56, 58].
By a solution of the autonomous first order dynamic equation (1.24) is meant
an integral curve of a vector field u. 
Relative to local canonical coordinates (zλ, qi, pi) (1.10) for a Poisson struc-
ture w on Z and corresponding holonomic coordinates (zλ, qi, pi, z˙
λ, q˙i, p˙i) on
TZ, the Hamilton equation (1.22) and the Hamiltonian vector field (1.23) take
a form
q˙i = ∂iH, p˙i = −∂iH, z˙λ = 0, (1.25)
ϑH = ∂
iH∂i − ∂iH∂i. (1.26)
Solutions of the Hamilton equation (1.25) are integral curves of the Hamiltonian
vector field (1.26).
Let (Z,w,H) be a Poisson Hamiltonian system. Its integral of motion is a
smooth function F on Z whose Lie derivative
LϑHF = {H, F} (1.27)
along the Hamiltonian vector field ϑH (1.26) vanishes in accordance with the
equality (4.58). The equality (1.27) is called the evolution equation.
It is readily observed that the Poisson bracket {F, F ′} of any two integrals
of motion F and F ′ also is an integral of motion. Consequently, the integrals of
motion of a Poisson Hamiltonian system constitute a real Lie algebra.
Since
ϑ{H,F} = [ϑH, ϑF ], {H, F} = −LϑFH,
the Hamiltonian vector field ϑF of any integral of motion F of a Poisson Hamil-
tonian system is a symmetry both of the Hamilton equation (1.25) (Proposition
4.8) and a Hamiltonian H (Definition 4.9).
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Let (Z,Ω) be a symplectic manifold. The notion of a symplectic Hamiltonian
system is a repetition of the Poisson one, but all expressions are rewritten in
terms of a symplectic form Ω as follows.
A symplectic Hamiltonian system (Ω,H) on a manifold Z for a Hamiltonian
H with respect to a symplectic structure Ω is a set
SH =
⋃
z∈Z
{v ∈ TzZ : v⌋Ω+ dH(z) = 0}. (1.28)
As in the general case of Poisson Hamiltonian systems, the symplectic one (Ω,H)
has a unique solution which is the Hamiltonian vector field
ϑH⌋Ω = −dH (1.29)
of H. Hence, SH (1.28) is an autonomous first order dynamic equation, called
the Hamilton equation for a Hamiltonian H with respect to a symplectic struc-
ture Ω. Relative to the local canonical coordinates (qi, pi) for a symplectic
structure Ω, the Hamilton equation (1.28) and the Hamiltonian vector field
(1.29) read
q˙i = ∂iH, p˙i = −∂iH, (1.30)
ϑH = ∂
iH∂i − ∂iH∂i. (1.31)
Integrals of motion of a symplectic Hamiltonian system are defined just as
those of a Poisson Hamiltonian system.
1.3 Partially integrable systems on a Poisson manifold
Completely integrable and superintegrable systems are considered with respect
to a symplectic structure on a manifold which holds fixed from the beginning.
As was mentioned above, partially integrable system admits different compati-
ble Poisson structures (see Theorem 1.11 below). Treating partially integrable
systems, we therefore are based on a wider notion of the dynamical algebra
[35, 41].
Let we have m mutually commutative vector fields {ϑλ} on a connected
smooth real manifold Z which are independent almost everywhere on Z, i.e.,
the set of points, where the multivector field
m∧ ϑλ vanishes, is nowhere dense.
We denote by S ⊂ C∞(Z) the R-subring of smooth real functions f on Z whose
derivations ϑλ⌋df vanish for all ϑλ. Let A be an m-dimensional Lie S-algebra
generated by the vector fields {ϑλ}. One can think of one of its elements as
being an autonomous first order dynamic equation on Z and of the other as
being its integrals of motion in accordance with Definition 4.4. By virtue of this
definition, elements of S also are regarded as integrals of motion. Therefore, we
agree to call A a dynamical algebra.
Given a commutative dynamical algebra A on a manifold Z, let G be the
group of local diffeomorphisms of Z generated by the flows of these vector
fields. The orbits of G are maximal invariant submanifolds of A (we follow the
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terminology of [81]). Tangent spaces to these submanifolds form a (non-regular)
distribution V ⊂ TZ whose maximal integral manifolds coincide with orbits of
G. Let z ∈ Z be a regular point of the distribution V , i.e., m∧ ϑλ(z) 6= 0. Since
the group G preserves
m∧ ϑλ, a maximal integral manifold M of V through z
also is regular (i.e., its points are regular). Furthermore, there exists an open
neighborhood U of M such that, restricted to U , the distribution V is an m-
dimensional regular distribution on U . Being involutive, it yields a foliation F
of U . A regular open neighborhood U of an invariant submanifold ofM is called
saturated if any invariant submanifold through a point of U belongs to U . For
instance, any compact invariant submanifold has such an open neighborhood.
Definition 1.9: Let A be an m-dimensional dynamical algebra on a regular
Poisson manifold (Z,w). It is said to be a partially integrable system if:
(a) its generators ϑλ are Hamiltonian vector fields of some functions Sλ ∈ S
which are independent almost everywhere on Z, i.e., the set of points where the
m-form
m∧ dSλ vanishes is nowhere dense;
(b) all elements of S ⊂ C∞(Z) are mutually in involution, i.e., their Poisson
brackets equal zero. 
It follows at once from this definition that the Poisson structure w is at least
of rank 2m, and that S is a commutative Poisson algebra. We call the functions
Sλ in item (a) of Definition 1.9 the generating functions of a partially integrable
system, which is uniquely defined by a family (S1, . . . , Sm) of these functions.
Remark 1.6: If 2m = dimZ in Definition 1.9, we have a completely integrable
system on a symplectic manifold Z (see Definition 2.2 below). 
If 2m < dimZ, there exist different Poisson structures on Z which bring a
dynamical algebra A into a partially integrable system. Forthcoming Theorems
1.10 and 1.11 describe all these Poisson structures around a regular invariant
submanifold M ⊂ Z of A [35].
Theorem 1.10: Let A be a dynamical algebra, M its regular invariant sub-
manifold, and U a saturated regular open neighborhood of M . Let us suppose
that:
(i) the vector fields ϑλ on U are complete,
(ii) the foliation F of U admits a transversal manifold Σ and its holonomy
pseudogroup on Σ is trivial,
(iii) the leaves of this foliation are mutually diffeomorphic.
Then the following hold.
(I) The leaves of F are diffeomorphic to a toroidal cylinder
Rm−r × T r, 0 ≤ r ≤ m. (1.32)
(II) There exists an open saturated neighborhood of M , say U again, which
is the trivial principal bundle
U = N × (Rm−r × T r) π−→N (1.33)
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over a domain N ⊂ RdimZ−m with the structure group (1.32).
(III) If 2m ≤ dimZ, there exists a Poisson structure of rank 2m on U such
that A is a partially integrable system in accordance with Definition 1.9. 
Proof: We follow the proof in [12, 54] generalized to the case of non-compact invariant
submanifolds [35, 37, 41].
(I). Since m-dimensional leaves of the foliation F admit m complete independent
vector fields, they are locally affine manifolds diffeomorphic to a toroidal cylinder
(1.32).
(II). By virtue of the condition (ii), the foliation F of U is a fibred manifold [62].
Then one can always choose an open fibred neighborhood of its fibre M , say U again,
over a domain N such that this fibred manifold
pi : U → N (1.34)
admits a section σ. In accordance with the well-known theorem [67, 68] complete
Hamiltonian vector fields ϑλ define an action of a simply connected Lie group G on
Z. Because vector fields ϑλ are mutually commutative, it is the additive group R
m
whose group space is coordinated by parameters sλ of the flows with respect to the
basis {eλ = ϑλ} for its Lie algebra. The orbits of the group R
m in U ⊂ Z coincide
with the fibres of the fibred manifold (1.34). Since vector fields ϑλ are independent
everywhere on U , the action of Rm on U is locally free, i.e., isotropy groups of points
of U are discrete subgroups of the group Rm. Given a point x ∈ N , the action of Rm
on the fibre Mx = pi
−1(x) factorizes as
R
m ×Mx → Gx ×Mx → Mx (1.35)
through the free transitive action on Mx of the factor group Gx = R
m/Kx, where Kx
is the isotropy group of an arbitrary point of Mx. It is the same group for all points
of Mx because R
m is a commutative group. Clearly, Mx is diffeomorphic to the group
space of Gx. Since the fibres Mx are mutually diffeomorphic, all isotropy groups Kx
are isomorphic to the group Zr for some fixed 0 ≤ r ≤ m. Accordingly, the groups Gx
are isomorphic to the additive group (1.32). Let us bring the fibred manifold (1.34)
into a principal bundle with the structure group G0, where we denote {0} = pi(M).
For this purpose, let us determine isomorphisms ρx : G0 → Gx of the group G0 to the
groups Gx, x ∈ N . Then a desired fibrewise action of G0 on U is defined by the law
G0 ×Mx → ρx(G0)×Mx →Mx. (1.36)
Generators of each isotropy subgroup Kx of R
m are given by r linearly independent
vectors of the group space Rm. One can show that there exist ordered collections of
generators (v1(x), . . . , vr(x)) of the groups Kx such that x → vi(x) are smooth R
m-
valued fields on N . Indeed, given a vector vi(0) and a section σ of the fibred manifold
(1.34), each field vi(x) = (s
α
i (x)) is a unique smooth solution of the equation
g(sαi )σ(x) = σ(x), (s
α
i (0)) = vi(0),
on an open neighborhood of {0}. Let us consider the decomposition
vi(0) = B
a
i (0)ea + C
j
i (0)ej , a = 1, . . . , m− r, j = 1, . . . , r,
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where Cji (0) is a non-degenerate matrix. Since the fields vi(x) are smooth, there
exists an open neighborhood of {0}, say N again, where the matrices Cji (x) are non-
degenerate. Then
A(x) =
(
Id (B(x)−B(0))C−1(0)
0 C(x)C−1(0)
)
(1.37)
is a unique linear endomorphism
(ea, ei)→ (ea, ej)A(x)
of the vector space Rm which transforms the frame {vλ(0)} = {ea, vi(0)} into the
frame {vλ(x)} = {ea, ϑi(x)}, i.e.,
vi(x) = B
a
i (x)ea + C
j
i (x)ej = B
a
i (0)ea +C
j
i (0)[A
b
j(x)eb + A
k
j (x)ek].
Since A(x) (1.37) also is an automorphism of the group Rm sending K0 onto Kx, we
obtain a desired isomorphism ρx of the group G0 to the group Gx. Let an element g
of the group G0 be the coset of an element g(s
λ) of the group Rm. Then it acts on
Mx by the rule (1.36) just as the element g((A
−1
x )
λ
βs
β) of the group Rm does. Since
entries of the matrix A (1.37) are smooth functions on N , this action of the group G0
on U is smooth. It is free, and U/G0 = N . Then the fibred manifold (1.34) is a trivial
principal bundle with the structure group G0. Given a section σ of this principal
bundle, its trivialization U = N × G0 is defined by assigning the points ρ
−1(gx) of
the group space G0 to the points gxσ(x), gx ∈ Gx, of a fibre Mx. Let us endow G0
with the standard coordinate atlas (rλ) = (ta, ϕi) of the group (1.32). Then U admits
the trivialization (1.33) with respect to the bundle coordinates (xA, ta, ϕi) where xA,
A = 1, . . . ,dimZ−m, are coordinates on a base N . The vector fields ϑλ on U relative
to these coordinates read
ϑa = ∂a, ϑi = −(BC
−1)ai (x)∂a + (C
−1)ki (x)∂k. (1.38)
Accordingly, the subring S restricted to U is the pull-back pi∗C∞(N) onto U of the
ring of smooth functions on N .
(III). Let us split the coordinates (xA) on N into some m coordinates (Jλ) and the
rest dimZ − 2m coordinates (zA). Then we can provide the toroidal domain U (1.33)
with the Poisson bivector field
w = ∂λ ∧ ∂λ (1.39)
of rank 2m. The independent complete vector fields ∂a and ∂i are Hamiltonian vector
fields of the functions Sa = Ja and Si = Ji on U which are in involution with respect
to the Poisson bracket
{f, f ′} = ∂λf∂λf
′ − ∂λf∂
λf ′ (1.40)
defined by the bivector field w (1.39). By virtue of the expression (1.38), the Hamil-
tonian vector fields {∂λ} generate the S-algebra A. Therefore, (w,A) is a partially
integrable system. 
Remark 1.7: Condition (ii) of Theorem 1.10 is equivalent to that U → U/G
is a fibred manifold [62]. It should be emphasized that a fibration in invariant
submanifolds is a standard property of integrable systems [3, 6, 10, 26, 30, 65].
If fibres of such a fibred manifold are assumed to be compact then this fibred
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manifold is a fibre bundle (Theorem 7.2) and vertical vector fields on it (e.g., in
condition (i) of Theorem 1.10) are complete (Theorem 7.5). 
A Poisson structure in Theorem 1.10 is by no means unique. Given the
toroidal domain U (1.33) provided with bundle coordinates (xA, rλ), it is readily
observed that, if a Poisson bivector field on U satisfies Definition 1.9, it takes
the form
w = w1 + w2 = w
Aλ(xB)∂A ∧ ∂λ + wµν(xB , rλ)∂µ ∧ ∂ν . (1.41)
The converse also holds as follows.
Theorem 1.11: For any Poisson bivector field w (1.41) of rank 2m on the
toroidal domain U (1.33), there exists a toroidal domain U ′ ⊂ U such that a
dynamical algebra A in Theorem 1.10 is a partially integrable system on U ′. 
Remark 1.8: It is readily observed that any Poisson bivector field w (1.41)
fulfills condition (b) in Definition 1.9, but condition (a) imposes a restriction
on the toroidal domain U . The key point is that the characteristic foliation F
of U yielded by the Poisson bivector fields w (1.41) is the pull-back of an m-
dimensional foliation FN of the base N , which is defined by the first summand
w1 (1.41) of w. With respect to the adapted coordinates (Jλ, z
A), λ = 1, . . . ,m,
on the foliated manifold (N,FN ), the Poisson bivector field w reads
w = wµν (Jλ, z
A)∂ν ∧ ∂µ + wµν(Jλ, zA, rλ)∂µ ∧ ∂ν . (1.42)
Then condition (a) in Definition 1.9 is satisfied if N ′ ⊂ N is a domain of a
coordinate chart (Jλ, z
A) of the foliation FN . In this case, the dynamical algebra
A on the toroidal domain U ′ = π−1(N ′) is generated by the Hamiltonian vector
fields
ϑλ = −w⌊dJλ = wµλ∂µ (1.43)
of the m independent functions Sλ = Jλ. 
Proof: The characteristic distribution of the Poisson bivector field w (1.41) is spanned
by the Hamiltonian vector fields
vA = −w⌊dxA = wAµ∂µ (1.44)
and the vector fields
w⌊drλ = wAλ∂A + 2w
µλ∂µ.
Since w is of rank 2m, the vector fields ∂µ can be expressed in the vector fields v
A
(1.44). Hence, the characteristic distribution of w is spanned by the Hamiltonian
vector fields vA (1.44) and the vector fields
vλ = wAλ∂A. (1.45)
The vector fields (1.45) are projected onto N . Moreover, one can derive from the rela-
tion [w,w] = 0 that they generate a Lie algebra and, consequently, span an involutive
distribution VN of rank m on N . Let FN denote the corresponding foliation of N . We
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consider the pull-back F = pi∗FN of this foliation onto U by the trivial fibration pi
[62]. Its leaves are the inverse images pi−1(FN) of leaves FN of the foliation FN , and
so is its characteristic distribution
TF = (Tpi)−1(VN ).
This distribution is spanned by the vector fields vλ (1.45) on U and the vertical vector
fields on U → N , namely, the vector fields vA (1.44) generating the algebra A. Hence,
TF is the characteristic distribution of the Poisson bivector field w. Furthermore,
since U → N is a trivial bundle, each leaf pi−1(FN ) of the pull-back foliation F is the
manifold product of a leaf FN of N and the toroidal cylinder R
k−m × Tm. It follows
that the foliated manifold (U,F) can be provided with an adapted coordinate atlas
{(Uι, Jλ, z
A, rλ)}, λ = 1, . . . , k, A = 1, . . . ,dimZ − 2m,
such that (Jλ, z
A) are adapted coordinates on the foliated manifold (N,FN ). Relative
to these coordinates, the Poisson bivector field (1.41) takes the form (1.42). Let N ′ be
the domain of this coordinate chart. Then the dynamical algebra A on the toroidal
domain U ′ = pi−1(N ′) is generated by the Hamiltonian vector fields ϑλ (1.43) of
functions Sλ = Jλ. 
Remark 1.9: Let us note that the coefficients wµν in the expressions (1.41)
and (1.42) are affine in coordinates rλ because of the relation [w,w] = 0 and,
consequently, they are constant on tori. 
Now, let w and w′ be two different Poisson structures (1.41) on the toroidal
domain (1.33) which make a commutative dynamical algebra A into different
partially integrable systems (w,A) and (w′,A).
Definition 1.12: We agree to call the triple (w,w′,A) a bi-Hamiltonian par-
tially integrable system if any Hamiltonian vector field ϑ ∈ A with respect to w
possesses the same Hamiltonian representation
ϑ = −w⌊df = −w′⌊df, f ∈ S, (1.46)
relative to w′, and vice versa. 
Definition 1.12 establishes a sui generis equivalence between the partially
integrable systems (w,A) and (w′,A). Theorem 1.13 below states that the
triple (w,w′,A) is a bi-Hamiltonian partially integrable system in accordance
with Definition 1.12 iff the Poisson bivector fields w and w′ (1.41) differ only in
the second terms w2 and w
′
2. Moreover, these Poisson bivector fields admit a
recursion operator as follows.
Theorem 1.13: (I) The triple (w,w′,A) is a bi-Hamiltonian partially integrable
system in accordance with Definition 1.12 iff the Poisson bivector fields w and
w′ (1.41) differ in the second terms w2 and w
′
2. (II) These Poisson bivector
fields admit a recursion operator. 
Proof: (I). It is easily justified that, if Poisson bivector fields w (1.41) fulfil Definition
1.12, they are distinguished only by the second summand w2. Conversely, as follows
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from the proof of Theorem 1.11, the characteristic distribution of a Poisson bivector
field w (1.41) is spanned by the vector fields (1.44) and (1.45). Hence, all Poisson
bivector fields w (1.41) distinguished only by the second summand w2 have the same
characteristic distribution, and they bring A into a partially integrable system on the
same toroidal domain U ′. Then the condition in Definition 1.12 is easily justified. (II).
The result follows from forthcoming Lemma 1.14. 
Given a smooth real manifold X , let w and w′ be Poisson bivector fields of
rank 2m on X , and let w♯ and w′♯ be the corresponding bundle homomorphisms
(1.5). A tangent-valued one-form R on X yields bundle endomorphisms
R : TX → TX, R∗ : T ∗X → T ∗X. (1.47)
It is called a recursion operator if
w′♯ = R ◦w♯ = w♯ ◦R∗. (1.48)
Given a Poisson bivector field w and a tangent valued one-form R such that
R ◦w♯ = w♯ ◦R∗, the well-known sufficient condition for R ◦w♯ to be a Poisson
bivector field is that the Nijenhuis torsion (7.36) of R, seen as a tangent-valued
one-form, and the Magri – Morosi concomitant of R and w vanish [11, 66].
However, as we will see later, recursion operators between Poisson bivector
fields in Theorem 1.13 need not satisfy these conditions.
Lemma 1.14: A recursion operator between Poisson structures of the same rank
exists iff their characteristic distributions coincide. 
Proof: It follows from the equalities (1.48) that a recursion operator R sends the
characteristic distribution of w to that of w′, and these distributions coincide if w and
w′ are of the same rank. Conversely, let regular Poisson structures w and w′ possess
the same characteristic distribution TF → TX tangent to a foliation F of X. We
have the exact sequences (7.39) – (7.40). The bundle homomorphisms w♯ and w′♯
(1.5) factorize in a unique fashion (1.13) through the bundle isomorphisms w♯
F
and
w′♯
F
(1.13). Let us consider the inverse isomorphisms
w♭F : TF → TF
∗, w′♭F : TF → TF
∗ (1.49)
and the compositions
RF = w
′♯
F
◦ w♭F : TF → TF , R
∗
F = w
♭
F ◦ w
′♯
F
: TF∗ → TF∗. (1.50)
There is the obvious relation
w′♯
F
= RF ◦ w
♯
F
= w♯
F
◦R∗F .
In order to obtain a recursion operator (1.48), it suffices to extend the morphisms RF
and R∗F (1.50) onto TX and T
∗X, respectively. For this purpose, let us consider a
splitting
ζ : TX → TF ,
TX = TF ⊕ (Id − iF ◦ ζ)TX = TF ⊕ E,
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of the exact sequence (7.39) and the dual splitting
ζ∗ : TF∗ → T ∗X,
T ∗X = ζ∗(TF∗)⊕ (Id − ζ∗ ◦ i∗F )T
∗X = ζ∗(TF∗)⊕ E′,
of the exact sequence (7.40). Then the desired extensions are
R = RF × IdE, R
∗ = (ζ∗ ◦ R∗F )× IdE
′.
This recursion operator is invertible, i.e., the morphisms (1.47) are bundle isomor-
phisms. 
For instance, the Poisson bivector field w (1.41) and the Poisson bivector
field
w0 = w
Aλ∂A ∧ ∂λ
admit a recursion operator w♯0 = R◦w♯ whose entries are given by the equalities
RAB = δ
A
B, R
µ
ν = δ
µ
ν , R
A
λ = 0, w
µλ = RλBw
Bµ. (1.51)
Its Nijenhuis torsion (7.36) fails to vanish, unless coefficients wµλ are indepen-
dent of coordinates rλ.
Given a partially integrable system (w,A) in Theorem 1.11, the bivector
field w (1.42) can be brought into the canonical form (1.39) with respect to
partial action-angle coordinates in forthcoming Theorem 1.15. This theorem
extends the Liouville – Arnold theorem to the case of a Poisson structure and
a non-compact invariant submanifold [35, 41].
Theorem 1.15: Given a partially integrable system (w,A) on a Poisson ma-
nifold (U,w), there exists a toroidal domain U ′ ⊂ U equipped with partial
action-angle coordinates (Ia, Ii, z
A, τa, φi) such that, restricted to U ′, a Poisson
bivector field takes the canonical form
w = ∂a ∧ ∂a + ∂i ∧ ∂i, (1.52)
while the dynamical algebra A is generated by Hamiltonian vector fields of the
action coordinate functions Sa = Ia, Si = Ii. 
Proof: First, let us employ Theorem 1.11 and restrict U to the toroidal domain, say
U again, equipped with coordinates (Jλ, z
A, rλ) such that the Poisson bivector field
w takes the form (1.42) and the algebra A is generated by the Hamiltonian vector
fields ϑλ (1.43) of m independent functions Sλ = Jλ in involution. Let us choose
these vector fields as new generators of the group G and return to Theorem 1.10. In
accordance with this theorem, there exists a toroidal domain U ′ ⊂ U provided with
another trivialization U ′ → N ′ ⊂ N in toroidal cylinders Rm−r × T r and endowed
with bundle coordinates (Jλ, z
A, rλ) such that the vector fields ϑλ (1.43) take the form
(1.38). For the sake of simplicity, let U ′, N ′ and yλ be denoted U , N and rλ = (ta, ϕi)
again. Herewith, the Poisson bivector field w is given by the expression (1.42) with
new coefficients. Let w♯ : T ∗U → TU be the corresponding bundle homomorphism.
It factorizes in a unique fashion (1.13):
w♯ : T ∗U
i∗
F−→TF∗
w
♯
F−→TF
iF−→TU
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through the bundle isomorphism
w♯
F
: TF∗ → TF , w♯
F
: α→ −w(x)⌊α.
Then the inverse isomorphisms w♭F : TF → TF
∗ provides the foliated manifold (U,F)
with the leafwise symplectic form
ΩF = Ω
µν (Jλ, z
A, ta)d˜Jµ ∧ d˜Jν + Ω
ν
µ(Jλ, z
A)d˜Jν ∧ d˜r
µ, (1.53)
Ωαµw
µ
β = δ
α
β , Ω
αβ = −ΩαµΩ
β
νw
µν . (1.54)
Let us show that it is d˜-exact. Let F be a leaf of the foliation F of U . There is a
homomorphism of the de Rham cohomology H∗DR(U) of U to the de Rham cohomology
H∗DR(F ) of F , and it factorizes through the leafwise cohomology H
∗
F (U). Since N is
a domain of an adapted coordinate chart of the foliation FN , the foliation FN of N is
a trivial fibre bundle
N = V ×W →W.
Since F is the pull-back onto U of the foliation FN of N , it also is a trivial fibre bundle
U = V ×W × (Rk−m × Tm)→W (1.55)
over a domain W ⊂ RdimZ−2m. It follows that
H∗DR(U) = H
∗
DR(T
r) = H∗F(U).
Then the closed leafwise two-form ΩF (1.53) is exact due to the absence of the term
Ωµνdr
µ ∧ drν . Moreover, ΩF = d˜Ξ where Ξ reads
Ξ = Ξα(Jλ, z
A, rλ)d˜Jα +Ξi(Jλ, z
A)d˜ϕi
up to a d˜-exact leafwise form. The Hamiltonian vector fields ϑλ = ϑ
µ
λ∂µ (1.38) obey
the relation
ϑλ⌋ΩF = −d˜Jλ, Ω
α
βϑ
β
λ = δ
α
λ , (1.56)
which falls into the following conditions
Ωλi = ∂
λΞi − ∂iΞ
λ, (1.57)
Ωλa = −∂aΞ
λ = δλa . (1.58)
The first of the relations (1.54) shows that Ωαβ is a non-degenerate matrix independent
of coordinates rλ. Then the condition (1.57) implies that ∂iΞ
λ are independent of ϕi,
and so are Ξλ since ϕi are cyclic coordinates. Hence,
Ωλi = ∂
λΞi, (1.59)
∂i⌋ΩF = −d˜Ξi. (1.60)
Let us introduce new coordinates Ia = Ja, Ii = Ξi(Jλ). By virtue of the equalities
(1.58) and (1.59), the Jacobian of this coordinate transformation is regular. The
relation (1.60) shows that ∂i are Hamiltonian vector fields of the functions Si = Ii.
Consequently, we can choose vector fields ∂λ as generators of the algebra A. One
obtains from the equality (1.58) that
Ξa = −ta + Ea(Jλ, z
A)
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and Ξi are independent of ta. Then the leafwise Liouville form Ξ reads
Ξ = (−ta + Ea(Iλ, z
A))d˜Ia + E
i(Iλ, z
A)d˜Ii + Iid˜ϕ
i.
The coordinate shifts
τa = −ta + Ea(Iλ, z
A), φi = ϕi − Ei(Iλ, z
A)
bring the leafwise form ΩF (1.53) into the canonical form
ΩF = d˜Ia ∧ d˜τ
a + d˜Ii ∧ d˜φ
i
which ensures the canonical form (1.52) of a Poisson bivector field w. 
1.4 Partially integrable system on a symplectic manifold
Let A be a commutative dynamical algebra on a 2n-dimensional connected
symplectic manifold (Z,Ω). Let it obey condition (a) in Definition 1.9. How-
ever, condition (b) is not necessarily satisfied, unless m = n, i.e., a system is
completely integrable. Therefore, we modify a definition of partially integrable
systems on a symplectic manifold.
Definition 1.16: A collection {S1, . . . , Sm} of m ≤ n independent smooth
real functions in involution on a symplectic manifold (Z,Ω) is called a partially
integrable system. 
Remark 1.10: By analogy with Definition 1.9, one can require that functions
Sλ in Definition 1.16 are independent almost everywhere on Z. However, all
theorems that we have proved above are concerned with partially integrable
systems restricted to some open submanifold Z ′ ⊂ Z of regular points of Z.
Therefore, let us restrict functions Sλ to an open submanifold Z
′ ⊂ Z where they
are independent, and we obtain a partially integrable system on a symplectic
manifold (Z ′,Ω) which obeys Definition 1.16. However, it may happen that Z ′
is not connected. In this case, we have different partially integrable systems on
different components of Z ′. 
Given a partially integrable system (Sλ) in Definition 1.16, let us consider
the map
S : Z →W ⊂ Rm. (1.61)
Since functions Sλ are everywhere independent, this map is a submersion onto
a domain W ⊂ Rm, i.e., S (1.61) is a fibred manifold of fibre dimension 2n−m.
Hamiltonian vector fields ϑλ of functions Sλ are mutually commutative and
independent. Consequently, they span an m-dimensional involutive distribution
on Z whose maximal integral manifolds constitute an isotropic foliation F of
Z. Because functions Sλ are constant on leaves of this foliation, each fibre of a
fibred manifold Z → W (1.61) is foliated by the leaves of the foliation F .
If m = n, we are in the case of a completely integrable system, and leaves of
F are connected components of fibres of the fibred manifold (1.61).
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The Poincare´ – Lyapounov – Nekhoroshev theorem [26, 65] generalizes the
Liouville – Arnold one to a partially integrable system if leaves of the foliation
F are compact. It imposes a sufficient condition which Hamiltonian vector
fields vλ must satisfy in order that the foliation F is a fibred manifold [26, 27].
Extending the Poincare´ – Lyapounov – Nekhoroshev theorem to the case of
non-compact invariant submanifolds, we in fact assume from the beginning that
these submanifolds form a fibred manifold [35, 41].
Theorem 1.17: Let a partially integrable system {S1, . . . , Sm} on a symplectic
manifold (Z,Ω) satisfy the following conditions.
(i) The Hamiltonian vector fields ϑλ of Sλ are complete.
(ii) The foliation F is a fibred manifold
π : Z → N (1.62)
whose fibres are mutually diffeomorphic.
Then the following hold.
(I) The fibres of F are diffeomorphic to the toroidal cylinder (1.32).
(II) Given a fibre M of F , there exists its open saturated neighborhood
U whose fibration (1.62) is a trivial principal bundle with the structure group
(1.32).
(III) The neighborhood U is provided with the bundle (partial action-angle)
coordinates
(Iλ, ps, q
s, yλ)→ (Iλ, ps, qs), λ = 1, . . . ,m, s = 1, . . . n−m,
such that: (i) the action coordinates (Iλ) (1.73) are expressed in the values of
the functions (Sλ), (ii) the angle coordinates (y
λ) (1.76) are coordinates on a
toroidal cylinder, and (iii) the symplectic form Ω on U reads
Ω = dIλ ∧ dyλ + dps ∧ dqs. (1.63)

Proof: (I) The proof of parts (I) and (II) repeats exactly that of parts (I) and (II) of
Theorem 1.10. As a result, let
pi : U → pi(U) ⊂ N (1.64)
be a trivial principal bundle with the structure group Rm−r × T r, endowed with the
standard coordinate atlas (rλ) = (ta, ϕi). Then U (1.64) admits a trivialization
U = pi(U)× (Rm−r × T r)→ pi(U) (1.65)
with respect to the fibre coordinates (ta, ϕi). The Hamiltonian vector fields ϑλ on U
relative to these coordinates read (1.38):
ϑa = ∂a, ϑi = −(BC
−1)ai (x)∂a + (C
−1)ki (x)∂k. (1.66)
In order to specify coordinates on the base pi(U) of the trivial bundle (1.65), let us
consider the fibred manifold S (1.61). It factorizes as
S : U
π
−→ pi(U)
π′
−→S(U)
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through the fibre bundle pi. The map pi′ also is a fibred manifold. One can always
restrict the domain pi(U) to a chart of the fibred manifold pi′, say pi(U) again. Then
pi(U) → S(U) is a trivial bundle pi(U) = S(U) × V , and so is U → S(U). Thus, we
have the composite bundle
U = S(U) × V × (Rm−r × T r)→ S(U) × V → S(U). (1.67)
Let us provide its base S(U) with the coordinates (Jλ) such that
Jλ ◦ S = Sλ. (1.68)
Then pi(U) can be equipped with the bundle coordinates (Jλ, x
A), A = 1, . . . , 2(n−m),
and (Jλ, x
A, ta, ϕi) are coordinates on U (1.33). Since fibres of U → pi(U) are isotropic,
a symplectic form Ω on U relative to the coordinates (Jλ, x
A, rλ) reads
Ω = ΩαβdJα ∧ dJβ +Ω
α
βdJα ∧ dr
β + (1.69)
ΩABdx
A ∧ dxB + ΩλAdJλ ∧ dx
A + ΩAβdx
A ∧ drβ.
The Hamiltonian vector fields ϑλ = ϑ
µ
λ∂µ (1.66) obey the relations ϑλ⌋Ω = −dJλ
which result in the coordinate conditions
Ωαβϑ
β
λ = δ
α
λ , ΩAβϑ
β
λ = 0. (1.70)
The first of them shows that Ωαβ is a non-degenerate matrix independent of coordinates
rλ. Then the second one implies that ΩAβ = 0. By virtue of the well-known Ku¨nneth
formula for the de Rham cohomology of manifold products, the closed form Ω (1.69)
is exact, i.e., Ω = dΞ where the Liouville form Ξ is
Ξ = Ξα(Jλ, x
B, rλ)dJα + Ξi(Jλ, x
B)dϕi + ΞA(Jλ, x
B , rλ)dxA.
Since Ξa = 0 and Ξi are independent of ϕ
i, it follows from the relations
ΩAβ = ∂AΞβ − ∂βΞA = 0
that ΞA are independent of coordinates t
a and are at most affine in ϕi. Since ϕi are
cyclic coordinates, ΞA are independent of ϕ
i. Hence, Ξi are independent of coordinates
xA, and the Liouville form reads
Ξ = Ξα(Jλ, x
B, rλ)dJα + Ξi(Jλ)dϕ
i + ΞA(Jλ, x
B)dxA. (1.71)
Because entries Ωαβ of dΞ = Ω are independent of r
λ, we obtain the following.
(i) Ωλi = ∂
λΞi − ∂iΞ
λ. Consequently, ∂iΞ
λ are independent of ϕi, and so are Ξλ
since ϕi are cyclic coordinates. Hence, Ωλi = ∂
λΞi and ∂i⌋Ω = −dΞi. A glance at
the last equality shows that ∂i are Hamiltonian vector fields. It follows that, from
the beginning, one can separate m generating functions on U , say Si again, whose
Hamiltonian vector fields are tangent to invariant tori. In this case, the matrix B in
the expressions (1.37) and (1.66) vanishes, and the Hamiltonian vector fields ϑλ (1.66)
read
ϑa = ∂a, ϑi = (C
−1)ki ∂k. (1.72)
Moreover, the coordinates ta are exactly the flow parameters sa. Substituting the
expressions (1.72) into the first condition (1.70), we obtain
Ω = ΩαβdJα ∧ dJβ + dJa ∧ ds
a + CikdJi ∧ dϕ
k +
ΩABdx
A ∧ dxB + ΩλAdJλ ∧ dx
A.
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It follows that Ξi are independent of Ja, and so are C
k
i = ∂
kΞi.
(ii) Ωλa = −∂aΞ
λ = δλa . Hence, Ξ
a = −sa + Ea(Jλ) and Ξ
i = Ei(Jλ, x
B) are
independent of sa.
In view of items (i) – (ii), the Liouville form Ξ (1.71) reads
Ξ = (−sa + Ea(Jλ, x
B))dJa + E
i(Jλ, x
B)dJi +
Ξi(Jj)dϕ
i +ΞA(Jλ, x
B)dxA.
Since the matrix ∂kΞi is non-degenerate, we can perform the coordinate transforma-
tions
Ia = Ja, Ii = Ξi(Jj), (1.73)
r′a = −sa + Ea(Jλ, x
B), r′i = ϕi − Ej(Jλ, x
B)
∂Jj
∂Ii
.
These transformations bring Ω into the form
Ω = dIλ ∧ dr
′λ + ΩAB(Iµ, x
C)dxA ∧ dxB + ΩλA(Iµ, x
C)dIλ ∧ dx
A. (1.74)
Since functions Iλ are in involution and their Hamiltonian vector fields ∂λ mutually
commute, a point z ∈M has an open neighborhood
Uz = pi(Uz)×Oz, Oz ⊂ R
m−r × T r,
endowed with local Darboux coordinates (Iλ, ps, q
s, yλ), s = 1, . . . , n −m, such that
the symplectic form Ω (1.74) is given by the expression
Ω = dIλ ∧ dy
λ + dps ∧ dq
s. (1.75)
Here, yλ(Iλ, x
A, r′α) are local functions
yλ = r′λ + fλ(Iλ, x
A) (1.76)
on Uz. With the above-mentioned group G of flows of Hamiltonian vector fields ϑλ,
one can extend these functions to an open neighborhood
pi(Uz)× R
k−m × Tm
of M , say U again, by the law
yλ(Iλ, x
A, G(z)α) = G(z)λ + fλ(Iλ, x
A).
Substituting the functions (1.76) on U into the expression (1.74), one brings the sym-
plectic form Ω into the canonical form (1.63) on U . 
Remark 1.11: If one supposes from the beginning that leaves of the foliation
F are compact, the conditions of Theorem 1.17 can be replaced with that F is
a fibred manifold (see Theorems 7.2 and 7.5). 
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1.5 Global partially integrable systems
As was mentioned above, there is a topological obstruction to the existence of
global action-angle coordinates. Forthcoming Theorem 1.18 is a global general-
ization of Theorem 1.17 [23, 41, 74].
Theorem 1.18: Let a partially integrable system {S1, . . . , Sm} on a symplectic
manifold (Z,Ω) satisfy the following conditions.
(i) The Hamiltonian vector fields ϑλ of Sλ are complete.
(ii) The foliation F is a fibre bundle
π : Z → N. (1.77)
(iii) Its base N is simply connected and the cohomologyH2(N ;Z) of N with
coefficients in the constant sheaf Z is trivial.
Then the following hold.
(I) The fibre bundle (1.77) is a trivial principal bundle with the structure
group (1.32), and we have a composite fibred manifold
S = ζ ◦ π : Z −→N −→W, (1.78)
where N →W however need not be a fibre bundle.
(II) The fibred manifold (1.78) is provided with the global fibred action-angle
coordinates
(Iλ, x
A, yλ)→ (Iλ, xA)→ (Iλ), λ = 1, . . . ,m, A = 1, . . . 2(n−m),
such that: (i) the action coordinates (Iλ) (1.87) are expressed in the values
of the functions (Sλ) and they possess identity transition functions, (ii) the
angle coordinates (yλ) (1.87) are coordinates on a toroidal cylinder, (iii) the
symplectic form Ω on U reads
Ω = dIλ ∧ dyλ +ΩλAdIλ ∧ dxA +ΩABdxA ∧ dxB . (1.79)

Proof: Following part (I) of the proof of Theorems 1.10 and 1.17, one can show that
a typical fibre of the fibre bundle (1.77) is the toroidal cylinder (1.32). Let us bring
this fibre bundle into a principal bundle with the structure group (1.32). Generators
of each isotropy subgroup Kx of R
m are given by r linearly independent vectors ui(x)
of a group space Rm. These vectors are assembled into an r-fold covering K → N .
This is a subbundle of the trivial bundle
N × Rm → N (1.80)
whose local sections are local smooth sections of the fibre bundle (1.80). Such a
section over an open neighborhood of a point x ∈ N is given by a unique local solution
sλ(x′)eλ, eλ = ϑλ, of the equation
g(sλ)σ(x′) = exp(sλeλ)σ(x
′) = σ(x′), sλ(x)eλ = ui(x),
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where σ is an arbitrary local section of the fibre bundle Z → N over an open neigh-
borhood of x. Since N is simply connected, the covering K → N admits r everywhere
different global sections ui which are global smooth sections ui(x) = u
λ
i (x)eλ of the
fibre bundle (1.80). Let us fix a point of N further denoted by {0}. One can de-
termine linear combinations of the functions Sλ, say again Sλ, such that ui(0) = ei,
i = m − r, . . . ,m, and the group G0 is identified to the group R
m−r × T r. Let Ex
denote an r-dimensional subspace of Rm passing through the points u1(x), . . . , ur(x).
The spaces Ex, x ∈ N , constitute an r-dimensional subbundle E → N of the trivial
bundle (1.80). Moreover, the latter is split into the Whitney sum of vector bundles
E⊕E′, where E′x = R
m/Ex [48]. Then there is a global smooth section γ of the trivial
principal bundle N × GL(m,R) → N such that γ(x) is a morphism of E0 onto Ex,
where
ui(x) = γ(x)(ei) = γ
λ
i eλ.
This morphism also is an automorphism of the group Rm sending K0 onto Kx. There-
fore, it provides a group isomorphism ρx : G0 → Gx. With these isomorphisms, one
can define the fibrewise action of the group G0 on Z given by the law
G0 ×Mx → ρx(G0)×Mx →Mx. (1.81)
Namely, let an element of the group G0 be the coset g(s
λ)/K0 of an element g(s
λ) of the
group Rm. Then it acts on Mx by the rule (1.81) just as the coset g((γ(x)
−1)λβs
β)/Kx
of an element g((γ(x)−1)λβs
β) of Rm does. Since entries of the matrix γ are smooth
functions on N , the action (1.81) of the group G0 on Z is smooth. It is free, and
Z/G0 = N . Thus, Z → N (1.77) is a principal bundle with the structure group
G0 = R
m−r × T r.
Furthermore, this principal bundle over a paracompact smooth manifold N is
trivial as follows. In accordance with the well-known theorem [48], its structure group
G0 (1.32) is reducible to the maximal compact subgroup T
r, which also is the maximal
compact subgroup of the group product
r
×GL(1,C). Therefore, the equivalence classes
of T r-principal bundles ξ are defined as
c(ξ) = c(ξ1 ⊕ · · · ⊕ ξr) = (1 + c1(ξ1)) · · · (1 + c1(ξr))
by the Chern classes c1(ξi) ∈ H
2(N ;Z) of U(1)-principal bundles ξi over N [48]. Since
the cohomology group H2(N ;Z) of N is trivial, all Chern classes c1 are trivial, and
the principal bundle Z → N over a contractible base also is trivial. This principal
bundle can be provided with the following coordinate atlas.
Let us consider the fibred manifold S : Z → W (1.61). Because functions Sλ
are constant on fibres of the fibre bundle Z → N (1.77), the fibred manifold (1.61)
factorizes through the fibre bundle (1.77), and we have the composite fibred manifold
(1.78). Let us provide the principal bundle Z → N with a trivialization
Z = N × Rm−r × T r → N, (1.82)
whose fibres are endowed with the standard coordinates (rλ) = (ta, ϕi) on the toroidal
cylinder (1.32). Then the composite fibred manifold (1.78) is provided with the fibred
coordinates
(Jλ, x
A, ta, ϕi), (1.83)
λ = 1, . . . ,m, A = 1, . . . , 2(n−m), a = 1, . . . ,m− r, i = 1, . . . , r,
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where Jλ (1.68) are coordinates on the base W induced by Cartesian coordinates on
Rm, and (Jλ, x
A) are fibred coordinates on the fibred manifold ζ : N → W . The
coordinates Jλ on W ⊂ R
m and the coordinates (ta, ϕi) on the trivial bundle (1.82)
possess the identity transition functions, while the transition function of coordinates
(xA) depends on the coordinates (Jλ) in general.
The Hamiltonian vector fields ϑλ on Z relative to the coordinates (1.83) take the
form
ϑλ = ϑ
a
λ(x)∂a + ϑ
i
λ(x)∂i. (1.84)
Since these vector fields commute (i.e., fibres of Z → N are isotropic), the symplectic
form Ω on Z reads
Ω = ΩαβdJα ∧ dr
β + ΩαAdr
α ∧ dxA + ΩαβdJα ∧ dJβ + (1.85)
ΩαAdJα ∧ dx
A + ΩABdx
A ∧ dxB.
This form is exact (see Lemma 1.19 below). Thus, we can write
Ω = dΞ, Ξ = Ξλ(Jα, x
B , rα)dJλ +Ξλ(Jα, x
B)drλ + (1.86)
ΞA(Jα, x
B, rα)dxA.
Up to an exact summand, the Liouville form Ξ (1.86) is brought into the form
Ξ = Ξλ(Jα, x
B, rα)dJλ + Ξi(Jα, x
B)dϕi + ΞA(Jα, x
B, rα)dxA,
i.e., it does not contain the term Ξadt
a.
The Hamiltonian vector fields ϑλ (1.84) obey the relations ϑλ⌋Ω = −dJλ, which
result in the coordinate conditions (1.70). Then following the proof of Theorem 1.17,
we can show that a symplectic form Ω on Z is given by the expression (1.79) with
respect to the coordinates
Ia = Ja, Ii = Ξi(Jj), (1.87)
ya = −Ξa = ta −Ea(Jλ, x
B), yi = ϕi − Ξj(Jλ, x
B)
∂Jj
∂Ii
.

Lemma 1.19: The symplectic form Ω (1.85) is exact. 
Proof: In accordance with the well-known Ku¨nneth formula, the de Rham cohomology
group of the product (1.82) reads
H2DR(Z) = H
2
DR(N)⊕H
1
DR(N)⊗H
1
DR(T
r)⊕H2DR(T
r).
By the de Rham theorem [48], the de Rham cohomology H2DR(N) is isomorphic to the
cohomology H2(N ;R) of N with coefficients in the constant sheaf R. It is trivial since
H2(N ;R) = H2(N ;Z)⊗ R
where H2(N ;Z) is trivial. The first cohomology group H1DR(N) of N is trivial because
N is simply connected. Consequently, H2DR(Z) = H
2
DR(T
r). Then the closed form Ω
(1.85) is exact since it does not contain the term Ωijdϕ
i ∧ dϕj . 
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2 Superintegrable systems
In comparison with partially integrable and completely integrable systems in-
tegrals of motion of a superintegrable system need not be in involution. We
consider superintegrable systems on a symplectic manifold. A key point is that
invariant submanifolds of any superintegrable system are maximal integral man-
ifolds of a certain partially integrable system (Proposition 2.4). Completely
integrable systems are particular superintegrable systems (see Definition 2.2).
Our goal are Theorem 2.5 for superintegrable systems, Theorem 2.7 for com-
pletely integrable systems, Theorem 2.9 for globally superintegrable systems,
and Theorem 2.10 for globally completely integrable systems.
Definition 2.1: Let (Z,Ω) be a 2n-dimensional connected symplectic manifold,
and let (C∞(Z), {, }) be the Poisson algebra of smooth real functions on Z. A
subset
F = (F1, . . . , Fk), n ≤ k < 2n, (2.1)
of the Poisson algebra C∞(Z) is called a superintegrable system if the following
conditions hold.
(i) All the functions Fi (called the generating functions of a superintegrable
system) are independent, i.e., the k-form
k∧ dFi nowhere vanishes on Z. It follows
that the map F : Z → Rk is a submersion, i.e.,
F : Z → N = F (Z) (2.2)
is a fibred manifold over a domain (i.e., contractible open subset) N ⊂ Rk
endowed with the coordinates (xi) such that xi ◦ F = Fi.
(ii) There exist smooth real functions sij on N such that
{Fi, Fj} = sij ◦ F, i, j = 1, . . . , k. (2.3)
(iii) The matrix function s with the entries sij (2.3) is of constant corank
m = 2n− k at all points of N . 
Remark 2.1: We restrict our consideration to the case of generating functions
which are independent everywhere on a symplectic manifold Z (see Remarks
1.10 and 2.2). 
If k = n, then s = 0, and we are in the case of completely integrable systems
as follows.
Definition 2.2: The subset F , k = n, (2.1) of the Poisson algebra C∞(Z) on
a symplectic manifold (Z,Ω) is called a completely integrable system if Fi are
independent functions in involution. 
If k > n, the matrix s is necessarily non-zero. Therefore, superintegrable
systems also are called non-commutative completely integrable systems. If k =
2n− 1, a superintegrable system is called maximally superintegrable.
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The following two assertions clarify the structure of superintegrable systems
[18, 22, 41].
Proposition 2.3: Given a symplectic manifold (Z,Ω), let F : Z → N be a
fibred manifold such that, for any two functions f , f ′ constant on fibres of F ,
their Poisson bracket {f, f ′} is so. By virtue of Theorem 1.3, N is provided with
an unique coinduced Poisson structure {, }N such that F is a Poisson morphism.

Since any function constant on fibres of F is a pull-back of some function
on N , the superintegrable system (2.1) satisfies the condition of Proposition
2.3 due to item (ii) of Definition 2.1. Thus, the base N of the fibration (2.2)
is endowed with a coinduced Poisson structure of corank m. With respect to
coordinates xi in item (i) of Definition 2.1 its bivector field reads
w = sij(xk)∂
i ∧ ∂j . (2.4)
Proposition 2.4: Given a fibred manifold F : Z → N in Proposition 2.3, the
following conditions are equivalent [18, 55]:
(i) the rank of the coinduced Poisson structure {, }N on N equals 2dimN −
dimZ,
(ii) the fibres of F are isotropic,
(iii) the fibres of F are maximal integral manifolds of the involutive distribu-
tion spanned by the Hamiltonian vector fields of the pull-back F ∗C of Casimir
functions C of the coinduced Poisson structure (2.4) on N . 
It is readily observed that the fibred manifold F (2.2) obeys condition (i) of
Proposition 2.4 due to item (iii) of Definition 2.1, namely, k −m = 2(k − n).
Fibres of the fibred manifold F (2.2) are called the invariant submanifolds.
Remark 2.2: In many physical models, condition (i) of Definition 2.1 fails to
hold. Just as in the case of partially integrable systems, it can be replaced with
that a subset ZR ⊂ Z of regular points (where
k∧ dFi 6= 0) is open and dense.
Let M be an invariant submanifold through a regular point z ∈ ZR ⊂ Z. Then
it is regular, i.e.,M ⊂ ZR. LetM admit a regular open saturated neighborhood
UM (i.e., a fibre of F through a point of UM belongs to UM ). For instance, any
compact invariant submanifoldM has such a neighborhood UM . The restriction
of functions Fi to UM defines a superintegrable system on UM which obeys
Definition 2.1. In this case, one says that a superintegrable system is considered
around its invariant submanifold M . 
Let (Z,Ω) be a 2n-dimensional connected symplectic manifold. Given the su-
perintegrable system (Fi) (2.1) on (Z,Ω), the well knownMishchenko – Fomenko
theorem (Theorem 2.6) states the existence of (semi-local) generalized action-
angle coordinates around its connected compact invariant submanifold [9, 18,
61]. The Mishchenko – Fomenko theorem is extended to superintegrable sys-
tems with non-compact invariant submanifolds (Theorem 2.5) [22, 24, 41, 74].
These submanifolds are diffeomorphic to a toroidal cylinder
Rm−r × T r, m = 2n− k, 0 ≤ r ≤ m. (2.5)
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Note that the Mishchenko – Fomenko theorem is mainly applied to super-
integrable systems whose integrals of motion form a compact Lie algebra. The
group generated by flows of their Hamiltonian vector fields is compact. Since
a fibration of a compact manifold possesses compact fibres, invariant subman-
ifolds of such a superintegrable system are compact. With Theorem 2.5, one
can describe superintegrable Hamiltonian system with an arbitrary Lie algebra
of integrals of motion.
Given a superintegrable system in accordance with Definition 2.1, the above
mentioned generalization of the Mishchenko – Fomenko theorem to non-compact
invariant submanifolds states the following.
Theorem 2.5: Let the Hamiltonian vector fields ϑi of the functions Fi be
complete, and let the fibres of the fibred manifold F (2.2) be connected and
mutually diffeomorphic. Then the following hold.
(I) The fibres of F (2.2) are diffeomorphic to the toroidal cylinder (2.5).
(II) Given a fibreM of F (2.2), there exists its open saturated neighborhood
UM which is a trivial principal bundle
UM = NM × Rm−r × T r F−→NM (2.6)
with the structure group (2.5).
(III) The neighborhood UM is provided with the bundle ( generalized action-
angle) coordinates (Iλ, ps, q
s, yλ), λ = 1, . . . ,m, s = 1, . . . , n−m, such that: (i)
the generalized angle coordinates (yλ) are coordinates on a toroidal cylinder,
i.e., fibre coordinates on the fibre bundle (2.6), (ii) (Iλ, ps, q
s) are coordinates
on its base NM where the action coordinates (Iλ) are values of Casimir functions
of the coinduced Poisson structure {, }N on NM , and (iii) the symplectic form
Ω on UM reads
Ω = dIλ ∧ dyλ + dps ∧ dqs. (2.7)

Proof: It follows from item (iii) of Proposition 2.4 that every fibre M of the fibred
manifold (2.2) is a maximal integral manifolds of the involutive distribution spanned
by the Hamiltonian vector fields υλ of the pull-back F
∗Cλ of m independent Casimir
functions {C1, . . . , Cm} of the Poisson structure {, }N (2.4) on an open neighborhood
NM of a point F (M) ∈ N . Let us put UM = F
−1(NM ). It is an open saturated
neighborhood ofM . Consequently, invariant submanifolds of a superintegrable system
(2.1) on UM are maximal integral manifolds of the partially integrable system
C∗ = (F ∗C1, . . . , F
∗Cm), 0 < m ≤ n, (2.8)
on a symplectic manifold (UM ,Ω). Therefore, statements (I) – (III) of Theorem 2.5
are the corollaries of Theorem 1.17. Its condition (i) is satisfied as follows. Let M ′ be
an arbitrary fibre of the fibred manifold F : UM → NM (2.2). Since
F ∗Cλ(z) = (Cλ ◦ F )(z) = Cλ(Fi(z)), z ∈M
′,
the Hamiltonian vector fields υλ on M
′ are R-linear combinations of Hamiltonian
vector fields ϑi of the functions Fi It follows that υλ are elements of a finite-dimensional
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real Lie algebra of vector fields on M ′ generated by the vector fields ϑi. Since vector
fields ϑi are complete, the vector fields υλ on M
′ also are complete (see forthcoming
Remark 2.3). Consequently, these vector fields are complete on UM because they are
vertical vector fields on UM → N . The proof of Theorem 1.17 shows that the action
coordinates (Iλ) are values of Casimir functions expressed in the original ones Cλ. 
Remark 2.3: If complete vector fields on a smooth manifold constitute a
basis for a finite-dimensional real Lie algebra, any element of this Lie algebra is
complete [68]. 
Remark 2.4: Since an open neighborhood UM (2.6) in item (II) of Theorem
2.5 is not contractible, unless r = 0, the generalized action-angle coordinates on
U sometimes are called semi-local. 
Remark 2.5: The condition of the completeness of Hamiltonian vector fields
of the generating functions Fi in Theorem 2.5 is rather restrictive (see the Kepler
system in Section 3). One can replace this condition with that the Hamiltonian
vector fields of the pull-back onto Z of Casimir functions on N are complete. 
If the conditions of Theorem 2.5 are replaced with that the fibres of the
fibred manifold F (2.2) are compact and connected, this theorem restarts the
Mishchenko – Fomenko one as follows.
Theorem 2.6: Let the fibres of the fibred manifold F (2.2) be connected and
compact. Then they are diffeomorphic to a torus Tm, and statements (II) –
(III) of Theorem 2.5 hold. 
Remark 2.6: In Theorem 2.6, the Hamiltonian vector fields υλ are complete
because fibres of the fibred manifold F (2.2) are compact. As well known, any
vector field on a compact manifold is complete. 
If F (2.1) is a completely integrable system, the coinduced Poisson structure
on N equals zero, and the generating functions Fi are the pull-back of n inde-
pendent functions on N . Then Theorems 2.6 and 2.5 come to the Liouville –
Arnold theorem [3, 54] and its generalization (Theorem 2.7) to the case of non-
compact invariant submanifolds [20, 37], respectively. In this case, the partially
integrable system C∗ (2.8) is exactly the original completely integrable system
F .
Theorem 2.7: Given a completely integrable system, F in accordance with
Definition 2.2, let the Hamiltonian vector fields ϑi of the functions Fi be com-
plete, and let the fibres of the fibred manifold F (2.2) be connected and mutually
diffeomorphic. Then items (I) and (II) of Theorem 2.5 hold, and its item (III)
is replaced with the following one.
(III’) The neighborhood UM (2.6) where m = n is provided with the bundle
(generalized action-angle) coordinates (Iλ, y
λ), λ = 1, . . . , n, such that the angle
coordinates (yλ) are coordinates on a toroidal cylinder, and the symplectic form
Ω on UM reads
Ω = dIλ ∧ dyλ. (2.9)
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To study a superintegrable system, one conventionally considers it with re-
spect to generalized action-angle coordinates. A problem is that, restricted to
an action-angle coordinate chart on an open subbundle U of the fibred mani-
fold Z → N (2.2), a superintegrable system becomes different from the original
one since there is no morphism of the Poisson algebra C∞(U) on (U,Ω) to that
C∞(Z) on (Z,Ω). Moreover, a superintegrable system on U need not satisfy the
conditions of Theorem 2.5 because it may happen that the Hamiltonian vector
fields of the generating functions on U are not complete. To describe superin-
tegrable systems in terms of generalized action-angle coordinates, we therefore
follow the notion of a globally superintegrable system [41, 74].
Definition 2.8: A superintegrable system F (2.1) on a symplectic manifold
(Z,Ω) in Definition 2.1 is called globally superintegrable if there exist global
generalized action-angle coordinates
(Iλ, x
A, yλ), λ = 1, . . . ,m, A = 1, . . . , 2(n−m), (2.10)
such that: (i) the action coordinates (Iλ) are expressed in the values of some
Casimir functions Cλ on the Poisson manifold (N, {, }N), (ii) the angle coordi-
nates (yλ) are coordinates on the toroidal cylinder (1.32), and (iii) the symplectic
form Ω on Z reads
Ω = dIλ ∧ dyλ +ΩAB(Iµ, xC)dxA ∧ dxB . (2.11)

It is readily observed that the semi-local generalized action-angle coordinates
on U in Theorem 2.5 are global on U in accordance with Definition 2.8.
Forthcoming Theorem 2.9 provides the sufficient conditions of the existence
of global generalized action-angle coordinates of a superintegrable system on a
symplectic manifold (Z,Ω) [23, 41, 74]. It generalizes the well-known result for
the case of compact invariant submanifolds [13, 18].
Theorem 2.9: A superintegrable system F on a symplectic manifold (Z,Ω) is
globally superintegrable if the following conditions hold.
(i) Hamiltonian vector fields ϑi of the generating functions Fi are complete.
(ii) The fibred manifold F (2.2) is a fibre bundle with connected fibres.
(iii) Its base N is simply connected and the cohomology H2(V ;Z) is trivial
(iv) The coinduced Poisson structure {, }N on a base N admits m indepen-
dent Casimir functions Cλ. 
Proof: Theorem 2.9 is a corollary of Theorem 1.18. In accordance with Theorem 1.18,
we have a composite fibred manifold
Z
F
−→N
C
−→W, (2.12)
where C : N → W is a fibred manifold of level surfaces of the Casimir functions Cλ
(which coincides with the symplectic foliation of a Poisson manifold N). The composite
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fibred manifold (2.12) is provided with the adapted fibred coordinates (Jλ, x
A, rλ)
(1.83), where Jλ are values of independent Casimir functions and (r
λ) = (ta, ϕi) are
coordinates on a toroidal cylinder. Since Cλ = Jλ are Casimir functions on N , the
symplectic form Ω (1.85) on Z reads
Ω = ΩαβdJα ∧ r
β + ΩαAdy
α ∧ dxA + ΩABdx
A ∧ dxB. (2.13)
In particular, it follows that transition functions of coordinates xA on N are indepen-
dent of coordinates Jλ, i.e., C : V → W is a trivial bundle. By virtue of Lemma 1.19,
the symplectic form (2.13) is exact, i.e., Ω = dΞ, where the Liouville form Ξ (1.86) is
Ξ = Ξλ(Jα, y
µ)dJλ + Ξi(Jα)dϕ
i + ΞA(x
B)dxA.
Then the coordinate transformations (1.87):
Ia = Ja, Ii = Ξi(Jj), (2.14)
ya = −Ξa = ta −Ea(Jλ), y
i = ϕi − Ξj(Jλ)
∂Jj
∂Ii
,
bring Ω (2.13) into the form (2.11). In comparison with the general case (1.87), the
coordinate transformations (2.14) are independent of coordinates xA. Therefore, the
angle coordinates yi possess identity transition functions on N . 
Theorem 2.9 restarts Theorem 2.5 if one considers an open subset V of N
admitting the Darboux coordinates xA on the symplectic leaves of U .
Note that, if invariant submanifolds of a superintegrable system are assumed
to be connected and compact, condition (i) of Theorem 2.9 is unnecessary since
vector fields ϑλ on compact fibres of F are complete. Condition (ii) also holds
by virtue of Theorem 7.2. In this case, Theorem 2.9 reproduces the well known
result in [13].
If F in Theorem 2.9 is a completely integrable system, the coinduced Poisson
structure on N equals zero, the generating functions Fi are the pull-back of n
independent functions on N , and Theorem 2.9 takes the following form [23, 41].
Theorem 2.10: Let a completely integrable system {F1, . . . , Fn} on a symplec-
tic manifold (Z,Ω) satisfy the following conditions.
(i) The Hamiltonian vector fields ϑi of Fi are complete.
(ii) The fibred manifold F (2.2) is a fibre bundle with connected fibres over
a simply connected base N whose cohomology H2(N,Z) is trivial.
Then the following hold.
(I) The fibre bundle F (2.2) is a trivial principal bundle with the structure
group R2n−r × T r.
(II) The symplectic manifold Z is provided with the global Darboux coordi-
nates (Iλ, y
λ) such that Ω = dIλ ∧ dyλ. 
It follows from the proof of Theorem 1.18 that its condition (iii) and, accord-
ingly, condition (iii) of Theorem 2.9 guarantee that fibre bundles F in conditions
(ii) of these theorems are trivial. Therefore, Theorem 2.9 can be reformulated
as follows.
Theorem 2.11: A superintegrable system F on a symplectic manifold (Z,Ω)
is globally superintegrable iff the following conditions hold.
33
(i) The fibred manifold F (2.2) is a trivial fibre bundle.
(ii) The coinduced Poisson structure {, }N on a base N admits m indepen-
dent Casimir functions Cλ such that Hamiltonian vector fields of their pull-back
F ∗Cλ are complete. 
Remark 2.7: It follows from Remark 2.3 and condition (ii) of Theorem 2.11
that a Hamiltonian vector field of the the pull-back F ∗C of any Casimir function
C on a Poisson manifold N is complete. 
In autonomous Hamiltonian mechanics, one considers superintegrable sys-
tems whose generating functions are integrals of motion, i.e., they are in in-
volution with a Hamiltonian H, and the functions (H, F1, . . . , Fk) are nowhere
independent, i.e.,
{H, Fi} = 0, (2.15)
dH ∧ (k∧ dFi) = 0. (2.16)
.
In order that an evolution of a Hamiltonian system can be defined at any
instant t ∈ R, one supposes that the Hamiltonian vector field of its Hamiltonian
is complete. By virtue of Remark 2.7 and forthcoming Proposition 2.12, a
Hamiltonian of a superintegrable system always satisfies this condition.
Proposition 2.12: It follows from the equality (2.16) that a Hamiltonian H
is constant on the invariant submanifolds. Therefore, it is the pull-back of a
function on N which is a Casimir function of the Poisson structure (2.4) because
of the conditions (2.15). 
Proposition 2.12 leads to the following.
Proposition 2.13: Let H be a Hamiltonian of a globally superintegrable sys-
tem provided with the generalized action-angle coordinates (Iλ, x
A, yλ) (2.10).
Then a HamiltonianH depends only on the action coordinates Iλ. Consequently,
the Hamilton equation of a globally superintegrable system take the form
y˙λ =
∂H
∂Iλ
, Iλ = const., x
A = const.

Following the original Mishchenko – Fomenko theorem, let us mention super-
integrable systems whose generating functions {F1, . . . , Fk} form a k-dimensional
real Lie algebra g of corank m with the commutation relations
{Fi, Fj} = chijFh, chij = const. (2.17)
Then F (2.2) is a momentum mapping of Z to the Lie coalgebra g∗ provided
with the coordinates xi in item (i) of Definition 2.1 [41, 45]. In this case, the
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coinduced Poisson structure {, }N coincides with the canonical Lie – Poisson
structure on g∗ given by the Poisson bivector field
w =
1
2
chijxh∂
i ∧ ∂j .
Let V be an open subset of g∗ such that conditions (i) and (ii) of Theorem 2.11
are satisfied. Then an open subset F−1(V ) ⊂ Z is provided with the generalized
action-angle coordinates.
Remark 2.8: Let Hamiltonian vector fields ϑi of the generating functions Fi
which form a Lie algebra g be complete. Then they define a locally free Hamil-
tonian action on Z of some simply connected Lie group G whose Lie algebra
is isomorphic to g [67, 68]. Orbits of G coincide with k-dimensional maximal
integral manifolds of the regular distribution V on Z spanned by Hamiltonian
vector fields ϑi [81]. Furthermore, Casimir functions of the Lie – Poisson struc-
ture on g∗ are exactly the coadjoint invariant functions on g∗. They are constant
on orbits of the coadjoint action of G on g∗ which coincide with leaves of the
symplectic foliation of g∗. 
Theorem 2.14: Let a globally superintegrable Hamiltonian system on a sym-
plectic manifold Z obey the following conditions.
(i) It is maximally superintegrable.
(ii) Its Hamiltonian H is regular, i.e, dH nowhere vanishes.
(iii) Its generating functions Fi constitute a finite dimensional real Lie alge-
bra and their Hamiltonian vector fields are complete.
Then any integral of motion of this Hamiltonian system is the pull-back of a
function on a base N of the fibration F (2.2). In other words, it is expressed in
the integrals of motion Fi. 
Proof: The proof is based on the following. A Hamiltonian vector field of a function
f on Z lives in the one-codimensional regular distribution V on Z spanned by Hamil-
tonian vector fields ϑi iff f is the pull-back of a function on a base N of the fibration
F (2.2). A Hamiltonian H brings Z into a fibred manifold of its level surfaces whose
vertical tangent bundle coincide with V. Therefore, a Hamiltonian vector field of any
integral of motion of H lives in V. 
It may happen that, given a Hamiltonian H of a Hamiltonian system on a
symplectic manifold Z, we have different superintegrable Hamiltonian systems
on different open subsets of Z. For instance, this is the case of the Kepler
system.
3 Global Kepler system
We consider the Kepler system on a plane R2 [41, 74].
Its phase space is T ∗R2 = R4 provided with the Cartesian coordinates
(qi, pi), i = 1, 2, and the canonical symplectic form
ΩT =
∑
i
dpi ∧ dqi. (3.1)
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Let us denote
p =
(∑
i
(pi)
2
)1/2
, r =
(∑
i
(qi)2
)1/2
, (p, q) =
∑
i
piqi.
An autonomous Hamiltonian of the Kepler system reads
H = 1
2
p2 − 1
r
. (3.2)
The Kepler system is a Hamiltonian system on a symplectic manifold
Z = R4 \ {0} (3.3)
endowed with the symplectic form ΩT (3.1).
Let us consider the functions
M12 = −M21 = q1p2 − q2p1, (3.4)
Ai =
∑
j
Mijpj − qi
r
= qip
2 − pi(p, q)− qi
r
, i = 1, 2, (3.5)
on the symplectic manifold Z (3.3). It is readily observed that they are integrals
of motion of the Hamiltonian H (3.2) where M12 is an angular momentum and
(Ai) is a Rung – Lenz vector. Let us denote
M2 = (M12)
2, A2 = (A1)
2 + (Aa)
2 = 2M2H+ 1. (3.6)
Let Z0 ⊂ Z be a closed subset of points where M12 = 0. A direct computa-
tion shows that the functions (M12, Ai) (3.4) – (3.5) are independent of an open
submanifold
U = Z \ Z0 (3.7)
of Z. At the same time, the functions (H,M12, Ai) are independent nowhere on
U because it follows from the expression (3.6) that
H = A
2 − 1
2M2
(3.8)
on U (3.7). The well known dynamics of the Kepler system shows that the
Hamiltonian vector field of its Hamiltonian is complete on U (but not on Z).
The Poisson bracket of integrals of motion M12 (3.4) and Ai (3.5) obeys the
relations
{M12, Ai} = η2iA1 − η1iA2, (3.9)
{A1, A2} = 2HM12 = A
2 − 1
M12
, (3.10)
where ηij is an Euclidean metric on R
2. It is readily observed that these relations
take the form (2.3). However, the matrix function s of the relations (3.9) –
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(3.10) fails to be of constant rank at points where H = 0. Therefore, let us
consider the open submanifolds U− ⊂ U where H < 0 and U+ where H > 0.
Then we observe that the Kepler system with the Hamiltonian H (3.2) and the
integrals of motion (Mij , Ai) (3.4) – (3.5) on U− and the Kepler system with
the Hamiltonian H (3.2) and the integrals of motion (Mij , Ai) (3.4) – (3.5) on
U+ are superintegrable Hamiltonian systems. Moreover, these superintegrable
systems can be brought into the form (2.17) as follows.
Let us replace the integrals of motions Ai with the integrals of motion
Li =
Ai√−2H (3.11)
on U−, and with the integrals of motion
Ki =
Ai√
2H (3.12)
on U+.
The superintegrable system (M12, Li) on U− obeys the relations
{M12, Li} = η2iL1 − η1iL2, (3.13)
{L1, L2} = −M12. (3.14)
Let us denote Mi3 = −Li and put the indexes µ, ν, α, β = 1, 2, 3. Then the
relations (3.13) – (3.14) are brought into the form
{Mµν ,Mαβ} = ηµβMνα + ηναMµβ − ηµαMνβ − ηνβMµα (3.15)
where ηµν is an Euclidean metric on R
3. A glance at the expression (3.15) shows
that the integrals of motion M12 (3.4) and Li (3.11) constitute the Lie algebra
g = so(3). Its corank equals 1. Therefore the superintegrable system (M12, Li)
on U− is maximally superintegrable. The equality (3.8) takes the form
M2 + L2 = − 1
2H . (3.16)
The superintegrable system (M12,Ki) on U+ obeys the relations
{M12,Ki} = η2iK1 − η1iK2, (3.17)
{K1,K2} =M12. (3.18)
Let us denote Mi3 = −Ki and put the indexes µ, ν, α, β = 1, 2, 3. Then the
relations (3.17) – (3.18) are brought into the form
{Mµν,Mαβ} = ρµβMνα + ρναMµβ − ρµαMνβ − ρνβMµα (3.19)
where ρµν is a pseudo-Euclidean metric of signature (+,+,−) on R3. A glance
at the expression (3.19) shows that the integrals of motion M12 (3.4) and Ki
(3.12) constitute the Lie algebra so(2, 1). Its corank equals 1. Therefore the
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superintegrable system (M12,Ki) on U+ is maximally superintegrable. The
equality (3.8) takes the form
K2 −M2 = 1
2H . (3.20)
Thus, the Kepler system on a phase space R4 falls into two different maxi-
mally superintegrable systems on open submanifolds U− and U+ of R
4. We agree
to call them the Kepler superintegrable systems on U− and U+, respectively.
Let us study the first one and put
F1 = −L1, F2 = −L2, F3 = −M12, (3.21)
{F1, F2} = F3, {F2, F3} = F1, {F3, F1} = F2.
We have a fibred manifold
F : U− → N ⊂ g∗, (3.22)
which is the momentum mapping to the Lie coalgebra g∗ = so(3)∗, endowed
with the coordinates (xi) such that integrals of motion Fi on g
∗ read Fi = xi.
A base N of the fibred manifold (3.22) is an open submanifold of g∗ given by
the coordinate condition x3 6= 0. It is a union of two contractible components
defined by the conditions x3 > 0 and x3 < 0. The coinduced Lie – Poisson
structure on N takes the form
w = x2∂
3 ∧ ∂1 + x3∂1 ∧ ∂2 + x1∂2 ∧ ∂3. (3.23)
The coadjoint action of so(3) on N reads
ε1 = x3∂
2 − x2∂3, ε2 = x1∂3 − x3∂1, ε3 = x2∂1 − x1∂2. (3.24)
The orbits of this coadjoint action are given by the equation
x21 + x
2
2 + x
2
3 = const. (3.25)
They are the level surfaces of the Casimir function
C = x21 + x
2
2 + x
2
3
and, consequently, the Casimir function
h = −1
2
(x21 + x
2
2 + x
2
3)
−1. (3.26)
A glance at the expression (3.16) shows that the pull-back F ∗h of this Casimir
function (3.26) onto U− is the Hamiltonian H (3.2) of the Kepler system on U−.
As was mentioned above, the Hamiltonian vector field of F ∗h is complete.
Furthermore, it is known that invariant submanifolds of the superintegrable
Kepler system on U− are compact. Therefore, the fibred manifold F (3.22) is
a fibre bundle in accordance with Theorem 7.2. Moreover, this fibre bundle
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is trivial because N is a disjoint union of two contractible manifolds. Conse-
quently, it follows from Theorem 2.11 that the Kepler superintegrable system
on U− is globally superintegrable, i.e., it admits global generalized action-angle
coordinates as follows.
The Poisson manifold N (3.22) can be endowed with the coordinates
(I, x1, γ), I < 0, γ 6= π
2
,
3π
2
, (3.27)
defined by the equalities
I = −1
2
(x21 + x
2
2 + x
2
3)
−1, (3.28)
x2 =
(
− 1
2I
− x21
)1/2
sin γ, x3 =
(
− 1
2I
− x21
)1/2
cos γ.
It is readily observed that the coordinates (3.27) are Darboux coordinates of
the Lie – Poisson structure (3.23) on U−, namely,
w =
∂
∂x1
∧ ∂
∂γ
. (3.29)
Let ϑI be the Hamiltonian vector field of the Casimir function I (3.28).
By virtue of Proposition 2.4, its flows are invariant submanifolds of the Kepler
superintegrable system on U−. Let α be a parameter along the flow of this
vector field, i.e.,
ϑI =
∂
∂α
. (3.30)
Then U− is provided with the generalized action-angle coordinates (I, x1, γ, α)
such that the Poisson bivector associated to the symplectic form ΩT on U−
reads
W =
∂
∂I
∧ ∂
∂α
+
∂
∂x1
∧ ∂
∂γ
. (3.31)
Accordingly, Hamiltonian vector fields of integrals of motion Fi (3.21) take the
form
ϑ1 =
∂
∂γ
,
ϑ2 =
1
4I2
(
− 1
2I
− x21
)−1/2
sin γ
∂
∂α
− x1
(
− 1
2I
− x21
)−1/2
sin γ
∂
∂γ
−(
− 1
2I
− x21
)1/2
cos γ
∂
∂x1
,
ϑ3 =
1
4I2
(
− 1
2I
− x21
)−1/2
cos γ
∂
∂α
− x1
(
− 1
2I
− x21
)−1/2
cos γ
∂
∂γ
+(
− 1
2I
− x21
)1/2
sin γ
∂
∂x1
.
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A glance at these expressions shows that the vector fields ϑ1 and ϑ2 fail to be
complete on U− (see Remark 2.5).
One can say something more about the angle coordinate α. The vector field
ϑI (3.30) reads
∂
∂α
=
∑
i
(
∂H
∂pi
∂
∂qi
− ∂H
∂qi
∂
∂pi
)
.
This equality leads to the relations
∂qi
∂α
=
∂H
∂pi
,
∂pi
∂α
= −∂H
∂qi
,
which take the form of the Hamilton equation. Therefore, the coordinate α is a
cyclic time α = tmod2π given by the well-known expression
α = φ− a3/2e sin(a−3/2φ), r = a(1 − e cos(a−3/2φ)),
a = − 1
2I
, e = (1 + 2IM2)1/2.
Now let us turn to the Kepler superintegrable system on U+. It is a globally
superintegrable system with non-compact invariant submanifolds as follows.
Let us put
S1 = −K1, S2 = −K2, S3 = −M12, (3.32)
{S1, S2} = −S3, {S2, S3} = S1, {S3, S1} = S2.
We have a fibred manifold
S : U+ → N ⊂ g∗, (3.33)
which is the momentum mapping to the Lie coalgebra g∗ = so(2, 1)∗, endowed
with the coordinates (xi) such that integrals of motion Si on g
∗ read Si = xi.
A base N of the fibred manifold (3.33) is an open submanifold of g∗ given by
the coordinate condition x3 6= 0. It is a union of two contractible components
defined by the conditions x3 > 0 and x3 < 0. The coinduced Lie – Poisson
structure on N takes the form
w = x2∂
3 ∧ ∂1 − x3∂1 ∧ ∂2 + x1∂2 ∧ ∂3. (3.34)
The coadjoint action of so(2, 1) on N reads
ε1 = −x3∂2 − x2∂3, ε2 = x1∂3 + x3∂1, ε3 = x2∂1 − x1∂2.
The orbits of this coadjoint action are given by the equation
x21 + x
2
2 − x23 = const.
They are the level surfaces of the Casimir function
C = x21 + x
2
2 − x23
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and, consequently, the Casimir function
h =
1
2
(x21 + x
2
2 − x23)−1. (3.35)
A glance at the expression (3.20) shows that the pull-back S∗h of this Casimir
function (3.35) onto U+ is the Hamiltonian H (3.2) of the Kepler system on U+.
As was mentioned above, the Hamiltonian vector field of S∗h is complete.
Furthermore, it is known that invariant submanifolds of the superintegrable
Kepler system on U+ are diffeomorphic to R. Therefore, the fibred manifold
S (3.33) is a fibre bundle in accordance with Theorem 7.2. Moreover, this fi-
bre bundle is trivial because N is a disjoint union of two contractible manifolds.
Consequently, it follows from Theorem 2.11 that the Kepler superintegrable sys-
tem on U+ is globally superintegrable, i.e., it admits global generalized action-
angle coordinates as follows.
The Poisson manifold N (3.33) can be endowed with the coordinates
(I, x1, λ), I > 0, λ 6= 0,
defined by the equalities
I =
1
2
(x21 + x
2
2 − x23)−1,
x2 =
(
1
2I
− x21
)1/2
coshλ, x3 =
(
1
2I
− x21
)1/2
sinhλ.
These coordinates are Darboux coordinates of the Lie – Poisson structure (3.34)
on N , namely,
w =
∂
∂λ
∧ ∂
∂x1
. (3.36)
Let ϑI be the Hamiltonian vector field of the Casimir function I (3.28).
By virtue of Proposition 2.4, its flows are invariant submanifolds of the Kepler
superintegrable system on U+. Let τ be a parameter along the flows of this
vector field, i.e.,
ϑI =
∂
∂τ
. (3.37)
Then U+ (3.33) is provided with the generalized action-angle coordinates (I, x1, λ, τ)
such that the Poisson bivector associated to the symplectic form ΩT on U+ reads
W =
∂
∂I
∧ ∂
∂τ
+
∂
∂λ
∧ ∂
∂x1
. (3.38)
Accordingly, Hamiltonian vector fields of integrals of motion Si (3.32) take the
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form
ϑ1 = − ∂
∂λ
,
ϑ2 =
1
4I2
(
1
2I
− x21
)−1/2
coshλ
∂
∂τ
+ x1
(
1
2I
− x21
)−1/2
coshλ
∂
∂λ
+(
1
2I
− x21
)1/2
sinhλ
∂
∂x1
,
ϑ3 =
1
4I2
(
1
2I
− x21
)−1/2
sinhλ
∂
∂τ
+ x1
(
1
2I
− x21
)−1/2
sinhλ
∂
∂λ
+(
1
2I
− x21
)1/2
coshλ
∂
∂x1
.
Similarly to the angle coordinate α (3.30), the generalized angle coordinate
τ (3.37) obeys the Hamilton equation
∂qi
∂τ
=
∂H
∂pi
,
∂pi
∂τ
= −∂H
∂qi
.
Therefore, it is the time τ = t given by the well-known expression
τ = s− a3/2e sinh(a−3/2s), r = a(e cosh(a−3/2s)− 1),
a =
1
2I
, e = (1 + 2IM2)1/2.
4 Non-autonomous integrable systems
The generalization of Liouville – Arnold and Mishchenko – Fomenko theorems
to the case of non-compact invariant submanifolds (Theorems 2.5 and 2.7) en-
ables one to analyze completely integrable and superintegrable non-autonomous
Hamiltonian systems whose invariant submanifolds are necessarily non-compact
[30, 41, 76].
A non-autonomous classical mechanics is described on a configuration space
Q which is a fibre bundle Q → R over the time axis R. Its phase space is the
vertical cotangent bundle V ∗Q of Q → R provided with the canonical Poisson
structure (4.24). However, non-autonomous mechanics fails to be a familiar
Poisson Hamiltonian system on V ∗Q. At the same time, it is equivalent to an
autonomous Hamiltonian system on the cotangent bundle T ∗Q provided with
the canonical symplectic form (4.18).
This formulation of non-relativistic mechanics is similar to that of classi-
cal field theory on fibre bundles over a base of dimension > 1 [28, 40, 73]. A
difference between mechanics and field theory however lies in the fact that con-
nections on bundles over R are flat, and they fail to be dynamic variables, but
describe reference frames.
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4.1 Geometry of fibre bundle over R
This Section summarizes some peculiarities of fibre bundles over R.
Let
π : Q→ R (4.1)
be a fibred manifold whose base is treated as a time axis. Throughout the
Lectures, the time axis R is parameterized by the Cartesian coordinate t with
the transition functions t′ = t+const. Relative to the Cartesian coordinate t,
the time axis R is provided with the standard vector field ∂t and the standard
one-form dt which also is the volume element on R. The symbol dt also stands
for any pull-back of the standard one-form dt onto a fibre bundle over R.
Remark 4.1: Point out one-to-one correspondence between the vector fields
f∂t, the densities fdt and the real functions f on R. Roughly speaking, we can
neglect the contribution of TR and T ∗R to some expressions. 
In order that the dynamics of a mechanical system can be defined at any
instant t ∈ R, we further assume that a fibred manifold Q→ R is a fibre bundle
with a typical fibre M .
Remark 4.2: In accordance with Remark 7.5, a fibred manifold Q → R is a
fibre bundle iff it admits an Ehresmann connection Γ, i.e., the horizontal lift Γ∂t
onto Q of the standard vector field ∂t on R is complete. By virtue of Theorem
7.3, any fibre bundle Q→ R is trivial. Its different trivializations
ψ : Q = R×M (4.2)
differ from each other in fibrations Q→M . 
Given bundle coordinates (t, qi) on the fibre bundle Q → R (4.1), the first
order jet manifold J1Q of Q → R is provided with the adapted coordinates
(t, qi, qit) possessing transition functions (7.49) which read
q′it = (∂t + q
j
t∂j)q
′i.
Note that, if Q = R × M coordinated by (t, qi), there is the canonical
isomorphism
J1(R×M) = R× TM, qit = q˙
i
, (4.3)
that one can justify by inspection of the transition functions of the coordinates
qit and q˙
i
when transition functions of qi are time-independent. Due to the iso-
morphism (4.3), every trivialization (4.2) yields the corresponding trivialization
of the jet manifold
J1Q = R× TM. (4.4)
The canonical imbedding (7.53) of J1Q takes the form
λ(1) : J
1Q ∋ (t, qi, qit)→ (t, qi, t˙ = 1, q˙i = qit) ∈ TQ, (4.5)
λ(1) = dt = ∂t + q
i
t∂i,
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where by dt is meant the total derivative. From now on, a jet manifold J
1Q is
identified with its image in TQ.
In view of the morphism λ(1) (4.5), any connection
Γ = dt⊗ (∂t + Γi∂i) (4.6)
on a fibre bundle Q→ R can be identified with a nowhere vanishing horizontal
vector field
Γ = ∂t + Γ
i∂i (4.7)
on Q which is the horizontal lift Γ∂t (7.57) of the standard vector field ∂t on
R by means of the connection (4.6). Conversely, any vector field Γ on Q such
that dt⌋Γ = 1 defines a connection on Q→ R. Therefore, the connections (4.6)
further are identified with the vector fields (4.7). The integral curves of the
vector field (4.7) coincide with the integral sections for the connection (4.6).
Connections on a fibre bundle Q → R constitute an affine space modelled
over the vector space of vertical vector fields on Q → R. Accordingly, the
covariant differential (7.61), associated with a connection Γ on Q → R, takes
its values into the vertical tangent bundle V Q of Q→ R:
DΓ : J1Q →
Q
V Q, q˙i ◦DΓ = qit − Γi. (4.8)
Its kernel, given by the coordinate equation
qit = Γ
i(t, qi), (4.9)
is a closed subbundle of the jet bundle J1Q→ R. This is a first order dynamic
differential equation on a fibre bundle Q→ R [41, 71].
A connection Γ on a fibre bundle Q → R is obviously flat. It yields a
horizontal distribution on Q. The integral manifolds of this distribution are
integral curves of the vector field (4.7) which are transversal to fibres of a fibre
bundle Q→ R.
Theorem 4.1: By virtue of Theorem 7.9, every connection Γ on a fibre bundle
Q → R defines an atlas of local constant trivializations of Q → R such that
the associated bundle coordinates (t, qi) on Q possess the transition functions
qi → q′i(qj) independent of t, and
Γ = ∂t (4.10)
with respect to these coordinates. Conversely, every atlas of local constant
trivializations of the fibre bundle Q → R determines a connection on Q → R
which is equal to (4.10) relative to this atlas. 
A connection Γ on a fibre bundle Q→ R is said to be complete if the horizon-
tal vector field (4.7) is complete. In accordance with Remark 7.5, a connection
on a fibre bundle Q → R is complete iff it is an Ehresmann connection. The
following holds [56].
Theorem 4.2: Every trivialization of a fibre bundle Q→ R yields a complete
connection on this fibre bundle. Conversely, every complete connection Γ on
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Q→ R defines its trivialization (4.2) such that the horizontal vector field (4.7)
equals ∂t relative to the bundle coordinates associated with this trivialization.

4.2 Non-autonomous Hamiltonian systems
In non-autonomous mechanics on a configuration space Q→ R, the jet manifold
J1Q plays a role of the velocity space. To describe non-autonomous mechanics,
let us restrict our consideration to first order Lagrangian theory on a fibre bundle
Q→ R [39, 41]. A first order Lagrangian is defined as a density
L = Ldt, L : J1Q→ R, (4.11)
on a velocity space J1Q. The corresponding second-order Lagrange operator
reads
δL = (∂iL − dt∂tiL)θi ∧ dt. (4.12)
Let us further use the notation
πi = ∂
t
iL, πji = ∂tj∂tiL. (4.13)
The kernel Ker δL ⊂ J2Q of the Lagrange operator defines the second order
Lagrange equation
(∂i − dt∂ti )L = 0. (4.14)
Its solutions are (local) sections c of the fibre bundle Q→ R whose second order
jet prolongations c¨ live in (4.14). They obey the equations
∂iL ◦ c˙− d
dt
(πi ◦ c˙) = 0. (4.15)
As was mentioned above, a phase space of non-relativistic mechanics on a
configuration space Q→ R is the vertical cotangent bundle
V ∗Q
πΠ−→Q π−→R,
of Q→ R equipped with the holonomic coordinates (t, qi, pi = q˙i) with respect
to the fibre bases {dqi} for the bundle V ∗Q→ Q.
The cotangent bundle T ∗Q of the configuration space Q is endowed with the
holonomic coordinates (t, qi, p0, pi), possessing the transition functions
p′i =
∂qj
∂q′i
pj, p
′
0 =
(
p0 +
∂qj
∂t
pj
)
. (4.16)
It admits the Liouville form
Ξ = p0dt+ pidq
i, (4.17)
the symplectic form
ΩT = dΞ = dp0 ∧ dt+ dpi ∧ dqi, (4.18)
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and the corresponding Poisson bracket
{f, g}T = ∂0f∂tg − ∂0g∂tf + ∂if∂ig − ∂ig∂if, f, g ∈ C∞(T ∗Q). (4.19)
Provided with the structures (4.18) – (4.19), the cotangent bundle T ∗Q of Q
plays a role of the homogeneous phase space of Hamiltonian non-relativistic
mechanics.
There is the canonical one-dimensional affine bundle
ζ : T ∗Q→ V ∗Q. (4.20)
A glance at the transformation law (4.16) shows that it is a trivial affine bundle.
Indeed, given a global section h of ζ, one can equip T ∗Q with the global fibre
coordinate
I0 = p0 − h, I0 ◦ h = 0, (4.21)
possessing the identity transition functions. With respect to the coordinates
(t, qi, I0, pi), i = 1, . . . ,m, (4.22)
the fibration (4.20) reads
ζ : R× V ∗Q ∋ (t, qi, I0, pi)→ (t, qi, pi) ∈ V ∗Q. (4.23)
Let us consider the subring of C∞(T ∗Q) which comprises the pull-back ζ∗f
onto T ∗Q of functions f on the vertical cotangent bundle V ∗Q by the fibration ζ
(4.20). This subring is closed under the Poisson bracket (4.19). Then by virtue
of Theorem 1.3, there exists the degenerate coinduced Poisson structure
{f, g}V = ∂if∂ig − ∂ig∂if, f, g ∈ C∞(V ∗Q), (4.24)
on a phase space V ∗Q such that
ζ∗{f, g}V = {ζ∗f, ζ∗g}T . (4.25)
The holonomic coordinates on V ∗Q are canonical for the Poisson structure
(4.24).
With respect to the Poisson bracket (4.24), the Hamiltonian vector fields of
functions on V ∗Q read
ϑf = ∂
if∂i − ∂if∂i, f ∈ C∞(V ∗Q), (4.26)
[ϑf , ϑf ′ ] = ϑ{f,f ′}V . (4.27)
They are vertical vector fields on V ∗Q → R. Accordingly, the characteris-
tic distribution of the Poisson structure (4.24) is the vertical tangent bundle
V V ∗Q ⊂ TV ∗Q of a fibre bundle V ∗Q → R. The corresponding symplectic
foliation on the phase space V ∗Q coincides with the fibration V ∗Q→ R.
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It is readily observed that the ring C(V ∗Q) of Casimir functions on a Poisson
manifold V ∗Q consists of the pull-back onto V ∗Q of functions on R. Therefore,
the Poisson algebra C∞(V ∗Q) is a Lie C∞(R)-algebra.
Remark 4.3: The Poisson structure (4.24) can be introduced in a different
way [56, 71]. Given any section h of the fibre bundle (4.20), let us consider the
pull-back forms
Θ = h∗(Ξ ∧ dt) = pidqi ∧ dt,
Ω = h∗(dΞ ∧ dt) = dpi ∧ dqi ∧ dt (4.28)
on V ∗Q. They are independent of the choice of h. With Ω (4.28), the Hamil-
tonian vector field ϑf (4.26) for a function f on V
∗Q is given by the relation
ϑf ⌋Ω = −df ∧ dt,
while the Poisson bracket (4.24) is written as
{f, g}V dt = ϑg⌋ϑf⌋Ω.
Moreover, one can show that a projectable vector field ϑ on V ∗Q such that
ϑ⌋dt =const. is a canonical vector field for the Poisson structure (4.24) iff
LϑΩ = d(ϑ⌋Ω) = 0. (4.29)

In contrast with autonomous Hamiltonian mechanics, the Poisson structure
(4.24) fails to provide any dynamic equation on a fibre bundle V ∗Q→ R because
Hamiltonian vector fields (4.26) of functions on V ∗Q are vertical vector fields,
but not connections on V ∗Q→ R. Hamiltonian dynamics on V ∗Q is described
as a particular Hamiltonian dynamics on fibre bundles [28, 40, 73].
A Hamiltonian on a phase space V ∗Q → R of non-relativistic mechanics is
defined as a global section
h : V ∗Q→ T ∗Q, p0 ◦ h = H(t, qj , pj), (4.30)
of the affine bundle ζ (4.20). Given the Liouville form Ξ (4.17) on T ∗Q, this
section yields the pull-back Hamiltonian form
H = (−h)∗Ξ = pkdqk −Hdt (4.31)
on V ∗Q. This is the well-known invariant of Poincare´ – Cartan [3].
It should be emphasized that, in contrast with a Hamiltonian in autonomous
mechanics, the Hamiltonian H (4.30) is not a function on V ∗Q, but it obeys the
transformation law
H′(t, q′i, p′i) = H(t, qi, pi) + p′i∂tq′i. (4.32)
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Remark 4.4: Any connection Γ (4.7) on a configuration bundle Q → R
defines the global section hΓ = piΓ
i (4.30) of the affine bundle ζ (4.20) and the
corresponding Hamiltonian form
HΓ = pkdq
k −HΓdt = pkdqk − piΓidt. (4.33)
Furthermore, given a connection Γ, any Hamiltonian form (4.31) admits the
splitting
H = HΓ − EΓdt, (4.34)
where
EΓ = H−HΓ = H− piΓi (4.35)
is a function on V ∗Q. It is called the Hamiltonian function relative to a reference
frame Γ. With respect to the coordinates adapted to a reference frame Γ, we
have EΓ = H. Given different reference frames Γ and Γ′, the decomposition
(4.34) leads at once to the relation
EΓ′ = EΓ +HΓ −HΓ′ = EΓ + (Γi − Γ′i)pi (4.36)
between the Hamiltonian functions with respect to different reference frames.

Given a Hamiltonian form H (4.31), there exists a unique horizontal vector
field (4.7):
γH = ∂t − γi∂i − γi∂i,
on V ∗Q (i.e., a connection on V ∗Q→ R) such that
γH⌋dH = 0. (4.37)
This vector field, called the Hamilton vector field, reads
γH = ∂t + ∂
kH∂k − ∂kH∂k. (4.38)
In a different way (Remark 4.3), the Hamilton vector field γH is defined by the
relation
γH⌋Ω = dH.
Consequently, it is canonical for the Poisson structure {, }V (4.24). This vector
field yields the first order dynamic Hamilton equation
qkt = ∂
kH, (4.39)
ptk = −∂kH (4.40)
on V ∗Q → R, where (t, qk, pk, qkt , p˙tk) are the adapted coordinates on the first
order jet manifold J1V ∗Q of V ∗Q→ R.
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Due to the canonical imbedding J1V ∗Q→ TV ∗Q (4.5), the Hamilton equa-
tion (4.39) – (4.40) is equivalent to the autonomous first order dynamic equation
t˙ = 1, q˙i = ∂iH, p˙i = −∂iH (4.41)
on a manifold V ∗Q (Remark 1.5).
A solution of the Hamilton equation (4.39) – (4.40) is an integral section r
for the connection γH .
We agree to call (V ∗Q,H) the Hamiltonian system of k = dimQ− 1 degrees
of freedom.
In order to describe evolution of a Hamiltonian system at any instant, the
Hamilton vector field γH (4.38) is assumed to be complete, i.e., it is an Ehres-
mann connection (Remark 4.2). In this case, the Hamilton equation (4.39) –
(4.40) admits a unique global solution through each point of the phase space
V ∗Q. By virtue of Theorem 4.2, there exists a trivialization of a fibre bundle
V ∗Q→ R (not necessarily compatible with its fibration V ∗Q→ Q) such that
γH = ∂t, H = pidq
i (4.42)
with respect to the associated coordinates (t, qi, pi). A direct computation shows
that the Hamilton vector field γH (4.38) satisfies the relation (4.29) and, con-
sequently, it is an infinitesimal generator of a one-parameter group of automor-
phisms of the Poisson manifold (V ∗Q, {, }V ). Then one can show that (t, qi, pi)
are canonical coordinates for the Poisson manifold (V ∗Q, {, }V ) [56], i.e.,
w =
∂
∂pi
∧ ∂
∂qi
.
Since H = 0, the Hamilton equation (4.39) – (4.40) in these coordinates takes
the form
qit = 0, pti = 0,
i.e., (t, qi, pi) are the initial data coordinates.
As was mentioned above, one can associate to any Hamiltonian system on a
phase space V ∗Q an equivalent autonomous symplectic Hamiltonian system on
the cotangent bundle T ∗Q (Theorem 4.3).
Given a Hamiltonian system (V ∗Q,H), its Hamiltonian H (4.30) defines the
function
H∗ = ∂t⌋(Ξ− ζ∗(−h)∗Ξ)) = p0 + h = p0 +H (4.43)
on T ∗Q. Let us regard H∗ (4.43) as a Hamiltonian of an autonomous Ha-
miltonian system on the symplectic manifold (T ∗Q,ΩT ). The corresponding
autonomous Hamilton equation on T ∗Q takes the form
t˙ = 1, p˙0 = −∂tH, q˙i = ∂iH, p˙i = −∂iH. (4.44)
Remark 4.5: Let us note that the splitting H∗ = p0 +H (4.43) is ill defined.
At the same time, any reference frame Γ yields the decomposition
H∗ = (p0 +HΓ) + (H−HΓ) = H∗Γ + EΓ, (4.45)
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where HΓ is the Hamiltonian (4.33) and EΓ (4.35) is the Hamiltonian function
relative to a reference frame Γ. 
The Hamiltonian vector field ϑH∗ of H∗ (4.43) on T ∗Q is
ϑH∗ = ∂t − ∂tH∂0 + ∂iH∂i − ∂iH∂i. (4.46)
Written relative to the coordinates (4.22), this vector field reads
ϑH∗ = ∂t + ∂
iH∂i − ∂iH∂i. (4.47)
It is identically projected onto the Hamilton vector field γH (4.38) on V
∗Q such
that
ζ∗(LγHf) = {H∗, ζ∗f}T , f ∈ C∞(V ∗Q). (4.48)
Therefore, the Hamilton equation (4.39) – (4.40) is equivalent to the autonomous
Hamilton equation (4.44).
Obviously, the Hamiltonian vector field ϑH∗ (4.47) is complete if the Hamil-
ton vector field γH (4.38) is complete.
Thus, the following has been proved [14, 41, 57].
Theorem 4.3: A Hamiltonian system (V ∗Q,H) of k degrees of freedom is
equivalent to an autonomous Hamiltonian system (T ∗Q,H∗) of k+1 degrees of
freedom on a symplectic manifold (T ∗Q,ΩT ) whose Hamiltonian is the function
H∗ (4.43). 
We agree to call (T ∗Q,H∗) the homogeneous Hamiltonian system and H∗
(4.43) the homogeneous Hamiltonian.
It is readily observed that the Hamiltonian form H (4.31) is the Poincare´ –
Cartan form of the Lagrangian
LH = h0(H) = (piq
i
t −H)dt (4.49)
on the jet manifold J1V ∗Q of V ∗Q→ R [40, 59, 73].
The Lagrange operator (4.12) associated to the Lagrangian LH reads
EH = δLH = [(qit − ∂iH)dpi − (pti + ∂iH)dqi] ∧ dt. (4.50)
The corresponding Lagrange equation (4.14) is of first order, and it coincides
with the Hamilton equation (4.39) – (4.40) on J1V ∗Q.
Due to this fact, the Lagrangian LH (4.49) plays a prominent role in Hamil-
tonian non-relativistic mechanics.
In particular, let
u = ut∂t + u
i∂i, u
t = 0, 1,
be a projectable vector field on a configuration space Q. Its functorial lift (7.22)
onto the cotangent bundle T ∗Q is
u˜ = ut∂t + u
i∂i − pj∂iuj∂i. (4.51)
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This vector field is identically projected onto a vector field, also given by the
expression (4.51), on the phase space V ∗Q as a base of the trivial fibre bundle
(4.20). Then we have the equality
Lu˜H = LJ1u˜LH = (−ut∂tH+ pi∂tui − ui∂iH + pi∂jui∂jH)dt. (4.52)
This equality enables us to study conservation laws in Hamiltonian mechanics
similarly to those in Lagrangian mechanics.
Let an equation of motion of a mechanical system on a fibre bundle Y → R
be described by an r-order differential equation E given by a closed subbundle
of the jet bundle JrY → R [40, 73].
Definition 4.4: An integral of motion of this mechanical system is defined as
a (k < r)-order differential operator Φ on Y such that E belongs to the kernel
of an r-order jet prolongation of the differential operator dtΦ, i.e.,
Jr−k−1(dtΦ)|E = Jr−kΦ|E = 0. (4.53)

It follows that an integral of motion Φ is constant on solutions s of a differ-
ential equation E, i.e., there is the differential conservation law
(Jks)∗Φ = const., (Jk+1s)∗dtΦ = 0. (4.54)
We agree to write the condition (4.53) as the weak equality
Jr−k−1(dtΦ) ≈ 0, (4.55)
which holds on-shell, i.e., on solutions of a differential equation E by the formula
(4.54).
In non-relativistic mechanics, we can restrict our consideration to integrals
of motion Φ which are functions on JkY . As was mentioned above, equations
of motion of non-relativistic mechanics mainly are of first or second order. Ac-
cordingly, their integrals of motion are functions on Y or JkY . In this case, the
corresponding weak equality (4.53) takes the form
dtΦ ≈ 0 (4.56)
of a weak conservation law or, simply, a conservation law.
Different integrals of motion need not be independent. Let integrals of mo-
tion Φ1, . . . ,Φm of a mechanical system on Y be functions on J
kY . They are
called independent if
dΦ1 ∧ · · · ∧ dΦm 6= 0 (4.57)
everywhere on JkY . In this case, any motion Jks of this mechanical system lies
in the common level surfaces of functions Φ1, . . . ,Φm which bring J
kY into a
fibred manifold.
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Integrals of motion can come from symmetries. This is the case of Lagrangian
and Hamiltonian mechanics.
Definition 4.5: Let an equation of motion of a mechanical system be an r-
order differential equation E ⊂ JrY . Its infinitesimal symmetry (or, simply, a
symmetry) is defined as a vector field on JrY whose restriction to E is tangent
to E. 
For instance, let us consider first order dynamic equations.
Proposition 4.6: Let E be the autonomous first order dynamic equation (1.24)
given by a vector field u on a manifold Z. A vector field ϑ on Z is its symmetry
iff [u, ϑ] ≈ 0. 
One can show that a smooth real function F on a manifold Z is an integral of
motion of the autonomous first order dynamic equation (1.24) (i.e., it is constant
on solutions of this equation) iff its Lie derivative along u vanishes:
LuF = u
λ∂λΦ = 0. (4.58)
Proposition 4.7: Let E be the first order dynamic equation (4.9) given by a
connection Γ (4.7) on a fibre bundle Y → R. Then a vector field ϑ on Y is its
symmetry iff [Γ, ϑ] ≈ 0. 
A smooth real function Φ on Y is an integral of motion of the first order
dynamic equation (4.9) in accordance with the equality (4.56) iff
LΓΦ = (∂t + Γ
i∂i)Φ = 0. (4.59)
Following Definition 4.5, let us introduce the notion of a symmetry of dif-
ferential operators in the following relevant case. Let us consider an r-order
differential operator on a fibre bundle Y → R which is represented by an exte-
rior form E on JrY . Let its kernel Ker E be an r-order differential equation on
Y → R.
Proposition 4.8: It is readily justified that a vector field ϑ on JrY is a
symmetry of the equation Ker E in accordance with Definition 4.5 iff
LϑE ≈ 0. (4.60)

Motivated by Proposition 4.8, we come to the following.
Definition 4.9: Let E be the above mentioned differential operator. A vector
field ϑ on JrY is called a symmetry of a differential operator E if the Lie
derivative LϑE vanishes. 
By virtue of Proposition 4.8, a symmetry of a differential operator E also is
a symmetry of the differential equation Ker E .
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4.3 Non-autonomous integrable systems
Let us consider a non-autonomous mechanical system on a configuration space
Q→ R in Section 4.2. Its phase space is the vertical cotangent bundle V ∗Q→ Q
of Q → R endowed with the Poisson structure {, }V (4.24).A Hamiltonian of a
non-autonomous mechanical system is a section h (4.30) of the one-dimensional
fibre bundle (4.20) – (4.23):
ζ : T ∗Q→ V ∗Q, (4.61)
where T ∗Q is the cotangent bundle of Q endowed with the canonical symplectic
form ΩT (4.18). The Hamiltonian h (4.30) yields the pull-back Hamiltonian
form H (4.31) on V ∗Q and defines the Hamilton vector field γH (4.38) on V
∗Q.
A smooth real function F on V ∗Q is an integral of motion of a Hamiltonian
system (V ∗Q,H) if its Lie derivative LγHF vanishes.
Definition 4.10: A non-autonomous Hamiltonian system (V ∗Q,H) of n =
dimQ − 1 degrees of freedom is called superintegrable if it admits n ≤ k < 2n
integrals of motion Φ1, . . . ,Φk, obeying the following conditions.
(i) All the functions Φα are independent, i.e., the k-form dΦ1 ∧ · · · ∧ dΦk
nowhere vanishes on V ∗Q. It follows that the map
Φ : V ∗Q→ N = (Φ1(V ∗Q), . . . ,Φk(V ∗Q)) ⊂ Rk (4.62)
is a fibred manifold over a connected open subset N ⊂ Rk.
(ii) There exist smooth real functions sαβ on N such that
{Φα,Φβ}V = sαβ ◦ Φ, α, β = 1, . . . , k. (4.63)
(iii) The matrix function with the entries sαβ (4.63) is of constant corank
m = 2n− k at all points of N . 
In order to describe this non-autonomous superintegrable Hamiltonian sys-
tem, we use the fact that there exists an equivalent autonomous Hamilto-
nian system (T ∗Q,H∗) of n + 1 degrees of freedom on a symplectic manifold
(T ∗Q,ΩT ) whose Hamiltonian is the function H∗ (4.43) (Theorem 4.3), and
that this Hamiltonian system is superintegrable (Theorem 4.15). Our goal is
the following.
Theorem 4.11: Let Hamiltonian vector fields of the functions Φα be complete,
and let fibres of the fibred manifold Φ (4.62) be connected and mutually diffeo-
morphic. Then there exists an open neighborhood UM of a fibre M of Φ (4.62)
which is a trivial principal bundle with the structure group
R1+m−r × T r (4.64)
whose bundle coordinates are the generalized action-angle coordinates
(pA, q
A, Iλ, t, y
λ), A = 1, . . . , k − n, λ = 1, . . . ,m, (4.65)
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such that:
(i) (t, yλ) are coordinates on the toroidal cylinder (4.64),
(ii) the Poisson bracket {, }V on UM reads
{f, g}V = ∂Af∂Ag − ∂Ag∂Af + ∂λf∂λg − ∂λg∂λf,
(iii) a Hamiltonian H depends only on the action coordinates Iλ,
(iv) the integrals of motion Φ1, . . .Φk are independent of coordinates (t, y
λ).

Let us start with the case k = n of a completely integrable non-autonomous
Hamiltonian system (Theorem 4.14).
Definition 4.12: A non-autonomous Hamiltonian system (V ∗Q,H) of n de-
grees of freedom is said to be completely integrable if it admits n independent
integrals of motion F1, . . . , Fn which are in involution with respect to the Poisson
bracket {, }V (4.24). 
By virtue of the relations (4.27), the vector fields
(γH , ϑF1 , . . . , ϑFn), ϑFα = ∂
iFα∂i − ∂iFα∂i, (4.66)
mutually commute and, therefore, they span an (n+ 1)-dimensional involutive
distribution V on V ∗Q. Let G be the group of local diffeomorphisms of V ∗Q
generated by the flows of vector fields (4.66). Maximal integral manifolds of
V are the orbits of G and invariant submanifolds of vector fields (4.66). They
yield a foliation F of V ∗Q.
Let (V ∗Q,H) be a non-autonomous Hamiltonian system and (T ∗Q,H∗)
an equivalent autonomous Hamiltonian system on T ∗Q. An immediate con-
sequence of the relations (4.25) and (4.48) is the following.
Theorem 4.13: Given a non-autonomous completely integrable Hamiltonian
system
(γH , F1, . . . , Fn) (4.67)
of n degrees of freedom on V ∗Q, the associated autonomous Hamiltonian system
(H∗, ζ∗F1, . . . , ζ∗Fn) (4.68)
of n+ 1 degrees of freedom on T ∗Q is completely integrable. 
The Hamiltonian vector fields
(uH∗ , uζ∗F1 , . . . , uζ∗Fm), uζ∗Fα = ∂
iFα∂i − ∂iFα∂i, (4.69)
of the autonomous integrals of motion (4.68) span an (n+1)-dimensional invo-
lutive distribution VT on T ∗Q such that
Tζ(VT ) = V , Th(V) = VT |h(V ∗Q)=I0=0, (4.70)
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where
Th : TV ∗Q ∋ (t, qi, pi, t˙, q˙i, p˙i)→
(t, qi, pi, I0 = 0, t˙, q˙
i, p˙i, I˙0 = 0) ∈ TT ∗Q.
It follows that, if M is an invariant submanifold of the non-autonomous com-
pletely integrable Hamiltonian system (4.67), then h(M) is an invariant sub-
manifold of the autonomous completely integrable Hamiltonian system (4.68).
In order do introduce generalized action-angle coordinates around an invari-
ant submanifold M of the non-autonomous completely integrable Hamiltonian
system (4.67), let us suppose that the vector fields (4.66) on M are complete. It
follows that M is a locally affine manifold diffeomorphic to a toroidal cylinder
R1+n−r × T r. (4.71)
Moreover, let assume that there exists an open neighborhood UM of M such
that the foliation F of UM is a fibred manifold φ : UM → N over a domain
N ⊂ Rn whose fibres are mutually diffeomorphic.
Because the morphism Th (4.70) is a bundle isomorphism, the Hamiltonian
vector fields (4.69) on the invariant submanifold h(M) of the autonomous com-
pletely integrable Hamiltonian system are complete. Since the affine bundle ζ
(4.61) is trivial, the open neighborhood ζ−1(UM ) of the invariant submanifold
h(M) is a fibred manifold
φ˜ : ζ−1(UM ) = R× UM (IdR,φ)−→ R×N = N ′
over a domainN ′ ⊂ Rn+1 whose fibres are diffeomorphic to the toroidal cylinder
(4.71). In accordance with Theorem 2.7, the open neighborhood ζ−1(UM ) of
h(M) is a trivial principal bundle
ζ−1(UM ) = N
′ × (R1+n−r × T r)→ N ′ (4.72)
with the structure group (4.71) whose bundle coordinates are the generalized
action-angle coordinates
(I0, I1, . . . , In, t, z
1, . . . , zn) (4.73)
such that:
(i) (t, za) are coordinates on the toroidal cylinder (4.71),
(ii) the symplectic form ΩT on ζ
−1(U) reads
ΩT = dI0 ∧ dt+ dIa ∧ dza,
(iii) H∗ = I0,
(iv) the integrals of motion ζ∗F1, . . . , ζ
∗Fn depend only on the action coor-
dinates I1, . . . , In.
Provided with the coordinates (4.73),
ζ−1(UM ) = UM × R
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is a trivial bundle possessing the fibre coordinate I0 (4.21). Consequently, the
non-autonomous open neighborhood UM of an invariant submanifold M of the
completely integrable Hamiltonian system (4.66) is diffeomorphic to the Poisson
annulus
UM = N × (R1+n−r × T r) (4.74)
endowed with the generalized action-angle coordinates
(I1, . . . , In, t, z
1, . . . , zn) (4.75)
such that:
(i) the Poisson structure (4.24) on UM takes the form
{f, g}V = ∂af∂ag − ∂ag∂af,
(ii) the Hamiltonian (4.30) reads H = 0,
(iii) the integrals of motion F1, . . . , Fn depend only on the action coordinates
I1, . . . , In.
The Hamilton equation (4.39) – (4.40) relative to the generalized action-
angle coordinates (4.75) takes the form
zat = 0, Ita = 0.
It follows that the generalized action-angle coordinates (4.75) are the initial date
coordinates.
Note that the generalized action-angle coordinates (4.75) by no means are
unique. Given a smooth function H′ on Rn, one can provide ζ−1(UM ) with the
generalized action-angle coordinates
t, z′a = za − t∂aH′, I ′0 = I0 +H′(Ib), I ′a = Ia. (4.76)
With respect to these coordinates, a Hamiltonian of the autonomous Hamil-
tonian system on ζ−1(UM ) reads H′∗ = I ′0 − H′. A Hamiltonian of the non-
autonomous Hamiltonian system on U endowed with the generalized action-
angle coordinates (Ia, t, z
′a) is H′.
Thus, the following has been proved.
Theorem 4.14: Let (γH , F1, . . . , Fn) be a non-autonomous completely inte-
grable Hamiltonian system. Let M be its invariant submanifold such that the
vector fields (4.66) on M are complete and that there exists an open neighbor-
hood UM of M which is a fibred manifold in mutually diffeomorphic invariant
submanifolds. Then UM is diffeomorphic to the Poisson annulus (4.74), and it
can be provided with the generalized action-angle coordinates (4.75) such that
the integrals of motion (F1, . . . , Fn) and the Hamiltonian H depend only on the
action coordinates I1, . . . , In. 
Let now (γH ,Φ1, . . . ,Φk) be a non-autonomous superintegrable Hamiltonian
system in accordance with Definition 4.10. The associated autonomous Hamil-
tonian system on T ∗Q possesses k + 1 integrals of motion
(H∗, ζ∗Φ1, . . . , ζ∗Φk) (4.77)
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with the following properties.
(i) The functions (4.77) are mutually independent, and the map
Φ˜ : T ∗Q→ (H∗(T ∗Q), ζ∗Φ1(T ∗Q), . . . , ζ∗Φk(T ∗Q)) = (4.78)
(I0,Φ1(V
∗Q), . . . ,Φk(V
∗Q)) = R×N = N ′
is a fibred manifold.
(ii) The functions (4.77) obey the relations
{ζ∗Φα, ζ∗Φβ} = sαβ ◦ ζ∗Φ, {H∗, ζ∗Φα} = s0α = 0
so that the matrix function with the entries (s0α, sαβ) on N
′ is of constant
corank 2n+ 1− k.
Refereing to Definition 2.1 of an autonomous superintegrable system, we
come to the following.
Theorem 4.15: Given a non-autonomous superintegrable Hamiltonian system
(γH ,Φα) on V
∗Q, the associated autonomous Hamiltonian system (4.77) on
T ∗Q is superintegrable. 
There is the commutative diagram
T ∗Q
ζ−→ V ∗Q
Φ˜
❄ ❄
Φ
N ′
ξ−→ N
where ζ (4.61) and
ξ : N ′ = R×N → N
are trivial bundles. It follows that the fibred manifold (4.78) is the pull-back
Φ˜ = ξ∗Φ of the fibred manifold Φ (4.62) onto N ′.
Let the conditions of Theorem 2.5 hold. If the Hamiltonian vector fields
(γH , ϑΦ1 , . . . , ϑΦk), ϑΦα = ∂
iΦα∂i − ∂iΦα∂i,
of integrals of motion Φα on V
∗Q are complete, the Hamiltonian vector fields
(uH∗ , uζ∗Φ1 , . . . , uζ∗Φk), uζ∗Φα = ∂
iΦα∂i − ∂iΦα∂i,
on T ∗Q are complete. If fibres of the fibred manifold Φ (4.62) are connected
and mutually diffeomorphic, the fibres of the fibred manifold Φ˜ (4.78) also are
well.
Let M be a fibre of Φ (4.62) and h(M) the corresponding fibre of Φ˜ (4.78).
In accordance Theorem 2.5, there exists an open neighborhood U ′ of h(M)
which is a trivial principal bundle with the structure group (4.64) whose bundle
coordinates are the generalized action-angle coordinates
(I0, Iλ, t, y
λ, pA, q
A), A = 1, . . . , n−m, λ = 1, . . . , k, (4.79)
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such that:
(i) (t, yλ) are coordinates on the toroidal cylinder (4.64),
(ii) the symplectic form ΩT on U
′ reads
ΩT = dI0 ∧ dt+ dIα ∧ dyα + dpA ∧ dqA,
(iii) the action coordinates (I0, Iα) are expressed in the values of the Casimir
functions C0 = I0, Cα of the coinduced Poisson structure
w = ∂A ∧ ∂A
on N ′,
(iv) a homogeneous Hamiltonian H∗ depends on the action coordinates,
namely, H∗ = I0,
(iv) the integrals of motion ζ∗Φ1, . . . ζ
∗Φk are independent of the coordinates
(t, yλ).
Provided with the generalized action-angle coordinates (4.79), the above
mentioned neighborhood U ′ is a trivial bundle U ′ = R×UM where UM = ζ(U ′)
is an open neighborhood of the fibreM of the fibre bundle Φ (4.62). As a result,
we come to Theorem 4.11.
5 Quantum superintegrable systems
To quantize classical Hamiltonian systems, one usually follows canonical quan-
tization which replaces the Poisson bracket {f, f ′} of smooth functions with
the bracket [f̂ , f̂ ′] of Hermitian operators in a Hilbert space such that Dirac’s
condition
[f̂ , f̂ ′] = −i{̂f, f ′} (5.1)
holds. Canonical quantization of Hamiltonian non-relativistic mechanics on a
configuration space Q → R is geometric quantization [31, 37, 41]. In the case
of integrable Hamiltonian systems, there is a reason that, since a Hamiltonian
of an integrable system depends only on action variables (Proposition 2.13), it
seems natural to provide the Schro¨dinger representation of action variables by
first order differential operators on functions of angle coordinates
For the sake of simplicity, symplectic and Poisson manifolds throughout
this Section are assumed to be simple connected (see Remark 5.1). Geometric
quantization of toroidal cylinders possessing a non-trivial first homotopy group
is considered in Section 6.4.
5.1 Geometric quantization of symplectic manifolds
We start with the basic geometric quantization of symplectic manifolds [16, 37,
41, 79]. It falls into the following three steps: prequantization, polarization and
metaplectic correction.
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Let (Z,Ω) be a 2m-dimensional simply connected symplectic manifold. Let
C → Z be a complex line bundle whose typical fibre is C. It is coordinated by
(zλ, c) where c is a complex coordinate.
Proposition 5.1: By virtue of the well-known theorems [48, 58], the structure
group of a complex line bundle C → Z is reducible to U(1) such that:
• given a bundle atlas of C → Z with U(1)-valued transition functions and
associated bundle coordinates (zλ, c), there exists a Hermitian fibre metric
g(c, c) = cc (5.2)
in C;
• for any Hermitian fibre metric g in C → Z, there exists a bundle atlas of
C → Z with U(1)-valued transition functions such that g takes the form (5.2)
with respect to the associated bundle coordinates. 
Let K be a linear connection on a fibre bundles C → Z. It reads
K = dzλ ⊗ (∂λ +Kλc∂c), (5.3)
where Kλ are local complex functions on Z. The corresponding covariant dif-
ferential DK (7.61) takes the form
DK = (cλ −Kλc)dzλ ⊗ ∂c. (5.4)
The curvature two-form (7.66) of the connection K (5.3) reads
R =
1
2
(∂νKµ − ∂µKν)cdzν ∧ dzµ ⊗ ∂c. (5.5)
Proposition 5.2: A connection A on a complex line bundle C → Z is a U(1)-
principal connection iff there exists an A-invariant Hermitian fibre metric g in
C, i.e.,
dH(g(c, c)) = g(D
Ac, c) + g(c,DAc).
With respect to the bundle coordinates (zλ, c) in Proposition 5.1, this connection
reads
A = dzλ ⊗ (∂λ + iAλc∂c), (5.6)
where Aλ are local real functions on Z. 
The curvature R (5.5) of the U(1)-principal connection A (5.6) defines the
first Chern characteristic form
c1(A) = − 1
4π
(∂νAµ − ∂µAν)cdzν ∧ dzµ, (5.7)
R = −2πic1 ⊗ uC , (5.8)
where
uC = c∂c (5.9)
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is the Liouville vector field (7.23) on C. The Chern form (5.7) is closed, but it
need not be exact because Aµdz
µ is not a one-form on Z in general.
Definition 5.3: A complex line bundle C → Z over a symplectic manifold
(Z,Ω) is called a prequantization bundle if a form (2π)−1Ω on Z belongs to the
first Chern characteristic class of C. 
A prequantization bundle, by definition, admits a U(1)-principal connection
A, called an admissible connection, whose curvature R (5.5) obeys the relation
R = −iΩ⊗ uC , (5.10)
called the admissible condition.
Remark 5.1: Let A be the admissible connection (5.6) and B = Bµdz
µ a
closed one-form on Z. Then
A′ = A+ icB ⊗ ∂c (5.11)
also is an admissible connection. Since a manifold Z is assumed to be simply
connected, a closed one-form B is exact. In this case, connections A and A′
(5.11) are gauge conjugate [58]. 
Given an admissible connection A, one can assign to each function f ∈
C∞(Z) the C-valued first order differential operator f̂ on a fibre bundle C → Z
in accordance with Kostant – Souriau formula
f̂ = −iϑf⌋DA − fuC = −[iϑλf (cλ − iAλc) + fc]∂c, (5.12)
where DA is the covariant differential (5.4) and ϑf is the Hamiltonian vector
field of f . It is easily justified that the operators (5.12) obey Dirac’s condition
(5.1) for all elements f of the Poisson algebra C∞(Z).
The Kostant – Souriau formula (5.12) is called the prequantization because,
in order to obtain Hermitian operators f̂ (5.12) acting on a Hilbert space, one
should restrict both a class of functions f ∈ C∞(Z) and a class of sections of
C → Z in consideration as follows.
Given a symplectic manifold (Z,Ω), by its polarization is meant a maximal
involutive distribution T ⊂ TZ such that
Ω(ϑ, υ) = 0, ϑ, υ ∈ Tz , z ∈ Z.
This term also stands for the algebra TΩ of sections of the distribution T. We
denote by AT the subalgebra of the Poisson algebra C∞(Z) which consists of
the functions f such that
[ϑf , TΩ] ⊂ TΩ.
It is called the quantum algebra of a symplectic manifold (Z,Ω). Elements of
this algebra only are quantized.
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In order to obtain the carrier space of the algebra AT , let us assume that
Z is oriented and that its cohomology H2(Z;Z2) with coefficients in the con-
stant sheaf Z2 vanishes. In this case, one can consider the metalinear complex
line bundle D1/2[Z] → Z characterized by a bundle atlas {(U ; zλ, r)} with the
transition functions
r′ = Jr, JJ =
∣∣∣∣det( ∂zµ∂z′ν
)∣∣∣∣ . (5.13)
Global sections ρ of this bundle are called the half-densities on Z [16, 41]. Note
that the metalinear bundle D1/2[Z]→ Z admits the canonical lift of any vector
field u on Z such that the corresponding Lie derivative of its sections reads
Lu = u
λ∂λ +
1
2
∂λu
λ. (5.14)
Given an admissible connection A, the prequantization formula (5.12) is
extended to sections s⊗ ρ of the fibre bundle
C ⊗
Z
D1/2[Z]→ Z (5.15)
as follows:
f̂(s⊗ ρ) = (−i∇ϑf − f)(s⊗ ρ) = (f̂ s)⊗ ρ+ s⊗ Lϑf ρ, (5.16)
∇ϑf (s⊗ ρ) = (∇Aϑf s)⊗ ρ+ s⊗ Lϑf ρ,
where Lϑf ρ is the Lie derivative (5.14) acting on half-densities. This extension
is said to be the metaplectic correction, and the tensor product (5.15) is called
the quantization bundle. One can think of its sections ̺ as being C-valued half-
forms. It is readily observed that the operators (5.16) obey Dirac’s condition
(5.1). Let us denote by EZ a complex vector space of sections ̺ of the fibre
bundle C ⊗D1/2[Z]→ Z of compact support such that
∇υ̺ = 0, υ ∈ TΩ, (5.17)
∇υ̺ = ∇υ(s⊗ ρ) = (∇Aυ s)⊗ ρ+ s⊗ Lυρ.
Lemma 5.4: For any function f ∈ AT and an arbitrary section ̺ ∈ EZ , the
relation f̺̂ ∈ EZ holds. 
Thus, we have a representation of the quantum algebra AT in the space EZ .
Therefore, by quantization of a function f ∈ AT is meant the restriction of the
operator f̂ (5.16) to EZ .
Let g be an A-invariant Hermitian fibre metric in C → Z in accordance with
Proposition 5.2. If EZ 6= 0, the Hermitian form
〈s1 ⊗ ρ1|s2 ⊗ ρ2〉 =
∫
Z
g(s1, s2)ρ1ρ2 (5.18)
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brings EZ into a pre-Hilbert space. Its completion EZ is called a quantum
Hilbert space, and the operators f̂ (5.16) in this Hilbert space are Hermitian.
In particular, let us consider the standard geometric quantization of a cotan-
gent bundle [16, 37, 41, 79].
Let M be an m-dimensional simply connected smooth manifold coordinated
by (qi). Its cotangent bundle T ∗M is simply connected. It is provided with the
canonical symplectic form ΩT (1.3) written with respect to holonomic coordi-
nates (qi, pi = q˙i) on T
∗M . Let us consider the trivial complex line bundle
C = T ∗M × C→ T ∗M. (5.19)
The canonical symplectic form (1.3) on T ∗M is exact, i.e., it has the same zero
de Rham cohomology class as the first Chern class of the trivial U(1)-bundle C
(5.19). Therefore, C is a prequantization bundle in accordance with Definition
5.3.
Coordinated by (qi, pi, c), this bundle is provided with the admissible con-
nection (5.6):
A = dpj ⊗ ∂j + dqj ⊗ (∂j − ipjc∂c) (5.20)
such that the condition (5.10) is satisfied. The corresponding A-invariant fibre
metric in C is given by the expression (5.2). The covariant derivative of sections
s of the prequantization bundle C (5.19) relative to the connection A (5.20)
along the vector field u = uj∂j + uj∂
j on T ∗M reads
∇us = uj(∂j + ipj)s+ uj∂js. (5.21)
Given a function f ∈ C∞(T ∗M) and its Hamiltonian vector field
ϑf = ∂
if∂i − ∂if∂i,
the covariant derivative (5.21) along ϑf is
∇ϑf s = ∂if(∂i + ipi)s− ∂if∂is.
With the connection A (5.20), the prequantization (5.12) of elements f of the
Poisson algebra C∞(T ∗M) takes the form
f̂ = −i∂jf(∂j + ipj) + i∂jf∂j − f. (5.22)
Let us note that, since the complex line bundle (5.19) is trivial, its sections
are simply smooth complex functions on T ∗M . Then the prequantum operators
(5.22) can be written in the form
f̂ = −iLϑf + (Lυf − f), (5.23)
where υ = pj∂
j is the Liouville vector field (7.23) on T ∗M →M .
It is readily observed that the vertical tangent bundle V T ∗M of the cotan-
gent bundle T ∗M → M provides a polarization of T ∗M . Certainly, it is not
a unique polarization of T ∗M . We call V T ∗M the vertical polarization. The
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corresponding quantum algebra AT ⊂ C∞(T ∗M) consists of affine functions of
momenta
f = ai(qj)pi + b(q
j) (5.24)
on T ∗M . Their Hamiltonian vector fields read
ϑf = a
i∂i − (pj∂iaj + ∂ib)∂i. (5.25)
We call AT the quantum algebra of a cotangent bundle.
Since the Jacobain of holonomic coordinate transformations of the cotangent
bundle T ∗M equals 1, the geometric quantization of T ∗M need no metaplec-
tic correction. Consequently, the quantum algebra AT of the affine functions
(5.24) acts on the subspace ET∗M ⊂ C∞(T ∗M) of complex functions of compact
support on T ∗M which obey the condition (5.17):
∇υs = υi∂is = 0, TΩ ∋ υ = υi∂i.
A glance at this equality shows that elements of ET∗M are independent of mo-
menta pi, i.e., they are the pull-back of complex functions onM with respect to
the fibration T ∗M →M . These functions fail to be of compact support, unless
s = 0. Consequently, the carrier space ET∗M of the quantum algebra AT is
reduced to zero. One can overcome this difficulty as follows.
Given the canonical zero section 0̂(M) of the cotangent bundle T ∗M →M ,
let
CM = 0̂(M)
∗C (5.26)
be the pull-back of the complex line bundle C (5.19) over M . It is a trivial
complex line bundle CM =M × C provided with the pull-back Hermitian fibre
metric g(c, c′) = cc′ and the pull-back (7.60):
AM = 0̂(M)
∗A = dqj ⊗ (∂j − ipjc∂c)
of the connection A (5.20) on C. Sections of CM are smooth complex functions
onM . One can consider a representation of the quantum algebraAT of the affine
functions (5.24) in the space of complex functions on M by the prequantum
operators (5.22):
f̂ = −iaj∂j − b.
However, this representation need a metaplectic correction.
Let us assume that M is oriented and that its cohomology H2(M ;Z2) with
coefficients in the constant sheaf Z2 vanishes. Let D1/2[M ] be the metalinear
complex line over M . Since the complex line bundle CM (5.26) is trivial, the
quantization bundle (5.15):
CM ⊗
M
D1/2[M ]→M (5.27)
is isomorphic to D1/2[M ].
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Because the Hamiltonian vector fields (5.25) of functions f (5.24) project
onto vector fields aj∂j on M and Lυf − f = −b in the formula (5.23) is a
function on M , one can assign to each element f of the quantum algebra AT
the following first order differential operator in the space D1/2(M) of complex
half-densities ρ on M :
f̂ρ = (−iLaj∂j − b)ρ = (−iaj∂j −
i
2
∂ja
j − b)ρ, (5.28)
where Laj∂j is the Lie derivative (5.14) of half-densities. A glance at the ex-
pression (5.28) shows that it is the Schro¨dinger representation of the quantum
algebra AT of the affine functions (5.24). We call f̂ (5.28) the Schro¨dinger
operators.
Let EM ⊂ D1/2(M) be a space of complex half-densities ρ of compact sup-
port on M and EM the completion of EM with respect to the non-degenerate
Hermitian form
〈ρ|ρ′〉 =
∫
Q
ρρ′. (5.29)
The (unbounded) Schro¨dinger operators (5.28) in the domain EM of the Hilbert
space EM are Hermitian.
5.2 Leafwise geometric quantization
Developed for symplectic manifolds [16, 79], the geometric quantization tech-
nique has been generalized to Poisson manifolds in terms of contravariant con-
nections [83, 84]. Though there is one-to-one correspondence between the Pois-
son structures on a smooth manifold and its symplectic foliations, geometric
quantization of a Poisson manifold need not imply quantization of its symplec-
tic leaves [41, 85].
• Firstly, contravariant connections fail to admit the pull-back operation.
Therefore, prequantization of a Poisson manifold does not determine straight-
forwardly prequantization of its symplectic leaves.
• Secondly, polarization of a Poisson manifold is defined in terms of sheaves
of functions, and it need not be associated to any distribution. As a consequence,
its pull-back onto a leaf is not polarization of a symplectic manifold in general.
• Thirdly, a quantum algebra of a Poisson manifold contains the center
of a Poisson algebra. However, there are models where quantization of this
center has no physical meaning. For instance, a center of the Poisson algebra
of a mechanical system with classical parameters consists of functions of these
parameters.
Geometric quantization of symplectic foliations disposes of these problems.
A quantum algebra AF of a symplectic foliation F also is a quantum algebra
of the associated Poisson manifold such that its restriction to each symplectic
leaf F is a quantum algebra of F . Thus, geometric quantization of a symplectic
foliation provides leafwise quantization of a Poisson manifold [32, 37, 41].
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Geometric quantization of a symplectic foliation is phrased in terms of leaf-
wise connections on a foliated manifold (see Definition 5.5 below). Any leafwise
connection on a complex line bundle over a Poisson manifold is proved to come
from a connection on this bundle (Theorem 5.7). Using this fact, one can state
the equivalence of prequantization of a Poisson manifold to prequantization of
its symplectic foliation [41], which also yields prequantization of each symplectic
leaf (Proposition 5.10). We show that polarization of a symplectic foliation is
associated to particular polarization of a Poisson manifold (Proposition 5.11),
and its restriction to any symplectic leaf is polarization of this leaf (Proposition
5.12). Therefore, a quantum algebra of a symplectic foliation is both a quantum
algebra of a Poisson manifold and, restricted to each symplectic leaf, a quantum
algebra of this leaf.
We define metaplectic correction of a symplectic foliation so that its quan-
tum algebra is represented by Hermitian operators in the pre-Hilbert module of
leafwise half-forms, integrable over the leaves of this foliation.
Let (Z, {, }) be a Poisson manifold and (F ,ΩF ) its symplectic foliation such
that {, } = {, }F (see (1.12)). Let leaves of F be simply connected.
Prequantization of a symplectic foliation (F ,ΩF ) provides a representation
f → f̂ , [f̂ , f̂ ′] = −i{̂f, f ′}F , (5.30)
of the Poisson algebra (C∞(Z), {, }F) by first order differential operators on
sections s of some complex line bundle C → Z, called the prequantization
bundle. These operators are given by the Kostant – Souriau prequantization
formula
f̂ = −i∇Fϑf s+ εfs, ϑf = Ω♯F(d˜f), ε 6= 0, (5.31)
where∇F is an admissible leafwise connection on C → Z such that its curvature
form R˜ (5.39) obeys the admissible condition
R˜ = iεΩF ⊗ uC , (5.32)
where uC is the Liouville vector field (5.9) on C.
Using the above mentioned fact that any leafwise connection comes from a
connection, we show that prequantization of a symplectic foliation yields pre-
quantization of its symplectic leaves.
Remark 5.2: If Z is a symplectic manifold whose symplectic foliation is
reduced to Z itself, the formulas (5.31) – (5.32), ε = −1, of leafwise prequan-
tization restart the formulas (5.12) and (5.10) of geometric quantization of a
symplectic manifold Z. 
Let SF (Z) ⊂ C∞(Z) be a subring of functions constant on leaves of a foli-
ation F , and let T1(F) be the real Lie algebra of global sections of the tangent
bundle TF → Z to F . It is the Lie SF (Z)-algebra of derivations of C∞(Z),
regarded as a SF(Z)-ring.
Definition 5.5: In the framework of the leafwise differential calculus F∗(Z)
(7.41), a (linear) leafwise connection on a complex line bundle C → Z is defined
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as a connection∇F on the C∞(Z)-module C(Z) of global sections of this bundle,
where C∞(Z) is regarded as an SF (Z)-ring (see Definition 7.11). It associates
to each element τ ∈ T1(F) an SF(Z)-linear endomorphism ∇Fτ of C(Z) which
obeys the Leibniz rule
∇Fτ (fs) = (τ⌋d˜f)s+ f∇Fτ (s), f ∈ C∞(Z), s ∈ C(Z). (5.33)

A linear connection on C → Z can be equivalently defined as a connection on
the module C(Z) which assigns to each vector field τ ∈ T1(Z) on Z an R-linear
endomorphism of C(Z) obeying the Leibniz rule (5.33). Restricted to T1(F),
it obviously yields a leafwise connection. In order to show that any leafwise
connection is of this form, we appeal to an alternative definition of a leafwise
connection in terms of leafwise forms.
The inverse images π−1(F ) of leaves F of the foliation F of Z provide a
(regular) foliation CF of the line bundle C. Given the (holomorphic) tangent
bundle TCF of this foliation, we have the exact sequence of vector bundles
0→ V C −→
C
TCF −→
C
C ×
Z
TF → 0, (5.34)
where V C is the (holomorphic) vertical tangent bundle of C → Z.
Definition 5.6: A (linear) leafwise connection on the complex line bundle
C → Z is a splitting of the exact sequence (5.34) which is linear over C. 
One can choose an adapted coordinate atlas {(Uξ; zλ, zi)} (7.38) of a foliated
manifold (Z,F) such that Uξ are trivialization domains of the complex line
bundle C → Z. Let (zλ, zi, c), c ∈ C, be the corresponding bundle coordinates
on C → Z. They also are adapted coordinates on the foliated manifold (C,CF ).
With respect to these coordinates, a (linear) leafwise connection is represented
by a TCF -valued leafwise one-form
AF = d˜z
i ⊗ (∂i +Aic∂c), (5.35)
where Ai are local complex functions on C.
The exact sequence (5.34) is obviously a subsequence of the exact sequence
0→ V C −→
C
TC −→
C
C ×
Z
TZ → 0,
where TC is the holomorphic tangent bundle of C. Consequently, any connec-
tion
K = dzλ ⊗ (∂λ +Kλc∂c) + dzi ⊗ (∂i +Kic∂c) (5.36)
on the complex line bundle C → Z yields a leafwise connection
KF = d˜zi ⊗ (∂i +Kic∂c). (5.37)
Theorem 5.7: Any leafwise connection on the complex line bundle C → Z
comes from a connection on it [41]. 
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In particular, it follows that Definitions 5.5 and 5.6 of a leafwise connection
are equivalent, namely,
∇Fs = d˜s−Aisd˜zi, s ∈ C(Z).
The curvature of a leafwise connection ∇F is defined as a C∞(Z)-linear
endomorphism
R˜(τ, τ ′) = ∇F[τ,τ ′] − [∇Fτ ,∇Fτ ′ ] = τ iτ ′jRij , Rij = ∂iAj − ∂jAi, (5.38)
of C(Z) for any vector fields τ, τ ′ ∈ T1(F). It is represented by the vertical-
valued leafwise two-form
R˜ =
1
2
Rij d˜z
i ∧ d˜zj ⊗ uC . (5.39)
If a leafwise connection ∇F comes from a connection ∇, its curvature leafwise
form R˜ (5.39) is an image R˜ = i∗FR of the curvature form R (7.62) of the
connection ∇ with respect to the morphism i∗F (7.42).
Now let us turn to the admissible condition (5.32).
Lemma 5.8: Let us assume that there exists a leafwise connection KF on the
complex line bundle C → Z which fulfils the admissible condition (5.32). Then,
for any Hermitian fibre metric g in C → Z, there exists a leafwise connection
AgF on C → Z which:
(i) satisfies the admissible condition (5.32),
(ii) preserves g,
(iii) comes from a U(1)-principal connection on C → Z.
This leafwise connection AgF is called admissible. 
Proof: Given a Hermitian fibre metric g in C → Z, let Ψg = {(zλ, zi, c)} an associ-
ated bundle atlas of C with U(1)-valued transition functions such that g(c, c′) = cc′
(Proposition 5.1). Let the above mentioned leafwise connection KF come from a linear
connection K (5.36) on C → Z written with respect to the atlas Ψg. The connection
K is split into the sum Ag + γ where
Ag = dzλ ⊗ (∂λ + Im(Kλ)c∂c) + dz
i ⊗ (∂i + Im(Ki)c∂c) (5.40)
is a U(1)-principal connection, preserving the Hermitian fibre metric g. The curvature
forms R of K and Rg of Ag obey the relation Rg = Im(R). The connection Ag (5.40)
defines the leafwise connection
Ag
F
= i∗FA = d˜z
i ⊗ (∂i + iA
g
i c∂c), iA
g
i = Im(Ki), (5.41)
preserving the Hermitian fibre metric g. Its curvature fulfils a desired relation
R˜g = i∗FR
g = Im(i∗FR) = iεΩF ⊗ uC . (5.42)

Since Ag (5.40) is a U(1)-principal connection, its curvature form Rg is re-
lated to the first Chern form of integral de Rham cohomology class by the
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formula (5.8). If the admissible condition (5.32) holds, the relation (5.42) shows
that the leafwise cohomology class of the leafwise form −(2π)−1εΩF is an im-
age of an integral de Rham cohomology class with respect to the cohomology
morphism [i∗F ]. Conversely, if a leafwise symplectic form ΩF on a foliated ma-
nifold (Z,F) is of this type, there exist a prequantization bundle C → Z and a
U(1)-principal connection A on C → Z such that the leafwise connection i∗FA
fulfils the relation (5.32). Thus, we have stated the following.
Proposition 5.9: A symplectic foliation (F ,ΩF) of a manifold Z admits the
prequantization (5.31) iff the leafwise cohomology class of −(2π)−1εΩF is an
image of an integral de Rham cohomology class of Z. 
Let F be a leaf of a symplectic foliation (F ,ΩF ) provided with the symplectic
form
ΩF = i
∗
FΩF .
In accordance with Proposition 7.8 and the commutative diagram
H∗(Z;Z) −→ H∗DR(Z)
❄ ❄
H∗(F ;Z) −→ H∗DR(F )
of groups of the de Rham cohomology H∗DR(∗) and the cohomology H∗(∗;Z)
with coefficients in the constant sheaf Z, the symplectic form −(2π)−1εΩF be-
longs to an integral de Rham cohomology class if a leafwise symplectic form ΩF
fulfils the condition of Proposition 5.9. This states the following.
Proposition 5.10: If a symplectic foliation admits prequantization, each its
symplectic leaf does prequantization too. 
The corresponding prequantization bundle for F is the pull-back complex line
bundle i∗FC, coordinated by (z
i, c). Furthermore, let AgF (5.41) be a leafwise
connection on the prequantization bundle C → Z which obeys Lemma 5.8, i.e.,
comes from a U(1)-principal connection Ag on C → Z. Then the pull-back
AF = i
∗
FA
g = dzi ⊗ (∂i + ii∗F (Agi )c∂c) (5.43)
of the connection Ag onto i∗FC → F satisfies the admissible condition
RF = i
∗
FR = iεΩF ,
and preserves the pull-back Hermitian fibre metric i∗F g in i
∗
FC → F .
Let us define polarization of a symplectic foliation (F ,ΩF ) of a manifold Z
as a maximal (regular) involutive distribution T ⊂ TF on Z such that
ΩF(u, v) = 0, u, v ∈ Tz, z ∈ Z. (5.44)
Given the Lie algebra T(Z) of T-subordinate vector fields on Z, let AF ⊂
C∞(Z) be the complexified subalgebra of functions f whose leafwise Hamilto-
nian vector fields ϑf (1.12) fulfil the condition
[ϑf ,T(Z)] ⊂ T(Z).
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It is called the quantum algebra of a symplectic foliation (F ,ΩF ) with respect
to the polarization T. This algebra obviously contains the center SF (Z) of the
Poisson algebra (C∞(Z), {, }F), and it is a Lie SF (Z)-algebra.
Proposition 5.11: Every polarization T of a symplectic foliation (F ,ΩF )
yields polarization of the associated Poisson manifold (Z,wΩ). 
Proof: Let us consider the presheaf of local smooth functions f on Z whose leafwise
Hamiltonian vector fields ϑf (1.12) are subordinate to T. The sheaf Φ of germs of
these functions is polarization of the Poisson manifold (Z,wΩ) (see Remark 5.3 below).
Equivalently, Φ is the sheaf of germs of functions on Z whose leafwise differentials are
subordinate to the codistribution Ω♭FT. 
Remark 5.3: Let us recall that polarization of a Poisson manifold (Z, {, })
is defined as a sheaf T∗ of germs of complex functions on Z whose stalks T∗z ,
z ∈ Z, are Abelian algebras with respect to the Poisson bracket {, } [85]. Let
T∗(Z) be the structure algebra of global sections of the sheaf T∗; it also is
called the Poisson polarization [83, 84]. A quantum algebra A associated to
the Poisson polarization T∗ is defined as a subalgebra of the Poisson algebra
C∞(Z) which consists of functions f such that
{f,T∗(Z)} ⊂ T∗(Z).
Polarization of a symplectic manifold yields its Poisson one. 
Let us note that the polarization Φ in the proof of Proposition 5.11) need
not be maximal, unless T is of maximal dimension dimF/2. It belongs to
the following particular type of polarizations of a Poisson manifold. Since the
cochain morphism i∗F (7.42) is an epimorphism, the leafwise differential calculus
F∗ is universal, i.e., the leafwise differentials d˜f of functions f ∈ C∞(Z) on Z
make up a basis for the C∞(Z)-module F1(Z). Let Φ(Z) denote the structure
R-module of global sections of the sheaf Φ. Then the leafwise differentials of
elements of Φ(Z) make up a basis for the C∞(Z)-module of global sections of
the codistribution Ω♭FT. Equivalently, the leafwise Hamiltonian vector fields of
elements of Φ(Z) constitute a basis for the C∞(Z)-module T(Z). Then one
can easily show that polarization T of a symplectic foliation (F ,ΩF ) and the
corresponding polarization Φ of the Poisson manifold (Z,wΩ) in Proposition
5.11 define the same quantum algebra AF .
Let (F,ΩF ) be a symplectic leaf of a symplectic foliation (F ,ΩF ). Given
polarization T→ Z of (F ,ΩF ), its restriction
TF = i
∗
FT ⊂ i∗FTF = TF
to F is an involutive distribution on F . It obeys the condition
i∗FΩF (u, v) = 0, u, v ∈ TFz , z ∈ F,
i.e., it is polarization of the symplectic manifold (F,ΩF ). Thus, we have stated
the following.
Proposition 5.12: Polarization of a symplectic foliation defines polarization
of each symplectic leaf. 
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Clearly, the quantum algebra AF of a symplectic leaf F with respect to the
polarization TF contains all elements i
∗
F f of the quantum algebra AF restricted
to F .
Since AF is the quantum algebra both of a symplectic foliation (F ,ΩF) and
the associated Poisson manifold (Z,wΩ), let us follow the standard metaplectic
correction technique [16, 41].
Assuming that Z is oriented and that H2(Z;Z2) = 0, let us consider the
metalinear complex line bundle D1/2[Z]→ Z characterized by an atlas
ΨZ = {(U ; zλ, zi, r)}
with the transition functions (5.13). Global sections ρ of this bundle are half-
densities on Z. Their Lie derivative (5.14) along a vector field u on Z reads
Luρ = u
λ∂λρ+ u
i∂iρ+
1
2
(∂λu
λ + ∂iu
i)ρ. (5.45)
Given an admissible connection AgF , the prequantization formula (5.31) is
extended to sections ̺ = s⊗ ρ of the fibre bundle
C ⊗
Z
D1/2[Z] (5.46)
as follows
f̂ = −i[(∇Fϑf + iεf)⊗ Id + Id ⊗ Lϑf ] = (5.47)
−i[∇Fϑf + iεf +
1
2
∂iϑ
i
f ], f ∈ AF .
This extension is the metaplectic correction of leafwise quantization. It is readily
observed that the operators (5.47) obey Dirac’s condition (5.30). Let us denote
by EZ the complex space of sections ̺ of the fibre bundle (5.46) of compact
support such that
(∇Fϑ ⊗ Id + Id ⊗ Lϑ)̺ = (∇Fϑ +
1
2
∂iϑ
i)̺ = 0
for all T-subordinate leafwise Hamiltonian vector fields ϑ.
Lemma 5.13: For any function f ∈ AT and an arbitrary section ̺ ∈ EZ , the
relation f̺̂ ∈ EZ holds. 
Thus, we have a representation of the quantum algebra AF in the space EZ .
Therefore, by quantization of a function f ∈ AF is meant the restriction of the
operator f̂ (5.47) to EZ .
The space EZ is provided with the non-degenerate Hermitian form
〈ρ|ρ′〉 =
∫
Z
ρρ′, (5.48)
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which brings EZ into a pre-Hilbert space. Its completion carries a representation
of the quantum algebra AF by (unbounded) Hermitian operators.
However, it may happen that the above quantization has no physical mean-
ing because the Hermitian form (5.48) on the carrier space EZ and, consequently,
the mean values of operators (5.47) are defined by integration over the whole
manifold Z. For instance, it implies integration over time and classical param-
eters. Therefore, we suggest a different scheme of quantization of symplectic
foliations.
Let us consider the exterior bundle
2m∧ TF∗, 2m = dimF . Its structure group
GL(2m,R) is reducible to the group GL+(2m,R) since a symplectic foliation is
oriented. One can regard this fibre bundle as being associated to a GL(2m,C)-
principal bundle P → Z. As earlier, let us assume that H2(Z;Z2) = 0. Then
the principal bundle P admits a two-fold covering principal bundle with the
structure metalinear group ML(2m,C) [16]. As a consequence, there exists a
complex line bundle DF → Z characterized by an atlas
ΨF = {(Uξ; zλ, zi, r)}
with the transition functions r′ = JFr such that
JFJF = det
(
∂z′i
∂zj
)
. (5.49)
One can think of its sections as being complex leafwise half-densities on Z. The
metalinear bundle D1/2[F ]→ Z admits the canonical lift of any T-subordinate
vector field u on Z. The corresponding Lie derivative of its sections reads
LFu = u
i∂i +
1
2
∂iu
i. (5.50)
We define the quantization bundle as the tensor product
YF = C ⊗
Z
D1/2[F ]→ Z. (5.51)
Its sections are C-valued leafwise half-forms. Given an admissible leafwise con-
nection AgF and the Lie derivative L
F
u (5.50), let us associate the first order
differential operator
f̂ = −i[(∇Fϑf + iεf)⊗ Id + Id ⊗ LFϑf ] = (5.52)
−i[∇Fϑf + iεf +
1
2
∂iϑ
i
f ], f ∈ AF ,
on sections ̺F of YF to each element of the quantum algebra AF . A direct
computation with respect to the local Darboux coordinates on Z proves the
following.
Lemma 5.14: The operators (5.52) obey Dirac’s condition (5.30). 
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Lemma 5.15: If a section ̺F fulfils the condition
(∇Fϑ ⊗ Id + Id ⊗ LFϑ )̺F = (∇Fϑ +
1
2
∂iϑ
i)̺F = 0 (5.53)
for all T-subordinate leafwise Hamiltonian vector field ϑ, then f̺̂F for any
f ∈ AF possesses the same property. 
Let us restrict the representation of the quantum algebra AF by the opera-
tors (5.52) to the subspace EF of sections ̺F of the quantization bundle (5.51)
which obey the condition (5.53) and whose restriction to any leaf of F is of
compact support. The last condition is motivated by the following.
Since i∗FTF∗ = T ∗F , the pull-back i∗FD1/2[F ] of D1/2[F ] onto a leaf F
is a metalinear bundle of half-densities on F . By virtue of Propositions 5.10
and 5.12, the pull-back i∗FYF of the quantization bundle YF → Z onto F is a
quantization bundle for the symplectic manifold (F, i∗FΩF ). Given the pull-back
connection AF (5.43) and the polarization TF = i
∗
FT, this symplectic manifold
is subject to the standard geometric quantization by the first order differential
operators
f̂ = −i(i∗F∇Fϑf + iεf +
1
2
∂iϑ
i
f ), f ∈ AF , (5.54)
on sections ̺F of i
∗
FYF → F of compact support which obey the condition
(i∗F∇Fϑ +
1
2
∂iϑ
i)̺F = 0 (5.55)
for all TF -subordinate Hamiltonian vector fields ϑ on F . These sections consti-
tute a pre-Hilbert space EF with respect to the Hermitian form
〈ρF |ρ′F 〉 =
∫
F
̺F ̺
′
F .
The key point is the following.
Proposition 5.16: We have i∗FEF ⊂ EF , and the relation
i∗F (f̺̂F) = (̂i
∗
F f)(i
∗
F ̺F ) (5.56)
holds for all elements f ∈ AF and ̺F ∈ EF . 
Proof: One can use the fact that the expressions (5.54) and (5.55) have the same
coordinate form as the expressions (5.52) and (5.53) where zλ =const. 
The relation (5.56) enables one to think of the operators f̂ (5.52) as being the
leafwise quantization of the SF(Z)-algebraAF in the pre-Hilbert SF (Z)-module
EF of leafwise half-forms.
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5.3 Quantization of integrable systems in action-angle vari-
ables
In accordance with Theorem 2.5, any superintegrable Hamiltonian system (2.3)
on a symplectic manifold (Z,Ω) restricted to some open neighborhood UM (2.6)
of its invariant submanifoldM is characterized by generalized action-angle coor-
dinates (Iλ, pA, q
A, yλ), λ = 1, . . . ,m, A = 1, . . . , n−m. They are canonical for
the symplectic form Ω (2.7) on UM . Then one can treat the coordinates (Iλ, pA)
as n independent functions in involution on a symplectic annulus (UM ,Ω) which
constitute a completely integrable system in accordance with Definition 2.2.
Strictly speaking, its quantization fails to be a quantization of the original su-
perintegrable system (2.3) because Fi(Iλ, q
A, pA) are not linear functions and,
consequently, the algebra (2.3) and the algebra
{Iλ, pA} = {Iλ, qA} = 0, {pA, qB} = δBA (5.57)
are not isomorphic in general. However, one can obtain the Hamilton operator
Ĥ and the Casimir operators Ĉλ of an original superintegrable system and their
spectra.
There are different approaches to quantization of completely integrable and
superintegrable systems [19, 33, 42, 46, 64]. It should be emphasized that action-
angle coordinates need not be globally defined on a phase space, but form an
algebra of the Poisson canonical commutation relations (5.57) on an open neigh-
borhood UM of an invariant submanifoldM . Therefore, quantization of an inte-
grable system with respect to the action-angle variables is a quantization of the
Poisson algebra C∞(UM ) of real smooth functions on UM . Since there is no mor-
phism C∞(UM ) → C∞(Z), this quantization is not equivalent to quantization
of an original integrable system on Z and, from on a physical level, is interpreted
as quantization around an invariant submanifold M . A key point is that, since
UM is not a contractible manifold, the geometric quantization technique should
be called into play in order to quantize an integrable system around its invariant
submanifold. A peculiarity of the geometric quantization procedure is that it
remains equivalent under symplectic isomorphisms, but essentially depends on
the choice of a polarization [5, 69].
Geometric quantization of completely integrable systems has been studied
at first with respect to the polarization spanned by Hamiltonian vector fields of
integrals of motion [64]. For example, the well-known Simms quantization of a
harmonic oscillator is of this type [16]. However, one meets a problem that the
associated quantum algebra contains affine functions of angle coordinates on a
torus which are ill defined. As a consequence, elements of the carrier space of
this quantization fail to be smooth, but are tempered distributions. We have
developed a different variant of geometric quantization of completely integrable
systems [19, 33, 37]. Since a Hamiltonian of a completely integrable system de-
pends only on action variables, it seems natural to provide the Schro¨dinger rep-
resentation of action variables by first order differential operators on functions
of angle coordinates. For this purpose, one should choose the angle polarization
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of a symplectic manifold spanned by almost-Hamiltonian vector fields of angle
variables.
Given an open neighborhood UM (2.6) in Theorem 2.5, let us consider its
fibration
UM = NM × Rm−r × T r → V × Rm−r × T r =M, (5.58)
(Iλ, pA, q
A, yλ)→ (qA, yλ). (5.59)
Then one can think of a symplectic annulus (UM ,Ω) as being an open subbundle
of the cotangent bundle T ∗M endowed with the canonical symplectic form ΩT =
Ω (2.7). This fact enables us to provide quantization of any superintegrable
system on a neighborhood of its invariant submanifold as geometric quantization
of the cotangent bundle T ∗M over the toroidal cylinder M (5.58) [38]. Note
that this quantization however differs from that in Section 5.1 becauseM (5.58)
is not simply connected in general.
Let (qA, ra, αi) be coordinates on the toroidal cylinder M (5.58), where
(α1, . . . , αr) are angle coordinates on a torus T r, and let (pA, Ia, Ii) be the cor-
responding action coordinates (i.e., the holonomic fibre coordinates on T ∗M).
Since the symplectic form Ω (2.7) is exact, the quantum bundle is defined as
a trivial complex line bundle C over T ∗M. Let its trivialization hold fixed.
Any other trivialization leads to an equivalent quantization of T ∗M. Given the
associated fibre coordinate c ∈ C on C → T ∗M, one can treat its sections as
smooth complex functions on T ∗M.
The Kostant – Souriau prequantization formula (5.12) associates to every
smooth real function f on T ∗M the first order differential operator
f̂ = −iϑf⌋DA − fc∂c
on sections of C → T ∗M, where ϑf is the Hamiltonian vector field of f and DA
is the covariant differential (5.4) with respect to an admissible U(1)-principal
connection A on C. This connection preserves the Hermitian fibre metric
g(c, c′) = cc′ in C, and its curvature obeys the prequantization condition (5.10).
Such a connection reads
A = A0 − ic(pAdqA + Iadra + Iidαi)⊗ ∂c, (5.60)
where A0 is a flat U(1)-principal connection on C → T ∗M.
The classes of gauge non-conjugate flat principal connections on C are in-
dexed by the set Rr/Zr of homomorphisms of the de Rham cohomology group
H1DR(T
∗M) = H1DR(M) = H1DR(T r) = Rr
of T ∗M to U(1). We choose their representatives of the form
A0[(λi)] = dpA ⊗ ∂A + dIa ⊗ ∂a + dIj ⊗ ∂j + dqA ⊗ ∂A + dra ⊗ ∂a +
dαj ⊗ (∂j − iλjc∂c), λi ∈ [0, 1).
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Accordingly, the relevant connection (5.60) on C reads
A[(λi)] = dpA ⊗ ∂A + dIa ⊗ ∂a + dIj ⊗ ∂j + (5.61)
dqA ⊗ (∂A − ipAc∂c) + dra ⊗ (∂a − iIac∂c) +
dαj ⊗ (∂j − i(Ij + λj)c∂c).
For the sake of simplicity, we further assume that the numbers λi in the expres-
sion (5.61) belong to R, but bear in mind that connections A[(λi)] and A[(λ
′
i)]
with λi − λ′i ∈ Z are gauge conjugate.
Let us choose the above mentioned angle polarization coinciding with the
vertical polarization V T ∗M. Then the corresponding quantum algebra A of
T ∗M consists of affine functions
f = aA(qB , rb, αj)pA + a
b(qB, ra, αj)Ib + a
i(qB, ra, αj)Ii + b(q
B, ra, αj)
in action coordinates (pA, Ia, Ii). Given a connection (5.61), the corresponding
Schro¨dinger operators (5.28) read
f̂ =
(
−iaA∂A − i
2
∂Aa
A
)
+
(
−iab∂i − i
2
∂ba
b
)
+ (5.62)(
−iai∂i − i
2
∂ia
i + aiλi
)
− b.
They are Hermitian operators in the pre-Hilbert space EM of complex half-
densities ψ of compact support on M endowed with the Hermitian form
〈ψ|ψ′〉 =
∫
M
ψψ
′
dn−mqdm−rrdrα.
Note that, being a complex function on a toroidal cylinder Rm−r × T r, any
half-density ψ ∈ EM is expanded into the series
ψ =
∑
(nµ)
φ(qB , ra)(nj) exp[injα
j ], (nj) = (n1, . . . , nr) ∈ Zr, (5.63)
where φ(qB , ra)(nµ) are half-densities of compact support on R
n−r. In particu-
lar, the action operators (5.62) read
p̂A = −i∂A, Îa = −i∂a, Îj = −i∂j + λj . (5.64)
It should be emphasized that
âp̂A 6= âpA, âÎb 6= âIb, âÎj 6= âIj , a ∈ C∞(M). (5.65)
The operators (5.62) provide a desired quantization of a superintegrable
Hamiltonian system written with respect to the action-angle coordinates. They
satisfy Dirac’s condition (5.1). However, both a Hamiltonian H and original
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integrals of motion Fi do not belong to the quantum algebra A, unless they
are affine functions in the action coordinates (pA, Ia, Ii). In some particular
cases, integrals of motion Fi can be represented by differential operators, but
this representation fails to be unique because of inequalities (5.65), and Dirac’s
condition need not be satisfied. At the same time, both the Casimir functions
Cλ and a Hamiltonian H (Proposition 2.13) depend only on action variables
Ia, Ii. If they are polynomial in Ia, one can associate to them the operators
Ĉλ = Cλ(Îa, Îj), Ĥ = H(Îa, Îj), acting in the space EM by the law
Ĥψ =
∑
(nj)
H(Îa, nj + λj)φ(qA, ra)(nj) exp[injαj ],
Ĉλψ =
∑
(nj)
Cλ(Îa, nj + λj)φ(q
A, ra)(nj) exp[injα
j ].
Example 5.4: Let us consider a superintegrable system with the Lie algebra
g = so(3) of integrals of motion {F1, F2, F3} on a four-dimensional symplectic
manifold (Z,Ω), namely,
{F1, F2} = F3, {F2, F3} = F1, {F3, F1} = F2.
Since it is compact, an invariant submanifold of a superintegrable system in
question is a circle M = S1. We have a fibred manifold F : Z → N (3.22) onto
an open subset N ⊂ g∗ of the Lie coalgebra g∗. This fibred manifold is a fibre
bundle since its fibres are compact (Theorem 7.2). Its base N is endowed with
the coordinates (x1, x2, x3) such that integrals of motion {F1, F2, F3} on Z read
F1 = x1, F2 = x2, F3 = x3.
The coinduced Poisson structure on N is the Lie – Poisson structure (3.23).
The coadjoint action of so(3) is given by the expression (3.24). An orbit of the
coadjoint action of dimension 2 is given by the equality (3.25). Let M be an
invariant submanifold such that the point F (M) ∈ g∗ belongs to the orbit (3.25).
Let us consider an open fibred neighborhood UM = NM × S1 of M which is a
trivial bundle over an open contractible neighborhood NM of F (M) endowed
with the coordinates (I, x1, γ) defined by the equalities (3.27). Here, I is the
Casimir function (3.28) on g∗. These coordinates are the Darboux coordinates
of the Lie – Poisson structure (3.29) on NM . Let ϑI be the Hamiltonian vector
field of the Casimir function I (3.28). Its flows are invariant submanifolds. Let
α be a parameter (3.30) along the flows of this vector field. Then UM is provided
with the action-angle coordinates (I, x1, γ, α) such that the Poisson bivector on
UM takes the form (3.31). The action-angle variables {I,H1 = x1, γ} constitute
a superintegrable system
{I, F1} = 0, {I, γ} = 0, {F1, γ} = 1, (5.66)
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on UM . It is related to the original one by the transformations
I = −1
2
(F 21 + F
2
2 + F
2
3 )
1/2,
F2 =
(
− 1
2I
− F 21
)1/2
sin γ, F3 =
(
− 1
2I
−H21
)1/2
cos γ.
Its Hamiltonian is expressed only in the action variable I. Let us quantize the
superintegrable system (5.66). We obtain the algebra of operators
f̂ = a
(
−i ∂
∂α
− λ
)
− ib ∂
∂γ
− i
2
(
∂a
∂α
+
∂b
∂γ
)
− c,
where a, b, c are smooth functions of angle coordinates (γ, α) on the cylinder
R× S1. In particular, the action operators read
Î = −i ∂
∂α
− λ, F̂1 = −i ∂
∂γ
.
These operators act in the space of smooth complex functions
ψ(γ, α) =
∑
k
φ(γ)k exp[ikα]
on T 2. A Hamiltonian H(I) of a classical superintegrable system also can be
represented by the operator
Ĥ(I)ψ =
∑
k
H(I − λ)φ(γ)k exp[ikα]
on this space. 
6 Mechanics with time-dependent parameters
At present, quantum systems with classical parameters attract special attention
in connection with holonomic quantum computation.
This Section addresses mechanical systems with time-dependent parameters.
These parameters can be seen as sections of some smooth fibre bundle Σ → R
called the parameter bundle. Then a configuration space of a mechanical system
with time-dependent parameters is a composite fibre bundle
Q
πQΣ−→Σ −→R (6.1)
[37, 56, 72]. Indeed, given a section ς(t) of a parameters bundle Σ → R, the
pull-back bundle
Qς = ς
∗Q→ R (6.2)
is a subbundle iς : Qς → Q of a fibre bundle Q → R which is a configuration
space of a mechanical system with a fixed parameter function ς(t).
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In order to obtain the Lagrange and Hamilton equations, we treat parameters
on the same level as dynamic variables. The corresponding total velocity and
phase spaces are the first order jet manifold J1Q and the vertical cotangent
bundle V ∗Q of the configuration bundle Q→ R, respectively.
Section 6.2 addresses quantization of mechanical systems with time-dependent
parameters. Since parameters remain classical, a phase space, that we quantize,
is the vertical cotangent bundle V ∗ΣQ of a fibre bundle Q → Σ. We apply to
V ∗ΣQ→ Σ the technique of leafwise geometric quantization (Section 5.2).
Berry’s phase factor is a phenomenon peculiar to quantum systems depend-
ing on classical time-dependent parameters [2, 8, 50, 63]. It is described by
driving a carrier Hilbert space of a Hamilton operator over a parameter ma-
nifold. Berry’s phase factor depending only on the geometry of a path in a
parameter manifold is called geometric (Section 6.3). It is characterized by a
holonomy operator. A problem lies in separation of a geometric phase factor
from the total evolution operator without using an adiabatic assumption.
In Section 6.4, we address the Berry phase phenomena in completely in-
tegrable systems. The reason is that, being constant under an internal dy-
namic evolution, action variables of a completely integrable system are driven
only by a perturbation holonomy operator without any adiabatic approximation
[36, 37, 41].
6.1 Lagrangian and Hamiltonian mechanics with param-
eters
Let the composite bundle (6.1), treated as a configuration space of a mechanical
system with parameters, be equipped with bundle coordinates (t, σm, qi) where
(t, σm) are coordinates on a fibre bundle Σ→ R.
Remark 6.1: Though Q→ R is a trivial bundle, a fibre bundle Q→ Σ need
not be trivial. 
For a time, it is convenient to regard parameters as dynamic variables. Then
a total velocity space of a mechanical system with parameters is the first order
jet manifold J1Q of the fibre bundle Q → R. It is equipped with the adapted
coordinates (t, σm, qi, σmt , q
i
t).
Let a fibre bundle Q→ Σ be provided with a connection
AΣ = dt⊗ (∂t +Ait∂i) + dσm ⊗ (∂m +Aim∂i). (6.3)
Then the corresponding vertical covariant differential (7.78):
D˜ : J1Q→ VΣQ, D˜ = (qit −Ait −Aimσmt )∂i, (6.4)
is defined on a configuration bundle Q→ R.
Given a section ς of a parameter bundle Σ → R, the restriction of D˜ to
J1iς(J
1Qς) ⊂ J1Q is the familiar covariant differential on a fibre bundle Qς
(6.2) corresponding to the pull-back (7.79):
Aς = ∂t + [(A
i
m ◦ ς)∂tςm + (A ◦ ς)it]∂i, (6.5)
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of the connection AΣ (6.3) onto Qς → R. Therefore, one can use the vertical
covariant differential D˜ (6.4) in order to construct a Lagrangian for a mechanical
system with parameters on the configuration space Q (6.1).
We suppose that such a Lagrangian L depends on derivatives of parameters
σmt only via the vertical covariant differential D˜ (6.4), i.e.,
L = L(t, σm, qi, D˜i = qit −Ait −Aimσmt )dt. (6.6)
Obviously, this Lagrangian is non-regular because of the Lagrangian constraint
∂tmL+Aim∂tiL = 0.
As a consequence, the corresponding Lagrange equation
(∂i − dt∂ti )L = 0, (6.7)
(∂m − dt∂tm)L = 0 (6.8)
is overdefined, and it admits a solution only if a rather particular relation
(∂m +A
i
m∂i)L+ ∂tiLdtAim = 0
is satisfied.
However, if a parameter function ς holds fixed, the equation (6.8) is replaced
with the condition
σm = ςm(t), (6.9)
and the Lagrange equation (6.7) only should be considered One can think of
this equation under the condition (6.9) as being the Lagrange equation for the
Lagrangian
Lς = J
1ς∗L = L(t, ςm, qi, D˜i = qit −Ait −Aim∂tςm)dt (6.10)
on a velocity space J1Qς .
A total phase space of a mechanical system with time-dependent parameters
on the composite bundle (6.1) is the vertical cotangent bundle V ∗Q of Q→ R.
It is coordinated by (t, σm, qi, pm, pi).
Let us consider Hamiltonian forms on a phase space V ∗Q which are associ-
ated with the Lagrangian L (6.6). The Lagrangian constraint space NL ⊂ V ∗Q
defined by this Lagrangian is given by the equalities
pi = ∂
t
iL, pm +Aimpi = 0, (6.11)
where AΣ is the connection (6.3) on a fibre bundle Q→ Σ.
Let
Γ = ∂t + Γ
m(t, σr)∂m (6.12)
be some connection on a parameter bundle Σ→ R, and let
γ = ∂t + Γ
m∂m + (A
i
t +A
i
mΓ
m)∂i (6.13)
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be the composite connection (7.71) on a fibre bundle Q → R which is defined
by the connection AΣ (6.3) on Q → Σ and the connection Γ (6.12) on Σ → R.
Then a desired L-associated Hamiltonian form reads
H = (pmdσ
m + pidq
i)− (6.14)
[pmΓ
m + pi(A
i
t +A
i
mΓ
m) + Eγ(t, σm, qi, pi)]dt,
where a Hamiltonian function Eγ satisfies the relations
∂tiL(t, σm, qi, D˜i = ∂iEγ(t, σm, qi, ∂tiL) = ∂tiL, (6.15)
pi∂
iEγ − Eγ = L(t, σm, qi, D˜i = ∂iEγ). (6.16)
A key point is that the Hamiltonian form (6.14) is affine in momenta pm and
that the relations (6.15) – (6.16) are independent of the connection Γ (6.12).
The Hamilton equation (4.39) – (4.40) for the Hamiltonian form H (6.14)
reads
qit = A
i
t +A
i
mΓ
m + ∂iEγ , (6.17)
pti = −pj(∂iAjt + ∂iAjmΓm)− ∂iEγ , (6.18)
σmt = Γ
m, (6.19)
ptm = −pi(∂mAit + Γn∂mAin)− ∂mEγ , (6.20)
whereas the Lagrangian constraint (6.11) takes the form
pi = ∂
t
iL(t, qi, σm, ∂iEγ(t, σm, qi, pi)), (6.21)
pm +A
i
mpi = 0. (6.22)
If a parameter function ς(t) holds fixed, we ignore the equation (6.20) and treat
the rest ones as follows.
Given ς(t), the equations (6.9) and (6.22) define a subbundle
Pς → Qς → R (6.23)
over R of a total phase space V ∗Q → R. With the connection (6.3), we have
the splitting (7.77) of V ∗Q which reads
V ∗Q = AΣ(V
∗
ΣQ)⊕
Q
(Q×
Q
V ∗Σ),
pidq
i + pmdσ
m = pi(dq
i −Aimdσm) + (pm +Aimpi)dσm,
where V ∗ΣQ is the vertical cotangent bundle of Q→ Σ. Then V ∗Q→ Q can be
provided with the bundle coordinates
pi = pi, pm = pm +A
i
mpi
compatible with this splitting. Relative to these coordinates, the equation (6.22)
takes the form pm = 0. It follows that the subbundle
iP : Pς = i
∗
ς (AΣ(V
∗
ΣQ))→ V ∗Q, (6.24)
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coordinated by (t, qi, pi), is isomorphic to the vertical cotangent bundle
V ∗Qς = i
∗
ςV
∗
ΣQ
of the configuration spaceQς → R (6.2) of a mechanical system with a parameter
function ς(t). Consequently, the fibre bundle Pς (6.23) is a phase space of this
system.
Given a parameter function ς , there exists a connection Γ on a parameter
bundle Σ → R such that ς(t) is its integral section, i.e., the equation (6.19)
takes the form
∂tς
m(t) = Γm(t, ς(t)). (6.25)
Then a system of equations (6.17), (6.18) and (6.21) under the conditions (6.9)
and (6.25) describes a mechanical system with a given parameter function ς(t)
on a phase space Pς . Moreover, this system is the Hamilton equation for the
pull-back Hamiltonian form
Hς = i
∗
PH = pidq
i − [pi(Ait +Aim∂tςm) + ς∗Eγ ]dt (6.26)
on Pς where
Ait +A
i
m∂tς
m = (i∗ςγ)
i
t
is the pull-back connection (7.79) on Qς → R.
It is readily observed that the Hamiltonian form Hς (6.26) is associated with
the Lagrangian Lς (6.10) on J
1Qς , and the equations (6.17), (6.18) and (6.21)
are corresponded to the Lagrange equation (6.7).
6.2 Quantum mechanics with classical parameters
This Section is devoted to quantization of mechanical systems with time-dependent
parameters on the composite bundle Q (6.1). Since parameters remain classi-
cal, a phase space that we quantize is the vertical cotangent bundle V ∗ΣQ of a
fibre bundle Q→ Σ. This phase space is equipped with holonomic coordinates
(t, σm, qi, pi). It is provided with the following canonical Poisson structure. Let
T ∗Q be the cotangent bundle of Q equipped with the holonomic coordinates
(t, σm, qi, p0, pm, pi). It is endowed with the canonical Poisson structure {, }T
(4.19). There is the canonical fibration
ζΣ : T
∗Q
ζ−→V ∗Q −→V ∗ΣQ (6.27)
(see the exact sequence (7.73)). Then the Poisson bracket {, }Σ on the space
C∞(V ∗ΣQ) of smooth real functions on V
∗
ΣQ is defined by the relation
ζ∗Σ{f, f ′}Σ = {ζ∗Σf, ζ∗Σf ′}T , (6.28)
{f, f ′}Σ = ∂kf∂kf ′ − ∂kf∂kf ′, f, f ′ ∈ C∞(V ∗ΣQ). (6.29)
The corresponding characteristic symplectic foliation F coincides with the fi-
bration V ∗ΣQ → Σ. Therefore, we can apply to a phase space V ∗ΣQ → Σ the
technique of leafwise geometric quantization [32, 41].
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Let us assume that a manifold Q is oriented, that fibres of V ∗ΣQ → Σ are
simply connected, and that
H2(Q;Z2) = H
2(V ∗ΣQ;Z2) = 0.
Being the characteristic symplectic foliation of the Poisson structure (6.29), the
fibration V ∗ΣQ→ Σ is endowed with the symplectic leafwise form (1.15):
ΩF = d˜pi ∧ d˜qi.
Since this form is d˜-exact, its leafwise de Rham cohomology class equals zero
and, consequently, it is the image of the zero de Rham cohomology class. Then,
in accordance with Proposition 5.9, the symplectic foliation (V ∗ΣQ → Σ,ΩF )
admits prequantization.
Since the leafwise form ΩF is d˜-exact, the prequantization bundle C → V ∗ΣQ
is trivial. Let its trivialization
C = V ∗ΣQ× C (6.30)
hold fixed, and let (t, σm, qk, pk, c) be the corresponding bundle coordinates.
Then C → V ∗ΣQ admits a leafwise connection
AF = d˜pk ⊗ ∂k + d˜qk ⊗ (∂k − ipkc∂c).
This connection preserves the Hermitian fibre metric g (4.51) in C, and its
curvature fulfils the prequantization condition (5.32):
R˜ = −iΩF ⊗ uC .
The corresponding prequantization operators (5.31) read
f̂ = −iϑf + (pk∂kf − f), f ∈ C∞(V ∗ΣQ),
ϑf = ∂
kf∂k − ∂kf∂k.
Let us choose the canonical vertical polarization of the symplectic foliation
(V ∗ΣQ → Σ,ΩF ) which is the vertical tangent bundle T = V V ∗ΣQ of a fibre
bundle
πV Q : V
∗
ΣQ→ Q.
It is readily observed that the corresponding quantum algebra AF consists of
functions
f = ai(t, σm, qk)pi + b(t, σ
m, qk) (6.31)
on V ∗ΣQ which are affine in momenta pk.
Following the quantization procedure in Section 5.2, one should consider the
quantization bundle (5.51) which is isomorphic to the prequantization bundle C
(6.30) because the metalinear bundle D1/2[F ] of complex fibrewise half-densities
on V ∗ΣQ→ Σ is trivial owing to the identity transition functions JF = 1 (5.49).
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Then we define the representation (5.52) of the quantum algebraAF of functions
f (6.31) in the space EF of sections ρ of the prequantization bundle C → V ∗ΣQ
which obey the condition (5.53) and whose restriction to each fibre of V ∗ΣQ→ Σ
is of compact support. Since the trivialization (6.30) of C holds fixed, its sections
are complex functions on V ∗ΣQ, and the above mentioned condition (5.53) reads
∂kf∂
kρ = 0, f ∈ C∞(Q),
i.e., elements of EF are constant on fibres of V
∗
ΣQ → Q. Consequently, EF
reduces to zero ρ = 0.
Therefore, we modify the leafwise quantization procedure as follows. Given
a fibration
πQΣ : Q→ Σ,
let us consider the corresponding metalinear bundle D1/2[πQΣ]→ Q of leafwise
half-densities on Q→ Σ and the tensor product
YQ = CQ ⊗D1/2[πQΣ] = D1/2[πQΣ]→ Q,
where CQ = C × Q is the trivial complex line bundle over Q. It is readily
observed that the Hamiltonian vector fields
ϑf = a
k∂k − (pj∂kaj + ∂kb)∂k
of elements f ∈ AF (6.31) are projectable onto Q. Then one can associate to
each element f of the quantum algebra AF the first order differential operator
f̂ = (−i∇πVQ(ϑf ) + f)⊗ Id + Id ⊗ LπVQ(ϑf ) = (6.32)
−iak∂k − i
2
∂ka
k − b
in the space EQ of sections of the fibre bundle YQ → Q whose restriction to
each fibre of Q → Σ is of compact support. Since the pull-back of D1/2[πQΣ]
onto each fibre Qσ of Q → Σ is the metalinear bundle of half-densities on Qσ,
the restrictions ρσ of elements of ρ ∈ EQ to Qσ constitute a pre-Hilbert space
with respect to the non-degenerate Hermitian form
〈ρσ|ρ′σ〉σ =
∫
Qσ
ρσρ′σ.
Then the Schro¨dinger operators (6.32) are Hermitian operators in the pre-
Hilbert C∞(Σ)-module EQ, and provide the desired geometric quantization of
the symplectic foliation (V ∗ΣQ→ Σ,ΩF).
In order to quantize the evolution equation of a mechanical system on a
phase space V ∗ΣQ, one should bear in mind that this equation is not reduced to
the Poisson bracket {, }Σ on V ∗ΣQ, but is expressed in the Poisson bracket {, }T
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on the cotangent bundle T ∗Q [32, 41]. Therefore, let us start with the classical
evolution equation.
Given the Hamiltonian form H (6.14) on a total phase space V ∗Q, let
(T ∗Q,H∗) be an equivalent homogeneous Hamiltonian system with the homo-
geneous Hamiltonian H∗ (4.43):
H∗ = p0 + [pmΓm + pi(Ait +AimΓm) + Eγ(t, σm, qi, pi)]. (6.33)
Let us consider the homogeneous evolution equation (4.48) where F are func-
tions on a phase space V ∗ΣQ. It reads
{H∗, ζ∗ΣF}T = 0, F ∈ C∞(V ∗ΣQ), (6.34)
∂tF + Γ
m∂mF + (A
i
t +A
i
mΓ
m + ∂iEγ)∂iF −
[pj(∂iA
j
t + ∂iA
j
mΓ
m) + ∂iEγ ]∂iF = 0.
It is readily observed that a function F ∈ C∞(V ∗ΣQ) obeys the equality (6.34) iff
it is constant on solutions of the Hamilton equation (6.17) – (6.19). Therefore,
one can think of the relation (6.34) as being a classical evolution equation on
C∞(V ∗ΣQ).
In order to quantize the evolution equation (6.34), one should quantize a
symplectic manifold (T ∗Q, {, }T ) so that its quantum algebra AT contains the
pull-back ζ∗ΣAF of the quantum algebra AF of the functions (6.31). For this
purpose, we choose the vertical polarization V T ∗Q on the cotangent bundle
T ∗Q. The corresponding quantum algebra AT consists of functions on T ∗Q
which are affine in momenta (p0, pm, pi) (see Section 5.2). Clearly, ζ
∗
ΣAF is a
subalgebra of the quantum algebra AT of T ∗Q.
Let us restrict our consideration to the subalgebra A′T ⊂ AT of functions
f = a(t, σr)p0 + a
m(t, σr)pm + a
i(t, σm, qj)pi + b(t, σ
m, qj),
where a and aλ are the pull-back onto T ∗Q of functions on a parameter space
Σ. Of course, ζ∗ΣAF ⊂ A′T . Moreover, A′T admits a representation by the
Hermitian operators
f̂ = −i(a∂t + am∂m + ai∂i)− i
2
∂ka
k − b (6.35)
in the carrier space EQ of the representation (6.32) of AF . Then, if H∗ ∈ A′T ,
the evolution equation (6.34) is quantized as the Heisenberg equation
i[Ĥ∗, f̂ ] = 0, f ∈ AF . (6.36)
A problem is that the function H∗ (6.33) fails to belong to the algebra
A′T , unless the Hamiltonian function Eγ (6.14) is affine in momenta pi. Let
us assume that Eγ is polynomial in momenta. This is the case of almost all
physically relevant models.
Lemma 6.1: Any smooth function f on V ∗ΣQ which is a polynomial of momenta
pk is decomposed in a finite sum of products of elements of the algebra AF . 
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By virtue of Lemma 6.1, one can associate to a polynomial Hamiltonian
function Eγ an element of the enveloping algebra AF of the Lie algebra AF
(though it by no means is unique). Accordingly, the homogeneous Hamiltonian
H∗ (6.33) is represented by an element of the enveloping algebra A′T of the Lie
algebra A′T . Then the Schro¨dinger representation (6.32) and (6.35) of the Lie
algebras AF and A′T is naturally extended to their enveloping algebras AF and
A′T that provides quantization
Ĥ∗ = −i[∂t + Γm∂m + (Akt +AkmΓm)∂k]−
i
2
∂k(A
k
t +A
k
mΓ
m) + Êγ (6.37)
of the homogeneous Hamiltonian H∗ (6.33).
It is readily observed that the operator iĤ∗ (6.37) obeys the Leibniz rule
iĤ∗(rρ) = ∂trρ+ r(iĤ∗ρ), r ∈ C∞(R), ρ ∈ EQ. (6.38)
Therefore, it is a connection on pre-Hilbert C∞(R)-module EQ. The corre-
sponding Schro¨dinger equation reads
iĤ∗ρ = 0, ρ ∈ EQ.
Given a trivialization
Q = R×M, (6.39)
there is the corresponding global decomposition
Ĥ∗ = −i∂t + Ĥ,
where Ĥ plays a role of the Hamilton operator. Then we can introduce the
evolution operator U which obeys the equation
∂tU(t) = −iĤ∗ ◦ U(t), U(0) = 1.
It can be written as the formal time-ordered exponent
U = T exp
−i t∫
0
Ĥdt′
 .
Given the quantum operator Ĥ∗ (6.37), the bracket
∇f̂ = i[Ĥ∗, f̂ ] (6.40)
defines a derivation of the quantum algebraAF . Since p̂0 = −i∂t, the derivation
(6.40) obeys the Leibniz rule
∇(rf̂ ) = ∂trf̂ + r∇f̂ , r ∈ C∞(R).
Therefore, it is a connection on the C∞(R)-algebra AF , which enables one
to treat quantum evolution of AF as a parallel displacement along time. In
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particular, f̂ is parallel with respect to the connection (6.40) if it obeys the
Heisenberg equation (6.36).
Now let us consider a mechanical system depending on a given parameter
function ς : R → Σ. Its configuration space is the pull-back bundle Qς (6.2).
The corresponding phase space is the fibre bundle Pς (6.24). The pull-back Hς
of the Hamiltonian form H (6.14) onto Pς takes the form (6.26).
The homogeneous phase space of a mechanical system with a parameter
function ς is the pull-back
P ς = i
∗
PT
∗Q (6.41)
onto Pς of the fibre bundle T
∗Q→ V ∗Q (4.20). The homogeneous phase space
P ς (6.41) is coordinated by (t, q
i, p0, pi), and it isomorphic to the cotangent
bundle T ∗Qς . The associated homogeneous Hamiltonian on P ς reads
H∗ς = p0 + [pi(Ait +Aim∂tςm) + ς∗Eγ ]. (6.42)
It characterizes the dynamics of a mechanical system with a given parameter
function ς .
In order to quantize this system, let us consider the pull-back bundle
D1/2[Qς ] = i∗ςD1/2[πQΣ]
over Qς and its pull-back sections ρς = i
∗
ςρ, ρ ∈ EQ. It is easily justified that
these are fibrewise half-densities on a fibre bundle Qς → R whose restrictions
to each fibre it : Qt → Qς are of compact support. These sections constitute a
pre-Hilbert C∞(R)-module Eς with respect to the Hermitian forms
〈i∗t ρς |i∗tρ′ς〉t =
∫
Qt
i∗t ρςi
∗
t ρ
′
ς .
Then the pull-back operators
(ς∗f̂)ρς = (f̂ρ)ς ,
ς∗f̂ = −iak(t, ςm(t), qj)∂k − i
2
∂ka
k(t, ςm(t), qj)− b(t, ςm(t), qj),
in Eς provide the representation of the pull-back functions
i∗ς f = a
k(t, ςm(t), qj)pk + b(t, ς
m(t), qj), f ∈ AF ,
on V ∗Qς . Accordingly, the quantum operator
Ĥ∗ς = −i∂t − i(Ait +Aim∂tςm)∂i −
i
2
∂i(A
i
t +A
i
m∂tς
m)− ς̂∗Eγ (6.43)
coincides with the pull-back operator ς∗Ĥ∗, and it yields the Heisenberg equa-
tion
i[Ĥ∗ς , ς∗f̂ ] = 0
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of a quantum system with a parameter function ς .
The operator Ĥ∗ς (6.43) acting in the pre-Hilbert C∞(R)-module Eς obeys
the Leibniz rule
iĤ∗ς (rρς) = ∂trρς + r(iĤ∗ς ρς), r ∈ C∞(R), ρς ∈ EQ, (6.44)
and, therefore, it is a connection on Eς . The corresponding Schro¨dinger equation
reads
iĤ∗ςρς = 0, ρς ∈ Eς , (6.45)[
∂t + (A
i
t +A
i
m∂tς
m)∂i +
1
2
∂i(A
i
t +A
i
m∂tς
m)− iς̂∗Eγ
]
ρς = 0.
With the trivialization (6.39) of Q, we have a trivialization of Qς → R and the
corresponding global decomposition
Ĥ∗ς = −i∂t + Ĥς ,
where
Ĥς = −i(Ait +Aim∂tςm)∂i −
i
2
∂i(A
i
t +A
i
m∂tς
m) + ς̂∗Eγ (6.46)
is a Hamilton operator. Then we can introduce an evolution operator Uς which
obeys the equation
∂tUς(t) = −iĤ∗ς ◦ Uς(t), Uς(0) = 1.
It can be written as the formal time-ordered exponent
Uς(t) = T exp
−i t∫
0
Ĥςdt′
 . (6.47)
6.3 Berry geometric factor
As was mentioned above, the Berry phase factor is a standard attribute of quan-
tum mechanical systems with time-dependent classical parameters [8, 58]. The
quantum Berry phase factor is described by driving a carrier Hilbert space of
a Hamilton operator over cycles in a parameter manifold. The Berry geomet-
ric factor depends only on the geometry of a path in a parameter manifold
and, therefore, provides a possibility to perform quantum gate operations in
an intrinsically fault-tolerant way. A problem lies in separation of the Berry
geometric factor from the total evolution operator without using an adiabatic
assumption. Firstly, holonomy quantum computation implies exact cyclic evo-
lution, but exact adiabatic cyclic evolution almost never exists. Secondly, an
adiabatic condition requires that the evolution time must be long enough.
In a general setting, let us consider a linear (not necessarily finite-dimensional)
dynamical system
∂tψ = Ŝψ
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whose linear (time-dependent) dynamic operator Ŝ falls into the sum
Ŝ = Ŝ0 +∆ = Ŝ0 + ∂tς
m∆m, (6.48)
where ς(t) is a parameter function given by a section of some smooth fibre
bundle Σ→ R coordinated by (t, σm). Let assume the following:
(i) the operators Ŝ0(t) and ∆(t
′) commute for all instants t and t′,
(ii) the operator ∆ depends on time only through a parameter function ς(t).
Then the corresponding evolution operator U(t) can be represented by the prod-
uct of time-ordered exponentials
U(t) = U0(t) ◦ U1(t) = T exp
 t∫
0
∆dt′
 ◦ T exp
 t∫
0
Ŝ0dt
′
 , (6.49)
where the first one is brought into the ordered exponential
U1(t) = T exp
 t∫
0
∆m(ς(t
′))∂tς
m(t′)dt′
 = (6.50)
T exp
 ∫
ς[0,t]
∆m(σ)dσ
m

along the curve ς [0, t] in a parameter bundle Σ. It is the Berry geometric factor
depending only on a trajectory of a parameter function ς . Therefore, one can
think of this factor as being a displacement operator along a curve ς [0, t] ⊂ Σ.
Accordingly,
∆ = ∆m∂tς
m (6.51)
is called the holonomy operator.
However, a problem is that the above mentioned commutativity condition
(i) is rather restrictive.
Turn now to the quantum Hamiltonian system with classical parameters in
Section 6.2. The Hamilton operator Ĥς (6.46) in the evolution operator U (6.47)
takes the form (6.48):
Ĥς = −i
[
Akm∂k +
1
2
∂kA
k
m
]
∂tς
m + Ĥ′(ς). (6.52)
Its second term Ĥ′ can be regarded as a dynamic Hamilton operator of a quan-
tum system, while the first one is responsible for the Berry geometric factor as
follows.
Bearing in mind possible applications to holonomic quantum computations,
let us simplify the quantum system in question. The above mentioned trivial-
ization (6.39) of Q implies a trivialization of a parameter bundle Σ = R ×W
such that a fibration Q→ Σ reads
R×M Id×πM−→ R×W,
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where πM : M → W is a fibre bundle. Let us suppose that components Akm
of the connection AΣ (6.3) are independent of time. Then one can regard the
second term in this connection as a connection on a fibre bundle M → W .
It also follows that the first term in the Hamilton operator (6.52) depends on
time only through parameter functions ςm(t). Furthermore, let the two terms
in the Hamilton operator (6.52) mutually commute on [0, t]. Then the evolution
operator U (6.47) takes the form
U = T exp
− ∫
ς([0,t])
(
Akm∂k +
1
2
∂kA
k
m
)
dσm
 ◦ (6.53)
T exp
−i t∫
0
Ĥ′dt′
 .
One can think of its first factor as being the parallel displacement operator along
the curve ς([0, t]) ⊂W with respect to the connection
∇mρ =
(
∂m +A
k
m∂k +
1
2
∂kA
k
m
)
ρ, ρ ∈ EQ, (6.54)
called the Berry connection on a C∞(W )-module EQ. A peculiarity of this
factor in comparison with the second one lies in the fact that integration over
time through a parameter function ς(t) depends only on a trajectory of this
function in a parameter space, but not on parametrization of this trajectory by
time. Therefore, the first term of the evolution operator U (6.53) is the Berry
geometric factor. The corresponding holonomy operator (6.51) reads
∆ =
(
Akm∂k +
1
2
∂kA
k
m
)
∂tς
m.
6.4 Non-adiabatic holonomy operator
We address the Berry phase phenomena in a completely integrable system of
m degrees of freedom around its invariant torus Tm. The reason is that, being
constant under an internal evolution, its action variables are driven only by
a perturbation holonomy operator ∆. We construct such an operator for an
arbitrary connection on a fibre bundle
W × Tm →W, (6.55)
without any adiabatic approximation [36, 37, 41]. In order that a holonomy op-
erator and a dynamic Hamiltonian mutually commute, we first define a holon-
omy operator with respect to initial data action-angle coordinates and, after-
wards, return to the original ones. A key point is that both classical evolution
of action variables and mean values of quantum action operators relative to
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original action-angle coordinates are determined by the dynamics of initial data
action and angle variables.
A generic phase space of a Hamiltonian system with time-dependent param-
eters is a composite fibre bundle
P → Σ→ R,
where Π → Σ is a symplectic bundle (i.e., a symplectic foliation whose leaves
are fibres of Π→ Σ), and
Σ = R×W → R
is a parameter bundle whose sections are parameter functions. In the case of
a completely integrable system with time-dependent parameters, we have the
product
P = Σ× U = Σ× (V × Tm)→ Σ→ R,
equipped with the coordinates (t, σα, Ik, ϕ
k). Let us suppose for a time that
parameters also are dynamic variables. The total phase space of such a system
is the product
Π = V ∗Σ× U
coordinated by (t, σα, pα = σ˙α, Ik, ϕ
k). Its dynamics is characterized by the
Hamiltonian form (6.14):
HΣ = pαdσ
α + Ikdϕ
k −HΣ(t, σβ , pβ, Ij , ϕj)dt,
HΣ = pαΓα + Ik(Λkt + ΛkαΓαt ) + H˜, (6.56)
where H˜ is a function, ∂t + Γα∂α is the connection (6.12) on the parameter
bundle Σ→ R, and
Λ = dt⊗ (∂t + Λkt ∂k) + dσα ⊗ (∂α + Λkα∂k) (6.57)
is the connection (6.3) on the fibre bundle
Σ× Tm → Σ.
Bearing in mind that σα are parameters, one should choose the Hamiltonian
HΣ (6.56) to be affine in their momenta pα. Then a Hamiltonian system with a
fixed parameter function σα = ςα(t) is described by the pull-back Hamiltonian
form (6.26):
Hς = Ikdϕ
k − {Ik[Λkt (t, ϕj) + (6.58)
Λkα(t, ς
β , ϕj)∂tς
α] + H˜(t, ςβ , Ij , ϕj)}dt
on a Poisson manifold
R× U = R× (V × Tm). (6.59)
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Let H˜ = H(Ii) be a Hamiltonian of an original autonomous completely
integrable system on the toroidal domain U (6.59) equipped with the action-
angle coordinates (Ik, ϕ
k). We introduce a desired holonomy operator by the
appropriate choice of the connection Λ (6.57).
For this purpose, let us choose the initial data action-angle coordinates
(Ik, φ
k) by the converse to the canonical transformation (4.76):
ϕk = φk − t∂kH. (6.60)
With respect to these coordinates, the Hamiltonian of an original completely
integrable system vanishes and the Hamiltonian form (6.58) reads
Hς = Ikdφ
k − Ik[Λkt (t, φj) + Λkα(t, ςβ , φj)∂tςα]dt. (6.61)
Let us put Λkt = 0 by the choice of a reference frame associated to the initial
data coordinates φk, and let us assume that coefficients Λkα are independent of
time, i.e., the part
ΛW = dσ
α ⊗ (∂α + Λkα∂k) (6.62)
of the connection Λ (6.57) is a connection on the fibre bundle (6.55). Then the
Hamiltonian form (6.61) reads
Hς = Ikdφ
k − IkΛkα(ςβ, φj)∂tςαdt. (6.63)
Its Hamilton vector field (4.38) is
γH = ∂t + Λ
i
α∂tς
α∂i − Ik∂iΛkα∂tςα∂i, (6.64)
and it leads to the Hamilton equation
dtφ
i = Λiα(ς(t), φ
l)∂tς
α, (6.65)
dtIi = −Ik∂iΛkα(ς(t), φl)∂tςα. (6.66)
Let us consider the lift
V ∗ΛW = dσ
α ⊗ (∂α + Λiα∂i − Ik∂iΛkα∂i) (6.67)
of the connection ΛW (6.62) onto the fibre bundle
W × (V × Tm)→ W,
seen as a subbundle of the vertical cotangent bundle
V ∗(W × Tm) =W × T ∗Tm
of the fibre bundle (6.55). It follows that any solution Ii(t), φ
i(t) of the Hamilton
equation (6.65) – (6.66) (i.e., an integral curve of the Hamilton vector field
(6.64)) is a horizontal lift of the curve ς(t) ⊂W with respect to the connection
V ∗ΛW (6.67), i.e.,
Ii(t) = Ii(ς(t)), φ
i(t) = φi(ς(t)).
91
Thus, the right-hand side of the Hamilton equation (6.65) – (6.66) is the holon-
omy operator
∆ = (Λiα∂tς
α,−Ik∂iΛkα∂tςα). (6.68)
It is not a linear operator, but the substitution of a solution φ(ς(t)) of the
equation (6.65) into the Hamilton equation (6.66) results in a linear holonomy
operator on the action variables Ii.
Let us show that the holonomy operator (6.68) is well defined. Since any
vector field ϑ on R × Tm such that ϑ⌋dt = 1 is complete, the Hamilton equa-
tion (6.65) has solutions for any parameter function ς(t). It follows that any
connection ΛW (6.62) on the fibre bundle (6.55) is an Ehresmann connection,
and so is its lift (6.67). Because V ∗ΛW (6.67) is an Ehresmann connection, any
curve ς([0, 1]) ⊂ W can play a role of the parameter function in the holonomy
operator ∆ (6.68).
Now, let us return to the original action-angle coordinates (Ik, ϕ
k) by means
of the canonical transformation (6.60). The perturbed Hamiltonian reads
H′ = IkΛkα(ς(t), ϕi − t∂iH(Ij))∂tςα(t) +H(Ij),
while the Hamilton equation (6.65) – (6.66) takes the form
∂tϕ
i = ∂iH(Ij) + Λiα(ς(t), ϕl − t∂lH(Ij))∂tςα(t)
−tIk∂i∂sH(Ij)∂sΛkα(ς(t), ϕl − t∂lH(Ij))∂tςα(t),
∂tIi = −Ik∂iΛkα(ς(t), ϕl − t∂lH(Ij))∂tςα(t).
Its solution is
Ii(ς(t)), ϕ
i(t) = φi(ς(t)) + t∂iH(Ij(ς(t))),
where Ii(ς(t)), φ
i(ς(t)) is a solution of the Hamilton equation (6.65) – (6.66). We
observe that the action variables Ik are driven only by the holonomy operator,
while the angle variables ϕi have a non-geometric summand.
Let us emphasize that, in the construction of the holonomy operator (6.68),
we do not impose any restriction on the connection ΛW (6.62). Therefore, any
connection on the fibre bundle (6.55) yields a holonomy operator of a completely
integrable system. However, a glance at the expression (6.68) shows that this
operator becomes zero on action variables if all coefficients Λkλ of the connection
ΛW (6.62) are constant, i.e., ΛW is a principal connection on the fibre bundle
(6.55) seen as a principal bundle with the structure group Tm.
In order to quantize a non-autonomous completely integrable system on
the Poisson toroidal domain (U, {, }V ) (6.59) equipped with action-angle coor-
dinates (Ii, ϕ
i), one may follow the instantwise geometric quantization of non-
autonomous mechanics. As a result, we can simply replace functions on Tm with
those on R×Tm [19]. Namely, the corresponding quantum algebra A ⊂ C∞(U)
consists of affine functions
f = ak(t, ϕj)Ik + b(t, ϕ
j) (6.69)
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of action coordinates Ik represented by the operators (6.32) in the space
E = C∞(R× Tm) (6.70)
of smooth complex functions ψ(t, ϕ) on R×Tm. This space is provided with the
structure of the pre-Hilbert C∞(R)-module endowed with the non-degenerate
C∞(R)-bilinear form
〈ψ|ψ′〉 =
(
1
2π
)m ∫
Tm
ψψ
′
dmϕ, ψ, ψ′ ∈ E.
Its basis consists of the pull-back onto R× Tm of the functions
ψ(nr) = exp[i(nrφ
r)], (nr) = (n1, . . . , nm) ∈ Zm. (6.71)
Furthermore, this quantization of a non-autonomous completely integrable
system on the Poisson manifold (U, {, }V ) is extended to the associated homo-
geneous completely integrable system on the symplectic annulus (4.72):
U ′ = ζ−1(U) = N ′ × Tm → N ′
by means of the operator Î0 = −i∂t in the pre-Hilbert module E (6.70). Ac-
cordingly, the homogeneous Hamiltonian Ĥ∗ is quantized as
Ĥ∗ = −i∂t + Ĥ.
It is a Hamiltonian of a quantum non-autonomous completely integrable system.
The corresponding Schro¨dinger equation is
Ĥ∗ψ = −i∂tψ + Ĥψ = 0, ψ ∈ E. (6.72)
For instance, a quantum Hamiltonian of an original autonomous completely
integrable system seen as the non-autonomous one is
Ĥ∗ = −i∂t +H(Îj).
Its spectrum
Ĥ∗ψ(nr) = E(nr)ψ(nr)
on the basis {ψ(nr)} (6.71) for E (6.71) coincides with that of the autonomous
Hamiltonian Ĥ(Ik) = H(Îk). The Schro¨dinger equation (6.72) reads
Ĥ∗ψ = −i∂tψ +H(−i∂k + λk)ψ = 0, ψ ∈ E.
Its solutions are the Fourier series
ψ =
∑
(nr)
B(nr) exp[−itE(nr)]ψ(nr), B(nr) ∈ C.
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Now, let us quantize this completely integrable system with respect to the
initial data action-angle coordinates (Ii, φ
i). As was mentioned above, it is
given on a toroidal domain U (6.59) provided with another fibration over R. Its
quantum algebra A0 ⊂ C∞(U) consists of affine functions
f = ak(t, φj)Ik + b(t, φ
j). (6.73)
The canonical transformation (4.76) ensures an isomorphism of Poisson algebras
A and A0. Functions f (6.73) are represented by the operators f̂ (6.32) in the
pre-Hilbert module E0 of smooth complex functions Ψ(t, φ) on R× Tm. Given
its basis
Ψ(nr)(φ) = [inrφ
r],
the operators Îk and ψ̂(nr) take the form
Îkψ(nr) = (nk + λk)ψ(nr),
ψ(nr)ψ(n′r) = ψ(nr)ψ(n′r) = ψ(nr+n′r). (6.74)
The Hamiltonian of a quantum completely integrable system with respect to
the initial data variables is Ĥ∗0 = −i∂t. Then one easily obtains the isometric
isomorphism
R(ψ(nr)) = exp[itE(nr)]Ψ(nr), 〈R(ψ)|R(ψ′)〉 = 〈ψ|ψ′〉, (6.75)
of the pre-Hilbert modules E and E0 which provides the equivalence
Îi = R
−1ÎiR, ψ̂(nr) = R
−1Ψ̂(nr)R, Ĥ∗ = R−1Ĥ∗0R (6.76)
of the quantizations of a completely integrable system with respect to the orig-
inal and initial data action-angle variables.
In view of the isomorphism (6.76), let us first construct a holonomy operator
of a quantum completely integrable system (A0, Ĥ∗0) with respect to the initial
data action-angle coordinates. Let us consider the perturbed homogeneous Ha-
miltonian
Hς = H∗0 +H1 = I0 + ∂tςα(t)Λkα(ς(t), φj)Ik
of the classical perturbed completely integrable system (6.63). Its perturbation
term H1 is of the form (6.69) and, therefore, is quantized by the operator
Ĥ1 = −i∂tςα∆̂α = −i∂tςα
[
Λkα∂k +
1
2
∂k(Λ
k
α) + iλkΛ
k
α
]
.
The quantum Hamiltonian Ĥς = Ĥ∗0 + Ĥ1 defines the Schro¨dinger equation
∂tΨ+ ∂tς
α
[
Λkα∂k +
1
2
∂k(Λ
k
α) + iλkΛ
k
α
]
Ψ = 0. (6.77)
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If its solution exists, it can be written by means of the evolution operator U(t)
which is reduced to the geometric factor
U1(t) = T exp
i t∫
0
∂t′ς
α(t′)∆̂α(t
′)dt′
 .
The latter can be viewed as a displacement operator along the curve ς [0, 1] ⊂W
with respect to the connection
Λ̂W = dσ
α(∂α + ∆̂α) (6.78)
on the C∞(W )-module C∞(W ×Tm) of smooth complex functions on W ×Tm.
Let us study weather this displacement operator exists.
Given a connection ΛW (6.62), let Φ
i(t, φ) denote the flow of the complete
vector field
∂t + Λα(ς, φ)∂tς
α
on R×Tm. It is a solution of the Hamilton equation (6.65) with the initial data
φ. We need the inverse flow (Φ−1)i(t, φ) which obeys the equation
∂t(Φ
−1)i(t, φ) = −∂tςαΛiα(ς, (Φ−1)i(t, φ)) =
−∂tςαΛkα(ς, φ)∂k(Φ−1)i(t, φ).
Let Ψ0 be an arbitrary complex half-form Ψ0 on T
m possessing identical tran-
sition functions, and let the same symbol stand for its pull-back onto R× Tm.
Given its pull-back
(Φ−1)∗Ψ0 = det
(
∂(Φ−1)i
∂φk
)1/2
Ψ0(Φ
−1(t, φ)), (6.79)
it is readily observed that
Ψ = (Φ−1)∗Ψ0 exp[iλkφ
k] (6.80)
obeys the Schro¨dinger equation (6.77) with the initial data Ψ0. Because of the
multiplier exp[iλkφ
k], the function Ψ (6.80) however is ill defined, unless all
numbers λk equal 0 or ±1/2. Let us note that, if some numbers λk are equal
to ±1/2, then Ψ0 exp[iλkφk] is a half-density on Tm whose transition functions
equal ±1, i.e., it is a section of a non-trivial metalinear bundle over Tm.
Thus, we observe that, if λk equal 0 or ±1/2, then the displacement operator
always exists and ∆ = iH1 is a holonomy operator. Because of the action law
(6.74), it is essentially infinite-dimensional.
For instance, let ΛW (6.62) be the above mentioned principal connection,
i.e., Λkα =const. Then the Schro¨dinger equation (6.77) where λk = 0 takes the
form
∂tΨ(t, φ
j) + ∂tς
α(t)Λkα∂kΨ(t, φ
j) = 0,
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and its solution (6.79) is
Ψ(t, φj) = Ψ0(φ
j − (ςα(t)− ςα(0))Λjα).
The corresponding evolution operator U(t) reduces to Berry’s phase multiplier
U1Ψ(nr) = exp[−inj(ςα(t)− ςα(0))Λjα]Ψ(nr), nj ∈ (nr).
It keeps the eigenvectors of the action operators Îi.
In order to return to the original action-angle variables, one can employ the
morphism R (6.75). The corresponding Hamiltonian reads
H = R−1HςR.
The key point is that, due to the relation (6.76), the action operators Îi have
the same mean values
〈Ikψ|ψ〉 = 〈IkΨ|Ψ〉, Ψ = R(ψ),
with respect both to the original and the initial data action-angle variables.
Therefore, these mean values are defined only by the holonomy operator.
In conclusion, let us note that, since action variables are driven only by a
holonomy operator, one can use this operator in order to perform a dynamic
transition between classical solutions or quantum states of an unperturbed com-
pletely integrable system by an appropriate choice of a parameter function ς .
A key point is that this transition can take an arbitrary short time because
we are entirely free with time parametrization of ς and can choose it quickly
changing, in contrast with slowly varying parameter functions in adiabatic mod-
els. This fact makes non-adiabatic holonomy operators in completely integrable
systems promising for several applications, e.g., quantum control and quantum
computation.
7 Appendix
For the sake of convenience of the reader, this Section summarizes the relevant
material on differential geometry of fibre bundles [44, 58, 73].
7.1 Geometry of fibre bundles
Throughout this work, all morphisms are smooth, and manifolds are smooth
real and finite-dimensional. A smooth manifold is customarily assumed to be
Hausdorff, second-countable and, consequently, paracompact. Being paracom-
pact, a smooth manifold admits a partition of unity by smooth real functions.
Unless otherwise stated, manifolds are assumed to be connected. The symbol
C∞(Z) stands for a ring of smooth real functions on a manifold Z.
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Given a smooth manifold Z, by πZ : TZ → Z is denoted its tangent bundle.
Given manifold coordinates (zα) on Z, the tangent bundle TZ is equipped with
the holonomic coordinates
(zλ, z˙λ), z˙′λ =
∂z′λ
∂zµ
z˙µ,
with respect to the holonomic frames {∂λ} in the tangent spaces to Z. Any
manifold morphism f : Z → Z ′ yields the tangent morphism
Tf : TZ → TZ ′, z˙′λ ◦ Tf = ∂f
λ
∂zµ
z˙µ,
of their tangent bundles. A morphism f is said to be an immersion if Tzf ,
z ∈ Z, is injective, and a submersion if Tzf , z ∈ Z, is surjective. Note that a
submersion is an open map (i.e., an image of any open set is open).
If f : Z → Z ′ is an injective immersion, its range is called a submanifold of
Z ′. A submanifold is said to be imbedded if it also is a topological subspace. In
this case, f is called an imbedding. If Z ⊂ Z ′, its natural injection is denoted
by iZ : Z → Z ′.
If a manifold morphism
π : Y → X, dimX = n > 0, (7.1)
is a surjective submersion, one says that: (i) its domain Y is a fibred manifold,
(ii) X is its base, (iii) π is a fibration, and (iv) Yx = π
−1(x) is a fibre over x ∈ X .
A fibred manifold admits an atlas of fibred coordinate charts (UY ;x
λ, yi) such
that (xλ) are coordinates on π(UY ) ⊂ X and coordinate transition functions
read
x′λ = fλ(xµ), y′i = f i(xµ, yj).
For each point y ∈ Y of a fibred manifold, there exists a local section s of
Y → X passing through y. By a local section of the fibration (7.1) is meant an
injection s : U → Y of an open subset U ⊂ X such that π ◦ s = IdU , i.e., a
section sends any point x ∈ X into the fibre Yx over this point. A local section
also is defined over any subset N ∈ X as the restriction to N of a local section
over an open set containing N . If U = X , one calls s the global section. A range
s(U) of a local section s : U → Y of a fibred manifold Y → X is an imbedded
submanifold of Y . A local section is a closed map, sending closed subsets of U
onto closed subsets of Y . If s is a global section, then s(X) is a closed imbedded
submanifold of Y . Global sections of a fibred manifold need not exist.
Theorem 7.1: Let Y → X be a fibred manifold whose fibres are diffeomorphic
to Rm. Any its section over a closed imbedded submanifold (e.g., a point) of X
is extended to a global section [80]. In particular, such a fibred manifold always
has a global section. 
Given fibred coordinates (UY ;x
λ, yi), a section s of a fibred manifold Y → X
is represented by collections of local functions {si = yi ◦ s} on π(UY ).
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Morphisms of fibred manifolds, by definition, are fibrewise morphisms, send-
ing a fibre to a fibre. Namely, a fibred morphism of a fibred manifold π : Y → X
to a fibred manifold π′ : Y ′ → X ′ is defined as a pair (Φ, f) of manifold mor-
phisms which form a commutative diagram
Y
Φ−→ Y ′
π
❄ ❄
π′
X
f−→ X ′
, π′ ◦ Φ = f ◦ π.
Fibred injections and surjections are called monomorphisms and epimorphisms,
respectively. A fibred diffeomorphism is called an isomorphism or an automor-
phism if it is an isomorphism to itself. For the sake of brevity, a fibred morphism
over f = IdX usually is said to be a fibred morphism over X , and is denoted
by Y −→
X
Y ′. In particular, a fibred automorphism over X is called a vertical
automorphism.
A fibred manifold Y → X is said to be trivial if Y is isomorphic to the
product X × V . Different trivializations of Y → X differ from each other in
surjections Y → V .
A fibred manifold Y → X is called a fibre bundle if it is locally trivial, i.e.,
if it admits a fibred coordinate atlas {(π−1(Uξ);xλ, yi)} over a cover {π−1(Uξ)}
of Y which is the inverse image of a cover U = {Uξ} of X . In this case, there
exists a manifold V , called a typical fibre, such that Y is locally diffeomorphic
to the splittings
ψξ : π
−1(Uξ)→ Uξ × V, (7.2)
glued together by means of transition functions
̺ξζ = ψξ ◦ ψ−1ζ : Uξ ∩ Uζ × V → Uξ ∩ Uζ × V (7.3)
on overlaps Uξ ∩ Uζ . Restricted to a point x ∈ X , trivialization morphisms ψξ
(7.2) and transition functions ̺ξζ (7.3) define diffeomorphisms of fibres
ψξ(x) : Yx → V, x ∈ Uξ, (7.4)
̺ξζ(x) : V → V, x ∈ Uξ ∩ Uζ . (7.5)
Trivialization charts (Uξ, ψξ) together with transition functions ̺ξζ (7.3) con-
stitute a bundle atlas
Ψ = {(Uξ, ψξ), ̺ξζ} (7.6)
of a fibre bundle Y → X . Two bundle atlases are said to be equivalent if their
union also is a bundle atlas, i.e., there exist transition functions between trivi-
alization charts of different atlases. All atlases of a fibre bundle are equivalent,
and a fibre bundle Y → X is uniquely defined by a bundle atlas.
Given a bundle atlas Ψ (7.6), a fibre bundle Y is provided with the fibred
coordinates
xλ(y) = (xλ ◦ π)(y), yi(y) = (yi ◦ ψξ)(y), y ∈ π−1(Uξ),
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called the bundle coordinates, where yi are coordinates on a typical fibre V .
There is the following useful criterion for a fibred manifold to be a fibre
bundle.
Theorem 7.2: A fibred manifold whose fibres are diffeomorphic either to a
compact manifold or Rr is a fibre bundle [60]. 
In particular, a compact fibred manifold is a fibre bundle.
Theorem 7.3: Any fibre bundle over a contractible base is trivial [44]. 
Note that a fibred manifold over a contractible base need not be trivial. It
follows from Theorem 7.3 that any cover of a base X by domains (i.e., con-
tractible open subsets) is a bundle cover.
A fibred morphism of fibre bundles is called a bundle morphism. A bundle
monomorphism Φ : Y → Y ′ over X onto a submanifold Φ(Y ) of Y ′ is called a
subbundle of a fibre bundle Y ′ → X .
The following are the standard constructions of new fibre bundles from old
ones.
• Given a fibre bundle π : Y → X and a manifold morphism f : X ′ → X ,
the pull-back of Y by f is called the manifold
f∗Y = {(x′, y) ∈ X ′ × Y : π(y) = f(x′)}
together with the natural projection (x′, y) → x′. It is a fibre bundle over X ′
such that the fibre of f∗Y over a point x′ ∈ X ′ is that of Y over the point
f(x′) ∈ X . Any section s of a fibre bundle Y → X yields the pull-back section
f∗s(x′) = (x′, s(f(x′)) of f∗Y → X ′.
• If X ′ ⊂ X is a submanifold of X and iX′ is the corresponding natural
injection, then the pull-back bundle
i∗X′Y = Y |X′
is called the restriction of a fibre bundle Y to the submanifold X ′ ⊂ X . If X ′
is an imbedded submanifold, any section of the pull-back bundle Y |X′ → X ′ is
the restriction to X ′ of some section of Y → X .
• Let π : Y → X and π′ : Y ′ → X be fibre bundles over the same base X .
Their bundle product Y ×X Y ′ over X is defined as the pull-back
Y ×
X
Y ′ = π∗Y ′ or Y ×
X
Y ′ = π′
∗
Y
together with its natural surjection onto X . Fibres of the bundle product Y ×Y ′
are the Cartesian products Yx × Y ′x of fibres of fibre bundles Y and Y ′.
• Let us consider the composite fibre bundle
Y → Σ→ X. (7.7)
It is provided with bundle coordinates (xλ, σm, yi), where (xλ, σm) are bundle
coordinates on a fibre bundle Σ → X , i.e., transition functions of coordinates
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σm are independent of coordinates yi. Let h be a global section of a fibre bundle
Σ → X . Then the restriction Yh = h∗Y of a fibre bundle Y → Σ to h(X) ⊂ Σ
is a subbundle of a fibre bundle Y → X .
A fibre bundle π : Y → X is called a vector bundle if both its typical fibre
and fibres are finite-dimensional real vector spaces, and if it admits a bundle
atlas whose trivialization morphisms and transition functions are linear isomor-
phisms. Then the corresponding bundle coordinates on Y are linear bundle
coordinates (yi) possessing linear transition functions y′i = Aij(x)y
j . We have
y = yiei(π(y)) = y
iψξ(π(y))
−1(ei), π(y) ∈ Uξ,
where {ei} is a fixed basis for a typical fibre V of Y and {ei(x)} are the fibre
bases (or the frames) for the fibres Yx of Y associated to a bundle atlas Ψ.
By virtue of Theorem 7.1, any vector bundle has a global section, e.g., the
canonical global zero-valued section 0̂(x) = 0.
Global sections of a vector bundle Y → X constitute a projective C∞(X)-
module Y (X) of finite rank. It is called the structure module of a vector bundle.
There are the following particular constructions of new vector bundles from
the old ones.
• Let Y → X be a vector bundle with a typical fibre V . By Y ∗ → X is
denoted the dual vector bundle with the typical fibre V ∗, dual of V . The interior
product of Y and Y ∗ is defined as a fibred morphism
⌋ : Y ⊗ Y ∗ −→
X
X × R.
• Let Y → X and Y ′ → X be vector bundles with typical fibres V and V ′,
respectively. Their Whitney sum Y ⊕X Y ′ is a vector bundle over X with the
typical fibre V ⊕ V ′.
• Let Y → X and Y ′ → X be vector bundles with typical fibres V and V ′,
respectively. Their tensor product Y ⊗X Y ′ is a vector bundle over X with the
typical fibre V ⊗ V ′. Similarly, the exterior product of vector bundles Y ∧X Y ′
is defined. The exterior product
∧ Y = X × R⊕
X
Y ⊕
X
2∧Y ⊕
X
· · · ⊕ k∧Y, k = dimY − dimX, (7.8)
is called the exterior bundle.
• If Y ′ is a subbundle of a vector bundle Y → X , the factor bundle Y/Y ′ over
X is defined as a vector bundle whose fibres are the quotients Yx/Y
′
x, x ∈ X .
By a morphism of vector bundles is meant a linear bundle morphism, which
is a linear fibrewise map whose restriction to each fibre is a linear map.
Given a linear bundle morphism Φ : Y ′ → Y of vector bundles over X , its
kernel KerΦ is defined as the inverse image Φ−1(0̂(X)) of the canonical zero-
valued section 0̂(X) of Y . If Φ is of constant rank, its kernel and its range are
vector subbundles of the vector bundles Y ′ and Y , respectively. For instance,
monomorphisms and epimorphisms of vector bundles fulfil this condition.
Remark 7.1: Given vector bundles Y and Y ′ over the same base X , every
100
linear bundle morphism
Φ : Yx ∋ {ei(x)} → {Φki (x)e′k(x)} ∈ Y ′x
over X defines a global section
Φ : x→ Φki (x)ei(x)⊗ e′k(x)
of the tensor product Y ⊗ Y ′∗, and vice versa. 
A sequence of vector bundles
0→ Y ′ i−→Y j−→Y ′′ → 0 (7.9)
over X is said to be a short exact sequence if it is exact at all terms Y ′, Y , and
Y ′′. This means that i is a bundle monomorphism, j is a bundle epimorphism,
and Ker j = Im i. Then Y ′′ is isomorphic to a factor bundle Y/Y ′.
One says that the exact sequence (7.9) is split if there exists a bundle
monomorphism s : Y ′′ → Y such that j ◦ s = IdY ′′ or, equivalently,
Y = i(Y ′)⊕ s(Y ′′) = Y ′ ⊕ Y ′′.
Theorem 7.4: Every exact sequence of vector bundles (7.9) is split. 
The tangent bundle TZ and the cotangent bundle T ∗Z of a manifold Z
exemplify vector bundles. The cotangent bundle of a manifold Z is the dual
T ∗Z → Z of the tangent bundle TZ → Z. It is equipped with the holonomic
coordinates
(zλ, z˙λ). z˙
′
λ =
∂zµ
∂z′λ
z˙µ,
with respect to the coframes {dzλ} for T ∗Z which are the duals of {∂λ}.
The tensor product of tangent and cotangent bundles
T = (
m⊗TZ)⊗ ( k⊗T ∗Z), m, k ∈ N, (7.10)
is called a tensor bundle, provided with holonomic bundle coordinates z˙α1···αmβ1···βk
possessing transition functions
z˙′α1···αmβ1···βk =
∂z′α1
∂zµ1
· · · ∂z
′αm
∂zµm
∂zν1
∂z′β1
· · · ∂z
νk
∂z′βk
z˙µ1···µmν1···νk .
Let πY : TY → Y be the tangent bundle of a fibred manifold π : Y →
X . Given fibred coordinates (xλ, yi) on Y , it is equipped with the holonomic
coordinates (xλ, yi, x˙λ, y˙i). The tangent bundle TY → Y has the subbundle
V Y = Ker (Tπ), which consists of the vectors tangent to fibres of Y . It is
called the vertical tangent bundle of Y , and it is provided with the holonomic
coordinates (xλ, yi, y˙i) with respect to the vertical frames {∂i}. Every fibred
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morphism Φ : Y → Y ′ yields the linear bundle morphism over Φ of the vertical
tangent bundles
V Φ : V Y → V Y ′, y˙′i ◦ V Φ = ∂Φ
i
∂yj
y˙j. (7.11)
It is called the vertical tangent morphism.
In many important cases, the vertical tangent bundle V Y → Y of a fibre
bundle Y → X is trivial, and it is isomorphic to the bundle product
V Y = Y ×
X
Y , (7.12)
where Y → X is some vector bundle. One calls (7.12) the vertical splitting. For
instance, every vector bundle Y → X admits the canonical vertical splitting
V Y = Y ⊕
X
Y. (7.13)
The vertical cotangent bundle V ∗Y → Y of a fibred manifold Y → X
is defined as the dual of the vertical tangent bundle V Y → Y . It is not a
subbundle of the cotangent bundle T ∗Y , but there is the canonical surjection
ζ : T ∗Y ∋ x˙λdxλ + y˙idyi → y˙idyi ∈ V ∗Y, (7.14)
where the bases {dyi}, possessing transition functions
dy′i =
∂y′i
∂yj
dyj ,
are the duals of the vertical frames {∂i} of the vertical tangent bundle V Y .
For any fibred manifold Y , there exist the exact sequences of vector bundles
0→ V Y −→TY πT−→Y ×
X
TX → 0, (7.15)
0→ Y ×
X
T ∗X → T ∗Y → V ∗Y → 0. (7.16)
Their splitting, by definition, is a connection on Y → X .
Let π : Y → X be a vector bundle with a typical fibre V . An affine bundle
modelled over the vector bundle Y → X is a fibre bundle π : Y → X whose
typical fibre V is an affine space modelled over V , all the fibres Yx of Y are
affine spaces modelled over the corresponding fibres Y x of the vector bundle Y ,
and there is an affine bundle atlas
Ψ = {(Uα, ψχ), ̺χζ}
of Y → X whose local trivializations morphisms ψχ (7.4) and transition func-
tions ̺χζ (7.5) are affine isomorphisms. Dealing with affine bundles, we use only
affine bundle coordinates (yi) associated to an affine bundle atlas Ψ.
By virtue of Theorem 7.1, affine bundles have global sections, but in contrast
with vector bundles, there is no canonical global section of an affine bundle.
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By a morphism of affine bundles is meant a bundle morphism Φ : Y → Y ′
whose restriction to each fibre of Y is an affine map. It is called an affine bundle
morphism. Every affine bundle morphism Φ : Y → Y ′ of an affine bundle Y
modelled over a vector bundle Y to an affine bundle Y ′ modelled over a vector
bundle Y
′
yields an unique linear bundle morphism
Φ : Y → Y ′, y′i ◦ Φ = ∂Φ
i
∂yj
yj ,
called the linear derivative of Φ.
Every affine bundle Y → X modelled over a vector bundle Y → X admits
the canonical vertical splitting
V Y = Y ×
X
Y . (7.17)
7.2 Vector and multivector fields
Vector fields on a manifold Z are global sections of the tangent bundle TZ → Z.
The set T1(Z) of vector fields on Z is both a C∞(Z)-module and a real Lie
algebra with respect to the Lie bracket
u = uλ∂λ, v = v
λ∂λ,
[v, u] = (vλ∂λu
µ − uλ∂λvµ)∂µ.
Given a vector field u on X , a curve c : R ⊃ (, ) → Z in Z is said to be
an integral curve of u if Tc = u(c). Every vector field u on a manifold Z can
be seen as an infinitesimal generator of a local one-parameter group of local
diffeomorphisms (a flow), and vice versa [51]. One-dimensional orbits of this
group are integral curves of u.
Remark 7.2: Let U ⊂ Z be an open subset and ǫ > 0. Recall that by a
local one-parameter group of local diffeomorphisms of Z defined on (−ǫ, ǫ)×U
is meant a map
G : (−ǫ, ǫ)× U ∋ (t, z)→ Gt(z) ∈ Z
which possesses the following properties:
• for each t ∈ (−ǫ, ǫ), the mapping Gt is a diffeomorphism of U onto the
open subset Gt(U) ⊂ Z;
• Gt+t′(z) = (Gt ◦Gt′)(z) if t+ t′ ∈ (−ǫ, ǫ).
If such a map G is defined on R × Z, it is called the one-parameter group of
diffeomorphisms of Z. If a local one-parameter group of local diffeomorphisms
of Z is defined on (−ǫ, ǫ) × Z, it is uniquely prolonged onto R × Z to a one-
parameter group of diffeomorphisms of Z [51]. As was mentioned above, a local
one-parameter group of local diffeomorphisms G on U ⊂ Z defines a local vector
field u on U by setting u(z) to be the tangent vector to the curve s(t) = Gt(z) at
t = 0. Conversely, let u be a vector field on a manifold Z. For each z ∈ Z, there
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exist a number ǫ > 0, a neighborhood U of z and a unique local one-parameter
group of local diffeomorphisms on (−ǫ, ǫ)× U , which determines u. 
A vector field is called complete if its flow is a one-parameter group of dif-
feomorphisms of Z.
Theorem 7.5: Any vector field on a compact manifold is complete. 
A vector field u on a fibred manifold Y → X is called projectable if it is
projected onto a vector field on X , i.e., there exists a vector field τ on X such
that
τ ◦ π = Tπ ◦ u.
A projectable vector field takes the coordinate form
u = uλ(xµ)∂λ + u
i(xµ, yj)∂i, τ = u
λ∂λ. (7.18)
A projectable vector field is called vertical if its projection onto X vanishes, i.e.,
if it lives in the vertical tangent bundle V Y .
A vector field τ = τλ∂λ on a base X of a fibred manifold Y → X gives
rise to a vector field on Y by means of a connection on this fibre bundle (see
the formula (7.57) below). Nevertheless, every tensor bundle (7.10) admits the
functorial lift of vector fields
τ˜ = τµ∂µ + [∂ντ
α1 x˙να2···αmβ1···βk + . . .− ∂β1τν x˙
α1···αm
νβ2···βk
− . . .]∂˙β1···βkα1···αm , (7.19)
where we employ the compact notation
∂˙λ =
∂
∂x˙λ
. (7.20)
This lift is an R-linear monomorphism of the Lie algebra T1(X) of vector fields
on X to the Lie algebra T1(Y ) of vector fields on Y . In particular, we have the
functorial lift
τ˜ = τµ∂µ + ∂ντ
αx˙ν
∂
∂x˙α
(7.21)
of vector fields on X onto the tangent bundle TX and their functorial lift
τ˜ = τµ∂µ − ∂βτν x˙ν ∂
∂x˙β
(7.22)
onto the cotangent bundle T ∗X .
Let Y → X be a vector bundle. Using the canonical vertical splitting (7.13),
we obtain the canonical vertical vector field
uY = y
i∂i (7.23)
on Y , called the Liouville vector field.
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A multivector field ϑ of degree |ϑ| = r (or, simply, an r-vector field) on a
manifold Z is a section
ϑ =
1
r!
ϑλ1...λr∂λ1 ∧ · · · ∧ ∂λr (7.24)
of the exterior product
r∧TZ → Z. Let Tr(Z) denote the C∞(Z)-module space
of r-vector fields on Z. All multivector fields on a manifold Z make up the
graded commutative algebra T∗(Z) of global sections of the exterior bundle
∧TZ (7.8) with respect to the exterior product ∧.
The graded commutative algebra T∗(Z) is endowed with the Schouten –
Nijenhuis bracket
[., .]SN : Tr(Z)× Ts(Z)→ Tr+s−1(Z), (7.25)
[ϑ, υ]SN = ϑ • υ + (−1)rsυ • ϑ,
ϑ • υ = r
r!s!
(ϑµλ2...λr∂µυ
α1...αs∂λ2 ∧ · · · ∧ ∂λr ∧ ∂α1 ∧ · · · ∧ ∂αs).
This generalizes the Lie bracket of vector fields. It obeys the relations
[ϑ, υ]SN = (−1)|ϑ||υ|[υ, ϑ]SN,
[ν, ϑ ∧ υ]SN = [ν, ϑ]SN ∧ υ + (−1)(|ν|−1)|ϑ|ϑ ∧ [ν, υ]SN.
The Lie derivative of a multivector field ϑ along a vector field u is defined as
Luυ = [u, ϑ]SN, qquadLu(ϑ ∧ υ) = Luϑ ∧ υ + ϑ ∧ Luυ.
7.3 Differential forms
An exterior r-form on a manifold Z is a section
φ =
1
r!
φλ1...λrdz
λ1 ∧ · · · ∧ dzλr
of the exterior product
r∧T ∗Z → Z, where
dzλ1 ∧ · · · ∧ dzλr = 1
r!
ǫλ1...λrµ1...µrdz
µ1 ⊗ · · · ⊗ dzµr ,
ǫ...λi...λj ......µp...µk... = −ǫ...λj ...λi......µp...µk... = −ǫ...λi...λj ......µk...µp...,
ǫλ1...λrλ1...λr = 1.
Sometimes, it is convenient to write
φ = φ′λ1...λrdz
λ1 ∧ · · · ∧ dzλr
without the coefficient 1/r!.
Let Or(Z) denote the C∞(Z)-module of exterior r-forms on a manifold Z.
By definition, O0(Z) = C∞(Z) is the ring of smooth real functions on Z. All
105
exterior forms on Z constitute the graded algebra O∗(Z) of global sections of
the exterior bundle ∧T ∗Z (7.8) endowed with the exterior product
φ =
1
r!
φλ1...λrdz
λ1 ∧ · · · ∧ dzλr , σ = 1
s!
σµ1...µsdz
µ1 ∧ · · · ∧ dzµs ,
φ ∧ σ = 1
r!s!
φν1...νrσνr+1...νr+sdz
ν1 ∧ · · · ∧ dzνr+s =
1
r!s!(r + s)!
ǫν1...νr+sα1...αr+sφν1...νrσνr+1...νr+sdz
α1 ∧ · · · ∧ dzαr+s ,
such that
φ ∧ σ = (−1)|φ||σ|σ ∧ φ,
where the symbol |φ| stands for the form degree. The algebra O∗(Z) also is
provided with the exterior differential
dφ = dzµ ∧ ∂µφ = 1
r!
∂µφλ1...λrdz
µ ∧ dzλ1 ∧ · · · ∧ dzλr
which obeys the relations
d ◦ d = 0, d(φ ∧ σ) = d(φ) ∧ σ + (−1)|φ|φ ∧ d(σ).
The exterior differential d makes O∗(Z) into a differential graded algebra, called
the exterior algebra.
Given a manifold morphism f : Z → Z ′, any exterior k-form φ on Z ′ yields
the pull-back exterior form f∗φ on Z given by the condition
f∗φ(v1, . . . , vk)(z) = φ(Tf(v1), . . . , T f(vk))(f(z))
for an arbitrary collection of tangent vectors v1, · · · , vk ∈ TzZ. We have the
relations
f∗(φ ∧ σ) = f∗φ ∧ f∗σ, df∗φ = f∗(dφ).
In particular, given a fibred manifold π : Y → X , the pull-back onto Y of
exterior forms on X by π provides the monomorphism of graded commutative
algebras O∗(X) → O∗(Y ). Elements of its range π∗O∗(X) are called basic
forms. Exterior forms
φ : Y → r∧T ∗X, φ = 1
r!
φλ1...λrdx
λ1 ∧ · · · ∧ dxλr ,
on Y such that u⌋φ = 0 for an arbitrary vertical vector field u on Y are said to
be horizontal forms. Horizontal forms of degree n = dimX are called densities.
In the case of the tangent bundle TX → X , there is a different way to lift
exterior forms on X onto TX [43]. Let f be a function on X . Its tangent lift
onto TX is defined as the function
f˜ = x˙λ∂λf. (7.26)
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Let σ be an r-form on X . Its tangent lift onto TX is said to be the r-form σ˜
given by the relation
σ˜(τ˜1, . . . , τ˜r) = ˜σ(τ1, . . . , τr), (7.27)
where τi are arbitrary vector fields on X and τ˜i are their functorial lifts (7.21)
onto TX . We have the coordinate expression
σ =
1
r!
σλ1···λrdx
λ1 ∧ · · · ∧ dxλr ,
σ˜ =
1
r!
[x˙µ∂µσλ1···λrdx
λ1 ∧ · · · ∧ dxλr + (7.28)
r∑
i=1
σλ1···λrdx
λ1 ∧ · · · ∧ dx˙λi ∧ · · · ∧ dxλr ].
The following equality holds:
dσ˜ = d˜σ. (7.29)
The interior product (or contraction) of a vector field u and an exterior
r-form φ on a manifold Z is given by the coordinate expression
u⌋φ =
r∑
k=1
(−1)k−1
r!
uλkφλ1...λk...λrdz
λ1 ∧ · · · ∧ d̂zλk ∧ · · · ∧ dzλr =
1
(r − 1)!u
µφµα2...αrdz
α2 ∧ · · · ∧ dzαr ,
where the caret ̂ denotes omission. It obeys the relations
φ(u1, . . . , ur) = ur⌋ · · ·u1⌋φ,
u⌋(φ ∧ σ) = u⌋φ ∧ σ + (−1)|φ|φ ∧ u⌋σ. (7.30)
The Lie derivative of an exterior form φ along a vector field u is
Luφ = u⌋dφ+ d(u⌋φ), (7.31)
Lu(φ ∧ σ) = Luφ ∧ σ + φ ∧ Luσ. (7.32)
In particular, if f is a function, then
Luf = u(f) = u⌋df.
An exterior form φ is invariant under a local one-parameter group of diffeo-
morphisms Gt of Z (i.e., G
∗
tφ = φ) iff its Lie derivative along the infinitesimal
generator u of this group vanishes, i.e.,
Luφ = 0.
Following physical terminology (Definition 4.9), we say that a vector field u is
a symmetry of an exterior form φ.
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A tangent-valued r-form on a manifold Z is a section
φ =
1
r!
φµλ1...λrdz
λ1 ∧ · · · ∧ dzλr ⊗ ∂µ
of the tensor bundle
r∧T ∗Z ⊗ TZ → Z.
Remark 7.3: There is one-to-one correspondence between the tangent-valued
one-forms φ on a manifold Z and the linear bundle endomorphisms
φ̂ : TZ → TZ, φ̂ : TzZ ∋ v → v⌋φ(z) ∈ TzZ, (7.33)
φ̂∗ : T ∗Z → T ∗Z, φ̂∗ : T ∗z Z ∋ v∗ → φ(z)⌋v∗ ∈ T ∗z Z, (7.34)
over Z (Remark 7.1). For instance, the canonical tangent-valued one-form
θZ = dz
λ ⊗ ∂λ (7.35)
on Z corresponds to the identity morphisms (7.33) and (7.34). 
The space O∗(Z) ⊗ T1(Z) of tangent-valued forms is provided with the
Fro¨licher – Nijenhuis bracket
[, ]FN : Or(Z)⊗ T1(Z)×Os(Z)⊗ T1(Z)→ Or+s(Z)⊗ T1(Z),
[α⊗ u, β ⊗ v]FN = (α ∧ β)⊗ [u, v] + (α ∧ Luβ)⊗ v −
(Lvα ∧ β)⊗ u+ (−1)r(dα ∧ u⌋β)⊗ v + (−1)r(v⌋α ∧ dβ)⊗ u,
α ∈ Or(Z), β ∈ Os(Z), u, v ∈ T1(Z).
Its coordinate expression is
[φ, σ]FN =
1
r!s!
(φνλ1...λr∂νσ
µ
λr+1...λr+s
− σνλr+1...λr+s∂νφµλ1...λr −
rφµλ1...λr−1ν∂λrσ
ν
λr+1...λr+s + sσ
µ
νλr+2...λr+s
∂λr+1φ
ν
λ1...λr )
dzλ1 ∧ · · · ∧ dzλr+s ⊗ ∂µ,
φ ∈ Or(Z)⊗ T1(Z), σ ∈ Os(Z)⊗ T1(Z).
There are the relations
[φ, σ]FN = (−1)|φ||ψ|+1[σ, φ]FN,
[φ, [σ, θ]FN]FN = [[φ, σ]FN, θ]FN + (−1)|φ||σ|[σ, [φ, θ]FN]FN,
φ, σ, θ ∈ O∗(Z)⊗ T1(Z).
Given a tangent-valued form θ, the Nijenhuis differential on O∗(Z)⊗ T1(Z)
is defined as the morphism
dθ : ψ → dθψ = [θ, ψ]FN, ψ ∈ O∗(Z)⊗ T1(Z).
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In particular, if φ is a tangent-valued one-form, the Nijenhuis differential
dφφ = [φ, φ]FN = (7.36)
(φµν∂µφ
α
β − φµβ∂µφαν − φαµ∂νφµβ + φαµ∂βφµν )dzν ∧ dzβ ⊗ ∂α
is called the Nijenhuis torsion.
Let Y → X be a fibred manifold. We consider the following subspaces of
the space O∗(Y )⊗ T1(Y ) of tangent-valued forms on Y :
• horizontal tangent-valued forms
φ : Y → r∧T ∗X ⊗
Y
TY,
φ = dxλ1 ∧ · · · ∧ dxλr ⊗ 1
r!
[φµλ1...λr (y)∂µ + φ
i
λ1...λr (y)∂i],
• vertical-valued form
φ : Y → r∧T ∗X ⊗
Y
V Y, φ =
1
r!
φiλ1...λr (y)dx
λ1 ∧ · · · ∧ dxλr ⊗ ∂i,
• vertical-valued one-forms, called soldering forms,
σ = σiλ(y)dx
λ ⊗ ∂i. (7.37)
7.4 Distributions and foliations
A subbundle T of the tangent bundle TZ of a manifold Z is called a regular
distribution (or, simply, a distribution). A vector field u on Z is said to be
subordinate to a distribution T if it lives in T. A distribution T is called
involutive if the Lie bracket of T-subordinate vector fields also is subordinate
to T.
A subbundle of the cotangent bundle T ∗Z of Z is called a codistribution T∗
on a manifold Z. For instance, the annihilator AnnT of a distribution T is a
codistribution whose fibre over z ∈ Z consists of covectors w ∈ T ∗z such that
v⌋w = 0 for all v ∈ Tz .
The following local coordinates can be associated to an involutive distribu-
tion [87].
Theorem 7.6: LetT be an involutive r-dimensional distribution on a manifold
Z, dimZ = k. Every point z ∈ Z has an open neighborhood U which is a
domain of an adapted coordinate chart (z1, . . . , zk) such that, restricted to U ,
the distribution T and its annihilator AnnT are spanned by the local vector
fields ∂/∂z1, · · · , ∂/∂zr and the local one-forms dzr+1, . . . , dzk, respectively. 
A connected submanifold N of a manifold Z is called an integral manifold
of a distribution T on Z if TN ⊂ T. Unless otherwise stated, by an integral
manifold is meant an integral manifold of dimension of T. An integral manifold
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is called maximal if no other integral manifold contains it. The following is the
classical theorem of Frobenius [51, 87].
Theorem 7.7: Let T be an involutive distribution on a manifold Z. For any
z ∈ Z, there exists a unique maximal integral manifold of T through z, and any
integral manifold through z is its open subset. 
Maximal integral manifolds of an involutive distribution on a manifold Z are
assembled into a regular foliation F of Z. A regular r-dimensional foliation (or,
simply, a foliation) F of a k-dimensional manifold Z is defined as a partition
of Z into connected r-dimensional submanifolds (the leaves of a foliation) Fι,
ι ∈ I, which possesses the following properties [70, 82].
A manifold Z admits an adapted coordinate atlas
{(Uξ; zλ, zi)}, λ = 1, . . . , k − r, i = 1, . . . , r, (7.38)
such that transition functions of coordinates zλ are independent of the remaining
coordinates zi. For each leaf F of a foliation F , the connected components of
F ∩Uξ are given by the equations zλ =const. These connected components and
coordinates (zi) on them make up a coordinate atlas of a leaf F . It follows that
tangent spaces to leaves of a foliation F constitute an involutive distribution
TF on Z, called the tangent bundle to the foliation F . The factor bundle VF =
TZ/TF , called the normal bundle to F , has transition functions independent
of coordinates zi. Let TF∗ → Z denote the dual of TF → Z. There are the
exact sequences
0→ TF iF−→TX −→V F → 0, (7.39)
0→ Ann TF −→T ∗X i
∗
F−→TF∗ → 0 (7.40)
of vector bundles over Z.
A pair (Z,F), where F is a foliation of Z, is called a foliated manifold. It
should be emphasized that leaves of a foliation need not be closed or imbedded
submanifolds. Every leaf has an open saturated neighborhood U , i.e., if z ∈ U ,
then a leaf through z also belongs to U .
Any submersion ζ : Z →M yields a foliation
F = {Fp = ζ−1(p)}p∈ζ(Z)
of Z indexed by elements of ζ(Z), which is an open submanifold of M , i.e.,
Z → ζ(Z) is a fibred manifold. Leaves of this foliation are closed imbedded
submanifolds. Such a foliation is called simple. Any (regular) foliation is locally
simple.
Example 7.4: Every smooth real function f on a manifold Z with nowhere
vanishing differential df is a submersion Z → R. It defines a one-codimensional
foliation whose leaves are given by the equations
f(z) = c, c ∈ f(Z) ⊂ R.
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This is the foliation of level surfaces of the function f , called a generating
function. Every one-codimensional foliation is locally a foliation of level surfaces
of some function on Z. The level surfaces of an arbitrary smooth real function
f on a manifold Z define a singular foliation F on Z [49]. Its leaves are not
submanifolds in general. Nevertheless if df(z) 6= 0, the restriction of F to some
open neighborhood U of z is a foliation with the generating function f |U . 
Let F be a (regular) foliation of a k-dimensional manifold Z provided with
the adapted coordinate atlas (7.38). The real Lie algebra T1(F) of global sections
of the tangent bundle TF → Z to F is a C∞(Z)-submodule of the derivation
module of the R-ring C∞(Z) of smooth real functions on Z. Its kernel SF(Z) ⊂
C∞(Z) consists of functions constant on leaves of F . Therefore, T1(F) is the
Lie SF(Z)-algebra of derivations of C
∞(Z), regarded as a SF(Z)-ring. Then
one can introduce the leafwise differential calculus [32, 37] as the Chevalley –
Eilenberg differential calculus over the SF(Z)-ring C
∞(Z). It is defined as a
subcomplex
0→ SF (Z) −→C∞(Z) d˜−→F1(Z) · · · d˜−→FdimF (Z)→ 0 (7.41)
of the Chevalley – Eilenberg complex of the Lie SF (Z)-algebra T1(F) with co-
efficients in C∞(Z) which consists of C∞(Z)-multilinear skew-symmetric maps
r×T1(F)→ C∞(Z), r = 1, . . . , dimF .
These maps are global sections of exterior products
r∧TF∗ of the dual TF∗ → Z
of TF → Z. They are called the leafwise forms on a foliated manifold (Z,F),
and are given by the coordinate expression
φ =
1
r!
φi1...ir d˜z
i1 ∧ · · · ∧ d˜zir ,
where {d˜zi} are the duals of the holonomic fibre bases {∂i} for TF . Then one
can think of the Chevalley – Eilenberg coboundary operator
d˜φ = d˜zk ∧ ∂kφ = 1
r!
∂kφi1...ir d˜z
k ∧ d˜zi1 ∧ · · · ∧ d˜zir
as being the leafwise exterior differential. Accordingly, the complex (7.41) is
called the leafwise de Rham complex (or the tangential de Rham complex).
Let us consider the exact sequence (7.40) of vector bundles over Z. Since
it admits a splitting, the epimorphism i∗F yields that of the algebra O∗(Z) of
exterior forms on Z to the algebra F∗(Z) of leafwise forms. It obeys the condition
i∗F ◦ d = d˜ ◦ i∗F , and provides the cochain morphism
i∗F : (R,O∗(Z), d)→ (SF (Z),F∗(Z), d˜), (7.42)
dzλ → 0, dzi → d˜zi,
of the de Rham complex of Z to the leafwise de Rham complex (7.41).
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Given a leaf iF : F → Z of F , we have the pull-back homomorphism
(R,O∗(Z), d)→ (R,O∗(F ), d) (7.43)
of the de Rham complex of Z to that of F .
Proposition 7.8: The homomorphism (7.43) factorize through the homomor-
phism [37]. 
7.5 Differential geometry of Lie groups
Let G be a real Lie group of dimG > 0, and let Lg : G→ gG and Rg : G→ Gg
denote the action of G on itself by left and right multiplications, respectively.
Clearly, Lg and Rg′ for all g, g
′ ∈ G mutually commute, and so do the tangent
maps TLg and TRg′ .
A vector field ξl (resp. ξr) on a group G is said to be left-invariant (resp.
right-invariant) if ξl ◦ Lg = TLg ◦ ξl (resp. ξr ◦ Rg = TRg ◦ ξr). Left-invariant
(resp. right-invariant) vector fields make up the left Lie algebra gl (resp. the
right Lie algebra gr) of G.
There is one-to-one correspondence between the left-invariant vector field ξl
(resp. right-invariant vector fields ξr) on G and the vectors ξl(e) = TLg−1ξl(g)
(resp. ξr(e) = TRg−1ξl(g)) of the tangent space TeG to G at the unit element e
of G. This correspondence provides TeG with the left and the right Lie algebra
structures. Accordingly, the left action Lg of a Lie group G on itself defines its
adjoint representation
ξr → Ad g(ξr) = TLg ◦ ξr ◦ Lg−1 (7.44)
in the right Lie algebra gr.
Let {ǫm} (resp. {εm}) denote the basis for the left (resp. right) Lie algebra,
and let ckmn be the right structure constants
[εm, εn] = c
k
mnεk.
There is the morphism
ρ : gl ∋ ǫm → εm = −ǫm ∈ gr
between left and right Lie algebras such that
[ǫm, ǫn] = −ckmnǫk.
The tangent bundle πG : TG→ G of a Lie group G is trivial. There are the
following two canonical isomorphisms
̺l : TG ∋ q → (g = πG(q), TL−1g (q)) ∈ G× gl,
̺r : TG ∋ q → (g = πG(q), TR−1g (q)) ∈ G× gr.
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Therefore, any action
G× Z ∋ (g, z)→ gz ∈ Z
of a Lie group G on a manifold Z on the left yields the homomorphism
gr ∋ ε→ ξε ∈ T1(Z) (7.45)
of the right Lie algebra gr of G into the Lie algebra of vector fields on Z such
that
ξAd g(ε) = Tg ◦ ξε ◦ g−1. (7.46)
Vector fields ξε are said to be the infinitesimal generators of a representation of
the Lie group G in Z.
In particular, the adjoint representation (7.44) of a Lie group in its right Lie
algebra yields the adjoint representation
ε′ : ε→ ad ε′(ε) = [ε′, ε], ad εm(εn) = ckmnεk,
of the right Lie algebra gr in itself.
The dual g∗ = T ∗eG of the tangent space TeG is called the Lie coalgebra). It
is provided with the basis {εm} which is the dual of the basis {εm} for TeG. The
group G and the right Lie algebra gr act on g
∗ by the coadjoint representation
〈Ad∗g(ε∗), ε〉 = 〈ε∗,Ad g−1(ε)〉, ε∗ ∈ g∗, ε ∈ gr, (7.47)
〈ad∗ε′(ε∗), ε〉 = −〈ε∗, [ε′, ε]〉, ε′ ∈ gr,
ad∗εm(ε
n) = −cnmkεk.
The Lie coalgebra g∗ of a Lie group G is provided with the canonical Poisson
structure, called the Lie – Poisson structure [1, 55]. It is given by the bracket
{f, g}LP = 〈ε∗, [df(ε∗), dg(ε∗)]〉, f, g ∈ C∞(g∗), (7.48)
where df(ε∗), dg(ε∗) ∈ gr are seen as linear mappings from Tε∗g∗ = g∗ to R.
Given coordinates zk on g
∗ with respect to the basis {εk}, the Lie – Poisson
bracket (7.48) and the corresponding Poisson bivector field w read
{f, g}LP = ckmnzk∂mf∂ng, wmn = ckmnzk.
One can show that symplectic leaves of the Lie – Poisson structure on the
coalgebra g∗ of a connected Lie groupG are orbits of the coadjoint representation
(7.47) of G on g∗ [88].
7.6 Jet manifolds
This Section collects the relevant material on jet manifolds of sections of fibre
bundles [40, 52, 58, 73, 78].
Given a fibre bundle Y → X with bundle coordinates (xλ, yi), let us consider
the equivalence classes j1xs of its sections s, which are identified by their values
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si(x) and the values of their partial derivatives ∂µs
i(x) at a point x ∈ X . They
are called the first order jets of sections at x. One can justify that the definition
of jets is coordinate-independent. A key point is that the set J1Y of first order
jets j1xs, x ∈ X , is a smooth manifold with respect to the adapted coordinates
(xλ, yi, yiλ) such that
yiλ(j
1
xs) = ∂λs
i(x), y′
i
λ =
∂xµ
∂x′λ
(∂µ + y
j
µ∂j)y
′i. (7.49)
It is called the first order jet manifold of a fibre bundle Y → X .
A jet manifold J1Y admits the natural fibrations
π1 : J1Y ∋ j1xs→ x ∈ X, (7.50)
π10 : J
1Y ∋ j1xs→ s(x) ∈ Y. (7.51)
A glance at the transformation law (7.49) shows that π10 is an affine bundle
modelled over the vector bundle
T ∗X ⊗
Y
V Y → Y. (7.52)
It is convenient to call π1 (7.50) the jet bundle, while π10 (7.51) is said to be the
affine jet bundle.
Let us note that, if Y → X is a vector or an affine bundle, the jet bundle π1
(7.50) is so.
Jets can be expressed in terms of familiar tangent-valued forms as follows.
There are the canonical imbeddings
λ(1) : J
1Y →
Y
T ∗X ⊗
Y
TY,
λ(1) = dx
λ ⊗ (∂λ + yiλ∂i) = dxλ ⊗ dλ, (7.53)
θ(1) : J
1Y →
Y
T ∗Y ⊗
Y
V Y,
θ(1) = (dy
i − yiλdxλ)⊗ ∂i = θi ⊗ ∂i, (7.54)
where dλ are said to be total derivatives, and θ
i are called contact forms.
We further identify the jet manifold J1Y with its images under the canonical
morphisms (7.53) and (7.54), and represent the jets j1xs = (x
λ, yi, yiµ) by the
tangent-valued forms λ(1) (7.53) and θ(1) (7.54).
Sections and morphisms of fibre bundles admit prolongations to jet manifolds
as follows.
Any section s of a fibre bundle Y → X has the jet prolongation to the section
(J1s)(x) = j1xs, y
i
λ ◦ J1s = ∂λsi(x),
of the jet bundle J1Y → X . A section of the jet bundle J1Y → X is called
integrable if it is the jet prolongation of some section of a fibre bundle Y → X .
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Any bundle morphism Φ : Y → Y ′ over a diffeomorphism f admits a jet
prolongation to a bundle morphism of affine jet bundles
J1Φ : J1Y −→
Φ
J1Y ′, y′
i
λ ◦ J1Φ =
∂(f−1)µ
∂x′λ
dµΦ
i.
Any projectable vector field u (7.18) on a fibre bundle Y → X has a jet
prolongation to the projectable vector field
J1u = uλ∂λ + u
i∂i + (dλu
i − yiµ∂λuµ)∂λi ,
on the jet manifold J1Y .
7.7 Connections on fibre bundles
There are different equivalent definitions of a connection on a fibre bundle Y →
X . We define it both as a splitting of the exact sequence (7.15) and a global
section of the affine jet bundle J1Y →Y [40, 58, 73].
A connection on a fibred manifold Y → X is defined as a splitting (called
the horizontal splitting)
Γ : Y ×
X
TX →
Y
TY, Γ : x˙λ∂λ → x˙λ(∂λ + Γiλ(y)∂i), (7.55)
x˙λ∂λ + y˙
i∂i = x˙
λ(∂λ + Γ
i
λ∂i) + (y˙
i − x˙λΓiλ)∂i,
of the exact sequence (7.15). Its range is a subbundle of TY → Y called the
horizontal distribution. By virtue of Theorem 7.4, a connection on a fibred
manifold always exists. A connection Γ (7.55) is represented by the horizontal
tangent-valued one-form
Γ = dxλ ⊗ (∂λ + Γiλ∂i) (7.56)
on Y which is projected onto the canonical tangent-valued form θX (7.35) on
X .
Given a connection Γ on a fibred manifold Y → X , any vector field τ on a
base X gives rise to the projectable vector field
Γτ = τ⌋Γ = τλ(∂λ + Γiλ∂i) (7.57)
on Y which lives in the horizontal distribution determined by Γ. It is called the
horizontal lift of τ by means of a connection Γ.
The splitting (7.55) also is given by the vertical-valued form
Γ = (dyi − Γiλdxλ)⊗ ∂i, (7.58)
which yields an epimorphism TY → V Y .
In an equivalent way, connections on a fibred manifold Y → X are introduced
as global sections of the affine jet bundle J1Y → Y . Indeed, any global section Γ
of J1Y → Y defines the tangent-valued form λ1 ◦ Γ (7.56). It follows from this
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definition that connections on a fibred manifold Y → X constitute an affine
space modelled over the vector space of soldering forms σ (7.37). One also
deduces from (7.49) the coordinate transformation law of connections
Γ′iλ =
∂xµ
∂x′λ
(∂µ + Γ
j
µ∂j)y
′i.
Remark 7.5: Any connection Γ on a fibred manifold Y → X yields a hori-
zontal lift of a vector field on X onto Y , but need not defines the similar lift of
a path in X into Y . Let
R ⊃ [, ] ∋ t→ x(t) ∈ X, R ∋ t→ y(t) ∈ Y,
be smooth paths in X and Y , respectively. Then t→ y(t) is called a horizontal
lift of x(t) if
π(y(t)) = x(t), y˙(t) ∈ Hy(t)Y, t ∈ R,
where HY ⊂ TY is the horizontal subbundle associated to the connection Γ.
If, for each path x(t) (t0 ≤ t ≤ t1) and for any y0 ∈ π−1(x(t0)), there exists
a horizontal lift y(t) (t0 ≤ t ≤ t1) such that y(t0) = y0, then Γ is called the
Ehresmann connection. A fibred manifold is a fibre bundle iff it admits an
Ehresmann connection [44]. 
Hereafter, we restrict our consideration to connections on fibre bundles. The
following are two standard constructions of new connections from old ones.
• Let Y and Y ′ be fibre bundles over the same base X . Given connections
Γ on Y and Γ′ on Y ′, the bundle product Y ×
X
Y ′ is provided with the product
connection
Γ× Γ′ = dxλ ⊗
(
∂λ + Γ
i
λ
∂
∂yi
+ Γ′jλ
∂
∂y′j
)
. (7.59)
• Given a fibre bundle Y → X , let f : X ′ → X be a manifold morphism and
f∗Y the pull-back of Y over X ′. Any connection Γ (7.58) on Y → X yields the
pull-back connection
f∗Γ =
(
dyi − Γiλ(fµ(x′ν), yj)
∂fλ
∂x′µ
dx′µ
)
⊗ ∂i (7.60)
on the pull-back bundle f∗Y → X ′.
Every connection Γ on a fibre bundle Y → X defines the first order differ-
ential operator
DΓ : J1Y →
Y
T ∗X ⊗
Y
V Y, (7.61)
DΓ = λ1 − Γ ◦ π10 = (yiλ − Γiλ)dxλ ⊗ ∂i,
on Y called the covariant differential. If s : X → Y is a section, its covariant
differential
∇Γs = DΓ ◦ J1s = (∂λsi − Γiλ ◦ s)dxλ ⊗ ∂i
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and its covariant derivative ∇Γτ s = τ⌋∇Γs along a vector field τ on X are
introduced. In particular, a (local) section s of Y → X is called an integral
section for a connection Γ (or parallel with respect to Γ) if s obeys the equivalent
conditions
∇Γs = 0 or J1s = Γ ◦ s.
Let Γ be a connection on a fibre bundle Y → X . Given vector fields τ , τ ′ on
X and their horizontal lifts Γτ and Γτ ′ (7.57) on Y , let us consider the vertical
vector field
R(τ, τ ′) = Γ[τ, τ ′]− [Γτ,Γτ ′] = τλτ ′µRiλµ∂i,
Riλµ = ∂λΓ
i
µ − ∂µΓiλ + Γjλ∂jΓiµ − Γjµ∂jΓiλ.
It can be seen as the contraction of vector fields τ and τ ′ with the vertical-valued
horizontal two-form
R =
1
2
[Γ,Γ]FN =
1
2
Riλµdx
λ ∧ dxµ ⊗ ∂i (7.62)
on Y called the curvature form of a connection Γ.
A flat (or curvature-free) connection is a connection Γ on a fibre bundle
Y → X which satisfies the following equivalent conditions:
• its curvature vanishes everywhere on Y ;
• its horizontal distribution is involutive;
• there exists a local integral section for the connection Γ through any point
y ∈ Y .
By virtue of Theorem 7.7, a flat connection Γ yields a foliation of Y which
is transversal to the fibration Y → X . It called a horizontal foliation. Its
leaf through a point y ∈ Y is locally defined by an integral section sy for
the connection Γ through y. Conversely, let a fibre bundle Y → X admit a
horizontal foliation such that, for each point y ∈ Y , the leaf of this foliation
through y is locally defined by a section sy of Y → X through y. Then the map
Γ : Y ∋ y → j1π(y)sy ∈ J1Y
sets a flat connection on Y → X . Hence, there is one-to-one correspondence
between the flat connections and the horizontal foliations of a fibre bundle Y →
X .
Given a horizontal foliation of a fibre bundle Y → X , there exists the as-
sociated atlas of bundle coordinates (xλ, yi) on Y such that every leaf of this
foliation is locally given by the equations yi =const., and the transition func-
tions yi → y′i(yj) are independent of the base coordinates xλ [40]. It is called
the atlas of constant local trivializations. Two such atlases are said to be equiv-
alent if their union also is an atlas of the same type. They are associated to the
same horizontal foliation. Thus, the following is proved.
Theorem 7.9: There is one-to-one correspondence between the flat connections
Γ on a fibre bundle Y → X and the equivalence classes of atlases of constant
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local trivializations of Y such that Γ = dxλ ⊗ ∂λ relative to the corresponding
atlas. 
Example 7.6: Any trivial bundle has flat connections corresponding to its
trivializations. Fibre bundles over a one-dimensional base have only flat con-
nections. 
Let Y → X be a vector bundle equipped with linear bundle coordinates
(xλ, yi). It admits a linear connection
Γ = dxλ ⊗ (∂λ + Γλij(x)yj∂i). (7.63)
There are the following standard constructions of new linear connections from
old ones.
• Any linear connection Γ (7.63) on a vector bundle Y → X defines the dual
linear connection
Γ∗ = dxλ ⊗ (∂λ − Γλji(x)yj∂i) (7.64)
on the dual bundle Y ∗ → X .
• Let Γ and Γ′ be linear connections on vector bundles Y → X and Y ′ → X ,
respectively. The direct sum connection Γ⊕ Γ′ on the Whitney sum Y ⊕ Y ′ of
these vector bundles is defined as the product connection (7.59).
• Similarly, the tensor product Y ⊗Y ′ of vector bundles possesses the tensor
product connection
Γ⊗ Γ′ = dxλ ⊗
[
∂λ + (Γλ
i
jy
ja + Γ′λ
a
by
ib)
∂
∂yia
]
. (7.65)
The curvature of a linear connection Γ (7.63) on a vector bundle Y → X is
usually written as a Y -valued two-form
R =
1
2
Rλµ
i
j(x)y
jdxλ ∧ dxµ ⊗ ei, (7.66)
Rλµ
i
j = ∂λΓµ
i
j − ∂µΓλij + ΓλhjΓµih − ΓµhjΓλih,
due to the canonical vertical splitting V Y = Y ×Y , where {∂i} = {ei}. For any
two vector fields τ and τ ′ on X , this curvature yields the zero order differential
operator
R(τ, τ ′)s = ([∇Γτ ,∇Γτ ′ ]−∇Γ[τ,τ ′])s (7.67)
on section s of a vector bundle Y → X .
Let us consider the composite bundle Y → Σ → X (7.7), coordinated by
(xλ, σm, yi). Let us consider the jet manifolds J1Σ, J1ΣY , and J
1Y of the fibre
bundles Σ → X , Y → Σ and Y → X , respectively. They are parameterized
respectively by the coordinates
(xλ, σm, σmλ ), (x
λ, σm, yi, y˜iλ, y
i
m), (x
λ, σm, yi, σmλ , y
i
λ).
There is the canonical map
̺ : J1Σ×
Σ
J1ΣY −→
Y
J1Y, yiλ ◦ ̺ = yimσmλ + y˜iλ. (7.68)
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Using the canonical map (7.68), we can consider the relations between connec-
tions on fibre bundles Y → X , Y → Σ and Σ→ X [58, 78].
Connections on fibre bundles Y → X , Y → Σ and Σ→ X read
γ = dxλ ⊗ (∂λ + γmλ ∂m + γiλ∂i), (7.69)
AΣ = dx
λ ⊗ (∂λ +Aiλ∂i) + dσm ⊗ (∂m +Aim∂i), (7.70)
Γ = dxλ ⊗ (∂λ + Γmλ ∂m).
The canonical map ̺ (7.68) enables us to obtain a connection γ on Y → X in
accordance with the diagram
J1Σ×
Σ
J1ΣY
̺−→ J1Y
(Γ,A) ✻ ✻ γ
Σ×
X
Y ←− Y
This connection, called the composite connection, reads
γ = dxλ ⊗ [∂λ + Γmλ ∂m + (Aiλ +AimΓmλ )∂i]. (7.71)
It is a unique connection such that the horizontal lift γτ on Y of a vector field
τ on X by means of the connection γ (7.71) coincides with the composition
AΣ(Γτ) of horizontal lifts of τ onto Σ by means of the connection Γ and then
onto Y by means of the connection AΣ. For the sake of brevity, let us write
γ = AΣ ◦ Γ.
Given the composite bundle Y (7.7), there are the exact sequences
0→ VΣY → V Y → Y ×
Σ
V Σ→ 0, (7.72)
0→ Y ×
Σ
V ∗Σ→ V ∗Y → V ∗ΣY → 0, (7.73)
where VΣY denotes the vertical tangent bundle of a fibre bundle Y → Σ coor-
dinated by (xλ, σm, yi, y˙i). Let us consider the splitting
B : V Y ∋ v = y˙i∂i + σ˙m∂m → v⌋B = (7.74)
(y˙i − σ˙mBim)∂i ∈ VΣY,
B = (dyi −Bimdσm)⊗ ∂i ∈ V ∗Y ⊗
Y
VΣY,
of the exact sequence (7.72). Then the connection γ (7.69) on Y → X and the
splitting B (7.74) define a connection
AΣ = B ◦ γ : TY → V Y → VΣY,
AΣ = dx
λ ⊗ (∂λ + (γiλ −Bimγmλ )∂i) + (7.75)
dσm ⊗ (∂m +Bim∂i),
on the fibre bundle Y → Σ.
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Conversely, every connection AΣ (7.70) on a fibre bundle Y → Σ provides
the splittings
V Y = VΣY ⊕
Y
AΣ(Y ×
Σ
V Σ), (7.76)
y˙i∂i + σ˙
m∂m = (y˙
i −Aimσ˙m)∂i + σ˙m(∂m +Aim∂i),
V ∗Y = (Y ×
Σ
V ∗Σ)⊕
Y
AΣ(V
∗
ΣY ), (7.77)
y˙idy
i + σ˙mdσ
m = y˙i(dy
i −Aimdσm) + (σ˙m +Aimy˙i)dσm,
of the exact sequences (7.72) – (7.73). Using the splitting (7.76), one can con-
struct the first order differential operator
D˜ : J1Y → T ∗X ⊗
Y
VΣY, D˜ = dx
λ ⊗ (yiλ −Aiλ −Aimσmλ )∂i, (7.78)
called the vertical covariant differential, on the composite fibre bundle Y → X .
The vertical covariant differential (7.78) possesses the following important
property. Let h be a section of a fibre bundle Σ → X , and let Yh → X be
the restriction of a fibre bundle Y → Σ to h(X) ⊂ Σ. This is a subbundle
ih : Yh → Y of a fibre bundle Y → X . Every connection AΣ (7.70) induces the
pull-back connection (7.60):
Ah = i
∗
hAΣ = dx
λ ⊗ [∂λ + ((Aim ◦ h)∂λhm + (A ◦ h)iλ)∂i] (7.79)
on Yh → X . Then the restriction of the vertical covariant differential D˜ (7.78) to
J1ih(J
1Yh) ⊂ J1Y coincides with the familiar covariant differential DAh (7.61)
on Yh relative to the pull-back connection Ah (7.79).
7.8 Differential operators and connections on modules
This Section addresses the notion of a linear differential operator on a module
over an arbitrary commutative ring [53, 58, 77, 75].
Let K be a commutative ring and A a commutative K-ring. Let P and
Q be A-modules. The K-module HomK(P,Q) of K-module homomorphisms
Φ : P → Q can be endowed with the two different A-module structures
(aΦ)(p) = aΦ(p), (Φ • a)(p) = Φ(ap), a ∈ A, p ∈ P. (7.80)
For the sake of convenience, we refer to the second one as an A•-module struc-
ture. Let us put
δaΦ = aΦ− Φ • a, a ∈ A.
Definition 7.10: An element ∆ ∈ HomK(P,Q) is called a Q-valued differential
operator of order s on P if
δa0 ◦ · · · ◦ δas∆ = 0
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for any tuple of s + 1 elements a0, . . . , as of A. The set Diff s(P,Q) of these
operators inherits the A- and A•-module structures (7.80). 
For instance, zero order differential operators obey the condition
δa∆(p) = a∆(p)−∆(ap) = 0, a ∈ A, p ∈ P,
and, consequently, they coincide with A-module morphisms P → Q. A first
order differential operator ∆ satisfies the condition
δb ◦ δa∆(p) = ba∆(p)− b∆(ap)− a∆(bp) + ∆(abp) = 0, a, b ∈ A.
Definition 7.11: A connection on an A-module P is an A-module morphism
dA ∋ u→ ∇u ∈ Diff 1(P, P ) (7.81)
such that the first order differential operators ∇u obey the Leibniz rule
∇u(ap) = u(a)p+ a∇u(p), a ∈ A, p ∈ P.

Though ∇u (7.81) is called a connection, it in fact is a covariant differential
on a module P .
For instance, let Y → X be a smooth vector bundle. Its global sections form
a C∞(X)-module Y (X). The well-known Serre – Swan theorem [40] states the
categorial equivalence between the vector bundles over a smooth manifoldX and
projective modules of finite rank over the ring C∞(X) of smooth real functions
on X . A corollary of this equivalence is that the derivation module of the real
ring C∞(X) coincides with the C∞(X)-module T (X) of vector fields on X . If
P is a C∞(X)-module, one can reformulate Definition 7.11 of a connection on
P as follows.
Definition 7.12: A connection on a C∞(X)-module P is a C∞(X)-module
morphism
∇ : P → O1(X)⊗ P,
which satisfies the Leibniz rule
∇(fp) = df ⊗ p+ f∇(p), f ∈ C∞(X), p ∈ P.
It associates to any vector field τ ∈ T (X) on X a first order differential operator
∇τ on P which obeys the Leibniz rule
∇τ (fp) = (τ⌋df)p + f∇τp.

In particular, let Y → X be a vector bundle and Y (X) its structure module.
The notion of a connection on the structure module Y (X) is equivalent to the
standard geometric notion of a connection on a vector bundle Y → X [58].
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