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ABSTRACT 
 
For many real applications, it’s equally important to detect 
objects accurately and quickly. In this paper, we propose an 
accurate and efficient single shot object detector with fea-
ture aggregation and enhancement (FAENet). Our motiva-
tion is to enhance and exploit the shallow and deep feature 
maps of the whole network simultaneously. To achieve it 
we introduce a pair of novel feature aggregation modules 
and two feature enhancement blocks, and integrate them 
into the original structure of SSD. Extensive experiments on 
both the PASCAL VOC and MS COCO datasets demon-
strate that the proposed method achieves much higher 
accuracy than SSD. In addition, our method performs better 
than the state-of-the-art one-stage detector RefineDet on 
small objects and can run at a faster speed. 
 
Index Terms— Real-Time object detection, feature 
enhancement, feature aggregation 
 
1. INTRODUCTION 
 
In recent years, object detection has been promoted signifi-
cantly with the rapid development of deep neural networks. 
Currently, object detectors can be divided into two series: 
the region based two-stage frameworks such as [1, 2, 3, 4] 
and the region free one-stage frameworks such as [5, 6, 7]. 
Generally speaking, the two-stage detectors hold higher 
accuracy on challenging datasets such as those in [8, 9] 
while the one-stage detectors have higher inference speeds.1 
For their higher implementation speed, the one-stage 
object detectors have received much attention recently. 
Authors of [6] proposed an object detector named SSD 
(Single Shot MultiBox Detector), which has become the 
baseline of most newly proposed one-stage object detectors. 
SSD first generates some low-level feature maps by a 
backbone [10], then adds several consecutive convolutional 
layers to extract high-level feature maps with more semantic 
                                                 
This work is supported by Joint Foundation of Ministry of 
Education of China (No. 6141A020223). 
   
   
Fig. 1. Illustrations on some images and their corresponding 
Conv4_3 feature maps in SSD [6]. 
information. It uses lower level features to detect smaller 
objects and larger objects are detected by higher level 
feature maps. However, the lower layers extract less 
semantic information so that their features might not have 
enough capability to detect small objects. 
In this paper, we first point out the following three 
problems existing in SSD: (1) As shown in Fig. 1, the 
Conv4_3 is a shallow layer whose features lack semantics to 
discriminate smaller objects like bottles directly; (2) There 
are small objects with large aspect ratios in several classes 
such as boat and bottle; (3) Although SSD predicts objects 
by multi-scale feature maps, they are operated separately so 
that information in different layers is not made full use of. 
In order to address the problems mentioned above, we 
design a new one-stage object detection architecture named 
FAENet. It improves the detection accuracy and maintains a 
faster inference speed, which is beneficial for real applica-
tions. This is achieved by introducing a pair of novel feature 
aggregation modules and two feature enhancement blocks to 
the original SSD. Extensive experiments on the datasets 
PASCAL VOC and MS COCO show that our method 
performs much better than SSD and is superior in detecting 
small objects to the state-of-the-art one-stage object detector 
in [11]. For instance, for the input image size of 300×300, 
FAENet gains 80.1% mAP and runs at 63.5 FPS on VOC 
2007. In addition, FAENet achieves 16.0% mAP for small 
objects on MS COCO. 
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Fig. 2. The overall network architecture of FAENet with the 
input size 300×300. 
2. RELATED WORK 
 
There are two classes of object detectors based on deep 
neural networks: the two-stage detectors and the one-stage 
detectors. A two-stage detector first generates a set of object 
region proposals by some methods such as those in [12, 13, 
2], and then the region proposals are further classified and 
regressed in the second stage. 
A one-stage detector eliminates the proposal generation 
step and carries out classification and bounding box regre-
ssion in densely sampled boxes directly. Among the one-
stage detectors, semantic feature enhancement and multi-
level feature fusion are two common means to improve 
small objects detection. Authors in [7] combined SSD with 
a stronger backbone network [14], and constructed an 
hourglass network by introducing several deconvolutional 
layers to enhance low-level semantic information. Literature 
[15] used the last stage of [16] to construct a feature py-
ramid by pooling and scale-transfer layers. Literature [11] 
used transfer connection blocks to build a feature pyramid 
by fusing the deep layers and shallow layers in a top-down 
manner. Reference [17] enriched the semantics of low-level 
features by adding a semantic segmentation branch. 
Our work also adopts the above mentioned two effective 
means for improving object detection. However, we use two 
different feature enhancement blocks in shallow and deep 
layers respectively. In addition, we design a pair of novel 
feature aggregation modules to merge the features of 
Conv4_3 and FC7. Without the feature pyramid in a top-
down manner, our method can also detect small objects well 
while maintaining a high computational efficiency. 
 
3. PROPOSED METHOD 
 
As illustrated in Fig. 2, the proposed FAENet extends the 
detection framework of SSD. We use two well-designed 
Feature Aggregation Modules (FAM) to combine feature 
maps of Conv4_3 and FC7, which have different semantic 
information, then adds Shallow Feature Enhancement (SFE) 
blocks to further strengthen the semantics of these two 
layers respectively. As for the deeper layers, we replace the 
additional convolutional layers in the original SSD with 
three Deep Feature Enhancement (DFE) blocks. In the following 
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(a) SFE Block                            (b) DFE Block 
Fig. 3. The structure of two Feature Enhancement Blocks 
used in our FAENet, in which each conv box denotes a BN+ 
ReLu+Conv processing. (a) SFE Block. (b) DFE Block. 
sub-sections, we will explain these core components in 
detail. 
 
3.1 Feature Enhancement Block 
 
In the original SSD, the shallower layers like Conv4_3 do 
not have rich semantic information so that there are pro-
blems with small objects detection. Motivated by [14, 18, 19, 
20], we design Shallow Feature Enhancement (SFE) Blocks 
for Conv4_3 and FC7. Specifically, as shown in Fig. 3.a, we 
use two consecutive Residual Units to deepen the shallow 
layers and learn more nonlinear representations. In each 
bottleneck, we use a 3×3 conv with dilation rate of 2 which 
can broaden the receptive field. Larger receptive field 
means more contextual information can be learned, which is 
helpful for detecting objects, according to [21]. In the 
second Residual Unit, the SE Block in [20] is added to 
utilize its function of recalibrating different channels, 
making enhanced features more adaptive. 
For deep layers, SSD only adds a few extra convolu-
tional layers, which we think are not enough representative, 
and the deeper feature maps may lose numerous details 
about the input image. Therefore, we use the basic unit in 
[22] as our Deep Feature Enhancement (DFE) Block, which 
combines the advantages of both [14] and [16]. The detailed 
structure is shown in Fig. 3.b. It not only deepens the whole 
network, but also has an implicit feature fusion from the low 
layers to the high layers, enabling higher features more 
informative. Ablation Study in Section 4 verifies the effecti-
veness of these two Feature Enhancement Blocks. 
 
3.2. Feature Aggregation Module 
 
In order to fuse the feature maps of Conv4_3 and FC7, we 
design a pair of Feature Aggregation Modules (FAM) and 
use them in these two layers respectively, as can be seen 
in Fig. 4.a and Fig. 4.b. 
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(c) SA Block 
Fig. 4. The structure of our Feature Aggregation Modules 
(FAM), in which each Conv box denotes a Conv+BN+ReLu 
processing. (a) FAM v1. (b) FAM v2. (c) SA Block. 
Unlike element-wise sum used in some top-down archi-
tectures, we use concatenation to aggregate feature maps 
from different layers. The feature maps in FC7 usually have 
more semantics than those in Conv4_3 and also have a 
relatively reasonable resolution. According to this, we 
propose a Spatial Attention (SA) Block to highlight object-
ive regions, which is favorable for detecting small objects. 
As shown in Fig. 4.c, given two input features with the 
same number of channels: X ∈ ℝC×H×W and Y ∈ ℝC×H×W, a 
1×1 Conv is first used to aggregate multiple channels into 
one and produce U ∈ ℝH×W by: 
                               U = FConv (X)                                  (1) 
where FConv (∙) represents a 1×1Conv+BN+ReLu operation. 
Then we use a fully connected layer followed by an activa-
tion function to generate weight activation values at each 
spatial location: 
                                  S = σ(WU) ∈ ℝH×W                          (2) 
where σ refers to the sigmoid function. Finally, the output Z 
is obtained by reweighting the input Y: 
                                     Zihw = Yihw ∙ Shw                             (3) 
where Z ∈ ℝC×H×W. Through this series of operations, the 
objective regions in shallow layers get effectively enhanced. 
The whole Feature Aggregation Modules use features of 
Conv4_3 and FC7 to enhance and refine each other, which 
is very helpful for detecting small and medium objects. 
In general, FAENet inherits the framework of SSD and 
adds to it a few independent and simple modules, without 
using the complicated top-down structure. 
 
4. EXPERIMENTS 
 
We conduct experiments on two datasets: PASCAL VOC 
2007 and MS COCO, which include 20 and 80 categories of 
    
    
    
Fig. 5. Examples of detection results on PASCAL VOC 
2007. Left: SSD300. Right: FAENet300. 
images respectively. We only use VGG-16 as backbone 
network for all the experiments. The evaluation metric for 
both datasets is the mean Average Precision (mAP). We 
conduct all the experiments with an NVIDIA GeForce GTX 
1080Ti GPU and our code is based on PyTorch. 
 
4.1. PASCAL VOC 2007 
 
In this experiment, we train our model on the union of VOC 
2007 and VOC 2012 trainval sets, then test on VOC 2007 
test set. We use two different input sizes: 300×300 and 512
×512. For the input size of 300, we set the batch size to 32 
and use a warm-up strategy to train for the first 5 epochs. 
We initialize the learning rate at 4×10-3, divided by 10 at the 
150-th and 200-th epochs respectively and stop training at 
250-th epochs. For a larger input size of 512, we set the 
batch size to 12 due to memory limitations of GPU, and the 
other super-parameters are the same as those of the size 300. 
As shown in Table 1, we compare FAENet with several 
other state-of-the-art one-stage detectors. For the input size 
of 300, FAENet achieves 80.1% mAP, exceeding SSD by 
2.6 points and outperforms all the other detectors except 
RFBNet [23], whose mAP is 80.5%. Our method has the 
highest accuracy in some categories including bike, chair, 
cow, table and sofa. It implies that our method is superior in 
some scenes. As shown in Table 3, for a larger input size, 
FAENet still exceeds SSD by 1.3 points and also performs 
better than STDN which uses a deeper backbone. Moreover, 
our method possesses a very fast inference speed, it can run 
at 63.5 FPS when the input image size is 300×300, which is 
meaningful for applications requiring real-time processing. 
In summary, our method is only slower than RFBNet in 
Table 1. PASCAL VOC 2007 test detection results. 
Method mAP  aero bike bird boat bottle bus  car  cat chair cow table dog horse mbike person plant sheep sofa train tv 
SSD300 [6] 77.5   79.5  83.9 76.0 69.6 50.5 87.0 85.7 88.1 60.3 81.5 77.0  86.1  87.5   83.9    79.4    52.3  77.9  79.5 87.6 76.8 
STDN300 [15] 78.1   81.1  86.9 76.4 69.2 52.4 87.7 84.2 88.3 60.2 81.3 77.6  86.6  88.9   87.8    76.8    51.8  78.4  81.3 87.5 77.8 
RefineDet320 [11] 80.0   83.9  85.4 81.4 75.5 60.2 86.4 88.1 89.1 62.7 83.9 77.0  85.4  87.1   86.7    82.6    55.3  82.7  78.5 88.1 79.4 
RFBNet300 [23] 80.5   85.0  86.1 77.7 75.7 60.6 88.9 87.6 86.8 64.2 85.3 77.9  86.1  89.0   87.1    82.2    58.7  81.5  81.1 88.3 81.5 
FAENet300 (ours) 80.1   82.8  87.3 76.5 74.7 58.7 86.5 87.5 88.2 65.7 85.9 79.2  85.4  88.4   86.9    81.4    57.7  80.4  82.2 86.8 79.6 
Table 2. Detection results on MS COCO test-dev 2015 set. 
Method Data Backbone AP AP50 AP75 APS APM APL 
SSD300 [6] trainval35k VGG-16 25.1 43.1 25.8 6.6 25.9 41.4 
STDN300 [15] trainval35k DenseNet-169 28.0 45.6 29.4 7.9 29.7 45.1 
RefineDet320 [11] trainval35k VGG-16 29.4 49.2 31.3 10.0 32.0 44.4 
RFBNet300 [23] trainval35k VGG-16 30.3 49.3 31.8 11.8 31.9 45.9 
FAENet300 (ours) trainval35k VGG-16 28.3 47.9 29.7 10.5 30.9 41.9 
SSD512 [6] trainval35k VGG-16 28.8 48.5 30.3 10.9 31.8 43.5 
STDN513 [15] trainval35k DenseNet-169 31.8 51.0 33.6 14.4 36.1 43.4 
RefineDet512 [11] trainval35k VGG-16 33.0 54.5 35.5 16.3 36.3 44.3 
RFBNet512 [23] trainval35k VGG-16 33.8 54.2 35.9 16.2 37.1 47.4 
FAENet512 (ours) trainval35k VGG-16 31.8 51.2 33.5 16.0 35.8 42.7 
Table 3. Comparison on PASCAL VOC 2007 test set. 
Method Backbone mAP FPS 
SSD300 [6] VGG-16 77.5 46 
STDN300 [15] DenseNet-169 78.1 41.5 
RefineDet320 [11] VGG-16 80.0 40.3 
RFBNet300 [23] VGG-16 80.5 83 
FAENet300 (ours) VGG-16 80.1 63.5 
SSD512 [6] VGG-16 79.8 19 
STDN513 [15] DenseNet-169 80.9 28.6 
RefineDet512 [11] VGG-16 81.8 24.1 
RFBNet512 [23] VGG-16 82.2 38 
FAENet512 (ours) VGG-16 81.1 32.8 
Table 4. Ablation study on PASCAL VOC 2007. 
Component SSD   FAE 
+ SFE     
+ DFE     
+ FAM     
mAP 77.5 79.0 79.5 80.1 
 
inference speed and has a higher detection accuracy than 
SSD and STDN. When the input image size is small, 
FAENet outperforms RefineDet and is only slightly inferior 
to RFBNet. Fig. 5 shows some examples of detection results. 
 
4.2. MS COCO 
 
We experiment on the more challenging MS COCO dataset 
to further validate our method. We use the trainval35k set 
for training and report the results from test-dev evaluation 
server. The batch size is set to 32 for the input size of 300 
and 12 for the input size of 512 respectively. The learning 
rate is initialed at 2×10-3 for both input sizes. We still use 
the warm-up strategy to train for the first 5 epochs, then 
divided by 10 at the 80-th and 110-th epochs respectively 
and stop training at the 140-th epochs. 
As shown in Table 2, FAENet gains 28.3% mAP when 
the input size is 300×300, exceeding SSD by 3.2 points. We 
can also see that FAENet achieves 10.5% mAP on small 
objects, which performs better than SSD, STDN and 
RefineDet. For a larger input size of 512, our method gains 
31.8% mAP, exceeding SSD by 3 points and equal to that of 
STDN which uses a deeper and stronger backbone. For 
small objects, FAENet can achieve 16.0% mAP, which is 
very close to the state-of-the-art one-stage detectors RFBNet 
and RefineDet. 
 
4.3. Ablation Study 
 
We conduct ablation study on PASCAL VOC 2007 to 
further verify the effectiveness of different components in 
FAENet. Table 4 shows the results of our ablation study. 
We first only use the Feature Enhancement Block (SFE 
Block) in shallow layers and the result is 79.0%. Then we 
introduce DFE Block to deep layers and find that mAP rises 
by 0.5 points. Finally, after adding two FAMs, we build the 
whole FAENet, whose mAP is improved from 79.5% to 
80.1%. These ablation experiments prove that each element 
of FAENet helps to improve detection accuracy. 
 
5. CONCLUSION AND FUTURE WORK 
 
In this paper, we present an accurate and efficient one-stage 
object detector so called FAENet. A pair of FAMs are intro-
duced to improve small objects detection by fusing features 
of different layers. In addition, we utilize the SFE Block and 
the DFE Block to enhance semantic information of shallow 
features and detail information of deep features respectively. 
The experimental results on PASCAL VOC and MS COCO 
demonstrate that our model excels both in accuracy and 
speed, particularly for small objects. In the future we expect 
to use deeper and stronger backbone networks, which may 
be more beneficial for detecting larger objects, and study 
their impact on detecting objects at different scales. 
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