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Numerical techniques to efficiently model out-of-equilibrium dynamics in interacting quantum
many-body systems are key for advancing our capability to harness and understand complex quan-
tum matter. Here we propose a new numerical approach which we refer to as GDTWA. It is based
on a discrete semi-classical phase space sampling and allows to investigate quantum dynamics in
lattice spin systems with arbitrary S ≥ 1/2. We show that the GDTWA can accurately simulate
dynamics of large ensembles in arbitrary dimensions. We apply it for S > 1/2 spin-models with
dipolar long-range interactions, a scenario arising in recent experiments with magnetic atoms. We
show that the method can capture beyond mean-field effects, not only at short times, but it also
can correctly reproduce long time quantum-thermalization dynamics. We benchmark the method
with exact diagonalization in small systems, with perturbation theory for short times, and with
analytical predictions made for models which feature quantum-thermalization at long times. We
apply our method to study dynamics in large S > 1/2 spin-models and compute experimentally
accessible observables such as Zeeman level populations, contrast of spin coherence, spin squeezing,
and entanglement quantified by single-spin Renyi entropies. We reveal that large S systems can
feature larger entanglement than corresponding S = 1/2 systems. Our analyses demonstrate that
the GDTWA can be a powerful tool for modeling complex spin dynamics in regimes where other
state-of-the art numerical methods fail.
I. INTRODUCTION
In the past years, rapid developments of various exper-
imental platforms have made it possible to observe out-
of-equilibrium dynamics of large isolated quantum many-
body models in controlled environments [1–4]. Naturally,
this also leads to a high demand for numerical meth-
ods capable of simulating such dynamics. Computations
for large system sizes beyond a classical mean-field pic-
ture are a challenging task due to the complexity of the
full quantum problem. Consequently, most recently de-
veloped methods for large systems are limited to either
low dimensional geometries (e.g. by making use of ma-
trix product states/tensor networks [5–10]), particular
ansatz wave-functions (e.g. in combination with varia-
tional Monte-Carlo evolution [11–14]), or dilute systems
(e.g. by making use of a clusterization [15, 16]).
In particular, models of coupled spin-particles with
long-range interactions have become a topic of inten-
sive research because of important experimental progress.
While models with spin S = 1/2 have been imple-
mented with many different setups, e.g. using polar
molecules [15, 17], Rydberg atoms [16, 18–23], trapped
ions [24–26] and cavity QED systems [27, 28], recently
also models with larger spins S > 1/2 have become a
research focus in particular for experiments with mag-
netic atoms [29–34]. The large spin degrees of freedom
in S > 1/2 systems poses a much more stringent re-
quirement for numerical treatment compared to S = 1/2
systems. The full Hilbert space involves (2S+1)N states
for N particles, which renders exact diagonalization (ED)
impossible already for small N . In addition, many cur-
rent experiments are performed in 2D or 3D, thus also
disabling otherwise very successful matrix product state
techniques for long-range interacting systems in 1D [35–
37]. This calls for new theoretical tools capable of ac-
counting for the many-body nature of these models as
well as intrinsic quantum correlations.
In this paper, we present an efficient numerical ap-
proach based on a semi-classical phase space method that
can be applied to large 2D/3D lattice systems with ar-
bitrary spin S. The method is based on the well known
truncated Wigner approximation (TWA) [38–41] adapted
to spin-models. The general TWA idea relies on a sam-
pling of the quantum fluctuations of the initial state
from a Wigner function, and an evolution of the sam-
ples along classical trajectories. Importantly, in con-
trast to previous approaches, here we introduce an en-
larged phase space representing not only 3 spin-variables,
but all (2S + 1)2 density matrix elements for each spin
[29, 34, 42, 43]. Furthermore, we can use a sampling
from discrete quasi-probability distributions, which are
exact and positive for most experimentally relevant ini-
tial states. Our method thus allows us to study the TWA
time-evolution not only of spin operators, but the full
spin-density matrix and thus allows us to extract ex-
perimentally relevant time-dependent observables such as
spin-state populations, and fundamentally relevant quan-
tities such as entanglement. In the limit of S = 1/2
our generelized discrete TWA approach (GDTWA), re-
duces to the previously proposed discrete TWA method
(DTWA) [44], which has been remarkably succesful in
predicting S = 1/2 model dynamics [16, 45–49].
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FIG. 1. In a conventional TWA approach for spin systems, an initial single spin-S prepared in a spin coherent state polarized
along z can be represented in a continuous 3D phase space, i.e. by a fluctuating 3D vector. Its mean direction points along z
and uncertainties in the orthogonal directions have a width ∼ √S. In contrast, in the GDTWA approach the state of a single
spin m is represented by a fluctuating (D − 1)-dimensional Bloch vector, λm, with D = (2S + 1)2, e.g. D − 1 = 8 is shown
for S = 1. States are described by discrete probability distributions, i.e. each vector component λmν can only assume certain
discrete values with corresponding probabilities. To simulate the time-evolution we sample the initial generalized Bloch vector
elements from this discrete distribution. Observables at later times are then approximated by statistically averaging classically
evolved samples (see text).
This paper is organized as follows: In Sec. II, after a
brief review of the TWA for continuous Wigner functions,
we introduce the GDTWA. In Sec. III, we test its validity
by a comparison with ED. We focus on the evolution of
Zeeman level populations induced by dipolar interactions
(relevant to experiments using both Cr [29, 31–33] and
Er atoms [34]) and the evolution of entanglement. In
Sec. IV, we apply the GDTWA to investigate various
aspects of spin dynamics: the spreading of population
in a synthetic dimension and the underlying approach
to thermalization, as well as the build-up of quantum
entanglement. Finally, in Sec. V we conclude and discuss
applications for other systems as an outlook.
II. METHOD
A. Phase space sampling for quantum spin systems
The Hamiltonian for a system consisting of N spin-S
particles coupling to each other via two-body interactions
can be written as
HˆS =
∑
i,α
uiαSˆ
i
α +
∑
i 6=j,α,β
wi,jα,βSˆ
i
αSˆ
j
β , (1)
with α, β = x, y, z, and i, j = 1, 2, ...N . The first term
governs local fields and the second term inter-spin in-
teractions. The dynamics of the three components of
the spin-operator of the i particle, 〈Sˆiα=x,y,z〉, can be ob-
tained via the Heisenberg equations of motion (we set
~ ≡ 1 throughout this paper):
d
dt
〈Sˆiα〉 = i〈[HˆS , Sˆiα]〉. (2)
These equations generally depend on high order inter-
spin correlations such as 〈SˆiαSˆjβ〉, 〈SˆiαSˆjβSˆkγ 〉, . . . , for
i 6= j 6= k and in practice it is impossible to solve
them exactly for large N . In a mean-field ansatz one
assumes that such spin correlations factorize and can be
written in terms of single particle observables, 〈Sˆiα〉, e.g.,
〈SˆiαSˆjβ〉 ≈ 〈Sˆiα〉〈Sˆjβ〉. Then Eqs. (2) turn into N cou-
pled closed equations which can be easily solved numer-
ically, and which correspond to equations for classical
spin-variables1. Importantly, the factorization neglects
entanglement between the spins, as the total state of the
system is forced to remain a product-state. The missing
quantum correlations are in many cases crucial. One gen-
eral approach to account for some of those correlations
is to retain higher order correlations using e.g. BBGKY
1 Note that more general models than Eq. (1) for S > 1/2 can
also depend on intra-spin terms such as quadratic fields ∝ (Sˆiz)2.
In this case also the mean-field equations are not necessarily
closed unless also intra-spin correlations are assumed to factorize.
Those cases are not accounted for in the approach described here,
but we will properly include them in our GDTWA method below.
3hierarchies [46]. However, then already retaining second-
order correlations increases the complexity of Eqs. (2) to
∼ N2 and furthermore higher order corrections can typ-
ically lead to numerical instabilities. An alternative ap-
proach to simulate quantum correlations while retaining
a complexity ∼ N is to resort to a phase space descrip-
tion of the quantum system [40, 41] as reviewed in the
following.
In the phase space approach, quantum operators Oˆ
are mapped to functions in the phase space of classical
variables, so-called Weyl symbols. Taking as an example
a particle moving in 1D, the phase space variables are
given by position and momentum x and p, respectively,
and the Weyl symbol is denoted as OW (x, p). The ex-
pectation value of any operator Oˆ can then be computed
as an integral in phase space:
〈Oˆ〉 = Tr[ρˆOˆ] =
∫
dx dpW (x, p)OW (x, p). (3)
Here, W (x, p) is the Wigner function corresponding to
the Weyl symbol of the density matrix ρˆ: W (x, p) =
1/(2pi)
∫
ds 〈x+ s/2| ρˆ |x− s/2〉 exp(−ips), and repre-
sents a quasiprobability distribution for points in phase
space. In the truncated Wigner approximation (TWA),
the time evolution of 〈Oˆ〉 is approximated from the initial
Wigner function and the classical evolution of the phase
space variables:
〈Oˆ〉(t) ≈
∫
dx0 dp0W (x0, p0)OW (xcl(t), pcl(t)). (4)
Here, xcl(t) and pcl(t) are classical trajectories of x and
p, respectively, with xcl(0) = x0 and pcl(0) = p0. Then,
compared to a fully classical evolution, in the TWA dy-
namics quantum fluctuations are taken into account to
the lowest order, in the sense of keeping only terms lin-
ear in ~ in the equations of motions for the Weyl sym-
bols [40, 41]. Observables (hermitian operators) give
rise to real Weyl symbols and thus correspond to sym-
metrized sums of the position and momentum opera-
tor. For example, the Weyl symbol OW (xcl(t), pcl(t)) =
x2cl(t)pcl(t) corresponds to the observable Oˆ = (xˆ
2pˆ +
2xˆpˆxˆ+ pˆxˆ2)/2 [41].
For a system of N coupled spin-S particles, a natu-
ral way to formulate the TWA dynamics consists of re-
placing {xˆ, pˆ} → {Sˆiα}, and using the 3N spin-variables
{Siα} (with α = x, y, z and i = 1, 2, . . . N), correspond-
ing to the Weyl symbols of {Sˆiα}, as phase space vari-
ables. The trajectories Siα,cl(t) correspond to those ob-
tained from the mean-field approximation of Eq. (2) with
Siα,cl ≡ 〈Sˆiα〉. For particular initial states, the Wigner
function can be easily found. Taking for example a prod-
uct state
∏
i ρˆ
i, where each spin i is described by a spin
coherent state, then for large S the Wigner function can
be well approximated by a Gaussian. In the case of a
state initially polarized along the z direction, the Wigner
function factorizes, and for each spin takes the simple
form
W (Six, S
i
y, S
i
z) =
1
piS
e−[(S
i
x)
2+(Siy)
2]/Sδ(Siz − S), (5)
where δ(·) denotes the delta function. For this state the
phase space value of Siz is determined as S, while the val-
ues of Six (S
i
y) fluctuate according to a Gaussian distribu-
tion with zero mean and a variance ∆(Six)
2 = ∆(Siy)
2 =
S/2 (see Fig. 1). This width of the distribution of the
classical variables reflects the uncertainty relation intrin-
sic to the quantum mechanical operators Sˆix and Sˆ
i
y. For
large S  1, ∆Six/S → 0, suggesting vanishing effects
from quantum fluctuations.
For such initial states, the TWA evolution now reads
〈Oˆ〉(t) ≈
∫ ∏
i,α
dSiα,0W (S
i
α,0)OW ({Sjβ,cl(t)}), (6)
where the Weyl symbol corresponds again to sym-
metrized observables. For example, for an inter-spin cor-
relation such as Oˆ = Sˆnx Sˆ
m
x at distinct sites n 6= m,
simply OW ({Sjβ,cl(t)}) = Snx,cl(t)Smx,cl(t). It is important
to note that, in contrast to a mean-field simulation, a
TWA evolution can lead to inter-spin quantum correla-
tions. For example, due to the time-evolution accord-
ing to (generally) non-linear classical equations, a spin-
component for a single spin m can now depend on the
initial conditions of all other spin-variables via some func-
tion, e.g. Smx,cl(t) ≡ Fmx ({Sjβ,0}). Therefore, for observ-
ables computed in the TWA, such as Sˆmx Sˆ
n
x with m 6= n,
〈Sˆmx Sˆnx 〉(t) ≈
∫ ∏
i,α
dSiα,0W (S
i
α,0)Fmx ({Sjβ,0})Fnx ({Skγ,0})
6= 〈Sˆmx 〉(t)〈Sˆnx 〉(t), (7)
and correlations can build up with time. Generally, the
factorization in the last equation would only hold if Fmx
would only depend on the variables of the spin m itself.
B. Generalized discrete Truncated Wigner
approximation (GDTWA)
There are some important shortcomings of the Gaus-
sian TWA approach with 3 spin-variables introduced in
the previous section. Most importantly, the scheme is tai-
lored to problems relying on the 3 spin operators, both
in the Hamiltonian and for measurements. Most exper-
imental scenarios go beyond this limitation, by includ-
ing e.g. quadratic fields ∝ (Sˆiz)2 and measurements of
Zeeman state populations [29, 34]. Furthermore, the ap-
proach is insufficient for a full state-tomography in large
S systems (see B). More generally, we would like to adapt
the method to arbitrary many-body models of coupled
discrete local Hilbert spaces.
To go beyond the limitations we proceed by enlarg-
ing our phase space from 3 spin-variables to elements of
4higher-dimensional generalizations of Bloch vectors [50].
This can be accomplished by noticing that for a spin-S
atom with N = 2S + 1 spin states, its density matrix ρˆi
consists of D = N × N elements. Correspondingly, we
can define D hermitian operators, Λµ (hats are dropped
for clarity of notation), using the generalized Gell-Mann
matrices (GGM) and the identity matrix 12:
Λiµ=1,...,N (N−1)/2 =
1√
2
(|β〉 〈α|i + h.c.)
for α > β, 1 ≤ α, β ≤ N ,
(8)
Λiµ=N (N−1)/2+1,...,N (N−1) =
1√
2i
(|β〉 〈α|i − h.c.)
for α > β, 1 ≤ α, β ≤ N ,
(9)
Λiµ=N (N−1)+1,...,N 2−1 =
1√
α(α+ 1)
×
α∑
β=1
(|β〉 〈β|i − α |α+ 1〉 〈α+ 1|i)
for 1 ≤ α < N , (10)
ΛiD =
√
1
N 1i. (11)
For each spin i, these matrices are orthonormal,
Tr[ΛiµΛ
i
ν ] = δµ,ν , and constitute a complete local basis.
Hence any single-spin operator can be represented via
Oˆi =
∑
µ
ciµΛ
i
µ, with c
i
µ = Tr[Λ
i
µOˆ
i], (12)
and µ = 1, 2, ...,D. Consequently, more general Hamil-
tonians than Eq. (1), with one- and two-body terms can
now be represented as
HˆΛ =
∑
i,µ
uiµΛ
i
µ +
∑
i,j 6=i,µ,ν
wi,jµ,νΛ
i
µΛ
j
ν , (13)
with µ, ν = 1, 2, . . . ,D and i, j = 1, 2, . . . , N . The evolu-
tion of expectation values of GGMs can now be computed
as
i
d
dt
〈Λiµ〉 = 〈[Λiµ, HˆΛ]〉
=
∑
µ
viν〈[Λiµ,Λiν ]〉+
∑
σ,j 6=i,ν
wijσ,ν〈[Λiµ,ΛiσΛjν ]〉.
(14)
For each GGM Λiµ we define a corresponding real phase
space variable, λiµ. As in the ordinary TWA we will as-
sume that the dynamics can be determined from statisti-
cal averages over trajectories of the phase space variables
2 Note that for convenience, we use a slightly different normaliza-
tion factor than in the definition of usual (generalized) Gell-Mann
matrices [50], which will simplify operator expansions.
only. Thus in analogy to the case of 3 spin-variables
discussed after Eq. (2), our classical equations of mo-
tions follow from assuming a factorization between dif-
ferent sites 〈ΛiµΛjν . . .Λkσ〉 = 〈Λiµ〉〈Λjν〉 . . . 〈Λkσ〉 for any
nonequal site-index i, j, . . . , k in Eq. (14), and by replac-
ing λiµ(t) ≡ 〈Λiµ〉.
To define a phase space probability distribution for
the inital state, we decompose each Λiµ via its eigen-
vectors |aiµ〉 with corresponding eigenvalues aiµ, Λiµ =∑
aiµ
aiµ |aiµ〉 〈aiµ|. As in spin-1/2 systems, where the Pauli
matrices σx,y,z can be measured to be ±1 in a projec-
tive measurement, the aiµ correspond to possible mea-
surement outcomes of Λiµ. We will focus on the experi-
mentally relevant case of initial product states ρˆ =
∏
i ρˆ
i.
Then, for each ρˆi we can define a corresponding probabil-
ity distribution for our phase space variables, which we
limit to a discrete set of values
λiµ ∈ {aiµ} with probabilities
piµ(λ
i
µ = a
i
µ) = Tr
(
ρˆi |aiµ〉 〈aiµ|
)
. (15)
The overall distribution factorizes for different variables
on the same site and between sites, such that the proba-
bility for a configuration of all λiµ being a certain combi-
nation of the eigenvalues aiµ for i = 1, 2, . . . , N and µ =
1, 2, ...,D − 1 is given by p({λiµ = aiµ}) =
∏
i,µ p
i
µ(λ
i
µ =
aiµ).
From the distribution (15), we can compute the expec-
tation value of any observable on a fixed site m via the
expansion (12),
〈Oˆm〉 =
∑
µ
cmµ 〈Λmµ 〉
=
∑
µ
cmµ
∑
amµ
pmµ (λ
m
µ = a
m
µ )λ
m
µ =
∑
µ
cmµ 〈〈λmµ 〉〉.
(16)
Here we defined the notation 〈〈·〉〉 ≡ ∑{aiµ} p({λiµ =
aiµ})(·), denoting the statistical average over any combi-
nation of eigenvalues for the λiµ inside the brackets. Note
that for a Gaussian distribution for three spin-variables
it is not possible to exactly represent any observable on
the Hilbert space of a single-spin, since the three spin-
operators on a sitem, Sˆmx,y,z and 1 do not form a complete
local basis for any operator. Thus, for example the ob-
servable (Sˆmz )
4 cannot be expanded as linear superposi-
tion of the matrices {Sˆmx,y,z,1} and has to be evaluated as
4-th order moment from the probability distribution. As
a consequence, for a spin coherent state polarized along
x, the Gaussian distribution does not reproduce (Sˆmz )
4
correctly (see B).
For our GDTWA scheme, we use a discrete configura-
tion selected from the distribution (15) as initial condi-
tion for a classical evolution of the phase-space variables
λiµ(0) ∈ {aiµ} for all µ and i. This configuration is then
numerically evolved according to the equations of motion
5that we derive from the factorization of Eq. (14). Those
equations are in general non-linear and can be written
in the form dλ(t)/dt = M(λ(t))λ(t). Here λ is a vec-
tor of all N × (D − 1) phase-space variables λiµ, and the
matrix M(λ(t)) depends in general on the configuration
at time t. We solve those equations numerically for the
selected initial condition and obtain a mean-field trajec-
tory, λmν (t). We repeat this procedure and average over
the possible initial configurations. We thus obtain e.g. an
approximation for the expectation value of a GGM Λmν
at time t as 〈Λmν 〉(t) ≈ 〈〈λmν (t)〉〉.
If the problem is linear, i.e. if M(λ(t)) = M is time-
independent, e.g. if there are only single-spin terms in
Eq. (14), then the time-dependent solution in our scheme
is given by 〈Λmν 〉(t) = exp(Mt)〈〈λmν (0)〉〉, and since
〈〈λmν (0)〉〉 = 〈Λmν 〉(0) via Eq. (16), the time-evolution
scheme is exact. If the problem is non-linear, which is
generally the case in presence of inter-spin interaction
terms in Eq. (14), then the statistical average 〈〈λmν (t)〉〉
will also depend on intra-spin correlations in the ini-
tial state, also within a single spin, e.g. 〈〈λiµ(0)λiν(0)〉〉,
and higher orders. In general, those correlations do
not coincide with the exact correlations obtained from
the true quantum state. For example, it is straightfor-
ward to see that per definition of our discrete proba-
bility distribution, all correlations factorize between dif-
ferent GGMs on the same site, e.g. 〈〈λiµ(0)λiν(0)〉〉 =
〈〈λiµ(0)〉〉〈〈λiν(0)〉〉 with µ 6= ν. This is not necessarily true
for the quantum mechanical intra-spin correlations of a
generic single-spin state. For example, for some states
ρˆig, Tr[ρˆ
i
g(Λ
i
µΛ
i
ν + Λ
i
νΛ
i
µ)/2] 6= Tr(ρˆigΛiµ)Tr(ρˆigΛiµ), where
we have to use a symmetrization since the GGMs do not
generally commute.
In A we show, that for “diagonal” product states all
initial intra-spin correlations can be perfectly reproduced
by our distribution (15). We define those states as
ρˆ =
∏
i |α0〉i 〈α0| where α0 = 1, 2, . . . ,N , and |α0〉i is
any of the single-spin eigenstates of the matrices defined
in Eqs. (10). It is important to mention that any prod-
uct of non-diagonal pure states can be brought into the
form ρˆ =
∏
i |α0〉i 〈α0|, via local unitary transformations.
Therefore, the diagonal assumption is not an actual re-
striction and in our simulation scheme we can exactly de-
scribe generic products of initial pure states. This can be
achieved by applying the same unitary transformations
to the equations of motion (see A). Note that, alterna-
tively, one may also use a Gaussian approximation for
the distribution of the initial λiµ [42, 43], i.e. for all D−1
generalized Bloch sphere variables. However, we point
out that in contrast to the discrete distribution given by
Eq. (15), the Gaussian sampling not only does not re-
produce all initial intra-spin correlations correctly, but
also can lead to worse longer-time predictions. For ex-
ample, the dynamics of collapses and revivals has been
only observed with the exact discrete sampling [51].
To compute the time-dependent expectation value of
an arbitrary multi-spin observable, Oˆ, we expand
Oˆ =
∑
µ1,...,µN
Cµ1,µ2,...,µNΛ
1
µ1Λ
2
µ2 . . .Λ
N
µN (17)
and approximate
〈Oˆ〉(t) ≈
∑
µ1,µ2,...,µN
Cµ1,µ2,...,µN 〈〈
∏
i
λiµi(t)〉〉. (18)
This equation is a discrete analog of the TWA method
from Eq. (6) for a phase space extended to a high-
dimensional generalized Bloch sphere. Approximating
Eq. (18) with a finite number of samples, ns, from
the discrete probability distribution is what we denote
as generalized discrete truncated Wigner approximation
(GDTWA). The key idea underlying the method is also
illustrated in Fig. 1.
As a clarifying example, let’s also explicitly provide
a formula for computing the evolution of a single-spin
observable, Oˆm. After selecting a single random config-
uration for all phase space variables {λiµ} according to
piµ({λiµ = aiµ}), we denote the subsequent classical evo-
lution of the variables at site m for this sample “s” as
λ
m,[s]
µ,cl (t). Then, the evolution of Oˆ
m is computed as
〈Oˆm〉(t) ≈ 1
ns
ns∑
s
∑
µ
λ
m,[s]
µ,cl (t)Tr[Oˆ
mΛmµ ]. (19)
Note that in contrast to a continuous Wigner function
approach, here in principle only a finite number of nu-
merical samples ns is needed to compute Eq. (18). In
practice, however, this number increases exponentially
with the N . The ns needed to obtain converged results
depends on the system size and the observable. In prac-
tice for typical realistic problems (with hundreds of spins
as used in Sec. IV) we find a number on the order of a
few 104 samples sufficient. Note that we find that for
collective observables the number of samples necessary
for convergence typically decreases with N .
To further explain the main idea behind this approach
and its capabilities, we first consider as an example an
array of spin S = 1/2 particles. In this case, the three
nontrivial Λµ for each spin are proportional to standard
Pauli matrices, Λx,y,z = σx,y,z/
√
2, each of which has
eigenvalues ±1/√2, and eigenstates described by states
aligned (anti-aligned) along the corresponding direction:
|↑x,y,z (↓x,y,z)〉. For a spin initially polarized as |↑z〉, the
initial values of λx in phase space take its two eigenvalues,
±1/√2, with equal probability Tr[|↑z〉 〈↑z | ↑x〉 〈↑x|] =
| 〈↑z | ↑x〉 |2 = | 〈↑z | ↓x〉 |2 = 0.5. In the same manner
probabilities for λy = ±1/
√
2 are 0.5, while λz = 1/
√
2
is fixed (probability 1). Our GDTWA prescription thus
reduces to the DTWA sampling introduced in Ref. [51].
For S = 1, there are three states |+1〉 , |0〉 , |−1〉 for
each spin, and Λµ consists of the identity matrix and 8
6����������
●
●
●
●
●
●
●
●
●
●
●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
■■■■■■■■■■■■■■■■■■■■■■■■■■■
■■■■■■■■
■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■
◆◆
◆
◆
◆
◆
◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆
▲▲▲▲▲
▲▲
▲
▲▲
▲▲
▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
Vt
po
pu
la
tio
n
on
m
m=-9/2
m=-19/2
m=-11/2
m=-13/2
S=19/2
●●●
●●
●
●
●
●
●
●
●
●
●
●●
●●●
●●●●●●●●●●●●●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
■■■
■
■
■
■
■
■■■■■■■■■■■■■■
■■■
■■■
■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■
◆◆◆◆◆
◆
◆
◆
◆
◆
◆
◆
◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆
◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆
◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆
◆◆◆◆◆◆◆
▲▲
▲
▲
▲
▲
▲
▲
▲
▲
▲
▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲
▲▲▲▲▲▲▲▲▲▲▲▲
▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲
▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲
▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.00
0.05
0.10
0.15
0.20
0.25
0.30
Vt
po
pu
la
tio
n
on
m
���������
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.00
0.05
0.10
0.15
0.20
0.25
0.30
Vt
po
pu
la
tio
n
on
m
m=-3
m=-2
m=-1
m=0
S=3
(a) (b)
FIG. 2. Dynamics in a spin-models with dipolar long-range interactions computed from ED (solid lines) and GDTWA (dots).
Shown are the evolutions of the averaged populations in different Zeeman levels. (a) Spin-3 (Cr) atoms on a 2 × 2 × 2 cubic
lattice. The initial state is a spin coherent state polarized along x (θ = pi/2, quantization axis along z). (b) Population dynamics
in the four most populated Zeeman levels for a 1D chain of spin-19/2 (Er) atoms, with θi,j ≡ pi/2 and N = 5. Here, the initial
state of each atom i is a coherent superposition of two Zeeman levels: |ψ〉i =
√
0.85 |m = −9/2〉+√0.15 |m = −19/2〉.
nontrivial Gell-Mann matrices:
Λ1 =
 0 1√2 01√
2
0 0
0 0 0
 Λ2 =
 0 0 1√20 0 0
1√
2
0 0

Λ3 =
0 0 00 0 1√
2
0 1√
2
0
 Λ4 =
 0 − i√2 0i√
2
0 0
0 0 0

Λ5 =
 0 0 − i√20 0 0
i√
2
0 0
 Λ6 =
0 0 00 0 − i√
2
0 i√
2
0

Λ7 =
 1√2 0 00 − 1√
2
0
0 0 0
 Λ8 =

1√
6
0 0
0 1√
6
0
0 0 −
√
2
3
 .
(20)
An initially polarized state |+1〉, can now be represented
via probabilities for eigenvalues of Λ1,2,...8. Specifically,
with 1/2 probability one chooses λ1, λ2, λ4, λ5 at value
1/
√
2, and with 1/2 probability one chooses the value
−1/√2. In the following, we denote this as λ1,2,4,5 =
{−1/√2, 1/√2}, with probability p1,2,4,5 = {0.5, 0.5}.
Then, further we have fixed λ3,6 = 0 with p3,6 = 1,
λ7 = 1/
√
2 with p7 = 1, and λ8 = 1/
√
6 with p8 = 1
(See Fig. 1 for an illustration of this distribution).
While the initial states discussed above are still spin
coherent states, the state |0〉, however, is an example
of a state that cannot be represented with the conven-
tional Gaussian TWA approach. In the GDTWA it
can be easily simulated with λ1,3,4,6 = {−1/
√
2, 1/
√
2},
p1,3,4,6 = {0.5, 0.5}, λ2,5 = 0, p2,5 = 1, λ7 = −1/
√
2,
p7 = 1, and λ8 = 1/
√
6, p8 = 1.
III. COMPARISON WITH EXACT
DIAGONALIZATION
We now proceed to benchmark the validity of the
GDTWA by comparison with the dynamics obtained
from numerical exact diagonalization (ED). Specifically,
we will consider the dynamics induced by dipolar inter-
actions, which are currently investigated in a variety of
experimental platforms, including polar molecules [52],
magnetic atoms [29, 34], NV centers [53], etc. The Hamil-
tonian for such systems can be written in the form of an
anisotropic XXZ spin model:
Hˆdd =
1
2
∑
i,j 6=i
Vi,j [Sˆ
i
zSˆ
j
z −
1
2
(SˆixSˆ
j
x + Sˆ
i
ySˆ
j
y)], (21)
where Vi,j = Vdd(1 − 3 cos2 θi,j)/r3i,j is the strength of
the interaction between two atoms i and j, whose dis-
tance is ri,j and θi,j is the angle between the vector
ri,j and the dipole orientation typically set by an ex-
ternal quantization field. For magnetic atoms such as
chromium (S = 3) and erbium (S = 19/2 for fermions,
and S = 6 for bosons), Vdd = µ0(µBg)
2/4pi, with µ0 the
magnetic permeability of vacuum, µB the Bohr magne-
ton, and g the Lande´ g-factor. For convenience, we define
a bare dipolar interaction strength V = Vdd/d
3, with d
the smallest spacing between different lattice sites.
Spin-level Populations: An appealing property of
magnetic atoms is their sizable spin, which by itself is
responsible for enhanced dipolar interactions. A large
spin provides a great degree of tunability through the
control of the various multiple internal spin states. In
recent experiments the spin dynamics has been activated
by preparing two types of initial states: i) a spin coherent
state of atoms [17, 29] |ψ(t = 0)〉 = ⊗j exp(iθSˆjy) |−S〉j ,
with θ ∈ [0, pi] the tipping angle, or ii) all atoms in
the same Zeeman level [31–34] |ψ(t = 0)〉 = ⊗j |m0〉j ,
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FIG. 3. Evolution of the second Renyi entropy of a single spin density matrix ρˆc computed with ED (solid lines) and GDTWA
(dots), corresponding to the population dynamics shown in Fig. 2. (a) S = 3, and ρˆc corresponds to a spin on the edge of the
2× 2× 2 cube. (b) S = 19/2, and ρˆc is for the central spin in the chain. The initial conditions are the same as those used in
Fig. 2 for S = 3 and S = 19/2, respectively.
where m0 = −S,−S + 1, . . . , S, and j = 1, 2, . . . , N la-
bels atoms (see also A for discussions on initial states in
GDTWA). In Fig. 2, we compute the evolution of pop-
ulation in different Zeeman levels m averaged over all
spins, nm(t) = (1/N)
∑
j | 〈ψ(t)|m〉j |2, starting from the
different initial states for both scenarios with S = 3 and
S = 19/2. We compare a simulation using the GDTWA
with the exact ED result. The very good agreement be-
tween GDTWA and ED shows that the GDTWA cap-
tures the dynamics for all Zeeman levels well under dipo-
lar exchange. While, as expected the GDTWA provides
quantitatively exact results for short times, remarkably
it features also qualitatively the long-time behavior well.
Note that an attempt to simulate the population dynam-
ics of Fig. 2 with a TWA approach with Gaussian sam-
pling of three spin-variables leads to unphysical results
as shown in B.
Single-spin Density Matrix: In addition to Zee-
man level populations and spin projections 〈Sˆix,y,z〉, the
GDTWA also provides access to all other elements of
any single-spin density matrix element. It is important
to note that this cannot be obtained with a conventional
Gaussian sampling. In particular, while in principle a
state-tomography can also be performed from combina-
tions of expectation values of powers of spin operators,
the Gaussian sampling does not properly account for high
order moments. For example, in the case of a spin co-
herent state along the z-axis the Gaussian sampling pro-
vides incorrect results for expectation values 〈Sˆnx,y〉 with
n > 3. This implies that for models with S > 3/2, a
state tomography leads to significant errors for density
matrix elements, already in the initial state (see B). In
the GDTWA, the ability to predict all density matrix ele-
ments allows us to compute entanglement measures such
as the Renyi entropy for a single spin in the coupled sys-
tem, Scα = 11−α log2Tr[ρˆαc ], where ρˆc is the reduced density
matrix of a single spin c, and α ≥ 0. In Fig. 3, we com-
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FIG. 4. Evolution of the quantum spin squeezing parameter
ξ2R from Eq. (22) calculated with ED (solid line) and GDTWA
(dots). The system is a 1D chain with N = 8 atoms with spin
S = 2 and with dipolar interactions (dipole orientation per-
pendicular to the chain). The initial state is a spin coherent
state polarized along the chain direction, i.e. of type i) with
θ = pi/2. The GDTWA captures the interaction induced spin-
squeezing (ξR < 1) nearly perfectly.
pare the evolution of the second Renyi entropy (α = 2)
computed with GDTWA and ED for the same scenarios
as in Fig. 2. For both initial states, with S = 3 and
S = 19/2 respectively, we find excellent agreement for
all timescales. Note that in C, we provide further com-
parisons for type i) initial state with different θ to better
analyze the validity of the GDTWA. There we observe
that the GDTWA can provide nearly exact predictions,
especially in cases where the system quickly reaches a
steady state with high local entropy. Nevertheless, devi-
ations from the exact Renyi entropy evolution are seen
at low angles (θ → 0). This is an interesting observation
that needs further investigation given that the θ → 0
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FIG. 5. (a) Redistribution of population among Zeeman levels for S = 3. The magenta line denotes a contour at 0.05.
The inset illustrates the propagation of population to adjacent internal levels, due to the dipolar exchange term Sˆ+i Sˆ
−
j . (b)
Dynamics of population on the initial Zeeman level m0 = 0, under dipolar interactions for various atomic species with increasing
S = 1, . . . , 6 (from top to bottom). The inset shows the dynamics in log-log scale, with the vertical axis showing the offset
from 1/(2S + 1), i.e., the thermal prediction. The cyan dotted line shows the scaling ∝ 1/t2. (c) (d) Long time population
distribution on 2S + 1 atomic states for integer and half-integer S, respectively, where the solid lines indicate the prediction
from a thermal ensemble, and the dots are the long time values calculated with GDTWA. For all panels we use a 3D lattice of
size 6× 6× 6 and dipoles are aligned along z.
limit is where a simple mean-field treatment is enough to
accurately reproduce the short time dynamics.
Spin Squeezing: In a many-body system, interactions
can generate quantum spin squeezing, which can funda-
mentally improve measurement precision [54–56]. Spin
squeezing is of interest to many current experiments [25,
57–59]. Here we demonstrate that the GDTWA is also
applicable for studying such a phenomenon. In partic-
ular, we study the spin squeezing parameter first intro-
duced by Wineland et al. as a measure of phase sensitiv-
ity [60, 61],
ξ2R =
2NSmin[∆S2⊥]
|~S|2 , (22)
where ∆S2⊥ = 〈Sˆ2⊥〉−〈Sˆ⊥〉2 is the variance measured per-
pendicular to the collective spin ~S direction, and |~S| =√
〈Sˆx〉2 + 〈Sˆy〉2 + 〈Sˆz〉2 is the length of the collective
spin. As indicated by this definition, the spin squeezing
parameter involves quantum correlations among many
atoms. For a spin coherent state, ∆S2⊥ = NS/2, ξ
2
R = 1.
On the other hand ξ2R < 1 implies reduced phase noise.
As shown in Fig. 4, the result obtained with GDTWA
again agrees almost perfectly with those obtained from
ED. Note that compared to Eq. (18), here we use a
slightly modified method to compute collective spin-
observables such as 〈(Sˆx)2〉. In various benchmark sit-
uations we find that this modified procedure provides
much more precise predictions for the spin-squeezing
than Eq. (18). We discuss this in D.
IV. SPIN DYNAMICS IN MANY-BODY
SYSTEMS
While the system sizes accessible with ED are remark-
ably small for large S, the GDTWA enables us to over-
come this limitation and to perform investigations of spin
dynamics in large ensembles with large S. This capability
is very important to quantitatively perform comparisons
to experiments, in particular in the presence of collective
behaviors, where finite size effects matter. In the follow-
ing sections we will employ the GDTWA to obtain new
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FIG. 6. Evolution of second Renyi entropy for a single spin
density martix ρˆc computed for the evolution of Fig. 5(b).
For ρˆc we choose a central spin in the cube, and the dotted
lines indicates the values of maximum entropy, i.e. maximum
bi-partite entanglement to the other spins.
insight for those systems by studying: time-dependent
re-distribution of populations between Zeeman levels and
resulting quantum thermalization for this observable, the
evolution of entanglement among the dipoles, the evolu-
tion of the contrast of spin coherence, and spin-squeezing.
A. Spreading of Zeeman level populations
Here, we apply the GDTWA approach to study the
spin dynamics in a 3D lattice of dipoles for various S,
with the interaction Hamiltonian given by Eq. (21). We
prepare the system in the type ii) initial state, which is
not an eigenstate of the many-body Hamiltonian Hdd,
and thus the population of the initial Zeeman level will
generally change with time. Specifically, the dipolar ex-
change will lead to a redistribution of population over
all 2S + 1 levels (see Fig. 5(a)). As demonstrated in
Ref. [34], the effective dipolar exchange strength given
by V γ(S,m0) can be used as the characteristic energy
scale of the spin dynamics, with γ(S,m0) given by
γ(S,m0) =
√
f+f−(f+ + 1)(f− + 1), (23)
f± = S ±m0,
where m0 is the initially populated spin level. Corre-
spondingly we define V˜ = V γ(S,m0). As shown in
Fig. 5(b), for various values of S, the initial dynamics
happens at a characteristic rate 1/V˜ .
It is worth to note that for these initial conditions
within a mean-field approximation one observes the spin-
level populations to remain fixed at the initial value with-
out any evolution. Quantum fluctuations of the initial
state are what drives the dynamics in this case and there-
fore need to be accounted for. The GDTWA includes
those initial fluctuations in an exact way and thus can
describe the evolution of the level populations. Note that
these simulations are done for a 3D system with ∼ 200
atoms, which corresponds to a full Hilbert space ∼ 10240
states for S = 6 and is far beyond the capacity of ED.
At long times, when the system thermalizes, the spin
dynamics shows saturation to different values for differ-
ent S. According to the theory of closed system ther-
malization, given e.g. by the Eigenstates Thermaliza-
tion Hypothesis (ETH), it is expected that for a non-
integrable system without disorder [62–65], at long times
the expectation values of local observables can be effec-
tively described by a thermal equilibrium state, ρˆ∞ =
exp(−βHˆT − µSˆz)/Ξ, with Ξ = Tr[exp(−βHˆT − µSˆz)],
HˆT = Hˆdd, and Sˆ
z =
∑
i Sˆ
i
z. The effective inverse tem-
perature β and chemical potential µ are set by the total
energy and magnetization, respectively, which are the
conserved quantities in our problem. Those are deter-
mined by the initial state and conserved under the uni-
tary evolution. In our system, the total energy for the
initial state is E0 =
∑
i,j 6=i Vi,jm
2
0/2. In a high tempera-
ture limit β → 0, energy conservation leads to
β ≈ − 24E0
S2(S + 1)2
∑
i,j 6=i V
2
i,j
. (24)
For a 3D lattice where dipolar interactions vary in sign,
E0 ≈ 0 and thus we take β = 0 in the following. Then µ
can be easily determined from
∑S
m=−Smexp(−µm)/Ξ =
m0, with Ξ =
∑S
m=−S exp(−µm), and we can obtain the
equilibrium population in a spin m state:
nm(∞) = Tr[ρˆ∞nˆm]
Ξ
. (25)
As shown in Fig. 5 (c) and (d), the long-time populations
obtained from the GDTWA agree extremely well with
the quantum thermalization predictions for both integer
and half-integer S. For integer S, an initial state with
m0 = 0 results in equal population on all Zeeman levels
in equilibrium. This is not the case for half-integer spins
where the steady state populations are not equal. The
different steady-state behavior seen in integer and half-
integer spin systems is reminiscent of their different low
energy spectra at equilibrium.
The agreement shown here suggests that in the long-
time limit GDTWA simulations for simple single-spin ob-
servables approach the results expected from closed sys-
tem quantum thermalization, an effect also observed pre-
viously for different initial states for S = 1/2 [48] and
S = 3 [29] models. Note that this implies that in mod-
els which feature quantum thermalization, i.e. in models
which are not many-body localized, and with local ob-
servables that thermalize quickly, the GDTWA can give
accurate predictions for simple observables not only at
short times, but over all relevant timescales.
Furthermore, the knowledge of the equilibrium values
also allows us to use the GDTWA to investigate how
such a quantum system approaches thermalization. Re-
cent works have suggested a power-law relaxation in the
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FIG. 7. (a) Dynamics of spin coherence contrast for various values of S. The geometry of the lattice is the same as in Fig. 5,
but the initial state is a spin coherent state of type i) with θ = pi/2. The cyan dashed line plots Eq. (26). (b) Comparison of
GDTWA (solid lines) and Gaussian TWA (circles) simulations for the evolution of 〈∑j(Sˆjz)n〉/N , with S = 3 and n = 4 and
n = 6.
long-time dynamics [66, 67]. Interestingly, as illustrated
in the inset of Fig. 5 (b), here we observe a power-law de-
cay towards thermalization at long times, which roughly
follows nm0(t) − nm0(∞) ∼ 1/t2, with nm0(t) the popu-
lation on state m0 at time t.
B. Entanglement build-up measured through the
Renyi Entropy
As mentioned in Sec. III, in GDTWA simulations we
can easily compute the second Renyi entropy Sc2 =
− log2 Tr[ρˆ2c ] for a subsystem of a single spin. The en-
tropy is quantifying the purity of the subsystem and thus
provides useful information on the bi-partite entangle-
ment with all other spins, given that the state of the full
system remains a pure state. In Fig. 6 we show the second
Renyi entropy for a single spin during the spin dynam-
ics of Fig. 5(b), with ρˆc chosen as the reduced density
matrix of a central spin in the cube. Since our initial
state is a pure state with Sc2 = 0, an increasing Sc2(t) > 0
indicates a build-up of entanglement in the system. For
all values of S, Sc2 increases quickly at short-times in an
algebraic way. It gradually approaches the maximum sec-
ond Renyi entropy of log2 (2S + 1) which is allowed by
the local Hilbert space size of 2S+1, and which increases
with S. This suggests that, atoms with large S, rather
than behaving more classically, feature richer quantum
effects due to inter-spin entanglement. And since for
dipolar systems, such as the magnetic atoms discussed
above, larger S is associated with a larger net interaction
strength, this also implies a faster generation of entan-
glement in the spin dynamics.
C. Dynamics of contrast and intra-spin correlations
Another useful probe of many-body effects is
the contrast of spin coherence, defined as CS =√
〈Sˆx〉2 + 〈Sˆy〉2/(NS), with Sˆx,y,z = ∑j Sˆx,y,zj . It has
been measured via Ramsey spectroscopy in many experi-
ments [15, 68, 69]. Fig. 7(a) shows the evolution of CS un-
der the dipolar interactions in Hamiltonian (21), starting
from the type i) spin coherent initial state with tipping
angle θ = pi/2. Using a short-time expansion analysis,
we find that the contrast initially decays as [70]
CS(t) ≈ 1− 9S
16N
∑
i,j 6=i
V 2i,jt
2. (26)
Compared with the dynamics discussed in the previous
section, where a larger spin S can provide an enhanced
dipole-dipole interaction ∝ V˜ ∝ S2V , here the contrast
decays slower than the timescale ∝ 1/V˜ . Instead, the
characteristic interaction strength for the contrast dy-
namics is V˜c =
√
SV . This is seen in Fig. 7(a), where as
a function of V˜ct all lines collapse onto a single one for
short times.
As mentioned in Sec. II, such an initial spin state can
also be represented in a conventional Gaussian TWA for
three spin-variables. However, for S > 1/2, quantum
intra-spin correlations can develop [71]. As discussed
in Sec. III, since in a Gaussian TWA only the spin op-
erators Sˆjx,y,z are involved, such intra-spin correlations
generally cannot be well captured. To illustrate this ef-
fect, in Fig. 7(b) we compare the evolution of 〈∑j(Sˆjz)n〉
(n = 4, 6), computed with GDTWA and Gaussian TWA
for three spin-variables. The Gaussian TWA not only
provides incorrect initial values, but also shows an in-
creased deviation as the spin dynamics proceeds.
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FIG. 8. Quantum spin squeezing parameter during the spin
dynamics governed by Hˆdd and for varying S. To reduce
finite-size effect, we consider a 1D chain with various large N
to adjust for a fixed NS = 240. Dipoles are aligned perpen-
dicular to the chain axis (θi,j ≡ pi/2). The initial state is a
spin coherent state polarized along the chain direction, i.e. of
type i) with θ = pi/2.
D. Quantum spin squeezing
Lastly, to further characterize the quantum correla-
tions generated during the dipolar spin dynamics, we
study the spin squeezing parameter ξ2R introduced in
Sec. III for ensembles of spins with various S. It is
straightforward to show that ξ2R ≥ 1/(2NS). Hence, to
make a fair comparison for systems of different spin S,
in Fig. 8, we keep NS constant and calculate ξ2R for var-
ious S. While for S > 1/2 spin squeezing is no longer
an entanglement witness given that part of the contribu-
tions come from intra-spin correlations [71], nevertheless
the calculations do suggest an enhanced phase sensitiv-
ity potentially provided by large S particles. Explicitly,
compared to the conventional spin-1/2 particles, a sys-
tem of S = 2 shows significantly larger spin squeezing
and also the timescale for reaching maximum squeezing
is shortened, which could be a favorable feature in the
presence of dephasing.
V. CONCLUSION AND OUTLOOK
The numerical approach discussed here is capable of
capturing beyond mean-field effects and entanglement
build-up efficiently. For the case of dipolar interactions
presented here we have shown that the GDTWA gives
an excellent approximation for short times and features
correct quantum-thermalization in the long-time limit.
This implies that in models which thermalize, e.g. which
are not many-body localized because of disorder, the
method can give accurate predictions over all time-scales.
The method can be applied to any model consisting
of discrete coupled Hilbert-spaces, such as spin systems
featuring SU(N ) super-exchange interactions [72], the
so called Subir-Ye-Kitaev models [73–75], Bose-Hubbard
models [76], etc. It furthermore allows one to systemati-
cally treat the case where one builds clusters of spin-1/2
particles in order to better account for quantum correla-
tions. By comparing the dynamics obtained for different
cluster sizes, one could benchmark the convergence of the
phase space method in regimes where no other methods
are available for verification. This approach was recently
suggested in Ref. [42], however without utilizing initial
discrete distributions.
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Appendix A: Initial states that can be represented
within the GDTWA
For the time-evolution in our GDTWA ap-
proach, correlations of GGMs such as 〈〈λiµ(0)λjν(0)〉〉,
〈〈λiµ(0)λjν(0)λkκ(0)〉〉 are important. Here, we will show
that for diagonal states the quantum mechanical correla-
tions of the initial state are perfectly reproduced by our
discrete distributions from Eq. (15). Correlations be-
tween sites trivially factorize since we assume a product
state, and the lack of inter-site correlations is correctly
re-produced by our discrete distributions (15), which
also factorize between sites. Here, we thus focus on a
single spin (site indices are dropped for simplicity). By
diagonal state |α0〉 with α0 = 1, 2, . . . ,D, we mean any
eigenstate of the diagonal GGMs defined in Eqs. (10),
which are eigenstates of Sˆz.
We first note that for diagonal states, any power of a
single GGM is fully re-produced by an average over our
distribution since for ρˆ = |α0〉 〈α0|,
Tr
[
ρˆ(Λµ)
nµ
]
= Tr
[
|α0〉 〈α0|
(∑
aµ
aµ |aµ〉 〈aµ|
)nµ]
12
=
∑
aµ
| 〈aµ|α0〉 |2(aµ)nµ
=
∑
aµ
pµ({λµ = aµ})(λµ)nµ = 〈〈(λµ)nµ〉〉,
(A1)
where we used the expansion of the GGM into the or-
thonormal eigenbasis Λµ =
∑
aµ
aµ |aµ〉 〈aµ|. Since the
discrete distributions defined in Eq. (15) are furthermore
independent for different µ, correlations between differ-
ent GGMs always factorize:
〈〈(λ1)n1(λ2)n2 . . . (λD)nD 〉〉 = 〈〈(λ1)n1〉〉〈〈(λ2)n2〉〉
. . . 〈〈(λD)nD 〉〉 (A2)
with arbitrary powers n1, n2, . . . , nD ≥ 0. We will show
that this properties also holds for correlations for the
diagonal quantum state.
We proceed by showing that for µ 6= ν
〈α0| SΛµΛν |α0〉 ≡ 1
2
( 〈α0|ΛµΛν |α0〉+ 〈α0|ΛνΛµ |α0〉 )
= Re 〈α0|ΛµΛν |α0〉
= 〈α0|Λµ |α0〉 〈α0|Λν |α0〉 (A3)
The symmetrization super-operator, S, is necessary since
generally different GGMs cannot be measured simultane-
ously as they do not always commute. Note that (A3) is
always true if |α0〉 is an eigenstate of Λµ and Λν . This is
trivially the case for all diagonal matrices, and therefore
for all diagonal GGMs from Eqs. (10). Moreover, note
that for an arbitrary diagonal state |α0〉 there are only
2(N − 1) GGMs for which |α0〉 is not an eigenstate,
Rα0ξ ≡
1√
2
( |ξ〉 〈α0|+ |α0〉 〈ξ| ) and
Iα0ξ ≡
1√
2i
( |ξ〉 〈α0| − |α0〉 〈ξ| ). (A4)
with ξ = 1, 2, . . . , α0 − 1, α0 + 1, . . . ,N . For all other
off-diagonal GGMs, |α0〉 is an eigenstate with zero eigen-
value. We therefore have to only show that Eq. (A3)
also holds if at least one of the matrices Λµ and Λν is
from Eqs. (A4). It is straightforward to compute that
for µ 6= ν
〈α0| Λ˜µRα0ξ |α0〉 = 0 = 〈α0| Λ˜µ |α0〉 〈α0|Rα0ξ |α0〉
(A5)
〈α0| Λ˜µIα0ξ |α0〉 = 0 = 〈α0| Λ˜µ |α0〉 〈α0| Iα0ξ |α0〉
(A6)
〈α0|Rα0ξ Iα0η |α0〉 = 0 = 〈α0|Rα0ξ |α0〉 〈α0| Iα0η |α0〉
for η 6= ξ (A7)
Re 〈α0|Rα0ξ Iα0ξ |α0〉 = Re
(
1
2i
)
= 0 = 〈α0|Rα0ξ |α0〉 〈α0| Iα0η |α0〉 ,
(A8)
where Λ˜µ is any GGM not from (A4). Therefore, (A3) is
correct. Additionally, we can use the fact that any power
of a GGM from Eqs. (8), Eqs. (9), and Eqs. (10) is either
a diagonal matrix and trivially has |α0〉 as eigenstate, or
it is proportional to itself, therefore also (µ 6= ν)
〈α0| S(Λµ)nµ(Λν)nν |α0〉 = 〈α0| (Λµ)nµ |α0〉 〈α0| (Λν)nν |α0〉
(A9)
holds for arbitrary integer powers of nµ and nν .
Lastly, it’s straightforward to see that the pairwise
property (A9) also leads to a factorization of any other
symmetrized product of multiple GGMs. To realize this,
consider that
〈α0| (Λµ)nµ(Λν)nν (Λκ)nκ |α0〉 ∝ 〈α0|Λξ(Λκ)nκ |α0〉 .
(A10)
Here we used the group property of the GGMs, i.e. that
the product of any number of GGMs is again proportional
to some other GGM, Λξ. If Λξ commutes with (Λκ)
nκ
we do not need to symmetrize, otherwise κ 6= ξ and we
can again use Eq. (A9) to see that 〈α0| SΛξ(Λκ)nκ |α0〉
factorizes. From a repeated application of this argument
it follows that
〈α0| S(Λ1)n1(Λ2)n2 . . . (ΛD)nD |α0〉
= 〈α0| (Λ1)n1 |α0〉 〈α0| (Λ2)n2 |α0〉
× 〈α0| (ΛD)nD |α0〉 . (A11)
In particular, for states |ψ〉 that are not diagonal, but
can be obtained from a diagonal state via any single-
site unitary transformation (Uˆ†Uˆ = 1), |ψ〉 = Uˆ |α〉,
we can transform the Hamiltonian into the rotated basis
Hˆ ′ = Uˆ†HˆUˆ , and then obtain the equations of motion
for GGMs in a similar way as Eq. (14), with Hˆ replaced
by Hˆ ′. The dynamics of an observable of interest Oˆ can
the be found from evaluating Oˆ′ = Uˆ†OˆUˆ . Since in this
rotated basis the initial state becomes diagonal, the ex-
pectation values of Oˆ′ can be correctly described with the
discrete sampling, and thus 〈ψ| Oˆ |ψ〉 in the original basis
can be obtained. For the type i) initial states (used in the
main text) with arbitrary θ, we can use Uˆ = eiθSˆ
y
and
perform sampling in the rotated basis with initial state
|−S〉. For initial states that are a coherent superposi-
tion of several Zeeman levels, |ψ〉 = ∑m cm |m〉, with
m = −S,−S + 1, ...S, cm real numbers and
∑
m c
2
m =
1, the unitary transformation can be constructed from
Uˆ =
∏S
m=−S+1 e
−iarcsin[cm/
√
1−∑m+1
m′=S c
2
m′ ]Aˆ−S,m , with
Aˆ−S,m = |−S〉 〈m|+ |m〉 〈−S| hermitian operators. The
type ii) initial states considered in the main text con-
stitute a special case in this category. In the case that
initial states vary among particles, the overall transfor-
mation can be straightforwardly constructed accounting
for spatial inhomogeneities: UˆN = ⊗jUˆj with Uˆ†j Uˆj = 1j .
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FIG. 9. The populations of Zeeman levels for an x polarized spin coherent state, | 〈→ |m〉 |2, computed from both the exact
quantum state and a Gaussian approximation to the spin coherent state. For S ≥ 2 the Gaussian approximation clearly fails.
Appendix B: Failure of state-tomography for
Gaussian states
Let’s take a Gaussian state polarized along the x-axis,
following from a pi/2 rotation of the state from Eq. (5)
(site index dropped):
W (Sx, Sy, Sz) =
1
piS
e−[S
2
y+S
2
z ]/Sδ(Sx − S), (B1)
This Gaussian distribution only reproduces the mean
and the variance of the spin-operators correctly, but not
the higher moments Snz =
∫∞
−∞ dSW (Sx, Sy, Sz)S
n
z , with
n > 3. For example, the first 4 moments of the z compo-
nent are S0z = 1, S
1
z = 0, S
2
z = S/2, S
3
z = 0, S
4
z = 3S
2/4.
In contrast, the exact quantum mechanical spin coherent
state is
|→〉 = 1√
22S
2S∑
i=0
√(
2S
i
)
|i− S〉 (B2)
and gives rise to moments distributed according to a bi-
nomial distribution. In particular, the exact 4-th mo-
ment is 〈→| Sˆ4z |→〉 = 3S2/4 − S/4 and differs from the
Gaussian one by S/4.
The differences in the higher order moments has pro-
found consequences when performing a state-tomography
for large spin density matrices. For example, the diago-
nal density matrix elements (i.e. the populations) can be
expressed by powers of the spin-z matrix. In the follow-
ing let’s take as an example the “central” Zeeman state
mc = 0 (S even) or mc = +1/2 (S odd). Then it is
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FIG. 10. Same simulation as in Fig. 2(a) (S = 3). Here we compare a TWA simulation with a continuous Gaussian sampling
for the three spin-variables (dots) with ED (lines). While the continuous Gaussian approach can capture the evolution of the
spin-variables very well (a) (shown:
∑
j〈Sˆxj 〉/N), the evolution of Zeeman level populations (b) [obtained from state tomography
via expectation values for (Sˆzj )
2, (Sˆzj )
3, etc.] leads to wrong, even unphysical results.
straightforward to see that
S =
1
2
: |mc〉 〈mc| = 1
2
Sˆ0z + Sˆz (B3)
S = 1 : |mc〉 〈mc| = Sˆ0z − Sˆ2z (B4)
S =
3
2
: |mc〉 〈mc| = 9
16
Sˆ0z +
9
8
Sˆ1z −
1
4
Sˆ2z −
1
2
Sˆ3z (B5)
S = 2 : |mc〉 〈mc| = Sˆ0z −
5
4
Sˆ2z +
1
4
Sˆ4z . (B6)
We see that for S ≥ 2 the 4th order moment starts to
play a role if we want to evaluate the expectation values
for the Sˆnz operators from a probability distribution. In
particular, assuming that we choose a Gaussian distribu-
tion, then for S = 2
| 〈mc| →〉 |2 ≈ S0z −
5
4
S2z +
1
4
S4z =
1
2
, (B7)
while the exact population of the state |mc〉 is
| 〈mc| →〉 |2 = 3
8
. (B8)
This difference is significant and it does not vanish with
increasing spin. Fig. 9 demonstrates the failure of the
Gaussian sampling for obtaining Zeeman level popula-
tions for various S ≥ 2. Especially, the large integer spin
cases are very badly re-produced by a Gaussian distri-
bution. In general, this shows that already the diagonal
elements are not faithfully reproduced from a Gaussian
sampling for an initial state, and the same arguments
also hold for off-diagonal density-matrix terms, which
in the case of S ≥ 2 will require expectation values of
Sˆ≥4x , Sˆ
≥4
y . Note that in contrast, our discrete distribu-
tion for diagonal states (including spin coherent states)
is exact and provides correct predictions for moments of
all orders (see A).
Consequently, also an attempt to simulate the time-
evolution of Zeeman level populations using the state-
tomography from expectation values of powers of Sˆzj gives
wrong results for S ≥ 2 as demonstrated in Fig. 10.
There we perform the same simulation as in Fig. 2(a).
The Gaussian sampling for the three spin-variables can
reproduce results for dynamics of the spin-components
very well (shown here:
∑
j〈Sˆjx〉/N). In contrast, here
the time-dependence of the populations has to be con-
structed from the time-dependent evolution of observ-
ables corresponding to the powers (Sˆzj )
η via expansions
such as (B6). While already the initial value for the pow-
ers with η > 3 are badly reproduced (Fig. 9), the sub-
sequent time-evolution then gives rise to even unphysical
evolution of populations, reaching negative values or val-
ues larger than one already at short times. Note that the
inital state of Fig. 2(b) cannot be described by a Gaus-
sian distribution.
Appendix C: Renyi entropy for smaller tipping
angles (θ < pi/2)
In Fig. 3(a) we have shown that for S = 3 and tipping
angle θ = pi/2 the GDTWA approach captures the sec-
ond Renyi entropy nearly perfectly. Here to further show
the validity of our approach, we provide results for sev-
eral other tipping angles in Fig. 11. Except for θ = 0.2pi,
these comparisons show a good agreement between the
GDTWA and ED, suggesting that generally for θ not too
small, the GDTWA approach works well for calculating
the second Renyi entropy. Surprisingly, in the small θ
case, in which even a pure mean-field simulations be-
comes valid to describe the short time dynamics, due to
generally small build-up of entanglement, the GDTWA
shows some intrinsic production of entanglement which
is unphysical. We attribute this to some incorrect cor-
relation build-up in higher-order correlations, which are
incorrectly captured due to the TWA being a lowest or-
der expansion (in ~). Indeed this is corroborated by
Fig. 11(b), where we show the case of θ = 0. Quantum
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FIG. 11. (a) Second Renyi entropy obtained with GDTWA (dots) and ED (solid lines). The same parameters as in Fig. 3(a)
are used. Here we consider tipping angles θ = 0.2pi, θ = 0.3pi and θ = 0.4pi. (b) Case of θ = 0 on a double-logarithmic scale.
Here, ED shows always zero entropy.
FIG. 12. Spin squeezing parameter calculated with Eq. (D5)
(dots) and Eq. (D4) (dashed line), and the comparion with
ED (blue solid line). The parameters are the same as in Fig. 4.
mechanically, one would not expect any dynamics in this
case, since the initial state is an eigenstate of the Hamil-
tonian. However, the GDTWA still shows some dynam-
ics. The deviation (difference with zero Renyi entropy)
grows initially ∝ (V t)4, which indicates that higher or-
der corrections to the GDTWA are relevant. It is again
worth pointing out, that nevertheless in the case of large
entanglement build-up, these corrections seem to con-
tribute only a relatively minor correction. This means
that specifically in the regime where mean-field simula-
tions fail, the GDTWA can provide very good estima-
tions.
Appendix D: Calculating spin squeezing in the
GDTWA
To calculate the spin squeezing parameter ξ2R, we need
to evaluate the expectation value of linear and quadratic
operators such as Sˆx and (Sˆx)2. In the GDTWA, we
first evaluate the expansion coefficients for the general
operators in the GGM basis [Eq. (17)]:
Sˆx =
∑
i
Sˆxi =
∑
i,µ
ciµΛ
i
µ (D1)
(Sˆx)2 =
∑
i
(Sˆix)
2 +
∑
i,j 6=i
SˆixSˆ
j
x
=
∑
i
∑
ν
diνΛ
i
µ +
∑
i,j 6=i
∑
µ,ν
ciµc
j
νΛ
i
µΛ
j
ν . (D2)
Then, we approximate the quantum expectation values
from averages over the classical trajectories: [Eq. (18)]:
〈Sˆx〉 ≈
∑
i,µ
ciµ〈〈λiµ(t)〉〉 (D3)
〈(Sˆx)2〉 ≈
∑
i
∑
ν
diν〈〈λiµ(t)〉〉+
∑
i,j 6=i
∑
µ,ν
ciµc
j
ν〈〈λiµ(t)λjν(t)〉〉.
(D4)
Alternatively, in the expansion of (Sˆx)2 in Eq. (D2) one
could also ignore the distinct treatment given to the di-
agonal terms, and instead compute the expectation value
〈(Sˆx)2〉 as
〈(Sˆx)2〉 ≈
∑
i,j
∑
µ,ν
ciµc
j
ν〈〈λiµ(t)λjν(t)〉〉. (D5)
In principle the first term in Eq. (D4) takes the single-
spin part of the collective observable into account more
precisely. Note, e.g. that for S = 1/2 it correctly repro-
duces the constant value for 〈σˆ2x〉 = 〈1〉 = 1. Neverthe-
less, by comparisons with ED calculations, we find that in
practice, especially for finite range interactions, Eq. (D5)
describes the evolution of ξ2R quantitatively better than
Eq. (D4). This is illustrated in Fig. 12, where a com-
parison with ED shows a nearly perfect agreement using
Eq. (D5), while a clear deviation on the logarithmic scale
is visible when using Eq. (D4). Therefore, in the main
text we adopted Eq. (D5) for evaluating spin squeezing.
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