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We clarify novel forms of scaling functions of conductance, critical conductance distribution and
localization length in a disorder-driven quantum phase transition between band insulator and Weyl
semimetal phases. Quantum criticality of the phase transition is controlled by a clean-limit fixed
point with spatially anisotropic scale invariance. We argue that the anisotropic scale invariance
is reflected on unconventional scaling function forms in the quantum phase transition. We verify
the proposed scaling function forms in terms of transfer-matrix calculations of conductance and
localization length in a tight-binding model.
Scaling theories play a central role in the studies of An-
derson localization [1, 2] as well as other disorder-driven
quantum phase transitions. Inspired by the finite size
scaling theory by the gang of four [3], scaling theories
of localization length [4, 5], and conductance [6, 7] have
been developed and become the core of our current un-
derstandings of the localization phenomena. The theories
facilitate numerical studies of the phenomena, that estab-
lish a rich variety of the universality classes [8–12]. All
the Wigner-Dyson universality classes are characterized
and distinguished from one another by critical and dy-
namical exponents, and critical conductance distribution
(CCD) [13–16]. Meanwhile, all of them obey the similar
scaling functions;
Q(L,m,∆1,∆2, · · · ) = FQ(mνL,m|y1|∆1, · · · ). (1)
Here Q is a (properly normalized) dimensionless physical
quantity, L is a linear dimension of the system size, m is a
relevant scaling variable with its scaling dimension ν, and
∆j (j = 1, 2, · · · ) is an irrelevant scaling variable with
negative scaling dimension yj . Naturally one may raise
a question by asking “Is there any new disorder-driven
quantum phase transition that obeys different forms of
scaling functions ?”
In this rapid communication, we answer this question
affirmatively, by investigating quantum criticality of a
disorder-driven phase transition between band insulator
(BI) and Weyl semimetal (WSM) phases. We clarify
novel forms of scaling functions of conductance, CCD
and localization length such as in Eqs. (5), (10), (11),
(12), and (13). The criticality of the BI-WSM transition
is controlled by a fixed point in the clean limit that has
spatially anisotropic scale invariant property [17–23]. We
show that the anisotropic scale invariance results in un-
conventional forms of scaling functions for conductance,
CCD and localization length in the disorder-driven BI-
WSM quantum phase transition. Based on numerical
simulations on a lattice model with disorders, we demon-
strate the validity of the proposed scaling properties.
Weyl semimetal (WSM) is a class of three-dimensional
semimetal that has a band touching point with linear dis-
persions along all the three directions (‘Weyl node’) [24–
28]. The Nielsen-Ninomiya theorem dictates that two
band touching points with the linear dispersions must
appear in a pair in the first Brillouin zone. When a pair
of two Weyl nodes annihilate with each other, the sys-
tem undergoes a quantum phase transition from WSM
to BI phases. The phase transition is described by an
effective continuum model with a magnetic dipole in the
momentum space [18, 20–22],
Heff =
∫
d2x⊥dz ψ†(x)
{
iv
(
∂xσx + ∂yσy
)
− ((−i)2b2∂2z −m)σz}ψ(x), (2)
with x⊥ ≡ (x, y) and x ≡ (x⊥, z). σµ (µ = x, y, z) are
2 × 2 Pauli matrices. For positive m (WSM phase),
the electronic system at E = 0 has a pair of Weyl
nodes with the opposite magnetic monopole charges at
kMM = (0, 0,±
√
m/b2); ‘magnetic dipole’ in the momen-
tum space. For negative m (BI phase), the system has an
energy gap at the zero energy. Previously, the stability of
the critical point (m = 0) against the Coulomb interac-
tion [18, 20] as well as short-ranged disorder [18, 21, 22]
has been studied. Especially, a tree-level renormalization
group analysis on the continuum model dictates that the
quantum critical point at m = 0 is robust against any
types of short-ranged disorder [18, 20–22, 29–32]. Thus,
small but finite disorder is always renormalized to the
critical point in the clean limit, as long as the disor-
der strength is smaller than a certain critical value ∆c
(Fig. 1). Quantum criticality of the disorder-driven BI-
WSM quantum phase transition at finite ∆ < ∆c is con-
trolled by the clean-limit fixed point at m = ∆ = 0. We
dub the fixed point as ‘FP0’ as in Fig. 1.
The gapless theory at m = ∆ = 0 has a quadratic
dispersion along the dipole (z) direction, while it has lin-
ear dispersions within the perpendicular (xy) directions.
Thereby, the clean-limit fixed point has the following spa-
tially anisotropic scale invariant property;
z′ = b
1
2 z, x′⊥ = bx⊥, (3)
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2with time t′ = b t and the single-particle energy E′ =
b−1E. Hereafter a symbol for the scale change, b ≡
e−dl < 1, counts how many times we carry out a renor-
malization. Quantities with and without prime denote
those after and before the renormalization, respectively.
As we will see below, the anisotropic scaling leads to new
forms of scaling functions for the conductance and local-
ization length at the Weyl nodes (E = 0).
Let us begin with the scaling property of the zero-
energy conductance. According to the anisotropic scal-
ing, the density state per volume ρ(E) scales as ρ′(E′) =
b−(d−
1
2−1)ρ(E) at the fixed point (FP0) [18, 21, 22],
where b−(d−
1
2 ) and b+1 come from Eq. (3) and E′ =
b−1E, respectively. The diffusion constant along the
dipole direction scales as D′z = b
−(1−1)Dz = Dz,
while that along the perpendicular directions scales as
D′⊥ = b
−(1−2)D⊥ [22]. Thus, the Einstein relation,
σµ ≡ e2Dµρ, gives the conductivity scaling at the fixed
point in the clean limit as σ′z = b
−d+ 32σz and σ′⊥ =
b−d+
5
2σ⊥ respectively [22]. With Gz ≡ σzLd−1⊥ /Lz and
G⊥ ≡ σ⊥Ld−3⊥ Lz, one naturally reaches the following
scaling relations of the zero-energy conductances under
the renormalization;
G′µ(L
′
z, L
′
⊥,∆
′,m′) = Gµ(Lz, L⊥,∆,m), (4)
with µ =⊥, z, L′z = b
1
2Lz, L
′
⊥ = bL⊥, ∆
′ = b−y∆∆, and
m′ = b−1m. y∆ is a scaling dimension of the short-ranged
disorder strength ∆ and is negative, y∆ = −d + 52 < 0
(d = 3).
Eq. (4) generates all the scaling properties of the zero-
energy conductances near the BI-WSM phase transition.
We start with tiny m and renormalize many times until
the relevant scaling variable m goes far away from the
critical point, say m′ = 1. Solving b in favor for small m,
we obtain a scaling function of the conductances as,
Gµ(Lz, L⊥,∆,m) = Φµ(m
1
2Lz,mL⊥,m|y∆|∆). (5)
For smaller m, we may replace the third argument by
zero. The conductance scaling function depends on the
linear dimension of system size along the dipole direction
and that along the perpendicular directions with different
exponents in m. This unconventional scaling form comes
from the spatially anisotropic scale invariant property at
the clean-limit fixed point.
To test this scaling function in numerical simulations,
we take a tetragonal geometry, Lx = Ly = L⊥ = ηL2z
with fixed geometric parameter η, to reduce Eq. (5) into
a single parameter scaling form,
Gµ(Lz, L⊥ = ηL2z,∆,m) = φµ(m
1
2Lz; η). (6)
Using the same tetragonal geometry, we numerically cal-
culate the conductances of a tight-binding model for a
layered Chern insulator with disorders [21, 22, 33–35].
In the tight-binding model, we fix a disorder strength
Δ
m
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FIG. 1. (color online) Schematic of the quantum phase transi-
tion between BI and WSM phases. The dark blue arrows de-
note renormalization group (RG) flows [21, 22]. The critical-
ity of the quantum phase transition at finite disorder strength
is controlled by the critical point in the clean limit (‘FP0’ de-
noted by • mark). For the stronger disorder strength side,
the quantum phase transition line is terminated by a quan-
tum critical point (‘FP1’ denoted by ? mark). Inset: a phase
diagram of the tight-binding model for a three-dimensional
layered Chern insulator with disorders [21, 22, 33, 34]. The
disorder strength W and interlayer coupling strength β cor-
respond to ∆ and the effective mass m respectively. The dis-
order strength W as well as the interlayer coupling strength
β drives the quantum phase transition between BI (3D Chern
insulator) and WSM phases. In Figs. 2 and 4, we change the
effective mass m (interlayer coupling strength β) with fixed ∆
(disorder strength W ); dashed red lines with arrow. In Fig. 3,
the system is on the BI-WSM phase transition line. In the
lower panel of Fig. 3, the system is on (or very close to) the
FP1.
W and change an interlayer coupling strength β (inset
of Fig. 1). When the coupling strength exceeds a criti-
cal value βc, the electronic system undergoes the quan-
tum phase transition from BI phase (β < βc) to WSM
phase with a pair of Weyl nodes (β > βc). The same
quantum phase transition can be induced by a change of
the disorder strength W with constant β. Criticality of
the quantum phase transition is controlled by the gap-
less theory in the clean limit, Eq. (2), where δβ = β−βc
is proportional to the effective mass m in Eq. (2). In
the WSM phase, the pair of the Weyl nodes appear at
kMM = (0, 0,±kz,c), where kz,c ∝
√
δβ. In the finite-size
tight-binding model calculation, we choose η = 1/25 and
(Lz, L⊥) = (18, 13), (20, 16), (24, 23), (26, 27), (30, 36),
(32, 41), all of which satisfy Lz = ηL
2
z approximately.
The conductance along the µ direction Gµ is calculated
by the transfer matrix method with the periodic bound-
ary conditions for the transverse directions. For Gx(Gz),
we take 40 (5000) samples to obtain their distribution
functions.
Fig. 2 shows Gx and Gz as a function of δβ · L2z for
the constant W . Almost all the numerical data fit in the
proposed novel single parameter scaling form, Eq. (6).
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FIG. 2. (color online) Gx (upper) and Gz (lower) as a function
of δβ · L2z with the tetragonal geometry (L⊥ = ηL2z with η =
1/25) and different Lz. We take a set of parameters in the
tight-binding model in Refs. [34, 35] as (W,β) = (1, βc + δβ)
with βc = 0.271. The disorder strength W corresponds to ∆
in Fig. 1 and Eq. (6). δβ is proportional to the effective mass
m in Fig. 1 and Eqs. (2) and (6). Insets: Gx (upper) and Gz
(lower) as a function of δβ with different Lz.
Especially, the data with larger system sizes near the
critical point collapse into the form better, indicating
the validity of the single parameter scaling form. The
conductances in the WSM phase side show oscillatory
behaviors as a function of δβL2z. In the WSM phase,
the Weyl points appear at kMM = (0, 0,±kz,c). The
finite-size system with the periodic (fixed) boundary con-
dition can feel these Weyl nodes only when kz,c becomes
equal to 2pi/Lz (pi/Lz) times integer. Thus, the conduc-
tances show peaks when Lzkz,c matches integer times 2pi
(pi) [35]. Since kz,c scales
√
δβ, the conductances show
the oscillatory behaviors as a function of δβL2z. Notice
also that Gz at the critical point takes a vanishingly small
value, while the critical conductance value of Gx is much
larger. The distinction can be attributed to the spatial
anisotropy in the clean-limit fixed point [35].
The critical conductance distribution (CCD) on the
BI-WSM phase boundary also shows an unusual scal-
ing behaviour, when compared to that of conventional
disorder-driven quantum phase transitions [7, 15, 16, 36–
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FIG. 3. (color online) (upper) Critical conductance distribu-
tion ofGx (inset: that ofGz) on the BI-WSM phase boundary.
We take a set of parameters in the tight-binding model [35] as
(W,β) = (1, 0.271) (lower) Critical conductance distributions
ofGx on (or in proximity to) the critical point (‘FP1’ in Fig. 1)
(main) (W,β) = (2.1, 0.338), (inset) (W,β) = (2.45, 0.366).
We use the tetragonal geometry, L⊥ = ηL2z with η = 1/25,
(Lz, L⊥) = (15, 9), (18, 13), (20, 16), (24, 23), (26, 27).
38]. To see this, let us begin with a general scaling re-
lation between two distribution functions of critical con-
ductance, before and after the renormalization;
P ′(Gµ, L′⊥, L
′
z,∆
′,m′) = P (Gµ, L⊥, Lz,∆,m). (7)
Suppose that the criticality of a quantum phase tran-
sition is controlled by a fixed point with finite disorder
strength (∆ = ∆c 6= 0) and with the isotropic scaling
(L′⊥ = bL⊥ and L
′
z = bLz). CCD in such conventional
quantum phase transition point depends only on a system
geometry (L⊥/Lz) and on universal properties encoded
in the fixed point. Namely, after a certain times of the
renormalization, ∆′ and others parameters already get
(close) to a set of values at the fixed point, while L′⊥ and
L′z remain much larger than the lattice constant scale.
Thereby, the right hand side of Eq. (7) is essentially equal
to the left hand side with ∆′ = ∆c 6= 0, where the ratio
L′⊥/L
′
z = L⊥/Lz determines the CCD.
Our numerical simulation (upper panel of Fig. 3) in-
dicates that CCD on the BI-WSM phase boundary es-
sentially takes a form of the delta function, but the dis-
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FIG. 4. (color online) Γx ≡ ξx/L2z as a function of δβL2z
near the BI-WSM phase transition point with ∆ < ∆c. We
take a set of parameters in the tight-binding model [35] as
(W,β) = (1, βc + δβ) with βc = 0.2705 and η = 1/10. δβ is
proportional to the effective mass m defined in Eqs. (2) and
(13). Inset: Γx as a function of δβ with different Lz. An
oscillatory behaviour of ξx as a function of δβ is of the same
origin as that of the conductance in Fig. 2 (see the text).
tribution becomes larger for smaller system. This is an-
ticipated because the criticality of the phase transition
is controlled by a fixed point (FP0) with zero disorder
strength (∆c = 0). Besides, the renormalization needs
to be truncated when either L′⊥ or L
′
z reaches the lattice
constant scale in the l.h.s. of Eq. (7). The truncation
results in larger renormalized disorder ∆′ for smaller L⊥
and Lz.
The BI-WSM phase transition line has an end point
at a finite disorder strength ∆c 6= 0, which we dub ‘FP1’
as in Fig. 1. The critical end point is another scale-
invariant fixed point and has two relevant scaling vari-
ables, δ∆ ≡ ∆ − ∆c and m, and numerous irrelevant
scaling variables. On such a fixed point, the disorder
strength and the effective mass stay at ∆c and 0 respec-
tively, while all the irrelevant scaling variables reduce to
zero after the renormalization. Thus, the CCD calculated
with the tetragonal geometry L⊥ = ηL2z is expected to be
scale invariant for fixed geometric parameter η. To see
the CCD scale invariance at the critical end point, we
calculate the conductance distribution for a number of
different disorder strength W along the BI-WSM phase
transition line. The BI-WSM phase transition line can be
accurately determined by the self-consistent Born calcu-
lation. For a certain disorder strength along the BI-WSM
boundary line, our numerical results indeed observe the
CCD scale-invariant feature (lower panel of Fig. 3) as
well as prominent kink-like features in the critical con-
ductances Gx and Gz [35].
The zero-energy localization lengths at the BI-WSM
phase transition also obey unconventional scaling func-
tion forms. From Eq. (3) at E = 0, we obtain RG scaling
relations of the localization length along the dipole (z)
direction ξz and that along the perpendicular (xy) direc-
tion ξx,
ξ′x(L
′
x, L
′
y, L
′
z,∆
′,m′) = bξx(Lx, Ly, Lz,∆,m), (8)
ξ′z(L
′
x, L
′
y, L
′
z,∆
′,m′) = b
1
2 ξz(Lx, Ly, Lz,∆,m). (9)
For ∆ ≤ ∆c, L′x,y = bLx,y, L′z = b
1
2Lz, ∆
′ = b|y∆|∆,
m′ = b−1m with b < 1. Henceforth, we omit dependences
of the irrelevant parameter ∆. The RG scaling relations
lead to the following scaling forms of ξx and ξz;
ξx(Lx, Ly, Lz,m) = m
−1Ψx(mLx,mLy,m
1
2Lz), (10)
ξz(Lx, Ly, Lz,m) = m
− 12 Ψz(mLx,mLy,m
1
2Lz). (11)
Eq. (11) gives a single-parameter scaling form for the
quasi one-dimensional system (Lx,y = L⊥  Lz) [22];
Γz(Lx = Ly = L⊥,m) ≡ ξz/
√
L⊥ = ψz(mL⊥). (12)
To verify the scaling form of Eq. (10) in terms of the
transfer matrix calculation [4, 5], we set Ly = ηL
2
z and
calculate ξx for very large Lx = 10
5 ∼ 107. For such a ge-
ometry, the localization length normalized by L2z should
show scaling invariance at the BI-WSM phase transition
point (m = 0);
Γx(Ly = ηL
2
z, Lz,m) ≡ ξx/L2z = ψx(m
1
2Lz; η). (13)
To test this single parameter scaling form in the nu-
merics, we take η = 1/10, (Lz, Ly) = (9, 8), (10, 10),
(11, 12), (13, 17), (14, 20), (17, 29), that approximately
satisfy Ly = ηL
2
z. Fig. 4 demonstrates that the Γx with
different Lz near the phase transition point (small δβL
2
z
region) collapse into a single scaling function of mL2z.
In this paper, we clarified novel scaling theories of con-
ductance, CCD and localization length in the quantum
phase transition between three-dimensional BI and WSM
phases. The idea in this paper can be also applied to a
direct phase transition between ordinary band insulator
(OI) and topological insulator (TI) phases [39–41], whose
criticality is controlled by a clean-limit fixed point. The
conductance scaling at the OI-TI phase transition is given
by Eq. (1) with ν = 1, while the CCD on the boundary
line takes a delta function form.
A recent transport experiment discovered a solid-state
material that exhibits continuous BI-WSM phase transi-
tions [42]. Our paper reveals the universal critical proper-
ties of this continuous phase transition through the elec-
tric conductance. The results show that the conductance
at the critical point is scaled by L2z/L⊥: conventionally,
the critical conductance is scaled by Lz/L⊥. Such differ-
ence in the conductance scaling has significant impact on
the transport experiment, compared to mere differences
in the critical exponent.
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6Supplemental Material
TIGHT-BINDING MODEL FOR A LAYERED CHERN INSULATOR WITH DISORDER
In order to test the new scaling functions numerically, we use a two-orbital tight-binding model defined on a cubic
lattice [22, 33, 34]. The model consists of an s orbital and a p = px + ipy orbital on each cubic lattice site (x);
H =
∑
x
{(
s + vs(x)
)
c†x,scx,s +
(
p + vp(x)
)
c†x,pcx,p
}
+
∑
x
{
−
∑
µ=x,y
(
tsc
†
x+eµ,scx,s − tpc†x+eµ,pcx,p
)
+ tsp(c
†
x+ex,p − c†x−ex,p − ic†x+ey,p + ic†x−ey,p) cx,s − t′sc†x+ez,scx,s − t′pc†x+ez,pcx,p + H.c.
}
. (14)
s, p and υs(x), υp(x), are atomic energies for the s, p orbital and on-site disorder potential of the s, p orbital,
respectively. The disorder potentials are uniformly distributed within [−W/2,W/2] with identical probability dis-
tribution. ts, tp, and tsp are intralayer transfer integrals between s orbitals of nearest neighboring two sites, that
between p orbitals, and that between s and p orbitals, respectively, while t′s and t
′
p are interlayer transfer integrals.
eµ (µ = x, y) are primitive translational vectors within a square-lattice plane. ez is a primitive translational vector
connecting neighboring square-lattice layers. In this paper, we take
tp = ts, s = −p = 2ts + 4tsβ,
t′p = −t′s = 2tsβ, tsp =
4ts
3
,
where we change an ‘interlayer coupling strength’ β. The tight-binding model without disorder (W = 0) reduces to
the following 2 by 2 Hamiltonian,
H(k) = a(k) · σ.
Here σ = (σx, σy, σz) are Pauli matrices and
az(k) ≡ 2ts(1 + 2β)− 2ts(cos kxa⊥ + cos kya⊥) + 4tsβ cos kzaz, (15)
ax(k) ≡ −8ts
3
sin kya⊥, ay(k) ≡ −8ts
3
sin kxa⊥. (16)
For later clarity, we made explicit lattice constants of the cubic model along the z-direction az and along the xy
directions a⊥.
For β < 1/4, the electronic system at the half filling (E = 0) is in a 3-dimensional band insulator phase. For β = 1/4,
a pair of Weyl nodes is created at E = 0 at the Γ point. For β > 1/4, the Weyl nodes appear at k = (0, 0,±kz,c) with
cos kz,c = 1/(2β) − 1. This gives out the clean-limit electronic phase diagram as in the inset of Fig. 1 in the main
text. Throughout the paper, the unit of the disorder strength W is taken to be 4ts.
CONDUCTANCE OSCILLATIONS IN WEYL SEMIMETAL PHASES
The two-terminal conductances in the WSM phase side show oscillatory behaviors as a function of δβL2z (Fig. 2 in
the main text). For positive δβ (WSM phase side), the Weyl points appear at kMM = (0, 0,±kz,c). In the following,
we show that the oscillation behaviour of Gz (lower panel of Fig. 2 in the main text) comes from a ‘commensurability
effect’ between pi/Lz and the Weyl node position along the kz-axis, kz,c.
In the transfer-matrix calculation of the two-terminal conductance Gz, two lead Hamiltonians (z < 0 and z > Lz)
are attached to the bulk Hamiltonian (0 < z < Lz). The lead Hamiltonian comprises of L⊥×L⊥ number of decoupled
one-dimensional chains,
Hlead = −t0
∑
x
∑
a=s,p
(
c†x+ez,acx,a + H.c.
)
. (17)
This has 2× L2⊥ number of the zero-energy eigenstates with positive velocity along the z direction. The zero-energy
conductance is calculated from transmission coefficient between the zero-energy eigenstates in the z < 0 region and
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FIG. 5. (color online) Gz as a function of kz,cLz reproduced from the same data stream as in Fig. 2 in the main text. kz,c in
the presence of finite disorder strength is determined by the self-consistent Born calculation. The interval between neighboring
peaks in the plot is around pi.
those in the z > Lz region. Contrary to the large number of the zero-energy eigenstates in the two leads, the bulk
has less than four zero-energy eigenstates. Thereby, most of the zero-energy states injected from the lead regions are
reflected backward at the two contacts. For the bulk wavefunction’s point of view, this situation can be effectively
described by the fixed boundary condition imposed at z = 0 and z = Lz.
The finite-size system with the fixed boundary condition sees the two Weyl nodes only when kz,c becomes equal to
pi/Lz times integer. Thus, the zero-energy conductance along the z direction is expected to show a peak structure
when kz,c · Lz becomes integer times pi. In Fig. 5, we replot the data points of Gz in Fig. 2 in the main text as a
function of kz,c ·Lz. Here kz,c in the presence of finite disorder strength is accurately determined by the self-consistent
Born calculation. In Fig. 5, one can see that peak structures appear when kz,c · Lz = npi (n = 2, 3, 4, 5, · · · ).
MARGINAL SCALING VARIABLES AND CRITICAL CONDUCTANCE
b2 and v in the effective continuum model, Eq. (1) in the main text, do not change under the renormalization. In
other words, ‘FP0’ with different b2 and v comprise a surface of fixed points (‘fixed surface’) in a higher-dimensional
parameter space that includes these two marginal scaling variables (see Fig. 6). The scaling functions of the zero-energy
conductance and localization length depend on these two scaling variables as;
Gµ(L⊥, Lz,m, b2, v,∆, · · · ) = Φµ(mL⊥,m 12Lz, b2, v,m−y∆∆, · · · ), (18)
ξx(Lx, Ly, Lz,m, b2, v,∆, · · · ) = m−1Ψx(mLx,mLy,m 12Lz, b2, v,m−y∆∆, · · · ). (19)
From Eq. (15), one can see that the interlayer coupling strength β changes the effective mass m as well as one of
the two marginal parameters, b2 = 2tsβa
2
z [v does not depend on β; see Eq. (16)]. Thereby, the b2-dependence in
Eqs. (18,19) can result in larger deviations of the data points from the single parameter scaling forms in Figs 2, 4 in
the main text.
The scale-invariant value of critical conductance Gx varies with the disorder strength along the BI-WSM phase
boundary line (see Fig. 7). This is apparently inconsistent with the ∆-dependence proposed in Eqs. (5,6) in the main
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FIG. 6. (color online) Schematic figure that explains how the BI-WSM phase boundary line in the inset of Fig. 1 in the main
text is seen in the three-dimensional parameter space subtended by the disorder strength ∆, and two marginal parameters
b2 and v. The ∆ = 0 plane in the figure is a fixed surface, within which any points do not move under the renormalization.
The blue arrows denote RG flows, connecting the BI-WSM phase boundary line with finite disorders (black solid line) with its
projection onto the fixed surface (red dotted line).
text. The discrepancy can be resolved, once we take into account b2 and v-dependences as in Eqs. (18,19). Namely,
under the renormalization, the critical conductance value on the BI-WSM boundary line with finite disorder ∆ can
be equated to that on its projection line at ∆ = 0 (see Fig. 6);
lim
Lz→+∞
Gµ(L⊥ = ηL2z, Lz,m = 0, b2, v,∆, · · · ) = lim
L′z→+∞
Gµ(L
′
⊥ = ηL
′
z
2
, L′z,m = 0, b2, v,∆ = 0, · · · ). (20)
Here b2 in Eq. (20) is given by the critical interlayer coupling strength βc; Eq. (15) gives b2 = 2ts βc a
2
z. Meanwhile,
the critical interlayer coupling strength changes with the disorder strength (see the inset of Fig. 1 in the main text).
Thus, the left hand side of Eq. (20) can vary with the disorder strength ∆ through the b2-dependence of the right
hand side with b2 = 2ts βc(∆) a
2
z.
The critical conductance value of Gµ is given as a function of the two marginal scaling variables as well as the
geometric parameter η with L⊥ = ηL2z. From the dimensional analysis, the scaling form is given by
lim
Lz→+∞
Gµ(L⊥ = ηL2z, Lz,m = 0, b2, v,∆ = 0, · · · ) = Θµ
(b2ηa⊥
va2z
)
, (21)
where az and a⊥ are lattice constants of the tight-binding model along the dipole (z) direction and the perpendicular
(xy) directions respectively. The scaling function Θµ(x) can be evaluated explicitly. For the zero-energy conductance
along the perpendicular directions (µ = x, y), the function is given by
Θx
(b2ηa⊥
va2z
)
= lim
Lz→+∞
lim
E→+0
e2
~
∑
jy
∑
jz
∫ ∞
0
dkx
2pi
∂Ek
∂kx
δ(E − Ek), (22)
where
Ek ≡
√
b22k
4
z + v
2(k2x + k
2
y), (23)
ky =
2pi
L⊥a⊥
jy, kz =
2pi
Lzaz
jz, L⊥ = ηL2z, (24)
with two integers jy, jz = 0,±1,±2, · · · . Note that there exists a subtlety in the order of the two limits in Eqs. (22),
limE→+0 and limLz→+∞. When we take E to be zero first and then take Lz to be infinite, Eq. (22) reduces to e
2/h
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FIG. 7. (color online) Critical conductance value of Gx (inset: that of Gz) with 10
5 samples as a function of the disorder
strength W along the BI-WSM phase transition line. The BI-WSM phase transition line is accurately determined by the
self-consistent Born calculation.
times a number of those zero-energy eigenstates that carry positive velocities along the x direction. The quantum
critical point of the magnetic dipole model (∆ = m = 0) has only one such zero-energy eigenstate. The quantization in
e2/h is obviously inconsistent with the numerical observations in Fig. 2 in the main text and Fig. 7. The discrepancy
can be resolved, once we reconsider the order of the two limits.
In the transfer-matrix calculation of the two-terminal conductance, a whole system consists of the bulk Hamiltonian
and two lead Hamiltonians that are attached to the bulk. For the lead Hamiltonian, we employ a ‘flux’ model as
in Eq. (17). The zero-energy conductance is calculated from the transmission coefficient between the zero-energy
eigenstates of the lead Hamiltonian in the z < 0 region and those in the z > Lz region. Such zero-energy eigenstates are
not eigenstates of the bulk Hamiltonian. Instead, they are superpositions of those eigenstates of the bulk Hamiltonian
that distribute around E = 0. For such cases, it is more natural taking the two limits simultaneously rather than
taking E to be strictly zero from the outset. For a finite-size system with the tetragonal geometry, the eigen energy
near E = 0 is discretized by either 4pi
2 b2
(Lzaz)2
or 2pi vL⊥a⊥ . We thus set the single particle energy E in Eq. (22) to be
2pi vγ
L⊥a⊥
. Here small γ represents a dimensionless quantity that quantifies nature of the contact between lead and bulk.
Generally, γ is smaller for a better contact.
The critical conductance along the x direction is calculated in this intermediate limit as,
Θx
(b2ηa⊥
va2z
)
= lim
Lz→+∞
e2
~
∑
jy
∑
jz
∫ ∞
0
dkx
2pi
∂Ek
∂kx
δ(E − Ek)|E= 2pivγL⊥a⊥
=
e2
h
√
vγ3a2z
2pib2ηa⊥
√
pi Γ
(
1
4
)
2Γ
(
7
4
) = e2
h
√
vγ3a2z
2pib2ηa⊥
× 3.49 · · · , (25)
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FIG. 8. (color online) Log-Log plot of m−d+
3
2 ρ(E) as a function of m−1E. We take a set of parameters in the tight-binding
model Eq. (14) as (W,β) = (1, 0.271 + δβ) and 0 < δβ < 0.25. δβ is proportional to the effective mass m in Eq. (1) in the
main text. The density of states ρ(E) is calculated in terms of the kernel polynomial expansion method. For data with β
larger/smaller than 0.29, we set the Chebyshev expansion order N to be N = 2000/1500.
where Γ(x) is the Gamma function. The critical conductance along the dipole (z) direction is calculated in the same
limit with E = 2pivδL⊥a⊥ ,
Θz
(b2ηa⊥
va2z
)
= lim
Lz→+∞
e2
~
∑
jx
∑
jy
∫ ∞
0
dkz
2pi
∂Ek
∂kz
δ(E − Ek)|E= 2pivδL⊥a⊥ =
e2
h
piδ2. (26)
Here γ and δ are generally different from each other. Namely, γ characterizes the contact between the lead and
the yz plane of the bulk Hamiltonian Eq. (14), while δ characterizes a contact between the lead with th xy plane
of Eq. (14). For the tight-binding model described above, b2 = 2tsβa
2
z, v =
8ts
3 a⊥, and η = 1/25. This gives
(b2ηa⊥)/(va2z) = 0.81/100 at β = βc = 0.27 · · · . For γ = 0.4 and δ = 0.1, we have
Gx =
e2
h
× 3.91 · · · , Gz = e
2
h
× 0.0314 · · · . (27)
These values are consistent with the order of the critical conductance values shown in Fig. 2 in the main text.
Notice also that Eq. (26) has no explicit b2 dependence. This is consistent with a weak W -dependence of the critical
conductance value Gz along the BI-WSM phase boundary line as in the inset of Fig. 7.
DENSITY OF STATES
According to the preceding theories [21, 22], the density of states at a single-particle energy E follows ρ(E,∆,m) =
md−
3
2 Ω(m−1E) around the BI-WSM phase transition line (d = 3). A universal scaling function Ω(x) vanishes
quadratically in small x region (‘magnetic monopole regime’), while it diverges as x
3
2 in large x region (‘magnetic
dipole regime’). Fig. 8 demonstrates a crossover between these two different critical regions.
