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Abstract
We consider the dual of Theorem 1 from [33], relating closure conditions on subcat-
egories with projectivity classes for collections of discrete cocones. We extend these
results by adding a new operator for closure under domains of epis and show that
this corresponds to taking projectivity classes for cocones with vertex a subobject of
the terminal object. We show that these theorems apply to categories of coalgebras
under reasonable assumptions on the base category and endofunctor. Lastly, we
discuss cofree for V coalgebras in this setting and give examples of so-called Horn
covarieties of coalgebras.
1 Introduction
There has been much work in recent years dualizing the Birkhoﬀ variety the-
orem to yield a covariety theorem for coalgebras. This goal was ﬁrst raised in
[24] and an early result appeared in [36] for coalgebras over Set. Since then,
the co-Birkhoﬀ theorem has been further developed in [21,20,19] for coalge-
bras over Set, and also in [26,27,22,23,4,29] for coalgebras in a more general
setting. (Also, a coalgebraic analogue to the variety theorem has been ex-
plored in [18], but this is an analogue as opposed to a formal dual.) Although
the details may diﬀer somewhat (notably on what a coequation is and what
coequation satisfaction means), the basic covariety theorem is recognizable: A
collection V of coalgebras is closed under images, coproducts and subobjects
iﬀ V is coequationally deﬁnable (whatever that may mean).
In addition, quasi-covariety theorems were explored in many of these ar-
ticles, notably [20,19,26,27,23]. These theorems state an equivalence between
closure of classes of coalgebras under images and coproducts (but not neces-
sarily subobjects) and deﬁnability via implications between coequations (de-
scribed as “modal rules” in [26,27]).
This is a preliminary version. The final version will be published in
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A categorical analysis of the corresponding algebraic theorems goes back
to [12]. There, we ﬁnd an early presentation of Birkhoﬀ’s variety theorem in
a categorical setting. In the classical setting, a set S of equations over a set
X of variables is a relation on UFX, the carrier of the free algebra over X,
as in
S
s1 
s2
UFX.
An algebra A satisﬁes S just in case every algebra homomorphism FX A
equalizes s1 and s2. Equivalently, we may consider the quotient Q of the
adjoint transposes of s1 and s2, as in
FS
FX  Q.
Clearly, A |= S just in case every homomorphism FX A factors through
Q, as shown below.
FS
FX  

Q
A
In categorical terms, then, equation satisfaction is given by injectivity with
respect to some (regular epi) arrow out of a free algebra. This is a central
feature of the approach found in ibid.
The “co-Birkhoﬀ” theorems and their proofs in [27,23] mimic (but dualize)
the Banaschewski and Herrlich approach. The basic notion behind “coequa-
tion satisfaction” in each thesis can be stated in terms of projectivity with
respect to some regular mono into a cofree coalgebra, i.e., coequation satis-
faction is the formal dual of satisfaction of sets of equations.
Note that we refer here to the dual of Birkhoﬀ’s variety theorem and
related theorems, not to the dual of completeness. See [22] for a discussion of
the formal dual of equational completeness.
In a series of articles, [6–9,33,32,10], H. Andre´ka and I. Ne´meti continued
development of injectivity as a kind of generalized equational deﬁnability. The
strength of the approach is particularly striking in [33], in which Ne´meti and
I. Sain give a tightly organized presentation of a number of “Birkhoﬀ-type”
theorems. For our purposes, a Birkhoﬀ-type theorem for a composite X of
closure operators says: Given a class V (typically, of algebras), there is a
collection S of cones such that an object A is in XV iﬀ A is S-injective. See
below for a deﬁnition of S-injective.
We take this as our starting point. In Section 2, we dualize Ne´meti and
Sain’s terminology and present their Theorem 1 (in a simpler, more restrictive
setting), although we omit the proofs. By duality, a co-Birkhoﬀ-type theorem
for a composite X of closure operators is a theorem: For every class V, there
is a collection S of cocones such that for every A, we have A ∈ XV iﬀ A is
S-projective. (Note: the dual of a closure operator 1 P(ObC)  P(ObC) is
1 Throughout, we let P denote the operator taking a class to its collection of subclasses.
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another closure operator on P(ObCop), not an interior operator.) We omit the
development of ﬁnitary varieties found in ibid, as this work does not dualize
easily (we want to avoid discussing the dual of locally presentable categories).
What we present here, then, settles only some of the issues surrounding “co-
Birkhoﬀ-type” theorems; namely we give the “inﬁnitary” theorems. We do
not investigate the notion of ﬁnitely axiomatizable classes of coalgebras.
We go beyond mere dualities in Section 3.1, by incorporating an oper-
ator H− not present in [33]. This operator (closure under domains of H-
morphisms) appears in one guise or another in [21,22,28,34,35]. We show here
that the operator ﬁts in well with the other standard operators. We get six
new co-Birkhoﬀ-type theorems involving H−, the same number as we prove
by duality in Section 2. We also show the relationship between H− and two
other operators, including closure under total relations, and we close with a
short discussion of the corresponding dual Birkhoﬀ-type theorems involving
H−. These Birkhoﬀ-type theorems appear to be new.
In Section 4, we show that, under weak assumptions on C and Γ, the
abstract co-Birkhoﬀ-type theorems from the preceding sections also apply to
the category CΓ of Γ-coalgebras. We follow this with a discussion of cofree
for XV coalgebras for certain compositions X of closure operators and close
with a few examples of so-called Horn covarieties of coalgebras, i.e., classes of
coalgebras closed under images and non-empty coproducts.
Steve Awodey, Bart Jacobs and Alexander Kurz gave advice on the pre-
sentation found here. I also appreciate the anonymous reviewer for [22], who
referred to the work of Andre´ka and Ne´meti. Lastly, but importantly, thanks
to Hajnal Andre´ka for providing copies of the relevant articles.
2 The Nemeti-Sain Theorems
We consider Theorem 1 from [33] in a somewhat more restrictive setting than
they use. In particular, they consider a subtle loosening of the assumption that
C has a factorization system, whereas we do not. At present, our examples
all involve factorization systems, and so allow ourselves the luxury of stronger
assumptions on C.
Let C have coproducts and let 〈H, S〉 be a factorization system for C such
that C is S-well-powered. That is, let H and S be collections 2 of arrows in C
such that:
• Isom ⊆ H ∩ S (the ﬁrst of many abuses of set notation for classes);
• H and S are closed under composition;
• H and S satisfy the diagonal ﬁll-in property, namely, for every commutative
2 When we write “collection”, we allow proper classes.
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square
• e  

•

f
•  m  •
where e ∈ H and m ∈ S, there is a unique arrow f , as shown, making each
triangle commute;
• every arrow f factors as f = m ◦ e, where e ∈ H and m ∈ S;
• (S-well-poweredness) for each C ∈ C, there is a set Sub(C) ⊆ S such that,
for all m :•  C in S, there is an m′ ∈ Sub(C) and an isomorphism k such
that m = m′ ◦ k.
Here and hereafter, we use   to denote arrows in S and   to denote arrows
in H. Note that, since S need not be a collection of monos, the notation
Sub(A) is merely suggestive. The set Sub(A) comes with an evident order ≤,
namely, if P , Q ∈ Sub(A), we say P ≤ Q just in case the S-morphism P  A
factors through the S-morphism Q  A.
Let f :A B be an arrow in C and f = m ◦ e be its 〈H, S〉 factorization.
We denote dom(m) (= cod(e)) by Im(f) (read “image of f”). Note that Im
arises as the left adjoint to the inclusion Sub(B) 
 C/B .
Observe that, since C has coproducts, then Sub(A) has joins. Indeed, if
{fi :Bi  A}i∈I ⊆ Sub(A), then∨
i∈I
fi = Im
(∑
i∈I Bi
[fi] A
)
.
2.1 A cornucopia of closure operators
Given a poset 〈P, ≤〉, a closure operator X is a monad X :〈P, ≤〉 〈P, ≤〉 ,
that is, a monotone, inﬂationary (sometimes called “extensive”), idempotent
map P P . We deﬁne a number of closure operators, P(ObC)  P(ObC)
by
S(V) = {B ∈ C | ∃A ∈ V ∃B  A},
H(V) = {B ∈ C | ∃A ∈ V ∃A  B},
H−(V) = {B ∈ C | ∃A ∈ V ∃B  A},
Σ(V) = {
∑
i∈I
Ai | Ai ∈ V},
Σ+(V) = {
∑
i∈I
Ai | Ai ∈ V and I = ∅}.
We have overloaded the symbols S and H, referring to both certain collections
of arrows and the closure under (co)domains of those collections.
We write X ≤ Y just in case XV ⊆ YV for all V ⊆ C.
If X is a closure operator, we say that V is X -closed just in case V = XV.
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Remark 2.1 Compositions of closure operators are not necessarily closure
operators themselves, since they need not be idempotent. Given two closure
operators X , Y , for the composition XY to be a closure operator, it is neces-
sary and suﬃcient that YX ≤ XY .
Note that if X , Y and XY are closure operators, and W ⊆ ObC, then W
is XY-closed just in case W is X -closed and Y-closed.
See [31] for an extended discussion of compositions of S, H and Σ in
categories of coalgebras over Set.
We will largely ignore the H− operator for now, and include it here only to
ensure that the lemmas which follow are stated with appropriate generality.
See Section 3.1 for discussion of this operator (and the corresponding MH−
and KH− operators, deﬁned below).
We are interested in compositions of H−, S, H, Σ and Σ+ in which the
operators appear in that order. Further, we restrict to those compositions in
which H appears. We use X to range over such compositions. Consequently,
when we write X, we intend that X is one of the compositions in the following
table (unless stated otherwise).
H HΣ+ HΣ SH SHΣ+ SHΣ
H−H H−HΣ+ H−HΣ H−SH H−SHΣ+ H−SHΣ
Note that we ignore the redundant compositions HΣΣ+, etc. Also note that
SHΣ+ is not the same as SHΣ, as evidenced by the fact that the empty class
is SHΣ+-closed.
We restrict to the compositions above as they arise via duality from the
compositions considered in [33, Theorem 1]. We leave open the question
whether some other compositions are deﬁnable by projectivity conditions.
2.2 Satisfaction as projectivity.
Let A ∈ C and f :B C be given. We write A |= f if A is f -projective, i.e.,
if for every g :A C , there is a (not necessarily unique) h :A B such that
f ◦ h = g. More generally, let c = 〈C, {fi :Bi C }i∈I〉 be a cocone on some
diagram {Bi}i∈I for an arbitrary set I. We call such a cocone discrete, since
it is a cocone over a diagram on a small, discrete category (that is, a set). We
say A |= c if, for every g :A C , there is an i ∈ I and a map h :A Bi such
that g = fi ◦ h, that is, if A is projective with respect to the cocone c. In
particular, if I = ∅, then A |= c just in case there is no map A C . If T is
a collection of cocones, we write A |= T (or say that A is T -projective) just
in case A |= c for every c ∈ T . We let Proj(T ) (read the projectivity class for
T ) denote the full subcategory of C consisting of all those objects A such that
A |= T .
Let Cocone(C) denote the collection of discrete cocones of C. That is,
the objects of Cocone(C) are pairs 〈C, {fi :Ci C }i∈I〉. Let Cocone(C, A) be
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the subcategory of Cocone(C) consisting of those cocones rooted at A ∈ C.
Evidently, Proj is a contravariant functor (i.e., order-reversing operator)
P(Cocone(C))  P(Ob(C)).
The formal dual to T -projectivity is T -injectivity. In particular, an object
A in C is S-injective just in case, for every f :C  B in S and every g :C A,
there is an h :B A (an “extension” of g) such that h ◦ f = g. As usual, one
says that C has enough S-injectives just in case for every C ∈ C, there is an
S-morphism C  A for some S-injective A.
We deﬁne the following subclasses of Cocone(C). (For the deﬁnition of
MH−, we assume that C has a terminal object 1.)
MS = {〈C, {fi :Bi C }i∈I〉 | C is S-injective}
MH = {〈C, {fi :Bi  C }i∈I〉 | ∀i ∈ I . fi ∈ S}
MH− = {〈C, {fi :Bi C }i∈I〉 | C ∈ Sub(1)}
MΣ = {〈C, {fi :Bi C }i∈I〉 | card(I) = 1}
MΣ+ = {〈C, {fi :Bi C }i∈I〉 | card(I) ≤ 1}
If X = X1 . . .Xn, we deﬁne MX = MX1 ∩ . . . ∩MXn .
We next deﬁne a family K
X
of contravariant operators taking collections
V of objects of C to collections of cocones of C. More precisely, for each X,
we will deﬁne
K
X
:P(ObC)  P(M
X
).
Given a full subcategory V of C, for each list X, as above, we deﬁne
K
X
V = {c ∈M
X
| V |= c}.
The following theorem shows that a collection V is the projectivity class
for some collection T of cocones (of a particular “kind” X) just in case V is
the projectivity class for K
X
V.
Theorem 2.2 Let V be a full subcategory of C and let X be a list of the
operators above. Then, there is a collection T ⊆M
X
such that V = Proj(T )
just in case V = Proj(K
X
V).
Proof. If V = Proj(K
X
V), then the theorem trivially follows, since K
X
V ⊆
M
X
. Conversely, suppose V = Proj(T ) where T ⊆ M
X
. Then, since T ⊆
K
X
V,
Proj(K
X
V) ⊆ Proj(T ) = V.
✷
2.3 The co-Birkhoﬀ-type theorems
We omit the proof of the following theorem, as it is the straightforward dual
of [33, Theorem 1]. The corollary which follows can also be found there.
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Theorem 2.3 Let C have all coproducts, a factorization system 〈H, S〉 with
S ⊆ Mono and enough S-injectives and, further, that C is S-well-powered.
Then for any X in
{H, HΣ+, HΣ, SH, SHΣ+, SHΣ},
we have Proj(K
X
V) = XV.
Remark 2.4 The assumptions on Theorem 2.3 can be weakened in particular
cases. The assumption that C has all (non-empty, resp.) coproducts is used
only for X ≥ Σ (X ≥ Σ+, resp.). Enough S-injectives is used for those
composites X ≥ S and S ⊆ Mono for those composites not involving S.
Corollary 2.5 Let
X ∈ {H, HΣ+, HΣ, SH, SHΣ+, SHΣ}.
Then X is a closure operator.
Remark 2.6 Ne´meti and Sain prove somewhat more general results in [33].
In particular, they consider an additional operator Z as well, which does not
appear in what follows. It is worthwhile to ask whether this operator leads to
any interesting classes of coalgebras. This question is left for future research.
Example 2.7 Consider the category Set and the full subcategory Setfin of
ﬁnite sets. It is easy to see that Setfin = SHSetfin, where H = Epi and
S = Mono. One can show that Setfin is the projectivity class of the following
cocone. Take the cocone with vertex N and with arrows all of the monic
morphisms n  N . Note that we take all of such monic morphisms and not
just the inclusions n 
 N . It is easy to see that Setfin is the projectivity class
of the resulting cocone.
Remark 2.8 Since Set is regular (that is, since the evident factorization sys-
tem for Set is stable), one sees thatHSSetfin = SHSetfin and hence Setfin can
also be described as the injectivity class of a particular cone. The description
of the cone is left to the interested reader.
3 Behavioral classes
We now extend the previous dualized results of Ne´meti and Sain to consider
the H− operator. This operator and its corresponding cocone operators arise
naturally in a coalgebraic setting, where H−HV closes V under total bisim-
ulations. We start by proving the Birkhoﬀ-type theorems involving the H−
operator. In Section 3.2, we examine two related operators to help motivate
the deﬁnition found here.
Throughout this section, we add an extra assumption regarding our fac-
torization system 〈H, S〉. Namely, we assume that SplitEpi ⊆ H. Note that
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if C has binary products, then the assumption that S ⊆ Mono entails that
H ⊆ Epi and so SplitEpi ⊆ H (see [2, Theorem 14.11]).
We make explicit use of this assumption in Lemma 3.2.
H−-closed collections of coalgebras have previously been discussed in [34],
[35], [21], [18] and [23].
3.1 H− co-Birkhoﬀ-type theorems
Throughout this section, we assume that C satisﬁes the following conditions.
(i) C has all coproducts;
(ii) C has a factorization system 〈H, S〉;
(iii) S ⊆ Mono;
(iv) C has enough S-injectives;
(v) C is S-well-powered;
(vi) SplitEpi ⊆ H;
(vii) C has a terminal object, 1.
of Theorem 2.3. This next lemma is the “easy” direction of the equation
H−XV = Proj(KH−XV).
Lemma 3.1 Let V be a full subcategory of C.
H−XV ⊆ Proj(KH−XV).
Proof. Let A  B be given, B ∈ XV. Then B ∈ Proj(K
X
V). Let c =
〈C, {fi :Ci  C }i∈I〉 be a cocone in KH−XV, so that C ≤ 1, and let f :A C
be given, as shown below.
Ci  C


A
f

1 B

Then, by the diagonal ﬁll-in principle, there is a morphism B C , as shown,
making each triangle in the square commute. Hence, there is a map B Ci ,
for some i ∈ I, as shown, making the corresponding triangle commute and so
f factors through Ci via the composite A  B Ci. ✷
Before continuing to prove the “hard” inclusions, we deﬁne an operator,
FV :C  P(C), by
FVA = {Im(f :B A) | B ∈ V}.
Note that for any V, A, we have V |= 〈A, FVA〉.
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Lemma 3.2 Let V be a full subcategory of C.
Proj(KH−HV) = H−HV
Proof. Proj(KH−HV) ⊇ H−HV by Lemma 3.1.
B

A
 
!A





Im f  C   1
To prove that Proj(KH−HV) ⊆ H−HV, suppose that A |= KH−HV, and let
C = Im(!A), as shown above. Let c = 〈C, FVC〉. Clearly V |= c and so A |= c
as well. Thus, there is some B ∈ V, f :B C such that !A factors through
Im(f), as shown.
Applying the diagonal ﬁll-in principle to the square
A  

C
		
Im(f)  C
we see that Im f  C is a split epi and hence an H-morphism. Thus, C ∈
HHV = HV and so A ∈ H−HV. ✷
We omit the proof of the following lemma, which is a consequence of
Lemma 5 from [33].
Lemma 3.3 For any composition X,
Proj(K
XΣV) = Proj(KXΣV),
Proj(K
XΣ+V) = Proj(KXΣ
+V).
Theorem 3.4 Let V be a full subcategory of C.
Proj(KH−HΣV) = H−HΣV,
Proj(KH−HΣ+V) = H−HΣ+V.
Proof. By Lemmas 3.2 and 3.3. ✷
Lemma 3.5 Let V be a full subcategory of C.
Proj(KH−SHV) = H−SHV.
Proof. It suﬃces to show Proj(KH−SHV) ⊆ H−SHV. Let A |= KH−SHV
and consider
FV1 = { Im(!B)  1 | B ∈ V}.
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Since V |= 〈1, FV1〉, also A |= 〈1, FV1〉. Thus, !A :A 1 factors through
some Im(!B), say, via g, as shown below.
B


 





 Im g

A
!A


g


		

Im(!B)   1
Because Im(!B) ∈ HV, we see Im(g) ∈ SHV. Thus, A ∈ H−SHV. ✷
The following theorem is immediate from Lemmas 3.3 and 3.5.
Theorem 3.6 Let V be a full subcategory of C.
Proj(KH−SHΣV) = H−SHΣV,
Proj(KH−SHΣ+V) = H−SHΣ+V.
We have now proven, in an abstract setting, all of the generalized cova-
riety theorems to be presented in this paper. Namely, we have shown that
Proj(K
X
) = X for every composition X considered herein (as described in
Section 2.1). Note that this entails that each X is a closure operator. Before
turning to interpreting these results in categories of coalgebras, we ﬁrst want
to motivate the deﬁnition of H−.
3.2 H− and related operators
We are reluctant to add to the already long list of operators here, but it is
worthwhile to consider two additional ones on P(ObC) and describe H− in
terms of them. The goal is to motivate the description ofH− as a “behavioral”
operator, at least once we focus on categories of coalgebras. Throughout
the remainder of this section, we assume C has binary products, in order to
facilitate the deﬁnition of S-relation. Note that this entails SplitEpi ⊆ H “for
free.”
Definition 3.7 A triple 〈R, r1 :R A, r2 :R B 〉 is an S-relation on A and
B just in case 〈r1, r2〉 :R A× B is in S. An S-relation 〈R, r1, r2〉 on A and
B is a total S-relation, or just total relation, just in case r1 and r2 are in H.
Let C be an arbitrary category with binary products, V a full subcategory
of C. Deﬁne two functors R and T as follows:
RV = {B ∈ C | ∃A ∈ V ∃ total relation R on A and B},
TV = {B ∈ C | ∃A ∈ V ∃C ∃p :C  B, q :C  A}.
In other words, RV is the least class containing all B which are related by
a total relation to some A ∈ V, while TV is the least class containing all
B where there is a pair of H-maps p :C  B and q :C  A with common
domain and A ∈ V (but not necessarily 〈p, q〉 ∈ S). We may regard TV as
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closure under total multi-relations [16]. The proof of the following lemma is
straightforward.
Lemma 3.8 H−HV = RRV = T TV and if H is stable under pullbacks,
then also H−HV = RV = T V.
3.3 H− dualized
We very brieﬂy consider the dual of H− and injectivity classes as in [33]. Since
the focus of this section is the dual of Section 3.1, we will give few details here.
Let C have a factorization system 〈H, S〉, with H ⊆ Epi, products and an
initial object 0. Further suppose thatC isH-well-co-powered and SplitMono ⊆
S. Deﬁne operators
S+(V) = {B ∈ C | ∃A ∈ V ∃A  B},
P(V) = {
∏
i∈I
Ai | Ai ∈ V},
P+(V) = {
∏
i∈I
Ai | Ai ∈ V and I = ∅}.
The operators P and P+ appear in [33] and elsewhere, of course, but the
operator S+ appears to be new in the context of Birkhoﬀ-type projectivity
theorems. In plain English, S+ is closure of V under codomains of abstract
monos.
For a set T of discrete cones (note: cones, not cocones) in C, we denote
the injectivity class for T by Inj(T ). Deﬁne the following operators taking
subclasses of C to collections of cones.
KHV = {c = 〈C, {fi :C Bi}i〉 | V ⊆ Inj({c}) and C is H-projective}
KSV = {c = 〈C, {fi :C  Bi}i〉 | V ⊆ Inj({c})}
KS+V = {c = 〈C, {fi :C Bi}i〉 | V ⊆ Inj({c}) and ∃0  C }
KPV = {c = 〈C, {fi :C Bi}i〉 | V ⊆ Inj({c}) and card(I) = 1}
KP+V = {c = 〈C, {fi :C Bi}i〉 | V ⊆ Inj({c}) and card(I) ≤ 1}
For composites X = X1 . . .Xn, deﬁne KXV = KX1V ∩ . . . ∩KXnV.
Theorem 1 of ibid states (in part) that for each composite X in
{S, SP+, SP, HS, HSP+,HSP},
we have XV = Inj(K
X
V). Dualizing Section 3.1, we get also that for any X
as above,
S+XV = Inj(KS+XV).
If C is a category of algebras, this says, roughly, that V is closed under
codomains of S-morphisms iﬀ V is deﬁnable by (implications between/Horn
formulas of/etc.) equations with no variables, that is, equations involving
ground terms.
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4 Categories of coalgebras
Up to now, we have been working in an abstract category C, assuming only i -
vii from Section 3.1. Our real aim in this paper is to apply the previous results
to categories of coalgebras. In this section, we show suﬃcient conditions that
ensure a category of coalgebras satisﬁes our assumptions.
The following theorem was ﬁrst proved in [3] for categories of algebras, so
we omit the proof here. A similar theorem (in terms of inclusion systems) is
found in [13].
Theorem 4.1 Suppose that C has a factorization system 〈H, S〉. Suppose,
further, that Γ preserves S (so for each i ∈ S, Γi ∈ S). Then CΓ has a
factorization system 〈U−1H, U−1S〉.
Since U creates coproducts, we see that if Γ preserves S-morphisms, The-
orem 2.3 applies to CΓ for operators X not including the S operator. For
operators SH, SHΣ, SHΣ+, we must ensure that CΓ has enough injectives.
Theorem 4.2 Suppose that C has enough S-injectives and that U :CΓ C
has a right adjoint H :C CΓ . Then CΓ has enough S-injectives.
Indeed, the proof for this proves that for every coalgebra 〈A, α〉, there is
a U−1S-morphism 〈A, α〉  HC , where C is S-injective (and hence HC is
U−1S-injective). Thus, if Γ preserves S-morphisms and U has a right adjoint
H , we can show
SXV = Proj(KSXV),
where
KSV = {c = 〈HC, {fi :〈Bi, βi〉 HC }i∈I〉 | C is S-injective and V |= c}.
In other words, for SXV, it suﬃces to consider cocones with a cofree vertex
(speciﬁcally, cofree over some S-injective).
Clearly, if SplitEpi ⊆ H, then the split epis of CΓ are contained in U−1H.
Also, if C has a terminal object 1, and U has a right adjoint, then H1 is ter-
minal in CΓ. Thus, if Γ preserves S-morphisms and CΓ has cofree coalgebras,
then Theorems 3.4 and 3.6 apply. (More loosely, it suﬃces that CΓ has a ter-
minal object, however it arises, and that Γ preserves S-morphisms.) Hence,
we may apply the results of Section 3.1 to CΓ. Indeed, in many computer
science applications of coalgebras, one is interested just in those classes which
are closed under behavioral equivalence, and Section 3.1 contains the relevant
results for these applications.
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5 Cofree for XV coalgebras
Throughout this section, we restrict our attention to compositions X involving
both H and Σ+ (or Σ). That is, we are interested in compositions
X ∈ {HΣ+, HΣ, SHΣ+, SHΣ, H−HΣ+, H−HΣ, H−SHΣ+, H−SHΣ}.
This allows a simple construction of cocones cXV which suﬃce to deﬁne XV.
Indeed, in this setting, we may focus on cocones with no more than one arrow.
The aim is to construct cofree for XV over C coalgebras, at least for
those C which permit such constructions. We begin by again returning to the
abstract setting and considering full subcategories of arbitrary C satisfying i - v
from Section 3.1. We deﬁne a subcategory W 
 C of C such that XV ⊆W
and furthermore XV forms an S-coreﬂection of W. The construction of
cofree for XV coalgebras can then be viewed as a composition involving this
coreﬂection.
Recall the deﬁnition FVA = {Im(f :B A) | B ∈ V} from Section 3.1.
Deﬁne ∆V :C  P(C) by
∆VA =
∨
FVA.
Deﬁne cV :C  Cocone(C) by
cVB =
{
〈B, {∆VB  B}〉 if FVB = ∅;
〈B, ∅〉 else.
In case FVB = ∅, we denote the S-morphism ∆VB  B by εVB .
Let V ⊆ C and deﬁne
CoRe(V) = {B ∈ C | FVB = ∅}.
That is, CoRe(V) is the set of all B ∈ C such that there is some A ∈ V and
arrow A B in C. Clearly, V is a subcategory of CoRe(V). Also, if 0 ∈ V
(say, if V = ΣV), then CoRe(V) = C. In this case, as the next theorem
shows, V is an S-coreﬂective subcategory of C. Indeed, if V is closed under
isomorphisms, then V = HΣV iﬀ V is a S-coreﬂective subcategory of C.
Theorem 5.1 The inclusion XV 
  CoRe(XV) has right adjoint ∆XV, with
counit εXV. In particular, XV 
  CoRe(XV) is an S-coreﬂection, in the
sense that each component of the counit εXV is in S.
Proof. For any B ∈ CoRe(XV), we have ∆XVB ∈ HΣ+XV = XV, so
∆XV is indeed a functor CoRe(XV) XV as desired. It is straightforward
to conﬁrm that εXV satisﬁes the universal mapping property for counits. ✷
Finally, we return to the setting CΓ, where Γ preserves S-morphisms and
U :CΓ C has a right adjoint H :C CΓ . First, we deﬁne cofree for V over
C coalgebras and then apply the previous construction to CΓ.
104
Hughes
Definition 5.2 Let 〈A, α〉 ∈ CΓ and p :A C be given and let V be a sub-
category of CΓ. We say that 〈A, α〉 (with the “coloring” p) is cofree for V
over C just in case
• 〈A, α〉 ∈ V;
• for every 〈B, β〉 ∈ V and q :B C , there is a unique Γ-homomorphism
q˜ :〈B, β〉 〈A, α〉 such that the diagram below commutes.
A
p

B q 
eq

C
Let V ⊆ CΓ and deﬁne
∃UV = {C ∈ C | ∃γ :C ΓC . 〈C, γ〉 ∈ V}.
That is, ∃UV is the image of V under the forgetful functor U .
Theorem 5.3 For any C ∈ CoRe(∃UXV), there is a cofree for XV over C
coalgebra. In particular, if C = Set, then there is a cofree for XV over C
coalgebra for any C = ∅. Also, if 〈0, !〉 ∈ XV, then for every C, there is a
cofree for XV over C coalgebra.
Proof. We note that C ∈ CoRe(∃UXV) iﬀ there is a coalgebra 〈B, β〉 in V
and a map q :B C . Hence, C ∈ CoRe(∃UXV) iﬀ HC ∈ CoRe(XV). Let
XV
I
⊥ CoRe(XV)
∆

be the S-coreﬂection with counit εXV, as in Theorem 5.1. Then the cofree
for XV over C coalgebra (for C ∈ CoRe(∃UXV)) is given by UI∆HC, with
coloring εC ◦ UεXVHC :UI∆HC C . ✷
6 Some examples of Horn covarieties
We close with some examples of so-called Horn covarieties, i.e., classes V of
coalgebras such that V = HΣ+V.
There is a sense in which the distinction between quasi-covarieties (V =
HΣV) and Horn covarieties is trivial. Namely, a (proper) Horn covariety is
just a quasi-covariety which omits the trivial coalgebra 〈0, !〉. In our exam-
ples, we hope to show that some natural classes of coalgebras arise as Horn
covarieties, the apparent triviality of the distinction between HΣ and HΣ+
notwithstanding.
Example 6.1 Fix a non-empty set Z and let Γ:Set Set be the functor
ΓX = Z×X. For a given coalgebra 〈A, α〉, we let hα = π1 ◦α and tα = π2 ◦α.
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Let V ⊆ SetΓ be the class
{〈A, α〉 ∈ SetΓ | ∃a ∈ A . tα(a) = a}.
Then V is a proper Horn covariety (i.e., V = HΣ+V = HΣV). The class
W = {〈A, α〉 ∈ SetΓ | ∃a ∈ A∀n ∈ N . hα(a) = hα ◦ tnα(a)}
is a behavioral Horn covariety (W = H−HΣ+W).
Remark 6.2 Many of the examples of Horn covarieties we know (including
Example 6.1, above) are closed under codomains of arbitrary maps, rather
than just coproducts and codomains of epis. One wonders whether collec-
tions closed under codomains of arbitrary morphisms have a characteriza-
tion along the lines of Theorem 2.2. That is, if we deﬁne MV = {A ∈
C | ∃A B and B ∈ V}, is there a functor KM :P(C)  P(Cocone(C)) such
that, for each V, KMV  KHΣ+V and MV = Proj(KMV)? We leave this
question for future study.
Example 6.3 Fix an alphabet I. Let Γ:Set Set be the functor X  →
2× XI . We interpret Γ-coalgebras as automata which accept as input ﬁnite
words over I and output 0 or 1. Explicitly, given 〈A, α〉 ∈ SetΓ, a ∈ A, let
outα(a) = π1 ◦ α(a),
transα(a) = π2 ◦ α(a).
It is routine to show that, given 〈A, α〉 and 〈B, β〉, a map f :A B is a
homomorphism just in case, for every a ∈ A, i ∈ I,
outβ(f(a)) = outα(a),
transβ(f(a))(i) = f(transα(a)(i)).
We let σ range over I<ω and let σ ∗ i denote the word formed by adjoining i
at the end of σ. Deﬁne evalα :A× I<ω A by
evalα(a, ()) = a,
evalα(a, σ ∗ i) = transα(evalα(a, σ))(i).
The state evalα(a, σ) is the ﬁnal state reached when one executes the transi-
tions given by σ, beginning in state a.
Deﬁne accα :A P(I<ω) by
accα(a) = {σ ∈ I<ω | outα ◦ evalα(a, σ) = 1}.
Intuitively, accα(a) are all of the words over I which 〈A, α〉 accepts from initial
state a.
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Fix a “language” L ⊆ I<ω and deﬁne
VL = {〈A, α〉 ∈ SetΓ | ∃a ∈ A . accα(a) = L}.
We claim that VL is a behavioral Horn covariety. Stronger, we claim that VL
is closed under codomains of arbitrary homomorphisms (as well as domains of
epis). We omit the proof of the following lemma.
Lemma 6.4 For every f :〈A, α〉 〈B, β〉 and a ∈ A,
evalβ(f(a),−) = f(evalα(a,−)).
Suppose 〈A, α〉 ∈ VL and let f :〈A, α〉 〈B, β〉 be given. Let a ∈ A such
that accα(a) = L. Then, since
outβ ◦ evalβ(f(a), σ) = outβ ◦f ◦ evalα(a, σ) = outα ◦ evalα(a, σ),
we see that accα(a) = accβ(f(a)) and so 〈B, β〉 ∈ VL. Similarly, if f is epi
(and hence onto), we see that 〈B, β〉 ∈ VL implies 〈A, α〉 ∈ VL. That is,
VL = H−HΣVL.
We may describe a deﬁning cocone for VL quite easily. It can be given
as an S-morphism into H1, the ﬁnal coalgebra (see Section 3.1). The ﬁnal
coalgebra H1 can be described as P(I<ω), the set of all languages over I,
together with the structure map
P(I<ω) 2× P(I<ω)I
given by out(L′) = 1 iﬀ () ∈ L′ and trans(L′)(i) = {σ | i ∗ σ ∈ L′} (where
i ∗ σ is the word formed by prepending i to σ). Note that for every L′,
we have acc(L′) = L′. It is easy to see that a coalgebra 〈A, α〉 is in VL
iﬀ the homomorphism !A : 〈A, α〉 H1 does not factor through the largest
subcoalgebra contained in the subobject
ϕL = {L′ ∈ P(I<ω) | L′ = L}.
That is, 〈A, α〉 ∈ VL just in case 〈A, α〉 is projective with respect to the empty
cocone 〈ϕL, ∅〉, where ϕL is the largest subcoalgebra of H1 contained in
ϕL.
We close this section with a table showing some interesting classes of au-
tomata and the closure conditions they satisfy. This table is suggests that
there is a relationship between closure conditions on a class of coalgebras and
the ﬁrst-order formula deﬁning the class, but this relationship is far from clear.
Incidentally, each of the classes shown below is deﬁnable by a single cocone
of the appropriate shape. That is, for each V below, there is a cocone c such
that V = Proj({c}). We omit explicitly giving these cocones here, as it
requires some development to describe them.
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V = {〈A, α〉 | . . .} V closed under
∀a ∈ A . acc(a) = L H−SHΣ
A = ∅ =⇒ ∃a ∈ A . acc(a) = L H−HΣ
∃a ∈ A . acc(a) = L H−HΣ+
∃≤1a ∈ A . acc(a) = L SH
∃!a ∈ A . acc(a) = L H
∃!a ∈ A . acc(a) = L and ∀b ∈ A . b ∗ a SH
The formula ∃!aψ expresses that there is a unique a satisfying ψ, and
∃≤1aψ expresses that there is at most one such a.
7 Conclusion and future topics
The main aim of this paper is to interpret the theorems of Ne´meti and Sain
for categories of coalgebras and also to extend these theorems by considering
the H− operator, which arises naturally in applications of co-Birkhoﬀ-type
theorems in computer science. This extension allowed some new Birkhoﬀ-type
results by duality. We also gave a construction of cofree for XV coalgebras in
Section 6 for several compositions X. Lastly, we closed with some examples of
classes V of coalgebras where V = HΣ+V, in order to justify the claim that
“Horn covarieties” arise naturally in categories of coalgebras, and in particular
in those categories of interest in computer science.
The co-Birkhoﬀ-type theorems here are really only half of the picture. One
might ask what deductive completeness theorems arise from the closure oper-
ators studied here. A literal dualization of Birkhoﬀ’s deductive completeness
theorem leads to a pair of modal operators investigated in [22]. Recent work
shows how these operators lead to rules of inference for sets of coequations
that are complete with respect to coequation satisfaction. We also have a
deductive completeness theorem for conditional coequations. However, both
theories are logics only in an abstract sense, and the result is not satisfying.
Further work is needed here to understand the situation and see whether a
more reasonable logic is attainable in a restricted setting.
There is another open question involving logic and projectivity classes.
The classes V of coalgebras in which we are typically interested are deﬁned
by
V = {〈A, α〉 ∈ CΓ | P (〈A, α〉)},
where P is a proposition involving terms related to the functor Γ. One would
like to know if there is a connection between the structure of P and the
closure conditions V satisﬁes. Can we determine from the syntax of P that
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V = HΣ+V (say)? The answer to this question may be related to [8], but it
is not obvious that the relationship between ﬁrst order logic and injectivity
classes leads to a similar relationship between ﬁrst order logic and projectivity
classes.
One would also like to investigate the operator taking a collection V to
its closure of domains under arbitrary homomorphisms, as mentioned in Re-
mark 6.2. And lastly, but importantly, what is the appropriate notion of
“ﬁnitary” classes of coalgebras that takes the place of closure under ultra-
products for classes of algebras? And what are the appropriate conditions on
C and Γ that ensure ﬁnitary versions of Theorem 2.3 go through?
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