ABSTRACT We propose a multiple-voting-based joint detection-decoding algorithm for nonbinary lowdensity parity-check (LDPC)-coded modulation systems. This algorithm is inspired from the reliabilitybased JDD algorithm for nonbinary LDPC-coded modulation systems, that has been proposed recently, in which the accumulated reliability of symbols based on one-step majority-logic decoding algorithm and the Chase-like local list decoding algorithm are used. However, the reliability-based JDD algorithm still has a significant performance degradation of at least 1 dB with low column weight (d v ≤ 4). In order to reduce the performance degradation with low column weight, the proposed algorithm allows unfixed number of variable nodes to pass two symbols to the associated check node, in contrast with the reliability-based JDD algorithm, which allows only one variable node to pass two symbols to check node, when updating variable-to-check messages. Moreover, the votes are weighted differently according to the components of the list in the checksum computation. Simulations show that the proposed algorithm yields better performance with low column weight, while still maintaining the low complexity feature.
I. INTRODUCTION
With the invention and rediscovery of binary low-density parity-check (LDPC) codes [1] - [3] , many works about the construction, decoding, performance analysis and applications for binary LDPC codes have been done intensively. Binary LDPC codes have been shown to approach the Shannon limit performance using long codewords. Later, Davey and MacKay put forward to a class of nonbinary LDPC codes defined over the finite field F q [4] , referred to as q-ary LDPC codes here. They also introduced a sum-product algorithm for decoding q-ary LDPC codes, which is known as QSPA. It provides the best error performance at the cost of the highest computational complexity. Significant works on the design, construction and analysis of nonbinary LDPC codes have been studied since the middle of 2000. Results in these works show that nonbinary LDPC codes have great potential for short and moderate code lengths compared with their binary counterparts.
However, the gains that nonbinary LDPC codes provides have to be balanced by the increased decoding complexity of nonbinary LDPC decoders, which prevents the implementation of nonbinary LDPC decoders in practical systems. In order to reduce the decoding complexity, the fast Fourier transform based QSPA (FFT-QSPA) was proposed in [5] . The complexity of the FFT-based SPA is still too high. Hence, several new approaches, such as extended minsum (EMS) algorithm presented by Declercq and Fossorier in [6] and stochastic decoding [7] , have been proposed to reduce the hardware implementation complexity. Moreover, several improved algorithms based on EMS algorithm were presented recently [8] - [10] . These soft-decision algorithms improve the computations of configuration sets for check nodes, but still have higher decoding complexity for highrate nonbinary LDPC codes, where the degree of check nodes takes large values. Several alternatives are also presented to reduce the decoding complexity. One is the hard-decision algorithm including the one-step majority-logic (OSMLG) decoding algorithm and the bit-flipping (BF) decoding algorithm [11] , which has very low decoding complexity. However, they only apply to nonbinary LDPC codes with high column weight, and suffer a large performance loss. Another is the reliability-based decoding algorithm which gives a compromise between performance and decoding complexity to some extent. Lin et al. [12] , [13] proposed two reliability-based massage passing algorithms (the iterative hard-and soft-reliability based majority logic algorithms) for decoding nonbinary LDPC codes. Huang et al. [14] presented bit-reliability based majority logic decoding algorithms for nonbinary LDPC codes. They achieve good tradeoff between performance and decoding complexity. Besides, in [15] and [16] , symbol-reliability based decoding algorithms were also proposed, which suffers the performance loss when the nonbinary LDPC codes have low column weight. In [17] and [18] , a symbol flipping decoder based on multiple votes was presented.
Different from the works mentioned above, we consider a low-complexity joint detection-decoding algorithm for nonbinary LDPC-coded modulation systems. For nonbinary LDPC-coded modulation systems, Wang et al. [19] designed an iterative joint detection-decoding algorithm (IJDD). This algorithm can achieve higher decoding throughput, but at the cost of a certain performance loss compared to the QSPA. Especially, it focuses on the nonbinary LDPC codes with high column weight. Zhao et al. [20] improved IJDD algorithm, but still suffers the same problems. Recently, Zhu et al. [21] proposed a reliability-based joint detectiondecoding algorithm using the accumulated reliability of symbols and the Chase-like list decoding algorithm, which outperforms the IJDD algorithm, especially in the low column-weight region. However, for the case of the column weight d v ≤ 4, the reliability-based JDD algorithm still has a performance degradation of at least 1 dB compared to FFT-QSPA. To handle this problem, we propose a multiplevoting based IJDD algorithm while maintaining low decoding complexity. Instead of only one variable node (VN) passing two most reliable symbols to the associated check node (CN) during the variable-to-check messages processing in the reliability-based JDD algorithm, a variable number of VNs pass two most reliable symbols each to the associated CN to involve the check-sum computations. Besides, the symbols generated by the check sum of different combinations are assigned different weights. Using multiple values during updating the CN provides more information for CNs to decide the reliable symbols.
The rest of the paper is organized as follows. Section II gives the system model of the nonbinary LDPC-coded modulation system. The multiple-voting based joint detectiondecoding algorithm is detailed in Section III. After the simulation results and complexity analysis are presented in Section IV, conclusions are drawn in Section V.
II. NONBINARY LDPC-CODED MODULATION SYSTEM A. NONBINARY LDPC CODES
Let GF(q) be the finite field with q elements. A nonbinary LDPC code C [N , K ] can be given by the null space of a 
B. SYSTEM MODEL The nonbinary LDPC-coded system under consideration is shown in Fig. 1 . Assume that a nonbinary LDPC code C[N , K ] is used in conjunction with a two-dimensional signal constellation X of size |X |. In this paper, unless otherwise specified, we always assume the constellation size is equal to the finite field size, i.e., |X | = q. Let u = (u 0 , u 1 , . . . , u K −1 ) with u k ∈ GF(q) be the information symbols as the input sequence. The information sequence u is first encoded by the nonbinary LDPC encoder into a codeword
where M(·) represents the signal mapping function. Suppose that the complex signal vector x is transmitted over the additive white Gaussian noise (AWGN) channel. The received vector y = (y 0 , y 1 , . . . , y N −1 ) is then given by
where n j ∼ CN (0, N 0 ) are independent and identically distributed complex Gaussian random variables with zero mean and variance N 0 /2 per dimension. The received vector y is then sent into the detector. After demapping, the hard-decision sequence z is transmitted into the nonbinary LDPC decoder. Then the decoder performs the hard-decision decoding. The decoder feeds the adjusting information back to the signal detector, so that the detector updates the vector z by moving the received vector y correspondingly. As shown in Fig. 2 , the received signal y is moved to the correct signal iteration by iteration with the help of adjusting information.
The basic principle of the joint detection-decoding algorithm in this paper is similar to [21] , while the differences mainly lie in the nonbinary hard-decision decoding algorithms. In the following section, the detailed improvement is given.
III. MULTIPLE VOTING-BASED JOINT DETECTION-DECODING ALGORITHM
For the above NB-LDPC coded modulation system, Zhu et al. [21] presents an reliability-based joint detectiondecoding algorithm. It has good performance in the high column weight regime with low complexity, but yields considerable performance loss for d v < 4.
This paper presents two improvements on the algorithm in [21] . One is the number of VNs which pass two most reliable symbols to check nodes (CNs) is variable, which depends on the distance difference of the most and next reliable symblos for every variable node (VN). The other is the weighted coefficients are used during updating CNs. These are key points of the multiple-voting based joint detectiondecoding algorithm in this paper.
A. MULTIPLE VOTING
As mentioned before, when updating the variable-to-check messages, the reliability-based JDD algorithm in [21] allows only one VN to pass the most and next most reliable symbols to its associated CN. However, it is possible that the harddecision symbol of the chosen VN is already correct, while the real unreliable VNs are excluded. In order to cover the real unreliable VNs, we choose a variable number of VNs among all the VNs to pass the most and next most reliable symbols to the adjacent CNs. Let m (k) denote the number of lease reliable VNs being chose to pass both the most and the next most reliable symbols in the kth iteration.
For every VN, the detector generates two most reliable symbols, denoted as z j,1 , z j,2 , according to the maximum likelihood (ML) rule. Assume that all the constellation points in X are used with equal probability. With ML decision rule, two most reliable detected signals are given bŷ
for j = 0, 1, . . . , N − 1, where · denotes the Euclidean (l 2 ) norm.
Then the reliability metric (distance difference) can be expressed as
which represents the reliability of the most reliable symbol for the variable node v j in the kth iteration. The smaller the value of d j , the less reliable the variable node v j . The input z = z j,1 , z j,2 , j = 0, 1, · · · , N − 1 to the decoder is simply the demapping result ofx, i.e., for j = 0, 1, . . . , N − 1,
After demapping, the detector passes z and the reliability metric d = d j , j = 0, 1, . . . , N − 1 to the decoder. Every CN c i chooses m (k) least reliable VNs among its adjacent VNs, and hence these chosen VNs pass the most and the next most reliable symbols to c i . The details about how to choose least reliable VNs and how to decide the value of m (k) are shown in Algorithm 1.
B. WEIGHTED COEFFICIENTS
After receiving the V2C messages, the CNs apply Chaselike decoding algorithm as in [21] . As shown in Fig. 3 , assume that m (k) least reliable VNs connecting to CN s i are denoted by v t 1 Set count = 0.
• In the kth iteration: During updating the variable-to-check messages: 
These chosen m (k) VNs pass two symbols (the most and the next most reliable) to the adjacent CNs.
C. ENTIRE MULTIPLE-VOTING BASED IJDD ALGORITHM
The entire algorithm works on the factor graph of the nonbinary LDPC-coded modulation system shown in Fig. 4 , which is similar to the factor graph in [21] . The differences between them mainly lie in two aspects: first, the checkto-variable messages here include at leat two votes, while only two votes are delivered from check node to variable node in [21] ; second, during updating variable-to-detector messages, the votes are weighted according to the components in the check-sum computation. The dotted bold lines at the bottom mean that VNs connecting with them pass both the most and the next most symbols to the related CNs. In the following, the multiple-voting based IJDD algorithm 1 is detailed.
1) UPDATING RULE FOR DETECTION NODES
Same with the reliability-based JDD algorithm in [21] , after receiving the messages from variable nodes, the detector first updates the received vector y (k−1) , and then generates harddecision vector
1 Note that, for completeness, we describe the entire algorithm including the new massage-updating schedules and the unchanged parts. The proposed algorithms here are detailed while the unchanged parts are introduced briefly. 
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and so on. σ i,l,m (k) −1 , containing 1 symbol, can be written as
In addtion, for the 
and so on.
4) UPDATING RULE FOR VARIABLE-TO-DETECTOR MESSAGES
As mentioned above, the VN v j , j = 0, 1, · · · , N , receives 2 m (k) symbols (or votes) from each of its adjacent CNs. These votes are classified into three groups according to the number of the next most reliable symbols participating in the computation of the check-sums as described in III-B. Then the VN v j does the following.
(1) Weight the received 2 m (k) votes using the weighted coefficients w 1 , w 2 , and w 3 . (2) Calculate the probability vectorp
, a ∈ GF(q), denotes the probability of the variable node taking the value a. For details, see [21] . (3) Obtain the accumulated probability vector p
by combining the resulted probability vectorp (k) j with the accumulated probability vector p (k−1) j at the (k − 1)th iteration. For details, see [21] . (4) Choose the highest-probability elementv (k) j and get the difference in the number of the votes of the two highestvote elements f
5) SUMMARY OF THE PROPOSED ALGORITHM
In order to describe the proposed algorithm completely, we summarize the entire multiple-voting based joint detection-decoding algorithm in Algorithm 2.
IV. SIMULATION RESULTS AND COMPLEXITY
In the following, we consider the nonbinary LDPC codes with low column weight to demonstrate the effectiveness of the VOLUME 5, 2017 TABLE 1. Computational complexities required per iteration for decoding a nonbinary ldpc code with the FFT-QSPA, the reliability-based JDD, and the multiple-voting based IJDD algorithms.
Algorithm 2 Multiple-Voting Based IJDD Algorithm

• Initialization
Set k = 0, and y (0) = y.
• Repeat the following while k < k max 1) Signal detection: As described in [21] , -Calculate the distance difference vector d
ML and the two most reliable hard-decision vectors z to the LDPC decoder. For details, please refer to [21] .
2) Variable-to-check messages processing:
As described in Section III-C.2, for every CN s i ,
Compute the syndrome and do check-node update:
= 0, then terminate the iteration and output v (k) = z (k) as the decoded codeword; -else for i = 0, 1, . . . , M − 1 and l = 0, 1, . . . , N − 1, compute check-to-variable messages σ i,l as in (9)- (11), andσ i,l as in (12) 
5) Update the received signal vector:
For j = 0 to N − 1, update y (k) j as done in [21] .
6) k = k + 1, the next iteration begins.
• If k = k max , terminate the iteration. If the decoding result is not the codeword, declare a decoding failure.
proposed algorithm for nonbinary LDPC coded modulation system. Furthermore, a brief analysis of decoding complexity is provided. Note that the values of weights coefficients, D thres , and T thres are chosen according to the simulation in this paper. These parameters can be optimized by extrinsic information transfer (EXIT) chart analysis.
A. NUMERICAL RESULTS
Example 1:
Consider the 256-ary (256, 203) regular LDPC code in [21] , whose row and column weights are 16 and 4, respectively. We simulated this coded system decoded using the multiple-voting based IJDD algorithm, the reliabilitybased JDD algorithm, and the FFT-QSPA with 256-QAM signaling over the AWGN channel. The maximum iteration 9744 VOLUME 5, 2017 multiple-voting based IJDD algorithm is about 0.5 dB away from FFT-QSPA at a BER of 10 −5 . Besides, the multiplevoting based IJDD algorithm outperforms the reliabilitybased JDD algorithm in [21] by about 0.7 dB at a BER of 10 −5 . The similar observation can be made for SER. In order to examine the decoding convergence rate of the proposed algorithm, we also simulate this coded system using the multiple-voting based IJDD algorithm with different iteration numbers. Fig. 6 shows the error performances comparison using the proposed algorithm with iteration numbers of 50, 30, 10, and 5, respectively. We see that the performance of 30 iterations overlapped completely with that of 50 iterations. Moreover, when the iteration number is 10, the resulting performance is only about 0.2 dB away from that of 50 (30) iterations. However, when the iteration number decreases to 5, the performance loss is about 1 dB compared to that of 50 (30) iterations.
Example 2: Consider the 16-ary (2025, 1890) regular LDPC code with d v = 3 and d c = 45 constructed based on finite geometry. We simulated this coded-modulation system decoded using the multiple-voting based IJDD algorithm, the reliability-based JDD algorithm, and the FFT-QSPA with 16-QAM signaling over the AWGN channel. The maximum iteration number is equal to 50. The error performances are given in Fig. 7 . The weighted coefficients used here are w 1 = 1.0, w 2 = 0.8, and w 3 = 0.3. T thres =4. D thres = 3.5. It can be seen that the performance of the multiple-voting based IJDD algorithm is about 0.75 dB away from that of FFT-QSPA at a BER of 10 −5 . Furthermore, the multiplevoting based IJDD algorithm outperforms the reliabilitybased JDD algorithm in [21] by about 0.2 dB at a BER of 10 −5 . The similar observation can be made for SER.
Example 3: Consider the 16-ary (1275, 1224) regular LDPC code with d v = 2 and d c = 50 in [21] constructed based on finite geometry. We simulated this codedmodulation system decoded using the multiple-voting based IJDD algorithm, the reliability-based JDD algorithm, and the FFT-QSPA with 16-QAM signaling over the AWGN channel. The maximum iteration number is equal to 50. The error performances are shown in Fig. 8 . The weighted coefficients used here are w 1 = 1.0, w 2 = 0.8, and w 3 = 0.3. T thres =4. D thres = 3.5. We see that the performance of the multiple-voting based IJDD algorithm is about 1.0 dB away from that of FFT-QSPA at a BER of 10 −5 . Furthermore, the multiple-voting based IJDD algorithm outperforms the reliability-based JDD algorithm in [21] by about 0.3 dB at a BER of 10 −5 . The similar observation can be made for SER.
B. COMPLEXITY ANALYSIS
The complexity comparison for one iteration is detailed in Table 1 , where t (1 ≤ t < T thres ) denotes the average number of the chosen least reliable VNs per iteration. Due to the fact that there is no further improvement on performance with the proposed algorithm when T thres > 4 according to the simulation experience, we have 1 ≤ t < 4. Therefore, the computational complexity of the multiple-voting based IJDD algorithm increase a little compared to that of the reliability-based JDD algorithm, while it is much lower than that of the FFT-QSPA.
V. CONCLUSION
In this paper, we introduced a multiple-voting based joint detection-decoding algorithm for nonbinary LDPC-coded modulation systems, aiming at reducing the performance degradation with low column weight (d v ≤ 4) compared to the FFT-QSPA. Simulation results show that, with the column weights 4, 3, and 2, the multiple-voting based joint detection-decoding algorithm is about 0.5 dB, 0.75 dB, and 1 dB away from the FFT-QSPA, respectively. Besides, the multiple-voting based IJDD algorithm outperforms the reliability-based JDD algorithm in [21] by about 0.7 dB, 0.2 dB, and 0.3 dB at a BER of 10 −5 with the column weights 4, 3, and 2, respectively. Furthermore, the complexity comparison of the FFT-QSPA, the reliability-based JDD and the multiple-voting based IJDD algorithms was given. Therefore, it can be concluded that the multiple-voting based joint detection-decoding algorithm provides better trade-off between the performance and complexity for the nonbinary LDPC codes with low-column weight.
