Prior work has shown that connectionist temporal classification (CTC)-based automatic speech recognition systems perform well when using bidirectional long short-term memory (BLSTM) networks unrolled over the whole speech utterance. This is because whole-utterance BLSTMs better capture longterm context. We hypothesize that this also leads to overfitting and propose soft forgetting as a solution. During training, we unroll the BLSTM network only over small non-overlapping chunks of the input utterance. We randomly pick a chunk size for each batch instead of a fixed global chunk size. In order to retain some utterance-level information, we encourage the hidden states of the BLSTM network to approximate those of a pre-trained whole-utterance BLSTM. Our experiments on the 300-hour English Switchboard dataset show that soft forgetting improves the word error rate (WER) above a competitive wholeutterance phone CTC BLSTM by an average of 7-9% relative. We obtain WERs of 9.1%/17.4% using speaker-independent and 8.7%/16.8% using speaker-adapted models respectively on the Hub5-2000 Switchboard/CallHome test sets. We also show that soft forgetting improves the WER when the model is used with limited temporal context for streaming recognition. Finally, we present some empirical insights into the regularization and data augmentation effects of soft forgetting.
Introduction
End-to-end (E2E) automatic speech recognition (ASR) systems [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] have been the subject of significant recent research. Such systems aim to simplify the complex training and inference pipelines of conventional hybrid ASR systems [21, 22] . Hybrid systems combine Gaussian mixture models, hidden Markov models (HMMs) and various neural networks, and involve multiple stages of model building and alignment between the sequence of speech features and HMM context-dependent states. In contrast, end-to-end systems use recurrent neural networks (RNNs) and train the acoustic model in one-shot by either summing over all alignments through the connectionist temporal classification (CTC) loss [1] or learning the optimal alignment through an attention mechanism [14, 16] . The word error rate (WER) gap between E2E and hybrid ASR systems has reduced over time as shown by several works.
RNNs with long short-term memory (LSTM) [23] hidden units are the neural networks of choice for ASR systems. Bidirectional LSTM (BLSTM) networks are especially popular and consist of two LSTM networks at each layer that are unrolled forward and backward in time. For E2E ASR systems, the BLSTM network is unrolled over the entire length of the speech utterance. Whole-utterance unrolling enables a BLSTM network to better capture long-term context, which is especially useful given the lack of alignments. The control of remembering long-term context is left to the four trainable gates (input, forget, cell, and output) of the LSTM cell. Prior work has explored variants of the LSTM to control this behavior [24] [25] [26] .
We hypothesize that whole-utterance unrolling of the BLSTM network leads to overfitting, even in the presence of well-known regularization techniques such as dropout [27] . This is especially detrimental to the WER of E2E ASR systems given limited training data, e.g. a few hundred hours of speech. We propose soft forgetting to combat this overfitting. First, we unroll the BLSTM network only over small non-overlapping chunks of the input acoustic utterance instead of the whole utterance. The hidden and cell states of the forward and backward LSTM networks are reset to zero at chunk boundaries. In order to prevent memorization of the fixedsized chunk, we randomly perturb the chunk size across batches during training. Finally, we use twin regularization [29, 30] in order to retain some utterance-level context. Twin regularization adds the mean-squared error between the hidden states of the chunk-based BLSTM network and a pre-trained wholeutterance BLSTM network to the CTC loss. Since twin regularization promotes some remembering of context across chunks, we call our approach soft forgetting.
To the best of our knowledge, prior works have considered chunked-training of CTC ASR models primarily for streaming inference. For example, [31] gives an overview of temporal chunking, latency-controlled bidirectional RNNs [32] , and lookahead convolutions [33] . However, soft forgetting additionally incorporates chunk jitter and twin regularization, and significantly improves both the offline/non-streaming and streaming WER of the CTC ASR system. We conduct experiments on the 300-hour English Switchboard data set and show that soft forgetting significantly improves the WER by 7-9% relative over a competitive phone CTC baseline across several test sets. We also present empirical evidence for the regularization and data augmentation effects of soft forgetting.
Soft Forgetting
Before discussing soft forgetting, we first give a brief overview of twin regularization [29, 30] for its original application of closing the WER gap between uni-directional LSTM (ULSTM) and BLSTM networks. ULSTM networks lag BLSTM networks in terms of ASR WER because ULSTM networks only incorporate forward-in-time context whereas BLSTM networks additionally incorporate backward-in-time context. In its original formulation, twin regularization jointly trains two ULSTM networks operating forward and backward-in-time independently. The overall training loss is where the twin regularization loss is the mean-squared error between the LSTM hidden representations hf and hb:
Θf and Θb denote the parameters of the forward and backward ULSTM networks respectively. x and y are the input acoustic and output label sequences, and λ > 0 is a scaling factor. Figure 1 shows a block diagram of soft forgetting containing the following elements:
• Chunk-based BLSTM network: Soft forgetting trains a BLSTM network unrolled only over non-overlapping windows of C contiguous time steps of the input acoustic sequence. The intuition behind this choice is that wholeutterance BLSTMs tend to overfit the training data, especially when it is limited. Setting the hidden and cell states to 0 after every C time steps mitigates this overfitting, as we show via learning curves in Section 4. We pick C empirically based on heldout CTC loss.
• Chunk size jitter: We found that perturbing C from one batch to the next improves the generalization performance of the model. As we show later, adding this jitter has a data augmentation effect. Hence we jitter the chunk size Cbatch of each batch as follows:
We pick A empirically based on heldout CTC loss.
• Twin regularization: To incorporate some utterancelevel context, we add a twin regularization loss in addition to the CTC loss. This loss is the mean-squared error between the hidden states of a pre-trained wholeutterance BLSTM network and the chunk-based BLSTM network being currently trained. We keep the weights of the whole-utterance BLSTM network fixed during training. This is in contrast to the original formulation of twin regularization where both the models are jointly trained.
Hence, the overall loss function for soft forgetting is:
Setting λ = 0 results in hard forgetting where hidden or cell state information is not transferred across chunks. Our experiments show that a non-zero value of λ yields a significantly better WER compared to λ = 0, indicating the value of retaining some whole-utterance context through twin regularization.
We would like to point out that chunked training of the BLSTM network does not require any chunk-wise alignments and only affects the forward pass through the BLSTM network. We consider a batch of B utterances with N chunks each as a batch of BN small utterances. We reshape the resulting chunkwise posterior vectors to construct the posterior sequence for the original whole utterances and use it to compute the CTC loss. Once the chunk-based BLSTM network is trained using soft forgetting, we discard the whole-utterance BLSTM network and perform inference without any modification.
Experiments and Results
We conducted all our experiments on the 300-hour English Switchboard task and trained both speaker independent (SI) and speaker adapted (SA) models. The SI models used 40dimensional logMel features with a per-speaker cepstral mean subtraction (CMS) and without any vocal tract length normalization (VTLN). The SA models used 40-dimensional logMel features with per-speaker CMS and VTLN, 40-dimensional feature-space maximum likelihood linear regression (FMLLR) features, and 100-dimensional i-vectors, similar to the feature fusion system in our previous work [21] .
Baseline CTC Models
We trained 6-layer BLSTM networks in PyTorch [34] with 512 hidden neurons each in the forward and backward directions. The output 1024-dimensional hidden vector was mapped to a 45-dimensional posterior probability vector representing the 44 phones and the blank symbol through a linear layer and softmax. All our models used deltas and double-deltas on the log-Mel features, and frame stacking and skipping with a rate of 2 for the logMel and FMLLR features. This resulted in 240dimensional input acoustic features for the SI models and 420dimensional input acoustic features for the SA models. A 4gram LM was trained on training text from the SWB+Fisher corpus with a vocabulary of 30k words.
We trained all models using synchronous stochastic gradient descent (SGD) with a learning rate of 0.04, Nesterov momentum of 0.9 and a batch size of 128 over 4 V100 GPUs. The learning rate was multiplied by √ 0.5 per epoch after the first 10 epochs. We also used sequence noise injection [20] on the logMel features for both the SI and SA models. Sequence noise injection performs log-sum-exp on the logMel features sequences of the current utterance and a randomly-sampled utterance from the training set. It regularizes the model and can be also thought of as on-the-fly data augmentation since it creates new input feature sequences. There are two hyper-parametersweight on the features of the randomly-sampled utterance and the probability of injecting sequence noise. We used values of (0.4,0.4) for these hyper-parameters for all the SI models and (0.2,0.4) for all the SA models based on heldout CTC loss. Table 1 shows the WERs obtained by the baseline wholeutterance CTC models on the Hub5-2000 Switchboard (SWB) and CallHome (CH) test sets. We first conducted experiments with soft forgetting on the SI model and then on the SA model.
CTC Models with Soft Forgetting
We introduced various elements of soft forgetting in steps to gain an understanding of their impact on the WER. First, we trained the chunk-based BLSTM network with a fixed chunk size. We varied the chunk size from 5 to 50 stacked frames (100 msec to 1 sec) in steps of 5 stacked frames. We observed that based on the heldout CTC loss, the optimal chunk size was 40 stacked frames. This model gave WERs of 12.7%/22.5% on the Hub5-2000 SWB/CH test sets as shown in Table 1 .
Next, we introduced a chunk size jitter of U (−2, 2) across training batches. This resulted in a further absolute reduction in WER of 0.6% on SWB and 1.0% on CH. At this point, the chunk-based BLSTM network with hard forgetting had comparable WER to the whole-utterance BLSTM network without sequence noise injection. We then introduced twin regularization over the last three BLSTM layers and varied λ over {0.001, 0.01, 0.1, 1.0}. We obtained the best heldout CTC loss at λ = 0.01. This gave a WER of 11.1% on SWB and 19.7% on CH, which we note is only 0.2% worse than the sequence noise injection baseline on SWB and 1.6% absolute better on CH. Finally, introducing sequence noise injection yielded a WER of 10.6% on SWB and 19.5% on CH. The benefit of sequence noise injection is diminished in the presence of soft forgetting because both techniques have the same effect of regularizing the model and performing on-the-fly data augmentation. We also performed a grid search by jointly varying chunk size over {5, 10, . . . , 50} as before and chunk jitter over {1,2,. . . ,10} on the best model including twin regularization and sequence noise. It turns out that most values of chunk size ≥ 20 and chunk jitter ≥ 6 yield almost equally-low heldout losses. Upon picking the optimal chunk size of 40 and chunk jitter of 10, we obtained only a minor improvement of 0.2% in the CH WER and no improvement on SWB.
Next, we applied the soft forgetting recipe to the SA model. Table 2 shows the result of the baseline CTC model and the model with soft forgetting across five test sets [21] . We observe that soft forgetting obtains 0.9% and 1.6% absolute improvements over the baseline SA model for the SWB and CH test sets. For reference, we also show the WERs of the SI models from [39] .
rescoring of the resulting lattices with a LSTM language model (NNLM) trained on the Fisher+SWB corpus. The embedding layer of the NNLM has 512 nodes, followed by 2 LSTM layers, each having 2048 nodes. Before the softmax-based estimation of the 30k-dimensional word posterior vector, the feature space was reduced to 128 by a linear bottleneck layer. We used a combination of DropConnect [41] and Dropout [27] to regularize the model. Training used SGD with an initial learning rate of 0.01 and Nesterov momentum of 0.9. After 20 epochs of training, the learning rate was annealed by a factor of √ 0.5 in 15 steps. We obtain final WERs of 9.6%/17.7% for the SI and 8.7%/16.8% for the SA phone CTC models with soft forgetting.
In order to gauge the performance of our phone CTC models with soft forgetting, we show the WERs of various models from the literature on the Hub5-2000 SWB and CH test sets in Table 3 . We also performed data augmentation using speed perturbation (0.9x, 1x, and 1.1x) for our SI system to be able to compare it to other systems using data augmentation [35] [36] [37] . Speed perturbation further improves our SI system to 9.1%/17.4%. Our models compare favorably to all the end-to-end systems. The WER improvement is especially large on the more challenging CH test set. Soft forgetting also significantly helps to reduces the WER gap between phone CTC and our state-of-the-art SA hybrid BLSTM network with feature fusion that uses a complex multi-stage training pipeline and 32k CD states as output. Specifically, we reduce the WER gap between our SA hybrid BLSTM and phone CTC by 71% for SWB and 74% for CH compared to our prior work [20] that used only sequence noise injection.
Next, we analyze the case of decoding with limited latency. We used our SI models before sMBR and NNLM rescoring for this purpose and believe similar conclusions can be drawn using the SA models. For these experiments, we unrolled the BLSTM network over non-overlapping chunks during inference. The hidden and cell states of the forward LSTM network are copied over from one chunk to the next as it improved the WER. The Figure 2 shows the WERs of the chunk-based BLSTM network with/without soft forgetting versus the decoding chunk size. For each choice of decoding chunk size, we report the best WER across all training chunk sizes. For reference, we have also shown the WERs of a whole-utterance BLSTM network and a competitive whole-utterance ULSTM network trained with twin regularization using the whole-utterance BLSTM network. We observe that the chunk-based BLSTM network trained with soft forgetting significantly improves upon the chunk-based BLSTM network across all decoding chunk sizes.
Analysis

Regularization Effect
Our starting hypothesis was that whole-utterance BLSTM networks tend to overfit the data and soft forgetting is a way to mitigate this. Figure 3 shows the training and heldout CTC losses as training proceeds for the baseline whole-utterance SI BLSTM network and the chunk-based SI BLSTM network with soft forgetting. We observe that the converged training and heldout losses for the chunk-based BLSTM network with soft forgetting are significantly closer when compared with the wholeutterance BLSTM network. This indicates that soft forgetting 
Data Augmentation Effect
Another intuition behind soft forgetting is that resetting the hidden and cell states of the BLSTM network after a random chunk size effectively creates data augmentation. This random forgetting leads to different hidden representations output by the BLSTM network for the same input acoustic feature sequence and creates different training samples. We used our best SA BLSTM network with soft forgetting and forward-passed the Hub5-2000 SWB test set. For each utterance, we unrolled the BLSTM network over the entire utterance and also over chunks of sizes {30, 31, . . . , 50} representing the chunk sizes used in training. We reset the hidden and cell states to zero after each chunk. We then computed a 1024-dimensional representation by time-averaging the output of the final BLSTM layer and projected it down to 2 dimensions using t-distributed Stochastic Neighbor Embedding (t-SNE) [42] . Figure 4 shows t-SNE embeddings for several short utterances and their reference transcripts. As expected, the embeddings show acoustic clustering across utterances, e.g. all utterances with hesitations cluster in one region of the space. More importantly, we observe that forgetting hidden and cell states after chunks of different sizes perturbs the embeddings in a local neighborhood for each utterance, attributed to the twin regularization loss used during training. The nature of this perturbation is different for each utterance and is not simply an independent and identically-distributed noise, attributed to the highly nonlinear nature of the underlying representation. We believe this perturbation is an effective form of data augmentation.
Conclusion and Future Work
We introduced a novel algorithm, soft forgetting, to train better CTC ASR models. It consists of three elements. First, the BLSTM network is unrolled only over non-overlapping chunks of input acoustic frames instead of the whole sequence. The hidden and cell states are hence forgotten from one chunk to the next. Second, the chunk duration is perturbed across training batches. Finally, the CTC loss is regularized by promoting the BLSTM's hidden representations to be close to those from a pre-trained whole-utterance BLSTM network. Our experiments on SI and SA phone CTC models on the English Switchboard data set show that soft forgetting improves the WER by 7-9% relative compared to a competitive phone CTC baseline, and also helps close the WER gap with a state-of-the-art hybrid BLSTM network by around 70%. Future work will focus on exploring other methods to achieve soft forgetting and analyzing its impact on the behavior of the BLSTM network.
backward LSTM hidden and cell states are reset to zero.
does indeed regularize the model.
