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Computational Field Simulation processes are typically complex and involve execution of multiple software tools in the form of pipelines to perform simulations. Often,
handling communication between these tools can be an essential, but unimportant task.
This thesis studies the aspects of design and implementation of a framework called the
Integrated Simulation Environment (ISE), that not only forms a scripted environment
for high level integration of such simulation tools, but is also extensible, ease to use
and reliable. A hierarchy based design methodology was used to implement the ISE.
Hierarchies help decompose complex processes and physical entities such as grids and
geometries into managable components. An Overset CFD simulation pipeline was integrated into the framework. Both simple and complex tools such as a curve extraction
tool, a surface grid generation tool, a volume grid generation tool and tools for preparing
flow solver inputs were integrated into the system and tested successfully.
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CHAPTER I
INTRODUCTION
A typical Computational Field Simulation process is highly complex and involves
the use of multiple software tools. A good example of such a process is the flow simulation over an aircraft using the Overset CFD simulation process [9]. This requires the
use of various tools such as, geometry designers, grid generators, grid assemblers, flow
solvers, and post processors.
A person conducting such a simulation would have to execute these individual tools
in some orderly fashion, to run the simulation. In general, the person would be more
interested in examining the results of the simulation process, rather than be concerned
with the details and methods of the execution itself. Possibly, he/she would be interested in repeating the process, with different inputs, for the purpose of analysis and
optimization. However, if handling all the tools in the simulation is a difficult and time
consuming task, then he/she would be distracted from the actual analysis and spend
more time trying to run the process itself. This scenario is not desiarable. To find a
solution to this problem one has to look at the issues involved in running a simulation
process.
Typically, a simulation process can be visualized as a pipeline of sub-processes,
that take input at one end, execute one after the other, and deliver a final result at the
1
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other end. When we think of such a pipeline of processes, the first issue that comes
to mind is the inter-process communication. Internal to the pipeline, the tools must be
able to communicate with each other, to pass on the semi-processed result from one
to another. In most cases, these tools or sub-processes are developed with the whole
simulation process in mind. However, this does not always ensure a good inter-tool
communication. Often, some form of a translation specific to the Input and Output of
each tool is required to establish communication between the tools. Also, the execution
of one tool can be dependent on the results from some other tools. So, it is imperative
that this order of execution is maintained.
Besides the aspect of communication between tools, appropriate computing resources
have to be allocated, to execute the tools. Some tools might require High Performance
and Parallel Computing resources, while other tools would have to be executed on remote machines. Once a tool is set for execution, its status has to checked and the results
produced by it have to be fetched and displayed in some fashion.
In essence, the following issues have to be taken care of, to run a typical simulation
process:
1. Translating output from one tool and transferring it as an input to another tool
2. Maintaining the order of execution
3. Allocating computing resources (for HPC and remote computing)
4. Executing the tools
5. Checking the execution and the return status of the tools
6. Displaying results for analysis
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As mentioned before, there are some drawbacks in doing these tasks manually. First,
manual editing of Input and Output files, and executing tools in order can be time consuming. Second, this can be error prone. Third, this can distract the individual from the
actual task of analysing the simulation problem and the results.
To over come the drawbacks of manual handling of simulation tools, it would be
good to have a framework or capability that will integrate and handle the interactions
between these tools. A scripted interface to each tool can be written to handle its Input
and Output. A higher level framework can then handle the interfaces to all of the tools
and perform the inter-tool communications. Figure 1.1 illustrates this process.

Figure 1.1 A framework for integration
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Such a framework would have to be reliable, easy to use and extensible. Reliabilty,
refers to the framework being error free, its ability to handle runtime errors, and adequately representing the underlying tools. Extensibility, refers to the flexibility of the
framework and the ease with which new tools can be added into it.
Having a framework that is flexible enough to accommodate newer software modules without having to undergo major changes to itself, is highly desirable. The advantages of having the framework extensible are two fold. First, this reduces the necessity
for custom building interfaces for each and every software written. Second, having a
constant interface to work with is always more inviting and removes the need for learning to work with a new interface each time.
Before writing a tool interface it is important to understand the need for one. There
are two types of individuals interested in these software. The ones who write them
and the ones who use them. More often than not, the developers who write these software modules are not really concerned with the way the user will interact with his/her
software and is more concerned with the working of the code. This often forces the
individual who will be using this code, to analyze problems, to do two things; learn
how to run the code and learn how to deal with the I/O of the code. As mentioned in
the begining, this situation is undesirable. As far as possible, the user of the software
should not be exposed to the details of its working. He/she should be able to work with
the software and analyze the problems in a transparent fashion.
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A good interface framework represents the ability to use the software effectively.
Thus its imperative that the interface be friendly and intuitive. Especially when it represents a very complex underlying software module. Most of todays scientific software are
very complex. They tend to have a significant number of input and output requirements.
Most of these details are hardly related to the simulation problem that the software
module deals with. For instance the format of the input file that has to be read in, the
placement of I/O files in the right directories, naming conventions of input parameters,
ordering of input entities such as geometries, grids, assembly information, computing
resource allocation etc. Most of the time the user is not interested in the way things are
done with I/O or how and where the software is run. However sometimes he/she may
have a reason or interest in having some level of control over these issues too, but for a
larger percentage of the time the user is more concerned with the analysis and interpretation of the results. Generally, the user is interested in running the software over and over
again with different sets of parameters, for the purpose of analysis and optimization. So,
by having a transparent interface framework the user can be relieved of the burden of
having to deal with the details of software execution and communication.
The problem of integrating software tools is interesting and challenging. Especially,
when there is heavy interdependency between the tools, for their inputs and outputs.
This can be illustrated using the previously cited example of Computational Fluid Dynamic Simulation using Overset Grid based technology [9]. This simulation process
involves the use of many different software modules that perform smaller but still very
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complex tasks that demand a high level of attention to detail. A walk through the process
typically involves importing a geometry or sometimes creating a new one, extracting
curves, generating surface and volume grids, assembling the grids and performing holecutting, running the flow solvers and finally post processing. One can see that all these
are complicated tasks by themselves and there are numerous different software modules
present that can perform these tasks. So any framework that is built to handle such a
simulation software package must be built to ease the complexity, have a reliable way
of running and communicating between these various tools, obtain results from their
execution and present it to the user in an amiable fashion.
The Integrated Simulation Environment (ISE) is a fresh approach toward creating
such a framework to progressively tackle the above mentioned issues. The ISE is designed to be extensible, so that it is easy to integrate and test new Modules. It is well
suited for working with a large collection of individual tools that act and build on certain
physical entities such as geometries and grids. The interface was designed keeping the
user in mind. Its aim is to help both a novice user to learn and understand the system
and an expert to get his work done quickly and easily. Since the interface is extensible,
a new tool or an entire set of tools can be integrated into the framework quite easily, by
following a few simple series of steps.
A hierarchy based approach was chosen, to design the framework. Hierarchies provide the framework flexibility, and are excellent structures for breaking down large and
complex entities such as geometries and grids and processes such as the simulation
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pipelines into smaller, more managable entities that can be handled more effectively.
Most commonly occurring objects in a scientific simulation process are in the form of
a hierarchy. Entities such as pipelines in a simulation process, geometry definitions,
boundary conditions etc, are some examples.
The ISE has three main components to its interface. The Graphical User Interface,
the Visualization window and the Data/Tool manager. This thesis reports the design
methods and implementational details that were utilized to build this frame work, concentrating more on the Data/Tool manager aspects. The following chapter talks about
the choice of the coding language and some previous work in related areas, which is
followed by a chapter on the details of design and implementation. The subsequent
chapter provides details on the aspects of integrating tools into the framework, how to
integrate and details on some already integrated tools. The final chapter presents some
conclusions and discusses possible future work.

CHAPTER II
LITERATURE REVIEW
There are several existing interface frameworks that form front ends to complex
underlying software. In most cases the interface is tightly coupled with the actual tool
itself. Although this increases reliability of the framework it reduces flexibility because
of its rigidity and inability to scale. For instance if one is required to integrate a new
tool into such a framework, it would either be a difficult thing to do, or the original
developer himself would have to work on integrating it. In either case this can easily
result in an unreadable code with a non-intuitive interface. This happens because the
original developer wrote the interface keeping in mind the underlying software he/she
had in hand. Unless he/she started with a very generic way to represent the underlying
software there can be a lack of extensibility in the resulting interface.

2.1 The Overgrid [7][8] interface

The Overgrid [7][8] interface for computational simulation on overset grids, is of significant interest here. Overgrid [7][8] serves as a visualization tool for the working data
(geometry and grids) and is a central portal to many of the modules from the Chimera
Grid Tools (CGT) [9] package, which run in batch mode. Although this interface is
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reliable and widely used by a number of researchers, it suffers from two basic problems
as discussed before. First and foremost is the fact that the user interface is quite non
intuitive. The main GUI is flushed with a number of buttons and parameters that can be
overwhelming to a new user. Second, if a new tool has to be inserted into the interface
it would have to be done by the original developer. Finally, there is hardly any screen
real estate for adding a new tool. The complexity of the interface increases with every
added tool.

Figure 2.1 The Overgrid interface

Overgrid has a scripting method where it records every event that the user has gone
through. It is necessary to record every event because there is no other way of knowing
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how to get to the point, where the user is at the present time, without knowing where
he was, and what he did before. The drawback of this method, is that even events
like deleting an object, or aborting execution of a tool has to be recorded, even though
these events have no bearing on the final state. Having a hierarchical representation of
the process and data flow, can eliminate this problem. A hierarchical representation is
naturally like a script, where only the essential events are stored. The entire hierarchy
can be recreated or updated by traversing the hierarchy from the root to the leaf.

2.2 The Model-View-Presenter framework [5]

One design methodology of particular interest to developing software is the ModelView-Presenter (MVP) frame work [5]. The MVP is based on the classic Model-ViewController programming model of Smalltalk [6]. MVP provides a design methodology
that is applicable to a broad range of applications and component development tasks,
especially in the area of Graphical User Interface development.
Applications built on the MVP framework consist of three units, the model, the view
and the presenter. Figure 2.2, illustrates this model.
The model is a domain level object that holds the data and provides methods to
access it. The important aspect about the model is that it has nothing to do with the user
interface issues. It is independent of the view and the presenter.
The view is a window that displays the model’s data to the user. The view is kind
of an observer or view into the model. Since the model does not reference the view or
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Figure 2.2 The Model-View-Presenter model

any other object directly, it informs its observers of any change that has happened by
triggering a notification event. The view would have previously registered an interest
in this event and when the event is triggered, its handler method would fetch the new
model data and present it to the user. The view has direct access to both the model and
the presenter through the instance attributes.
The presenter is responsible for manipulating the model data in response to the users
input. The input from the user can be in the form of activities like keyboard input,
mouse movements, or any other activity on the UI. This input comes to the presenter via
the view. Sometimes the view compounds a set of simple commands to a higher level
command before passing it onto the presenter e.g. a drag and drop operation. In effect
the presenter acts as an intermediate between the view and the model.
The MVP framework for application design is quite appealing because of its simple
and clear cut ideology. It is well suited for designing the classes for the UI framework.
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2.3 Choice of coding language

Sichel F. Sanner et al [1][2], investigated the use of interpreted languages like python
to create a programmable, dynamic environment in which components can be tied together at a high level. Their work demonstrated the benefits of such an approach and
discussed features of the interpreted languages that are key to successful integration of
components.
The advantages of having Python as the language of choice are many fold. Python
is not just a scripting language. It can be used entirely as a stand alone, general purpose programming language. Python is highly object oriented, and very well suited for
designing a modular code. The object oriented nature of Python is of significant importance because it allows the developer to design efficient class hierarchies that reduce
redundancy and errors, maintain a consistent API and create compact and readable code.
Python as a programming language has a simple syntax, and is easy to learn and
read. So it is easy to read and extend codes written in Python. Legacy code can be easily
read and understood. This ability to extend is especially important in development of
flexible frameworks, where new modules are added into the framework, and possibly by
different developers.
Python also provides some high-level data structures such as lists, dictionaries, dynamic typing and dynamic binding, modules, classes, exceptions, automatic memory
management, etc, which further make it easy to use and develop readable code.
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In addition to all these programming benefits, Python is cross platform. This makes
porting from one platform to another quite easy. Dependencies to platforms arise only
when there are some platform dependent code written in other programming languages
like C, C++ or FORTRAN and called within the Python code using wrappers.
Beazley, D. M. [3] studied the benefits of applying Python and similar scripting
languages to areas in scientific computing. His main interest was the flexibility and
scalability of scientific code. He noted that there are mainly two varieties of scientific
code emerging today. First, commercial packages such as IDL and MATLAB, that are
well refined and well tested to address general purpose scientific problems. Second,
the ’in house’ codes developed mostly by academic researchers or scientists, to address
some specific problems. According to him, the most cutting edge and highly specialized
content lies in the ’in house’ codes, because they deal with more specific problems.
These codes start as small ideas and very often grow to be mammoth beings, mostly
written in a multitude of coding languages such as C, C++ and FORTRAN and often
end up with cryptic I/O and execution requirements.
He points out that in situations like these, the codes are never going to be rewritten
to suit better I/O handling, because it is not only time consuming but also would result
in throwing away well tested code. In his paper he says that a solution to this problem
should not expect the researcher to change his/her ways, and force him/her to use more
formal ways to writing code because the guidelines for development are not constant
and it is not always possible to design keeping in mind all possible scenarios. Instead,

14
the solution to the problem lies in encouraging experimentation while at the same time
remaining flexible and extendible. In this respect, he notes that languages like Python are
well suited for writing high level integration scripts, because they represent a next logical
step for many scientific projects [4]. He views Python as an excellent gluing language, to
combine different systems together, as it can be easily integrated with software written
in other languages.
The paper also talks about issues related to developing a good framework for integration. Some of the main issues are improving reliability of the framework, good
exception handling, improving modularity, developing a good object oriented design
and performance issues.
Improving reliability of the system is of great importance because, when scripted
with Python the user gains enormous flexibility in executing the underlying code and
at this point a number of run-time errors can come into picture. Order of dependencies
of the codes to be run can result in programs crashing if not run in the correct order.
This issue should be taken care of by the framework developer. The dependencies in
order of execution of tools must be maintained. Good exception handling capabilities
will further increase reliability of the frame work.
Since Python is a high level interpreter based language, performance of the code in
terms of size and execution time, is of considerable concern. Typical data structures
required by the front end interface are not very large and performance is not greatly
affected by being interpreted. Larger and more computationally intensive routines and
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data structures can be written in C and wrapped in Python to maintain good performance. A marginal decrease in performance is very much compensated by the easy of
use and flexibility provided by Python and Python like scripting languages. Moreover
the actual tools that are executed via the framework are non-interactive executables that
run independent of the Python framework and their performance is not affected by it.
When all these issues are considered it is fairly easy to see that scripting languages
such as Python are rapidly becoming the tools of choice for constructing flexible scientific software. Python is especially well suited because of its clean and simple syntax,
object oriented and modular nature, with a whole set of high level data structures, and
its good readability.

CHAPTER III
THE ISE FRAMEWORK : A HIERARCHY BASED APPROACH
The Integrated Simulation Environment (ISE) is a framework designed for integrating simulation tools. It is well suited for working with a large collection of individual
tools that act and build on certain physical entities such as geometries and grids. The
main purpose of the ISE is to reduce the burden of handling the tools manually, and
improve productivity by turning the focus toward the simulation problem. It was built to
help a novice user to learn and understand the system, and also aid an expert in getting
his work done quickly and easily. The interface can be easily extended. A new tool or
an entire set of tools can be integrated into the framework, by following a few simple
series of steps.
To incorporate this level of usability and integrability, a hierarchy based approach
was chosen. The main reason for choosing a hierarchical based approach was that hierarchies allow complex entities such as geometries and grids, and processes such as
the simulation pipelines, to be broken down into smaller, more tractable entities. At
the same time, one can also keep the over all process or entity in perspective. Also,
most commonly occurring objects in a scientific simulation process are in the form of a
hierarchy.
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There are three main components to the ISE framework. It is some what similar
to the Model View Presenter frame work [5]. The first component is the Data/Tool
Manager which loosely represents the ’Model’ of the MVP. The second is the Graphical
User Interface and the visualization window, the ’View’ component. Finally, the third
component is the Hub, which acts as the Presenter/Controller.
Figure 3.1 illustrates the working of the ISE frame work. At the center of the frame
work sits the Data/Tool Manager. Internally, this Manager is comprised of the interfaces
to the data and the underlying tools.
There are four more units that the Manager utilizes to perform its duties. The importer, the XML parser, the pipeline of tools and the data structures. The importer loads
physical entities such as geometries and grids, from files, written in various formats like
Plot3d structured and unstructured, IGES, xyz etc. Currently it only has the capability of
importing Plot3D structured entities, but newer importers can be quite easily integrated
into the framework.
The XML parser is used for fetching XML files and parsing them into Python data
structures, appropriate for instantiating various objects such as the pipeline and the parametric variable objects. The data structures store the physical and parametric entities and
interface to the rest of the framework via the Data and Tool Interfaces.
The pipeline of tools represents the set of external tools that have been interfaced
with the framework. These tools can typically run non-interactively and require parametric and physical data input. The Tool Interface handles the execution of these tools
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Figure 3.1 The ISE Framework
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and obtains the results. The next few sections will describe the working of these units
and the details of implementations.

3.1 Data and Tool manager

The Data/Tool manager interfaces the top level Graphical User interface with the underlying tool, which can typically run non-interactively. The duty of this layer is two fold;
manage data in the form of parameters, geometric entities, grids, etc, and execute the
underlying code by feeding it the appropriate inputs. There are a number of details to be
taken care of when handling data. Parametric data, like variables, have to be set by the
user via the GUI. These parametric data are specific to the underlying tool and need to
be defined in a certain way at the time of integration of the tool. In addition to setting of
the parameters by the user, it is also necessary that the parameters are formatted in the
right way and written out into files that can be provided as input to the underlying tool.
The tool may also require some specifically formated files containing geometric entities
or grids that the user may have previously created. Finally, issues of execution such as
local and remote computing resource handling and successful execution and termination
of the process, have to be taken care of by this manager.
Some basic elements have been designed to tackle all these issues regarding data and
process handling. Four basic entities called the ISE node, the pipeline, the tool interface,
and the importer, form the core of the ISE data manager. Certain other objects like
geometric abstractions and control entities are also designed for some special purposes.
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3.1.1

The Node class

The iseNode is the basis of almost all activity in the ISE framework. Each iseNode has
a parent and a set of children. The parent child relationship is used to direct the flow of
data. The processes proceed from parent to children. From the point of view of a class
hierarchy, the iseNode class is the base class for all the classes that need to be inserted
into a hierarchy. The iseNode class contains attributes and methods, to store, access and
modify data in a regulated fashion. The iseNode class methods are accessed by both the
tool interfaces, and the visualization and GUI interfaces.

3.1.2

The pipeline

The pipeline describes the logical ordering of the processes that have been integrated
into the framework. As mentioned earlier most scientific simulation processes are a
collection of smaller sub-processes that deal with highly specialized aspects of the
simulation. For instance, the grid based CFD simulation pipeline would contain subprocesses such as Geometry Definition, Grid Generation, Flow Solving and Post Processing. Sometimes the processes are further divided into smaller processes that deal
with even smaller tasks. For example, Grid Generation can involve Curve Extraction,
Surface Grid Generation, Volume Grid generation etc. Also, in addition to this hierarchical representation of the entire process, in most cases there is also a logical dependency
order in which the processes are to operate, i.e. one process has to logically follow
another process.
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Figure 3.2 The ISE process pipeline

In ISE the pipeline is defined through an XML file for every new package that is
integrated into the framework. The XML file describes the hierarchy of tools that will
be a part of one particular processing pipeline. Here is an example input XML file :

<?xml version="1.0" encoding="UTF-8"?>
<cfdPipeline name="CFD Pipeline">
...
<cfdPipeStep name="Grid Generation">
<cfdPipeStep name="Curve Extraction">
<Tools>
<cfdExtractCurve/>
</Tools>
</cfdPipeStep>
<cfdPipeStep name="Surface Grid">
<Tools>
<cfdSurgrd/>
</Tools>
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</cfdPipeStep>
<cfdPipeStep name="Volume Grid">
<Tools>
<cfdHypgen/>
</Tools>
</cfdPipeStep>
</cfdPipeStep>
...
</cfdPipeline>

The XML file is parsed by the framework at runtime and the corresponding tools are
instantiated in the system. Each node on the pipeline hierarchy represents a sub-process
and the leaves of the tree represent an actual working tool. Any new tool can be added
into the framework by adding the appropriate lines into the pipeline XML. This yields a
highly customizible system.

3.1.3

Tool Interface

The interface between the actual underlying tool and the Graphical User Interface is
provided by the tool interface class. It is specified in ISE as the iseTool class. The
underlying tools are typically non-interactive, i.e, they take the input, process it, and
give a result without any other interactin with the user. The tool interface provides the
user with the means to set parameters for a certain tool, run the tool and possibly control
and steer its execution. There are two most basic methods required by the tool interface
to run the underlying tool module. First, it must write input files in formats specific to
the tool that it will be running and second, it must have a method to execute and control
the execution of the tool module. The isetool class is sub-classed from the iseNode
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class, to support insertion into the pipeline, and the Execution Manager class, to support
execution methods. Currently the Execution Manager is a simple class with an attribute
to specify an executable for the tool and a method to execute it on the local machine.
The iseTool class has the following interface:
class iseTool(iseExeManager,iseNode):
who = "tool"
tool_objects = []
input_xml = None
def __init__(self):
iseNode.__init__(self)
iseExeManager.__init__(self)
self.name = name
self.varList = []

The tool objects attribute is a very import attribute of the iseTool class. This attribute
lists all possible physical entities that can be provided to the tool as inputs. Form the
point of view of process and data flow, these entities can be set as the parent to that
tool. The attribute input xml is another important tool attribute. This specifies the XML
file that contains the definitions of the parametric inputs to the tool. The person who
integrates the tool into the framework defines the parametric variables in a format similar
to the one shown below :

<fooToolInputs>
<Global>
<Int name="Processors"
ise="processers" var="PRCS" default="8"/>
<Boolean name="Use Grid"
ise="use_grid" var="USE" default=".F."/>
<Float name="Conditioning"
ise="Conditn" var="CON" default="1.0">
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<Hierarchy name="Boundary Condition"
ise="bc" var="BC" default="1">
<Hierarchy name="solid">
<Hierarchy name="viscous" value=’’0’’/>
<Hierarchy name="invicid" value=’’1’’/>
</Hierarchy>
<Hierarchy name="free-stream" value="2"/>
</Hierarchy>
</Global>
</foolToolInputs>

The tags indicate the type of the variable object to be instantiated. The attribute
’name’ is the string that is displayed on the GUI. The attribute ’var’ is the string that is
specific to the tool, and is used to write out the input file to run the tool. The attribute
’ise’ is a unique internal name given to a variable, so that when there are different tools
that perform the same task, the variables that have been set for one tool can be mapped
easily to another. The attribute ’default’ provides an appropriate default value.
A variable can be instantiated from several different types as shown in the example XML file. Integer, float, string, boolean, and hierarchical are the different available
types. Integer and float correspond to the basic numeric type variables, typically suited
for a majority of the parameters, like free stream Mach number, Reynolds number, number of iterations etc. The string type variable is a character string, usually needed for
names such a files. The final category of hierarchical type inputs represent entities such
as Boundary Conditions that have a predefined set of choices and can be broken down
in a hierarchical fashion to ease display on the GUI and ease the selection process.
Once the variable objects are created they are set via the GUI, as described later in
this chapter, by the user. If the user does not set the variable object then the default
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value for the variable is used. When the user issues the command to run the tool, first
the input file must be created in the correct format. This formatting is partially defined
in the XML file containing the variable descriptions (e.g. The group tag for separating
into namelists) and partially in the interface itself via some Python data structures, like
dictionaries and lists.

Figure 3.3 Running a tool

Once the input file for the underlying tool is written the tool is executed noninteractively, on either a local or a remote machine.
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3.1.4

Types of Tool interfaces

The tools integrated into the ISE framework are typically of two types, global tools and
local tools. The essential difference between the two is the extent of the hierarchy upon
which they act. The global tools act upon the entire or a significant part of it. The
results generated by the global tools are reflected in the hierarchy itself and typically, no
new child nodes are created. The local tools act upon single nodes in the hierarchy and
produce single or multiple child nodes.
An example for a local tool is a volume grid generator. The tool takes a single surface
grid as its geometric input. The parametric variables required by the tool, are stored in
the tool interface itself and any changes to these variables by the user is reflected directly
upon it. From the point of view of both data and process flow, the surface grid acts as
the parent to the surface grid generation tool, and the resulting volume grid becomes the
child of the tool itself. In some cases the tool can generate multiple outputs. In that case
there will be multiple children to the tool, each corresponding to one output from the
tool.
An example for the global tool is a flow solver. The flow solver tool can act upon
an entire hierachy of geometries or even a significant part of it. The output from the
flow solver need not be geometric entities, but changes to parameters associated with
the geometry. For example, it can be, pressure, density, translation, rotation, etc. These
changes are applied back into the hierarchy, and are not necessarily instantiated as children to the tool.
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Another important difference between global and local tools is the location, and
setting of defaults, to the parametric variables. For local tools, this is trivial because,
each tool instantiation owns its own copy of the entire parametric set. Any changes
done by the user via the GUI, is immediately reflected upon this copy. This is however
not the case with the global tools. Since the input to the global tool can be partial or
entire hierarchies, unique variable values can be applied to the nodes in the hierarchy at
any point. So there are multiple sets on parametric variables that the tool will be using
dependent on which element of the hierarchy that it is currently dealing with. This
multiplicity of parametric variables, sets apart the global tool from the local tool. A
simplified way of setting defaults at various levels of the input hierarchy is required to
reduce redundancy in setting the parameters. Such an operation is described in the next
section.

3.1.5

Setting defaults for global tools

As described in the previous section, a global tool like flow solver has multiple instances
of parametric variables that are unique to different points in the hierarchy that it is acting
on. The parameters are a property of the hierarchical object that the tool is going to act
upon rather than being a property of the tool itself. It is thus essential to simplify the
process of setting unique values to the elements in the hierarchy. To do this, the user is
given the ability to set defaults to any parameter at any level of the hierarchy. Once this
is done, all parameters at a certain level on the hierarchy will assume the value of the
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default that has been set at the lowest level on the hierarchy above it. The lowest level
can the element itself, if the default has been set at that element.
This is illustrated in the figure 3.4. Internally, the root level, where the tool is instantiated, contains a Python dictionary with the entire parameter set for that tool. At
any point below that only those parameters that are uniquely set by the user are stored.
At run time the tool traverses the hierarchy from top down and modifies the parameter
values as it encounters unique settings.

3.1.6

Abstraction for grouping - Body and Domain

Some additional objects are introduced for the purpose of logical grouping of physical
entities in a hierarchy. These abstractions are created mainly for the purpose of giving
a clearer view to the user and allow him/her to arrange and manipulate the components
of a large entity in a way that best represents it. This can be illustrated with the example
of an aircraft. The aircraft can be treated as one large body composed of several smaller
bodies like the fuselage, and wings under it. These can be further divided into additional
components as leading edge, trailing edge, flaps, etc. In essence, abstractions can define
these hierarchies while the actual physical entities lie in the leaf nodes of the hierarchies.
There are two types of abstracts, the Body, and the Domain. The Body is a container
for several other Bodies or Domains. The Body is a higher level grouping than the
Domain. It represents objects that can be described separately. For example, the wing
can be described as a Body, where as the individual parts on the wing like the trailing
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Figure 3.4 Setting defaults for global tools
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edge or the flaps, are Domains in the Body. The Domain can further decomposed into
more Domains or they can directly contain the physical entity, in the form of a grid or a
geometry.
The Body and the Domain are both sub-classed from the iseNode class.

3.1.7

Physical entities - Zones, Regions, Surfaces and Curves

The abstractions Body and Domain are used only for grouping the actual physical entities such as the volume grids, surface grids, etc. Some other objects are required for
storing and representing these entities on the hierarchy. These objects are specific to the
type of entity that it represents. To support the current capability of importing PLOT3D
grids and geometries, four objects have been designed. These are the Zones, the Regions,
the Surfaces, and Curves.
The Zone is the object representing a PLOT3D structured volume grid. Its attributes
contain the ranges of the structured volume grid in three dimensions. The Zone contains
a pointer to the volume grid, which is imported into the framework using the PLOT3D
structured grid reader. The Zone object is usually a child of the Body or Domain object,
when it is imported from a file. It can also be the child of a volume grid generation tool,
if it was generated in the framework by it. The Zone object class is sub-classed from the
iseNode class.
The Region is an object that is similar to the Zone. The difference is that it is always a
child to the Zone object and provides a restricted view of the Zone object. The maximum
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ranges of the Region object in three dimensions is equal to its parent Zone object and
its zone pointer, refers to the same volume grid as the parent. The Region class is subclassed from the Zone class.
The Surface object represents a surface grid or geometry. Its parent can be a Zone,
Region, or a surface grid generation tool. The maximum dimensions of the Surface
object cannot be greater than the dimensions of the parent Zone/Region. Also, only
two of the ranges of the Surface object can be variable. One range must be fixed. The
zone pointer of the Surface object refers to a grid that is either extracted from its parent,
imported from a file, or generated by a surface grid generation tool.
The Curve object represents a curve. Its parent can be a Zone, Region, Surface, or a
curve generation tool. The maximum dimensions of the Curve object cannot be greater
than the dimensions of the parent Zone/Region/Surface. Only one of the ranges of the
Curve object can be variable. The zone pointer of the Curve object refers to a grid that is
either extracted from its parent, imported from a file, or generated by a curve generation
tool.

3.1.8

Importers

Importers are another essential class of objects. Typically most physical entities such
as grids and geometries come in a variety of file formats. Plot3d, IGES, xyz are just a
few of such formats. To support all these formats it is necessary to have methods that
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will convert an entity from one format to another, read from a certain file or write into a
certain file. This class of objects are importers in ISE.
Currenty, the only type of importer supported in ISE is structured PLOT3D format
[17]. It is a library written in C, with the API exposed to Python as a module, for the
purpose of effeciency. The importer has methods for reading and writing files in the
structured PLOT3D format and also methods for extracting smaller regions out of larger
regions, in grids or geometries. Once the importer reads in the external file, it stores the
geometry or grid in a suitable data structure and returns a pointer to it.
Additional importers can be added to the frame work to support other formats, by
subclassing the importer base class and overloading the read, write, get and set methods.

3.2 Graphical User Interface and Visualization [16][17]

The GUI, graphical controllers and Visualization window [16] are the users View into
the data and objects. They are not a part of this work, but are mentioned here for the
sake of completeness. The user interacts with underlying Model via this window. The
interface is one large window, split into various regions. The first region is the visualization subwindow that displays the physical entities, like geometries and grids that are
imported into the framework. The second region, which is called the Workspace is the
work area where most of the users’ interaction takes place. This region has a page for
displaying the pipeline of the simulation process, a page for a Workspace and a page for
a trash can. The third region is the region reserved for displaying the tool interface. This
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Figure 3.5 The ISE GUI
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region is partly created automatically from the input XML file for any particular tool.
The region reflects the tool interface of any particular tool that has been selected in the
second region.

3.2.1

The workspace

The Workspace, as mentioned in the previous section, is where most of the activity takes
place in the user interface. This is where all the geometric entities and grids that a user
imports are made available. These entities are displayed in the form of a tree hierarchy.
The user can arrange the imported entities in a suitable hierarchy by adding abstractions
like Body and Domain and dragging and dropping the geometries or grids onto them.
The user can also add a tool as a child to any of the physical entities into hierarchy if
that physical entity is specified as a possible input to the tool. The appropriate tools for
the entity are selectd from a drop down menu, by right clicking on the entity.
The Workspace region is of particular interest, because it presents to the user the
flow of data and process in the ISE framework. The hierarchy that is built in this region
is used to maintain and check dependencies between physical entities, and enforce the
order of dependency among the simulation pipeline tools. For example, if there were
two tools; a surface grid generation tool and a volume grid generation tool. The surface
grid generation tool can act only on a curve, and the volume grid generation tool acts
only on a surface grid. The Workspace helps maintain these associations and impose the
restrictions.
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Figure 3.6 The Workspace

3.3 Integrating a new tool into the framework

The ISE framework was built with extensibilty as one of the main criterion. Simple tools
are very easily integrated into the framework. More complicated tools would require a
little more of programming. A combination of both Python code and XML is required
to integrate a tool into the system. The following are the essential steps in the integration
process. To better illustrate the process let us try to integrate a tool called foo. The tool
has the executable foo.exe, in the path ./foo.exe.
The first task in integrating a tool into the framework is to write the interface. A
file called foo.py is created to write the interface class to the tool. The iseTool class is
imported and sub-classed as shown below:

from ISE.data.tools.Tool import iseTool
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class FooTool(iseTool):
tool_objects = ["cfdCurve"]
input_xml = ‘./foo_intput_xml.xml’
def __init__(self):
iseSurfaceGrid.__init__(self)
self.input_file = ’./inputfile.in’
self.output_file = ’./outputfile.in’

The class attribute tool objects is assigned a list of ISE objects/classes that can be
input to this foo tool. The other class attribute input xml is assigned the path of the
input XML file containing the definitions of the parametric variables for the tool. The
constructor is used to initialize some other relevant input and output file paths. The
constructor of the base class iseTool parses the XML file specified by the class variable
input xml and instantiates the appropriate variable objects and stores them in a dictionary attribute. The GUI interacts with this dictionary attribute, which contains the name
of the variable as its key and the variable object itself as the value.
The Run() method is overloaded to do the tasks specific to the foo tool
def Run(self):
self.Reset()
self.SetupFiles()
self.SetBinPath()
success = self.RunTool()
if success:
grid = self.ReadOutFile()
self.AddChild(grid)
return 1
else :
return 0

The Reset() method does some cleanup job, like removing an old result from a previous run in the form of a child node. This cleanup will happen only if there are no
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dependents to the child node. The SetupFiles() method sets up the input files that the
tool would require. In this case it writes out a linear list of all the variables from the
varList into the input file. In most cases the format of the input file will be more complicated than this. In such cases the format has to be exlicitly written out in the method.
def SetupFiles(self):
f = open(self.input_file,"w")
for variable in varList:
f.write(variable.name,variable.get())
f.close()

The SetBinPath() method sets the path to the executable appropriate of the current
platfor . Support for different platforms can achieved by having various pre-compiled
binaries stored at pre-specified locations and documented in Python dictionaries:
BINARIES =
’linux2’:’/bin/linux/foo_linux.exe’;
’SunOS’ :’/bin/SunOS/foo_sun.exe’
def SetBinPath(self):
self.bin = BINARIES[sys.uname]

The tools are executed non-interactively using a inbuilt Python method, called
pipes() [19]. The method provides handles to the stdin, stdout, and stderr of the tool.
Once the tool is executed, the success of the execution is determined via the stderr file
and also by checking for the existance of an output file.
If the execution of the tool was successful, in most cases, an output file would be
created. The ReadOuputFile() now reads in the output file. If the output file is a specially
formated file then an importer like the PLOT3D grid importer is used to import the grid.
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The details of the result are stored in an iseNode and inserted into the hierarchy as a child
to the tool itself. For example, if a volume grid generator is used to generate a volume
grid from a surface grid, a Zone object is instantiated and the pointer of the Zone object
is set to the imported volume grid.

def ReadOutputFile():
f = open(self.output_file,’’r’’)
#read the grid in some way
#use importer if necessary
f.close()
return grid

The second step for integrating the tool is writing the XML file that defines the
variables required to run the tool. An example XML file would look something like
this:

<fooToolInputs>
<Global>
<Int name="Processors"
ise="processers" var="PRCS" default="8"/>
<Boolean name="Use Grid"
ise="use_grid" var="USE" default=".F."/>
<Float name="Conditioning"
ise="Conditn" var="CON" default="1.0">
<Hierarchy name="Boundary Condition"
ise="bc" var="BC" default="1">
<Hierarchy name="solid">
<Hierarchy name="viscous" value=’’0’’/>
<Hierarchy name="invicid" value=’’1’’/>
</Hierarchy>
<Hierarchy name="free-stream" value="2"/>
</Hierarchy>
</Global>
</foolToolInputs>
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As explained before, the tags indicate the type of the variable object to be instantiated. The attribute ’name’ is the string that is displayed on the GUI. The attribute ’var’ is
the string that is specific to the tool, and is used to write out the input file to run the tool.
The attribute ’ise’ is a unique internal name given to a variable, so that when there are
different tools that perform the same task, the variables that have been set for one tool
can be mapped easily to another. The attribute ’default’ provides an appropriate default
value.
The final step is to include the tool in the XML file that defines the pipeline so that
it appears in the pipeline of tools available to the user :

<cfdPipeStep name="foo">
<Tools>
<cfdFooTool/>
</Tools>
</cfdPipeStep>

These steps would integrate a simple tool like the foo tool into the ISE frame work.
More complicated tools might require special formating of the input file and other execution requirements. One such example called the Namelist for flow solver tools, is
described later in the fourth chapter.

CHAPTER IV
CURRENT ISE TOOLSET
4.1 Curve Extraction

The curve extraction tool is a simple tool for extracting curves from structured volume
or surface grids. There are two options for extracting curves. The first option extracts
all the boundary curves from a surface. The second option extracts a general curve.
For extracting a general curve two coordinate ranges have to be specified constant. In a
(i,j,k) coordinate system this can be a (i,j) or (j,k) or (k,i) constant curve, with the third
range variable.
Figure 4.1 shows the interface to the tool. Variable inputs to the curve extraction tool
are set via this interface. In figure 4.2 we see that the curve generation tool is inserted
as the child of the surface grid. Once the tool is executed using the tool interface, the
extracted curve or curves are added as children to the tool. In this particular case all
boundary curves have been extracted. Hence there are four children to the tool. Figure
4.3 shows an example where a boundary curve is extracted from a cylindrical surface.
This tool is a little special in the sense that it uses the PLOT3D module as a tool.
The curve extraction tool uses the Plot3D structured grid importer’s [17] capability to
import and extract sub regions from larger grids. There are no batch codes executed
40
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Figure 4.1 Curve Extraction tool interface

Figure 4.2 Curve Extraction tool in the workspace
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Figure 4.3 Extracting a curve

via this tool interface, instead the extract sub-grid method from the PLOT3D module is
used. The tool can be added as a child to either a surface object or a volume object, as
shown in the figures.

4.2 Surface Grid Generation : SURGRD

The surface grid generation tool, SURGRD [10], is a slightly more complicated tool.
The SURGRD [10] code allows three choices of methods for generation of a surface
grid, namely, Hyperbolic Marching, Algebraic Marching or Transfinite Interpolation
(TFI). The tool requires upto four curves as input and also a reference surface.
The SURGRD tool falls into the category of a local tool, because its requires only
a global set of input variables and has only one initiating curve. Of the four curves that
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might be required by the SURGRD tool, one of the curves is choosen as an initiating
curve and the other three are declared as the reference curves. The advantage of having it
this way is that an instance of the SURGRD tool can be now inserted into the Workspace
hierarchy as a child to the initiating curve and maintain the parent-child relationship in
the chronological order. Once the tool is run successfully the resulting surface grid
becomes the child of the SURGRD tool itself, in the Workspace.
The SURGRD tool also requires a reference surface. This can either be the surface
that was used to generate the initiating curve, which will be found at a level higher
than the curve itself on the Workspace hierarchy, in which case it will be automatically
detected or the user can insert the reference surface into the tree at a level higher than
initiating curve before running the tool. Once the user has issued the run command, the
tool interface walks up the tree and searches for the parent surface. In the absence of
such a reference surface the tool does not execute and returns an error.

Figure 4.4 The User Interface to the SURGRD tool

For integrating this tool a few additional details were required. Firstly the initiating
and the reference curves are to be handled. The initiating curve would be nothing but the
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Figure 4.5 The SURGRD tool in the workspace

Figure 4.6 An initiating curve and a reference surface to SURGRD
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Figure 4.7 A surface grid generated by SURGRD

curve at which the tool was instantiated. The other three reference curves are choosen
via the GUI wizard interface. Once these curves are choosen the curves are extracted
using the Plot3D grid importer. A method for walking up the tree one level and searching
for a reference surface grid also was written.
In the interface to the SURGRD tool the iseTool class was sub-classed and the class
attribute tool objects was set to Curve. The Run() was overloaded as follows:
def Run(self):
self.Reset()
self.GetInitAndRefCurves()
self.GetRefSurfaces()
self.SetupFiles()
self.SetBinPath()
success = self.RunTool()
if success == 1:
self.GetOutputGrid()
self.Clean()
return 1
else :
return 0
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The Reset() method checks for dependencies of the previous children to the SURGRD tool. It deletes them if there are no dependencies or keeps them if they are referenced by other tools. The method GetInitAndRefCurves() uses the PLOT3D module
to write out the initiating curve, which is the parent, and the reference curves if any, set
by the user, into input grid files. The GetRefSurfaces() method does the same for the
reference surface, by walking up the tree and fetching the parent of the initiating curve.
The SetBinPath() sets the path to the binary executable dependent on the current Operating System. Once the tool is run a success state is returned. If success is 1 then the
outputted surface grid is read in using the GetOutputGrid() method. This method uses
the PLOT3D importer module. The Clean() method cleans any temporary files created
by the SURGRD tool at runtime.

4.3 Volume Grid Generation : HYPGEN

The HYPGEN [11], volume grid generator is simpler than the surface grid generator
SURGRD. This is also treated as a local tool and has only one geometric input, a intital
surface grid. The input to this tool is a surface grid and the parametric input file.

Figure 4.8 The User Interface to HYPGEN
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Figure 4.9 The HYPGEN tool in the workspace

Figure 4.8 shows the interface to the HYPGEN tool. As shown in figure 4.9 the tool
is inserted as a child to a surface grid. This surface grid can be either imported from a
grid file or can be a restricted volume grid. For the HYPGEN tool to execute without
error, the surface grid has to have the first two ranges variable and the last range constant.
This is taken care of by the PLOT3D module. At run time, the PLOT3D module is used
to write out the grid file in the required format as mentioned earlier, with third range as a
constant. Once the HYPGEN tool is run, upon a successful return the resulting volume
grid is read from the output file using the PLOT3D reader. A Zone object is created and
inserted as the child of the HYPGEN tool. A pointer to the imported volume grid is
stored as an attribute to the Zone object.

48

Figure 4.10 An initial surface grid for running HYGEN

Figure 4.11 The volume grid generated by HYPGEN
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To interface the tool to the framework the iseTool class was sub-classed and the class
attribute tool objects was set to Surface. The Run() was overloaded as follows:

def Run(self):
self.Reset()
self.GetInitSurface()
self.SetupFiles()
self.SetBinPath()
success = self.RunTool()
if success == 1:
self.GetOutputGrid()
self.Clean()
return 1
else :
return 0

The Reset() method checks for dependencies of the previous children to the HYPGEN tool. It deletes them if there are no dependencies or keeps them if they are referenced by other tools. The GetInitSurface() method fetches the surface grid, which
is nothing but the parent of the HYPGEN tool, via the zone pointer of the parent grid.
In case the zone pointer is empty, the PLOT3D module is used to extract the surface
grid from its parent, a volume grid. The SetupFiles() method uses the PLOT3D writer
to create the surface grid file. This method also writes the input file to HYPGEN, by
formating the parametric variables set by the user, via the tool interface as shown in
figure 4.8. The SetBinPath() sets the path to the binary executable dependent on the
current Operating System. Once the tool is run a success state is returned. If success
is 1 then the outputted volume grid is read in using the GetOutputGrid() method. This
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method primarily uses the PLOT3D importer module. The Clean() method cleans any
temporary files created by the HYPGEN tool at runtime.

4.4 Flowsolvers : OVERFLOW, NXAIR

The Flow Solvers are the heart of any fluid flow simulation problem. Many Flow Solvers
are available today, most of them have some capabilities that are unique to them. The
flow solvers typically have a significant number of input parameters, sometimes running to hundreds and even thousands of variables. Currently the ISE has the capability
for preparing and writing out the input Namelist for the flow solvers NXAIR [18] and
OVERFLOW [12].
The flow solver is a global tool that acts on entire or significant parts of a hierarchy
containing physical entities. In most cases, even though the input to the flow solver
interface is a hierarchy of physical entities, the actual flow solver tool usually requires
inputs in the form of a linear list of grids. In this linear list of grids, the parameters
specific to each grid is written out adecent to it. A set of global parameters that is
universal and applies to the entire list of grids and basically the solver, is written at
the very beginning of the input file. Such an input file is called the Namelist file. Both
NXAIR and OVERFLOW have Namelists as their inputs. It is the duty of the flow solver
interface to flatten the input hierarchy and obtain the linear list of grids and parameters.
A simple Namelist file would look like this:

$GLOBAL

51
NSTEPS = 63,
RESTRT = .F.,
NSAVE = 63,
$END
$FLOINP
REY = 8756.23,
TINF = 965.0,
$END
$GRDNAM
NAME =
$END

"Grid101.inp",

$NITERS
ITER =
$END

63,

$BCINP
NBC = 3,
IBTYP = 5, 2, 6,
IBDIR = 0, 0, 0,
JBCS = 19, 31, 12,
JBCE = 132, 78, 216,
$END

In this example the $GLOBAL and the $FLOINP are the universal Namelist groupings and the $GRDNAM, $NITERS and the $BCINP are the Namelist grouping for the
individual grids. The NAME parameter, in the $GRDNAM Namelist specifies the input
file of the grid. The universal variables to the flow solver can be set for the tool itself,
because there is only one set of such variables. In the case of grid specific variables
however, there can be as many unique copies as there are grids. To reduce the redundancy in setting the variables to each grid, defaults can be set at any point in the input
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hierarchy. At runtime the tool interface flattens the hierarchy and obtains the values for
the local variables from the lowest point in the hierarchy above the grid.
Another important aspect, critical to flowsolvers is the setting of boundary conditions. In the workspace hierarchy this is done by adding boundary surface nodes to the
grids. As many boundary surface nodes are added to the grid as there are boundary
surfaces. The boundary surface node contains an attribute called the boundary condition. Currently this is set from the parametric variable boundary condition, just like
any other parameter. However, there can be more than one boundary surface associated
with a grid, and hence more than one boundary condition. This is shown in the example
Namelist given above. There are three bounding surfaces and correspondingly three sets
of boundary conditions.
Since there is more than one flowsolver to choose from, it is helpful to have a map
between similar parametric variables. This reduces the need for reseting the parameters
in the event of switching the solver at runtime. This mapping is maintained by having
a comman name specified for each variable to the flow solvers. For example, an internal representation of the parameter Reynolds number can be ’reynolds number’ which
refers to say ’REYN’ in NXAIR and ’REYNO’ in OVERFLOW. This way only those
variables that are unique to a flow solver would have to be set when there is a switch.
Currently the Namelist to both NXAIR and OVERFLOW, are prepared by reducing
the input hierarchy and setting variables from the lowest levels in the hierarchy. The
PLOT3D module is used to write out the grid files.

CHAPTER V
CONCLUSIONS
A reliable, easy to use and easily extensible framework for integrating simulation
tools called the Integration Simulation Environment (ISE) has been developed.
The ISE is well suited for working with a large collection of individual tools that act
and build on certain physical entities such as geometries and grids. The main purpose of
the ISE was to reduce the burden of handling the tools manually, and improve productivity by turning the focus toward the simulation problem. It was built to help a novice
user to learn and understand the system, while at the same time aid an expert in getting
his work done quickly and easily.
The ISE framework is highly flexible and can be easily extended. A new tool or an
entire set of tools can be integrated into the framework, by following a few simple series
of steps.
To incorporate this level of usability and integrability, a hierarchy based approach
was chosen. The main reason for choosing a hierarchical based approach was that hierarchies allow complex entities such as geometries and grids, and processes such as
the simulation pipelines, to be broken down into smaller, more tractable entities. At the
same time it helps in keeping the over all process or entity in perspective.
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The programming language Python was used to implement the framework. Python is
a modular, objected oriented, interpreter based programming language that is well suited
for binding software modules written in various programming languages at a high level.
This is because Python is compatible with several common languages such as C, C++
and FORTRAN. Also there is very little performance handicap due to the use of Python.
A clean API was designed and implemented for all of the classes and data structures
required to build the framework. The framework was divided into three distinct parts :
the Data/Tool Manager, the GUI and Visualization Window and finally a Hub/Controller
unit.
Many existing tools were integrated into the system and tested for reliability and
ease of use. Both large and small tools can be integrated into the system with reasonable
ease.
The implementation of the framework is a progressive effort in building an entire
system that can provide researchers with a highly reliable tool that can create some
degree of transparency, and aid them is managing their jobs. In the future, support for
remote and High Performance computing resource allocation can be added to make the
system more versatile.
More importers can be written into the system to support a wider range of formats.
Also more tools and pipelines can be integrated into the system to cater to a larger
audience, ranging from structural mechanics to bio-chemical simulations.
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