The observation and management of cardiac features (using automated cardiac auscultation) is of significant interest to the healthcare community. In this work, we propose for the first time the use of recurrent neural networks (RNNs) for automated cardiac auscultation and detection of abnormal heartbeat detection. The application of RNNs for this task is compelling since RNNs represent the deep learning technique most adept at dealing with sequential or temporal data. We explore the use of various RNNs models and show through our experimental results that RNN delivers the best-recorded score with only 2.37% error on test set for automated cardiac auscultation task.
I. INTRODUCTION
Cardiovascular diseases have been the major cause of death globally and their earlier diagnosis can drastically decrease the detriment. Since last decade the Phonocardiography (PCG) has emerged as an effective diagnostic tool for earlier detection of cardiac abnormality. In PCG, heart sound is recorded from the chest wall of the patient and this sound is analyzed to detect whether the heart is functioning normally or the patient should be referred to an expert for further diagnosis. However, effectiveness of PCG can be compromised by many factors such as audible frequency range, environmental noise, expertise and cognitive skills of the medical examiner. Automatic analysis of PCG is suggested to overcome these limitations. Recently deep learning has started to gain interest for automatic detection of cardiac abnormalities through PCG signal. The main aim of these attempts is to design more robust algorithms that can accurately identify cardiac abnormalities across patients and across diverse recording environments. Most of these automated cardiac auscultation attempts however have utilized either classical machine learning models or simple feedforward deep learning models rather than Recurrent Neural Networks (RNNs)-which we argue are better suited for this task due to their well-known capabilities for modeling and analyzing sequential data.
Recently there has been a lot of research on deep RNN models as they can model long range of dependencies between successive events or observations. They have larger statespace and more dynamics as compared to hidden Markov models (HMMs) that enable them to avoid the use of incorrect alignments as training targets [1] . These properties have made them more popular among deep neural networks (DNNs). For instance, the RNN architecture, Long Short-term Memory (LSTM), has proved to be very effective for cursive handwriting recognition with end-to-end training [2] , [3] . In sequence modeling, advance recurrent units, i.e., Gated Recurrent Units (GRUs) have better performance than traditional units (tanh units) [4] . Similarly, for speech recognition, it is found that the memorization capacity of LSTM and bidirectional LSTM can learn the alignment of label sequences and acoustic input to model thousands of words for vocabulary task [5] .
The architecture of RNNs is inherently deep in time and their current hidden state depends on all the previous hidden states. Due to such an architecture, they can model temporal dependency among successive observations. Heart sound is a physiologic time series and it possesses temporal dynamics that change based on the different heart symptoms. Inspired by the abilities of RNNs, this paper explores them for automated cardiac auscultation. We use 2016 PhysioNet Computing in Cardiology Challenge dataset [6] that consists of heart sound recordings ranging from 5 seconds to over 120 seconds. The work presented in this study is the first attempt that investigates the performance of RNNs for heartbeat classification.
The rest of the paper is organized as follow. In the next section, we present background and related work on heart signal classification. In section III, we present different RNNs architectures and describe their working. In section IV, we describe the experimental procedure followed by results and discussion in section V. Finally we conclude in section VI.
II. RELATED WORK
In the past few years, automatic analysis of heartbeat (i.e., the phonocardiogram (PCG)) has been widely studied especially for automated heartbeat segmentation and classification. According to Liu et al. [6] there was no existing study that applied deep learning for automatic analysis on heartbeat before the 2016 PhysioNet Computing in Cardiology Challenge. Now there are few attempts using deep learning models on the classification of the normal and abnormal heart sound.
A deep learning based approach was used in [7] for automatic recognition of abnormal heartbeat using a deep Convolutional Neural Network (CNN). They computed a twodimensional heat map from one-dimensional time series of PCG signal with the overlapping segment length of T = 3 seconds and used for training and validation of the model.
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In this study, they achieved the highest specificity score (i.e., 0.9521) as compared to all entries made in PhysioNet Computing in Cardiology challenge but their sensitivity score (0.7278) was lower. A fully connected neural network (NN) consisting of 15 hidden layers is used in [8] for the classification of PCG signals. The authors achieved the recognition rate of 80% with the specificity of 82 and poor sensitivity (i.e., 63). Potes et al. [9] used an ensemble of AdaBoost and the CNN classifiers to classify normal/abnormal heartbeats. This ensemble approach achieved the highest score in the among others and achieved rank one in the competition with the specificity, sensitivity, and overall score of 0.7781, 0.9424, and 0.8602 respectively. Other approaches in this challenge were based on the classical machine learning based classifiers. Among all the studies, none have attempted RNN that is the most powerful model for time series data.
RNNs are more suitable for the modeling of time series data because they can use long range of contextual information while performing classification and regression. They are proved to be very suitable for various complex problems like speech recognition and emotion detection [1] . For speech data, LSTM-RNN are more effective and have better performance than very popular models such as HMMs as well as Support Vector Machines (SVM) [10] , [11] . Encouragingly, LSTM-RNN also proved to be very effective for multivariate clinical medical data. They are used in [12] for multilabel classification of 128 diagnoses using irregularly sampled clinical measurements. When compared with others, LSTM-RNN trained on raw time series outperformed various strong baselines such as multilayer perceptron trained on hand-crafted features. Recently proposed GRU-a simpler version of LSTM-is also becoming very popular. They have a very comparable performance to most widely used LSTM despite the lower complexity and shorter run-time [13] .
III. PROPOSED APPROACH
In conventional DNNs, the prediction for the current frame is performed based on few past and future frames. This is not sufficient to cover a long time contextual information in the heartbeat signal. To incorporate this information, RNNs can be used. Therefore, we evaluated RNNs for heartbeat classification. Before the experimental evaluation, we first describe each recurrent units used in our paper. Figure 1 depicts the overall proposed approach for heart sound classification using RNNs. The heart sound is first prepossessed and segmented into smaller chunks. Features extracted from these segments are given to the RNNs for classification.
A. Recurrent Neural Network (RNN)
Recurrent neural networks (RNNs) are proved to be a powerful tool for modeling of sequential data. They are specialized to process a sequence (x 1 , ....., x T ) unlike the CNNs that work on a grid like structure (i.e., images). Figure 2 shows the general architecture of RNN as a sequence classifier. Where blue rectangles represent the inputs sequence. The grey rectangles are recurrent hidden layers and a fully connected layer is connected with the last time step followed by the softmax layer for classification.
Fig. 2. RNN as a sequence classifier
A standard RNN take a input sequence x = (x 1 , ....., x T ), computes a sequence of hidden vector h = (h 1 , ....., h T ) and output sequence y = (y 1 , ....., y T ) by using the following equation from time step t = 1 to T :
where W terms are the weight matrices (i.e., W xh is weight matrix of an input-hidden layer), b is the bias vector and H denotes the hidden layer function.
Vanishing and exploding gradients are the two problems in RNN architecture that was pointed out by Bengio et al. [14] in 1994. These problems cause practical difficulties in training RNN for the tasks in which input/output sequences have temporal contingencies over long intervals. An effective solution to this problem is the use of gated architecture, i.e., Long Short-Term Memory (LSTM) or Gated Recurrent Units (GRUs). LSTMs are one of the powerful and widely used RNNs that was proposed by Hochreiter et al. [15] in 1997 whereas GRUs is the simpler version of LSTM and proposed in 2014 by Cho et al. [16] . We present an overview of both LSTM and GRU units next.
1) Long Short-Term Memory (LSTM) Units: The LSTM network is a special type of RNN that eliminates the problems of exploding gradient or vanishing problem of RNN architecture. The architecture of LSTM consists of a recurrent memory block to store information that makes it suitable to model time series by learning from the long history of events. A memory block on LSTM consists of three gates: input, output and forget gate. Graphical representation of LSTM memory cell is shown in Figure 3 . This gated architecture helps LSTM Fig. 3 . Graphical representation of LSTM memory cell to remember for a long time, forget it when a value is not important anymore or to output the value. Information can be stored, written and read from the cell using gates. The memory cell decides what to store, and when to enable reads, writes and erasures of information. The gates in LSTM are analog in nature and implemented using the sigmoid function. In LSTM-RNN the error can be backpropagated to the network over time that allows them to learn over thousands of time steps. In LSTM, each LSTM unit holds a memory c t at a specific time t. The activation function is given by
The output gate o t modulates the memory content and calculated by
The forget gate f t control the memory in the network and update it by forgetting the existing memory c t with the incoming information.
The extent of incoming information is controlled by the input gate i t
The existing memory in the network is updated by the following equation under the control of these three gates.
2) Gated Recurrent Units (GRUs): The Gated Recurrent Unit is a slightly simplified version of LSTM that combines the input and forget gates into a single gate known as update gate. GRU architecture has an additional reset gate as compared to LSTM (see Figure 4 ). The reset gate r combine the new input with the existing memory, and the update gate z controls the amount of the existing memory inside the unit. A GRU do not have a memory cell but it modulates the information inside the unit just like LSTM. The activation h t of GRU is a linear function of candidate activation h and previous activation h t−1
The update gate z t controls how much the unit need to updates its activation
The candidate activation h t is computed using the following transition function
where is the element wise multiplication and r t is the reset gate that modulates the previous hidden state using the following equation
B. Bidirectional Recurrent Neural Networks
One shortcoming of standard RNNs is that they can only use previous information for making decisions. Bidirectional RNNs using LSTM units or GRUs process the information in both forward and backward direction which enable them to exploit future observations also as shown in Figure 5 . The Fig. 5 . Architecture of bidirectional LSTM information is processed in both directions with two different hidden layers and fed forward to an output layer. As shown in the Figure 5 , it computes the hidden sequence both in forward − → h and backward direction ← − h , and update the output layer by using backward layer from time step t = T to 1 and forward layer t = 1 to T . Following are the equations that bidirectional LSTM use to update the output layer.
The output equation is given by:
Smilarly, a bidirectional GRU (BiGRU) produces two se-
by processing the information both in forward and backward directions. These two sequences are concatenated at the output by the following equation:
Where ← −− → GRU (X) term represents the full output of BiGRU produced by concatenating each state in forward direction h f i and backward direction h b (T −i+1) at step i given the input X. In this paper, we use RNNs and bidirectional RNN with both LSTM units and GRUs and compare their performance. This is the first attempt on PCG signal classification using RNNs.
IV. EXPERIMENTAL PROCEDURE

A. Database Description
To evaluate the proposed methodology, a publicly available dataset-provided at Physionet Challenge 2016 [6] -has been used. The dataset consists of six databases (A through F) containing a total of 3,240 raw heart sound recordings, independently collected by different research teams from different countries with different patient types, and hardware. The dataset contains both clean and noisy heart sound recordings. The data were collected from both normal and abnormal subjects, however, nature of disease for abnormal recordings has not been specified. Moreover, subjects were from different age group, i.e., children, adults and aged ones. For our experiments, we use all databases and further divided into two categories, i.e., normal and abnormal heart sound recordings. The number of normal recordings is 4× higher than the abnormal recordings. Figure 6 illustrates the distribution of dataset across each database and its nature (i.e., normal and abnormal). We used all the recordings available in the dataset (ranges from 5 seconds to just over 120 seconds). Fig. 7 . An ECG-labelled PCG with the four states (S1, S2, systole, and diastole) of the heart cycles. The R-peak and end-T-wave act as the references for the approximate locations of S1 and S2. Source: [17] The heart sound recorded by stethoscope is often have background noise. The preprocessing of heart sound is an essential and crucial step for automatic analysis of heartbeat recordings. It reveals the inherent physiological structure of the heart signal by detecting the abnormalities in the meaningful regions of PCG signal and allows for the automatic recognition of pathological events. The detection of the exact locations of the first and second heart sounds (i.e., S1 and S2) within PCG is known as the segmentation process. Figure 7 shows the four states of a heart cycle with EEG as a reference for the position of S1 and S2. In this paper, we used stateof-the-art method Logistic Regression-Hidden semi-Markov models (HSMM) for identification of S1 and S2 proposed by Springer et al. [17] . This method uses LR-derived emission or observation probability estimates and provides significantly improved results as compared to the previous approaches based on the Gaussian or Gamma distributions [18] , [19] .
The working of Logistic Regression-HSMM is similar to SVM based emission probabilities [20] and it allows for greater discrimination between different states. Logistic regression is a binary classifier that maps the feature space or predictor variables to the binary response variables by using a logistic function. The logistic function σ(a) is defined as:
The probability of a state or class given the input observations O t can be defined using the logistic function.
the term w represents the weights of the model that are applied to each observation or input features. The model is trained iteratively and re-weighted least squares on the training data. For one-vs-all logistic regression, the probability of each observation given the state b j (O t |ξ j ) is found by using Bayes'rule:
The P (O t ) is calculated from a multivariate normal distribution of the entire training data and P (ξ j ) is the initial state probability distribution.
The Logistic Regression-HSMM algorithm use the combination of four type of features, i.e., homomorphic envelope, Hilbert envelope, Wavelet envelope and Power spectral density envelope. The details of these features can be seen in [17] . The overall PCG recordings are given to the model for accurate detection of most probable states (i.e., S1 and S2). Label for these recordings is R-peak and end-T-wave locations of given ECG signal. Figure 8 shows the detected four states (i.e., S1, S2, systole, and diastole ) of two heart cycles. The main goal of this process is to ensure that incoming heartbeats are properly aligned before their classification. 
C. Segment Extraction
After detecting the position of S1 and S2, we segmented the overall PCG waveform into shorter instances by locating the beginning of each heartbeat. Segment extraction is also used in previous studies to divide the overall heart sound in smaller chunks. For instance, Rubin et al. [7] used a segment of T = 3 seconds for training and validation of CNN. In this paper, we used a sequence of five heart cycles for our models. We focus on five cycles and the length of segmented signals can vary. Figure 9 (a) & 9(b) shows the five cycles of normal and abnormal heart sound, respectively. The state of normal heart sound is different from abnormal one in temporal context (i.e., heart cycle states (S1 and S2) in normal segment have longer duration).
D. Feature Selection
The extraction and selection of more relevant parameters from PCG signals are crucial tasks. They significantly affect the recognition performance of the model. In this paper we used Mel-frequency cepstral coefficients (MFCCs) [21] to represent PCG signal in compact representation. MFCCs are used almost in every study on automatic heart sound classification (for example, [22] , [9] , [23] , [24] ) due to their effectiveness in speech analysis. We use the following step to compute MFCCs: 1) For the segment of length T with sampling rate r, an overlapping sliding window w i (n) of length L and step size of ∆ is computed. Where n ∈ [1, Lr] is the sample index and i ∈ [1, T ∆ ] represents the window index. We use a window length of 25ms and step size of 10ms in our case. 2) Discrete Fourier transform (DFT) is applied to each window.
H(n) represents the Hamming window of length N and k ∈ [1, K], K is the length of DFT. . The power spectral estimate of W i (k) is computed by the following equation: 3) Filterbank j ∈ [1, J] of triangular band-pass filters f j,1...K is applied to P i (k) and log transformation is used to perceive sound volume.
We used filterbank of J = 26 filters. 4) Finally Discrete Cosine Transform (DCT) is applied to compute MFCCs from c * i,j
We choose 13 MFCCs for compact representation of PCG signal as a large feature space do not always improve the recognition rate of the model [25] .
E. Architecture of Models
In this paper, we used two architectures of RNN models. LSTM-RNN model consists of two LSTM layer with tanh function as activation followed by two successive dense layers for classification. Similarly, BLSTM-RNN contains two BLSTM layers followed by two consecutive dense layers for classification. In order to implement GRUs based RNNs, we only replace LSTM units with GRUs in the LSTM-RNN and BLSTM-RNN models. For fair performance comparison of these models, we constrained the models' parameters to be almost similar. We used Adam optimizer with learning rate of 10 −3 , and β 1 and β 2 set to be 0.99.
V. RESULTS AND DISCUSSION
The overall dataset of PhysioNet Computing in Cardiology Challenge consisted of eight heart sound databases gathered from seven different countries. There is total of 3240 publicly available heartbeat recordings. We detected S1 and S2 in each PCG waveform and segmented these signals into smaller chunks containing exact five heart cycle. MFCCs are computed from these chunks and both models were trained on 80% of data and 20% of unseen data was used for testing.
A. Comparison with Previous Approaches
The performance of RNNs models is assessed using the sensitivity (Se), specificity (Sp), accuracy (AC) with the following equations: using the ensemble of AdaBoost and CNN achieved "Rank 1" in the competition with the best recognition rate. In our approach, RNNs using LSTM and even with GRUs have achieved better recognition rate in terms of accuracy, sensitivity, and specificity. Based on these experimental results, we learned that RNNs are most important architectures that can capture the temporal statistics and dynamics in the sequence of heartbeats more efficiently as compared to the other popular DNNs like CNN. The temporal dependencies in heart sound act as important implicit features for their classification using RNNs.
B. Performance Comparison of RNNs
In this study, our evaluation focused on the sequence modeling of heart sound using RNNs. We explored the performance of different state-of-the-art RNNs for this task. Based on the experimental results, it can be highlighted that the different RNNs have achieved the comparable performance. We compare the performance of RNNs in pairs, i.e., LSTM vs GRUs and BLSTM vs BiGRU. An important aspect we learned from this comparison is that LSTM-RNN did not perform particularly better than a GRU-RNN, whose architecture is simpler. While LSTM and GRU have almost comparable performance on heart sound classification. The LSTM model has high sensitivity and accuracy than GRU but its specificity is slightly lower than the GRU-RNN (see Figure 10 (a)).
Bidirectional RNNs have achieved the highest accuracy on heart signal classification. We compare the performance of bidirectional RNN using LSTM units and GRUs in Figure  10 (b). BLSTM outperformed BiGRUs in all three performance measures. However, the performance of BiGRU is also promising on on PCG data despite the simpler architecture. Figure 11 shows the F1-scores of all four models. Both LSTM and BLSTM have achieved highest F1-scores on heart sound classification.
VI. CONCLUSION Recurrent neural networks (RNNs) produce promising results on heart sound classification, this is the first experiment Fig. 11 . F1-scores of heartbeat classification using RNNs on PCG signal. We hypothesize a possible explanation based on our experiments that the irregular temporal dynamics in the heart sound signal can be better modeled by the gated architecture of RNNs as compared to the other deep learning models. Interestingly, the performance of different RNN architectures is quite promising and almost similar. Bidirectional Long Short-Term Memory (BLSTM) have achieved the highest classification accuracy but its sensitivity is a bit lower than LSTM-RNN. The RNNs using Gated Recurrent Unit (GRU) also produce very promising results as compared to the previous attempts and have the quite comparable performance with LSTM-RNNs even with lower complexity. We consider this paper as a preliminary work. In our future studies, we aim to investigate how gated units in RNN architecture helps in learning of temporal dependencies of heart signal.
