A pure source transfer domain decomposition method for Helmholtz
  equations in unbounded domain by Du, Yu & Wu, Haijun
AN IMPROVED PURE SOURCE TRANSFER DOMAIN
DECOMPOSITION METHOD FOR HELMHOLTZ EQUATIONS IN
UNBOUNDED DOMAIN
YU DU∗ AND HAIJUN WU∗
Abstract. We propose an improved pure source transfer domain decomposition method (PST-
DDM) for solving the truncated perfectly matched layer (PML) approximation in bounded domain
of Helmholtz scattering problem. The method is based on the the source transfer domain decompo-
sition method (STDDM) proposed by Chen and Xiang. The idea is decomposing the domain into
non-overlapping layers and transferring the sources equivalently layer by layer so that the solution
in each layer can be solved using a PML method defined locally outside its two adjacent layers.
Furthermore, we divide the domain into non-overlapping blocks and solve the solution in each block
by using a PML method defined locally outside its adjacent blocks. The convergence analysis of the
method is provided for the case of constant wave number. Finally, numerical examples are provided
where the method is used as both a direct solver and an efficient preconditioner in the GMRES
method for solving the Helmholtz equation.
Key words. Helmholtz equation, large wave number, perfectly matched layer, source transfer,
domain decomposition method
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1. Introduction. This paper is devoted to a domain decomposition method
based on the STDDM method (cf. [15]) for the Helmholtz problem in the full space
R2 with Sommerfeld radiation condition:
∆u+ k2u = f in R2,(1.1) ∣∣∣∣∂u∂r − iku
∣∣∣∣ = o(r−1/2) as r = |x| → ∞.(1.2)
where the wave number k is positive and f ∈ H1(R2)′ having compact support, where
H1(R2)′ is the dual space of H1(R2). The problem is satisfied in a weak sense (cf.
[33]).
Helmholtz boundary value problems appear in various applications, for example,
in the context of inverse and scattering problems. Since the huge number of degrees of
freedom is required resulting from the pollution error and the highly indefinite nature
of Helmholtz problem with large number wave [1, 2, 3, 10, 18, 21, 22, 24, 25, 26, 27,
28, 34], it is challenging to solve the algebraic linear equations resulting from the finite
difference or finite element method with large wave number. Considerable efforts in
the literature have been made. One way is to find efficient and cheap methods [2, 10,
17, 21, 22, 24], such as the coutinous interior penalty finite element method [9, 35, 36]
, which use less degrees of freedom as the same relative error reached. Another way
is to find efficient algorithms for solving discrete Helmholtz equations, e.g. Benamou
and Despre´s [4], Gander et al [23] for domain decomposition techniques and Brandt
and Livshit [8], Elman et at [19] for multigrid methods. Recently Engquist and Ying
constructed a new sweeping preconditioner for the interior solution [20]. Then Chen
and Xiang proposed the source transfer domain decomposition method (STDDM)
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[15], in which only some local PML problems defined locally outside the union of two
layers are solved. Thus the complexity of STDDM is the sum of the complexity of
the algorithms for solving those local problems which reduce the complexity to solve
the whole linear system. We are inspired by the key idea of STDDM, and the main
lemmas and idea of proofs also come from their work.
In this paper we show the improved pure source transfer domain decomposition
method (PSTDDM).
Let Bl = {x = (x1, x2)T ∈ R2 : |x1| < l1, |x2| < l2}. Assume that f is supported
in Bl. We divide the interval (−l2, l2) into N segments with the points ζi = −l2 +
(i− 1)∆ζ where ∆ζ = 2l2/N . Then we denote the layers by
Ω0 = {x = (x1, x2)T ∈ R2 : x2 < ζ1},
Ωi = {x = (x1, x2)T ∈ R2 : ζi < x2 < ζi+1}, i = 1, · · · , N,
ΩN+1 = {x = (x1, x2)T ∈ R2 : ζN+1 < x2}.
Clearly, supp f ⊂ ∪Ni=1Ωi. Let fi = f in Ωi and fi = 0 elsewhere. Let f¯+1 = f1 and
f¯−N = fN . The key idea is that by defining the source transfer function Ψ
±
i in the
sense that∫
Ωi
f¯+i (y)G(x, y)dy =
∫
Ωi+1
Ψ+i+1(f¯
+
i )(y)G(x, y)dy ∀x ∈ ∪N+1j=i+2Ωj ,∫
Ωi
f¯−i (y)G(x, y)dy =
∫
Ωi−1
Ψ−i−1(f¯
−
i )(y)G(x, y)dy ∀x ∈ ∪i−2j=0Ωj ,
and letting f¯±i±1 = fi±1 + Ψ
±
i±1(f¯i), then we have for any x ∈ Ωi
u(x) =
(
−
∫
Ωi
fi(y)G(x, y)dy −
∫
Ωi−1
f¯+i−1(y)G(x, y)dy
)
+(1.3) (
−
∫
Ωi+1
f¯−i+1(y)G(x, y)dy
)
.
Here, G(x, y) is the Green’s function of the problem (1.1)–(1.2). Observing (2.1), we
know that u(x) in Ωi consists of two independent parts. The first part only involves
the sources in Ωi and Ωi−1 and the second one only involves the source in Ωi+1. Thus
they could be solved independently by using the PML method outside only Ωi−1 ∪Ωi
and Ωi ∪ Ωi+1 respectively. Similar to STDDM, our PSTDDM also consists of two
steps which could run in parallel and the complexity of every step is the same as
that of STDDM. The error of PSTDDM are not larger than that of STDDM if the
same numerical algorithm, such as the finite element or difference method, was used.
Besides, since every step of PSTDDM just consists of local PML problems defined
in the whole space, not in the half-space with Dirichlet boundary, these local PML
problems also can be solved by using our PSTDDM recursively. As a result, the
computational domain is divided into blocks and the local PML problems needed to
be solved are defined outside the union of four adjacent blocks.
The perfectly matched layer (PML) is a mesh termination technique of effective-
ness, simplicity and flexibility in computational wave propagation. After the pioneer-
ing work of Be´renger [5, 6], various constructions of PML absorbing layers have been
proposed and many theoretical results about Helmholtz problem, such as those about
the convergence and stability, have been studied [7, 13, 14, 16, 29, 30, 31]. In this
paper, the uniaxial PML methods will be used.
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The remainder of this paper is organized as follows. In section 2, pure source
transfer domain decomposition method in R2 and some important lemmas and theo-
rems, which are fundamental and illuminating for the PSTDDM in truncated domain,
are introduced. Section 2.3 shows the algorithm in the truncated bounded domain and
the main result, that is, the exponentially convergence of the solution of PSTDDM
in the truncated domain to the solution in R2. In section 3, we show that the local
PML problems can be solved by out PSTDDM recursively and proof the convergence
of the method. At last, we both use the method as a direct solver and an efficient
preconditioner in the GMRES method to solve the Helmholtz equation.
2. Source transfer layer by layer. In this section, we introduce the PSTDDM
for the PML method in the whole space. First, we recall the progress of deriving the
PML method and set the medium properties of perfect matched lays which are a
bit different from traditional medium and would be used in the following lemmas and
theorems [15]. In subsection 2.1, we also recall some basic lemmas. Then we introduce
the two steps of the pore source transfer domain decomposition method in R2.
2.1. The PML method. In this subsection, we recall some knowledge about
the PML method.
The exact solution of equation(1.1) with the radiation condition 1.2 can be written
as the acoustic volume potential. Let G(x, y) be the fundamental solution of the
Helmholtz problem
∆G(x, y) + k2G(x, y) = −δy(x) in R2.
We know G(x, y) = i4H
(1)
0 (k |x− y|) where H(1)0 (z), for z ∈ C, is the first kind Hankel
function of order zero.
Then, the solution of (1.1) is given by
u(x) = −
∫
R2
f(y)G(x, y)dy ∀x ∈ R2.(2.1)
In this paper we used the uniaxial PML method [7, 15, 12, 29] . the model medium
properties are defined by
α1(x1) = 1 + iσ1(x1), α2(x2) = 1 + iσ2(x2)
σj(t) = σj(−t) for t ∈ R2, σj = 0 for |t| ≤ lj , σj = γ0 > 0 for |t| ≥ l¯j .
where σj(xj) ∈ C1(R2) are piecewise smooth functions, l¯j > lj is fixed and γ0 is a
constant.
For x = (x1, x2)
T , we define the complex coordinate as x˜(x) = (x˜1(x1), x˜2(x1)),
where
x˜j(xj) =
∫ xj
0
αj(t)dt = xj + i
∫ xj
0
σj(t)dt, j = 1, 2.(2.2)
We remark that this kind of definition has been proposed in [15] and recall that the
requirement, σj = γ0 for |t| ≥ l¯j , is very important because of the use of proving the
local inf-sup condition (2.33) (cf. [15]) for the truncated PML problem by using the
reflection argument of [7, 15] and estimating the dependence of the inf-sup constants
on the wave number k.
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The complex distance is defined as
ρ(x˜, y˜) =
[
(x˜1(x1)− y˜1(y1))2 + (x˜2(x2)− y˜2(y2))2
]1/2
.(2.3)
Here, z1/2 denote the analytic branch of
√
z such that Re(z1/2) > 0 for z ∈ C\[0,+∞).
The solution to the PML problem is
u˜(x) = u(x˜) = −
∫
R2
f(y)G(x˜, y˜)dy ∀x ∈ R2,(2.4)
Since f is supported inside Bl, we know that y˜ = y and u˜ = u in Bl.
The solution (2.4) satisfies the PML equation
J−1∇ · (A∇u˜) + k2u˜ = f in R2,(2.5)
which could be obtained by the fact that ∆˜u˜ + k2u˜ = f in R2 and using the chain
rule, where A(x) = diag
(
α2(x2)
α1(x1)
, α1(x1)α2(x2)
)
and J(x) = α1(x1)α2(x2).
The weak formulation of (2.5) is: Find u˜ ∈ H1(R2) such that
(A∇u˜,∇v)− k2(Ju˜, v) = −〈Jf, v〉 ∀v ∈ H1(R2),(2.6)
where (·, ·) is the inner product in L2(R2) and 〈·, ·〉 is the duality pairing between
H1(R2)′ and H1(R2).
We have the following inf-sup condition for the sesquilinear form associated with
the PML problem in R2 which has been proved (cf. [15], Lemma 3.3):
sup
ψ∈H1(R2)
∣∣(A∇φ,∇ψ)− k2(Jφ, ψ)∣∣
‖ψ‖H1(R2)
≥ µ0 ‖φ‖H1(R2) ∀φ ∈ H1(R2),(2.7)
where the inf-sup condition µ−10 ≤ Ck3/2 which is fundamental to our estimates.
The fundamental solution of the PML equation (2.5) is (cf. [7, 31])
G˜(x, y) = J(y)G(x˜, y˜) =
i
4
J(y)H
(1)
0 (kρ(x˜, y˜)).(2.8)
2.2. The PSTDDM for the PML equation in R2. In this subsection, we
introduce our PSTDDM for the PML equation in the whole space and give the fun-
damental theorems.
We recall that the domain {x = (x1, x2) : |x2| ≤ l2} is divided into N layers (??)
and that fi(x) = f(x)|Ωi for any x ∈ Ωi and fi(x) = 0 for any x ∈ R2\Ω¯i. We define
smooth functions β+i (x2) and β
−
i (x2) by
β+i = 1, β
−
i = 0, β
+
i
′
= β−i
′
= 0 as x2 ≤ ζi,(2.9)
β+i = 0, β
−
i = 1, β
+
i
′
= β−i
′
= 0 as x2 ≥ ζi+1,∣∣∣β+i ′∣∣∣ ≤ C(∇ζ)−1, ∣∣∣β−i ′∣∣∣ ≤ C(∇ζ)−1,
where C is a constant independent of ζi, ζi+1 and the subscript i. Our PSTDDM
consists of two steps 1 and 2. Clearly, the two steps 1 and 2 are independent of each
other and can be computed in parallel.
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Algorithm 1 Source Transfer I for PML problem in R2
1. Let f¯+1 = f1;
2. While i = 1, · · · , N − 2 do
• Find u+i ∈ H1(R2) such that
J−1∇ · (A∇u+i ) + k2u+i = −f¯+i − fi+1 in R2(2.10)
• Compute
Ψ+i+1(f¯
+
i ) = J
−1∇ · (A∇(β+i+1u+i )) + k2(β+i+1u+i ).(2.11)
• Set
f¯+i+1 = fi+1 + Ψ
+
i+1(f¯
+
i )(2.12)
in Ωi+1 and f¯
+
i+1 = 0 elsewhere.
End while
3. For i = N − 1, find u+N−1 ∈ H1(R2) such that
J−1∇ · (A∇u+N−1) + k2u+N−1 = −f¯+N−1 − fN in R2(2.13)
Algorithm 2 Source Transfer II for PML problem in R2
1. Let f¯−N = fN ;
2. While i = N, · · · , 3,
• Find u−i ∈ H1(R2) such that
J−1∇ · (A∇u−i ) + k2u−i = −f¯−i in R2(2.14)
• Compute
Ψ−i−1(f¯
−
i ) = J
−1∇ · (A∇(β−i−1u−i )) + k2(β−i−1u−i ).
• Set f¯−i−1 = fi−1 + Ψ−i−1(f¯−i ) in Ωi−1 and f¯+i−1 = 0 elsewhere.
End while
3. For i=2, find u−2 ∈ H1(R2) such that
J−1∇ · (A∇u−2 ) + k2u−2 = −f1 − f¯−2 in R2.(2.15)
By (2.10), (2.14) and (2.15), we know that u+i is given by
u+i (x) =
∫
Ωi∪Ωi+1
(f¯+i + fi+1)J(y)G(x˜, y˜)dy ∀x ∈ R2, i = 1, · · · , N − 1,(2.16)
and u−i is given by
u−i (x) =
∫
Ωi
f¯−i (y)J(y)G(x˜, y˜)dy ∀x ∈ R2, i = N, · · · , 3,(2.17)
u−2 (x) =
∫
Ω1∪Ω2
(f¯−2 (y) + f1(y))J(y)G(x˜, y˜)dy.(2.18)
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By simple calculation, we have the equivalent form of the source transfer operator
Ψ+i+1:
Ψ+i+1(f¯
+
i ) = J
−1∇ (A∇β+i+1u+i )+ J−1∇β+i+1 · (A∇u+i )− β+i+1fi+1.(2.19)
and it’s easily obtained that Ψ+i+1(f¯
+
i ) + β
+
i+1fi+1 is in L
2(Ωi+1) and supported in
Ωi+1. Similarly, we can get the equivalent form for Ψ
−
i−1:
Ψ−i−1(f¯
−
i ) = J
−1∇ (A∇β−i−1u−i )+ J−1∇β−i−1 · (A∇u−i ).(2.20)
The proof of the following two lemmas is quit similar to Lemma 2.6 in [15]. We
omit the details.
Lemma 2.1. For i = 1, · · · , N − 2, we have u+i ∈ H1(R2) and
∥∥u+i ∥∥H1(R2) ≤
C ‖f‖H1(Bl)′ . Let M0 = l, Mi =
√
2M + (1 +
√
2)Mi−1, where l is the diameter of Bl
and M = max(l¯1, l¯2). Then there exists a constant C > 0 such that∣∣u+i (x)∣∣+ ∣∣∆u+i (x)∣∣ ≤ Ce− 18kγ0|x| ‖f‖H1(Bl)′ ∀ |x| ≥Mi,
where H1(Bl)
′ is the dual space of H1(Bl).
Lemma 2.2. For i = N, · · · , 3, we have u−i ∈ H1(R2) and
∥∥u−i ∥∥H1(R2) ≤
C ‖f‖H1(Bl)′ . Let M0 = l, Mi =
√
2M + (1 +
√
2)Mi−1, where l is the diameter
of Bl and M = max(l¯1, l¯2). Then there exists a constant C > 0 such that∣∣u−i (x)∣∣+ ∣∣∆u−i (x)∣∣ ≤ Ce− 18kγ0|x| ‖f‖H1(Bl)′ ∀ |x| ≥Mi,
where H1(Bl)
′ is the dual space of H1(Bl).
Lemma 2.1 and Lemma 2.2 show that u+i and u
−
i decay exponentially at infinity,
which will be used in the following theorems.
Theorem 2.3. The following assertions hold:
(i) For i = 1, · · · , N − 2, we have, for any x ∈ Ω(ζi+2,+∞),∫
Ωi
f¯+i (y)G˜(x, y)dy =
∫
Ωi+1
Ψ+i+1(f¯
+
i )(y)G˜(x, y)dy.(2.21)
(ii) For the solution u+i in (2.10), we have, for any x ∈ Ωi+1, i = 1, · · · , N − 1,
u+i (x) =
∫
Ω(−∞,ζi+2)
f(y)G(x˜, y˜)dy.(2.22)
Proof. We first prove (2.21). By the property of (2.8) (cf. e.g. [[15], 2.11-2.13],
[[7], Theorem 2.8] and [[31], Theorem 4.1]), we know that for any x ∈ Ω(ζi+2,+∞)
and y ∈ Ω(ζ1, ζi+2)
∇y · (A∇y(J−1G˜(x, y))) + k2J(J−1G˜(x, y)) = 0.
For x ∈ Ω(ζi+2,+∞), y ∈ Ωj , j = 1, · · · , i+1, G˜(x, y) decays exponentially as |y| → 0
(cf. [15], Lemma 2.5). By Lemma 2.1 we know that u+i (y) decays also exponentially
at infinity. By integrating by parts, we have∫
Ωi
f¯+i G˜(x, y)dy
= −
∫
Ω(−∞,ζi+1)
J−1[∇y · (A∇yu+i (y)) + k2Ju+i (y)]G˜(x, y)dy
= −
∫
Γi+1
[
(A∇yu+i (y) · e2)J−1G˜(x, y)− (A∇y(J−1G˜(x, y)) · e2)u+i (y)
]
ds(y),
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where e2 is the unit vector in the x2 axis. By using (2.9), we can do integration by
parts to have∫
Ωi
f¯+i G˜(x, y)dy =
∫
∂Ωi+1
[
(A∇y(β+i+1u+i (y)) · n)J−1G˜(x, y)−
(A∇y(J−1G˜(x, y)) · n)β+i+1u+i (y)
]
ds(y)
=
∫
Ωi+1
J−1[∇y · (A∇y(β+i+1u+i (y))) + k2Jβ+i+1u+i (y)]G˜(x, y)dy
=
∫
Ωi+1
Ψ+i+1(f¯
+
i )(y)G˜(x, y)dy,
where n is the unit outer normal to ∂Ωi+1.
Since y˜(y) = y and J(y) = 1 for any y ∈ Bl, By using (2.16) and (2.21) we could
prove (2.22). For any x ∈ Ωi+1
u+i (x) =
∫
Ωi∪Ωi+1
(f¯+i + fi+1)J(y)G(x˜, y˜)dy
=
∫
Ωi+1
fi+1(y)G(x˜, y˜)dy +
∫
Ωi
fi(y)G(x˜, y˜)dy +
∫
Ωi
Ψ+i (f¯
+
i−1)(y)J(y)G(x˜, y˜)dy
=
∫
Ωi∪Ωi+1
f(y)G(x˜, y˜)dy +
∫
Ωi−1
f¯+i−1(y)J(y)G(x˜, y˜)dy
= · · · =
∫
∪i+1j=1Ωj
f(y)G(x˜, y˜)dy.
This completes the proof.
The second step 2 is similar to the first one 1 of the PSTDDM for the PML
equation in the whole space. So by argument similar to the proof above, we can easily
obtain the following results.
Theorem 2.4. The following assertions hold:
(i) For i = N, · · · , 3, we have, for any x ∈ Ω(−∞, ζi−1),∫
Ωi
f¯−i (y)G˜(x, y)dy =
∫
Ωi−1
Ψ−i−1(f¯
−
i )(y)G˜(x, y)dy.(2.23)
(ii) For the solution u−i , i = N, · · · , 3, in (2.14), we have, for any x ∈ Ωi−1,
u−i (x) =
∫
Ω(ζi,+∞)
f(y)G(x˜, y˜)dy.(2.24)
(iii) For the solution u−2 (x) in (2.15), we have, for any x ∈ Ω1,
u−2 (x) =
∫
R2
f(y)G(x˜, y˜)dy.(2.25)
Combining Theorem 2.3 and Theorem 2.4, we could obtain the main result in this
section.
Theorem 2.5. We define u+0 (x) = 0 and u
−
N+1(x) = 0 for any x ∈ R2. For any
x ∈ Ωi, i = 1, · · · , N , we have
u˜(x) = −(u+i−1(x) + u−i+1(x)).
8 Y. Du & H. Wu
Proof. From (2.25), it’s easy to see that the lemma holds for i = 1. Using the
definition of u˜(x) (2.4) and (2.22), (2.24), we have, for any x ∈ Ωi, i = 2, · · · , N ,
u˜(x) = −
∫
R2
f(y)G(x˜, y˜)dy
= −
(∫
Ω(−∞,ζi+1)
f(y)G(x˜, y˜)dy +
∫
Ω(ζi+1,+∞)
f(y)G(x˜, y˜)dy
)
= −(u+i−1(x) + u−i+1(x)),
where we have used y˜(y) = y in Bl.
2.3. The PSTDDM for the PML equation in the truncated bounded
domain. The PSTDDM for PML equation in the truncated bounded domain and the
most important results in this paper are introduced in this section. First we introduce
some notation. Let U be a bounded domain in R2 and ∂U = Γ. Then the weighted
norms are written as
‖u‖H1(U) =
(
‖∇u‖2L2(U) + ‖ku‖2L2(U)
)1/2
, ‖v‖H1/2(Γ) =
(
d−1U ‖v‖2L2(Γ) + |v|212 ,Γ
)1/2
,
where dU = diam(U) and
|v|21
2 ,Γ
=
∫
Γ
∫
Γ
|v(x)− v(x′)|2
|x− x′|2 ds(x)ds(x
′).
The following inequality are given (cf. [[15], 3.1]),
‖v‖H1/2(Γ) ≤ (|Γ| d−1U )1/2 ‖v‖L∞(Γ) + |Γ| ‖∇v‖L∞(Γ) ∀v ∈W 1,∞(Γ), ,(2.26)
The inequality (2.26) is easily derived from the definition of weighted norms.
For simplicity, the following assumption about the medium property is adopted:
H1
∫ l1+d2
l1
σ1(t)dt =
∫ l2+d2
l2
σ2(t)dt =: σ¯,
∫ l1+d1
l1+d2
σ1(t)dt ≥ σ¯(2.27)
and l1 ≤ l2, d1 = 2d2.
This assumption is not essential. Those lemmas and theorems are also valid with
a bit modification of the proof if the assumption is changed.
Denote by BL = (−l1 − d1, l1 + d1) × (−l2 − d2, l2 + d2) where l1 + d1 > l¯1 and
l2 + d2 > l¯2. Clearly, BL contains Bl. We will show how to get a approximation of
the solution to the PML equation in the truncated domain BL.
We introduce local PML problems by using the PML complex coordinate stretch-
ing outside the domain (−l1, l1)× (ζi, ζi+2). The PML stretching is x˜i(x) = (x˜i,1(x1),
x˜i,2(x2))
T , which has been proposed in [15], where x˜i,1(x1) = x˜1(x1) and
(2.28) x˜i,2(x2) =

x2 + i
∫ x2
ζi+2
σ2(t+ ζN+1 − ζi+2)dt if x2 > ζi+2,
x2 if ζi ≤ x2 ≤ ζi+2,
x2 + i
∫ x2
ζi
σ2(t− ζi + ζ1)dt if x2 < ζi.
We define
Ai(x) = diag
(
x˜i,2(x2)
′
x˜i,1(x1)′
,
x˜i,1(x1)
′
x˜i,2(x2)′
)
, Ji(x) = x˜i,1(x1)
′x˜i,2(x2)′.
pure source transfer domain decomposition method 9
Denote by ΩPMLi = {x = (x1, x2) ∈ BL : ζi − d2 ≤ x2 ≤ ζi+2 + d2}. The local
PML problems in truncated domains can be defined for some wave source F ∈
H1(ΩPMLi )
′ as: find φ ∈ H10 (ΩPMLi ) such that
(Ai∇φ,∇ψ)− k2(Jiφ, ψ) = −〈JF, ψ〉 ∀ψ ∈ H10 (ΩPMLi ).(2.29)
Then our PSTDDM for the PML equation in a truncated bounded domain consist of
two steps 3 and 4.
Before proving the convergence of the method, we introduce some functions and an
important result which would be used often. The functions are u¯+i , i = 1, · · · , N − 1,
and u¯−i , i = N, · · · , 2 which are defined as:
u¯+i (x) =
∫
Ωi∪Ωi+1
(f¯+i (y) + fi+1(y))Ji(y)G(x˜i, y˜i)dy, i = 1, · · · , N − 1,(2.30)
u¯−i (x) =
∫
Ωi
f¯−i (y)Ji−1(y)G(x˜i−1, y˜i−1)dy, i = N,N − 1, · · · , 3,(2.31)
u¯−2 (x) =
∫
Ω1∪Ω2
(f¯−2 + f1)J1(y)G(x˜1, y˜1)dy.(2.32)
The result is about the inf − sup condition of the PML equations in truncated do-
mains.
Theorem 2.6. Let σ0d2 be sufficiently large. There’s some constant α < 1 such
that
sup
ψ∈H10 (ΩPMLi )
(Ai∇φ,∇ψ)− k2(Jiφ, ψ)
‖ψ‖H1(ΩPMLi )
≥ µ ‖φ‖H1(ΩPMLi ) ∀φ ∈ H
1
0 (Ω
PML
i ),(2.33)
where µ−1 ≤ Ck1+α. C is independent of k.
We remark that the recent work (cf. [[15], 3.16]) of Chen and Xiang shows that
the inequality in the theorem above holds for α = 1/2.Besides, we know that the
inf-sup condition number is about k−1 (cf. [32, 11]) for the Helmholtz problem (1.1)
with Sommerfeld radiation condition (1.2) or Robin boundary condition.
The proof of the following lemma is omitted. The reader can complete it easily
by arguments similar to Lemma 3.5–Lemma 3.7 in [15].
Lemma 2.7. Let σ0d2 ≥ 1 be sufficiently large. we have
(i) For i = 1, · · · , N − 1,∥∥u¯+i ∥∥H1/2(∂ΩPMLi ) ≤ Ck(1 + kL)e− 12kγσ¯ ‖f‖H1(Bl)′ .
(ii) For i = N,N − 1, · · · , 2,∥∥u¯−i ∥∥H1/2(∂ΩPMLi−1 ) ≤ Ck(1 + kL)e− 12kγσ¯ ‖f‖H1(Bl)′ .
Theorem 2.8. Let σ0d2 ≥ 1 be sufficiently large. we have
(i) For i = 2, · · · , N − 1,∥∥∥f¯+i − fˆ+i ∥∥∥
H−1(ΩPMLi )
≤ Ckα(i−1)k(1 + kL)2e− 12kγσ¯ ‖f‖H1(Bl)′ .
(ii) For i = N − 1, · · · , 2,∥∥∥f¯−i − fˆ−i ∥∥∥
H−1(ΩPMLi−1 )
≤ Ckα(N−i)k(1 + kL)2e− 12kγσ¯ ‖f‖H1(Bl)′ .
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Algorithm 3 Source Transfer I for Truncated PML problem
1. Let fˆ+1 = f1;
2. While i = 1, · · · , N − 2, do
• Find uˆ+i ∈ H10 (ΩPMLi ), where ΩPMLi = (−l1−d1, l1 +d1)×(ζi−d2, ζi+2 +
d2), such that
(Ai∇uˆ+i ,∇ψ)− k2(Jiuˆ+i , ψ) =
〈
Ji(fˆ
+
i + fi+1), ψ
〉
∀ψ ∈ H10 (ΩPMLi ),
(2.34)
• Compute Ψˆ+i+1(fˆ+i ) ∈ H−1(ΩPMLi ) such that
Ψˆ+i+1(fˆ
+
i ) = J
−1
i ∇(Ai∇(β+i+1uˆ+i )) + k2(β+i+1uˆ+i ) .
• Set fˆ+i+1 = fi+1 + Ψˆ+i+1(fˆ+i ) in Ωi+1 ∩BL and fˆ+i+1 = 0 elsewhere.
End while
3. For i = N − 1, find uˆ+N−1 ∈ H10 (ΩPMLN−1) where ΩPMLN−1 = (−l1 − d1, l1 + d1) ×
(ζN−1 − d2, ζN+1 + d2), such that ∀ψ ∈ H10 (ΩPMLN−1)
(AN−1∇uˆ+N−1,∇ψ)− k2(JN−1uˆ+N−1, ψ) =
〈
Ji(fˆ
+
N−1 + fN ), ψ
〉
.(2.35)
Algorithm 4 Source Transfer II for Truncated PML problem
1. Let fˆ−N = fN ;
2. While i = N, · · · , 3,
• Find uˆ−i ∈ H10 (ΩPMLi−1 ) such that
(Ai−1∇uˆ−i ,∇ψ)− k2(Ji−1uˆ−i , ψ) =
〈
Ji−1fˆ−i , ψ
〉
∀ψ ∈ H10 (ΩPMLi−1 ),
(2.36)
• Compute Ψˆ−i−1(fˆ−i ) ∈ H−1(ΩPMLi−1 ) such that
Ψˆ−i−1(fˆ
−
i ) = J
−1
i−1∇(Ai−1∇(β−i−1uˆ−i )) + k2(β−i−1uˆ−i ).
• Set fˆ−i−1 = fi−1 + Ψ−i−1(fˆ−i ) in Ωi−1 and fˆ−i−1 = 0 elsewhere.
End while
3. For i=2, find uˆ−2 ∈ H10 (ΩPML1 ) such that ∀ψ ∈ H10 (ΩPML1 )
(A1∇uˆ−2 ,∇ψ)− k2(J1uˆ−2 , ψ) =
〈
J1(fˆ
−
2 + f1), ψ
〉
.(2.37)
Proof. From the expressions (2.16) and (2.30), we have that u+i (x) = u¯
+
i (x) for
x ∈ Ωi ∩ Ωi+1, which implies
Ψ+i+1(f¯
+
i ) = J
−1
i ∇ · (Ai∇(β+i+1u¯+i )) + k2(β+i+1u¯+i ).
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By simple calculation, we have for any ψ ∈ H10 (ΩPMLi+1 ),〈
JiΨ
+
i+1(f¯
+
i ), ψ
〉
= −(Ai∇β+i+1u¯+i ,∇ψ)Ωi+1 + (Ai∇u¯+i ,∇β+i+1ψ)Ωi+1 −
〈
fi+1, β
+
i+1ψ
〉
,
and〈
JiΨˆ
+
i+1(fˆ
+
i ), ψ
〉
= −(Ai∇β+i+1uˆ+i ,∇ψ)Ωi+1 + (Ai∇uˆ+i ,∇β+i+1ψ)Ωi+1 −
〈
fi+1, β
+
i+1ψ
〉
.
Therefore,
(Ji−1(f¯+i − fˆ+i ), v) =
(
Ji−1(Ψ+i (f¯
+
i−1)− Ψˆ+i (fˆ+i−1)), v
)
Ωi∩BL
= −(Ai−1∇β+i (u¯+i−1 − uˆ+i−1),∇v)Ωi∩BL + (Ai−1∇(u¯+i−1 − uˆ+i−1),∇β+i v)Ωi∩BL
≤ Ck−1 ∥∥u¯+i−1 − uˆ+i−1∥∥H1(Ωi∩BL) ‖v‖H1(Ωi∩BL)
≤ Ck−1 ∥∥u¯+i−1 − uˆ+i−1∥∥H1(ΩPMLi ) ‖v‖H1(ΩPMLi ) .
On the other hand, u¯+i−1 − uˆ+i−1 = u¯+i−1 on ∂ΩPMLi−1 and for any ψ ∈ H10 (ΩPMLi−1 )
(Ai−1∇(u¯+i−1 − uˆ+i−1),∇ψ)− k2(Ji−1(u¯+i−1 − uˆ+i−1), ψ) =
〈
Ji−1(f¯+i−1 − fˆ+i−1), ψ
〉
.
By the inf-sup condition 2.33, and Lemma 2.7, we have∥∥u¯+i−1 − uˆ+i−1∥∥H1(ΩPMLi−1 ) ≤ Ck1+α ∥∥∥f¯+i−1 − fˆ+i−1∥∥∥H−1(ΩPMLi−1 )
+ Ck1+α(1 + kL) ‖u¯i−1‖H1/2(∂ΩPMLi−1 )
≤ Ck1+α
∥∥∥f¯+i−1 − fˆ+i−1∥∥∥
H−1(ΩPMLi−1 )
+ Ck2+α(1 + kL)2e−
1
2kγσ¯ ‖f‖H1(Bl)′ .
Therefore, ∥∥∥f¯+i − fˆ+i ∥∥∥
H−1(ΩPMLi )
≤ Ckα
∥∥∥f¯+i−1 − fˆ+i−1∥∥∥
H−1(ΩPMLi−1 )
+ Ck1+α(1 + kL)2e−
1
2kγσ¯ ‖f‖H1(Bl)′ .
(i) follows from the induction argument and the fact that f¯+1 − fˆ+1 = 0. Finally, we
could prove (ii) by an argument similar to that of (i). This completes the proof.
Lemma 2.9. Let σ0d2 ≥ 1 be sufficiently large.
(i) For i = 1, 2, · · · , N − 1,∥∥u¯+i − uˆ+i ∥∥H1(ΩPMLi ) ≤ Ckαi+2(1 + kL)2e− 12kγσ¯ ‖f‖H1(Bl)′ .
(ii) For i = N, · · · , 2,∥∥u¯−i − uˆ−i ∥∥H1(ΩPMLi−1 ) ≤ Ckα(N−i+1)+2(1 + kL)2e− 12kγσ¯ ‖f‖H1(Bl)′ .
Proof. By using the fact that u¯+i −uˆ+i = u¯+i on ∂ΩPMLi and for any ψ ∈ H10 (ΩPMLi )
(Ai∇(u¯+i − uˆ+i ),∇ψ)− k2(Ji(u¯+i − uˆ+i ), ψ) =
〈
Ji(f¯
+
i − fˆ+i ), ψ
〉
,
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Lemma 2.8 and the inf–sup condition (2.33), the first result can be obtained. The
second result can be proved similarly.
Theorem 2.10. We define uˆ+0 = uˆ
−
N+1 = 0 in R2. Let vˆ = −(uˆ+i−1 + uˆ−i+1) in
Ωi ∩BL for all i = 1, 2, · · · , N . Then for sufficiently large σ0d2 ≥ 1, we have
‖u˜− vˆ‖H1(BL) ≤ Ckα(N−1)k2(1 + kL)2e−
1
2kγσ¯ ‖f‖H1(Bl)′ ,(2.38)
where u˜ is the solution to the PML problem (2.6) in the whole space.
Proof. From their definitions, we know that u+i = u¯
+
i and u
−
i = u¯
−
i for i =
1, · · · , N . We also define u¯+0 = u¯−N+1 = 0 in R2. Combining with Theorem 2.5, we
have u˜(x) = −(u¯+i−1(x) + u¯−i+1(x)) for any x ∈ Ωi, i = 1, · · · , N . Then, by using
Lemma 2.9, we complete the proof.
Theorem 2.10 shows that the solution vˆ obtained by our PSTDDM is a fine
approximation of the exact solution to the PML problem in the whole space. We
remark that the constant ‘C’ in (2.38) generally depends on ΩPMLi and the number N
of layers due to the inf-sup condition and the induction argument used in the proofs
which are omitted (cf. [[15], Theorem 3.7]).
3. Source transfer block by block. Since every local PML problem in our
PSTDDM (cf. 1 and 2) is defined on the whole space R2, we can use the PSTDDM to
solve the local PML problems (cf. (2.10) and (2.14)) recursively. As a consequence,
the domain Bl is divided into some small squares and we only need to solve local PML
problems defined outside the union of four squares.
3.1. The PSTDDM for the PML problem in R2. We only show the al-
gorithms (cf. 5 and 6) to solve the local PML equation (2.10). In order to show
the details of our method, Some notations are introduced. For simplicity, we set
l1 = l2, , d1 = d2. In order to use the results obtained in the previous sections, the
following assumption about the medium property is adopted:
H2
∫ l+d/2
l
σ1(t)dt ≥ σ¯,
∫ l+d/2
l
σ2(t)dt ≥ σ¯,(3.1)
and
∫ l+d
l+d/2
σ1(t)dt ≥ σ¯,
∫ l+d
l+d/2
σ2(t)dt ≥ σ¯.
which is a direct consequence of the assumption H1 (2.27).
We divide the whole space into layers:
Ω0 = {x = (x1, x2)T ∈ R2 : x1 < ζ1},
Ωi = {x = (x1, x2)T ∈ R2 : ζi < x1 < ζi+1}, i = 1, · · · , N,
ΩN+1 = {x = (x1, x2)T ∈ R2 : ζN+1 < x1},
and denote by Ωi,j = Ωi ∩ Ωj .
We define the PML complex coordinate stretching x˜i,j = (x˜i,j1 (x1), x˜
i,j
2 (x2)) out-
side the domain (ζj , ζj+2)× (ζi, ζi+2) by x˜i,j2 (x2) = x˜i,2(x2) and
x˜i,j1 (x1) =

x1 + i
∫ x1
ζj+2
σ1(t+ ζM+1 − ζj+2)dt if x1 > ζj+2,
x1 if ζj ≤ x1 ≤ ζj+2,
x1 + i
∫ x1
ζj
σ1(t− ζj + ζ1)dt if x1 < ζj .
(3.2)
pure source transfer domain decomposition method 13
Then the PML equation’s coefficients are defined as
Ai,j(x) = diag
(
x˜i,j2 (x2)
′
x˜i,j1 (x1)
′ ,
x˜i,j1 (x1)
′
x˜i,j2 (x2)
′
)
, Ji,j(x) = x˜
i,j
1 (x1)
′x˜i,j2 (x2)
′.
Let f¯+i,j = f¯
+
i + fi+1 in Ω
j and f¯+i,j = 0 elsewhere. We denote by γ
+
i (x1) and
γ−i (x1) smooth functions such that γ
+
i (t) = β
+
i (t) and γ
−
i (t) = β
−
i (t) for any t ∈ R.
Algorithm 5 Source Transfer I+ for the ith local PML problem
1. Let f¯+i,1 = f¯
+
i,1 in Ω
1 and f¯+i,1 = 0 elsewhere.
while j = 1, · · · , N − 2, do
• Find u¯+i,j ∈ H1(R2), such that
−∇(Ai,j∇u¯+i,j)− k2Ji,j u¯+i,j = Ji,j(f¯+i,j + f¯+i,j+1),(3.3)
• Compute Ψ¯+i,j+1(f¯+i,j) ∈ H−1(R2) such that
Ψ¯+i,j+1(f¯
+
i,j) = J
−1
i,j ∇(Ai,j∇(γ+j+1u¯+i,j)) + k2(γ+j+1u¯+i,j) .
• Set f¯+i,j+1 = f¯+i,j+1 + Ψ¯+i,j+1 in Ωj+1 and f¯+i,j+1 = 0 elsewhere.
End while
2. Find u¯+i,N−1 ∈ H1(R2), such that
−∇(Ai,N−1∇u¯+i,N−1)− k2(Ji,N−1u¯+i,N−1) = Ji,N−1(f¯+i,N−1 + f¯+i,N ).(3.4)
Algorithm 6 Source Transfer I− for the ith local PML problem
1. Let f¯−i,N = f¯
+
i,N .
While j = N, · · · , 3,
• Find u¯−i,j ∈ H1(R2), such that
−∇(Ai,j−1∇u¯−i,j)− k2Ji,j−1u¯−i,j = Ji,j−1f¯−i,j ,(3.5)
• Compute Ψ¯−i,j−1(f¯−i,j) ∈ H−1(R2) such that
Ψ¯−i,j−1(f¯
−
i,j) = J
−1
i,j−1∇(Ai,j−1∇(γ−j−1u¯−i,j)) + k2(γ−j−1u¯−i,j).
• Set f¯−i,j−1 = f¯+i,j−1 + Ψ¯−i,j−1(f¯−i,j) in Ωj−1 and f¯−i,j−1 = 0 elsewhere.
End while
2. Find u¯−i,2 ∈ H1(R2) such that
−∇(Ai,1∇u¯−i,2)− k2(Ji,1u¯−i,2) = Ji,1(f¯−i,2 + f¯+i,1).(3.6)
Algorithm 5 and Algorithm 6 show the details of our PSTDDM solving the i-th
PML problem in Algorithm 1. We omit the details about Algorithm 2 to save the
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space. Then we can obtain some results similar to those in section 2.2, but only state
briefly them when needed.
The following lemma can be proved by their definitions. We omit the details.
Lemma 3.1. Let u¯+i,0 ≡ 0 and u¯−i,N+1 ≡ 0. For any x ∈ Ωi,j,
u¯+i (x) = u¯
+
i,j−1(x) + u¯
−
i,j+1(x).
Lemma 3.2. Let σ0d > 1 be sufficiently large. For i = 1, · · · , N − 1
(i) For j = 1, · · · , N − 2, we have for any x ∈ Ω+i,j+1 := {x = (x1, x2)T : ζj+1 <
x1 < ζj+2 and |x2 − ζi+1| > ∆ζ + d/2},∣∣u¯+i,j(x)∣∣ ≤ Cke− 12kγσ¯(‖f‖H1(Bl)′ + ∥∥f¯i∥∥H1(Ωi)′),∣∣∇u¯+i,j(x)∣∣ ≤ Ck2e− 12kγσ¯(‖f‖H1(Bl)′ + ∥∥f¯i∥∥H1(Ωi)′).
(ii) For j = N, · · · , 3, we have for any x ∈ Ω+i,j−1,∣∣u¯−i,j(x)∣∣ ≤ Cke− 12kγσ¯(‖f‖H1(Bl)′ + ∥∥f¯i∥∥H1(Ωi)′),∣∣∇u¯−i,j(x)∣∣ ≤ Ck2e− 12kγσ¯(‖f‖H1(Bl)′ + ∥∥f¯i∥∥H1(Ωi)′).
Here γ = d√
d2+(2l+2d)2
.
Proof. We give the proof of the first assertion and the second one could be proved
by the same argument. For j = 1, · · · , N − 2, u¯+i,j(x) satisfies
u¯+i,j(x) =
∫
x1<ζj+2
f(y)J(y)G(x˜, y˜)dy +
∫
x1<ζj+1
f¯i(y)J(y)G(x˜, y˜)dy
:= u¯+Ii,j(x) + u¯
+II
i,j (x) ∀x ∈ Ω+i,j+1.
It is clear that∣∣u¯+IIi,j (x)∣∣ ≤ C ∫
Ωini,j
∣∣f¯i(y)∣∣ |G(x˜, y˜)| dy + C ∫
Ωouti,j
∣∣f¯i(y)∣∣ |G(x˜, y˜)| dy,
where Ωini,j = {x = (x1, x2)T ∈ Ωi : −l − d/2 < x1 < ζj+1} and Ωouti,j = {x =
(x1, x2)
T ∈ Ωi : x1 < −l − d/2}. By the standard argument (cf. [[15], 3.11]), we can
get ∫
Ωini,j
∣∣f¯i(y)∣∣ |G(x˜, y˜)| dy ≤ Ck1/2e− 12kγσ¯ ∥∥f¯i∥∥H1(Ωi)′ .
We recall that u¯i(y) and ∇u¯i(y) decay exponentially as |y| → ∞, that is∣∣u¯+i (y)∣∣ ≤ Ck1/2e− 12kγσ¯ ‖f‖H1(Bl)′ and ∣∣∇u¯+i (y)∣∣ ≤ Ck3/2e− 12kγσ¯ ‖f‖H1(Bl)′
for |y1| > ld/2 when σ0d is large enough, which implies∫
Ωouti,j
∣∣f¯i(y)∣∣ |G(x˜, y˜)| dy ≤ C sup
y∈Ωouti,j
(
∣∣u¯+i−1∣∣+ ∣∣∇u¯+i−1∣∣)∫
Ωouti,j
|G(x˜, y˜)| dy
≤ Cke− 12kγσ¯ ‖f‖H1(Bl)′ .
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Thus for any x ∈ Ω+i,j+1,∣∣u¯+IIi,j (x)∣∣ ≤ Cke− 12kγσ¯(‖f‖H1(Bl)′ + ∥∥f¯i∥∥H1(Ωi)′).
It’s so easy to get the estimates,∣∣u¯+Ii,j(x)∣∣ ≤ Ck1/2e− 12kγσ¯ ‖f‖H1(Bl)′ .
Therefor, we have
∣∣u¯+i,j(x)∣∣ ≤ Cke− 12kγσ¯(‖f‖H1(Bl)′ + ∥∥f¯i∥∥H1(Ωi)′) for x ∈ Ω+i,j+1. A
similar argument implies that∣∣∇u¯+i,j(x)∣∣ ≤ Ck2e− 12kγσ¯(‖f‖H1(Bl)′ + ∥∥f¯i∥∥H1(Ωi)′) ∀x ∈ Ω+i,j+1.
This completes the proof.
Define lN := 2l/N+2d and Ω
PML
i,j := {x = (x1, x2) : ζi−d ≤ x1 ≤ ζi+2+d, ζj−d ≤
x2 ≤ ζj+2 + d}. We have the following lemma.
Lemma 3.3. Assume that σ0d > 1 be sufficiently large. There exists a constant
Cb independent of lN , k and N such that
(i) For j = 1, 2, · · · , N − 1,∥∥u¯+i,j∥∥H1/2(∂ΩPMLi,j ) ≤ Cbk3(1 + klN ) ‖f‖H1(Bl)′ ;
(ii) For j = N,N − 1, · · · , 2,∥∥u¯−i,j∥∥H1/2(∂ΩPMLi,j−1) ≤ Cbk3(1 + klN ) ‖f‖H1(Bl)′ .(3.7)
Proof. The two assertions can be obtained by using arguments similar to those
in Lemma 3.6 in [15]. We omit the details and show the result∥∥u¯+i,j∥∥H1/2(∂ΩPMLi,j ) ≤ Ck3/2(1 + klN )e− 12kγσ¯( ‖f‖H1(Bl)′ + ∥∥f¯i∥∥H1(Ωi)′ ).
By the definition of source transfer operator (2.19), we have∥∥f¯i∥∥H1(Ωi)′ ≤ C ‖u¯i−1‖H1(Ωi)′ ≤ Ck3/2 ‖f‖H1(Bl)′ .
Combining the two inequalities above, we have∥∥u¯+i,j∥∥H1/2(∂ΩPMLi,j ) ≤ Cbk3(1 + klN )e− 12kγσ¯ ‖f‖H1(Bl)′ .
Clearly, the C’s used here are independent of lN , k and N . Thus we complete the
proof of the first assertion and the second one can be proved by the same way.
3.2. The PSTDDM for the truncated PML problem. For the ease of
presentation, we denote
Ωtrui,1 = (ζ1 − d, ζ2)× (ζi − d, ζi+2 + d),
Ωtrui,j = (ζj , ζj+1)× (ζi − d, ζi+2 + d), j = 2, · · · , N − 1,
Ωtrui,N = (ζN , ζN+1 + d)× (ζi − d, ζi+2 + d).
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We can get the approximation uˇ+i (x) of u¯
+
i (x), i = 1, · · · , N − 1, in ΩPMLi by
using Algorithm 7 and Algorithm 8 , where uˇ+i (x) are defined by
uˇ+i = uˆ
+
i,1 in Ω
tru
i,1 , uˇ
+
i = uˆ
−
i,N in Ω
tru
i,N(3.8)
uˇ+i = uˆ
+
i,j−1 + uˆ
−
i,j+1 in Ω
tru
i,j , for j = 2, · · · , N − 1.
In Algorithm 7 and Algorithm 8 we have defined fˇ+i,j = fˇ
+
i + fi+1 in Ω
tru
i,j and fˇ
+
i
are defined by
1. Let fˇ+1 = f1 in Ω
PML
1 .
2. Compute Ψ˜+i+1 ∈ H−1(ΩPMLi ) such that
Ψ˜+i+1 = J
−1
i ∇(Ai∇(β+i+1uˇ+i )) + k2(β+i+1uˇ+i ) .
3. Set fˇ+i+1 = fi+1 + Ψ˜
+
i+1 in Ωi+1 ∩BL and fˇ+i+1 = 0 elsewhere.
We also could obtain the approximation uˇ−i (x) of u¯
−
i (x), i = N, · · · , 2, in ΩPMLi−1 . The
details are omitted in order to save space.
Algorithm 7 Source Transfer I+ for local Truncated PML problem
1. Let fˆ+i,1 = fˇ
+
i,1.
While j = 1, · · · , N − 2, do
• Find uˆ+i,j ∈ H10 (ΩPMLi,j ), where ΩPMLi,j = (ζi−d, ζi+2+d)×(ζj−d, ζj+2+d),
such that ∀ψ ∈ H10 (ΩPMLi,j )
(Ai,j∇uˆ+i,j ,∇ψ)− k2(Ji,j uˆ+i,j , ψ) =
〈
Ji(fˆ
+
i,j + fˇ
+
i,j+1), ψ
〉
,(3.9)
• Compute Ψˆ+i,j+1(fˆ+i,j) ∈ H−1(ΩPMLi,j ) such that
Ψˆ+i,j+1(fˆ
+
i,j) = Ji,j∇(Ai,j∇(γ+j+1uˆ+i,j)) + k2(γ+j+1uˆ+i,j) .
• Set fˆ+i,j+1 = fˇ+i,j+1 + Ψˆ+i,j+1(fˆ+i,j) in Dj+1 ∩ ΩPMLi,j and fˆ+i,j+1 = 0 else-
where.
End while
2. Find uˆ+i,N−1 ∈ H10 (ΩPMLi,N−1) where ΩPMLi,N−1 = (ζi − d, ζi+2 + d) × (ζN−1 −
d, ζN+1 + d), such that ∀ψ ∈ H10 (ΩPMLi,N−1)
(Ai,N−1∇uˆ+i,N−1,∇ψ)− k2(Ji,N−1uˆ+i,N−1, ψ) =
〈
Ji,N−1(fˆ+i,N−1 + fˇ
+
i,N ), ψ
〉
.
(3.10)
We can improve the local inf-sup condition (2.33).
Lemma 3.4. For sufficiently large σ0d > 1, we have the inf-sup condition for any
φ ∈ H10 (ΩPMLi,j )
sup
ψ∈H10 (ΩPMLi,j )
(Ai,j∇φ,∇ψ)− k2(Ji,jφ, ψ)
‖ψ‖H1(ΩPMLi,j )
≥ µ ‖φ‖H1(ΩPMLi,j ) ,(3.13)
where µ−1 ≤ Cis(lNk)3/2 if lNk large enough, and µ−1 ≤ Cis if lNk ≈ 1. Cis
independent of lN , k and N .
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Algorithm 8 Source Transfer I− for local Truncated PML problem
1. Let fˆ−i,M = fˇ
+
i,M .
While j = N, · · · , 3,
• Find uˆ−i,j ∈ H10 (ΩPMLi,j−1) such that ∀ψ ∈ H10 (ΩPMLi,j−1)
(Ai,j−1∇uˆ−i,j ,∇ψ)− k2(Ji,j−1uˆ−i,j , ψ) =
〈
Ji,j−1fˆ−i,j , ψ
〉
,(3.11)
• Compute Ψˆ−i,j−1(fˆ−i,j) ∈ H−1(ΩPMLi,j−1) such that
Ψˆ−i,j−1(fˆ
−
i,j) = J
−1
i,j−1∇(Ai,j−1∇(γ−j−1uˆ−i,j)) + k2(γ−j−1uˆ−i,j).
• Set fˆ−i,j−1 = fˇ+i,j−1 + Ψ−i,j−1(fˆ−i,j) in Ωi,j−1 and fˆ−i,j−1 = 0 elsewhere.
End while
2. Find uˆ−i,2 ∈ H10 (ΩPMLi,1 ) such that ∀ψ ∈ H10 (ΩPMLi,1 )
(Ai,1∇uˆ−i,2,∇ψ)− k2(Ji,1uˆ−i,2, ψ) =
〈
Ji,1(fˆ
−
i,2 + fˇ
+
i,1), ψ
〉
.(3.12)
Proof. The inequality can be proved easily by using scaling argument. We know
that there is a unique solution φ ∈ H10 (ΩPMLi,j ) to the problem
−∇(Ai,j∇φ)− k2Ji,jφ = F,
for some F ∈ H10 (ΩPMLi,j )′. We define a mapping m : I := [0, 1] × [0, 1] → ΩPMLi,j as
m(z) = lNz + (ζi − d, ζj − d) and denote by φˆ(z) := φ(m(z)) and Fˆ (z) := F (m(z)).
The equation above implies φˆ(z) ∈ H10 (I) satisfying
−∇z(Ai,j(m(z))∇zφˆ(z))− (lNk)2Ji,j(m(z))φˆ(z) = l2N Fˆ (z).(3.14)
If lNk large enough, by the local inf-sup condition (2.33), we get(
(lNk)
2
∥∥∥φˆ(z)∥∥∥2
L2(I)
+
∣∣∣φˆ(z)∣∣∣2
H1(I)
)1/2 ≤ Cis(lNk)3/2 ∥∥∥l2N Fˆ (z)∥∥∥
H1(I)′
,(3.15)
where ‖·‖H1(I)′ is defined as
sup
ψ∈H1(I)
(·, ψ)(
(lNk)2 ‖ψ‖2L2(I) + |ψ|2H1(I)
)1/2 ,
from the definition of weighted norm ‖u‖H1(U) at the beginning of section 2.3. How-
ever, if lNk ≈ 1 it’s known that the problem (3.14) is elliptic, then we have( ∥∥∥φˆ(z)∥∥∥2
L2(I)
+
∣∣∣φˆ(z)∣∣∣2
H1(I)
)1/2 ≤ Cis ∥∥∥l2N Fˆ (z)∥∥∥
H1(I)′
.(3.16)
Clearly, Cis is independent of lN , k and N . Finally, The consequence is obtained by
combining the inequalities (3.15), (3.16) and the fact that
(lNk)
2
∥∥∥φˆ(z)∥∥∥2
L2(I)
= k2 ‖φ(x)‖2L2(ΩPMLi,j ) ,
∣∣∣φˆ(z)∣∣∣2
H1(I)
= |φ(x)|2H1(ΩPMLi,j ) ,∥∥∥l2N Fˆ (z)∥∥∥
H1(I)′
= ‖F (x)‖H1(ΩPMLi,j )′ .
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In general, we can expect that lNk is less than k. If N is large enough such that
lNk ≈ 1, the local truncated PML problems (cf. (3.9)–(3.12)) needed to be solved are
about elliptic.
Lemma 3.5. Let σ0d > 1 be sufficiently large. There are constants Ct and Cbt
independent of lN , k and N such that
(i) For i = 1, 2, · · · , N − 1,∥∥uˇ+i − u¯+i ∥∥H1(ΩPMLi ) ≤ CbtCk,N,ik3(1 + klN )2e− 12kγσ¯ ‖f‖H1(Bl)′ .(3.17)
(ii) For i = N,N − 1, · · · , 2,
∥∥uˇ−i − u¯−i ∥∥H1(ΩPMLi−1 ) ≤ CbtCk,N,N+1−ik3(1 + klN )2e− 12kγσ¯ ‖f‖H1(Bl)′ .
(3.18)
Here Ck,N,j , j ∈ N are defined as
Ck,N,j =
j∑
q=1
(N−1∑
p=1
(
Ctµ
−1)p)q.(3.19)
Proof. We only show the details of the proof for the first assertion and the second
one could be proved similarly. At the beginning, we recall the property (cf. [15],
Theorem 3.7) of source transfer operators that there’s a constant Ct independent of
lN , k and N , such that∥∥∥f¯+i,j − fˆ+i,j∥∥∥
H1(ΩPMLi,j )
′
≤ Ct
∥∥u¯+i,j−1 − uˆ+i,j−1∥∥H1(ΩPMLi,j−1) ,∥∥f¯+i − fˇ+i ∥∥H1(ΩPMLi )′ ≤ Ct ∥∥u¯+i−1 − uˆ+i−1∥∥H1(Ωi∩BL) ,
for i, j = 2, · · · , N − 1 from their definitions and calculations similar to (2.19)-(2.20).
Using the argument in Lemma 2.9 and Lemma 3.3 , it’s easy to get∥∥u¯+i,j − uˆ+i,j∥∥H1(ΩPMLi,j ) ≤ µ−1 ∥∥∥(f¯+i,j + f¯+i,j+1)− (fˆ+i,j + fˇ+i,j+1)∥∥∥H1(ΩPMLi,j )′(3.20)
+ µ−1(1 + klN )
∥∥u¯+i,j∥∥H1/2(∂ΩPMLi,j )
≤ Ctµ−1
∥∥u¯+i,j−1 − uˆ+i,j−1∥∥H1(ΩPMLi,j−1) + µ−1 ∥∥f¯+i − fˇ+i ∥∥H1(ΩPMLi )′
+ Cbµ
−1k3(1 + klN )2e−
1
2kγσ¯ ‖f‖H1(Bl)′ .
By the induction argument and the fact that∥∥u¯+i,1 − uˆ+i,1∥∥H1(ΩPMLi,1 ) ≤ µ−1 ∥∥f¯+i − fˇ+i ∥∥H1(ΩPMLi )′
+ Cbµ
−1k3(1 + klN )2e−
1
2kγσ¯ ‖f‖H1(Bl)′ ,
(3.20) implies for j = 1, · · · , N − 1
∥∥u¯+i,j − uˆ+i,j∥∥H1(ΩPMLi,j ) ≤
j−1∑
p=0
(
Ctµ
−1)p · µ−1·(3.21)
[ ∥∥f¯+i − fˇ+i ∥∥H1(ΩPMLi )′ + Cbk3(1 + klN )2e− 12kγσ¯ ‖f‖H1(Bl)′ ].
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Similarly, we have for j = N, · · · , 2
∥∥u¯−i,j − uˆ−i,j∥∥H1(ΩPMLi,j−1) ≤
N−j∑
p=0
(
Ctµ
−1)p · µ−1·(3.22)
[ ∥∥f¯+i − fˇ+i ∥∥H1(ΩPMLi )′ + Cbk3(1 + klN )2e− 12kγσ¯ ‖f‖H1(Bl)′ ].
From (3.21), (3.22), Lemma 3.1 and the definition 3.8, we obtain
∥∥u¯+i − uˇ+i ∥∥H1(ΩPMLi ) ≤
N−2∑
p=0
(
Ctµ
−1)p · µ−1·(3.23)
[ ∥∥f¯+i − fˇ+i ∥∥H1(ΩPMLi )′ + Cbk3(1 + klN )2e− 12kγσ¯ ‖f‖H1(Bl)′ ].
≤
N−1∑
p=1
(
Ctµ
−1)p[ ∥∥u¯+i−1 − uˆ+i−1∥∥H1(Ωi∩BL)
+
Cb
Ct
k3(1 + klN )
2e−
1
2kγσ¯ ‖f‖H1(Bl)′
]
.
Since Ct and Cb don’t depend on lN , k and N , we can denote Cbt =
Cb
Ct
. Then we
complete the proof for the first assertion (3.17) by the induction argument and the
fact ∥∥u¯+1 − uˇ+1 ∥∥H1(ΩPMLi ) ≤
N−1∑
p=1
(
Ctµ
−1)pCbtk3(1 + klN )2e− 12kγσ¯ ‖f‖H1(Bl)′ .
The following theorem is a direct consequence of Theorem 2.5, Lemma 3.5 and
the fact that u˜±i = u¯
±
i in Ωi ∪ Ωi+1.
Theorem 3.6. Let uˇ+0 = uˇ
−
N+1 = 0 in BL and uˇ(x) = −(uˇ+i−1 + uˇ−i+1) in Ωi∩BL
for all i = 1, · · · , N . Denote Ck,N = Ck,N,N−1. Then for sufficiently large σ0d ≥ 1,
we have
‖uˇ− u˜‖H1(BL) ≤ CbtCk,Nk3(1 + klN )2e−
1
2kγσ¯ ‖f‖H1(Bl)′ .(3.24)
We remark that from the theorem above, we can know that the larger number N
doesn’t mean the solution uˇ performing better although the local problem solved may
be elliptic. However, our numerical examples in the following section show that the
relative errors between uˇ and the discrete solutions don’t increase significantly when
N becomes larger.
4. Numerical examples. In this section, we simulate the problem 1.1 and 1.2
for constant and heterogeneous wave number by FEM and STDDM, where f is given
so that the exact solution is
u =
{
− r3(r3 + 3r2 − 12r + 9)H(1)0 (kr), r < 1,
−H(1)0 (kr), r >= 1.
Let d1 = 0.2, d2 = 0.1 and l1 = l2 = 1.1. So the computational domain BL is
(−1.3, 1.3)×(−1.2, 1.2) and the perfect matched lay is BL\Bl where Bl = (−1.1, 1.1)2.
It is easy to see that u ∈ C2(R2) and supp f ⊂ Bl.
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We define the medium property [15] by setting l¯1 = l¯2 = 1.18 and σj(t) =
σˆj(t) + (t− lj)σˆ′j(t) for lj < t < l¯j , where
σˆj(t) = γ0
(∫ t
lj
(s− lj)2(l¯j − s)2ds
)(∫ l¯j
lj
(s− lj)2(l¯j − s)2ds
)−1
.(4.1)
The functions β±i (x2), x2 ∈ Ωi, i = 2, · · · , N − 1, used in the source transfer
algorithm are defined as
β+i (x2) =
 1, ζi ≤ x2 < ζi + ζi + ∆ζ/4,ηi(x2), ζi + ∆ζ/4 ≤ x2 < ζi + 3∆ζ/4,
0, ζi + 3∆ζ/4 ≤ x2 ≤ ζi+1,
and β−i = 1− β+i , where
ηi(x2) = 1 +
(
x2 − (ζi + ∆ζ/4)
∆ζ/2
)4
− 2
(
x2 − (ζi + ∆ζ/4)
∆ζ/2
)2
.
Clearly, β±i (x2), i = 2, · · · , N−1, are in C1(Ωi) and this fact avoids the discontinuity
of β±i (x2)
′ which may make fˆ±i oscillate heavily.
We use the finite element method to solve truncated PML problems. The number
of nodes in the xj-direction is nj = q · 2Lj/λ, j = 1, 2, where q is the mesh density
which is the number of nodes in each wavelength λ = 2pi/k. Then the number of
degree freedom DOF is n1n2. Let N be the division number in the x2-direction. ei,
ef and es denote the relative error in H
1-seminorm of the interpolation, the FEM
solution and the PSTDDM solution bounded in Bl respectively.
We first test the algorithm 3 and 4 for the wave number k/(2pi) = 25 and k/(2pi) =
50. The left graph of Figure 4.1 plots the relative error decay of the interpolation,
FE solution and PSTDDM solution with a fixed number of lays N2 = 10 in terms
of DOF for k/(2pi) = 25, 50 respectively. We could find that the relative errors
of PSTDDM solution is the same to that of FE solution when DOF is equal. This
is best result about comparison between the PSTDDM and FEM which we could
expect, since the details of the algorithms 3 and 4 show that the errors of PSTDDM
solutions can not be less than those of FE solutions under the condtion that the mesh
is same. In the right graph of Figure 4.1, we set DOF = 624×104 and give the relative
errors in H1-seminorm of the PSTDDM 3. 4 solutions in terms of the number of lays
in x2-direction N = 1, 5, 10, 20, 25, 50, 100, for k/(2pi) = 25, 50 respectively, where
N = 1 means that this solution is the FE solution. It is shown that the error of
PSTDDM solution remains unchanged even if the number of lays in the x2-direction
becomes larger. So we could choose a relatively large number of lays to reduce the
computational complexity.
Next we test our further consideration (cf. 3.8, 7, 8) about the PSTDDM for
k/(2pi) = 25 and k/(2pi) = 50. The parameters about PML layers are still those
provided at the beginning of this section, since they’re not essential from the previous
proofs.
In the left graph of Figure 4.2, we set N = 10, and show the error decay of
the FE solution and further PSTDDM solution when mesh density q increases. The
graph is very quite similar to that of Figure 4.1, what we could like to obtain. In the
right graph, we show the relative errors of the further PSTDDM (cf. 3.8, 7, 8) when
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N=5, 10, 20, 25. Thus the number of the squares, which the domain Bl is divided into,
is N2 = 25, 100, 400, 625.
We remark that it’s not necessary to set the number of layers N too small because
of the fixed width of PML layer resulting in low computational efficiency in practical
application.
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Fig. 4.1. Left graph: The relative errors ei, ef , es for the interpolations, FE solutions and
PSTDDM 3, 4 solutions with a fixed number of lays in x2-direction N = 10 in terms of the number
of degree freedom DOF = n1n2 for k/(2pi) = 25 and k/(2pi) = 50 respectively. Right graph: The
relative errors for the PSTDDM 3, 4 solutions in term of the number of lays in the x2-direction for
k/(2pi) = 25 and k/(2pi) = 50 respectively, and setting DOF = 624× 104.
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Fig. 4.2. Left graph: The relative errors ef , es for the FE solutions and further PSTDDM
(cf. 7) solutions with a fixed number of lays N = 10 in terms of the number of degree freedom
DOF = n1n2 for k/(2pi) = 25 and k/(2pi) = 50 respectively. Right graph: The relative errors for
the further PSTDDM (cf. 3.8, 7, 8)p solutions in term of the number of squares for k/(2pi) = 25
and k/(2pi) = 50 respectively, and setting DOF = 624× 104.
REFERENCES
[1] M Ainsworth, Discrete dispersion relation for hp-version finite element approximation at high
wave number, SIAM J. Numer. Anal., 42 (2004), pp. 553–575.
[2] I. Babusˇka, F. Ihlenburg, E.T. Paik, and S.A. Sauter, A generalized finite element method
for solving the Helmholtz equation in two dimensions with minimal pollution, Comput.
Methods Appl. Mech. Engrg., 128 (1995), pp. 325–359.
[3] I. Babusˇka and S.A. Sauter, Is the pollution effect of the FEM avoidable for the Helmholtz
equation considering high wave numbers?, SIAM Rev., 42 (2000), pp. 451–484.
[4] J.-D. Benamou and B. Despre´s, A domain decomposition method for the helmholtz equation
and related optimal control problems, J. Comput. Phys., 136 (1997), pp. 68–82.
[5] J.-P. Be´renger, A perfectly matched layer for the absorption of electromagnetic waves, J.
Comput. Phys., 114 (1994), pp. 185–200.
22 Y. Du & H. Wu
[6] , A perfectly matched layer for the absorption of electromagnetic waves, J. Comput.
Phys., 127 (1996), pp. 363–379.
[7] J.H. Bramble and J.E. Pasciak, Analysis of a cartesian pml approximation to acoustic scat-
tering problems in R2 and R3, J. Comput. Math., 247 (2013), pp. 209–230.
[8] A. Brandt and I. Livshits, Wave-ray multigrid method for standing wave equations, Elec-
tronic Trans. Numer. Anal., 6 (1997), pp. 162–181.
[9] E. Burman, H. Wu, and L. Zhu, Continuous interior penalty finite element method for
Helmholtz equation with high wave number: One dimensional analysis, Downloadable at
http://arxiv.org/abs/1211.1424.
[10] O. Cessenat and B. Despres, Using plane waves as base functions for solving time harmonic
equations with the ultra weak variational formulation, J. Comput. Acoust., 11 (2003),
pp. 227–238.
[11] S.N. Chandler-Wilde and P. Monk, Wave-number-explicit bounds in time-harmonic scat-
tering, SIAM J. Math. Anal., 39 (2008), pp. 1428–1455.
[12] W.C. Chen and W. Weedom, A 3d perfectly matched medium from modified maxwell’s equa-
tions with stretched coordinates, Microwave Opt. Tech. Lett., 7 (1994), pp. 599–604.
[13] Z. Chen and X. Liu, An adaptive perfectly matched layer technique for time-harmonic scat-
tering problems, SIAM J. Numer. Anal., 41 (2003), pp. 799–826.
[14] Z. Chen and X.M. Wu, An adaptive uniaxial perfectly matched layer technique for time-
harmonic scattering problems, numerical mathematics: Theory, methods and applications,
SIAM J. Numer. Anal., 1 (2008), pp. 113–137.
[15] Z. Chen and X. Xiang, A source transfer domain decomposition method for helmholtz equa-
tions in unbounded domain.
[16] Z. Chen and W. Zheng, Convergence of the uniaxial perfectly matched layer method for time-
harmonic scattering problems in two-layered media, SIAM J. Numer. Anal., 48 (2011),
pp. 2158–2185.
[17] L. Demkowicz, J. Gopalakrishnan, I. Muga, and J. Zitelli, Wavenumber explicit analysis
of a DPG method for the multidimensional Helmholtz equation, Comput. Methods Appl.
Mech. Engrg., 214 (2012), pp. 126–138.
[18] A. Deraemaeker, I. Babusˇka, and P. Bouillard, Dispersion and pollution of the FEM
solution for the Helmholtz equation in one, two and three dimensions, Internat. J. Numer.
Methods Engrg., 46 (1999), pp. 471–499.
[19] H.C. Elman, O.G. Ernst, and D.P. O Leary, A multigrid nethod enhanced by krylov subspace
iteration for discrete helmholtz equations, SIAM J. Sci. Comput., 23 (2001), pp. 1291–1315.
[20] B. Engquist and L. Ying, Sweeping preconditioner for the Helmholtz equation: moving per-
fectly matched layers, Multiscale Model. Simul., 9 (2011), pp. 686–710.
[21] X. Feng and H. Wu, Discontinuous Galerkin methods for the Helmholtz equation with large
wave numbers, SIAM J. Numer. Anal., 47 (2009), pp. 2872–2896.
[22] , hp-discontinuous Galerkin methods for the Helmholtz equation with large wave number,
Math. Comp., 80 (2011), pp. 1997–2024.
[23] M.J. Gander, F. Magoules, and F. Nataf, Optimized schwarz methods without overlap for
the helmholtz equation, SIAM J.Sci. Comput., (2002), pp. 38–60.
[24] C.J. Gittelson, R. Hiptmair, and I. Perugia, Plane wave discontinuous Galerkin methods:
analysis of the h-version, ESAIM, Math. Model. Numer. Anal., 43 (2009), pp. 297–331.
[25] R. Griesmaier and P. Monk, Error analysis for a hybridizable discontinuous Galerkin method
for the Helmholtz equation, J. Sci. Comput., 49 (2011), pp. 291–310.
[26] I. Harari, Reducing spurious dispersion, anisotropy and reflection in finite element analysis
of time-harmonic acoustics, Comput. Meth. Appl. Mech. Engrg., 140 (1997), pp. 39–58.
[27] F. Ihlenburg and I. Babusˇka, Finite element solution of the Helmholtz equation with high
wave number. I. The h-version of the FEM, Comput. Math. Appl., 30 (1995), pp. 9–37.
[28] , Finite element solution of the Helmholtz equation with high wave number. II. The h-p
version of the FEM, SIAM J. Numer. Anal., 34 (1997), pp. 315–358.
[29] S. Kim and J.E. Pasciak, Analysis of a cartesian pml approximation to acoustic scattering
problems in R2, J. Math. Anal. Appl., 370 (2010), pp. 168–186.
[30] M. Lassas and E. Somersalo, On the existence and convergence of the solution of pml equa-
tions, Computing, 60 (1998), pp. 229–241.
[31] , Analysis of the pml equations in general convex geometry, Proc. Roy. Soc. Eding., 131
(2001), pp. 1183–1207.
[32] J. M. Melenk and S.A. Sauter, Convergence analysis for finite element discretizations of
the Helmholtz equation with Dirichlet-to-Neumann boundary conditions, Math. Comp., 79
(2010), pp. 1871–1914.
[33] J. C. Ne´de´lec, Acoustic and electromagnetic equations, Springer, New York, (2001).
pure source transfer domain decomposition method 23
[34] L.L. Thompson, A review of finite-element methods for time-harmonic acoustics, J. Acoust.
Soc. Am., 119 (2006), pp. 1315–1330.
[35] H. Wu, Pre-asymptotic error analysis of CIP-FEM and FEM for Helmholtz equation with
high wave number. Part I: Linear version, IMA J. Numer. Anal., to appear. (See also
arXiv:1106.4079v1).
[36] L. Zhu and H. Wu, Pre-asymptotic error analysis of CIP-FEM and FEM for Helmholtz
equation with high wave number. Part II: hp version, SIAM J. Numer. Anal., to appear.
(See also arXiv: http://arxiv.org/pdf /1204.5061v1), (2013).
