Seven methods, including three van der Waals density functionals (vdW-DFs) and four different variants of the Tkatchenko-Scheffler (TS) methods, are tested on the A24, L7, and Taylor et al.'s "blind" test sets. It is found that for these systems, the vdW-DFs perform better that the TS methods. In particular, the vdW-DF-cx functional gives binding energies that are the closest to the reference values, while the many body correction of TS does not always lead to an improvement in the description of molecular systems. In light of these results, several directions for further improvements to describe van der Waals interactions are discussed.
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I. INTRODUCTION
Over the last two decades, theoretical and computational developments have led to the widespread use of density functional theory (DFT)
1 in different fields of science. The success of DFT comes from its ability to reformulate the many-body Coulomb problem in the form of an easy to approximate exchange-correlation potential and energy 2 . However, one of the most critical failures of standard exchange-correlation functionals is their inability to describe correctly dispersive forces. Recently, efforts to cure this shortcoming have been made at different levels of theory, ranging from: i) corrections to existing semi-local functionals (the so-called family of DFT+D methods) [3] [4] [5] [6] [7] [8] [9] ,ii) functionals taking into account non-locality explicitly [10] [11] [12] , iii) methods expressing the exchange-correlation contribution in terms of response functions such as the random phase approximation (RPA) and beyond-RPA methods [13] [14] [15] [16] [17] , through to iv) advanced wavefunction methods such as coupled cluster and quadratic configuration interaction methods [18] [19] [20] [21] [22] [23] . The choice of one method over another is usually dictated by the size of the system -although wavefunction methods are often precise, their computational cost makes them impossible to use for systems of a certain size.
On the other hand DFT+D and vdW-DF methods are computationally relatively cheap.
But although the accuracy of these methods has been scrutinized in the past 5, 9, 12, [24] [25] [26] [27] [28] , it is presently still difficult to have a complete picture of their respective performances. It is thus difficult to make an informed choice about which method to use for a given problem, by trading off speed and accuracy.
In this paper, we provide additional benchmarking on the performance of the Tkatchenko and Scheffler (TS) 6 , non-local van der Waals density functionals (vdW-DFs) and many-body dispersion (MBD) methods on the A24 dataset 29 , the L7 30 dataset, and on a set of dimers recently studied by Taylor et al. 31 . These datasets have been chosen to cover a wide range of chemical situations, from purely dispersive interactions to hydrogen bonds.
The layout of the paper is organized as follows: in the following section, Sec. II, we briefly present the theoretical formalism of the methods used here. Then the interactions energies, calculated for the A24 test set 29 , the L7 test set 30 and the "blind" set of molecules proposed by Taylor et al. 31 , are shown and analyzed in Sec. III. Then, figure 4 provides a visual summary of key results. Finally Sec. IV contains our conclusions.
II. THEORY AND COMPUTATIONAL DETAILS
In this section, we summarize the general theoretical background of the methods used in this work, from non-local van der Waals density functionals to the differents schemes proposed by Tkatchenko and Scheffler 6 (TS) and their variants, which include self-consistent screening 32 (SCS) or many-body dispersion (MBD) interactions [32] [33] [34] . Summaries on some of the theoretical advantages and disadvantages of these approaches can also be found in
Refs. 35, 36 .
A. Nonlocal van der Waals density functionals (vdW-DFs)
In 2004, Dion et al. 10 proposed a functional (named vdW-DF1) that includes vdW forces in a seamless fashion by dividing the exchange-correlation energy functional into three pieces:
The first term on the right hand side of Eq. 1 is the exchange energy functional usually chosen among GGA exchange functionals, the second term is the local correlation energy functional which is approximated to the LDA correlation functional, and the last term is the non-local correlation functional defined as:
where n(r) is the electron density at the point r and φ(r, r ) is a kernel designed to capture non-local correlation effects. With the aid of the plasmon-pole approximation for the inverse dielectric function, the non-local kernel is written as:
where
and T (w, x, y, z) = 1 2
exp(−4πy 2 /9d
2 )] with d(r, r ) = |r − r |q 0 (r) and d (r, r ) = |r − r |q 0 (r ). Therefore, the non-local correlation energy depends on distances |r − r | via d(r, r ) and d (r, r ), which are scaled by an effective wavenumber:
with the Fermi wave vector k 3 F (r) = 3π 2 n(r) and the reduced gradient s(r) = ∇n(r)/2k F (r)n(r).
The original vdW-DF1 of Dion et al. adopted the revPBE functional 10, 37, 38 for the exchange and Z ab = −0.8491 in the non-local correlation functional to reproduce the correlation energy at the slowly varying density. It was found that the vdW-DF1 functional overestimates equilibrium distances due to the too repulsive revPBE exchange functional, and underestimates hydrogen-bond strength 39 .
To solve these problems, a second version, named vdW-DF2, was proposed by Lee et al.
40
by replacing the revPBE exchange with the less repulsive PW86 41 exchange. They have used Z ab = −1.887 to reproduce the asymptotic behavior of the correlation energy at the high density limit, since it provides a more accurate approximation for atoms and molecules Here we tested the performance of the two most recent functionals (rev-vdW-DF2 and vdW-DF-cx) as well as the historical vdW-DF2.
B. The Tkatchenko-Scheffler method and its variants
An alternative to dispersion functionals is to apply a semi-empirical dispersion correction.
Many variants of corrections exist [46] [47] [48] . Here we focus on the Tkatchenko-Scheffler (TS) method, and its descendants.
The dispersion corrected total energy is written as 3 :
where E KS−DFT is the DFT energy as obtained, for instance, with PBE. E disp is, in analogy to the PBE-D2 given by Grimme 4 , the TS 6 dispersion energy correction written as:
where C 6AB denotes the dispersion coefficient for an atom pair AB while R
6
AB is the distance between two atoms. f damp is a Fermi-type damping function, which decays at small r fast enough to allow the correction to be negligible when the distance between atoms is lower than the typical vdW distance. This function contains a free parameter, denoted s R , which is adjusted according to the exchange-correlation functional used. A value of 0.94 is known to be optimal for the PBE functional 49 .
For a given atom in its environment, the polarizability α 
and
The scaling factor V eff A /V free A is the ratio between the volume occupied by an atom in his environment V eff and the free non-interacting reference V free . The volumes are estimated using a Hirshfeld partitioning of the electron density. Then the dipole-dipole dispersion parameter for an atom-pair C 6AB is computed by following the combination rule:
1. The self consistent screening scheme
The TS scheme includes on-site screening but does not include long-range electrostatic screening extending beyond the range of the exponentially decaying densities. This is corrected in the Tkatchenko and Scheffler + self-consistent screening (TS+SCS) 7 method, which includes long-range screening behavior through the frequency-dependent screened polarizability α SCS A (iω) found by solving the coupled equations:
where τ A,B is the dipole-dipole interaction tensor. Thus, both the short-range (via the TS scheme) and the long-range (via the SCS scheme) electrostatic screenings are contained in the solution of the SCS equation for every frequency of the electric field. The coefficients C 6AA are calculated using the frequency-dependent polarizability and the Casimir-Polder
which are used in (8) for the energy. As before, for the PBE functional, the optimal value for the adjustable parameter s R is set equal to 0.97.
The many body dispersion scheme
A non-negligible part of the dispersion interaction comes from many-body interactions which are not described completely by the TS and TS+SCS schemes, although they are known to be of substantial importance 51 in the description of molecular systems. For instance, this type of interaction can be modelled 7 by a set of quantum harmonic oscillators (QHOs) coupled through a dipole-dipole potential. In particular, it has been shown 33 that the interaction energy obtained as the difference between the eigenvalues of the coupled system of QHOs and the eigenvalues of the uncoupled system is equal to the RPA dispersion energy:
of the QHOs, in which the C RPA matrix is defined as:
where τ pq is the dipole-dipole interaction tensor and α p (iω) is an atomic polarizability. In practice 33 , a range separation is introduced in the dipole-dipole interaction so that Eq. (14) is further modified to incorporate both the SCS and MBD approaches, an approach known as the MBD@rsSCS scheme 33 .
The fractional ions scheme
Further refinements were proposed by Gould et al. 34 that led to improvements in more difficult nanosystems. Firstly, by using the gas phase polarizabilities of fractional ions 52 , the ionic nature of the system is fully taken into account. Secondly, the eigenvalues of the system are remapped to avoid unphysical "polarization catastrophes", which can lead to failures in SCS and MBD calculations. The remapping involves using the eigenvalues
LR , where A LR (ω) is obtained using short-range screening on the ionic polarizability model. The MBD dispersion energy is then rewritten as 53 :
Unlike the raw eigenvalues x n (ω), which can unphysically become less than -1 causing the polarization catastrophe, the remapping ensures thatx n (ω) > −1.
C. Computational details
The calculations presented in this work have been performed using the VASP (Vienna abinitio simulation package) 54, 55 code. To ensure a high level of precision in our calculations, we have used a large cut-off of 1000 eV. At the same time, the use of a plane-wave basis set implies the lack of basis set superposition error. Also, sufficiently large cells were used to avoid spurious interactions between periodically repeated images, which were single Γ-point calculations. In the calculations using the TS method and its variants, the exchangecorrelation energy was obtained using Perdew-Burke-Ernzerhof (PBE) 37 functional.
tions were performed using the implementation 25, 40, 56, 57 in VASP. VASP was also used for the vdW-DF-cx functional with the implementation of Björkman 58 . Detailed discussion of the MBD implementation in the VASP code can be found in previous publications 34, 59, 60 and will not be repeated here.
III. RESULTS

A. A24 dataset
In this section we present our results for the A24 test set proposed byŘezáč and Hobza 29 , which contains 24 molecular dimers of small sizes. This test set composed of small and diverse complexes, covers different types of noncovalent interacting systems, and is ideal to perform high level benchmarking calculation. All dimers were placed in a 17.5 × 17.5 × 17.5Å 3 box
and our results are compared with respect to CCSDT(Q) extrapolated to the complete basis set limit (CBS) values fromŘezáč and Hobza 29 .
As indicated in Table I Figure 1 shows the differences between the interaction energies calculated with the dif- tion of the binding energies can be found with the TS and MBD methods, whereas a more even distribution of errors is obtained with the vdW-DF flavours. However, except for the borane-methane dimer, the MBD schemes give smaller errors (lower than −0.1 kcal/mol) when applied to dispersion dominated systems.
B. "Blind" test dataset
To further benchmark the methods of interest here on a different dataset, we have chosen the one created by Taylor et al. 31 , composed of 10 dimers with a range of sizes (from 6 to 32 atoms). In their work, the authors did not release the reference values before the various calculations were conducted, which therefore constituted a "blind" test. In this set, though hydrogen-bonded and dispersion dominated systems still prevail, the dimers cannot be strictly classified into either category. Moreover, a majority of dimers of this set are not found in other sets. The geometries used here correspond to the near equilibrium positions, and were taken from the supplementary material of Taylor et al. 31 optimized at the MP2/aug-cc-pVTZ level of theory. The reference values for the binding energies have been obtained with CCSD(T) extrapolated to CBS by the same authors 31 .
As reported in Table II , the MAE is equal to 3.001 kcal/mol for PBE 37 and shows clearly that in order to describe correctly dispersion dominated system, one has to use semi-empirical correction or non-local functionals to improve the results. Comparing to PBE, the MAE for the whole test set is reduced by 73.5% and 78.2% for TS and MBD based schemes respectively, and this reduction increases to 82-83% for the non-local vdW-DF family. Furthermore, the MAPE supports the good performance of the vdW-DF family of methods, especially the vdW-DF2 functional which outperforms all the other methods with a MAPE of 6.74% to be compared for instance to the value of 10.08% for vdW-DF-cx, the closest one.
Additionally since Taylor et al. It is important to note here that we obtain positive mean errors for all methods, which indicates a general tendency to underestimate the absolute binding energies of the different systems. This is in contrast to the results for the A24 test set which show the opposite behavior.
C. L7 dataset
We then applied the different functionals to the L7 data test set proposed by Sedlak et al. 30 , which consists of 7 non covalent complexes: "CBH", the octadecane dimer in stacked parallel conformation is representative of aliphatic dispersion interaction, "GGG", a stacked guanine trimer arranged as in DNA is representative of the aromatic stacking π . . . π dispersion interaction, "PHE", a trimer of phenylalanine residues in mixed H-bonded-stacked conformation is representative of a mixed interaction between dispersion and H-bonds, "C3A" is a stacked circumcoronene. . . adenine dimer, "C3GC" is a stacked circumcoronene and
Watson-Crick hydrogen-bonded guanine-cytosine dimer, "C2C2PD" is a parallel displaced stacked coronene dimer, and "GCGC" is a stacked Watson-Crick hydrogen bonded guaninecytosine dimers arranged as in DNA, the last four being representative of strong aromatic dispersion interaction. Their sizes range from 48 to 112 atoms, which allows to test the behaviour of the methods of interest for relatively large systems. In the original publication 30 , the geometries for six of the complexes, CBH, C3A, GCGC, C3GC, GGG and PHE were determined at the DFT-D TPSS/TZVP 64 level with no constrains, while the C2C2PD geometry was optimized at the QCISD(T) level of theory. The binding energies were obtained 30 at the QCISD(T)/CBS level of theory.
As seen in Table III , the different MAE with respect to the reference are largely superior We also observe that the vdW-DF family of methods does not always give the best results:
indeed, the TS scheme shows a slightly lower MAE value than vdW-DF2; 2.919 and 3.106 kcal/mol respectively.
As seen before for the data set of Taylor et al., the positive mean error demonstrates a 
IV. DISCUSSION AND CONCLUSIONS
In this work, we tested seven different methods, from semi-empirical corrections to nonlocal van der Waals functionals and many-body dispersion methods, in order to compare their ability to describe intermolecular interactions, which are of major importance in understanding and describing molecular complexes. When compared to CCSD(T) results at the complete basis set limit and its derivative, which are considered as the "Gold Standard"
of computational chemistry 29 but come with a correspondingly high computational cost, we have found the following results:
• non-local vdW functionals have a MAE about 50% lower than the TS based and MBD methods.
• Almost the same trend is observed among the methods for the "blind" test set of Taylor • In the case of the L7 test set, composed by relatively large systems up to 112 atoms, chemical accuracy is not reached and some mean absolute errors or maximum deviations values shows in particular with the TS and MBD methods. We again observe that the non-local vdW-DF family provides the best results, specifically the vdW-DFcx method. The relatively poor performance (compared to the other test sets) of the different schemes is not totally surprising since it is expected that absolute errors tend to increase with the size of the systems.
We summarize all our results in Table IV, Table V and Figure 4 : overall, the vdw-DF functionals perform better than the TS and MBD methods. In particular, the vdW-DF-cx functional is the method that performs the best among all the methods that we have tested. The MAE is dominated by the larger errors in the larger molecules, however, and may thus reflect a better performance of TS in some of the largest systems. Indeed, the picture changes when we consider the MAPE, where the two MBD-based methods outperform the two TS methods.
One other point is worth mentioning here. Our tests were all evaluated using geometries that had been optimized using higher level theories. Thus our calculations cannot test the ability of the dispersion corrections to calculate forces, which are important for calculating structures and carrying out molecular dynamics. For example, it has been shown that some of the vdW-DF functionals overestimate lattice parameters significantly in layered structures, despite giving good energies [65] [66] [67] . Further testing should be carried out in this regard to understand which approaches can consistently reproduce structures and forces.
Before concluding, let us take a brief moment to consider one of the more surprising findings from this work, that the MBD and FI methods perform more poorly than straight TS theory or any of the vdW-DF type approximations 68 . This holds true (at least for absolute errors, for percentage errors the situation is reversed) even in the larger systems (PHE and GGG complexes from the L7 test set) where many-body effects (specifically many-atom effects in these theories) might be expected to perform better due to greater numbers of 3-, 4-and n-atom terms. This combinatorial picture, while compelling, misses an important aspect of such terms, however -that the next-dominant (in gapped insulators)
3-body terms introduce repulsive and attractive contributions [equivalent to plus and minus signs on x n in Eq. (16)], and can thus cancel each other out. A more physical perspective is that most field lines crowd each other out, leaving only the direct contributions between pairs of atoms.
There is thus no reason to assume the many-body terms will necessarily contribute systematically to the energy as a function of size. Indeed dispersion between two bulk insulators or a bulk insulator and an atom or small molecule can be quite well represented by sums over their constituent atoms provided the underlying polarizability model is sufficiently good, which enables the broad success of Lifshitz theory 69 . The exception to this argument is in systems like 2D materials and nanowires where the geometry is strongly anisotropic and thus favours one sign over another, as identified by Dobson and co-workers [70] [71] [72] [73] . None of the systems studied in this work fall into this category, however. Thus, contributions from many-body terms are unlikely to help or hinder in any systematic way the treatment of dispersion for the systems reported here. 
