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Abstract Streamflow data are important for river management and the calibration 
of hydrological models. However, such data are only available for gauged 
catchments. Citizen science offers an alternative data source, and can be used to 
estimate streamflow at ungauged sites. We evaluated the accuracy of 
crowdsourced streamflow estimates for 10 streams in Switzerland by asking 
citizens to estimate streamflow directly, or based on the estimated width, depth 
and velocity of the stream. Additionally, we asked them to estimate the stream 
level class by comparing the current stream level with a picture that included a 
virtual staff gauge. To compare the different estimates, the stream level class 
estimates were converted into streamflow. The results indicate that stream level 
classes were estimated more accurately than streamflow, and more accurately 
represented high- and low-flow conditions. Based on this result, we suggest that 
citizen science projects focus on stream level class estimates. 
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Streamflow data are important for many aspects of river management, including water 
allocation and the reduction of flood hazards. Streamflow data are also important for the 
calibration of hydrological models to predict floods and droughts or the impacts of 
climate change. Most hydrological models need at least a certain amount of data to be 
properly “tuned” to a particular catchment (Beven 2012).  
Three important aspects define the usability of streamflow data: accuracy, 
spatial coverage and temporal resolution. Conventional streamflow gauging stations can 
provide detailed information with a high accuracy and temporal resolution, but the 
spatial coverage is limited. While data from gauging stations are considered accurate the 
data can still contain substantial errors due to sensor errors, interpolation and 
extrapolation of the rating curve and cross-section instability (McMillan et al. 2012). 
Typical relative errors for streamflow are ±50–100% for low flows and ±10–20% for 
medium or high flows (still within the streambank) (McMillan et al. 2012). Similar 
values were derived by Westerberg et al. (2011), who mention rating curve related 
errors of –60% to +90% for low flows and ±20% for medium to high flows. 
The temporal resolution of gauging stations is often high. However due to 
financial and logistic constraints only a few sites have a gauging station, hence the 
spatial coverage is limited. Furthermore, these stations may not be installed at 
representative locations or might miss certain types of catchments, especially small 
headwater streams (Kirchner 2006, Bishop et al. 2008). Also relatively few 
measurement stations are located in developing countries. Thus, for many catchments 
there are no streamflow data available for water management decisions or model 
calibration.  
Although new wireless sensor network technology provides the possibility to 
expand the measurement networks, the reality is that due to budget cuts observation 
networks often shrink rather than expand (Kundzewicz 1997, Ruhi et al. 2018). For 
example, Ruhi et al. (2018) showed that between 1947 and 2016 the number of stream 
gauges in river basins in the USA decreased by 21%. 
Several studies have focused on the minimum number of measurements required 
to properly calibrate a hydrological model (Perrin et al. 2007, Juston et al. 2009, Seibert 
and Beven 2009, Seibert and McDonnell 2015, Vis et al. 2015) and have shown that 
even a few streamflow measurements can vastly improve the performance of a model 
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(Pool et al. 2017). While employees of agencies responsible for national or regional 
gauging station networks could perhaps take some additional measurements at a few 
ungauged streams, it is impossible for them to take a limited number of measurements 
at all ungauged streams. An interesting alternative to obtaining streamflow data for 
more streams is to ask citizen scientists or citizen observers to collect streamflow data.  
Citizen science has been used in numerous environmental studies to obtain data 
with a much higher spatial resolution than is otherwise possible (Dickinson et al. 2010, 
Tulloch et al. 2013, Aceves-Bueno et al. 2017, Hadj-Hammou et al. 2017) and has been 
used to obtain hydrological data as well (Buytaert et al. 2014). For example citizen 
science data have been used to fill in spatial and temporal gaps in water quality and 
stream level data series (Lowry and Fienen 2013, Hadj-Hammou et al. 2017) and to 
obtain groundwater level data across large areas (Little et al. 2016). Citizen science 
could therefore be a complementary approach to collect the stream level and streamflow 
data that are needed for hydrological model calibration, particularly for the many 
streams that are currently ungauged. In order to involve as many citizens in data 
collection as possible and to obtain data for remote areas, approaches are needed to 
collect these data with very little time-effort and without special equipment. 
Despite their potential to complement existing data sources, citizen science data 
are not without challenges, especially the accuracy of crowdsourced data is often 
discussed (Engel and Voshell 2002, Haklay 2010, See et al. 2013, Aceves-Bueno et al. 
2017). Several studies have examined the accuracy of crowdsourced hydrological data 
(Turner and Richter 2011, Rinderer et al. 2012, 2015, Lowry and Fienen 2013, 
Peckenham and Peckenham 2014, Breuer et al. 2015, Le Coz et al. 2016, Little et al. 
2016, Weeser et al. 2018). Lowry and Fienen (2013) found promising results in terms of 
the accuracy of stream level data from participants who read the level from a staff gauge 
in a stream close to a hiking path. The root mean square error (RMSE) of the 
crowdsourced stream level data was approximately 5 mm, which was almost as good as 
that of pressure transducer data. They concluded that the level of accuracy “is 
encouraging since no training was given to the citizen scientists” (Lowry and Fienen 
2013, p.155). In a similar study by Weeser et al. (2018) in Kenya, data collected by 
citizens were comparable to that of conventional data loggers, although it had a low 
temporal resolution. Little et al. (2016) provided volunteers with equipment to measure 
the water level in their own wells. They found that the absolute difference of the well 
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reading errors ranged from 2 to 11 mm and concluded that “community-based 
groundwater monitoring provides an effective and affordable tool for sustainable water 
resources management” (Little et al. 2016, p.317). Peckenham and Peckenham (2014) 
analysed groundwater quality data collected by students and concluded that the 
accuracy varied, but “it is possible to make precise and accurate measurements 
consistent with the methods specifications” (Peckenham and Peckenham 2014, p.1477). 
However, these previous hydrological citizen science studies are not easily 
scalable to many sites because they require the installation of staff gauges or other 
instrumentation. Therefore, it is useful to also develop and test citizen science 
approaches to collect streamflow or stream level data that do not require equipment or 
the installation of staff gauges but these new citizen science tasks should be designed 
“with the skill of the citizens in mind” (Aceves-Bueno et al. 2017, p.287). It is likely that 
many citizens who frequently pass by streams notice high and low flows throughout the 
seasons. These frequently visited locations could be turned into locations for streamflow 
or stream level class observations if citizens can accurately estimate streamflow or 
stream level classes. 
Testing the accuracy of citizen science data before starting a citizen science 
project is crucial for every citizen science project.  This ensures that the data collected 
are sufficiently accurate for the purpose of the project and avoids unnecessarily 
burdening citizens with tasks that result in data that are in hindsight of limited value due 
to data accuracy issues. The objective of this study was, therefore, to determine what 
types of parameters related to streamflow citizens can estimate accurately. We asked 
517 citizens to estimate both the streamflow and stream level class and assessed 
whether one can be estimated more accurately than the other by calculating the 
corresponding streamflow for each stream level class estimate. Accuracy is defined here 
as the difference between the estimated value and the measured value, as well as the 
frequency of extreme outliers. The specific research questions of this study were: 
(1) How well can stream level class, streamflow and the different factors of 
streamflow (width, depth, flow velocity) be estimated by citizens? 





2.1 Basic approach and study sites 
We conducted 16 field surveys where we asked people to estimate the streamflow, as 
well as the average width, depth and velocity of the stream, and the stream level class. 
For the surveys, we selected 10 locations (Table 1; see also Supplementary material, 
Fig. S1) where we expected enough people to pass by and have time for the survey. We 
divided the streams into four different size classes (XS, S, M, L) based on the mean 
annual streamflow, and when long-term time series were not available, based on the 
available measurements:  
 XS (Chriesbach, Hornbach and Irchel): ≤ 1 m3/s,  
 S (Glatt, Magliasina, Schanzengraben, Sihl and Töss): >1–50 m3/s,  
 M (Limmat): >50–200 m3/s, and  
 L (Aare): >200 m3/s.  
To analyse whether the flow conditions affect the accuracy of the estimates, surveys 
were conducted under high -and low-flow conditions for three streams: Aare (L), 
Limmat (M) and Sihl (S).  
The aim of the surveys was to get a sufficient number of streamflow estimates 
for a specific stream on a specific day (our aim was 30 participants per survey to assure 
statistical significance; Field et al. 2013). We therefore used a logistically simple 
sampling strategy, whereby we personally approached passers-by (similar to Breuer et 
al., 2015) and asked if they would complete the 5-minute survey (i.e. we did not use a 
targeted approach to capture responses of a representative group of citizens). No data 
were collected on the percentage of passers-by who participated, but we estimate that 
about every third person we approached agreed to participate in our survey. In addition, 
we asked high-school (Magliasina) and university students (Irchel, Glatt and Limmat) to 
fill out the survey during excursions. All surveys took place between October 2016 and 
September 2017. In total, we received 517 complete surveys: 372 passers-by, 61 
participants from a university geography bachelor student excursion (Glatt and 
Chriesbach), 40 from a high school student excursion (Magliasina) and 44 from a 
summer school for PhD students from fields ranging from physics to social sciences 
(Limmat) (see Table 1). During the group excursions we emphasized the need for 
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individual estimates and limited discussions between the students for the duration of the 
survey. 
The age distribution of all 517 participants corresponds to that of the inhabitants 
of Zurich (where most field surveys were conducted), although there were fewer 
participants over the age of 60 (13% of the participants vs 19% of the population in 
Zurich; see Supplementary material, Fig. S2(c–)) (Statistik Stadt Zürich 2017). There 
was an almost equal split between male and female participants (Fig. S2(a)). A large 
number of participants were university-educated, roughly 48% compared to 16% of the 
population in Zurich (Fig. S2(b)) (Statistik Stadt Zürich 2017). 
[Table 1 near here] 
2.2 Streamflow estimation 
Participants were first asked to estimate the streamflow directly. For this direct estimate, 
we asked them to estimate the flow in m3/s, or in l/s for the very small streams (XS). 
This directly estimated streamflow value is referred to as Qdirect. This task, 
understandably, proved to be difficult for some participants because streamflow 
quantification was difficult and they were unfamiliar with the units. A few participants 
refused to answer this question, even with a bit of prompting. Some decided to guess, 
even though they thought it was unlikely to be a realistic value and others deduced on 
their own that they could estimate the width, mean depth and flow velocity to get an 
approximate value. 
After this initial guess of the streamflow, we explained to the participants that it 
is possible to estimate the individual factors (width, mean depth and flow velocity) and 
to derive the streamflow by multiplying these values (eq. 1). The participants were then 
asked to estimate the average width, mean depth and velocity of the stream. We also 
asked them to classify the streambed material. Equation 1 was used to calculate the 
streamflow using these factors: 
 Qfactor = w·d·v·k (1) 
where Qfactor is the estimated streamflow (m
3/s), w is the estimated width (m), d is the 
estimated mean depth (m), v is the estimated surface flow velocity (m/s) and k is the 
correction factor to obtain the average velocity from the surface velocity. While some 
participants still found the quantification difficult, they were more familiar with these 
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units, compared to m3/s or L/s. Often a value of 0.85 is used for the correction factor k 
(Welber et al. 2016); it can also be estimated using the logarithmic velocity distribution 
(Prandtl-von Kármán equation) for turbulent flow based on the surface flow velocity, 
grain size and stream depth (Dingman 2015). This calculated factor for the mean flow 
velocity varied for the different estimates of the participants (even for the same stream). 
For two thirds of all estimates, the calculated velocity factor was not within the typical 
range of 0.71–0.95 (Welber et al. 2016)  due to an unrealistic ratio between the 
estimated average water depth and estimated streambed roughness. Values lower than 
0.71 were adjusted to 0.71 (52% of estimates) and values over 0.95 were adjusted to 
0.95 (1% of estimates). When no estimate for streambed roughness was available (this 
happened only occasionally, except for the entire field survey at Magliasina), the typical 
velocity correction factor of 0.85 was used (including the participants at Magliasina this 
corresponds to 13% of all surveys). During the university excursion at the Glatt and 
Chriesbach, we did not ask for direct stream estimates because most geography bachelor 
students would likely have applied the indirect estimation method (Qfactor) because of 
lectures on streamflow during their education. 
To assess the accuracy of crowdsourced streamflow data, the streamflow 
estimates were compared to measured streamflow data. Streamflow was measured 
before or after the surveys (Chriesbach, Hornbach, Irchel and Schanzengraben) or 
obtained from official gauging station data when these were located near the survey 
location (Aare, Limmat, Magliasina and Sihl, stations of the Swiss Federal Office for 
the Environment (FOEN); Glatt and Töss, stations of the Office of Waste, Water, 
Energy and Air of Canton Zurich (WWEA)) (see Table 1). The methods for the 
reference measurements for width, mean depth and flow velocity depended on the size 
and accessibility of the river. These measurements included direct measurements for 
width and depth with measurement tapes, data on the stream cross-section from FOEN 
for width and depth (when available), an estimate of the width of the river from Google 
Maps for wide rivers (Aare and Limmat) and the stick method for flow velocity. Even 
though these measurements are likely also affected by errors, they were assumed to be 
the “true” data to which the citizen science estimates could be compared. We assumed 
that the uncertainty for the measured values is 10% for streamflow (Pelletier 1988), 
0.5% for width and 1-3% for depth (Herschy 1971) and roughly 10% for flow velocity 
(based on our own measurements). 
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2.3 Stream level class estimation 
We also asked participants to estimate the stream level class. Stream level refers to the 
height of the water in a stream. A stream level class means that this height is expressed 
on a discrete scale of classes, rather than on a continuous scale. Stream level class data 
only provide information about whether the stream level is higher or lower than 
previously, but earlier studies have shown that stream level class data are useful for 
hydrological model calibration (van Meerveld et al. 2017). Thus, the participants were 
not asked to estimate the stream level in centimetres but to estimate the stream level 
class. The participants compared the current stream level with a photo of the same 
stream (taken at an earlier time) with a digitally inserted staff gauge with 10 level 
classes (Fig. 1, also Supplementary material, Section S2). The staff gauge was scaled so 
that the highest class represented the highest in bank flood level and the lowest class 
represented the likely lowest stream level. The height of the classes is arbitrary and 
varied for each location, depending on the size of the river and on how the virtual staff 
gauge was placed in the picture. A small staff gauge would have a higher resolution, but 
the stream level for very high and low flows may be above or below the staff gauge, 
whereas a large staff gauge would imply a lower resolution of the observations as the 
stream level would fluctuate across fewer classes. In this study we tried to place the 
staff gauges so that the staff gauge covered both high and low in bank flows. The 
number of classes was a compromise between resolution and usability. A larger number 
of classes provides higher resolution data but also makes it more difficult (or even 
impossible) for participants to determine the stream level class. Based on a previous 
model study model calibration results do not improve much when more than five stream 
level classes are used (van Meerveld et al. 2017). The number of ten classes was chosen 
to ensure observable stream level fluctuations even in cases where the virtual staff 
gauge is placed so that some classes are never or very rarely reached. The staff gauge 
was scaled so that the highest class represented the highest flood level and the lowest 
class represented the likely lowest stream level. The correct stream level class value was 
determined by us by carefully choosing appropriate references and individually (but 
unanimously) deciding on the correct stream level class.  
For the Limmat, results are given for all five field surveys for streamflow, but 
stream level class estimates are given for only four surveys because a slightly different 
virtual staff gauge was used for the first survey. 
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[Figure 1 near here] 
2.4 Data analyses 
To be able to compare the accuracy of the streamflow estimates for different streams, 
relative estimates (in percent) were calculated by dividing the streamflow estimate by 
the measured value (i.e. considered true value). A value of 100% corresponds to a 
perfect estimate, smaller values represent an underestimation and larger values represent 
an overestimation. The quality of the data was then assessed by statistical measures, 
such as the interquartile range and median. In addition, we determined the number of 
outliers as they are likely disinformative for model calibration (Beven & Westerberg 
2011) and can be worse than having no data. Even though filters can be used to remove 
outliers in citizen science data, in practise, it may be difficult to filter out all outliers. All 
relative estimates below 50% and above 150% were considered to be outliers.  
For comparison between streamflow and stream level class estimates, stream 
level classes and the errors in this classification were converted to an equivalent 
streamflow (m3/s), named Qlevel in the remainder of the manuscript. For the stream 
locations with a nearby FOEN gauging station (Sihl, Limmat, Aare), the classes of the 
virtual staff gauge were converted to a metric value by determining the stream depth 
that corresponded to each stream level class (i.e. mid-point and upper and lower stream 
level for each class) and using the FOEN rating curve to convert these stream levels to a 
streamflow estimate. For the sites where no rating curve was available (Hornbach, 
Irchel, Schanzengraben and Töss), additional measurements of the stream profile and 
water surface slope (estimated based on the slope of the streambed) were used to 
estimate the streamflow for each stream level class using the Manning-Strickler formula 
(Manning 1891).This curve was fitted through the streamflow measured on the day of 
the surveys by adjusting the roughness coefficient within predefined boundaries based 
on the streambed material. The roughness coefficient used for the Manning-Strickler 
formula introduces some subjectivity and thereby likely increases the uncertainty of the 
conversion of the stream level class to streamflow compared to FOEN rating curve 
measurements. Because the stream level classes represent a range of values, rather than 
just one value, the streamflow was not only calculated for the centre value of the level 
class, but also the class boundaries to obtain the possible range of streamflow values. 
The estimates from Chriesbach, Glatt and Magliasina were excluded from this analysis 
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(101 of the 517 estimates) because the relevant data were not collected at the time of the 
surveys. 
The differences in the median relative estimates for the different stream size 
classes were tested for significance using the Kruskal-Wallis test with the post hoc 
procedure based on Dunn (1964). Differences in the median relative streamflow 
estimates between high and low flow conditions were tested for significance using the 
Mann-Whitney test. A p-value of 0.05 was used for all statistical tests, unless otherwise 
indicated. 
3 Results 
3.1 Streamflow estimates 
Although there was a large spread in the streamflow estimates, the median values were 
surprisingly close to the measured streamflow (Figs 2 and 3). Across all surveys the 
median of the direct streamflow estimates (Qdirect) was closer to the measured value than 
the estimate based on the factors (Qfactor) (median relative estimates of 93% and 80% 
respectively, when all surveys were analysed together). However, the interquartile range 
was smaller for the streamflow calculated from the estimated factors (the first and third 





Figure ), meaning that the streamflow estimates were closer to the measured value for 
the estimates based on the factors.  
The differences between the median estimates of Qdirect and Qfactor were 
statistically significant (p < 0.05) for three out of the 14 surveys with both Qdirect and 
Qfactor estimates, but not for all surveys combined (Fig. 3). Of these three surveys, two 
had a median estimate for Qdirect that was closer to the measured value. The interquartile 
range was smaller for Qfactor for two of those three surveys.  
[Figure 2 near here] 
[Figure 3 near here] 
3.2 Streamflow factor estimates 
There were also numerous outliers for the relative estimates of width, mean depth and 
flow velocity (Fig. 4). The median relative estimates for the width, depth and flow 
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velocity were all significantly different from each other (Fig. 4). The width was 
generally underestimated (median relative estimate of 75%, and third quartile of 95% 
when all stream surveys were analysed together), the mean depth was generally 
overestimated (median relative estimate of 126% when all stream surveys were 
analysed together), while the median flow velocity was surprisingly accurate (median 
relative estimate of 100% when all stream surveys were analysed together). However, 
the interquartile range suggests that width can be estimated most accurately 
(interquartile range of relative estimates from 57 to 95% when looking at all surveys 
together) and mean depth (interquartile range of relative estimates from 86 to 180%) 
and flow velocity (interquartile range of relative estimates from 57 to 143%) can be 
estimated less accurately. The percentage of relative estimates below 50% or above 
150% shows the same pattern, with width having fewer outliers (26%) than flow 
velocity (39%) and mean depth (41%) (Fig. 4). 
[Figure 4 near here] 
3.3 Stream level class estimates 
About half of the participants (48%) selected the correct stream level class and most of 
the remaining participants (40%) were out by only one class. There were only a few 
outliers (13% of participants had an error of two classes or more; the total does not add 
to 100% due to rounding) (Fig. 5(a)). The largest overestimation was six classes and the 
largest underestimation was three classes. These errors likely occurred due to a 
misunderstanding of the method. 
[Figure 5 near here] 
3.4 Comparison of stream level class and streamflow estimates 
To allow comparison of the streamflow and stream level class estimates, the latter were 
translated into corresponding streamflow values. These calculated streamflow values 
had a narrower interquartile range than the streamflow estimates based on the factors 
(67–157% compared to 30–163% for Qlevel and Qfactor respectively, when all estimates 
are compared together) and also had fewer outliers (see Fig. 6). Only 39% of the 
streamflow estimates derived from the stream level class estimates (compared to 66% 
for Qfactor) were significantly overestimated (relative estimate >150%) or underestimated 
(relative estimate <50%). Furthermore, only 3% of the estimates were more than a 
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factor of 10 ‘off target’ (compared to 11% for Qfactor). Even when taking the uncertainty 
in streamflow for the upper and lower stream level class boundaries into account (Fig. 
7), the stream level class estimates resulted in streamflow values that were more 
accurate and had fewer outliers than those determined from the estimated width, mean 
depth and flow velocity. 
Only for the small-sized streams was the interquartile range for streamflow 
calculated from stream level classes larger than the streamflow determined from the 
estimated width, depth and flow velocity (Fig. 6). When taking a closer look at the 
surveys for the different streams, it is clear that mainly the first survey at the Sihl and 
partly the survey at the Töss caused the large variation in the estimated streamflow from 
the stream level class data (see Supplementary material, Fig. S3).  
[Figure 6 near here] 
[Figure 7 near here] 
3.5 Effect of stream size on streamflow and stream level class estimates 
3.5.1 Streamflow 
When estimating streamflow directly (Qdirect), participants made larger errors for the 
small streams (S; first to third quartile of relative estimates: 55–542%), than for the XS 
(19–112%), M (23–233%) and L (14–134%) streams. However, general statements on 
the effect of stream size on the accuracy of streamflow estimates are difficult to make 
because there were significant differences within each size class as well (Fig. 3). 
The interquartile range of the Qfactor estimates was significantly smaller for the 
small (first to third quartile of relative estimates: 49–175%) and medium (27–117%) 
streams compared to Qdirect (Fig. 6). The Qfactor estimates were less accurate for XS 
(interquartile range: 47–293%) and L (17–226%) streams than for S and M streams. For 
the XS streams this difference is largely based on the estimates from Irchel, where 
direct streamflow estimates were more accurate than those derived from the estimated 
factors. For the Hornbach (another XS stream), there was no significant difference 
between the median relative estimates of Qdirect and Qfactor (for the Chriesbach there was 
no directly estimated streamflow data). The reasons for this different pattern in the 
Irchel are unknown, but could be due to the lower streamflow in the Irchel (0.01 m3/s) 
compared to the Hornbach stream (0.13 m3/s). 
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3.5.2 Stream level classes 
Stream level class estimates were also analysed according to the distance between the 
participants and the virtual staff gauge, because the distance was not always related to 
the stream size. For the Limmat the virtual staff gauge was positioned on a bridge pillar 
rather than the opposite streambank (Fig. 1). 
The stream level class estimates were generally more accurate if the staff gauge 
was closer to the observer (Fig. 5). For a distance of 0–10 m, 53% of participants 
selected the correct stream level class, while 35% selected a stream level that was only 
one class away. For a distance of 10–20 m, no-one selected a stream level class more 
than one class from the true value, and 73% of the participants selected the correct class, 
while for a distance of 20–30 m, 32% of participants were correct and 45% were one 
class away. For a distance of 50–60 m, 30% of participants chose the correct stream 
level class and 60% a neighbouring stream level class (Fig. 5(b)). This is not surprising, 
as, in cases where the virtual staff gauge is far away, it is more difficult to discern the 
stream level class and the reference, such as stones or other helpful objects, on the 
streambank.  
3.6 High vs low flow estimates 
One issue with hydrological data based on citizen science is the accuracy of the 
estimated streamflow, but another issue is whether changes in these estimates reflect 
differences in streamflow over time. Comparison of the estimated streamflow values for 
the Limmat, Sihl and Aare shows that the median estimated streamflow (Qfactor) was 
higher when the flow was higher, but the differences were not sufficiently higher to 
fully correspond to the increased streamflow (Fig. 8) and were not significant for the 
Aare (Fig. 8(b) and (c)). For the Limmat there were significant differences between the 
surveys, but these differences did not correspond fully to the measured values, as 
participants underestimated both high and low flow and the differences of estimates 
between the surveys are seemingly random regardless of high or low flow (Fig. 8(a)). 
The variations in streamflow were better represented by the streamflow derived 
from the stream level class estimates (Qlevel; Fig. 8(d)–(f)), for which the median 
estimated streamflow was indeed significantly higher when the flow was higher for 
seven out of eight surveys. The exception is the median streamflow for the survey on 
June 2017 at the Limmat for which the median estimated streamflow (Qlevel) was not 
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significantly different from the median estimated streamflow during the July and April 
2017 surveys, although the first and third quartiles were higher than for the July and 
April 2017 surveys (see Table 2 and Fig. 8(d)). The accuracy of the estimated variation 
in streamflow is therefore better represented by streamflow derived from stream level 
class estimates than by streamflow derived by the factors. 
[Figure 8 near here] 
[Table 2 near here] 
4 Discussion 
4.1 Can citizens estimate streamflow accurately? 
The results of the streamflow estimation surveys demonstrated the “wisdom of the 
crowd” effect (Surowiecki 2004, Nielsen 2011) as the median estimates were close to 
the measured values. However, in practice there will be, at a certain location, only one 
or at most a few estimates for a certain point in time, so for hydrological citizen science 
projects focusing on streamflow the accuracy of the individual estimates is more 
important than the accuracy of the median estimate.  
As expected, estimation of the individual streamflow factors (width, mean depth 
and flow velocity) led to more accurate streamflow estimates than the direct estimation 
of streamflow. The reduction in the number of extreme outliers for estimates based on 
the streamflow factors is likely due to the more intuitive units in which the estimates 
have to be given. For non-scientists the unit cubic metres per second (m3/s) is difficult 
to visualize and not easy to relate to everyday experiences. Width and depth in metres 
(m) and flow velocity in metres per second (m/s) are easier to visualize and estimate for 
most people. The unit litres per second (L/s) is likely more tangible (as one knows the 
volume of a litre from drink containers and can estimate how long it takes to fill a bottle 
or a bucket). This might explain why, for the very small Irchel stream, direct streamflow 
estimates were more accurate than the streamflow derived from the estimated width, 
depth and velocity, which included the multiplication of three different types of error. 
For the Hornbach, another very small stream, there was no significant difference 
between Qdirect and Qfactor, possibly because it had more streamflow than can fit in a 
bucket in a second.  
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The direct streamflow estimates for the Aare (L) were also surprisingly accurate. 
After the survey, we learned that there used to be a digital display of the current 
streamflow at the FOEN gauging station, close to the location of our surveys. That 
display was dismantled before our survey, but it is possible that some participants 
walked by this site regularly and had a ‘ballpark’ value for the streamflow of the Aare 
in the back of their minds. Nevertheless, based on our dataset, estimating the 
streamflow factors rather than the streamflow directly is especially suitable for small 
and medium streams. It is, however, also important to note that, within the same stream 
size class, the accuracy of estimates varied for each stream, and even the accuracy of the 
estimates for the same stream location, can vary for different flow conditions (Figs 3 
and 8). There was no clear pattern in the relative streamflow estimates (Qfactor or Qlevel) 
to suggest that either low or high flows are more accurately estimated (see Fig. 8 and 
Table 2; also supplementary Fig. S4).  
Many participants estimated the flow velocity fairly accurately if they threw a 
twig or leaf into the stream, as we suggested, or even just watched something like a 
bubble in the stream pass by. The differences between these approaches could not be 
quantified, as it was unfortunately not sufficiently documented who chose which 
approach. 
Even though width and mean depth are measured in the same units, width could 
be estimated more accurately than mean depth. This is consistent with a study by Wahl 
(1977), in which trained participants measured both the width and depth of a stream, but 
measured width with more consistency than depth. In our case this is likely due to the 
refraction of light in water, as well as the inability to see the bottom of the stream 
because the water is murky or deep, which was the case for the Sihl at high flow (S), 
Limmat at high flow (M) and both surveys for the Aare (L). Also in some cases – 
Hornbach (XS), Irchel (XS), Glatt (S), Sihl (S), Töss (S) and Limmat (M) – it was 
feasible to pace the width along a bridge, in order to gain a better estimate, which made 
the width estimates more accurate; of course this could not be done for depth. 
 According to Gibson and Bergman (1954), distance estimation can be trained 
and constant over- and under-estimation of distances can be improved.  
Training is implemented in many citizen science projects to ensure high quality 
data (Bonney et al. 2009, Haklay et al. 2010, See et al. 2013, Stepenuck and Genskow 
2017). Participants in our survey received no training, had no prior experience and 
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(presumably) only estimated streamflow and its factors once. The effect of a one-time 
training was tested for some citizen science projects (Crall et al. 2013, Rinderer et al. 
2015) and has been shown to improve the data-collection ability of the participants. 
Training options for our study could be in the form of online tutorial videos, or a list of 
well-known streams and their range in streamflow to indicate approximate numbers for 
streamflow, as well as width, depth and flow velocity. If participants can improve the 
accuracy of their estimates and the number of outliers can be reduced sufficiently, 
streamflow estimates might be usable for hydrological model calibration (Etter et al. 
2018). Further research will test the applicability of quality control methods, such as 
outlier detection and the effect of training on the accuracy of streamflow estimates.  
The inaccuracies of the streamflow estimates should be seen in light of the rating 
curve errors that are included in conventional measurements, which have a range of 
±20% for medium to high flows and substantially higher errors ranging from –60% to 
+90% for low flows (McMillan et al. 2012). Only 29% and 63% of the Qdirect estimates 
were within ±20% and ±90% of the measured streamflow value. For the Qfactor 
estimates, the respective values were 15% and 73%. 
Ensuring, and possibly improving, the accuracy of the crowdsourced data is an 
important aspect in any citizen science project. The inaccurate estimates of streamflow 
might be excluded from analyses by quality control methods. A comprehensive 
overview of data validation methods in the field of citizen science, such as expert 
review, photo submission or automatic filtering is provided by Wiggins et al. (2011) and 
many of these methods are likely also applicable to crowdsourced hydrological 
estimates. 
Video imagery is an alternative way to estimate streamflow. These methods 
have great potential, especially for more accurately determining flow velocities 
(Bradley et al. 2002, Tsubaki et al. 2011, Lüthi et al. 2014, Le Coz et al. 2016, Tauro et 
al. 2018) and have benefits, such as being more objective and possibly allowing a 
higher accuracy than visual streamflow estimates. By using advanced and sophisticated 
technology, they also create a curiosity factor that can motivate people. However, there 
are also some limitations of these approaches in citizen science projects. Issues include 
light requirements, camera restrictions and the need for initial in situ channel 
measurements as a reference (Lüthi et al. 2014). To encourage more participants to join 
a citizen science project, we were interested to keep the ‘installation’ of new sites and 
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the observation approach as easy as possible. The visual estimates used in this study are 
easier to apply for many citizens and, thus, can potentially be used to provide more 
observations. The different methodologies complement each other and different 
methods might be most suitable for different locations, participant groups or 
observation goals. Tauro et al. (2018) express a similar opinion: “Reconciling and 
complementing observations from such an abundant pool of methodologies, devices and 
platforms is the ultimate goal of the research community towards an improved 
understanding of hydrological processes.” (Tauro et al. 2018, p.187). Many of the 
current limitations in video imagery will likely be resolved in the future, making this 
approach a more usable alternative for streamflow or stream level estimates. A 
possibility in the future might also be to develop a virtual staff gauge in an augmented 
reality setting, thereby facilitating participants’ stream level class estimates.  
4.2 Can citizens estimate stream level classes accurately? 
Stream level classes were introduced to simplify the stream level estimation task for the 
participants. In theory we could have also asked participants to estimate a metric value 
above or below some fixed point. However, the depth estimates (Fig. 4) for Qfactor 
suggest that this approach would lead to estimates with a low accuracy. The high 
accuracy of stream level class estimates and small number of outliers (i.e. estimates that 
are more than one class off target) indicates that this is a suitable parameter for citizen 
science projects. The major benefits of the virtual staff gauge approach is that estimates 
can be done quickly and that relative variations can be estimated with small 
uncertainties, but, on the down side, they would also have a lower resolution. A 
participant can be no more than 10 classes off target (which never happened; 0.7% of 
participants were four classes off and <0.5% of participants were five or six classes off).  
Participants only needed to compare the current stream level to a previous 
stream level using structures, streambanks or stones as a reference. If the virtual staff 
gauge is well placed (i.e. there is a suitable structure on the stream bank or in the 
stream), the participant only needs to look for the reference and then determine the 
corresponding stream level class. In general, the vast majority of participants had no 
problem understanding the concept and estimated the stream level class correctly; 
outliers in the estimated stream level classes were very rare. However, there were also a 
few clearly wrong stream level class estimates, which might suggest a misunderstanding 
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of the concept by some participants. The two most extreme overestimations were both 
at the Limmat, the most extreme underestimations at the Aare. Most participants (49%) 
underestimated the stream level class at the Aare. The reasons are unknown, but 
potentially this could be attributed to a staff gauge placement during an exceptionally 
low stream level (less than a 2-year low according to official measurements; BAFU 
2017), meaning that the zero value was already very low. This might have confused 
participants as they may have thought that the staff gauge represents the average 
streamflow condition. 
The stream levels class estimates were especially accurate for smaller streams 
where the opposite stream banks, at which the virtual staff gauges were located in the 
photo, were close to the participant. The Limmat is a wider stream, but was an 
exception as the virtual staff gauge was placed on a bridge pillar, which was relatively 
close to the observer. This is most likely the reason why the stream level class estimates 
for the Limmat were more accurate than for the Aare (the only stream where the 
references for the virtual staff gauge were 50–60 m away from the participant), even 
though the widths of the actual streams were similar (50 and 52 m, respectively). This 
shows that, for stream level class estimates, the placement of the virtual staff gauge is 
important. One of the very small streams (Irchel) had a poorly placed staff gauge (the 
image was taken looking down onto the stream rather than horizontally from the height 
of the stream level, which distorted the virtual staff gauge relative to the wall behind the 
stream) and made it more difficult to read. The median relative estimate for Qlevel for the 
Irchel was 12%, whereas the median relative estimate for Qlevel for all surveys was 
101%. 
Several studies have examined the accuracy of crowdsourced data (Haklay et al. 
2010, Crall et al. 2011, See et al. 2013, Isaac and Pocock 2015, Tye et al. 2016, Aceves-
Bueno et al. 2017, Mengersen et al. 2017), mentioning case studies such as 
OpenStreetMaps, where Volunteered Geographic Information (VGI) data are collected 
online and verified by other participants (Haklay et al. 2010), and discussing issues such 
as presence-only data for crowdsourced species classification (Isaac and Pocock 2015, 
Tye et al. 2016, Mengersen et al. 2017). While hydrological studies have also discussed 
crowdsourced data accuracy (Turner and Richter 2011, Rinderer et al. 2012, 2015, 
Lowry and Fienen 2013, Peckenham and Peckenham 2014, Breuer et al. 2015, Le Coz 
et al. 2016; Little et al. 2016, Weeser et al. 2018), most of these studies looked at 
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crowdsourced measurements rather than estimates (Lowry and Fienen 2013, Peckenham 
and Peckenham 2014, Little et al. 2016, Weeser et al. 2018). While others, such as 
Turner and Richter (2011), looked at class estimates, they mainly looked at two class 
options (wet or dry stream), but unfortunately do not mention data accuracy apart from 
the fact that participants were trained for consistency. Rinderer et al. (2012, 2015), who 
also looked at classed data, analysed participants’ ability to estimate relative soil 
moisture classes and found that, in one case study, 95% of participants were no more 
than one class off (Rinderer et al. 2012), and in another study with various groups, 81–
93% of the participants were no more than one class off (Rinderer et al. 2015). 
However, as far as we are aware, our study is the first to address the accuracy of 
participants’ estimates of stream level classes. 
In addition to being more accurate, the stream level class estimation process is 
also very quick, which is a big advantage for a citizen science project. It is hoped that 
offering a fast procedure to document stream levels will encourage citizen observers to 
contribute data to a project regularly (Eveleigh et al. 2014). It is very common for 
citizen science projects that the majority of the contributions come from a small group 
of high contributors (Lowry and Fienen 2013, Eveleigh et al. 2014, Sauermann and 
Franzoni 2015). For example, in the CrowdHydrology project, one participant walked 
past a particular station three to four times a week, which led to this station having 
almost 10 times as many measurements as the station with the next highest number of 
data submissions (Lowry and Fienen 2013). This highlights the extreme value of these 
high contributors and shows that it is important to be able to take measurements 
quickly. 
4.3 Are citizens likely to observe variations in streamflow? 
Having data for high and low flows, or relative variations in streamflow is crucial in 
order to determine how a stream reacts to precipitation, snowmelt events or long periods 
without rainfall, and for hydrological model calibration. Hence, it is important to know 
if crowdsourced data can properly reflect such variations in streamflow and whether the 
accuracy of the data depends on the flow conditions. The results from the surveys 
suggest that the temporal dynamics in streamflow will be relatively poorly represented 
by citizen-based streamflow estimates. For two of the three streams (Sihl and Aare), the 
median streamflow was overestimated at low flows and underestimated at high flows, 
21 
 
which indicates insufficient adjustment of the streamflow estimates to the variation in 
flow conditions. For the Limmat, the significant difference in the streamflow estimates 
does not seem to correspond to the differences in the measured streamflow (Fig. 8(a–
c)). This is partly due to the problem that width (and to a lesser degree velocity) 
estimates were more accurate compared to depth estimates (Fig. 4). As long as a high 
flow stays within the streambank, the width of the streams in our survey does not vary 
significantly between low and high flows. Thus the majority of the variation in flow 
conditions is due to the variation in depth, which was most difficult to estimate.  
During the surveys we did not ask the same persons to estimate the flow during 
high- and low-flow conditions. The results for an individual who reports the streamflow 
at different times may be different, because the participant might consistently over- or 
underestimate the flow and therefore the relative variations might be more accurate than 
indicated by our results (Rinderer et al. 2015). Thus further research is needed to 
determine if the streamflow dynamics are better described by the streamflow estimates 
when the majority of the contributions for a particular stream are made by one (or a 
few) active citizen(s) (Lowry and Fienen 2013). 
The high- and low-flow patterns are better reflected in the stream level class 
estimates, with the median flow derived from these estimates (Qlevel) being significantly 
different between high and low flows for all streams. For the Limmat, the post hoc tests 
showed a significant difference between the high flow and all other survey campaign 
estimates. This underlines the benefits of collecting stream level class estimates, 
particularly for model calibration (see additional discussion below). 
4.4 Should citizen science projects focus on streamflow or stream level class 
estimates? 
The reduction of the number of outliers in the streamflow estimates calculated from the 
stream level class data (Qlevel) compared to the direct streamflow estimates (Qdirect) and 
streamflow estimates based on the streamflow factors (Qfactor) can partly be explained 
by the limited number of potential entries for the virtual staff gauge (i.e. participants can 
only choose one out of 10 available classes for the stream level estimate). For Qdirect and 
Qfactor, participants were able to state any value for their estimates, even values that are 
physically impossible for a particular stream. Hence, with regard to the reduction of 
outliers, estimating stream level classes seems advantageous for citizen science projects. 
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Additionally, our results suggest that stream level class estimates appear to be better 
suited to represent variations in flow conditions. Thus, the results of this study suggest 
that citizen science projects should focus on stream level class estimates instead of 
streamflow estimates, although this needs to be tested for different climatic, 
geographical and socio-economic settings. 
However, it should be noted that part of the difference in accuracy for the stream 
level class estimates and streamflow estimates is due to the difference between relative 
and absolute values. For our approach, it would be impractical to use classes for 
streamflow estimates, as we would need many classes, or the resolution of the data 
would be very low (i.e. the flow for a given stream is likely to always be within the 
same class). However, as mentioned above, lists of well-known streams, giving their 
streamflow range to indicate orders of magnitude for the expected streamflow, as well 
as width, depth and flow velocity, could be provided to make it easier for citizens to 
make the estimates and to improve the accuracy of the estimates.  
One of the disadvantages of the stream level classes is that each class represents 
a range of potential streamflow values, rather than one specific value. If a participant 
estimates that the stream level is in class two, it is unclear whether that means the upper, 
middle or lower part of the class. The other disadvantage is that these estimates do not 
provide information on streamflow volumes. However, the usability of stream level 
class data for hydrological model calibration was tested by van Meerveld et al. (2017), 
who showed that stream level class data can be used to calibrate a simple bucket type 
hydrological model, and suggested that simple hydrological models can be used to 
convert stream level class data to time series of streamflow. The value of stream level 
data for hydrological model calibration, especially for humid catchments, was 
demonstrated recently by Seibert and Vis (2016). The value of crowdsourced stream 
level data (photographs of a fixed staff gauge) together with rainfall and flood 
observations was also shown by Starkey et al. (2017). They used community-based 
observations of rainfall (manual raingauges), river levels (manual staff gauge) and 
flood-related evidence (anecdotes, photographs or videos) alongside traditional 
information (tipping bucket raingauge, official raingauge measurements, six pressure 
transducers for water level measurements and flow gauging for the discharge-rating 
curve), in order to fill spatial and temporal gaps in hydrometric data for a 42 km2-
catchment in the UK to improve a physically-based, spatially-distributed catchment 
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model (SHETRAN). Etter et al. (2018) calibrated a bucket type model with synthetic 
crowdsourced streamflow data with different degrees of error (including errors that are 
comparable to those observed in this study) and varying temporal resolutions, and 
indeed found that such streamflow estimates do not contain sufficient information to 
improve the model compared to random parameter sets. However, they also showed 
that, if the standard deviation of the log-normal distribution that was used to describe 
the errors of crowdsourced streamflow estimates could be reduced by a factor of two, 
one estimate per week would lead to a significant improvement in the model 
simulations.  
5 Conclusion 
We asked 517 citizens to estimate streamflow directly and indirectly by estimating the 
stream width, depth and flow velocity. We also asked them to estimate the stream level 
class. The survey results allowed us to quantify the accuracy of the estimates and is, 
thus, a basis for evaluating the potential value of citizen science based estimates of 
streamflow and stream level classes. The median estimated streamflow values were 
close to the measured streamflow, but there were also many outliers, and the variations 
in the flow conditions were not fully discernible in the streamflow estimates. The 
stream level class estimates, which were converted into streamflow values for 
comparison, had far fewer outliers and were significantly different for the different flow 
conditions. Stream level class estimates also seemed to be quicker and easier to estimate 
and are thus considered preferable for citizen science approaches. Hydrological models 
can then be parameterized based on these stream level class observations to obtain 
streamflow time series. The study was conducted in Switzerland and, while we do not 
expect significant differences, we recommend testing the accuracy of citizen science 
based estimates of streamflow and stream level classes in different climatic, 
geographical or socio-economic settings and for rivers with different sizes.  
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Table 1. Information on the streams where the field surveys took place. Size classes XS: ≤ 1 m3/s; S: >1–50 m3/s, M: >50–200 m3/s and L: >200 m3/s. A map 
with the survey locations is given in the Supplementary material (Fig. S1). Survey dates given as dd.mm.yyyy. 





Source for measured 
streamflow* 
Approx. distance 









XS  19.02.2017 33 0.134 Salt dilution  8  
Irchel (Zurich) XS  11.03.2017 25 0.01 Salt dilution  1  
Glatt 
(Zurich) 









S  01.04.2017 31 2.6 Salt dilution  16  
Sihl (Zurich) S 1 18.02.2017 33 7 FOEN, station: 2176 32 Low flow 
2 26.07.2017 31 28 High flow 
Töss 
(Winterthur) 
S  12.03.2017 35 9 WWEA, stations: 
518, 520 and 581 
29 Interpolation between three nearby 
stations for reference value 
Limmat 
(Zurich) 
M 1 29.10.2016 38 59 FOEN, station: 2099 7 No stream level class estimates 
2 08.04.2017 27 83  
3 02.06.2017 31 107  
4 09.07.2017 44 75 PhD students 
Low flow 
5 13.11.2017 31 222 High flow 
Aare (Brugg) L 1 07.01.2017 27 108 FOEN, station: 2016 53 Low flow 
2 10.05.2017 30 389 High flow 
* The measured streamflow data were obtained from: the Federal Office of the Environment (FOEN; http://hydrodaten.admin.ch/), the Office of Waste, 
Water, Energy and Air of Canton Zurich (WWEA; www.hydrometrie.zh.ch/), or by salt dilution gauging (Salt dilution). 
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Table 2. Descriptive statistics of the streamflow derived from the estimated width, mean depth 
and flow velocity (Qfactor; m3/s) (and relative estimate, %) and the stream level classes for the 
Aare, Limmat and Sihl under different flow conditions. 
Stream Date Streamflow, Qfactor (m3/s) 
(relative Qfactor, %) 
Stream level class 
  Measured Quartile Measured Quartile 
25% 50% 75% 25% 50% 75% 
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Figure 1. Example of a virtual staff gauge in the pictures used for the field survey at 
Limmat (left) and Schanzengraben (right). Photographs taken on 29.06.2016 when the 
streamflow was 165m3/s (Limmat) and on 05.01.2017 (unknown streamflow; 





Figure 2. Scatterplots showing the spread of Qdirect (left) and Qfactor (right) for each field 
survey. The data points are colour-coded according to the stream size: from left to right, 
XS to L are red, orange, light blue and dark blue, respectively. : median estimated 
streamflow per survey; solid (red) line: the 1:1 line; and dashed (red) lines: the 10% 
uncertainty band for measured streamflow. The number at the top of the graph indicates 




Figure 3. Boxplots of the relative estimates of streamflow (ratio of estimated vs 
measured streamflow) for Qdirect and Qfactor for each surveyed stream, and for all streams 
combined (all). Statistical significance, i.e. difference in median relative streamflow 
estimate for the two methods, is shown across the top. The data for the Sihl, Limmat 
and Aare are ordered from low- to high-flow conditions (see Table 1). The box 
represents the interquartile range, the black line the median, the whiskers extend to 1.5-
times the interquartile range below/above the first/ third quartile, and the dots represent 





Figure 4. Boxplots of the relative estimates of width, mean depth and flow velocity for 
each stream size class and all streams together. Median relative estimates of width, 
mean depth and flow velocity, individually (lower case letters) and for data from all 
surveys combined (upper case letters) indicate that they are all significantly different. 
The solid red line (100%) indicates that the estimate is the same as the measured value; 
dashed red lines indicate the 5% (width and mean depth) and 10% (flow velocity) 
uncertainty bands. The numbers above and below the boxplots indicate the number of 





Figure 5. (a) Distribution of error in stream level class estimates (0: no error, –1: one 
class lower than the actual stream level class, and 1: one class higher than the actual 
class) for streams of different sizes; and (b) the distance between participant and the 
virtual staff gauge, as well as all estimates together. There were no streams where the 





Figure 6. Boxplot of the relative estimates of Qdirect, Qfactor and Qlevel for each stream 
size class and all surveys combined. Median relative estimates of Qdirect, Qfactor and 
Qlevel, individually (lower case letters) and for combined data from all surveys (upper 
case letters) indicate that they are all significantly different. The solid (red) line at 100% 
indicates that the estimate is the same as the measured value and the dashed (red) lines 





Figure 7. Frequency distribution of the relative streamflow estimate for Qfactor and 
Qlevel. The shaded (grey) band indicates the upper and lower streamflow for each stream 
level class. The lower streamflow for each stream level class does not reach the 0% 






Figure 8. Boxplots of the streamflow based on (a–c) Qfactor and (d–f) the estimated 
stream level classes for different flow conditions for three streams (low flow to high 
flow in each subplot; see Table 1 for details). Solid and dashed (red) lines as described 
in Fig. 6 caption. Note: the axis ranges are different for each stream. The p values 
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indicate the results of the Mann-Whitney (Sihl and Aare) and Kruskal-Wallis (Limmat) 
tests to determine whether the median estimated streamflow/stream level class estimates 
of the different surveys are significantly different or not. For the Limmat surveys with 
the same upper case letter (e.g. A) the Dunn post hoc test showed that median 
streamflow/stream level class estimates are not significantly different from each other.  
