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Preface 
 
This thesis contains ten chapters and each chapter was written to be read independently. The 
University of Sydney allows published papers that arose from the candidature to be included 
in the thesis. 
  
§ Chapter one is an introduction to the thesis and provides an overview of the aims and 
objectives addressed by this thesis. 
§ Chapter two is the literature review of the previous studies that focussed on visual 
search behaviours in interpreting medical images. 
§ Chapter three is bridging chapter for study published in Academic Radiology, 2017 
covered in the following chapter (four) in this thesis. 
§ Chapter four is the first study included in the thesis and is titled “Fixated and Not 
Fixated Regions of Mammograms: A Higher-Order Statistical Analysis of Visual 
Search Behavior” which was published in Academic Radiology, 2017. 
§ Chapter five is bridging chapter for study published in SPIE Journal of Medical 
Imaging, 2018 covered in the following chapter (six) in this thesis. 
§ Chapter six is the second study included in thesis and is titled “Modelling visual search 
behaviour of breast radiologists using a deep convolution neural network” which was 
published in SPIE Journal of Medical Imaging, 2018. 
§ Chapter seven is bridging chapter for study has been accepted for publication in Journal 
of Digital Imaging, in 2018 covered in the following chapter (eight) in this thesis. 
§ Chapter eight is the third study included in thesis and is titled “Can a machine learn 
from radiologist’s visual search behaviour and their interpretation of mammogram - a 
deep-learning study” which has been accepted for publication in Journal of Digital 
Imaging, in December 2018 and is currently in press. 
§ Chapter nine is the discussion which describes the overview of the thesis, implications, 
limitations and future works. 
§ Chapter ten concludes the thesis and summarizes the findings from studies included in 
the thesis. 
 
Each chapter includes its own reference list. Ethical and relevant institutional approvals were 
obtained for the data used in this study from Review Board of the University of Pittsburgh 
(IRB #PRO09040434) where the data was collected. Data was anonymized and de-identified 
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prior to use in the studies included in this thesis. To ensure that the readers understand the 
thesis as a whole, a bridging chapter is inserted in the beginning of chapters four, fix and eight 
i.e. the chapters of published papers. The appendices at the end of this thesis include the 
materials used in this study and title slides of the presentations.  
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Abstract 
 
Aim and Objectives 
Visual search is an inhomogeneous, yet efficient sampling process accomplished by the 
saccades and the central (foveal) vision. Areas that attract the central vision have been studied 
for errors in interpretation of medical images. In this study, we extend existing visual search 
studies to understand features of areas that receive direct visual attention and elicit a mark by 
the radiologist (True and False Positive decisions) from those that elicit a mark but were 
captured by the peripheral vision. We also investigate if there are any differences between these 
areas and those that are never fixated by radiologists. Extending these investigations, we aim 
to further explore the possibility of modelling radiologists’ search behavior and their 
interpretation of mammograms using deep machine learning techniques. 
 
Materials and Methods 
Eight radiologists participated in a fully crossed multi-reader multi-case visual search study of 
digital mammography (DM) involving 120 two-view cases (59 cancers). Their search behavior 
and decisions were captured using a head mounted eye tracking device and a software allowing 
them to record their assessment of each case. These data have been used for the three studies 
compiled in this thesis. 
The first study focuses on investigating 1) The differences among the areas of mammogram 
that receive direct, indirect or no attention at all, and 2) The effect of features of these areas on 
radiologists’ decisions and confidence in their decisions. Using radiologists’ search behavior 
and decisions, 3 types of areas, namely Fixated Clusters (FC), Peripheral Clusters (PC) and 
Never Fixated Clusters (NFC), were extracted from mammographic images. Statistical 
information theory of higher order (in the form of third and fourth-order cumulants and 
polyspectrum [specifically bispectrum and trispectrum]) in addition to traditional second-order 
statistics (in the form of power spectrum) and other nonspectral features were then used to 
analyze these types of areas. Analysis of variance was then used to 1) find the differences in 
the features of these areas and 2) explore the effect of these features on radiologist’s decisions 
(and in their confidence in their decisions).  
The second study focusses on modelling radiologists’: 1) Deployment of attentional level to 
various parts of mammograms (i.e. foveal/FC, peripheral/PC or none/NFC); 2) Decision, and 
3) Confidence in such decisions, using deep convolution neural network techniques.  
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The third study explored the possibility of an ensembled machine learning model for search 
behavior and decisions using a top-down hierarchical deep convolution neural network 
classifier. Separately, a model to determine type of missed cancers (search, perception and 
decision making) was also built. Analysis and comparison of variants of these models using 
different convolution networks with and without transfer learning were also performed.  
 
Results 
The first study demonstrated that energy profiles of FC, MPFC, and NFC areas are distinct. It 
was also shown that foveated areas (FCs) are selected on the basis of being most informative. 
Never fixated regions were found to be least informative. Evidences that energy profiles and 
dwell time of these areas influence radiologists’ decisions (and confidence in such decisions) 
were also shown. High-order features provided additional information to the radiologists, 
however their effect on decision (and confidence in such decision) was not significant.  
The second study showed that deep-convolution neural network can successfully be used to 
model radiologists’ attentional level, decisions and confidence in their decisions. High 
accuracy and high agreement (between true and predicted values) in such predictions can be 
achieved in modelling attentional level (accuracy: 0.90, kappa: 0.82) and decisions (accuracy: 
0.92, kappa: 0.86) of radiologists.  
The third study indicated that an ensembled model for radiologist’s search behavior and 
decision can successfully be built. ResNet and Inception ResNet v2 based ensembled model 
resulted into highest accuracy in modelling search behavior and decisions. Convolution 
networks failed to model missed cancers however.  
 
Conclusion 
We showed that properties of mammographic areas influence radiologists’ decisions and their 
confidence in the decisions made. We also shown that machine learning techniques, 
specifically deep-convolution networks, can successfully be used to model radiologists’ search 
behavior and decisions. We have not been able to demonstrate that missed cancer can be 
successfully modelled using deep convolution network. 
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Chapter One 
      Introduction 
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1.1. Background 
In 2013, breast cancer was second most commonly diagnosed cancer in Australia [1]. By 2017, 
breast cancer was expected be the most commonly diagnosed cancer in this country, with an 
estimated number of 17,730 new cases (144 males and 17,586 females) [1, 2]. Significant work 
has been done in the field of breast imaging to effectively screen and diagnose women affected 
by breast cancer. In spite of this, breast cancer is the second most leading cause of death by 
cancer in women, following skin cancer [1, 2]. The risk of death by breast cancer for women 
in Australia is estimated to be 1 in 41 (by age of 85) [1, 2], which is very high.  
 
Lack of understanding of breast cancer aetiology reduces the scope of preventive measures. 
Thereby, emphasis is shifted towards cancer detection and cure. As per the data collected by 
Australian Institute of Health and Welfare (AIHW) [3], early detection of breast cancer 
increases the survival rate by 98% in some cases. Conclusively, early detection is the key to 
increasing survival rates and reducing mortality rates among women affected by breast cancer. 
 
Breast cancer can either be symptomatic or asymptomatic. At its early stages, breast cancer is 
often asymptomatic, thus harder to detect. Detection and diagnosis of cancer in symptomatic 
breasts is not straightforward either. This is due to a large overlap of cancerous symptoms with 
other non-cancerous diseases. Breast imaging offers the capability to visualize the internal 
architecture and subtle anatomical changes of the breast. It is used to estimate the risk and 
assert the presence of malignancy with some confidence. Thus, imaging the breast is vital and 
one of the most fundamental steps taken when a cancer risk is identified.  
 
1.2. Why digital mammography? 
Mammography, a widely adopted imaging technique, has long been used for breast cancer 
screening and assessment purposes. It supersedes other contemporary breast imaging 
techniques such as Magnetic Resonance Imaging (MRI), Ultrasound and is treated as the breast 
imaging modality for cancer detection. Ultrasound results in higher false-negative findings [4, 
5]. Additionally, due to the sonographic overlap between the characteristics of lesions, certain 
lesion types, in Ultrasound, may appear occult [6, 7]. MRI on the other hand has shown higher 
sensitivity than mammography [8] and can be particularly useful in high-risk patients [9].  
However, due to a) low positive predictive value [8], b) lower specificity values in comparison 
with 2D mammography [10], and c) overestimation of lesion presence [11] MRI is not the first 
preference. These statistics explain the preference towards mammography.   
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Mammography has evolved over time, from screen-film to digital mammography and now to 
3-D mammography, a.k.a. Digital Breast Tomosynthesis (DBT) [12]. DBT is still very new 
and being introduced in clinical setting whereas screen-film has been mostly replaced in favour 
of digital mammography. The Food and Drug Administration of the United States of America 
has only approved the use of DBT to be alongside of digital mammography [13]. This 
underlines the key role digital mammography currently plays in detection of cancer of the 
breast. For this reason, in this thesis we are going to be focusing on the use of digital 
mammography.  
 
1.3. Limitations of mammography 
Mammography has limitations however. It delineates a two-dimensional representation of the 
breast where the visibility along the depth is lost [14]. This not only limits the visibility of 
lesions by increasing the obscurity of the overlapped tissue (also known as the “overlap effect” 
[15]) [16] but may also cause distortion in the lesion characteristics, such as shape and 
appearance [17]. An inferior contrast visibility may also be observed in mammograms of dense 
breasts. The inferior contrast visibility is due to high mammographic breast density and the low 
inherent x-ray attenuation differences among the breast tissues. Due to these limitations of 
mammography, about 7-12% [18] findings are falsely reported (False Positives) and 4-34% 
[19] cancers are missed (False Negatives), and the reported sensitivity and specificity of 
mammography is 70–90% and 60–80% respectively [14]. In order to improve the accuracy of 
the breast cancer detection, mammography is often supplemented with other imaging 
techniques (e.g. MRI, Ultrasound, DBT). Mammography with adjunct imaging techniques still 
only improves the sensitivity (85-93%) and specificity (70-85%) slightly [14, 20].  
 
Camouflaged abnormal tissues is other commonly recognized challenge that medical imaging 
professionals see every day that also applies to breast radiologists. Unlike chest imaging or 
skeletal radiology, the breast architecture and parenchyma are not clearly defined, and they 
vary widely from person to person. For this reason, accuracy of cancer assessment in 
mammography can be particularly challenging. These are some of the contributory factors to 
why despite tremendous efforts from improving imaging techniques to improve diagnostic 
accuracy of breast cancer detection - errors are still made.  
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Mammograms are not self-explanatory (in other words ‘obvious’) either [21]; they need to be 
interpreted. Figure 1 shows the simplicity in identifying features in the Mona Lisa painting and 
the complexity in identifying features of the breast in a mammogram. The uncertainty 
introduced by all these previously discussed technological and non-technological challenges 
impacts the interpretative behaviour.  This behaviour, however, is so natural and unobtrusive 
that its importance is mostly ignored by radiologists.  
 
 
Figure 1: On left grey scaled image of the famous Mona Lisa painting. On right, a craniocaudal 
mammographic view of a breast.  
 
1.4. Visual search behaviour and cognition 
Looking through a mammographic image, searching for a suspect lesion, is as challenging (if 
not more) as searching for cows in a scene such as shown in figure 2 (top right corner). How 
easy is it to detect all cows in the scene? How many cows are there 3, 4 or 5 (5 in truth)? 
Similarly, how easy it is to identify whether the bottom right image in figure 2 is a) a face of a 
man, b) a landscape; or c) a woman walking near a tree.  
 25 
 
Figure 2: Left view shows a mammogram (craniocaudal view (CC view) of a breast). Right top view 
indicates the challenges observed by radiologists in searching for suspecting lesion (‘perception’) showing 
how hard it is to search and find the 5 cows in the image. Bottom right view indicates the challenges in 
interpreting (‘decision’) the image and deciding whether a suspecting lesion is cancerous or not showing 
how hard it is to assert if it is a face of a man or a landscape or even a woman walking near a tree. 
 
The need to understand how radiologists interact with mammography (visual search), how they 
arrive at their decisions (cognition), and what factors affect the variance and errors in 
mammography is evident.  The observer (radiologists), the scene (mammogram) and the 
transaction between them needs to be studied to explore the errors of mammographic 
interpretation. A lot has been done to improve image quality and optimization, but what can 
we do more to understand the observer and interaction of observer with the mammogram? 
Studying radiologists’ search behaviour and their interaction with mammograms will be the 
focus of this thesis. 
 
1.4.1. Human Vision System 
The human visual system is a highly complex physiological mechanism that, despite several 
efforts, has not been yet been successfully reproduced [21]. Our magnificent eye and brain co-
ordination allow us to process the boundless visual stimuli that surrounds us and generate a 
meaning out it. The process of ‘seeing’ begins at the eye measuring just 22 mm (diameter 
average) - consisting of even smaller device ‘lens’ measuring just 9mm in diameter (and 4 mm 
in thickness) for focus and magnification [22]. ‘Seeing’ our entire surrounding filled with 
infinite sources of information with the relatively minuscule device i.e. the lens of our eyes is 
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impossible. To overcome this physiological limitation, our vision system has evolved to apply 
inhomogeneous sampling of scene. The resolution capability of our lens varies as a function of 
a probability density function (pdf) [23], wherein the resolution is highest at fovea-centralis 
(foveal/central) and decreases rapidly moving towards para-fovea (peripheral). The foveal 
vision is more detailed capturing intricate information of a region (such as edges, corners, 
colours), whereas the peripheral vision, being less detailed and more sensitive to light, is known 
to capture more ‘holistic view of the scene’, gathering high level information (such as contour, 
texture, shape, projection of light etc.) [22, 24]. Our eye moves rapidly from one point to the 
next in a process known as saccades [22]. This rapid eye movement, together with varying 
resolution lens, allows for this ‘inhomogeneous sampling’ of a scene to be carried out.  
 
Information gathered through this sampling is then processed at the visual cortex where 
‘meaning’ from this information is deduced. Not only the present information but also a priori 
information (from observers’ previous experience and knowledge (e.g. clinical information 
about the case etc.)) affect this process of meaning deduction. Evidently, twenty-five percent 
of brain resources are dedicated to vision processing only [21]. The complexity embedded in 
this process is evident and highlight the struggle in studying this system in its entirety. Hubel 
and Wiesel have made a significant contribution in explaining the vision system mechanics 
[25-27] 
 
1.4.2. Visual search behaviour 
 ‘Seeing’ and ‘looking’ for specific target in a scene are two different processes. Looking for 
specific target, defined as ‘visual search’, is more strategic and methodical whereas casual 
seeing is more spontaneous. How one utilizes their eye movements looking for specific targets 
in scene i.e. the process of exploring the scene is termed as visual search behaviour.  
 
Search behaviour has been studied for errors in radiographic image interpretation [23, 24, 28-
61]. Monitoring radiologists’ eye movements and capturing spatial (eye moved from location 
1 to location 2 in image) and temporal (dwell duration at these locations) information from 
these movements are used in studying the search behaviour. Both spatial and temporal 
variances in searching for specific target i.e. looking for malignant lesions are essential in 
interpretative process [57]. Tuddenham, in 1961, first measured the visual search behaviour in 
roentgen diagnosis [62] using a simple and somewhat manual setup. He used a spotlight, sized 
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just enough to conveniently detect an abnormality, and projected it on chest radiograph to track 
search behaviour of radiologists.  
 
Since then, due to technological advancements, more sophisticated systems to capture search 
behaviour have evolved. These systems can now capture spatial-temporal details of search 
behaviour adjusting for error in measurements due to head movements. The spatial-temporal 
details of search behavior are more accurately defined as the temporal sequence of foveal 
fixations and saccades, and it is termed as visual search map (a.k.a. scan path) (shown in figure 
3).  
 
 
Figure 3. Radiologist’s visual search map i.e. fixation points in yellow labels indexed for sequence, green 
dotted line to denote the temporal sequencing of these fixation points and green circles of varying radius to 
demonstrate the dwell duration at the fixation (centre of the circle). Red star indicates presence of true 
malignancy (if persisted i.e. visible in view). 
 
Preceded by the global impression of image, led by saccades and peripheral vision, various 
parts of the image are closely examined using limited angle foveal vision [59]. Foveal vision 
is an overt operation and largely responsible for analysing perturbations in the image (and 
capturing detailed information of perturbations) [59].  Peripheral vision, on the other hand, is 
very much a covert operation, continually occurring and assisting in foveal deployments, 
allowing for an efficient extraction of information [63]. Whilst foveal vision is largely 
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considered as a means of feature identification, peripheral vision can also assist in identification 
[23, 64].   
 
1.4.2.1. Visual search behaviour and experience  
Radiologists’ search behaviour is not repeatable, but it is far more efficient than random 
deployment of attention. The results obtained from a few studies analyzing the visual search 
map among radiologists with different experience levels were consistent. They have shown 
that more experienced radiologists’ search behaviours are more strategic (figure 4) (defined 
and focused) than their inexperienced peers (undefined and irregular) (figure 5) [47, 56]. 
Inexperienced radiologist’s eyes move back and forth and across the mammographic views 
(shown in figure 5), covering more areas, whereas experienced radiologist’s eye movements 
are strategic covering less areas (figure 4). 
 
 
Figure 4: Visual search map of an experienced radiologist (years of experience > 6). Figure legend is 
detailed in figure 3. 
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Figure 5: Visual search map of an inexperienced radiologist (years of experience ~ 1). Figure legend is 
detailed in figure 3. 
 
Time to recognise and fixate a lesion improves with experience [53]. Rate of certain errors of 
interpretation also improves with experience [31].  These findings suggest that searching 
through mammograms (or other medical images) is an acquired skill. Visual search maps are 
not reproducible – they vary from person to person and image to image. When the same 
radiologists view the same cases they may have a completely different search map. 
Radiologists’ endogenous and exogenous factors, such as their stress level (endogenous) and 
their surrounding (exogenous) affect their search behavior and thus have an effect on the search 
map.  
 
1.4.3. Cognition 
It is intriguing how same image/scene is interpreted differently by different observers. The 
disagreement between radiologists’ decision of same case is quite significant and resistant to 
change, despite decades of efforts in image quality optimization [21, 65]. Radiologists’ 
sampling strategies are known to be highly task-specific [66].  How we process the information 
gathered from search to conclude a task (e.g. decision of malignancy) that we were assigned is 
cognition. This process is very specific to what we have seen and already know (a priori) and 
who we are (endogenous factors, personal biases etc.). Various other types of biases such as 
anchoring, availability, confirmation-bias, gambler’s fallacy, representativeness, satisfaction 
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of search, over-confidence and under-confidence have also been studied for their effect on 
medical image interpretation and cognition [67]. 
 
Idiosyncrasies of radiologists’ search behaviour (e.g. dwell time) are shown to be associated 
with correct and incorrect decisions [57]. It has been noted that providing unique perceptual 
feedback (when searching for tumors in chest radiograph) could potentially increase the 
radiologists’ performance by as much as 20% [51]. Another (mammography) study has found 
that once a false observation is made, there is only 6% probability that the observer will revert 
his/her course and correct the decision [30].  
 
1.5. Search behaviour model 
Statistical information theory explains, to some extent, how the feature information passed 
from retinal cells are processed by cortical cells. Top-down [68] and bottom-up [69] are two 
initial yet contrasting approaches suggested on how visual information is aggregated and 
processed for meaning. Several other models of perception and cognition have also been 
proposed – e.g. guided search, global/local model of perception, Feature integration theory 
(FIT) [21, 70, 71]. 
 
The human visual system is an extremely complex system (discussed in detail in chapter 2). 
We aim to model radiologists’ search behaviour and their interpretation of mammograms, 
however our modelling efforts will be focussed on specific behavioural aspects (detailed in 
chapter 2).  
 
1.6. Knowledge deficiencies in the literature 
 
After reviewing previous work on visual search behaviour of radiologists during 
mammographic interpretation, which is explained in the literature review (Chapter 2), the 
following shortcomings were identified: 
• Regions that attract the foveal vision have been actively researched for errors 
in interpretation of digital mammography [24, 28-33, 35-42, 44-49, 51, 60]. 
However, what differentiates areas that receive direct (foveal) visual attention 
than those that receive indirect (peripheral) visual attention have not been 
explored. It is also not clear what differentiates these regions that received any 
attention at all to those that do not receive any attention.  
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• Existing studies have only focused on analysing radiologists’ decisions that 
were made on regions inspected with detailed (foveal) vision [24, 30-33, 36, 37, 
39-42, 46-48, 50, 51, 60]. Regions that were only inspected with indirect 
(peripheral) vision but were reported as being suspect of malignancy largely 
remain unexplored.  
 
• What are the features of regions that elicit a mark by the radiologist (True and 
False Positive decisions) and what properties (characteristics) of regions affect 
radiologists’ decisions and their confidence in the decisions also remain largely 
unexplored.  
 
• The present literature has only conducted second order power spectrum analysis 
of visual search behaviours [31, 33, 35, 39, 40]. Some of the cortical cells of 
human visual system are considered of higher order and can aid in extracting 
complex structural properties (e.g., corners, junctions, curved lines, curved 
edges) of a region [26, 27, 72]. High order spectral analysis [73-76] techniques 
have not been explored in analysing visual search behaviour of radiologists.  
 
• How to utilise knowledge of search behaviour and cancer interpretation in 
improving the accuracy of mammography? Modelling radiologists’ search 
behaviour and their interpretation of cancer, if done successfully with high 
accuracy, could lead to building training and feedback systems for upskilling 
radiologists.  
o Use of deep machine learning technique in modelling radiologists’ 
visual search behaviour and decisions is not well explored.  
o It is also not well understood whether radiologists’ confidence in their 
decision can be modelled using machine learning techniques. 
o It is also not explored whether a single model for modelling radiologists’ 
visual search behaviour and decisions can be build. This could be 
important in training feasibility and practicality per se.  
o Exploring whether missed cancer and its types, namely, search, 
perception and decision making errors can be determined by means of 
deep machine learning techniques [55]. 
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1.7. Aim and objectives 
 
The aim of the studies included in this thesis was to explore radiologists’ visual search 
behaviour and their interpretation of digital mammography using high order statistics and 
machine learning. We aim to study the spatial-temporal characteristics of radiologists’ search 
behaviour and to apply statistical information theory of high order and deep machine learning 
techniques to further understand and explain visual search behaviour of breast radiologists and 
to model visual search behaviour to understand if we can determine some aspects of 
interpretation of digital mammography. To realise these aims, the following objectives have 
been identified: 
1) Conduct a literature review to understand our current knowledge of visual search and 
in interpretation of digital mammography and to determine the main deficiencies from 
the literature (Chapter 2).  
 
2) Differentiate areas that received direct visual attention and elicited a mark by the 
radiologist (True and False Positive decisions) from those that elicited a mark but were 
captured by peripheral vision. Also, investigate if there were any differences between 
these areas and those that were never fixated by radiologists. Analyse whether features 
of regions affect radiologists’ decisions and the confidence in their decisions. Conduct 
a high-order spectral analysis in addition to second order spectral analysis to study the 
aforementioned aspects of search behaviour and decisions (chapters 3 and 4).  
 
3) Build deep machine learning models that, with reasonable high accuracy, can predict 
aspects of visual search behaviours such as a) Level of attention received by a region, 
b) Decision that radiologist will likely made and c) Their confidence in the decision.  
This study utilises deep convolution neural network and individually models each 
aforementioned aspect of mammographic interpretation (chapters 5 and 6).  
 
4) Build an ensembled hierarchical multi-label deep machine learning model that learns 
the intricacies of visual search behaviour and can, with reasonably high accuracy, 
concurrently predict levels of attentional deployment and decision outcome. Also, 
building a model for missed cancers that can classify whether a missed cancer will be 
search, perception or decision-making error (chapters 7 and 8).  
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1.8. Thesis structure 
 
The reminder of the thesis is organised as follows (flowchart shown in figure 6): 
Chapter 2 presents a review of the previous studies that focussed on visual search behaviours 
and application of human visual system in interpreting medical imaging including breast cancer 
detection. It aims at discussing the previous studies to find current knowledge of search 
behaviour in detecting abnormalities and what contributes to the mistakes in cancer detection. 
The findings of these studies are summarized and compared while some key remaining 
challenges were identified.  
Chapter 3 is a bridging chapter that provides a background about the deployment of visual 
attention on breast images and introduces the journal paper which is presented in Chapter 4. It 
also provides information pertaining to high-order spectral analysis and its use in the search 
behaviour study. 
Chapter 4 presents the published journal paper “Fixated and Not Fixated Regions of 
Mammograms: A Higher-Order Statistical Analysis of Visual Search Behaviour.” This was 
published in the peer review journal Academic Radiology in 2017. It sought to understand what 
differentiates areas that receive direct visual attention and elicit a mark by the radiologist (True 
and False Positive decisions) from those that elicit a mark but were captured by the peripheral 
vision. We also investigated if there were any differences between these areas and those that 
were never fixated by radiologists.  
Chapter 5 is a bridging chapter that provides a background about modelling radiologists’ 
visual search behaviour, discusses previous work that aimed to use machine learning 
techniques to explain the visual search paradigm and also introduces why deep-machine 
learning can be beneficial. It introduces the journal paper which is presented in Chapter 6.  
Chapter 6 presents the journal paper “Modelling visual search behaviour of breast radiologists 
using a deep convolution neural network.” This paper has been published in Journal of Medical 
Imaging in 2018 and has also been presented at SPIE Medical Imaging Conference, Houston, 
in 2018. In this study, we build 3 machine-learning models, one each for a) attentional 
deployment, b) decision outcome of radiologists and c) radiologists’ confidence in their 
decision and conduct statistical analysis of these models. 
Chapter 7 is a bridging chapter that provides a background about the importance of building 
a model for visual search behaviour.  This study focuses on building a model of search 
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behaviour and decisioning that is practical and feasible for use in environments where learning 
is conducted. It introduces the journal paper which is presented in Chapter 8.  
Chapter 8 presents the journal paper “What can a machine learn from visual search behaviour 
and perception of cancer: a deep-learning study.” This paper has been accepted for publication 
in the Journal of Digital Imaging in 2018 (and is currently in press). The paper describes the 
proposed framework/network architecture for an ensembled model of search behaviour and 
decision that predicts various aspects of visual search behaviour and radiologist’s decision 
simultaneously. This paper also evaluates deep convolution neural network in determining type 
of missed cancers (search, perception and decision). 
Chapter 9 discusses the findings of the work, their implications, as well as limitations of the 
studies and possible avenues for improving this work and conducting future studies. 
Chapter 10 concludes the thesis and summarizes the studies and their results. 
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Figure 6: Flowchart of thesis structure  
  
Modelling the interpretation of digital 
mammography using high order statistics and deep 
machine learning
Introduction 
(Chapter 1 )
Lietrature review 
(Chapter 2)
Bridging chapter for "Fixated and Not Fixated Regions of 
Mammograms: A Higher-Order Statistical Analysis of Visual 
Search Behavior"
(Chapter 3)
Fixated and Not Fixated Regions of Mammograms: A Higher-
Order Statistical Analysis of Visual Search Behavior 
(Chapter 4)
Bridging chapter for "Modelling visual search 
behaviour of breast radiologists using a deep 
convolution neural network"
(Chapter 5)
Modelling visual search behaviour of breast radiologists 
using a deep convolution neural network
(Chapter 6)
Bridging chapter for "Can a machine learn from radiologists’ 
attentional level and their interpretation of mammograms - a 
deep-learning study". 
(Chapter 7)
Can a machine learn from radiologists’ attentional level and their 
interpretation of mammograms - a deep-learning study. 
(Chapter 8)
Discussion
(Chapter 9)
Conclusion 
(Chapeter 10)
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2.1. Introduction 
 
Visual search is a process of inspecting a scene by using our visual system. The ‘search’ process 
is specific to gathering information from the scene whereas the ‘recognition’ and the 
‘interpretation’ of the scene involve associating a ‘meaning’ (or a ‘sense’) to the scene – which 
is also a role of the visual system. At high-level, the visual system processing can be divided 
in two levels – a) Information extraction and b) Making ‘sense’ of the information.  
 
We are surrounded by infinite sources of visual stimuli. Extraction of these enormous amounts 
of information by this relatively miniscule device, our eye, measuring just 22mm (diameter 
average) [1] is practically impossible. Due to this limitation, we cannot process the scene in its 
entirety, but we subsample the scene. In other words, we extract a lot of information from some 
parts of the scene but only gather little information from other parts of the scene. This sampling 
scheme allows for variability in how information from the scene is extracted and may even 
allow for missing ‘critical’ parts of the scene. This is observable as sometimes we miss ‘seeing’ 
things unless we are explicitly pointed to (e.g. cannot locate a pen on a busy table, only for 
someone else to come along and point it out). Despite this, our visual system has evolved to be 
really efficient at sampling the scene, details of which we will discuss in section 2.2. 
 
 
The volumous information extracted by the eyes from the scene are then processed by the brain 
to make sense of it. What we extracted and how we processed this information affects our 
interpretation of the scene. Figure 1 shows how same scene can be interpreted differently, i.e., 
to some it would appear to be a rabbit at first whereas to others it may appear to be a duck. 
How we ‘perceive’ the scene and deduce meaning or sense from it is a very complex process 
and it not only involves the scene but also the observer. The observers’ previous experience 
[2], personal factors [3] and the environment of the observation [4] have all been shown to 
affect this deduction [5].  
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Figure 4: Famous visual paradox of rabbit or duck. Source https://www.illusionsindex.org/i/duck-rabbit 
 
 
In the following section, we discuss the mechanisms of human visual system to explain how 
we ‘search’ and make ‘sense’ or ‘meaning’ of a scene. 
 
2.2. Human Visual System   
 
The retina consists of combination of rods (~10#) and cones (~10$) [5a]. The rods and cones 
function as signal filters and decompose the visual stimulus into sparse visual signals at various 
different spatial scales [8]. The cones are capable of filtering high resolution (detailed) 
information. The distribution of rods and cones cells across the retina varies with the highest 
concentration of cones found at the center (fovea centralis) and decreases rapidly as we move 
away from the center (towards periphery, para-fovea) [1, 5-7]. Due to this the resolution 
capability of our retina varies - with highest resolution capacity found at fovea centralis (a.k.a. 
central or foveal or direct vision). Figure 2 illustrates the visual acuity by radial view from 
centre of retina [1, 6, 7].  This probabilistic density function-like distribution of retinal cells 
allows us to see different parts of the scene at different resolutions [9, 10]. Our eyes are capable 
to move ballistically at very high speeds, reaching up to 700°/sec [11], in a process called 
saccades. This rapid eye movement allows us to efficiently deploy our fovea to various parts 
of the scene in a matter of milliseconds and to carry out an inhomogeneous yet efficient 
sampling i.e. ‘subsampling’ of a scene. 
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Figure 5 The visual acuity (shown on y axis) w.r.t. radial degree view from the centre of retina. Both curves 
indicate the distribution of rods and cones across retina. 
 
The retinal cells feed the extracted information (sparse filtered visual signals) from the scene 
through to ganglia cells (~10$) and other specialized cells (~10$) into optical nerves (~10$) 
and then through to the visual cortex [5a]. This information propagation pipeline functions in 
the realm of a given receptive field. About ~10# cortical cells of simple, complex and hyper-
complex types [12, 13] then rearrange the filtered signal they have received from both eyes 
such that the cortical cells respond to line segments of different orientations and lengths [6]. 
The cortical cells also function in the realm of a given receptive field (i.e. working on signals 
received from the given receptive fields), responding best to very specific features (spatial 
frequency, orientation, direction of motion, disparity between input from both eyes (when 
fixating the same spatial location), and many other features [5b]) of visual stimuli reaching a 
specific area of the retina.  
 
These facts explain the extent of the highly sophisticated system which efficiently performs 
the subsampling of the scene and propagates information to the cortical cells for meaning. A 
very large portion of the visual cortex is dedicated to the processing of information from the 
fovea, in a phenomena defined as cortical magnification [14]. The mathematical modelling of 
the processing of information in the visual cortex has been compared to Gabor transforms [15-
17] –  a highly computationally expensive [18] filtering technique requiring computation of bi-
orthogonal frequency signals. The 2D Gabor filter is a product of a Gaussian and a sinusoidal 
plane wave [16, 17] where the coefficients of the Gabor transform reveal the localized 
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frequency distribution of signals (image/scene) in contrast to the global frequency provided by 
coefficients of Fourier transforms [19]. 
 
Neurons in the visual cortex are also responsible for global aggregation [20]. The information 
propagation pipeline from the retinal cells to the visual cortex functions locally, i.e., in the 
realm of a given receptive fields. Processing at the visual cortex is more global as information 
processing now expands to different receptive fields. Gabor contours of the scene are an 
aggregated view of the contour from each receptive field assembled together to form the global 
contour of the scene. Gabor contour is one example of global aggregation of the scene [20] 
(see figure 3). Feedforward and feedback aggregation mechanisms have been proposed to 
explain the global aggregation at visual cortex [21, 22]. The visual cortex is also responsible 
for maintaining visual memory in long term memory (LTM) in the form of encoded signals 
[23] and assisting in object recognition – i.e. making sense of the scene.  The magnitude of 
computation done in the visual cortex is such that twenty-five percent of brain resources are 
dedicated to visual processing only [5a, 5c].  
 
 
Figure 6 An example of scene contour generated by using Gabor filters. The overall contour of scene as 
shown in top right represents the contour of the scene. This is highlighted by the bottom right image that 
shows contour overlaid over original scene. 
 
 49 
The complexity embedded in the human vision system is evident and highlights the struggle in 
studying this system in its entirety. There are so many variables at play to achieve scene 
interpretation that it is practically impossible to study them together.  
 
2.3. Visual Search and perception/psychology  
As discussed previously in section 2.2, the human vision system perceives the scene through 
spatial frequency channels wherein the filtering is specific to certain frequency ranges [8, 24, 
25], i.e., frequency range of 0.6–22.3 cycles/degree and orientation angle in the range of 0–180 
degrees [16, 17, 26]. Which parts of the scene we deploy our foveal vision to has been shown 
to be influenced by the level of information contained in that part of scene [27-29].  This 
occurred for scenes to which we look at casually.  
 
Visual search, the task of looking for specific targets in an image, is a more conscious action 
than casually looking. Searching through a scene, i.e. ‘looking’ for specific objects, is more 
strategic than casually looking at the ‘scene’. It has been shown that when radiologists are 
asked to search for lung nodules, they fixate in nodular areas only, whereas when assigned to 
search for abnormalities they were observed to be searching across the entire chest image [30]. 
This suggests that visual search is highly task-specific [30]. 
 
Foveal and peripheral vision are two types of visual fields defined by their visual acuity i.e. 
retinal receptive cell distribution (ref figure 2). Foveal vision is recognized as 2.5° radial angle 
[31] view from retinal centre whilst the rest of 70° view is considered peripheral (see figure 4). 
Foveal vision has been used to study how observers search through a visual scene [27-29, 32, 
33]. 
 
Figure 7 Visual field of human eye and what is considered foveal (detailed) vision. 
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Perception 
Perception is defined as the organization, identification, and interpretation of sensory 
information in order to represent and understand the presented information [34]. Visual 
perception is the ability to interpret the scene using light in the visible spectrum reflected by 
the objects of the scene. The biggest challenge with visual perception is that what we ‘see’ is 
not directly the image of the scene on the retina. Figure 5 illustrates this paradigm and 
highlights how information transformed and processed through the visual system. 
 
 
Figure 8 Famous visual paradox of faces vs vase which is ‘seen’ by the eyes. The retina captures inverted 
‘view’ of actual scene which is then ‘seen’ upright by visual cortex. 
 
The Gestalt theory [35] has been used to explain how people perceive visual components - 
as organized patterns, instead of many disparate parts. According to this theory, eight main 
factors, listed below, determine how the visual system automatically groups elements into 
patterns. Koffka (1935) famously said "the whole is something else than the sum of its 
parts" [35]. 
 
1. Proximity: Tendency to perceive objects or shapes that are close to one another as 
forming a group. 
2. Similarity: Tendency to group objects if physical resemblance e.g. shape, pattern, 
colour, etc. is present. 
3. Closure: Tendency to see complete figures/forms even if what is present in image is 
incomplete. 
4. Symmetry: Tendency to ‘see’ objects as symmetrical and forming around a centre point.  
 51 
5. Common fate:  Tendency to associate similar movement as part of a common motion. 
6. Continuity: Tendency to perceive each object as a single uninterrupted i.e. continuous 
object 
7. Good Gestalt: Tendency to group together if a regular, simple, and orderly pattern can 
be formed 
8. Past experience: Tendency to categorize objects according to past experience. 
 
2.4. Search models 
Several models have been proposed to explain how observers search through a scene: feature 
integration theory (FIT) [36], guided search model [37] and global/local model of perception 
[5, 38] are one of many examples of this.  
 
FIT is one of earliest psychological models of visual attention, proposed by Treisman and 
Gelade in 1980. It describes perception as a two-stage process: 1) Pre-attentive stage: 
responsible for gathering feature information, a stage that happens rapidly and automatically 
(without observers’ awareness); and 2) Focussed attention stage: responsible for aggregating 
features to perceive the scene. Treisman et al. classified visual search tasks into 2 categories, 
namely, 1) Feature search: Searches that can be conducted by using a basic feature such as 
color, shape etc. and 2) Conjuncture search: Searches that require combination of more than 
one features. Wolfe, in 1989, proposed an alternative to FIT named “Guided search model” 
[37]. According to guided search, the pre-attentive process assists in the deployment of 
attention and the attentional deployment can be guided by both 1) Local features (or differences 
in local features) (a.k.a. bottom-up); and 2) Task specificity (a.k.a. top-down). Wolfe described 
a priority ranking mechanism to explain how information from these top-down and bottom-up 
processing are ranked, which then guides the visual search. Thus, the guided search model is 
driven from a “feature detection game” of drawing logically consistent conclusions from 
features of the scene [37].  
 
Kundel and Nodine suggested that a visual concept shapes image perception [39]. In 1987, 
Kundel and Nodine proposed the global/local search model (‘Recognise & detect-search-
decide’ perception model) [5d, 38]. This model is based on findings from studying the search 
behaviour of radiologists. One example of these findings is radiologists’ forming a holistic 
view of the image as quickly as in a matter of seconds (< 2 sec [40]). According to this model, 
during the first few seconds of visual interaction with a radiographic image, the observer 
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recognises the holistic scene (at this stage references to long term memory are also expected) 
and detects perturbations. The observer then proceeds to conduct the sampling of the scene (i.e. 
identifying perturbations, gathering information through foveal and peripheral vision) and 
makes a decision (reporting suspected cancer or absence of abnormalities). The observer then 
continues the search to identify undetected perturbation until the ‘termination of search’ (TOS) 
is realized, i.e., he/she has exhausted the list of potential perturbations based on their cognition. 
An analysis of all previously made local decisions leads to the final outcome.  
 
Amongst these three search models FIT, Guided Search and global/local model of perception, 
global/local model of perception is heavily utilized in studying radiologists’ search behaviour 
primarily because it is derived from the medical imaging interpretive process and specifically 
focussed on radiographic imaging.  
 
2.5. Visual search in medical imaging  
Imaging accounts for about 40% of medical procedures as per discharge reports [41]. However, 
these images are not self-explanatory [5a,5d], they need to be interpreted by professional 
readers of a specific imaging technique. The skills of one type of imaging technique are not 
transferrable to another [5]. Both imaging technique and image observer (interpreter) are 
critical to benefiting from information presented in the image for patient care. As previously 
discussed in chapter 1, and also explained in [41], enormous amount of effort has been put into 
medical image optimization. Errors are still made, and patients’ lives are still impacted. Focus 
on training and upskilling the observer, i.e., medical image professionals, have been 
undertaken, but how these imaging professionals interact with medical images and the 
variability and errors in their interpretation of these images are still largely unexplored [5, 41, 
42].  
 
Capturing medical imaging professionals’ eye movements as they interact with images and 
come to a decision about presence or absence of abnormality is a commonly recognized 
approach to study search behaviour and the perception of medical images. Tuddenham (1961) 
first measured the visual search behaviour in roentgen diagnosis by using a spot light and 
manually tracking its movements [43]. He found considerable inter- and intra- observer 
variation in search behaviours of radiologists. Inadequate search was also associated with 
errors of image interpretation [43]. The high inter- and intra- observer variability is still 
observable even today [44, 45]. Kundel et al. in 1978 further studied search behaviour using a 
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more advanced eye-tracking system [46], leading to further classifying unreported/ missed 
cancers (i.e. false negative decisions or errors of omission) into three subclasses:  
1) Search errors: Lesions that were not ‘looked’ at and missed during visual search; 
2) Perception error: Lesions that we only briefly ‘looked’ at but dwell duration was not 
long enough for recognition [47] to occur (i.e., dwell was less than 1 second); 
3) Decision making error: Lesions that were looked at for prolonged duration - enough 
for recognition but erroneous decision was still made (dwell of 1 second or longer). 
 
These subclasses of missed lesions were further studied in fields of chest x-ray [48] and 
mammography [49, 50], for detection of lung and breast cancer, respectively. 
 
2.5.1 Visual search and attentional levels 
Medical image interpretation errors can be caused by variety of reasons, among them: 1) 
Anatomical noise [51], 2) Endogenous factors (such as past experiences [52], personal biases 
[53]), 3) Exogenous factors (such as the environment [3], abnormality prevalence, anchoring 
[53]), 4) Image quality [54]. How the image is searched may also cause error (e.g. search error) 
[46].  
 
Based on the Gestalt theory [35] and global aggregation of visual cortex, it has been 
hypothesized that the detailed viewing (seeing with foveal vision) ensues after the global 
impression (i.e. ‘holistic view’) is obtained [5d, 38]. How we search a medical image and come 
to a conclusion is defined in the global/local model of perception by Kundel and Nodine [5d, 
55]. The time to form the global/holistic view is known to be very quick with reported elapsed 
time of less than < 2 sec [40]. The peripheral vision is essential for forming this global 
impression, as foveal vision is limited to 2.5° radial vision, not enough to capture “holistic 
view”. Hence, preceded by the global impression of the image, led by saccades and peripheral 
vision, later parts of the image are closely examined by foveal vision [55].  
 
Foveal vision, an overt operation, is responsible for analysing and gathering detailed 
information of perturbations in the image [55].  Peripheral vision, which is more of a covert 
operation, is continually occurring and assists in foveal deployments, allowing for an efficient 
extraction of information [56]. Whilst foveal vision is largely considered as means of feature 
identification, peripheral vision has been shown to be able to assist in identification [10, 57], 
albeit with limitations (e.g. increased latency [57, 58]).  Figure 6 shows a radiologist’s search 
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behaviour in identifying malignancy on mammograms and how foveal vision is deployed 
across the mammogram to gather high detailed information. In studying search behaviour, 
fixation points are clustered together in groups of 3 or more temporally sequential fixation 
points that lie within 2.5° radial angle distance from each other, forming the region that 
received foveal vision (figure 6). 
 
 
Figure 9 Visual search behaviour of a breast radiologist while searching for cancer of the breast. The green 
stars denote fixation points and yellow label on them indicates temporal sequencing of these points. The 
green dotted lines highlight the temporal sequence between fixations. The green circles around green star 
indicates the relative duration of dwell (wider the circle longer the dwell). Red star shows presence of true 
malignancy and blue square box indicates location where the radiologist made a decision and identified a 
malignancy. The blue square also contains a number in center indicating radiologist’s confidence in their 
decision. White circles here show fixation clusters, which are groups of 3 or more temporally sequential 
fixation points that lie within a 2.5° radial angle distance.  
 
Whilst some aspects of foveal and peripheral visions are understood, what characterises areas 
of the image that receive direct (foveal/overt) attention to those than receive indirect 
(peripheral/overt) attention is not well understood. Fixations in casual looking situations have 
been shown to be influenced by the level of information content in parts of the images [27-29], 
however, whether the conscious and strategic process of visual search is also influenced by 
information content is largely unexplored.  
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2.5.1.1 Spectral analysis of search behaviour 
Revesz et al. first reported classifying pulmonary diseases based on their Fourier spectra [59]. 
Revesz et al. generated the signature of the diseases by obtaining the spectral pattern of diseases 
and the observers were asked to recognize the Fourier spectral signature of disease, as opposed 
to recognizing the disease itself. This was the first exploration of the use of spectral analysis in 
lesion identification; however, this study did not explore search behaviors but mainly focused 
on recognition.  
 
As discussed in section 2.2, the human vision system perceives the image through spatial 
frequency channels wherein the filtering is specific to certain frequency ranges [8, 24, 25]. Peli 
et al. [26] and Jones et al. [16, 17] experimented with Fourier spectrum and Gabor filters to 
explain our visual system and determine its parameters (such as spatial frequency, orientation 
ranges). For this reason, search behaviour studies have conducted spatial frequency analysis in 
investigating and understanding how radiologists interact with medical imaging [60-62]. Based 
on the resemblance of retinal multi-resolution capability, Mello-Thoms and others have 
modelled radiologists’ interpretation mechanisms by applying a wavelet packet tree analysis 
(a multi-resolution analysis technique) using Daubechies filters [60, 62, 63]. Mello-Thoms 
reported using Daubechies filters to ensure good localization, smooth decay, compact support 
and computational efficiency [60]. These studies have indicated differences in spatial 
frequency of the regions that were reported by the observers to the regions that were not [60, 
62, 63]. Gabor filters, despite close resemblance to processing in the visual cortex [15-17] (as 
detailed in section 2.2), due to computational complexity [18] have so far not been much 
utilized in studying spectral analysis of search behavior.  
 
The majority of the search behaviour studies have also primarily relied on power spectrum 
(autocorrelation) analysis [60-62] that processes signals linearly. In the visual cortex, however, 
only processing of simple cells is known to be linear, on the other hand the signal processing 
of complex and hyper-complex cells are considered to be of high order [12, 13]. Nikias, in 
1993, proposed a non-linear high-order spectral frequency analysis framework [64, 65] 
increasing the possibility of exploring high-order search behaviour analysis that till date 
remains largely unexplored, specifically in medical image interpretation. 
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2.5.2 Dwell duration 
Search behaviours are not random [66] despite the high (inter- and intra-) variability that is 
observed [50]. The variability and peculiarity of radiologists’ search behaviours can be 
associated with their idiosyncrasies. Dwell time, i.e., the duration while the eye is relatively 
stationary at a given location of fixation has also been studied for its connection to search 
behaviour. Dwell time is an essential component of search behaviour, which is defined as a 
spatial-temporal process (discussed in detail in chapter 1, see figure 3 of chapter 1 and figure 
6 in this chapter).  
 
Dwell time is shown to be associated with correct and incorrect decisions [48]. Through 
experience, time to recognise and fixate lesions can be improved [67]. Correlation of dwell 
time with lesion location and decision outcome has been shown in mammography [50], and 
chest radiography [48]. Positive decisions (true and false) took longest dwell time and dwell 
on false negative was also significant [68]. Using dwell time data as feedback for missed cancer 
has shown significant improvement in radiologists’ performance [52, 69]. 
 
It has also been shown that approximately 70% of the total scan time was spent gathering 
information to corroborate the hypothesis already formed by the radiologist [70]. These 
findings highlight how search behaviors are likely to introduce certain biases (such as 
confirmation bias) during medical image interpretation [53].  
 
2.5.3 Factors that affect search behaviour  
As discussed previously, several factors affect interpretation of medical images, ranging from 
the quality of the image, the environment in which the image is interpreted, to various 
endogenous and exogenous factors of the observer. Examples of some of these factors are: a) 
Search techniques [46], b) Search Satisficing [71], c) Confirmation bias [53], d) Anchoring 
[53], e) Anatomical noise [51], f) Image quality [54], g) Observers’ endogenous factors (such 
as previous experiences [52], personal biases [53]), h) Environment of observation [3], i) 
Abnormality prevalence [53]. A detailed analysis of various biases and their effect on 
interpretation of medical imaging (this study is pathology specific) has also been done [53].   
 
Among all the factors mentioned above, search satisficing has been studied extensively and it 
has been spawn as a sperate field of research.  
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2.5.3.1 Search satisficing 
Tuddenham in 1962 suggested that errors in interpretation arise from insufficient search 
(“incomplete coverage”, “unpatterned search”) or satisfaction of search (“quest for meaning 
may lead us to abandon search prematurely”) [72].  Berbaum later experimented to show that 
search satisficing (Satisfaction of search (SOS)) really existed [71], proving Tuddenham 
hypothesis of “satisfaction of meaning” to be true.  Kundel argued that radiologists do not stop 
searching after an abnormality is found on an image with multiple abnormalities [73]. It has 
also been discussed that SOS is not satisfaction of search but more suppression of recognition 
[74]. It has been shown, however, that dwell time on missed abnormalities seem to have no 
impact on SOS [71].  
 
2.6. Visual search and mammography  
Visual search behaviour of mammogram interpretation has been actively researched [50, 62, 
66, 70, 75-81]. It has been shown that the search/scan path of expert breast radiologists, similar 
to other medical imaging specialists, varies [50]. Specifically focussing on mammographic 
interpretation, high agreement in background sampling between before and after the first 
decision made by radiologists has been shown [82]. This enforces the hypothesis that 
search/scan paths in mammography are not random and that they are driven by the distribution 
and level of information content in the scene [66]. Interestingly, this study also noted higher 
agreement for experienced as compared to inexperienced radiologists [66] – underscoring that 
search behaviour evolves over time. 
 
Search behaviour analysis of mammograms has shown that 70% of cancers that are not reported 
(False Negatives) in fact attracted radiologists’ attention [46, 83, 84]. Cancers that are correctly 
reported (True Positives) are known to differ in their energy profile (an information content 
indicative) from cancers that attract foveal attention but are not reported (False Negatives) [62, 
63, 75]. An inverse dependence relationship between the task of searching and the task of 
making a decision on identified perturbation, specifically in mammography, has also been 
observed [80]. This is indicative of a possible compensation of inferior performance at one of 
these tasks by a superior performance at the other task.   
 
2.7. Visual Search behaviour and machine learning 
As discussed before, radiologists’ search behaviour and interpretation of medical images is still 
under appreciated.  A few studies in vision, perception and medical imaging have focussed on 
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studying the modelling and understanding the search behaviours and radiologist’s decisions. 
However, not enough focus has been given on how the knowledge of search behaviour and 
interpretation of abnormality can be used to improve upon accuracy of assessment and patient 
care.  
 
Machine learning techniques have shown their potential in solving a large spectrum of 
nondeterministic problems through supervised, unsupervised and reinforced learning 
techniques. However only a handful of studies have explored their potential for use in 
modelling search behaviour and abnormality interpretation. Lesgold et al. first modelled an 
intelligent system using a Turing machine based on verbal decision (think aloud data) of 
interpretation of chest radiographs [85]. Mello-Thoms reported successfully building an 
unsupervised artificial neural network (trained using adoptive resonance theory clustering 
algorithms) using expert breast radiologists’ search behavior [76]. This approach of modelling 
was ‘feature engineered’, wherein the features for training are handpicked. The results 
indicated differences in energy content per spectral frequency band of the regions in the image 
that yielded different decision outcomes [60].  Temporal dynamics, i.e., dwell-times of search 
behaviour have also been modelled using Support Vector Machine [86] indicating that 
temporal aspects of search behaviours are a distinguisher of expertise. This result is in line with 
previous findings that experienced radiologists cover less area and end search quicker than 
their less experienced peers [50]. 
 
Artificial neural networks are inspired by processing of biological neurons. Feedforward and 
feedback processing are good examples of some of these inspirations [21, 22]. Deep machine 
learning techniques are a specialized class of machine learning techniques that learn the 
features by themselves [87] through the input data. Due to this, deep-machine learning models 
are not biased by the pre-selected set of features. Accuracy of deep learning algorithms is also 
known to be better than other contemporary machine learning techniques [88]. These deep 
convolution neural network learning algorithms are vaguely inspired by information 
processing of biological nervous systems. Nonetheless, these algorithms have various 
differences in comparison to the structural and functional properties of biological brains [89, 
90]. Deep convolutional neural networks, a further specialization of deep learning algorithms, 
are based on biologically-inspired multilayer perceptrons [91] simulating the visual cortex.  
Application of these techniques in modelling search behaviour and perception is still 
unexplored.  
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2.8. Application of knowledge derived for search behaviour 
Several visual search studies have shown that search behaviour can be improved through 
experience and learning [52, 69, 76, 92, 93]. These findings suggest that searching through 
medical imaging is an acquired skill, albeit non-transferrable [5, 41].  
 
Using dwell time data as feedback for missed cancer has shown significant improvement in 
radiologists’ performance [52, 69]. Perceptual feedback has also shown improvements in 
search behaviour [69]. It has been shown that the global impression (holistic view) of a 
radiograph can be formed so efficiently and it is so optimized that barely 200 ms of flash 
viewing time may lead to 0.76 area under the receiver operating characteristic curve (AUC) 
[93]. With unlimited viewing time, the AUC was reported to be 0.96 [93]. The reason why 
200ms viewing time for 0.76 AUC is interesting is because a) in this case inspection of scene 
with foveal vision did not take place and b) 200 ms is about twice the average fixation duration 
[93].  
 
Experienced radiologists cover less area and end search quicker than their less experienced 
peers [50]. It has also been asserted that during interpretation of mammograms experienced 
radiologists make more perceptual errors than decision making errors [76] i.e. missed 
abnormalities are fixated but not recognised [74, 94]. Inexperienced observers, on the other 
hand, are known to err primarily on search (i.e. search errors) as compared to their experienced 
peers [76]. It has also been shown that viewing another person’s search behavior can be used 
as means for upskilling on less experienced observers’ search behavior [92].  Arguably, both 
spatial and temporal aspects of search behavior can be used to improve the training and 
teaching platforms and to further improve upon the accuracy of medical image assessment.  
 
It has also been shown that the background sampling before and after first fixation on an 
abnormality was different for false positive and false negatives decisions [86]. These findings 
suggest the biases of interpretation and their influence on search behaviour.  
 
Computer-aided detection (CADe) systems have been developed to assist in the medical image 
interpretation process, aiming to provide information such as where cancer is likely to be 
present [5], however, except for a couple of studies [5, 95], these algorithms, to our knowledge, 
have not utilised visual search behaviours. Due to high-false positives, successful adaptation 
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of CADe in clinical settings has been limited [96]. It may be possible to improve the accuracy 
of the CADe system by applying knowledge of how radiologists search images.  
 
2.9. Conclusion 
Visual search and interpretation of mammographic images is a very complex, involved and 
strategic process. The interaction between the radiologists and the mammograms is critical in 
understanding why clinical errors in abnormality detection are made. While several aspects of 
visual search behaviour are well explored (e.g. effect of experience, dwell time), the selection 
of the regions to which the foveal vision is deployed is still not well explained. The 
characteristics of regions that receive foveal or peripheral visual attention are also not well 
researched. Spectral analysis of search behaviour has shown that energy profile is a 
distinguishing factor between correctly found and missed cancers. However, analysis of 
features of lesions and its effect on radiologists’ decisions is still an active area of research. 
Effects of complex features (i.e. high order spectral features) not revealed by power spectrum 
analysis is also not explored. 
 
It is essential to continually improve medical imaging techniques and the quality of medical 
images. It is even more critical to understand how medical images are interpreted to identify 
abnormalities. Eye tracking studies have explored spatial-temporal aspects of visual search 
behaviour. The need to utilise the knowledge of search behaviour in improving diagnostic 
accuracy and radiologists’ performance is evident. Avenues and opportunities to incorporate 
search behaviour in teaching and training programs should be explored.  
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3.1 Introduction 
 
An image can be represented as a linear combination of sinusoidal gratings of different 
frequencies, amplitudes, orientations and phases. The modus operandi of the human visual 
system is such that rods and cones function as filters for these signals and send the filtered 
results, i.e., the decomposed sparse visual signal (corresponding to the visual signal a.k.a. 
visual stimuli) at different spatial scales [1] via optical nerves to the primary visual cortex in 
the brain. The functional architecture of visual cortex consists of orientation columns and 
hyper-columns [2] that allow brain cells to process the filtered signals of different spatial 
locations and orientations respectively [3]. These columns are aggregations of visual cortex 
cells, classified as simple, complex and hyper-complex [2, 4]. The signals from an image are 
filtered independently by the visual system up to point where the receptive fields of the columns 
of the visual cortex have received the filtered signals [5]. From then on the receptive fields of 
the visual cortex rearrange the filtered signal they have received from both the eyes such that 
the cortical cells respond to line segments of different orientations and length [5]. The 
processing of simple cortical cells is known to be linear whereas complex and hyper-complex 
cells are known to process signals of different orientations and length and their processing is 
considered of higher order [2, 4].  
 
The number of retinal filters (i.e. rods and cones), due to physiological restrictions, are limited. 
These filters are distributed across the retina in a gaussian probability density function like 
form, where the highest concentration is found at the fovea (foveal centralis) [6, 7]. Due to 
such non-uniform distribution, the resolution at the retina varies such that the resolution is 
highest at the fovea and decreases rapidly as one moves towards para-fovea (periphery). The 
visual system relies on foveal fixation, saccades and micro saccades to optimise on processing 
potentially infinite signals (from numerous visual stimuli that surrounds us) with only a limited 
number of non-uniformly distributed filters. It is a well-known visual system paradox that 
requires the visual system to fixate to perceive the finest details of parts of an image, and on 
fixation, the rest of the image appears less detailed [8].  
 
In other words, the human vision system perceives the scene/image through spatial frequency 
channels wherein the filtering is specific to certain frequency ranges [1, 9, 10]. The natural 
mechanics of saccades, micro-saccades and fixations allow for continual information gathering 
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of the scene to occur [1, 9, 10]. For this reason, spatial frequency analysis has been utilised in 
analysing and understanding how radiologists interact with mammograms [11-13]. These 
studies have only utilized second order spectral analysis that performs power-spectrum 
(autocorrelation) analysis of signals simulating simple cortical cells that process signals 
linearly. Even though processing of signals by complex and hypercomplex cortical cells are 
known to be of high order, high-order spectral frequency analysis has not been explored. It has 
been shown that higher-order spectral analysis can also reveal complex differences such as 
structural properties (e.g. corners, junctions, curved lines, curved edges) of a region [14-16] 
that cannot be described by properties such as luminance, contrast, or spatial variance (obtained 
through autocorrelation or power spectrum). This has been identified as gap in present literature 
and is considered as one of the objectives of the study presented in chapter 4.  
 
3.2 High order Spectral Analysis 
In the statistics of signal processing, the correlation function 𝑚&& and power spectral density 
function 𝑀&&	(𝑓) of a stationary random signal x(t) are represented as following: 𝑚&&(𝑡) = 	𝐸[𝑥(𝑡)𝑥(𝑡 + 𝜏)]																				(1) 𝑚&&(𝑡) 	⟷ 𝑀&&	(𝑓)																																		(2) 
𝑀&&(𝑓) = 	 log9	→; 1𝑇 	𝐸[|𝑋9(𝑓)|?]										(3) where	t	and	τ	denotes	time, f	denotes	frequency, E[. ]	denotes	expectations, ⟷symbolizes	Fourier	Transform	and	X\(f)	is	Fourier	Transform	of	the	finite	time	duration.  
Here, both equations 1 and 3 are second order statistics that represent auto-correlation and 
power spectral density. Higher order statistics on the other hand are a further generalization of 
these equations for higher orders. The generalized equation of moment 𝑚&(]) = 𝐸[𝑋]] that 
denotes nth moment of variable X can also be expressed as follows, where the probability 
density function (pdf) is denoted as 𝑓(𝑥) and the characteristic function as Φ&(𝑗𝜔) (equations 
4 and 5). These two 𝑓(𝑥) and Φ&(𝑗𝜔)	are a Fourier transform pair.  
𝑚&(]) = 	a 𝑥]𝑓(𝑥)	𝑑𝑥;c; 																							(4) 
𝑚&(]) = 𝑑]eΦ&(𝑗𝜔)f𝑑(𝑗𝜔)] g 𝑗𝜔 = 0													(5) 
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As per equation 5, the moment is calculated around the origin i.e. 𝑗𝜔 = 0.	 Rosenblatt (1985) 
reported that the properties of X could also be described in terms of cumulants, rather than 
taking moments about the origin [17]. The cumulant equation thereby was given as following: 
𝑐&(]) = 𝑑]e	lnΦ&(𝑗𝜔)f𝑑(𝑗𝜔)] g 𝑗𝜔 = 0													(6) 
Equations 5 and 6 represent a relationship between cumulant and moments of a particular order. 
Evidently, moments and cumulants are not same [17-19].  
 
3.3 Why high-order analysis is important 
Gaussian signals can be completely characterized by first and second order statistics because 
the probability density function of a gaussian signal is completely described by these statistics 
[17]. Non-Gaussian signals contain much more information than what is conveyed by first and 
second order statistics (e.g. autocorrelation or power spectrum) [18, 19]. High order spectrum, 
defined in terms of moment or cumulants contains this additional information not conveyed by 
first or second order statistics [18, 19].  
 
The power spectrum is defined as the Fourier transform of the autocorrelation sequence [18, 
19]. The high order equivalent of power spectrums are known as polyspectrum and are defined 
as the Fourier transform of the higher order correlation sequence known as ‘cumulants’ [17-
19]. They have shown to be useful in analysis of signals that may be non-Gaussian, containing 
phase, coloured Gaussian noise, or are non-linear [17]. Most real-world signals are non-
gaussian [17] and as noted earlier, the signal processing of some cortical cells are non-linear 
and of higher order.  
 
3.4 Visual search behaviour 
It has been shown that ‘casual viewing’ of a scene is influenced by the level of information 
content contained in the scene [15, 16, 20]. Visual search, the task of looking for specific targets 
in an image, is a more conscious action than casual looking. It has not been researched whether 
the level of information content on area influences how radiologists search a scene (specifically 
mammograms). Whether an area containing a high amount of information content (e.g. high 
energy) would still be more likely to be ‘seen’ (using detailed vision, a.k.a. fixated), as opposed 
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to area that contains very low information content when searching for specific targets – is not 
well understood. This is still an open question that we aim to, in the  study presented in chapter 
4, understand better. 
 
3.4.1 Attentional Level 
Based on the level of attention deployed by radiologists on various regions of mammograms, 
we classified mammographic regions into three categories: 
1. Foveal Clusters (FC): FC are breast areas measuring 2.5° radial angle (about 160 pixels 
x160 pixels) consisting of at least 3 temporally sequential fixations (figure 1).  
2. Peripheral Clusters (PC): PC are the breast areas within 2.5° radial angle from the 
location where a lesion was marked by radiologists, consisting of less than 3 temporally 
sequential fixations (figure 1). These clusters as per our data always contained at least 
one fixation point.  
3. Never Fixated Clusters (NFC): NFC are the breast areas that did not receive any 
fixation by any of the participating radiologists (figure 2) 
 
  
Figure 10 This figure shows visual search behavior of a radiologist assessing a mammographic case for 
cancer of the breast.  Red star, in this figure, indicates true malignancy and blue square mark indicates 
location where a radiologist reported a malignant finding. Green points and dotted lines represent the 
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temporal visual search behavior (fixation points and the temporal sequencing amidst these points). Fixated 
Clusters (FC) are the breast areas measuring 2.5º radial angle consisting of at least 3 temporally sequential 
fixations. These are highlighted with white circles. The FCs (total 2) containing blue star in this figure on 
right view have been classified as True Positive (TP) as true cancer lies within the FC area. Peripheral 
Clusters (PC) are breast areas within 2.5º radial angle from a location where a decision was made by 
radiologists, consisting of less than 3 temporally sequential fixations. In this figure, the area shown in red 
circle is an example of PC. PC in this example is TP. 
 
 
 
Figure 11: Never Fixated Clusters (NFC) are breast areas that did not receive any fixation by any of the 
participating radiologists. This figure overlays visual search behaviour of all radiologists for the case 
indicating areas that did not receive any attention by any of the radiologists. Example of NFC area is shown 
in orange circle. For details of the figure annotations, please refer to figure 1 legend. 
 
 
Gabor filters are shown to closely resemble the multiresolution processing in the human visual 
system [21-23]. Due to computational complexity (i.e. calculation of biorthogonal wavelets) 
[24], these filters have not been explored in spectral analysis of search behaviour. 
 
3.4.2 Use of Gabor filters 
Gabor filters (equation shown below) are known to more closely resemble the processing of 
human visual system [21-23].  
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𝑔(𝑥, 𝑦, l, q,Y,s, g) = 	 𝑒(c&nop	goqno?so )𝑒(rs?t			&nl p	Yu) 
 
Where  
        𝑥v = 	𝑥 cos(𝜃) + 𝑦 sin	(𝜃)  
and  𝑦v = 	−𝑥 sin(𝜃) + 𝑦 cos	(𝜃) 
And  
 
l	𝑑𝑒𝑛𝑜𝑡𝑒𝑠	𝑤𝑎𝑣𝑒𝑙𝑒𝑛𝑔𝑡ℎ	𝑜𝑓	𝑠𝑖𝑛𝑢𝑠𝑜𝑖𝑑𝑎𝑙	𝑓𝑎𝑐𝑡𝑜𝑟 
q	𝑑𝑒𝑛𝑜𝑡𝑒𝑠	𝑡ℎ𝑒	𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 
Y	𝑖𝑠	𝑡ℎ𝑒	𝑝ℎ𝑎𝑠𝑒	𝑜𝑓𝑓𝑠𝑒𝑡,s	𝑖𝑠	𝑡ℎ𝑒	𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑	𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛	𝑜𝑓	𝑔𝑎𝑢𝑠𝑠𝑖𝑎𝑛	𝑒𝑛𝑣𝑒𝑙𝑜𝑝	𝑎𝑛𝑑	 
g	𝑖𝑠	𝑡ℎ𝑒	𝑠𝑝𝑎𝑡𝑖𝑎𝑙	𝑎𝑠𝑝𝑒𝑐𝑡	𝑟𝑎𝑡𝑖𝑜	𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑖𝑛𝑔	𝑡ℎ𝑒	𝑒𝑙𝑙𝑖𝑝𝑠𝑜𝑖𝑎𝑙	𝑛𝑎𝑡𝑢𝑟𝑒	𝑜𝑓	𝑡ℎ𝑒	𝑔𝑎𝑏𝑜𝑟	𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 
 
For this reason, despite the computational complexity, in the study presented in chapter 4, we 
have chosen to use Gabor filters for multi-resolution analysis and signal filtering. 
 
3.5 Perception and image interpretation  
Perception of an image is not only a two-dimensional signal decomposition process in spatial 
domain but is also a one-dimensional signal synthesis process in time domain. The brain 
maintains an indexed encoded representation of signals it received from receptive fields of 
optical nerves in its memory cells (long term memory (LTM)) [5, 25]. As it receives new 
signals, it applies heuristics based on a priori information and present signals, identifies the 
local (such as edge, corners) and global (such as contour, texture, shape, projection of light 
etc.) features of the image. Ultimately, using temporal synthesis of various features it has 
analysed so far, the brain predicts the interpretation outcome [5]. How much information 
radiologists gathered from searching the mammograms depends on where radiologists looked 
with foveal (detailed), peripheral vision (less detailed), and how long they looked at scene [7, 
26, 27]. It is not well understood whether the features of regions affect radiologists’ attentional 
deployment.  
 
It has been shown that the correctly reported cancers differ in their energy profile (using 
wavelet packet spectral analysis) from cancers that were ‘looked at’ but not reported [28-30]. 
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However, it is not clear whether features of a region affect radiologists’ decisions and their 
confidence in the decision. Areas where radiologists made decisions but only looked with less 
detailed vision (peripheral) are also not well researched.  
 
In the study presented in chapter 4, we investigated the above-mentioned deficiencies of the 
current literature and sought to answer these open questions. Our findings and results are 
detailed in chapter 4, that was published in the peer reviewed journal Academic Radiology in 
2017 [31].  
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Fixated and Not Fixated regions of mammograms: A higher order 
statistical analysis of visual search behavior 
Abstract 
Visual search is an inhomogeneous yet efficient sampling process accomplished by the 
saccades and the central (foveal) vision. Areas that attract the central vision have been studied 
for errors in interpretation of medical imaging. In this study, we extend existing visual search 
studies to understand what characterizes areas that receive direct visual attention and elicit a 
mark by the radiologist (True and False Positive decisions) from those that elicit a mark but 
were captured by the peripheral vision. We also investigate if there are any differences between 
these areas and those that are never fixated by radiologists. In our analysis, we use statistical 
information theory (in the form of 3rd and 4th order cumulants and poly-spectrum (specifically 
bi-spectrum and tri-spectrum)) in addition to traditional 2nd order statistics (in the form of 
power spectrum) and other non-spectral features to characterize these types of areas. We show 
that properties of these areas influence radiologists’ decisions and their confidence in the 
decisions made.  
Keywords: Visual Search, Perception, Mammography, High-order analysis, Spatial frequency 
analysis 
 
4.1 Introduction 
Because of the large complexity of the world that surrounds us, and the impossibility of 
sampling it all with a high-resolution lens, the human visual system has evolved to apply 
inhomogeneous sampling to any given scene. In this system high detail is supported in the 
central vision, the fovea centralis, and resolution decays rapidly as one moves towards the 
periphery (with visual acuity dropping by 50% at about 10° of visual angle (1)). In order to be 
able to avoid missing important information in the world, the eyes move in a ballistic fashion 
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from one point to the next, in a process called saccades (2), reaching speeds of 700°/sec (3). 
This allows for the deployment of the foveal vision to all parts of a given scene, and efficient 
sampling of data to be carried out. While many aspects of this system are well understood (such 
as its timing parameters, motor control, etc. (4)), the selection of the regions to which deploy 
the foveal vision is still an active area of research. This is a critical problem not only for 
understanding of human behavior but also for development of efficient and effective computer-
based search strategies. 
Moreover, in the human visual system the visual stimuli of various spatial locations and 
orientations (5) are processed by three different types of cortical cells - classified as simple, 
complex and hyper-complex (6, 7). Hyper-complex cells are known to process signals of 
different orientations and length and are considered of high order as opposed to simple cells 
that process signals linearly (6, 7). In order to simulate the processing of hyper-complex cells 
we aimed to perform high-order statistical analysis. Higher-order statistics can also reveal 
complex differences such as structural properties (ex. corners, junctions, curved lines, curved 
edges) of a region (4, 8) that cannot be described by properties such as luminance, contrast or 
spatial variance (obtained through auto-correlation or power-spectrum). 
In mammography, previous studies have shown that radiologists’ eyes are attracted to the 
locations of cancers that are not reported in 70% of the cases (9-11). This suggests that 
something “interesting” caught the visual system’s attention, but processing of the acquired 
information led to the area being dismissed (that is, being ruled out as containing a cancer). 
Using spatial frequency analysis, it has been shown that cancers that are correctly reported 
(True Positive decisions) differ in their wavelet packets energy profile from cancers that attract 
visual attention but are not reported (False Negative decisions) (12-14). Both of these differ 
from areas of the background that are sampled but neither contain a lesion nor receive a report 
of containing one (True Negative decisions) (12-14). However, what characterizes areas that 
receive direct visual attention and elicit a mark by the radiologist (True and False Positive 
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decisions) from those that were never fixated? And what differences (if any) exist between 
these areas and those that are only captured by peripheral vision? 
In this paper we will use statistical information theory (in the form of 3rd and 4th order 
cumulants and poly-spectrum (specifically bi-spectrum and tri-spectrum)) in addition to 
traditional 2nd order statistics (in form of power spectrum) and non-spectral features to 
characterize these types of areas. In other words, we will characterize areas that attracted 
attention (as measured by either direct or peripheral fixation involvement) from those that 
never interested the radiologists. We hypothesize that foveated areas are selected on the basis 
of being most informative (that is, they have the least amount of redundant features) (8). 
 
4.2 Materials and Methods 
Ethical approval required to conduct this study was obtained from the Institutional Review 
Board of the University of Pittsburgh (IRB #PRO09040434) where data were collected. 
 
4.2.1 Study Design 
Eight Mammography Quality Standards Act (MQSA) – certified breast radiologists 
participated in this study. The cases were obtained from a routine screening program using a 
Selenia full-field digital mammography system (Hologic Inc, Bedford, MA). A total of 120 
two-view (craniocaudal (CC) and mediolateral oblique (MLO)) cases, including 59 biopsy 
proven cancers and 61 lesion-free (stable for 2-years) non-cancer cases were selected. Forty-
three of the 59 cancer cases had a malignancy appearing in both MLO and CC view whilst the 
remaining malignant cases had cancer being depicted in one view only (6 cases in the CC view 
and 10 cases in the MLO view). In this test set each case depicted at most one malignancy, 
resulting in a total of 59 cancer lesions that appeared in 102 views whilst the remaining 138 
views were normal. Participants of the study were unaware of the number of lesions present in 
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the case set and were allowed to mark as many cancers as they deemed appropriate. In 
this fully crossed study design, each radiologist interpreted the 120 two-view cases in a 
different randomized order in two separate sessions that lasted about an hour.  
Another MQSA–certified breast radiologist, who did not participate as an observer in this 
study, using pathology reports and additional imaging, established ground truth. Along with 
the truth, the center of the malignant lesion in their respective views was recorded in a “truth 
table”, which was used to evaluate the accuracy of the radiologists’ markings.  
 
4.2.2 Study Protocol 
The radiologists were seated 60 cm from a workstation which contained two calibrated 
medical-grade 5 megapixel flat-panel portrait-mode displays (model C5i, Planar Systems Inc., 
Beaverton, OR), with a resolution of 2048 X 2560 pixels, typical brightness of 146 ftL and 
3061 unique shades of gray. The radiologists wore a head-mounted eye-position tracking (ET) 
system (ASL Model H6, Applied Sciences Laboratory, Bedford, MA) that used an infrared 
beam (at temporal resolution of 60 Hz) to calculate line of gaze by monitoring the pupil and 
the first corneal reflection. A magnetic head tracker was used to monitor head position, and 
this allowed the radiologists to freely move their heads from side to side as well as towards the 
displays, up to 20 cm, at which point they were outside the range of the head tracker. The ET 
integrates eye position and head position to calculate the intersection of the line of gaze and 
the display plane. The system has an accuracy (measured as the difference between true eye 
position and computed eye position) of less than 1° of visual angle, and it covers a visual range 
of 50° horizontally and 40° vertically.  
Radiologists were instructed to identify malignant lesions only and score such lesions on a 5-
points confidence scale, with 1 indicating a 1-20% and 5 a 81-100% confidence that a cancer 
was present at the location.  
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Prior to the beginning of each reading session a calibration of ET was performed wherein a 3 
X 3 grid was shown on both the displays. After every 5 cases, the ET system was rechecked 
and if necessary, it was recalibrated, but this was only required at most twice during each 
reading session. 
After the calibration, the first (or next) case appeared on the displays wherein the left- and 
right-hand side monitors would respectively display CC and MLO view of the case. The eye 
tracker captured the X and Y co-ordinates of fixation location on ASL plane, dwell time, view, 
radiologists’ distance to the monitor and other details. Radiologists were advised to mark the 
location of malignant lesions on the screen if/when they found it, along with providing a 
confidence score. The software had the capability to capture both these pieces of information 
on screen with the help of pop-up dialog boxes. Upon termination of search for a given case, 
the radiologist’s used a mouse controlled cursor to click on a button in the display to select the 
next case of their reading sequence and were not allowed to come back to previously assessed 
cases. 
 
4.2.3 Data Processing 
The raw data obtained from the ET system required further processing not only to clean it from 
blinks and convert it into the same coordinate system as the display but also to cluster fixations, 
to assign the appropriate decision outcome to each cluster and to extract the features associated 
with visual search. 
As a part of processing, the fixation locations that obtained less than 100 ms dwell or had any 
data loss were removed from the analyses. 
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4.2.3.1 Extraction of Regions of Interest 
In order to analyze what characterizes radiologists’ selective attention, we extracted three 
classes of fundamentally different regions of interests (ROI): (1) fixation clusters (FC); (2) 
marked peripherally fixated clusters (MPFC); and (3) never fixated clusters (NFC). 
 
Figure 12 A case overlaid with a radiologist’s visual search map, including fixation clusters, locations 
marked as malignant and true lesion location. The red star marking on the breast area indicates the 
location of a known malignancy; the blue square box containing a confidence score indicates the location 
identified as suspicious; the green asterisks indicate the fixation points of the radiologist wherein the 
number in yellow indicates the sequence of fixation points in temporal order; finally, the white circles 
indicate the region of fixation clusters as identified by our clustering algorithm. 
 
1. Fixation clusters (FC): Fixation clusters are defined in the breast area of each case. They 
included at least 3 temporally sequential fixation points that fell within 2.5º of visual angle 
from each other (about 160 pixels, as shown in Figure 1).  
 
Algorithm for segmentation of fixation clusters: 
i. Temporal sorting of fixation points (FPT) in Visual Search Map: All the FPT in the 
radiologists’ visual scan path in a given case were sorted temporally, in an increasing 
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order, according to when they were fixated. This information was used to identify 
clusters that included at least 3 temporally sequential FPTs. 
ii. Identifying spatial neighbors of each FPT: By applying a fixed radius (160 pixels) 
nearest neighbor (NN) algorithm using K-dimensional (KD)-tree and Bounded 
Deformation (BD)-tree (15), all neighbors of each FPT that fell within 2.5º of visual 
angle were identified. Any of these identified potential fixation clusters that did not 
include at least 3 temporally sequential FPT were left out of the analysis. This step was 
performed to ensure that fixation clusters were spatial-temporal.  
iii. Fixation cluster selection and center determination: All the FPT within each potential 
fixation cluster set were then recursively traversed to either 1) remove duplicate clusters 
with same sets of neighboring FPT; or 2) merge clusters if all the neighboring points of 
more than 1 cluster centered around different FPT lie within a distance of 5º (diameter) 
to each other. At this point, the final list of fixation clusters with details of each FPT 
was obtained. The new centers of these fixation clusters were calculated by obtaining 
the mean X and Y pixel co-ordinates of all neighboring FPT of a given cluster. 
iv. Segmentation: The sub-images that represent the fixation clusters were automatically 
segmented using a square of 160 pixels from the center of each fixation cluster in the 
corresponding view. 
 
2. Marked Peripherally Fixated Clusters (MPFC): This class of cluster includes ROIs that 
were marked by the radiologists as containing a cancer and provided with a confidence 
score; however, the radiologists did not fixate long enough (that is, they did not fixate 
for 300 ms or longer) within 2.5º around the center of the mark to allow for the 
formation of a fixation cluster. These correspond to findings that were detected by 
peripheral vision. Figure 2 shows an example of a MPFC. 
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Algorithm for segmentation of MPFC: A square of 160 pixels around the location of the mark 
was automatically extracted from the corresponding view.  
 
Figure 13 A radiologist’s visual search map of a case that they correctly marked as true positive in both 
views. Here, the red star marking on the breast area indicates the location of a known malignancy; the blue 
square box containing a confidence score indicates the location identified as suspicious; the green asterisks 
indicate the fixation points of the radiologist wherein the number in yellow indicates the sequence of 
fixation points in temporal order; finally, the white circles indicate the region of fixation clusters as 
identified by our clustering algorithm. This is an example of MPFC since both the markings of radiologist 
are outside FC regions but fall within peripheral vision. 
 
 
3. Never fixated clusters (NFC): Never fixated clusters are the ROIs of 2.5º radius that were 
neither fixated (by fovea or peripheral vision) nor marked by any of the 8 radiologists 
during their visual search (Figure 3). We analyzed these clusters to understand why 
these ROIs were of no interest to the radiologists.  
 
Algorithm for segmentation of NFC: Although each radiologist’s visual scan path is different, 
we identified that for all cases there were regions in the breast that were never fixated by any 
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of the radiologists. One such region per view per case (total of 240 clusters) was extracted by 
using the following approach: 
 
 
Figure 14 A case overlaid with all 8 radiologists visual search map - indicating areas (in the lower quadrants 
of both views) that were never fixated by any of the radiologists 
 
i. Identifying center of never fixated clusters: All radiologists visual scan path for a given 
case was plotted on the original images. Using the data cursor, a center was identified 
such that no fixation point or fixation cluster was falling into a vicinity of 2.5º around 
this center. This step was performed manually. 
ii. Segmenting the cluster: A square of 160 pixels around the identified center for each 
view was automatically extracted. 
 
4.2.3.2 Assignment of Decision Outcome to ROIs 
Each of the extracted ROIs were classified in one of the following four categories:  
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1. True Positive (TP): An ROI identified and marked as malignant by the radiologists was 
classified as TP if it contained a true malignant lesion within the acceptance radius (2.5º 
from center of the mark).  
2. False Positive (FP): An ROI identified and marked as malignant by the radiologists 
was classified as FP if it did not contain a true malignant lesion within the acceptance 
radius (2.5º from center of the mark).   
3. True Negative (TN): An ROI that did not contain a true malignant lesion within the 
acceptance radius (2.5º from center of the ROI) was classified as TN if it was not 
identified and marked as malignant.  
4. False Negative (FN): An ROI containing a true malignant lesion within the acceptance 
radius (2.5º from center of the ROI) was classified as FN if radiologists failed to mark 
it.  
 
4.2.3.3 Background Suppression 
In order to remove the background and labels from the images a customized image-processing 
algorithm (Figure 4) was derived. This algorithm focused on obtaining a binary mask that best 
fit the breast area, which was then applied to eliminate the background and non-breast area. 
Gray-Level Histogram thresholding (16) was applied to convert the image to a binary mask 
followed by hole filling and Sobel edge detection. Subsequently, the pixel intensities were used 
to identify the largest connected line segment along the height and the width of the image. The 
rectangle formed by these segments, hereby referred as ‘bounding box’, best fits the breast. 
This bounding box was then extracted from both the mask and the image and multiplied to 
supress the background. Lastly, a verification step was applied to assert that the image 
contained exactly 3 connected components – 1) the breast area; 2) the upper breast background; 
and 3) the lower breast background. This step was necessary to ensure that the labels on images 
were not interfering with the bounding box calculation. 
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Figure 15 The workflow of background suppression algorithm  
 
 
4.2.4 Data Analysis 
In order to analyze the radiologists’ selective attention and decision outcomes, we aimed to 
analyze whether 1) there were any differences among the three classes of ROIs (FC, MPFC, 
and NFC); 2) the features of these regions influence decision outcome; and 3) how different 
these clusters were from the total breast area.  
 
4.2.4.1 Feature Extraction 
The extracted features from the ROIs were classified in two categories 1) Local; and 2) Global. 
1. Local: Local features represent two  properties - the spectral and non-spectral 
properties of the ROIs.  
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a. The spectral properties of the ROIs are associated with attributes observed by 
the radiologist’s visual system as it performs the multi-resolution analysis of the 
ROIs at the frequency range of 22.3 - 0.6 cycles/degree and orientation angle in 
the range of 0 - 180 degrees. Studies have found that although Gabor filters 
require calculation of bi-orthogonal wavelets, which may be computationally 
expensive (17), they very closely resemble the multi-resolution processing in 
the human visual system (18-20). A Gabor filter bank of 110 filters, for 11 
frequencies at 10 different orientations selected at equal intervals within their 
respective range, was applied to obtain the multi resolution analysis in terms of 
Gabor responses/coefficients. These responses were analyzed further to extract 
features (total of 18 features per Gabor filter) from power (2nd order) spectrum 
and poly-spectrum (3rd and 4th order i.e. bi-spectrum and tri-spectrum 
respectively) and cumulants (see table 1). Cumulants, like moments, are an 
expectation function of the image, whereas poly-spectrum (an autocorrelation 
of high-order) is the Fourier transform of the cumulants (21). For poly-spectrum 
the Auto-Regressive Moving Average (ARMA) model was chosen using the 
high-order spectra analysis framework (22).  
b. The non-spectral properties are associated with attributes observed during the 
fixation in the ROIs such as dwell time, number of fixation points in ROI, 
average distance between the fixation points in cluster, etc. as described in table 
1.  
2. Global: Global features are the features of breast background computed using Grey 
Level Co-occurrence Matrix (GLCM) (also known as spatial-dependency) properties, 
as described in table 1.  
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4.2.4.2 Feature Analysis 
Analysis of the extracted features from the ROIs was performed using various classes of 
Analysis of Variance (ANOVA) (One-Way and N-Way). Unbalanced ANOVA were used to 
compare different types of ROIs. Details of the workflow of analysis are specified in figures 5 
and 6. Statistical significance was determined by p<0.05. 
4.3 Results 
4.3.1 Descriptive Statistics 
In total the radiologists fixated on 10458 ROIs from 240 views (table 2). Each radiologist on 
average fixated on 1307.25 ROIs wherein the per-case-per-radiologist average number of 
fixation clusters was 10.09. This corresponds to just 2.7% of the total area of the image – which 
is suggestive of selective attention. Each radiologist on average had 149.5 MPFC, wherein per-
case-per-radiologist average was found to be 1.2, totaling to 1196 MPFC for all radiologists – 
just 0.3 % of the total area of the image. 
We noted that all the malignant regions attracted foveal attention from at least one radiologist 
and for each image there were regions that never attracted any attention from any of the eight 
radiologists. This suggests that there is always something ‘interesting’ about malignant lesions. 
 
4.3.2 Feature Analysis 
The analysis of effect of features of FC and MPFC clusters on the decision outcome was 
performed as per workflow in figure 5. In order to reduce computational complexity arising 
from large number of feature sets (17 global and 1983 local features), One-way ANOVA 
(followed by post hoc test - multiple comparison using Bonferroni method) was performed to 
cluster features. Importantly, any further analysis of effect of a given feature on the decision 
outcome and confidence scores, using N-way ANOVA, was only performed on features that 
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were identified as having unique means (in other words, from each cluster of features one 
feature was selected for further analysis while the other features in the cluster were removed). 
 
Figure 16 Workflow of analysis of features to determine their effect on decision outcome 
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Figure 17 Comparison with three classes of ROIs (FC, MPFC and NFC) 
 
4.3.2.1 Fixation Clusters  
4.3.2.1.1 Decision Outcome 
Our results from both all radiologists and per radiologist FC analysis (table 3) indicate that at 
least one of the features of FC has significant effect on the decision outcome. Overall, global 
features entropy, log energy, Shannon energy were statistically significantly effecting the 
radiologists’ decision outcomes (table 3). Dwell-time (non-spectral local feature of FC) was 
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also found to have significant impact on the decision outcome; however, no other features were 
found to have any compelling effect on decision outcome. 
 
4.3.2.1.2 Confidence Scores 
A subset of FCs that were positively identified (as FP/TP) by the radiologists were analysed 
for the effect of features on the confidence score (table 4). Our ‘all radiologist’ analysis 
indicated that global features entropy, log energy, Shannon energy were statistically 
significantly effecting the radiologists’ confidence score (table 4). Per radiologist analysis, 
however, indicated that this effect of features both local and global on confidence score was 
true for 75% of the radiologists. Unlike the decision outcome, 62.5% of the radiologists’ 
confidence score were significantly impacted by at least one local feature. 
4.3.2.2 Marked Peripherally Fixated Clusters: 
4.3.2.2.1 Decision Outcome  
Global feature ‘log energy’ of MPFC was found to have significantly affected the decision 
outcome of radiologists in all radiologist analysis (table 5). However per-radiologist analysis 
(table 5) did not find any feature (local or global) to have any noticeable effect on the decision 
outcome, except for one radiologist. 
 
4.3.2.2.2 Confidence Scores 
Global feature ‘Entropy’ of MPFC was found to have significantly affected the confidence 
score of radiologists in all radiologist analysis (table 5). We noted that one or more features 
significantly impacted the confidence scores for majority (75%) of the radiologists (table 5) - 
in contrast to the decision outcome. 
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4.3.3 Pairwise Comparison of ROIs 
We compared the statistically significantly different features that were common among the 
three classes of ROIs (FC, MPFC & NFC) to understand whether these ROIs have the same 
mean and group variance using unbalanced N-way ANOVA. Our results (table 6) suggest that 
these ROIs are statistically significantly different to each other. We also noted that local 
features of NFC had only two features with significantly different mean and group variance 
whereas for both FC and MPFC the number of significantly different features varied between 
3 and 5.  
We also compared the global features - Entropy, Log energy and Shannon energy of the breast 
area with respect to these FC, MPFC and NFC and results are shown in figure 7. We found that 
global energy (entropy, log energy and Shannon energy) profile of FC closely resembled the 
profile of MPFC. Interestingly, the profiles of NFC were very similar to total breast area. 
 
Figure 18 Boxplot of Entropy, Log energy and Shannon Energy of FC, MPFC, NFC and total breast area 
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Figure 19 Contour plots (peaks capped at 200 max) of tri-spectrum of two Gabor responses 1) Frequency 20.13 
cycle/degree at 18° orientation and 2) Frequency 22.3 cycle/degree at 18° orientation of a randomly selected 
FC, MPFC and NFC ROI. The magnitude of the auto-correlation function for the spatial frequency components 
is represented as a constant slice on the z axis. The contours, in this figure, represent the top 200 (due to 
capping) values. The x and y axis of the plots are the two spatial frequency components (indices only) of the 
spectrum. The third frequency component is set to 0 for simplicity. 
 
4.3.4 High-order feature analysis 
Amongst 11 Gabor frequency filters (equidistant frequencies in range 22.3 - 0.6 cycle/degree) 
only two frequencies namely 20.13 cycle/degree and 22.3 cycle/degree are providing additional 
information to the radiologists. We noted that only tri-spectrum (figure 8), of the Gabor 
responses of these two frequencies, provides additional information whereas both bi-spectrum 
and cumulants had same mean and group variance as other local features.  
4.4 Discussion 
The characteristics of foveally (FC) or peripherally (MPFC) fixated regions that elicit a mark 
by the radiologist (True and False Positive decisions) are not well understood. There is a 
scarcity of information on whether properties of these areas have any effect on the radiologists’ 
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decisions and their confidence in such decisions. Are these regions any different to regions that 
are never fixated by radiologists? The aim of this study was to ascertain whether such 
differences exist.  
Our results suggest that energy profiles (both global (entropy, log energy and Shannon energy) 
and local(spectral (log energy)) of foveally fixated (FC), peripherally fixated (MPFC), and 
never fixated (NFC) areas are distinct. We found evidence that energy profiles and dwell time 
of these areas influence radiologists’ decisions (and confidence in such decisions). Our results 
also support our hypothesis that foveated areas are selected on the basis of being most 
informative.  
 
4.4.1 Deployment of foveal vision 
Analysis of statistical information encoded in a scene can provide an insight into the 
deployment of the foveal vision (8, 23). Saccades lead the deployment of foveal vision to 
minimize the redundancy and maximize the information content passed to visual cortex (23). 
Entropy, a measure of information content, was found to be higher in fixated regions (as oppose 
to randomly selected regions) of a natural scene (24). In this case, however, the viewing of the 
images was casual, that is, without search for a specific target, unlike that in studies where the 
observations are more deliberate and arguably consequential (such as identifying abnormalities 
in breast images). Would saccades favor high entropy regions in case of purposeful search as 
well? We note that the regions that were fixated (via either foveal (FC) or peripheral (MPFC) 
vision) have higher entropy and Shannon energy, as opposed to regions that were never fixated 
(NFC) (fig. 7). In agreement with our hypothesis that non-foveated areas would have high 
degree of redundancies, we have found two other indications of redundancies in NFC - 1) 
Never fixated regions, very similar to the breast image (BA), have lower entropy (fig. 7); and 
2) In NFC, amongst all local features, only two were of significantly different mean and group 
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variance - and these numbers are higher for both FC and MPFC (between 3 and 5 on a per-
reader analysis) (tables 3-5). 
All the malignant regions, in this study, attracted foveal attention from at least one radiologist. 
Perhaps characteristics of radiographic morphology of perturbations increased the information 
content in the region thereby making those regions more ‘interesting’.  
 
4.4.2 ROIs and their features 
4.4.2.1 Descriptive statistics of ROIs 
As per our results (table 2) more than 42% of marked ROIs were outside fixed radius (2.5º) 
foveal vision but were still within peripheral vision which affirms the hypothesis of Kundel et 
al. that the multi-resolution analysis (MRA) capabilities of the human visual system decreases 
gradually as a probability density function (wherein peak forms the foveal vision and tail the 
peripheral vision) (25). Our results also support the assertion that peripheral vision can detect 
some abnormalities (26) even though foveal vision has been cited to be the main mechanism 
for detection (25).  
 
4.4.2.2 Feature analysis results 
We note that global features (at least one of entropy, log energy or Shannon energy) 
contributed to the decision outcome and confidence score for both foveally (FC) (tables 3-4) 
and peripherally fixated clusters (MPFC) (table 5). As for local features, significant 
contribution to the decision outcome (both ‘overall’ and for 75% radiologist’s in the per-
radiologist analysis) and confidence level (for 50% of radiologists) was noted for foveally 
fixated regions (FC) (tables 3 and 4). Our FC results are in agreement with previous studies 
(12-14) as they noted the log energy describes the areas where decision outcomes were made; 
MPFC regions, however, were not specifically evaluated in those studies. We illustrated that 
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in most cases of MPFC local features (contrary to global features) did not contribute to either 
the confidence score or the decision outcome (table 5).  
Our finding that dwell time has statistically significant effect on the decision outcome for 
fixated regions (table 3) supports the findings by Nodine et al. (27) which suggest that the total 
time taken to make a decision may impact the decision outcome.  
 
4.4.2.2.1 Effect of high order features 
An investigation (4) into high-order statistics (specifically bi-spectrum) has revealed strong 
statistical dependencies between spatial frequency components of different orientations for 
regions that appear ‘interesting’ to human’s eyes – implying preferences for complex structural 
properties such as curved lines and edges, occlusions and isolated spots (4). We found that 
some high-order spectral features (from both bi-spectrum and tri-spectrum) of fixated regions 
(both FC and MPFC) have statistically significantly different mean, indicating that high-order 
features provide ‘additional’ information to the radiologists.  
Do high-order features contribute to the decision outcome and confidence score? We found 
evidence of high-order features statistically significantly affecting the decision outcome and 
confidence score in case of a few radiologists (per-radiologist scenarios in tables 3-5). 
However, no such evidence was found for an analysis that combined all radiologists. It may be 
that endogenous factors (personal experiences, heuristics, biases etc.) of the radiologists affect 
the interpretation of high-order features. Experience in reading mammography, though, did not 
appear to have any influence on whether interpretation of high-order features impacted the 
decision. 
Interestingly, the high-order features of NFC were found to be statistically significantly 
different to other regions that were attracted attention (FC and MPFC) (table 6). Similarly, 
high-order features of foveally (FC) and peripherally (MPFC) fixated clusters were also 
statistically significantly different. This raises the possibility of the use of high-order features 
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to predict regions of a scene that are more likely to be fixated. Could this information be used 
in computer aided detection (CAD) algorithms? High false positive rates in CAD have been 
cited to cause cognitive overload in radiologists (28); thereby discouraging the adaptation of 
CAD in clinical settings. Building the awareness of likelihood of being fixated in addition to 
eliminating high redundancy regions, prioritizing high entropy regions, computer-based search 
strategies may be optimized and the high number of false positives (29) in computer aided 
detection (CAD) may be reduced. 
 
4.4.2.2.2 Difference between FC and MPFC 
Previous studies have reported that log-energy representations were significantly different for 
regions that were fixated and those that were not (13). However, differences between 
peripherally and foveally fixated regions are still largely unexplored. We noted that features of 
both FC and MPFC were significantly different to each other (table 6) and the distribution of 
energy profiles (global log energy, Shannon energy and entropy) of MPFC was wider than FC 
(fig. 7). Features that influenced the decision outcomes and confidence levels were higher in 
case of FC (4 for decision and 3 for confidence) as opposed to MPFC (1 for both decision and 
confidence). MPFC regions were also observed (tables 3-5) to have a smaller number (avg. 2 
per-radiologist) of statistically significantly different local features as compared to FC (avg. 3 
per-radiologist). 
 
 4.4.3 Limitations  
The following are some of the limitations of this study.  
1. Complex and hyper-complex cells can process stimuli from different spatial locations, 
frequencies and orientations (6, 7). Our study, however, was limited to extracting high 
order features of same frequency and orientation and spatial location. This is because the 
high order features were extracted from Gabor responses (of predefined frequencies and 
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orientations) at a fixation cluster level. It is possible that these limitations adversely affected 
our analysis of high order features.  
2. Similar to previous studies (30, 31) our results indicate that expert radiologists cover less 
area in an image than inexperienced radiologists. We also noted that less experienced 
radiologists marked more MPFCs than FC (table 2); however we don’t have enough data 
to draw inferences regarding level of experience or to further analyse the effect of 
experience on ROIs and decisions.  
3. In this study a radiologist interprets both MLO and CC view of a case side-by-side and is 
allowed to make a decision on either of the views. It is possible that a region that was 
peripherally fixated in one view was previously foveally fixated in the other view and vice 
versa.  
4. For simplification purposes, our analysis of MPFC regions did not account for transition 
length (i.e. angle of deviation from the center of nearest fixation (foveal) cluster). This will 
be the subject of future studies. 
4.5 Conclusion  
Our results suggest that radiologists’ eyes are more attracted towards areas of higher 
information content whereas areas of high redundancy attract less attention. It is evident from 
this study that the attributes of regions that attract attention are statistically significantly 
different than the attributes of other regions. Whilst radiologist’s heuristics, personal 
experience and other endogenous factors could affect their decisions, our results suggest that 
the features of these regions play a key role in the decision outcome and confidence in that 
decision. The concentration of features and their effect on decision and confidence is noted to 
be higher for regions that attracted foveal vision as opposed to the peripheral ones.  
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We found evidence suggesting that high order features offered additional significant 
information to the radiologists. However, except for a few radiologists, more generally these 
features did not have any relevant impact on the decision outcome and confidence score.  
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Tables 
Details of local and global features that were extracted from various breast image 
ROIs. 
Global Features                                                        
(Grey Level co-occurrence matrix (GLCM) 
properties) 
Local Features                                                                                             
(Spectral and non-spectral properties) 
Entropy Entropy of power-spectruma 
Shannon Energy Shannon Energy of power-spectruma 
Log Energy Log Energy of power-spectruma 
Autocorrelation Cumulants of poly-spectruma (1st, 2nd and 3rd 
order) 
Contrast Entropy of poly-spectrum of 3rd and 4th ordera 
(i.e. bi-spectrum and tri-spectrum) 
Correlation Shannon Energy of poly-spectrum of 3rd and 4th 
ordera (i.e. bi-spectrum and tri-spectrum) 
Energy Log Energy of poly-spectrum of 3rd and 4th 
ordera (i.e. bi-spectrum and tri-spectrum) 
Homogeneity Dwell timeb 
Sum of Variance Number of fixation points in clusterb 
Difference of Variance Average distance between fixation points in 
clusterb 
Sum of Square of variance 
 
Sum Of Entropy 
 
Difference Of Entropy 
 
Average Sum 
 
Dissimilarity 
 
Normalized Inverse Difference 
 
Normalized Moment Inverse Difference 
 
Table 1 Details of local and global features that were extracted from various breast image ROIs. Here, a 
indicates spectral properties of Gabor responses of ROIs; b indicates non-spectral properties  
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Radiologist/Feat
ure 
Total Marks 
Total number 
of fixation 
clusters 
Total number 
of fixated 
clusters that 
were marked  
Total number of 
marked peripherally 
fixated clusters  
Number of 
never fixated 
clusters 
Number of 
views  
All radiologists 
(combined) 
1508 10458 390 1196  
240 240 
1* 131 773 77 56  
2 191 1839 43 153  
3 147 1846 39 123  
4* 149 1120 69 117  
5 401 2500 58 355  
6* 187 1055 36 155  
7 196 1048 32 165  
8* 106 277 36 72  
Table 2 Details of number of ROIs (Fixated clusters, Marked peripherally fixated clusters and never fixated 
clusters) obtained in this study per radiologist and for all radiologists combined. * Radiologists with a 
higher experience level. 
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N-way ANOVA analysis of the effect of statistically significantly different features of fixation clusters on the decision outcome of radiologists 
 Global Feature Local Feature 
Radiologist/F
eature 
Entropy 
(p-
value) 
Shannon 
Energy  (p-
value) 
Log 
Energy  
(p-value) 
Dwell-
Time  (p-
value) 
Log energy 
of tri-
spectrum at 
20.13 
cycle/degree 
frequency 
and 18° 
orientation  
(p-value) 
Log 
energy of 
tri-
spectrum 
at 20.13 
cycle/degr
ee 
frequency 
and 126° 
orientatio
n  (p-
value) 
Log 
energy of 
tri-
spectrum 
at 22.3 
cycle/deg
ree 
frequenc
y and 18° 
orientatio
n  (p-
value) 
Log 
energy of 
tri-
spectrum 
at 22.3 
cycle/degr
ee 
frequency 
and 90° 
orientation  
(p-value) 
Log 
energy of 
tri-
spectrum 
at 22.3 
cycle/degr
ee 
frequency 
and 126° 
orientatio
n  (p-
value) 
Log 
energy of 
tri-
spectrum 
at 22.3 
cycle/degr
ee 
frequency 
and 144° 
orientatio
n  (p-
value) 
Log 
energy of 
tri-
spectrum 
at 22.3 
cycle/degr
ee 
frequency 
and 180° 
orientatio
n  (p-
value) 
All 
radiologists 
(combined) 
Yes         
(0) 
Yes         
(0) 
Yes         
(0) 
Yes         
(0) 
No      
(0.997) 
    No 
(0.9952) 
 
1 
Yes         
(0) 
Yes 
(0.0002) 
Yes 
(0.0001) 
Yes         
(0) 
No    
(0.9886) 
  No 
(0.9856) 
No 
(0.918) 
 No 
(0.9471) 
2 
No 
(0.2001) 
No 
(0.3976) 
No 
(0.8557) 
Yes         
(0) 
  
No 
(0.99630
) 
No 
(0.9991) 
   
3 
No 
(0.183) 
Yes 
(0.0114) 
No 
(0.157) 
No 
(0.6317) 
No    
(0.9982) 
    No 
(0.9964) 
 
4 
No 
(0.0889) 
Yes         
(0) 
No 
(0.8193) 
Yes         
(0) 
  No 
(0.9717) 
No 
(0.9915) 
No 
(0.994) 
  
5 
Yes         
(0) 
Yes 
(0.0031) No (0.101) 
Yes         
(0) 
     No 
(0.9985) 
 
6 
Yes 
(0.0161) 
No   
(0.279) 
No 
(0.9653) 
Yes 
(0.0002) 
 No  
(0.996) 
 No 
(0.9945) 
   
7 
Yes 
(0.0394) 
No   
(0.616) 
No 
(0.2519) 
No   
(0.256) 
    No 
(0.9966) 
  
8 
Yes 
(0.0382) 
No 
(0.4222) 
No 
(0.5456) 
Yes 
(0.0312) 
  No 
(0.9837) 
    
 
Table 3 N-way ANOVA analysis of effect of statistically significantly different features (identified during 
one-way ANOVA figure 6) of fixation clusters on the decision outcome of radiologists. Includes both all 
radiologists and per-radiologist analysis. The empty cells in this table are the features that were not found 
to have a statistically significantly different mean during One-way ANOVA of specified radiologist data 
and hence the effect of this feature on decision outcome was not studied. 
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N-way ANOVA analysis of effect of statistically significantly different features of fixated clusters on the confidence score of radiologists 
 Global Feature Local Feature 
Radiologist/Feature 
Entropy 
(p-
value) 
Shannon 
Energy 
(p-
value) 
Log 
energy  
(p-
value) 
Dwell-
Time  
(p-
value) 
Log energy 
of tri-
spectrum at 
20.13 
cycle/degree 
frequency 
and 18° 
orientation  
(p-value) 
Log energy of 
tri-spectrum 
at 22.3 
cycle/degree 
frequency and 
18° 
orientation  
(p-value) 
Log energy 
of tri-
spectrum at 
22.3 
cycle/degree 
frequency 
and 90° 
orientation  
(p-value) 
Log energy 
of tri-
spectrum at 
22.3 
cycle/degree 
frequency 
and 126° 
orientation  
(p-value) 
Log energy 
of tri-
spectrum at 
22.3 
cycle/degree 
frequency 
and 144° 
orientation  
(p-value) 
Log energy 
of tri-
spectrum at 
22.3 
cycle/degree 
frequency 
and 180° 
orientation  
(p-value) 
All Radiologists 
(Combined) 
Yes  
(0.0016 
Yes    
(0) 
Yes  
(0.0048) 
No 
(0.4284) 
No     
(0.709) 
No           
(0.58) 
No        
(0.6192) 
No        
(0.8587) 
No        
(0.1738) 
No        
(0.1738) 
1 
Yes  
(0.0484) 
Yes  
(0.0021) 
No  
(0.278) 
No 
(0.2972) 
No    
(0.6792) 
No       
(0.2222) 
No        
(0.3223) 
No        
(0.7005) 
No        
(0.0741) 
No        
(0.1757) 
2 
No  
(0.3095) 
No  
(0.3973) 
No  
(0.0845) 
No 
(0.6153) 
No    
(0.7572) 
No        
(0.9779) 
No        
(0.8591) 
No        
(0.7014) 
No        
(0.9504) 
No        
(0.8127) 
3 
No  
(0.1682) 
No  
(0.3656) 
No  
(0.0764) 
No 
(0.4612) 
No   
(0.1568) 
No        
(0.5144) 
No        
(0.1885) 
No        
(0.7558) 
No        
(0.7956) 
No        
(0.7717) 
4 
Yes  
(0.0448) 
Yes  
(0.0372) 
No  
(0.1085) 
No 
(0.5671) 
No   
(0.5803) 
No        
(0.5683) 
No        
(0.9109) 
Yes        
(0.0012) 
No        
(0.8233) 
Yes        
(0.0114) 
5 
No  
(0.8097) 
No  
(0.4946) 
Yes  
(0.0475) 
Yes 
(0.0052) 
No   
(0.7983) 
No       
(0.1153) 
No     
(0.9459) 
No        
(0.1595) 
Yes        
(0.0001) 
No        
(0.8279) 
6 
No  
(0.573) 
Yes  
(0.0099) 
No  
(0.3569) 
No 
(0.7739) 
No   
(0.8548) 
No       
(0.8302) 
No        
(0.8317) 
No        
(0.2024) 
No        
(0.5891) 
No        
(0.9634) 
7 
No  
(0.2424) 
Yes  
(0.0219) 
No  
(0.3774) 
No 
(0.4609) 
No   
(0.1996) 
No       
(0.5193) 
No     
(0.8166) 
Yes    
(0.0139) 
No     
(0.8173) 
No     
(0.9333) 
8 
No  
(0.1904) 
No  
(0.623) 
No  
(0.5029) 
No 
(0.4042) 
Yes 
(0.0144) 
No        
(0.8327) 
No        
(0.1385) 
No        
(0.629) 
No        
(0.629) 
No        
(0.3251) 
Table 4 N-way ANOVA analysis of effect of statistically significantly different features (identified during 
one-way ANOVA figure 6) of fixation clusters on the confidence score of radiologists. Includes both all 
radiologists and per-radiologist analysis. 
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Nway ANOVA analysis of effect of statistically significantly different features of marked peripherally fixated clusters on the decision outcome and confidence score of 
radiologists 
    Global Feature Local Feature 
Radiologist/
Feature 
Effect of 
the factor 
Entropy  
Shannon 
Energy  
Log 
Energy  
Log Energy 
of power 
spectrum at 
0.6 
cycle/degre
e frequency 
and 0  
orientation   
Log energy 
of 
trispectrum 
at 20.13 
cycle/degre
e frequency 
and 126° 
orientation   
Log energy 
of 
trispectrum 
at 22.3 
cycle/degre
e frequency 
and 18° 
orientation   
Log energy 
of 
trispectrum 
at 22.3 
cycle/degre
e frequency 
and 90° 
orientation   
Log energy 
of 
trispectrum 
at 22.3 
cycle/degre
e frequency 
and 126° 
orientation   
Log energy 
of 
trispectrum 
at 22.3 
cycle/degree 
frequency 
and 180° 
orientation   
(p-value)  (p-value)  (p-value) (p-value) (p-value) (p-value) (p-value) (p-value) (p-value) 
All 
radiologists 
(combined) 
Decision 
outcome 
No  No  Yes  
Oneway ANOVA of this feature group was not statistically significant hence study of effect of 
decision outcome was not possible 
(0.8163) (0.2985) (0.0066) 
Confidence 
score 
Yes  No  No  
(0.0000) (0.1489) (0.2962) 
1 
Decision 
outcome 
No  No  No  No      No      
(0.5362) (0.8000) (0.7731) (0.6902) (0.9800) 
Confidence 
score 
No  No  No  No      No      
(0.3007) (0.0510) (0.2106) (0.2593) (0.8500) 
2 
Decision 
outcome 
No  No  No  No      No    No  
(0.6759) (0.6500) (0.3413) (0.7820) (0.9700) (0.9700) 
Confidence 
score 
Yes  No  No  No      No    No  
(0.0008) (0.6690) (0.9751) (0.4400) (0.7500) (0.8000) 
3 
Decision 
outcome 
No  No  No  No  No  No  No  No    
(0.5643) (0.2800) (0.0650) (0.8520) (0.4500) (0.9800) (0.5100) (0.9991) 
Confidence 
score 
Yes  No  No  No  No  No  No  No    
(0.0194) (0.5450) (0.1903) (0.4001) (0.7200) (0.3100) (0.2100) (0.3300) 
4 
Decision 
outcome 
No  No  No  No    No        
(0.3318) (0.4100) (0.6293) (0.5533) (0.9800) 
Confidence 
score 
No  No  No  No    No        
(0.1483) (0.2400) (0.2200) (0.0680) (0.6000) 
5 
Decision 
outcome 
No  No  No  
Oneway ANOVA of this feature group was not statistically significant hence study of effect of 
decision outcome was not possible 
(0.5848) (0.4500) (0.3088) 
Confidence 
score 
Yes  No  No  
(0.0045) (0.0600) (0.3088) 
6 
Decision 
outcome 
No No  No  No    No        
(0.4300) (0.6500) (0.2431) (0.0620) (0.9800) 
Confidence 
score 
No  Yes  No  No    No        
(0.0908) (0.0007) (0.0710) (0.0820) (0.6100) 
7 
Decision 
outcome 
No  Yes  No  Yes        No  No  
(0.0843) (0.0200) (0.1097) (0.0200) (0.3900) (0.8800) 
Confidence 
score 
Yes  No No  No        Yes  No  
(0.0076) (0.5000) (0.4696) (0.2000) (0.0500) (0.4600) 
8 
Decision 
outcome 
No  No  No  No      No      
(0.2435) (0.5570) (0.7646) (0.0750) (0.9639) 
Confidence 
score 
Yes  Yes  No  Yes      No      
(0.0314) (0.0021) (0.1141) (0.0178) (0.5083) 
Table 5 N-Way ANOVA of effect of statistically significantly different features (identified during one-way 
ANOVA figure 6) of marked peripherally fixated clusters on the decision outcome and confidence score. 
Includes both all radiologists and per-radiologist analysis. The empty cells in this table are the features that 
were not found to be of statistically significantly different mean during One-way ANOVA of specific 
radiologist data and hence the effect of these features on decision outcome was not studied. 
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Pairwise comparison of Fixation clusters (FC), Marked peripherally fixated clusters (MPFC) and never fixated clusters (NFC) 
  Global Feature Local Feature 
Radiologists Pair-wise clusters 
Entropy 
(p-value) 
Shannon Energy  (p-
value) 
Log Energy 
(p-value) 
Gabor Log Energy of 
power-spectrum 
analysis at 0.6 
cycle/degree 
frequency scale and 
0° orientation 
(p-value) 
Log energy of tri-
spectrum at 22.3 
cycle/degree 
frequency and 18° 
orientation  (p-value) 
ANOVA 
(p-value) 
ANOVA 
(p-value) 
ANOVA 
(p-value) 
ANOVA 
(p-value) 
ANOVA 
(p-value) 
All radiologists 
(combined) 
FC vs. MPFC 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
No 
(1) 
FC vs. NFC 
No 
(0.0522) 
Yes 
(0) 
Yes 
(0) 
No 
(1) 
No 
(1) 
MPFC vs. NFC 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
No 
(1) 
1 
FC vs. MPFC 
Yes 
(0) 
Yes 
(0.0467) 
Yes 
(0.0837) 
Yes 
(0) 
No 
(1) 
FC vs. NFC 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
No 
(0.176) 
MPFC vs. NFC 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
No 
(1) 
2 
FC vs. MPFC 
Yes 
(0) 
Yes 
(0.0011) 
Yes 
(0) 
Yes 
(0) 
No 
(1) 
FC vs. NFC 
Yes 
(0.0498) 
Yes 
(0) 
Yes 
(0.0499) 
Yes 
(0) 
Yes 
(0.0093) 
MPFC vs. NFC 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
No 
(0.128) 
3 
FC vs. MPFC 
Yes 
(0) 
Yes 
(0.00384) 
Yes 
(0.0309) 
Yes 
(0) 
No 
(1) 
FC vs. NFC 
No 
(0.128) 
Yes 
(0) 
Yes 
(0) 
Yes 
(0)) 
Yes 
(0.0095) 
MPFC vs. NFC 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
No 
(0.18) 
4 
FC vs. MPFC 
Yes 
(0) 
Yes 
(0.0208) 
No 
(0.116) 
Yes 
(0) 
No 
(0.0644) 
FC vs. NFC 
Yes 
(0.0003) 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
MPFC vs. NFC 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
5 
FC vs. MPFC 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
No 
(1) 
FC vs. NFC 
No 
(0.12) 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
Yes 
(0.0012) 
MPFC vs. NFC 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
Yes 
(0.0113) 
6 FC vs. MPFC 
Yes 
(0) 
Yes 
(0.0114) 
No 
(0.0748) 
Yes 
(0) 
No 
(0.0697) 
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FC vs. NFC 
Yes 
(0.012) 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
MPFC vs. NFC 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
7 
FC vs. MPFC 
Yes 
(0) 
Yes 
(0.00173) 
Yes 
(0.0575) 
Yes 
(0) 
No 
(0.0716) FC vs. NFC 
No 
(0.081) 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
MPFC vs. NFC 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
8 
FC vs. MPFC 
No 
(0.337) 
No 
(1) 
No 
(1) 
Yes 
(0) 
No 
(0.6744) 
FC vs. NFC 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
Yes 
(0) 
MPFC vs. NFC 
Yes 
(0) 
Yes 
(0.0001) 
Yes 
(0) 
Yes 
(0) 
Table 6 Pairwise comparison of differences between features of Fixation clusters (FC), Marked 
peripherally fixated clusters (MPFC) and never fixated clusters (NFC). 
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Chapter Five 
Bridging chapter to “Modelling visual search behaviour of breast radiologists 
using a deep convolution neural network” 
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5.1 Introduction 
 
As shown in our results from the previous study (detailed in chapters 3 and 4), the visual search 
behaviour of radiologists is influenced by the characteristics of mammographic regions. It was 
also shown that some characteristics (specifically entropy, log energy and Shannon energy) of 
regions that attracted foveal visual attention were statistically significantly different than those 
of areas that were peripherally fixated and also to those that were never fixated.   
 
Visual search behaviour of mammographic interpretation has been actively researched [1-11]. 
It has been shown that search/scan path of radiologists varies [1], leading up to the hypothesis 
that the search path of radiologists are random. This hypothesis has been refuted by showing a 
high agreement in the background sampling of mammography between before and after first 
foveal attention deployment [6]. Based on our result from previous study [12], we hypothesize 
that search/scan path, to some extent, is influenced by the distribution and level of information 
content in the scene. 
 
Experienced radiologists are known to cover less area, have fewer false positives and end 
search quicker than their less experienced peers (t(39) = -6.64, p <0.0001) [1]. This suggests 
that search strategies, i.e. visual search behaviour, can be developed to be more effective. 
Understanding radiologists’ visual search behaviour and their errors in mammographic 
interpretation can lead to useful feedback during training. It has been shown that through 
feedback of search behaviour, inexperienced radiologist’s efficiency can be improved [13]. 
However, the use of search behaviour in training and upskilling programs (in developing an 
efficient search strategy) is not well explored.  
 
Computer-aided detection (CADe) has been used to provide feedback during assessment, 
similar to providing a second opinion, suggesting where cancer is likely to be present [14]. 
CADe solutions utilise various complex algorithms in building up such suggestions, however, 
except for one study [14], these algorithms, to our knowledge, have not utilised visual search 
behaviours.  
 
If we can model, with reasonably high accuracy, radiologists’ visual search behaviour, then we 
can use the same algorithm to provide more customized feedback and enrich the learning 
experience. Machine learning (ML) techniques are commonly used to build mathematical 
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models that use current knowledge as information source to learn and explain future input with 
a marginal error. These techniques are commonly used when a problem cannot be solved by a 
deterministic solution, and a probabilistic solution is sought – such as in case of visual search 
behaviour. These ML techniques have potential for use in building such feedback systems.  
Few studies [15-17] have previously used machine learning techniques to model radiologists’ 
search behaviour and to predict radiologists’ decision outcomes; however, these models were 
based on Neural-Nets or Support Vector Machines (SVM). One of the limitations with these 
models is that they are trained with handpicked features, so an inherent feature bias is present 
in the model. Deep machine learning techniques, a specialized and latest ML technique, learn 
the features by itself [18] as it trains the model through the input data. Hence, deep-machine 
learning training is not biased by the pre-selected set of features that the model was trained 
with. Accuracy of deep learning algorithms is also known to be better than other contemporary 
machine learning techniques [19]. Deep convolutional neural network (hereby referred as 
ConvNet) (figure 1) is a specialized class of deep learning algorithms that are biologically-
inspired, a multilayer perceptron simulating the visual cortex.  
 
 
Figure 20: Pictorial representation of simplified convolution network indicating how input information, 
shown on left in ‘the mammographic image’ is translated to output. 
 
Rosenblatt in 1958 built a device - a learning machine, based on McCulloch-Pitts’s neuron 
[20], that he called perceptron [21]. Mathematically the perception is defined as following: 
 𝑦 = 𝜑(∑ 𝑤r𝑥r + 𝑏]r )     (1) 
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Where x is input, 𝜑 is defined as non-linear activation function, b is defined as bias and w is 
the defined weights. Multilayer perceptron (MLP) are a layered perceptron i.e. a deep artificial 
neural network. MLPs  are feed forward artificial neural networks consisting of 3 or more 
layers (the input, output and one or more interim layers) of nonlinearly-activating nodes 
wherein each node (of MLP layer ) connects to all nodes of following layer – forming a fully 
connected network [22] (figure 2). The non-linear activation functions of MLPs are modelled 
after the frequency of action potentials of biological neurons (neuron firing).  MLPs are not 
capable of performing convolution and pooling. ConvNets, however, are a special structure 
MLPs that do convolution and pooling. Convolution utilizes the spatial (or temporal, but we 
focus on spatial) invariance in data. In other words, Convolution exploits local spatial 
coherence assuming the spatially close inputs are related - simulating (to a degree) the receptive 
field. Gathering information from a ‘local’ field, sharing the gathered knowledge (via 
parameter sharing), and neuron activations/firing are basis of inspiration drawn from visual 
system that ConvNet employs.  
 
 
Figure 21: An example of Multilayer perceptron (MLP) indicating role of layers as per equation 1. 
 
5.2 What is meant by ‘modelling radiologists’ search behaviour and decisions 
It] has shown that radiologists’ visual search maps (a.k.a. eye-scan paths) are not reproducible 
[23, i.e., if we have the same radiologist looking at the same case and in the same setting, they 
may follow different search maps, and despite that, they can arrive at same decisions.  
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Radiologists’ search behaviour, on the other hand, is derived by their eye tracking data, which 
has two characteristics in it: a) Spatial (where radiologists look) and b) Temporal (how long 
the radiologists’ looked at a given area, and in which order the areas where looked at). How 
radiologists evaluate a mammogram is based on a) the level of information gathered by the 
radiologists during their search process, which is defined by attentional level (Foveal/detailed 
vision, Peripheral/less detailed vision, No attention) and b) how these information were 
processed by radiologists to conclude about the presence/absence of malignancy. In this thesis, 
modelling of radiologists’ search behaviour is specific to modelling these two aspects of 
interpretive process, i.e. a) building an alibility to determine the level of attention a 
mammographic area may get and b) building an ability to determine the decision outcome on 
a mammographic area. This is also why, in this thesis, we do not focus on 
recreating/reproducing radiologists search map/scan paths.  
 
5.3 Inter and intra-radiologists’ variability 
We have conducted inter-observer variance analysis on the dataset used in this thesis. The area 
under the (AUC) receiver operating characteristic curve (ROC), based on the dataset used in 
this is thesis is shown in figure 3. The variance in AUC of radiologists (calculated by means of 
multi-reader multi-case BGD analysis [24]) is also shown in table 1. As per our inter-observer 
variance analysis, the variations in the radiologists AUC is not very wide (see table 1 and figure 
3). For this reason, all radiologists have been grouped for following analysis in this thesis that 
focuses on modelling radiologists search behaviour and decision 
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Figure 3: The area under the (AUC) receiver operating characteristic curve (ROC) of participating 
radiologists. 
 
 
Radiologists Area under the Curve Variance of AUC 
1 0.79 0.00079 
2 0.74 0.00096 
3 0.77 0.00087 
4 0.84 0.00065 
5 0.69 0.00096 
6 0.84 0.00061 
7 0.83 0.00071 
8 0.81 0.00070 
Table 1: Details of Area under the curve for each of the participating radiologists 
 
 
In the study presented in chapter 6, we aimed to model radiologists’ visual search behaviour, 
their decisions (and confidence in such decisions) using a deep convolution neural network 
(machine learning) technique. We hypothesized that if we can successfully build models for 
radiologists’ a) Attentional level, b) Decision outcome and c) Confidence in their decision that 
show high accuracy and low misclassification rate, then these techniques could potentially be 
used in training and improving accuracy of mammographic assessment. Our findings and 
results are detailed in chapter 6 that was published in the peer reviewed journal ‘Journal of 
Medical Imaging’ in 2018 [25]. 
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Chapter Six 
Modelling visual search behaviour of breast radiologists using a deep convolution 
neural network 
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Modelling visual search behaviour of breast radiologists using a 
deep convolution neural network 
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Health Sciences, 75 East Street, Lidcombe, NSW, Australia, 2141 
 
Abstract. Visual search, the process of detecting and identifying objects using eye movements 
(saccades) and foveal vision, has been studied for identification of root causes of errors in the 
interpretation of mammograms. The aim of this study is to model visual search behaviour of 
radiologists and their interpretation of mammograms using deep machine learning approaches. 
Our model is based on a deep convolutional neural network, a biologically-inspired multilayer 
perceptron that simulates the visual cortex and is reinforced with transfer learning techniques.  
Eye tracking data was obtained from 8 radiologists (of varying experience levels in reading 
mammograms) reviewing 120 two-view digital mammography cases (59 cancers), and it has 
been used to train the model, which was pre-trained with the ImageNet dataset for transfer 
learning. Areas of the mammogram that received direct (foveally fixated), indirect 
(peripherally fixated) or no (never fixated) visual attention were extracted from radiologists’ 
visual search maps (obtained by a head mounted eye tracking device). These areas, along with 
the radiologists’ assessment (including confidence in the assessment) of presence of suspected 
malignancy were used to model: 1) Radiologists’ decision; 2) Radiologists’ confidence in such 
decisions; and 3) The attentional level (i.e. foveal, peripheral or none) in an area of the 
mammogram. Our results indicate high accuracy and low misclassification in modelling such 
behaviours. 
 
Keywords: Visual Search, Breast Cancer, Deep Learning, Behaviour Modelling, 
Mammography, Eye tracking, Machine Learning 
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6.1 Introduction 
The human eyes are more attracted toward areas of higher information content than areas of 
higher redundancy (1). The capability to process information using human eye is highest at the 
fovea centralis (fovea) and decreases rapidly as one moves towards parafovea (periphery)  (2). 
This decrease in capability of processing information (e.g. detail, shape and colour) is known 
to be the same as a probability density function (2) with highest capability concentrated around 
2.5° radial angle (foveal vision) of the centre of gaze. Saccades, high-speed rapid eye 
movements, together with foveal (direct, overt and detailed) and peripheral (indirect, covert 
and less detailed) visual attention, allows an efficient search of specific targets to be carried 
out. Some of these aspects of visual search behaviour, specifically foveal vision, have been 
studied for errors in interpretation of mammograms (3-6). However, factors that influence the 
level of attentional deployment (foveal/peripheral/none) largely remain unexplored. Better 
understanding of the aspects of attentional deployment is vital in building strategies to reduce 
the number of cancers that are missed, thereby increasing the accuracy of mammographic 
interpretation.   
   
Accuracy of mammographic interpretation is not ideal, as it has been shown that about 7-12% 
(7) lesions are falsely reported (False Positives) and that 4-34% (8) cancers are missed (False 
Negatives). Using visual search behaviour analysis, it has been shown that 70% of cancers that 
are not reported in fact attracted radiologists’ attention (9-11). Cancers that are correctly 
reported (True Positives) are known to differ in their energy profile from cancers that attract 
foveal attention but are not reported (False Negatives) (3-5). Evidently, features of an area 
containing the lesion affect, to some extent, the radiologist’s decision outcome and confidence 
in that decision (6).  
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These features are critical and could potentially be used to improve the accuracy of 
radiologists’ decisions and the patients’ health care experience. This can be achieved by 
improving training programs to better understand the radiologists’ search behaviours and 
understand what lesions are going to be missed and where an erroneous decision, such as a 
false positive, is likely to be made. Building a system that models visual search behaviour of 
radiologists is essential in achieving this. Computer-aided detection (CADe) has been used to 
address some of these aspects, such as providing information about where cancer is likely to 
be present (12), however except for one study (12), these algorithms, to our knowledge, have 
not utilised visual search behaviours. Due to high false-positives, successful adaptation of 
CADe in clinical settings has been limited (13).  
 
In this study, we model radiologists’ visual search behaviour to understand whether deep 
machine learning techniques can assist in improving radiologists’ diagnostic assessment. A 
few studies (14-16) have previously used machine learning techniques to model or to predict 
radiologists’ decision outcomes; however, these models were based on Neural-Nets or Support 
Vector Machines (SVM). One of the limitations with these models is that they are trained with 
handpicked features. Deep machine learning learns the features by itself (17) as it trains the 
model through the input data – suggesting that training is not biased by the pre-selected features 
that the model was provided with. The accuracy of deep learning algorithms is also known to 
be better than other contemporary machine learning techniques (18). Deep convolutional neural 
networks (hereby referred as ConvNet) are a specialized class of deep learning algorithms that 
are biologically-inspired, a multilayer perceptron simulating the visual cortex. With a ConvNet 
model (with transfer learning (18, 19)), as used in this study, we aim to ascertain (with 
reasonably high probability) the radiologists’ decisions (and confidence in such decisions). We 
also aim to determine which areas of mammograms are likely to get visual attention or to be 
disregarded.  
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6.2 Materials and Methods 
Eight Mammography Quality Standards Act-certified radiologists participated in this fully 
crossed multi-reader multi-case visual search study of digital mammography involving 120 
two-view (craniocaudal [CC] and mediolateral oblique [MLO]) cases (59 cancers). The cases 
were obtained from a routine screening program using a Selenia full-field digital 
mammography system (Hologic Inc, Marlborough, MA).  
Ground truth was established by a separate Mammography Quality Standards Act-certified 
breast radiologist, who did not participate as an observer in this study, using pathology reports 
and additional imaging. All cancer cases were biopsied, and all normal cases had a follow up 
of 2 years.  
 
6.2.1 Study Protocol 
The radiologists were seated 60 cm from a workstation that contained two calibrated medical-
grade 5 megapixel flat- panel portrait-mode displays (model C5i, Planar Systems Inc., 
Beaverton, OR), with a resolution of 2048 × 2560 pixels, typical brightness of 146 ftL, and 
3061 unique shades of grey. The radiologists wore a head-mounted eye-position tracking (ET) 
system (ASL Model H6, Applied Sciences Laboratory, Bedford, MA) that used an infrared 
beam (at temporal resolution of 60 Hz) to calculate line of gaze by monitoring the pupil and 
the first corneal reflection. A magnetic head tracker was used to monitor head position, and 
this allowed the radiologists to freely move their heads from side to side as well as toward the 
displays, up to 20 cm, at which point they were outside the range of the head tracker. The ET 
integrates eye position and head position to calculate the intersection of the line of gaze and 
the display plane. The system has an accuracy (measured as the difference between true eye 
position and computed eye position) of less than 1° of visual angle, and it covers a visual range 
of 50° horizontally and 40° vertically. 
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Prior to the beginning of each reading session, a calibration of ET was performed wherein a 3 
× 3 grid was shown on both the displays. After every five cases, the ET system was rechecked 
and if necessary, it was recalibrated, but this was only required twice at most during each 
reading session. 
After the calibration, the first (or next) case appeared on the displays wherein the left- and 
right-hand side monitors would respectively display CC and MLO view of the case. The eye 
tracker captured the X and Y co-ordinates of fixation location on ASL plane, dwell time, view, 
radiologists’ distance to the monitor, and other details. Radiologists were advised to mark the 
location of malignant lesions on the screen using a mouse-controlled cursor, along with 
providing a confidence score on the likelihood of malignancy at the location. The software had 
the capability to capture both these pieces of information on screen with the help of pop-up 
dialog boxes. Upon termination of search for a given case, the radiologists used a mouse-
controlled cursor to click on a button in the display to select the next case of their reading 
sequence and were not allowed to come back to previously assessed cases. 
 
Visual search maps of the radiologists were obtained as they assessed the cases and identified 
potential malignancies. Radiologists were asked to provide their decisions (i.e. locations of 
suspected malignancy) alongside a 5-point scale confidence score on likelihood of malignancy 
in the location of these decisions (5 being most confident 81%-100%, 1 being least confident 
1%-20%).  
 
From these mammographic images, 3 types of areas, namely Foveal Clusters (FC), Peripheral 
Clusters (PC) and Never Fixated Clusters (NFC) were extracted.  
1. Foveal Clusters (FC): FC are defined as the breast areas measuring 2.5° radial angle 
(about 160 pixels x160 pixels square area) consisting of at least 3 temporally sequential 
fixations (figure 1). FC cluster extraction algorithm involves performing: 1) A fixed 
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radius nearest neighbour algorithm using K-dimensional (KD)-tree and Bounded 
Deformation (BD)-tree (20) to obtain all clusters containing fixation points that are 
within 2.5° radial angle to each other, followed by 2) Removal of the redundant clusters 
and 3) Selection of clusters that contained at least 3 temporally sequential fixation 
points.  
 
Figure 22: Fixated Clusters (FC) are the breast areas measuring 2.5º radial angle consisting of at least 3 
temporally sequential fixations. These are highlighted with white circles. Red star indicates true 
malignancy and blue square marking indicates location where a radiologist reported a malignant finding. 
Green points and dotted lines represent the temporal visual search behavior (fixation points and the 
temporal sequencing amidst these points). The FC containing blue star in this figure on left view has been 
classified as True Positive (TP) as true cancer lies within the FC area whereas the FC containing blue star 
in right view has been classified as False Positive (FP) because no true malignancy was present within 2.5º 
radial angle area. 
 
2. Peripheral Clusters (PC): PC are defined as the breast areas within 2.5° radial angle, 
from the location of a lesion where a decision was made by radiologists, consisting of 
less than 3 temporally sequential fixations (figure 2). To extract PC clusters: a square 
of 160 pixels around the location where radiologists made a decision but had less than 
3 temporally sequential fixation points was automatically extracted from the image. 
These clusters were retrospectively checked to ensure that they contained at least one 
fixation point.  
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Figure 23: Peripheral Clusters (PC) are the breast areas within 2.5º radial angle, from a location where a 
decision was made by radiologists, consisting of less than 3 temporally sequential fixations. In this figure, 
the area shown in red circle is an example of PC. PC in this example is TP. For details of the figure 
annotations, please refer to figure 1 legend. 
 
3. Never Fixated Clusters (NFC): NFC are defined as the breast areas that did not receive 
any fixation by any of the 8 radiologists (figure 3). NFC were extracted by: 1) 
Overlaying all 8 radiologists’ visual search maps on the cases, 2) Identifying 2.5° radial 
angle areas per view per case that did not receive any fixation by any of the radiologists 
and extracting center co-ordinate for these areas, and 3) Automatically extracting these 
areas from the image. Only 1 such cluster per view per case was obtained bringing the 
total to about 240 NFCs. 
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Figure 24: Never Fixated Clusters (NFC) are the breast areas that did not receive any fixation by any of 
the 8 radiologists. This figure overlays visual search behavior of all radiologists for the case indicating areas 
that did not receive any attention by any of the radiologists. Example of NFC area is shown in pink circle. 
For details of the figure annotations, please refer to figure 1 legend. 
 
A more in-depth description of the extraction algorithm to obtain these clusters can be found 
elsewhere (6). FC, PC and NFC were then classified into 4 categories of decision outcome (true 
positive (TP), false positive (FP), true negative (TN), false negative (FN)) based on the 
accuracy of decision. NFC (all TN) clusters however were not used in modelling either decision 
outcome or confidence in such decision, but they were used in modelling attentional level. 
 
These labelled datasets were used to model radiologists’ visual search behaviour and decisions. 
The following three models of search behaviour of radiologists and their decisions were trained 
separately using a deep ConvNet, specifically ‘Inception-ResNet (V2)’ (21) with workflow 
shown in detail in figure 4:  
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Figure 25: Details of the workflow used to model radiologists’ visual search behavior and their decisions. 
 
1) Decision outcome 
2)  Confidence in the decision 
3) Attentional level (i.e. foveal, peripheral or none) obtained by an area of the 
mammogram 
  
6.2.2 Data processing and analysis 
6.2.2.1 Preparing the dataset 
The distribution of clusters per category, in our case, was non-uniform (as shown in table 1). 
Using the entire dataset would lead to a very high null-accuracy (a.k.a. “no information rate”, 
that is, the accuracy when the model has no training (dumb model) and always predicts one 
category that has highest amount of data in the dataset). For example, for attentional level (ref 
table 1), the FC category includes 10458 clusters while NFC only has only 240, leading to null-
accuracy of 88% (=10458/(10458+240+1196)), thus increasing the risk of bias or dumb model. 
For this reason, using a random sampling approach, the distribution of data for each model was 
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normalized (i.e. brought to be approximately of the same order as other categories) and only a 
subset of all available data was used in training. These are detailed in table 1.  
 
Table 7: Details of the dataset used in modelling radiologists’ visual search behaviour. 
 
Dataset Category 
Total data 
available in the 
category 
Randomized dataset used in 
modelling 
Total Count 
Training and 
validation split 
(training, 
validation) 
Attentional 
level 
FC 10458 1200 (960, 240) 
PC 1196 1196 (957, 239) 
NFC 240 240 (192, 48) 
Decision 
TN 9866 1500 (1200, 300) 
TP 224 224 (179, 45) 
FN 147 147 (118, 29) 
FP 1417 1417 (1134, 283) 
Confidence 
1 660 330 (264, 66) 
2 362 362 (290, 72) 
3 210 210 (168, 42) 
4 209 209 (167, 42) 
5 224 224 (179, 45) 
 
6.2.2.2 Pre-processing 
Adhering to the useful field of view (2.5° degree) radial angle, as described in (6), all clusters 
(obtained from processing visual search data of radiologists) were 160x160 pixel images. 
These grey-scale images that represent areas of the breast were then processed to be converted 
to coloured images using the look-up-table (LUT) approach. Prior to colour conversion, 
histogram normalization was applied to avoid any loss of information. The results of 
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normalization and colour conversion are shown in figure 5. This step was necessary because 
ConvNets are designed to work with natural images that have three channels (22).  
 
Figure 26: Stepwise results of pre-processing on clusters aimed to convert grayscale cluster images to 
colored images using the lookup table approach. 
 
6.2.2.3 Modelling visual search behaviour of radiologists and their decisions 
The models were trained and validated using the following approach.  
 
 6.2.2.3.1 K-fold cross validation 
We used a five-fold (k-fold wherein K=5) cross validation approach to match the 80%-20% 
split of the training and validation samples. The final results were calculated based on the 
average prediction matrix of these 5-fold training/validation outcomes.  
 
 6.2.2.3.2 Modelling visual search behaviour of radiologists and their decisions 
Deep ConvNet architectures, as used in this study, are layered ConvNets of different 
configurations and filter sizes (7x1, 1x7, 1x3, 3x1, 3x3 and 1x1). The ‘Inception-ResNet-v2’ 
(21) (the deep ConvNet architectures used in this study), combines 3 residual networks 
(ResNet) containing 1 Inception v4 network (figure 6). This network has shown 3.08% top-5 
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error in the ImageNet dataset (21) and has been shown to outperform Inception-v4 (albeit by a 
thin margin) and thereby all its predecessors. The hyper-parameters used were: 
 
 
Figure 27: High level architecture of deep convolution network used in modelling the behavior of 
radiologists. 
 
Learning rate: exponential decay function, initial rate 0.01, end rate 0.0001; 
Optimization function: RMSProp [(Root mean square), an adaptive learning rate method 
proposed by Geoff Hinton (23)] with moment 0.9, epsilon 1.0, decay 0.9; 
Follow the regularized leader (FTRL): accumulator value 0.1, L1 and L2 strength 0. 
 
 
In order to avoid overfitting and improve model performance, image augmentation was also 
applied. Distortion in colour (by changing the hue, contrast, saturation) and random rotation of 
images was used for augmentation. Random cropping was not used to avoid any loss of 
information (the objective of the study was to retain the cluster with information of the useful 
field of view, which is essentially the size of cluster images (160x160 pixels)).  
A very large amount of data is required to train a deep learning model. However, in our case, 
the dataset is relatively small. For this reason, we have reinforced our analysis using transfer 
learning techniques. In transfer learning, a model that was previously trained to perform a 
specific task, T1, is retrained (a.k.a. fine-tuned) to perform task T2. It has been shown that 
models are able to use the knowledge they have gained to perform T1 into performing task T2 
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(18, 19). The ImageNet (http://www.image-net.org/) dataset was used to train this model which 
was then trained further to learn specific task of predicting the 1) Attentional level; 2) Decision 
outcome and 3) Confidence in the decision made on a given location.  
During transfer learning/fine-tuning, the softmax layer (figure 6) of the pre-trained model was 
dropped and replaced with new layer due to mismatch in the number of outputs (categories) of 
the pre-trained (1000 categories, as trained with ImageNet) and the desired (fine-tuned) model 
(i.e. models for decision (4 categories), confidence in decision (5 categories) and attention level 
(3 categories)). This is a standard practice when using transfer learning.  
Most of the analysis was performed using Tensorflow and R-language. Graphical Processing 
Unit (GPU) NVIDIA GRID K520 was utilized to accelerate the training and validation 
durations.  
 
6.2.2.4 Evaluation of the model 
 6.2.2.4.1 Model performance 
The confusion matrix obtained from the model formed the basis of the evaluation. The 
averaged (of k-fold predictions) confusion matrix was analysed to obtain: 
• Per-category evaluation: We analysed Sensitivity, Specificity, Positive (PPV) and 
Negative (NPV) Predictive Value, and Accuracy (i.e. (1 − 𝑀𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛	𝑅𝑎𝑡𝑒)) 
of the model in predicting a specific category. These measures indicate how well the 
model understands and categorizes breast areas for a given specific category. 
• Overall evaluation: To evaluate the overall performance of the model, we analysed 
accuracy (i.e. (1 − 𝑀𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛	𝑅𝑎𝑡𝑒)) and confidence interval (95% CI) of 
accuracy. We also compared the model against null accuracy using hypothesis testing 
with H1: accuracy of current model is better than ‘dumb model’. To look at the 
agreement between truth and predicted class, we performed Cohen’s Kappa analysis. 
Lastly, we also analysed micro and macro precision (24), recall (24) and F-Score (24)  
for our multi-class classifiers models. 
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 6.2.2.4.2 Bias and variance analysis 
 
Bias and variance of decision outcome, confidence in the decision and attentional level 
models were also calculated using the misclassification rates, i.e., the error estimates of 
their respective k-iteration (of k-fold) training. The bias is defined as: 
𝐵𝑖𝑎𝑠 = 	∑ (𝑚𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛	𝑟𝑎𝑡𝑒)rrr 𝑘  
The variance in the error estimates is defined as: 
𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 = 	∑ [(𝑚𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛	𝑟𝑎𝑡𝑒)r − 𝐵𝑖𝑎𝑠]?rr 𝑘  
 
6.3 Results 
Our results from modelling the radiologists’ visual search behaviour and decisions are as 
follows. 
6.3.1  Decision outcome 
We noted 92% accuracy in modelling radiologists’ decisions using their visual search 
behaviour. This model was found to be statistically significantly better (p-value@0) than the 
dumb model (table 2). We have also noted a very high agreement (k=0.86) between the true 
decision outcome and the predicted decision outcome.  
Standard deviation and variance in sensitivity (standard deviation= 0.13, variance=0.01) and 
specificity (standard deviation= 0.02, variance<0.001) for all decision outcome categories were 
low. The least sensitivity was obtained for the False Negative category of decision prediction; 
perhaps not coincidently, this category had the smallest dataset.  
 
Table 8: Results from modelling radiologists’ decision outcome.  
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Predict
ed 
categor
y of 
decisio
n 
outcom
e on 
breast 
area 
Averag
e 
outcom
e of 
K(5)-
fold 
cross-
validati
on 
True category of decision 
outcome on breast area 
Measures 
based on 
average (of 
k(5)-fold 
evaluation 
Overall 
model 
measure 
True 
Positiv
e 
Decisi
on 
True 
Negati
ve 
Decisi
on 
False 
Positiv
e 
Decisi
on 
False 
Negati
ve 
Decisi
on 
True 
Positive 
Decisio
n 
30 3 6 0 
Sensitivity: 
0.77 
Specificity: 
0.98 
PPV: 0.67 
NPV: 0.99 
Accuracy: 
0.67 
Misclassificat
ion rate: 0.33 
Accuracy: 
0.92 
95% CI: 
(0.8924, 
0.9363) 
Misclassificati
on: 0. 08 
Null-
accuracy: 0.46 
P-Value: < 
2e-16 
Kappa: 0.86 
Precisionμ: 
0.92 
Recallμ: 0.92 
F1-scoreμ: 
0.92 
PrecisionM: 
0.79 
RecallM: 0.83 
F1-scoreM: 
0.81 
True 
Negativ
e 
Decisio
n 
3 285 2 7 
Sensitivity: 
0.96 
Specificity: 
0.96 
PPV: 0.95 
NPV: 0.97 
Accuracy: 
0.95 
Misclassificat
ion rate: 0.05 
False 
Positive 
Decisio
n 
11 10 270 5 
Sensitivity: 
0.91 
Specificity: 
0.96 
PPV: 0.95 
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NPV: 0.93 
Accuracy: 
0.95 
Misclassificat
ion rate: 0.05 
False 
Negativ
e 
Decisio
n 
1 2 5 17 
Sensitivity: 
0.68 
Specificity: 
0.98 
PPV: 0.59 
NPV: 0.99 
Accuracy: 
0.59 
Misclassificat
ion rate: 0.41 
 
6.3.2  Confidence in the decision 
We noted 66% accuracy in modelling radiologists’ confidence in their decisions using their 
visual search behaviour. This model was found to be statistically significantly (p-value@0) 
better than the dumb model (table 3). We have also noted moderate agreement (k=0.56) 
between the true confidence level on the decisions and the predicted confidence level on the 
decisions. Standard deviation and variance in sensitivity (standard deviation= 0.10, 
variance=0.01) and specificity (standard deviation= 0.03, variance<0.001) for all confidence 
level categories were low.  
 
Table 9: Results from modelling radiologists’ confidence in their decision. 
 
Predicted 
confidence 
in the 
radiologist’s 
Average 
of K(5) 
fold 
True confidence in 
the radiologist’s 
decision on breast 
area 
Measures based 
on average (of 
k(5)-fold 
evaluation 
Overall model 
measure 
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decision on 
breast area 
1 2 3 4 5 
1 44 12 7 6 6 
Sensitivity: 0.59 
Specificity: 0.89 
PPV: 0.67 
NPV: 0.85 
Accuracy: 0.67 
Misclassification 
rate: 0.33 
Accuracy: 0.66 
95% CI: (0.5989, 
0.7159) 
Misclassification: 
0.34 
Null-accuracy: 
0.27 
P-Value: < 2e-16 
Kappa: 0.56 
Precisionμ: 0.66 
Recallμ: 0.66 
F1-scoreμ: 0.66 
PrecisionM: 0.65 
RecallM: 0.69 
F1-scoreM: 0.67 
2 15 51 9 5 4 
Sensitivity: 0.61 
Specificity: 0.89 
PPV: 0.71 
NPV: 0.83 
Accuracy: 0.71 
Misclassification 
rate: 0.29 
3 3 4 24 3 3 
Sensitivity: 0.65 
Specificity: 0.92 
PPV: 0.58 
NPV: 0.94 
Accuracy: 0.57 
Misclassification 
rate: 0.43 
4 2 3 1 27 2 
Sensitivity: 0.77 
Specificity: 0.94 
PPV: 0.64 
NPV: 0.96 
Accuracy: 0.64 
Misclassification 
rate: 0.36 
5 2 2 1 1 30 
Sensitivity: 0.83 
Specificity: 0.94 
 149 
PPV: 0.67 
NPV: 0.97 
Accuracy: 0.67 
Misclassification 
rate: 0.33 
 
6.3.3  Attentional level 
We noted 90% accuracy in modelling deployment of radiologists’ attentional level using their 
visual search behaviour. This model was found to be statistically significantly (p-value@0) 
better than the dumb model (table 4). We have also noted very high agreement (k=0.82) 
between the true attentional level (deployed on a cluster) and the predicted attentional level 
(figure 7, 8).  
 
Figure 28: Example of breast regions that were classified as FC, PC, NFC. These are the true FC, PC and 
NFC regions.  
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Figure 8: Example of breast regions FC, PC, NFC in truth and the predicted region type (as determined by 
the classifier) shown in confusion matrix format. 
 
Standard deviation and variance in sensitivity (standard deviation= 0.02, variance<0.001) and 
specificity (standard deviation= 0.03, variance<0.001) for all attentional level categories were 
low. The lowest sensitivity was obtained for NFC category of attentional level prediction; 
perhaps not coincidently, this category had the smallest dataset (240 clusters only).  
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Table 10: Results from modelling radiologists' attentional level.  
 
Predicted 
level of 
attention 
deployed 
on breast 
area 
Average 
of K(5) 
fold cross 
validation 
True level of 
attention deployed 
on breast area 
Measures based 
on average of 
k(5)-fold 
evaluation 
Overall model 
measure 
FC PFC NFC 
FC 221 13 8 
Sensitivity: 0.91 
Specificity: 0.93 
PPV: 0.92 
NPV: 0.93 
Accuracy: 0.92 
Misclassification 
rate: 0.08 
Accuracy: 0.90 
95% CI: (0.8705, 
0.9238) 
Misclassification: 
0.10 
Null-accuracy: 
0.46 
P-Value: < 2e-16  
Kappa: 0.82 
Precisionμ: 0.90 
Recallμ: 0.90 
F1-scoreμ: 0.90 
PrecisionM: 0.82 
RecallM: 0.89 
F1-scoreM: 0.86 
PFC 17 224 11 
Sensitivity: 0.89 
Specificity: 0.95 
PPV: 0.94 
NPV: 0.90 
Accuracy: 0.94 
Misclassification 
rate: 0.06 
NFC 2 2 29 
Sensitivity: 0.88 
Specificity: 0.96 
PPV: 0.60 
NPV: 0.99 
Accuracy: 0.60 
Misclassification 
rate: 0.40 
 
6.3.4   Bias and variance of these models 
Bias and variance are the two trade-offs of a model. Bias can be represented as the 
misclassification rate, i.e., the error estimates of the model, and it is minimized by choosing a 
sufficiently large training set. The variance in the error estimates of the model indicates the 
ability to generalize (based on test dataset). In other words, high variance in the error estimates 
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implies that the performance of the model is highly dependent on the training data and the 
model does not generalize well (i.e. does not find too many outliers that effects the model 
performance). 
 
Table 11 Result of bias and variance analysis of misclassification rates (probability of error) for each 
iterator of k(5)-fold cross validation. 
 
 
Misclassification error of each iteration of 
K(5)-fold cross validation 
Average 
misclassif
ication 
rate of k-
fold 
validation 
Bias 
Standard 
Deviatio
n 
Varian
ce 
 1 2 3 4 5 
Decision 
outcome 
0.10 0.07 0.10 0.07 0.08 0.08 0.084 0.015 
0.000
2 
Confidence 
in decision 
0.25 0.32 0.38 0.40 0.35 0.34 0.339 0.060 
0.003
6 
Attentional 
level 
0.08 0.09 0.10 0.11 0.12 0.1 0.101 0.015 
0.000
2 
 
 
The benefit of using k-fold cross validation technique is that all the data has been used for both 
training and validation purposes in k-iteration of modelling the radiologists’ behaviour.  
Although there is an overlap in the training set in each of the k iterations (wherever k > 2), the 
validation set remains unique per iteration. Our results of bias and variance analysis based on 
all k-fold iterations of training of all the 3 models are shown in table 5. We observed standard 
deviations of 0.015, 0.06 and 0.015 in error estimates of 5-fold cross validation for decision 
outcome, confidence in decision and attentional level modelling respectively. The variance in 
error estimate of all our models was observed to be less than 0.004. 
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6.4 Discussion  
Detection and identification of malignancy in radiographic imaging is a learnt skill that 
radiologists acquire over the course of time. In analogy, machine learning techniques learn to 
perform a specific task based on the information (learning dataset) it is provided with. Machine 
learning techniques, specifically deep convolution neural networks, in the last 10 years have 
evolved to be really efficient in detecting and identifying everyday objects. From initial 17% 
top-5 error rate (25) when the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) 
first reported the use of ConvNet (AlexNet (25)) to now at about < 4% [e.g. Inception ResNet 
(21)] the reduction in the error rate is promising. The layered architecture of deep ConvNet is 
a multi-tiered multilayer perceptron that simulates how information is processed in the human 
visual cortex. Use of various hidden layers in such a network has also previously been 
compared to how radiologists process information (26). In both cases, recollection of all the 
steps and the weight of the factors that contributed to the final decision are not explicit and 
some factors are always hidden/endogenous (26). 
 
The benefits of understanding radiologists’ visual search behaviour and being able to predict 
some aspects of search, such as the selection of the regions to which the foveal vision is 
deployed and the characteristics of regions that influence radiologists’ decisions, are manifold. 
For example, it can be used to predict which lesions are likely to be missed during search and 
where an erroneous decision is likely to be made. This information can thus be used in 
providing more efficient training programs and second opinions during mammography 
interpretation – leading to increased accuracy of interpretation and improved health care 
experience. Artificial Neural Networks (ANN) have previously been used to predict the 
decision outcome on foveally fixated (FC) regions using energy profile characteristics of the 
regions (3, 14). This ANN model, built using feature engineering (hand crafted features), had 
about 67% accuracy in predicting true positive decisions. Error in predicting all decision 
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outcome categories varied from about 2% to 33%. In our study, we have shown that deep 
ConvNet (Inception ResNet V2) self-learnt feature network can be trained to predict decision 
outcome based on visual search behavior and that high accuracy and high agreement (k= 0.86) 
in such predictions can be achieved. 
 
Kundel and Nodine’s focal/global model (12) describes a multistage process wherein 
radiologists build a holistic view of the image (in < 2 sec (27)), identify perturbations, gather 
information through foveal vision, make a decision and terminate search reporting suspected 
cancer or absence of abnormalities. Radiologists’ holistic view of the mammographic image is 
based on information gathered using peripheral vision only as fixation/foveal attention is 
deployed afterwards. Peripheral attention is very much a covert operation, continually 
occurring and assisting in foveal deployments, thereby enabling efficient extraction of 
information (28). Also, peripheral vision despite being less-detailed, at the expense of 
increased latency (29, 30), can assist in identification (2, 29). The role peripheral vision takes 
in identification of suspected lesions in mammography is largely unexplored; however it has 
been shown that, in mammography, areas that receive direct (foveal), indirect (peripheral) or 
no attention at all are different from each other (6). In this study, we show that a ConvNet 
model does learn about characteristics that play a critical role in attention deployment and the 
level of attention a location is likely to receive (or not receive at all) can be predicted with high 
accuracy. This information can be used in the identification of malignancies that may be missed 
(FN) and it can also be used to improve CAD algorithms that sample the whole image in their 
search strategies.  
 
Confidence level in radiologists’ (binary) decision (cancer or non-cancer) is a probability score 
(of 5 levels) and is provisional – it is not an everyday practice that radiologists observe in the 
clinic. It is a laboratory measure which is asked so that the area under the (AUC) trapezoidal 
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receiver operating characteristic curve (ROC) can be plotted. It has been shown that 
radiologists’ binary decisions do not necessarily agree with the confidence levels reported (31). 
In this study, only moderate agreement between the true and predicted confidence in 
radiologist’s decision could be achieved. We theorize that perhaps it is more the endogenous 
factors of radiologists that influences the confidence in their decisions, thereby making it harder 
to model using visual search behaviors.  
 
6.4.1 Limitations 
In this study, the areas that received direct or indirect attention were extracted from each of 
eight radiologists’ visual search behavior and were pooled together to form the available 
dataset for behavior modelling. Out of this larger dataset, using a random sampling approach 
(to avoid building dumb model (as described in the Methods section)), a subset of the dataset 
was partitioned and used in the modelling. It is possible that for some categories (such as FC, 
TN) the same area (or overlapping areas) has been used more than once. This, if at all true, 
would have only occurred for FC and TN categories as there was an overlap in these categories 
amongst radiologists. We minimized the occurrence of such influences by using random 
sampling but, if occurred, this may have adversely impacted the training or validation outcomes 
for said categories.   
 
6.5 Conclusion 
We have shown the radiologists decision outcome (and the confidence in such decisions), and 
attentional level received at a given area can successfully be modelled, and high accuracy in 
such predictions can be achieved. We have also shown that there is very high agreement 
between the predicted outcome and true decision (k=0.86) and attentional level (k=0.82) and 
that all these models are statistically significantly better than ‘dumb’ models. In addition, these 
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models possess knowledge related to the radiologists’ search characteristics and decision 
making, suggesting that these are “smart” models that learn about the radiologists’ behaviours.  
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Chapter Seven 
Bridging chapter to “Can a machine learn from radiologists’ attentional level 
and their interpretation of mammograms - a deep-learning study” 
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7.1. Introduction 
 
As shown in our results from the previous study (detailed in chapters 5 and 6), a machine can 
be trained to learn the intricacies of radiologists’ a) Attentional deployment (particularly level 
of attention foveal, peripheral, and no attention at all), b) Decision outcome, and c) Confidence 
in their decision. In spite of the complexity [1-7]  and variability [8] in the visual search 
behaviour, high accuracy (more than 90%) in such modelling can be achieved. However, the 
model discussed in chapters 5 and 6 is a very naïve implementation of behavioural modelling. 
It models each aspect (attentional level, decision, confidence in decision) separately. These 
individual models do not interact with each other as well and are completely disconnected. 
While building disparate models for specific purposes are useful, they are highly impractical 
for use in certain settings such as training platforms. In that study, detailed in chapters 5 and 6, 
we only explored the possibility of use of deep learning techniques; however, feasibility, 
practicality, etc, were not accounted for.  
 
 
 Kundel and Nodine’s global/local model of perception explains the hierarchy in how 
radiologists interact with 2D medical images [9]. According to this model, during the first few 
seconds (in < 2 sec [10]) of visual interaction with a radiographic image, the observer 
recognises the holistic scene. Soon after the recognition, the observer proceeds to detect areas 
of perturbation led by saccades (rapid eye movements) and peripheral vision. Once a 
perturbation is located, the observer fixates (foveal fixation) on the area, obtains detailed 
information of region and performs heuristics (based on a priori and presented information) to 
make a local decision. The observer then continues the search to identify undetected 
perturbations in the discovery scanning phase until the ‘termination of search’ (TOS) is 
realized, i.e., radiologists have exhausted the potential perturbations based on their cognition.  
 
 
For simplicity, we will focus on modelling the search behaviour and radiologists’ decisions 
from a ‘local’ viewpoint. We envisage that if we ensemble a machine learnt model (MLM) that 
simulates the visual search behaviour and radiologist’s decisions to report cancer then that 
model should be hierarchical, that is, it should be able to determine the search behaviour (i.e. 
the level of attentional deployment) and also decisions (cognition) of radiologists 
simultaneously. In other words, the MLM of search behaviour and decisioning should be 
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hierarchical and multi-label. Use of hierarchical models are discussed in detail [11]. As a next 
step in this study, considering the feasibility and practicality of use of MLM of search 
behaviour and decisions, we aim to build a multi-label hierarchical binary tree classifier-based 
network that at its core utilizes deep convolution neural network simulating processing of 
biological visual cortex to resemble signal processing of human visual system. 
 
 
Researchers have evaluated various aspects of errors in interpretation of mammography [12-
16], from characteristics that contributes to such mistakes [16, 17] to search satisficing [15, 
18]. Specific focus to missed cancers (false negative decisions) has also been given [19], 
defining further the subclasses of missed cancers into three special non-overlapping categories: 
1) Search errors: Cancers that were not ‘looked’ at and missed during search, 2) Perception 
error: Cancers that we only briefly ‘looked’ at but dwell duration was not long enough for 
recognition to occur and 3) Decision making error: Cancers that were looked at for prolonged 
duration - enough for recognition but erroneous decision was still made. We also hypothesize 
that by specifically focussing on missed cancer and going further in determining the ‘type’ for 
missed cancer will greatly help in learning and further in improving the accuracy of 
mammographic assessment. This area is still unexplored, and we have identified this as gap in 
present research. As first step, we will aim to model the classification of missed cancer and 
determine the ‘type’ of missed cancer. 
 
In our earlier study (detailed in chapters 5 and 6), a randomized subsampling [20] technique 
was used to deal with ‘class imbalances’ in training – a scenario wherein the model get skewed 
(biased) towards the class that it sees more often (a.k.a. overfitting). It has been shown that in 
convolution neural networks, oversampling does not lead to overfitting and the effect of 
oversampling or under-sampling is minimal, especially when the model is generalizing well to 
the dataset [20]. Since our original dataset is relatively small already, subsampling is not our 
first choice. Another approach in dealing with class imbalances is to use more appropriate loss 
function than cross-entropy loss (that treats all classification errors equally). In the study 
presented in chapter 8, however, we will use entire dataset with cross entropy loss function. 
The effect of using a weighted loss function would be interesting and is considered as future 
work.  
 
In the study presented in chapter 8 we aim to build one model to simulate radiologists’ visual 
search behaviour and their decisions. We also explore the possibility of building a classifier 
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than can determine the ‘type’ of error of omission (false negatives) committed by radiologists. 
Our findings and results are detailed in chapter 8 that has been accepted for publication in the 
peer reviewed journal ‘Journal of Digital Imaging’ in December 2018 and is currently in press 
[21]. 
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Abstract 
 
Background 
Visual search behaviour and the interpretation of mammograms have been studied for errors 
in breast cancer detection.  We aim to ascertain whether machine-learning models can learn 
about radiologists’ attentional level and the interpretation of mammograms. We seek to 
determine whether these models are practical and feasible for use in training and teaching 
programs.  
 
Methods 
Eight radiologists of varying experience levels in reading mammograms reviewed 120 two-
view digital mammography cases (59 cancers). Their search behaviour and decisions were 
captured using a head mounted eye-tracking device and software allowing them to record their 
decisions. This information from radiologists was used to build an ensembled machine-learning 
model using top-down hierarchical deep convolution neural-network. Separately, a model to 
determine type of missed cancer (search, perception or decision making) was also built. 
Analysis and comparison of variants of these models using different convolution networks with 
and without transfer learning was also performed. 
 
Results 
Our ensembled deep-learning network architecture can be trained to learn about radiologists’ 
attentional level and decisions. High accuracy (95%, p-value@0 [better than dumb/random 
model]) and high agreement between true and predicted values (kappa=0.83) in such modelling 
can be achieved. Transfer learning techniques improve by <10% the performance of this model. 
We also show that spatial convolution neural networks are insufficient in determining the type 
of missed cancers.  
 
Conclusion 
Ensembled hierarchical deep convolution machine-learning models are plausible in modelling 
radiologists’ attentional level and their interpretation of mammograms. However, deep 
convolution networks fail to characterize the type of false negative decisions.  
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Manuscript 
 
8.1 Introduction 
Breast cancer is not only the most commonly diagnosed cancer but also most common cause 
of death by cancer in women worldwide [1-3]. Mammography, the breast imaging modality of 
choice for cancer detection, due to its limitations [4], presents about 7-12% [5] of false positives 
and 4-34% [6] of false negatives. The reported sensitivity and specificity of mammography is 
70–90% and 60–80% respectively [7]. Use of adjunct imaging techniques still only improves 
sensitivity (85-93%) and specificity (70-85%) slightly [4, 7]. These statistics highlight the need 
to understand how radiologists interact with mammograms (visual search), how they arrive at 
their decisions (cognition), and what factors affect the errors in their interpretation of 
mammograms.  
 
The radiologists’ interaction with mammograms is conducted by means of the highly efficient 
human visual system, consisting of lens of varying resolution capabilities that is highest at the 
fovea-centralis (fovea) and decreases rapidly as one moves towards the para-fovea (periphery) 
[8]. This allows for inhomogeneous sampling of the scene, wherein different areas of the 
mammogram receive different levels of attention (detailed (foveal vision), less detailed ( 
peripheral vision)). Visual search has been actively researched since 1962 [9], exploring 
perceptual aspects such as search patterns [8, 10-12], search strategies [13], errors in 
interpretation [14-18], characteristics of regions that attracted radiologists’ attention [19] and 
its effect on radiologists’ decision [19-22], and satisfaction of search [23]. A global/local 
perception model [24] has been proposed describing the process of conducting the 
inhomogeneous sampling of mammograms (identifying perturbations, gathering information 
through foveal and peripheral vision) and making a decision (reporting suspected cancer or 
absence of abnormalities). However, there has not been enough focus on how we can use the 
knowledge of attentional deployment and the interpretation of mammograms to improve the 
accuracy of mammographic assessments.  
 
Direct application of this knowledge can be used in improving training and teaching platforms 
for radiologists. We hypothesize that the focus of training should go beyond understanding 
characteristics of malignancies and learning to differentiate cancer from other abnormalities 
(or normality). We believe that these training and teaching programs should bring more 
transparency in how radiologists interact with mammograms - enabling radiologists to be more 
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conscious about their attentional deployment and assisting them to develop an efficient visual 
search strategy from early on. It has been shown that the combination of visual search behavior 
and characteristics of fixated mammographic regions can be used to determine the likelihood 
of whether a cancer will be missed and/or an erroneous decision will be made [25]. The deep-
convolution neural network (hereby referred as ConvNet), a specialized class of deep machine 
learning technique, used in Mall et al.  study [25] is a very naïve implementation that builds a 
separate model for search behavior and radiologists’ decisions. It is important to evaluate 
whether ensembling individual models into a unified model is feasible and practical. Favorable 
outcome of such evaluations implies that training modules can be more customized to cater to 
radiologists’ search behaviors and to focus not only on ‘where’ errors were made but also on 
‘why’ errors occurred (e.g. missed during search (not fixated)). There is a possibility that the 
feedback of training modules can be more versatile, thus allowing for richer learning 
experience amidst radiologists. 
  
False negatives (FN) are the ‘white elephants’ of mammographic interpretation. It has been 
shown that nearly 25% of FNs are caused by radiologists not ‘looking’ at the location of the 
cancer (i.e. missed during search, termed as ‘search error’) [14]. Other 35% of FNs have been 
associated with radiologists ‘looking’ at them but not for long enough (less than 1 second [26] 
termed as ‘perception error’), whereas the remaining errors of omission have been attributed 
to ‘decision making errors’ i.e. incorrectly interpreting the finding or actively dismissing it 
[14]. This is another area where improvement can be imparted by building more effective 
training programs by specifically focusing on areas that are likely to lead to FNs. The ability 
to determine if a FN will be search, perception or decision-making error will allow training 
programs to specifically cater to these errors in teaching effective diagnosing techniques.  
 
In this study, we focus on building, evaluating and comparing various machine-learning models 
(MLM) that a) Simulate radiologist’s attentional levels and decisions (hereby referred as iALD) 
and b) Determine sub-types of FN. Studies [11] have shown that radiologists visual search map 
(a.k.a. eye-scan path) are not reproducible, i.e., the same radiologist looking at the same case 
and in the same setting may follow different search maps, and despite having different search 
maps, radiologists can arrive at same decisions. For this reason, we are not focussing on 
modelling radiologists search map but only radiologist’s attentional levels and decisions. 
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8.2 Materials and Methods 
This study is a fully-crossed multi-reader multi-case visual search study of digital 
mammography involving 120 two-view (craniocaudal [CC] and mediolateral oblique [MLO]) 
cases (59 cases depicting cancer, of which only 43 were visible in both views) obtained from 
a routine screening program using a Selenia full-field digital mammography system (Hologic 
Inc, Marlborough, MA). Eight Mammography Quality Standards Act-certified (MSQA) 
radiologists of varying experience levels participated in the study. 
 
Ground truth was established by a separate MSQA certified breast radiologist, who did not 
participate as an observer in this study, using pathology reports and additional imaging. All 
cancer cases were biopsied, and all normal cases had a follow up of 2 years.  
 
8.2.1 Study Protocol 
The radiologists wore a head-mounted eye-position tracking (ET) system (ASL Model H6, 
Applied Sciences Laboratory, Bedford, MA) that used an infrared beam (60 Hz temporal 
resolution) to calculate line of gaze by monitoring the pupil and the first corneal reflection. A 
magnetic head tracker was used to monitor head position, and this allowed the radiologists to 
freely move their heads from side to side as well as toward the displays, up to 20 cm, at which 
point they were outside the range of the head tracker. The ET integrates eye position and head 
position to calculate the intersection of the line of gaze and the display plane. The system has 
an accuracy (measured as the difference between true eye position and computed eye position) 
of less than 1° of visual angle, and it covers a visual range of 50° horizontally and 40° vertically. 
 
The radiologists’ workstation contained two calibrated 5 megapixel flat-panel portrait-mode 
displays (model C5i, Planar Systems Inc., Beaverton, OR), with a resolution of 2048 × 2560 
pixels, typical brightness of 146 ftL and 3061 unique shades of grey. Radiologists were seated 
60 cm from the workstation. Prior to the beginning of each reading session, a calibration of ET 
was performed wherein a 3 × 3 grid was shown on both the displays. After every five cases, 
the ET system was rechecked and if necessary, it was recalibrated, but this was only required 
twice at most during each reading session. After the calibration, the first (or next) case appeared 
on the displays wherein the left- and right-hand side monitors would respectively display CC 
and MLO views of the case.  
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The eye tracker captured the visual search map (VSM), X and Y co-ordinates of fixation 
locations on ASL plane, dwell time, view, and other details. Radiologists were advised to mark 
the location of perceived malignant lesions on the screen using a mouse-controlled cursor. 
Upon termination of search for a given case, the radiologists used a mouse-controlled cursor 
to click on a button in the display to select the next case of their reading sequence and were not 
allowed to come back to previously assessed cases.  
 
In this study, each radiologist assessed all the 120 two-view cases in a different randomized 
order in two separate sessions that lasted about an hour each. Each radiologist completed their 
session (pertaining to this study) prior to their scheduled work shift. The radiologists reading 
environment was the same as their work reading setup – the only difference was that 
radiologists wore eye tracking gear whilst participating in the study.  
 
8.2.2 Definition of attentional levels 
Based on the level of attention deployed on various mammographic regions, using radiologists’ 
VSM, 3 types of areas, namely Foveal Areas (FA), Peripheral Areas (PA) and Never Fixated 
Areas (NFA) were extracted from the mammograms.  
 
1. Foveal Areas (FA): FA are breast areas measuring 2.5° radial angle (about 160 pixels 
x160 pixels) consisting of at least 3 temporally sequential fixations (figure 1). FA  
extraction algorithm involves performing: 1) Elimination of fixation points that had 
dwell duration less than 100 ms [8, 26, 27], 2) Fixed radius nearest neighbour algorithm 
using K-dimensional (KD)-tree and Bounded Deformation (BD)-tree [28] to obtain all 
areas containing fixation points that are within 2.5° radial angle to each other, followed 
by 3) Removal of the redundant areas and 4) Selection of only areas that contained at 
least 3 temporally sequential fixation points.  
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Figure 29: Foveal Areas (FA) are the breast areas measuring 2.5º radial angle consisting of at least 3 
temporally sequential fixations. These are highlighted with white circles. Red star indicates true 
malignancy and blue square mark indicates location where a radiologist reported a malignant finding. 
Green points and dotted lines represent the temporal visual search behavior (fixation points and the 
temporal sequencing amidst these points). The FAs (total 2) containing blue star in this figure on right view 
have been classified as True Positive (TP) as true cancer lies within the FA area. 
 
2. Peripheral Areas (PA): PA are the breast areas within 2.5° radial angle from the 
location where a decision was made by the radiologists, consisting of less than 3 
temporally sequential fixations (figure 2). PA defines the area where radiologists 
“looked” (fixated) but did not dwell long enough (< 300 ms [8, 26, 27]) within 2.5º 
around the center of the mark to allow for the formation of a fixation area. To extract 
PA : squares of 160 pixels around the location where the radiologists made a decision 
but had less than 3 temporally sequential fixation points were automatically extracted 
from the image. These areas were retrospectively checked to ensure that they contained 
at least one fixation point.  
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Figure 30: Peripheral Areas (PA) are breast areas within 2.5º radial angle from a location where a decision 
was made by radiologists, consisting of less than 3 temporally sequential fixations. In this figure, the area 
shown in red circle is an example of PA. PA in this example is TP. For details of the figure annotations, 
please refer to figure 1 legend. 
 
3. Never Fixated Areas (NFA): NFA are the breast areas that did not receive any fixation 
by any of the 8 radiologists (figure 3). NFA were extracted by: 1) Overlaying all 8 
radiologists’ VSMs on the cases, 2) Identifying 2.5° radial angle areas per view per 
case that did not receive any fixation by any of the radiologists and extracting center 
co-ordinates for these areas, and 3) Automatically extracting these areas from the 
image. Only 1 such area per view per case was obtained, totaling about 240 NFAs. 
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Figure 31: Never Fixated Areas (NFA) are breast areas that did not receive any fixations by any of the 8 
radiologists. This figure overlays visual search behavior of all radiologists for the case indicating areas that 
did not receive any attention by any of the radiologists. Example of NFA area is shown in orange circle. 
For details of the figure annotations, please refer to figure 1 legend. 
 
 
8.2.3 Definition of decision outcome 
Regions of mammogram were classified into following 4 categories as follows: 
 
1. True Positive (TP): A marked region was classified as TP if it contained a true 
malignant lesion within 2.5° radius from the location of radiologist’s mark. 
2. False Positive (FP): A marked region was classified as FP if it did not contain a true 
malignant lesion within 2.5° radius from the location of radiologist’s mark. 
3. True Negative (TN): A fixated region was classified as TN if it both a) did not contain 
a true malignant lesion within 2.5° radius from the center of fixation, and b) it was not 
marked as malignant by a radiologist. 
4. False Negative (FN): A region was classified as FN if it contained a true malignant 
lesion, but the radiologist failed to place a mark within 2.5° radius from the center of 
the lesion. 
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8.2.4 Experiments  
We conducted the study in two separate experiments “Modelling of Attentional Level and 
Decisions (iALD)” and “Modelling for Missed Cancers (MC)”. Both these experiments present 
a specific deep-network architecture that heavily utilizes ConvNet (figure 4). We chose 
ConvNet as core component of our network because it is a biologically-inspired multilayer 
perceptron that simulates the visual cortex.  
 
Figure 32 Pictorial representation of high level architecture of deep convolution neural network 
 
 
Out of several ConvNet architectures, we chose following 5 contemporary networks for our 
analysis: 
 
1. Residual Network (ResNet) 152 [29] 
2. Inception ResNet V2 [30] 
3. Inception V4 [30] 
4. Neural Architecture Search Network (NASNet) [31] 
5. Visual Geometry Group Network (VGGNet) 19 [32] 
 
Our dataset is relatively smaller (details in section 8.2.4.1) than more widely used datasets 
where ConvNet models have excelled (ex. ImageNet [30]). Transfer learning, a machine 
learning reinforcement technique, is used to retrain a model (a.k.a. fine-tune) that was 
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previously trained to perform a specific task T1, to perform a new task T2. It has been shown 
that models are able to use the knowledge they have gained to perform T1 into performing task 
T2 [33, 34]. This is especially true if there is an overlap in either the domain of the dataset 
and/or nature of task/activity (T1/T2). Negative learning, a side-effect of transfer learning, 
wherein the retrained model does not learn enough to perform task T2 but instead gets confused 
and performs poorly (as compared to trained from scratch on dataset of T2) has also been 
reported [35].  
 
To understand the effect of various ConvNet architectures, and also the effect of transfer 
learning on our network and its learning, we built, analysed and compared the networks in both 
of our experiments using each of these 5 ConvNet separately, with and without transfer 
learning leading us to 10 (=5*2) training and evaluation exercises of each experiment. 
 
Details of iALD and MC experiments and their networks are as follows: 
 
1. iALD 
The purpose of this experiment is to understand if an ensembled MLM can learn about the 
intricacies of visual attentional levels and if this model, with reasonably high accuracy, can 
predict specifics of interaction of radiologists with mammograms (i.e. the level of attention 
deployment on mammographic region) or accuracy of radiologists’ decisions. We aim to 
ensemble this model in a hierarchical layered architecture (figure 5) and focus primarily on 
‘local’ aspect of image perception. The iALD model network is defined as top-down 
hierarchical classifier known as ‘Local Classifier Per Node’ [36] and is also a multi-label 
(multi-topic) classifier. 
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Figure 33 Network architecture of iALD models. Nodes with symbol ‘⺫’ are the ConvNet nodes. 
 
2. MC 
The purpose of this experiment is to determine the nature of missed cancers and to be able to 
characterise ‘type’ (search, perception, decision making) of cancers that were missed. The 
network used for this model is shown in figure 6.  
 
 
Figure 34 Network architecture of MC models. Nodes with symbol ‘⺫’ are the ConvNet nodes. 
 
 
 184 
Each experiment entailed the following four steps: 
 
8.2.4.1 Dataset collection 
In total, we had 10458 FA, 1196 PA and 240 NFA regions of mammogram which, based on 
the accuracy of decision outcome, were further classified into 10106 TN, 224 TP, 147 FN, and 
1417 FP decision areas.  
 
8.2.4.1.1 iALD 
All regions extracted from radiologists’ VSM (10458 FA, 1196 PA and 240 NFA) were used 
in modelling iALD. We acknowledge that there is a class imbalance in our dataset. It has been 
shown that in convolution neural networks, oversampling does not lead to overfitting and the 
effect of oversampling or under-sampling is minimal, especially when the model is 
generalizing well to the dataset [37]. Given that our dataset is very small already, we opted to 
use the entire dataset instead of sub-sampling/down-sampling it. 
 
8.2.3.1.2 MC 
All 147 FN regions were only perception (81) and decision making errors (66) (as they were 
extracted from FA areas). Regions where search errors occurred were extracted separately by 
overlaying true cancer over VSM of each radiologist. True cancers that did not intersect with 
any FA were extracted programmatically. In total 445 FN due to search error were observed. 
All 592 (147+445) FNs were used to model MC. 
 
8.2.3.2 Data pre-processing 
Adhering to the useful field of view (2.5° radial angle), as described in [19], all regions were 
160x160 pixels grey-scale images. These images were then converted to obtain coloured 
images using the look-up-table (LUT) approach. Prior to colour conversion, histogram 
normalization was applied to avoid any loss of information. The results of normalization and 
colour conversion are shown in figure 7. This step was necessary because ConvNets are 
designed to work with natural images that have three channels [38].  
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Figure 35: Two examples of each attentional level area type (FA, PA, and NFA) showing both the original 
area image obtained from grayscale mammographic image and the color converted image (obtained by 
applying normalization and color conversion using lookup table approach). 
 
 
8.2.3.3 Training and validation methodology   
 
Training 
A subset of image augmentation techniques, namely, distortion in colour (by changing the hue, 
contrast, saturation) and random rotation of the images, were applied to avoid overfitting and 
improve model performance. Random cropping was omitted to retain information of the useful 
field of view, which is essentially the size of the regional image (160x160 pixels).  
 
Validation 
We used a k-fold cross validation (wherein K=5) approach to validate MLMs. K=5 was chosen 
to match the 80%-20% split of the training and validation samples. The final results were 
calculated based on the average prediction matrix of these 5-fold training/validation outcomes.  
 
Random sampling approach was used to split the dataset into 5 (K) folds ensuring that the 80-
20 split was retained across all classes. We did this to ensure that there was enough sample in 
the validation set for each class to conduct reasonable evaluation of the model across all 
categories.  
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Tensorflow and R-language software frameworks were used for modelling and analysis. 
Accelerated computing was also utilized with aid of Graphical Processing Unit (GPU) NVIDIA 
GRID K520.  
 
8.2.3.4 Evaluation of model 
Each model was evaluated based on following criterion: 
 
8.2.3.4.1 Model performance criterion 
The confusion matrix obtained from the model forms the basis of the evaluation. The averaged 
(of k-fold predictions) confusion matrix was analysed to obtain: 
 
 8.2.3.4.1.1 Per-category evaluation:  
We analysed Sensitivity, Specificity, Positive (PPV) and Negative (NPV) Predictive 
Value, and Accuracy (i.e. (1 − 𝑀𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑛	𝑅𝑎𝑡𝑒)) of the model in predicting a 
specific category. These measures indicate how well the model learns and categorizes 
breast areas for a given specific category. 
 
8.2.3.4.1.2 Overall evaluation:  
To evaluate the overall performance of the model, we analysed accuracy (i.e. (1 −𝑀𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑛	𝑅𝑎𝑡𝑒)) and confidence interval (95% CI) of accuracy. We also 
compared the model against null accuracy (a.k.a. no information rate, defined as the 
accuracy when the model is dumb and predicts only one class [arguably with highest 
amount of data in the dataset]) using hypothesis testing with H1: accuracy of current 
model is better than ‘dumb model’. To look at the agreement between truth and 
predicted class, we performed Cohen’s Kappa analysis and also conducted statistical 
significance testing of per class accuracy and overall accuracy. The McNemar’s test 
was used for per-class accuracy evaluation whereas for overall accuracy evaluation one 
sided exact binomial test was used. 
We also analysed micro and macro precision [39], recall [39] and F-Score [39]  for our 
multi-class classifiers models (part of iALD and MC). Exact match ratio (a measure 
that allows the calculation of accuracy in correct labelling for multi-label/multi-topic 
classifier) [39] and Hamming loss (a measure to calculate error in labelling for multi-
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label/multi-topic classifier) [39] were calculated to evaluate iALD model for 
effectiveness in multi-labelling (a.k.a. multi-topic, for attentional level and decision 
outcome). Precision [39], recall [39] and F-Score [39] of each sub-layer of iALD model 
were also evaluated to measure performance (hierarchical model evaluation).  
 
8.2.3.4.2 Bias and variance analysis 
Bias and variance of iALD and MC model were also calculated using the misclassification 
rates, i.e., the error estimates of their respective k-iteration (of k-fold) training. The bias is 
defined as: 𝐵𝑖𝑎𝑠 = 	∑ (𝑚𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛	𝑟𝑎𝑡𝑒)rrr 𝑘  
The variance in the error estimates is defined as: 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 = 	∑ [(𝑚𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛	𝑟𝑎𝑡𝑒)r − 𝐵𝑖𝑎𝑠]?rr 𝑘  
 
8.3 Results 
8.3.1 iALD 
As shown in figure 5, the iALD model is logically divided into two layers: 1) attentional level 
and 2) decision. For simplicity of data presentation, the corresponding binary levels were 
merged into their respective logical layers (level 1 and 2 into attentional level, and level 3 and 
4 into decision layer). 
 
The null accuracy for attentional level was 0.879 and prevalence for FA, PA, and NFA were 
0.8790, 0.10084, 0.020168 respectively. Our results of evaluation of interim attentional level 
classifier are shown in tables 1 and 2. The range of accuracy observed in training 10 different 
models of iALD was 0.88 to 0.96. Whilst training from scratch did not lead us to statistically 
significant results that were better than the dumb model, using transfer learning improved the 
efficiency the models (of all 5 ConvNets) enough to be significantly better (p-values: ~0 to 
0.03). Overall Inception ResNet and ResNet performed better than other ConvNets. ResNet 
with transfer learning led to very high agreement (kappa=0.81) between the true and predicted 
values of attentional levels whereas Inception ResNet was at good agreement (kappa=0.77). 
The second level, pertaining to decision classification, was based on the efficiency of 
attentional level, as this was the parent layer. This layer characterised the model network as 
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multi-label/multi-topic. Performance of this layer is effectively performance of the overall 
model - shown in table 3.  iALD model results in accurately determining decision for FA and 
PA are shown in tables 4 and 5 respectively.   
 
 
 
Use of 
Transfe
r 
Learnin
g 
Accuracy 
(95% 
Confidence 
Interval) 
Is model 
better 
than 
'dumb 
model'? 
(p-value) 
Agreement 
between 
predicted and 
true values 
Kappa 
(Mcnemar's 
Test[p-value]) 
Micro 
Precision
/Recall/F
-Score* 
Macro 
Precisi
on 
Macro 
Recall 
Macro 
F-Score 
Inception 
ResNet 
No 
0.87 
(0.8598, 0.8871) 
0.71 0.556 (<2e-16) 0.87 0.57 0.68 0.62 
Yes 
0.95 
(0.9392, 0.9572) 
≅0 0.77 (<1.5e-03) 0.95 0.45 0.8 0.58 
Inception 
No 
0.88 
(0.867, 0.8938) 
0.4 0.04 (<2e-16) 0.88 0.72 0.35 0.47 
Yes 
0.89 
(0.8815, 0.9066) 
0.01 0.23 (<2.2e-16) 0.89 0.44 0.45 0.44 
ResNet 
No 
0.88 
(0.867, 0.8938) 
0.66 0.56 (<2e-16) 0.88 0.58 0.71 0.63 
Yes 
0.96 
(0.9464, 0.9632) 
≅0 0.81 (<2e-8) 0.96 0.44 0.88 0.58 
NASNet 
No 
0.88 
(0.8661, 0.8926) 
0.47 0.03 (<2e-16) 0.88 0.49 0.34 0.4 
Yes 
0.89 
(0.8797, 0.905) 
0.02 0.21 (<2e-16) 0.89 0.45 0.44 0.45 
VGG No 
0.88 
(0.8661, 0.8926) 
0.47 0.01 (NA) 0.88 0.96 0.34 0.5 
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Yes 
0.89 
(0.8789, 0.9042) 
0.03 0.20 (<2.2e-16) 0.89 0.47 0.43 0.45 
Table 12: Detailed results of iALD model evaluation in determining attentional level. Lists measures to 
evaluate the model performance across all classes (FA, PA, NFA). Micro precision, recall and F-score result 
in the same value (by equation). * Micro precision, recall and F-score results in the same values (by 
equation). 
 
 
Use of 
Transfer 
Learning 
Type of 
attentional 
level 
Sensitivity Specificity 
Positive 
Predictive 
Value 
Negative Predictive 
Value 
Inception 
ResNet 
No 
FA 0.9 0.9 0.98 0.54 
PA 0.8 0.95 0.63 0.98 
NFA 0.33 0.93 0.1 0.99 
Yes 
FA 0.97 0.88 0.98 0.81 
PA 0.81 9.97 0.77 0.98 
NFA 0.63 0.99 0.49 0.99 
Inception 
No 
FA 1 0.02 0.88 1 
PA 0.01 1 0.6 0.9 
NFA 0.04 1 0.8 0.98 
Yes 
FA 1 0.16 0.9 1 
PA 0.1 1 0.78 0.91 
NFA 0.25 1 0.8 0.98 
ResNet 
No 
FA 0.9 0.9 0.99 0.54 
PA 0.81 0.94 0.62 0.98 
NFA 0.42 0.98 0.11 1 
Yes 
FA 0.97 0.94 0.99 0.81 
PA 0.85 0.97 0.79 0.98 
NFA 0.81 0.98 0.53 1 
NASNet 
No 
FA 1 0.02 0.88 1 
PA 0 1 0.25 0.9 
NFA 0.02 1 0.33 0.98 
Yes 
FA 1 0.15 0.9 1 
PA 0.9 1 0.76 0.91 
NFA 0.02 1 0.79 0.98 
VGG 
No 
FA 1 0 0.88 1 
PA 0 1 0.9 0.89 
NFA 0.02 1 1 1 
Yes 
FA 1 0.15 0.9 1 
PA 0.9 1 0.72 0.91 
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NFA 0.21 1 0.77 0.98 
Table 13: Detailed results of efficiency of iALD model evaluation in determining each class i.e. FA, PA, 
NFA of attentional level. Lists per-class measures of the model performance. 
 
 
 
 
Use of 
Transfer 
Learning 
Accuracy 
(95% Confidence 
Interval) 
Is model 
better than 
'dumb 
model'? (p-
value) 
Agreement 
between 
predicted and 
true values 
Kappa 
(Mcnemar's 
Test[p-value]) 
Exact 
Match 
Ratio 
Hamming 
Loss 
Inception 
ResNet 
No 
0.8648           
(0.8503, 0.8784) 
≅0 0.65 (2.2e-16) 0.86 0.02 
Yes 
0.9459     
(0.9361, 0.9545) 
≅0 0.828 (NA) 0.95 0.01 
Inception 
No 
0.8714 
(0.8573, 0.8846) 
0.13 0.54 (NA) 0.87 0.02 
Yes 
0.884 
(0.8705, 0.8966) 
≅0 0.58 (2.2e-16) 0.88 0.02 
ResNet 
No 
0.8665 
(0.851, 0.88) 
≅0 0.66 (2.2e-16) 0.87 0.02 
Yes 
0.9463 
(0.9365, 0.9549) 
≅0 0.83 (8.7e-8) 0.94 0.01 
NASNet 
No 
0.8702 
(0.856, 0.8834) 
0.18 0.53 (NA) 0.87 0.02 
Yes 
0.8832 
(0.8696, 0.8958) 
0.002 0.57 (NA) 0.88 0.02 
VGG No 
0.8698 
(0.8556, 0.8831) 
0.178 0.53 (NA) 0.87 0.02 
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Yes 
0.8824 
(0.8687, 0.895) 
0.002 0.58 (NA) 0.88 0.02 
Table 14: Results of hierarchical iALD model’s (both attentional and decision layers combined) 
performance in accurately determining radiologists’ attentional levels and decisions. 
 
 
 
 
Use of 
Transfer 
Learning 
 Sensitivity Specificity 
Positive 
Predictive 
Value 
Negative 
Predictive 
Value 
Precision Recall F-Score 
Inception 
ResNet 
No 
TP 0.52 0.98 0.24 0.99 0.68 0.93 0.78 
FP 0.82 0.99 0.66 0.99 0.96 0.93 0.94 
TN 0.99 0.76 0.92 0.97 0.99 0.99 0.99 
FN 0.77 1 0.76 0.99 0.93 0.93 0.93 
Yes 
TP 0.54 1 0.68 0.99 0.83 0.93 0.88 
FP 0.88 0.99 0.83 1 0.98 0.94 0.96 
TN 0.99 0.9 0.98 0.98 0.99 0.99 0.99 
FN 0.71 1 0.85 0.99 0.93 1 0.96 
Inception 
No 
TP 0.17 1 0.93 0.97 0.71 0.93 0.81 
FP 0.37 1 0.93 0.96 0.82 0.93 0.87 
TN 0.96 0.96 0.99 0.79 0.99 0.99 0.99 
FN 0.34 1 0.87 0.97 0.89 0.86 0.88 
Yes 
TP 0.19 1 0.93 0.97 0.71 0.93 0.81 
FP 0.42 1 0.93 0.97 0.82 0.93 0.87 
TN 0.96 0.96 0.99 0.8 0.99 0.99 0.99 
FN 0.36 1 0.87 0.98 0.89 0.86 0.88 
ResNet 
No 
TP 0.56 0.98 0.24 0.99 0.68 0.93 0.78 
FP 0.86 0.99 0.66 1 0.96 0.93 0.94 
TN 0.99 0.76 0.92 0.98 0.99 0.99 0.99 
FN 0.78 1 0.76 1 0.93 0.93 0.93 
Yes 
TP 0.55 1 0.68 0.99 0.68 0.93 0.78 
FP 0.92 0.99 0.76 1 0.96 0.93 0.94 
TN 1 0.9 0.98 0.99 0.99 0.99 0.99 
FN 0.77 1 0.8 1 0.93 0.93 0.93 
NASNet No 
TP 0.17 1 0.93 0.97 0.71 0.93 0.81 
FP 0.36 1 0.93 0.96 0.82 0.93 0.87 
TN 0.96 0.96 0.99 0.79 0.99 0.99 0.99 
FN 0.33 1 0.87 0.98 0.89 0.86 0.88 
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Yes 
TP 0.18 1 0.94 0.97 0.71 0.93 0.81 
FP 0.41 1 0.93 0.96 0.82 0.93 0.87 
TN 0.96 0.96 0.99 0.8 0.99 0.99 0.99 
FN 0.36 1 0.87 0.98 0.89 0.86 0.88 
VGG 
No 
TP 0.16 1 0.94 0.97 0.71 0.93 0.81 
FP 0.37 1 0.93 0.96 0.82 0.93 0.87 
TN 0.96 0.95 0.99 0.79 0.99 0.99 0.99 
FN 0.32 1 0.87 0.98 0.89 0.86 0.88 
Yes 
TP 0.19 1 0.94 0.97 0.71 0.93 0.81 
FP 0.42 1 0.93 0.96 0.82 0.93 0.87 
TN 0.96 0.96 0.99 0.78 0.99 0.99 0.99 
FN 0.36 1 0.87 0.98 0.89 0.86 0.88 
Table 15: Results of hierarchical iALD model in accurately classifying radiologists’ decisions on items 
predicted as “FA” attentional class in penultimate layer. 
 
 
 
Use of 
Transfer 
Learning 
Type of 
decisions 
in PA 
Sensitivity Specificity 
Positive 
Predictive 
Value 
Negative 
Predictive 
Value 
Precision Recall 
F-
Score 
Inception 
ResNet 
No 
TP 0.23 1 0.73 0.97 0.82 0.96 0.88 
FP 0.79 0.98 0.78 0.98 0.99 0.97 0.98 
Yes 
TP 0.47 0.99 0.67 0.99 1 1 1 
FP 0.86 0.99 0.84 0.99 1 1 1 
Inception 
No 
TP 0.67 0.95 0.02 1 1 1 1 
FP 0.5 0.94 0 1 1 1 1 
Yes 
TP 0.5 0.96 0.04 10.8 0.8 0.8 0.8 
FP 0.79 0.94 0.12 1 0.95 0.95 0.95 
ResNet 
No 
TP 0.23 1 0.71 0.97 0.77 0.96 0.85 
FP 0.79 0.98 0.79 0.98 0.99 0.95 0.97 
Yes 
TP 0.41 1 0.74 0.98 0.74 0.96 0.83 
FP 0.85 0.98 0.82 0.99 0.99 0.94 0.97 
NASNet 
No 
TP 0 0.94 0 1 NA NA NA 
FP 0.33 0.94 0 1 1 1 1 
Yes 
TP 0.57 0.96 0.04 1 NA NA NA 
FP 0.82 0.94 0.12 1 1 1 1 
VGG 
No 
TP 0 0.96 0 1 NA NA NA 
FP 1 0.94 0 1 1 1 1 
Yes TP 0.57 0.96 0.04 1 NA NA NA 
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FP 0.77 0.94 0.11 1 1 1 1 
Table 16: Results of hierarchical iALD model in accurately characterising radiologists’ decisions on items 
predicted as “PA” attentional class in penultimate layer. 
 
The iALD model, similar to attentional level model, performed statistically significantly better 
with transfer learning and showed no sign of negative transfer learning in any of the ConvNets. 
Inception ResNet and ResNet, however, were statistically significantly better than ‘dumb 
model’ both with and without transfer learning (table 3). Performance of both Inception ResNet 
and ResNet, with transfer learning, was comparable (0.9459 and 0.9463 respectively). Both 
Inception ResNet and ResNet showed good agreement (0.65 and 0.66 respectively) without 
transfer learning, but agreement was improved to very good agreement (0.828 and 0.83 
respectively) with transfer learning. Both these models (with transfer learning) performed well 
in accurately determining radiologists’ attentional levels and decisions, as exact match ratios 
were observed to be 0.95 and 0.94 respectively, making Inception ResNet only marginally 
better at multi-labelling. The hamming loss for both these models was relatively lower (0.01) 
than other models (0.02) (table 3). 
 
We noted that Inception, NASNet and VGG without transfer learning did not learn much about 
the radiologists’ attentional levels and radiologists’ decisions and they were mostly ‘dumb’ for 
our dataset.  
 
The maximum bias in iALD (attentional level) modelling across all 50 (=5 ConvNet * 2 (with 
and without transfer learning * 5 (k-fold)) training/validation was 0.12 (Inception, NASNet 
and VGG all without transfer learning), minimum was for ResNet (0.04) [with transfer 
learning] followed by Inception ResNet [with transfer learning] (0.05) (table 6). The variance 
across k-fold training iteration of these two models were 2.80E-05 and 9.80E-06 respectively. 
 
 Model Type 
Use of Transfer 
Learning 
Range of 
Accuracy 
Bias Variance 
Inception 
ResNet 
iALD 
Attentional 
Level 
No (0.85,0.88) 0.12 1.00E-04 
Yes (0.91, 0.96) 0.05 2.80E-05 
Missed Cancer 
No (0.80,0.82) 0.2 5.60E-05 
Yes (0.7,0.92) 0.19 5.30E-03 
Inception No (0.87,0.88) 0.12 6..4E-7 
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iALD 
Attentional 
Level 
Yes (0.88, 0.9) 0.11 1.50E-05 
Missed Cancer 
No (0.76,0.84) 0.21 7.30E-04 
Yes (0.64,0.79) 0.25 2.90E-03 
ResNet 
iALD 
Attentional 
Level 
No (0.86,0.88) 0.12 4.80E-05 
Yes (0.95,0.96) 0.04 9.80E-06 
Missed Cancer 
No (0.79,0.84) 0.19 3.20E-04 
Yes (0.78,0.88) 0.18 1.20E-03 
NASNet 
iALD 
Attentional 
Level 
No (0.87, 0.88) 0.12 2.10E-07 
Yes (0.88,0.89) 0.11 1.60E-05 
Missed Cancer 
No (0.75,0.83) 0.22 7.80E-04 
Yes (0.70, 0.88) 0.19 5.10E-03 
VGG 
iALD 
Attentional 
Level 
No (0.87, 0.88) 0.12 7.60E-08 
Yes (0.88, 0.89) 0.11 1.20E-05 
Missed Cancer 
No (74, 77) 0.24 1.00E-04 
Yes (0.79,0.83) 0.19 1.40E-04 
Table 17: Results of bias and variance analysis of both radiologist’s attentional levels and decision (iALD) 
and Missed Cancer (MC) models across k-fold training-validation iteration.  
 
8.3.1 MC 
Our results from MC modelling are shown in tables 7 and 8. The observed null accuracy was 
0.75 with prevalence for search, perception and decision-making errors set as 0.75, 0.13 and 
0.11, respectively. We noted that while the observed accuracy of all the 10 MC models we 
trained ranged from 0.75 to 0.82, none of these models were statically significantly better than 
‘dumb’ models (table 7). ResNet with transfer learning was only marginally significantly (0.82, 
p-value=0.05) better than ‘dumb’ model (0.75) (table 7). The agreement between predicted and 
true class of MC varied widely across models observing between poor agreement (kappa(VGG 
without transfer learning)=0.13), moderate agreement (kappa (Inception ResNet with transfer 
learning)=0.51, kappa(Inception with transfer learning)=0.55, kappa(ResNet without transfer 
learning)=0.40, kappa(ResNet with transfer learning)=0.47) and kappa(NASNet with transfer 
learning)=0.46) and fair agreement for other models (table 7). 
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Use of 
Transfer 
Learnin
g 
Accuracy 
(95% 
Confidenc
e Interval ) 
Is 
model 
better 
than 
'dumb 
model'
? (p-
value) 
Agreement 
between 
predicted 
and true 
values 
Kappa 
(Mcnemar'
s Test[p-
value]) 
Micro 
Precision/Recall/F
-Score* 
Macro 
Precisio
n 
Macr
o 
Recal
l 
Macr
o F-
Score 
Inceptio
n 
ResNet 
No 
0.81 
(0.7314, 
0.8793) 
0.08 
0.38  
(<4.3e-4) 
0.81 0.68 0.49 0.57 
Yes 
0.81 
(0.722, 
0.8722) 
0.12 0.51 (0.89) 0.81 0.63 0.62 0.62 
Inceptio
n 
No 
0.79 
(0.7033, 
0.858) 
0.23 
0.22 
(<1.5e-05) 
0.79 0.82 0.43 0.57 
Yes 
0.75 
(0.6665, 
0.98288) 
0.55 
0.36 
(<0.16) 
0.75 0.59 0.52 0.56 
ResNet 
No 
0.81 
(0.7293, 
0.8782) 
0.08 
0.40 
(<1.3e-3) 
0.81 0.72 0.51 0.6 
Yes 
0.82 
(0.7409, 
0.8863) 
0.05 
0.47 
(<0.03) 
0.82 0.64 0.54 0.59 
NASNet 
No 
0.78 
(0.6941, 
0.8507) 
0.3 0.16 (NA) 0.78 0.92 0.41 0.56 
Yes 
0.81 
(0.7314, 
0.8793) 
0.08 0.45 (0.05) 0.81 0.66 0.56 0.61 
VGG 
No 
0.76 
(0.6756, 
0.8362) 
0.46 0.13 (NA) 0.76 0.7 0.4 0.5 
Yes 
0.79 
(0.7103, 
0.858) 
0.23 0.20 (0.02) 0.79 0.52 0.46 0.49 
Table 18: Results of MC models in determining types of false negatives across all classes (search, perception 
and decision). * Micro precision, recall and F-score results in the same values (by equation).  
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Use of 
Transfer 
Learning 
Error Type Sensitivity Specificity 
Positive 
Predictive 
Value 
Negative 
Predictive 
Value 
Inception 
ResNet 
No 
Search 1 0.37 0.83 1 
Perception 0.31 0.98 0.71 0.9 
Decision 0.15 0.98 0.5 0.9 
Yes 
Search 0.91 0.68 0.9 0.71 
Perception 0.56 0.93 0.52 0.93 
Decision 0.38 0.95 0.45 0.93 
Inception 
No 
Search 1 0.17 0.8 1 
Perception 0.12 1 0.1 0.88 
Decision 0.15 1 0.67 0.9 
Yes 
Search 0.88 0.55 0.86 0.62 
Perception 0.31 0.87 0.28 0.9 
Decision 0.38 0.97 0.62 0.93 
ResNet 
No 
Search 0.99 0.38 0.82 0.92 
Perception 0.25 0.98 0.67 0.89 
Decision 0.3 0.98 0.67 0.92 
Yes 
Search 0.97 0.51 0.86 0.88 
Perception 0.5 0.96 0.67 0.93 
Decision 0.15 0.97 0.4 0.9 
NASNet 
No 
Search 1 0.1 0.77 1 
Perception 0.06 1 1 0.87 
Decision 0.15 1 1 0.91 
Yes 
Search 0.96 0.48 0.85 0.78 
Perception 0.56 0.95 0.64 0.93 
Decision 0.15 0.98 0.5 0.9 
VGG 
No 
Search 0.98 0.1 0.77 0.6 
Perception 0.6 0.98 0.33 0.87 
Decision 0.15 1 1 0.9 
Yes 
Search 0.98 0.52 0.86 0.88 
Perception 0.25 0.93 0.36 0.89 
Decision 0.15 0.97 0.4 0.9 
Table 19: Results of MC model evaluation in determining the type of MC errors for each type of false 
negative. 
 
 197 
MC modelling experiment did not provide us any reasonable results. We also observed the 
effect of negative transfer learning in case of Inception (accuracy of 0.79 without and 0.75 with 
transfer learning) and Inception ResNet (accuracy of 0.813 without and 0.805 with transfer 
learning) models. For all other models, transfer learning improved the accuracy but arguably 
the models were still random (p-value > 0.05). The bias in MC models across 5 (k-fold) 
iterations ranged from 0.18 to 0.25 (mean=0.21, mode=0.19) (table 6). The variance on the 
other hand spanned from 0.0001 to 0.0053 with mean variance 0.00017 (table 6). 
 
8.4 Discussion 
Efficient search of medical images is an acquired skill. Novice readers are more prone to make 
errors due to inefficient search strategies (e.g. search error) [14, 40] than their experienced 
peers – who tend to make more interpretation (perception) and decision (cognition) mistakes 
[41]. Visual search behavior can provide a useful source of feedback to inexperienced 
radiologists, allowing upskilling of their search stretegies [42]. Training to build an efficient 
search strategy by appliying vision and perception can be multifaceted. Whilst referencing 
others’ search patterns is useful in learning [42], learning from one’s own errors is instrumental 
as well. In other words, feedback is essential.   
 
In this study, we focussed on evaluting whether a machine can be taught about radiologists’ 
attentional levels and their interpretation of mammogram. The reasoning behind our pursuit is 
to explore the intricacies of search, perception and conginition errors and, using this acquired 
knowledge, build cutomized training programs that can provide versatile information leading 
to enhanced learning experience.  
 
MLM have previously been used in modelling mammographic interpretations by using 
handpicked features of spatial frequency analysis using artificial neural network [43]. 
Temporal dynamics of search behaviour have also been modelled using Support Vector 
Machine [44] indicating search behaviours are distinguisher of expertise. We have shown that 
our iALD model of attentional level and decisions can, with significantly better accuracy and 
very good agreement between truth and predicted value (Inception ResNet with transfer 
learning, accuracy=95%, p-value@ 0, k=0.83), determine multiple facets of search behaviour 
and perception (specially level of attention deployment and outcome of radiologists’ decision). 
We have also shown that these models are not just random models that perform well by chance, 
but they are statistically significantly better than random models. This has been missing in the 
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present literature, as accuracy (a.k.a. correct classification rate, or (1-misclassification rate)) 
has been used to evaluate the models. Whilst accuracy is an important measure, it can be 
misleading by itself (e.g. sample of 1 cancer per 100 cases would lead to 99% accuracy). The 
other benefit of our model is reduced selection bias due to use of deep-learning technique that 
learns features from the ‘source’ itself as compared to other models [43, 44] that used a 
preselected set of features - forcing the model to learn from limited information that we think 
is relevant.  
 
We note that accuracy of iALD models are better as compared to individual models of 
attentional level and decisions. The accuracy of iALD attentional level model is @ 96% [30] 
whereas independent ConvNet attentional level model is 90% [30]. Similarly, the accuracy of 
radiologists’ iALD decisions is @ 95% [30] where as independent ConvNet decision model is 
92% [30] [25]. We also noted that iALD learnt better in both positive and negative prediction 
of decisions across all decision types (TP, FP, TN, FN) as compared to individual decision 
models [25] as sensitivity, specificity, PPV and NPV were all higher than ones reported by 
Mall et al [25]. As for attentional level prediction of iALD, we noted that positive prediction 
of FA and negative prediction of both PA and NFA was higher. We also show that ensembled 
models for radiologists’ attentional levels and decisions are feasible and in agreement with 
previous modelling efforts [25, 43]. 
 
Training one iALD model, on GPU, requires several days of training (< 1 week) as we trained 
6 models ensembled together for 5 folds. The computation complexity in iALD model, as 
expected, increases as compared to individual models (as per Mall et al.  study [25]) however 
the increment is proportional. MC model training was relatively faster requiring approximately 
a day’s worth of computation.  
 
 
MC 
Our MC results are indictive of the complexity in determining the type of errors for missed 
cancers. Type of false negatives (search, perception and decision making) are a more 
deterministic categorization on retrospection (i.e. once recognized as MC). With iALD model 
we have shown that occurrences of false negative (MC) due to perception and decision making 
errors can be determined using MLM models (Inception ResNet (with transfer learning) 
PPV=0.85, NPV=0.99, ResNet is similar too) (table 2). Two factors, namely,1) whether the 
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cancer was looked at and if so 2) how long it was dwelled on, are used to deterministically 
categorize MC into search, perception and decision making errors. Dwell time on fixated area 
is the differentiator for perception and decision-making errors. It has been shown that dwell 
time statistically significantly affects attentional level and decision outcome [19] but this is 
more an attribute of the reader/radiologist than mammographic area. We hypothesize that 
perhaps not enough can be said about dwell duration simply from a region of mammography. 
We infer this hypothesis because sensitivity and PPV in classifying missed cancers was 
reasonably high but we fail to model ‘why’ (the type of MC)  (table 4). It is also possible that 
we simply don’t have enough data to teach the model about MCs or even that our model is not 
suitable for this problem space and that we need machine learning techniques that are more 
spatial-temporal like structured-Recurrent Neural Network  [45] or other variants of ConvNets 
[46]. 
 
 
Limitations 
Given the high null accuracy of iALD model, small size and high-class imbalance in our 
dataset, it is hard to ascertain how generalizable the model is (and how ‘well’ it has learned). 
Deep learning techniques learn to perform reasonably okay with small-medium datasets (when 
assisted with transfer learning, as shown in our results), however to generalize the model and 
excel in its understanding, very large (of the order of millions of samples) training data is 
warranted.  
 
Radiologists read CC and MLO views of each case side by side. These are the views of the 
same breast albeit in different projections. Radiologists search behaviour on these views were 
treated independently. We acknowledge that more suitable approach would have been to 
transform their search map on each view onto a single plane to more accurately determine areas 
that received attention. This is more complex as we need to retain both spatial and temporal 
integrity of search behaviour during such transformation. This will be considered in future 
work. 
 
 
8.5 Conclusions 
We have shown that top down multi-label hierarchical classifier of deep convolution neural 
network can be trained to learn about visual radiologists’ attentional levels and decisions. 
 200 
Highest accuracy and agreement (between true and predicted values) in modelling such 
behaviour is achieved by using ConvNets variant Inception ResNet (accuracy=0.95, p-
value=≅0, kappa=0.828, hamming-loss=0.01) and ResNet (accuracy=0.95, p-value=≅0, 
kappa=0.83, hamming-loss=0.01) by reinforcing the network with transfer learning techniques. 
We also showed that spatial ConvNets are insufficient in modelling to determine types of 
missed cancers. We theorize that more spatial-temporal variants of deep network architectures 
might be more suitable for this task. 
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Abbreviations 
CC: Craniocaudal View 
MLO: Mediolateral Oblique View 
ET: Eye Tracking 
VSM: Visual Search Map 
FA: Foveal Area 
PA: Peripheral Area 
NFA: Never Fixated Area 
TP: True Positives 
FP: False Positives 
TN: True Negatives 
FN: False Negatives 
MLM: Machine Learning Models 
ConvNet: Deep Convolution Neural Network  
ResNet: Residual Network 
NASNet: Neural Architecture Search Network 
VGGNet: Visual Geometry Group Network 
iALD: (Eye) Attentional level and Decision 
MC: Missed Cancer  
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9.1 Introduction 
 
In 2018, as per Breast Cancer Network Australia (BCNA) current statistics, 50 new people will 
be diagnosed with breast cancer every day in this country [1]. This account for about 30% of 
all new cancer cases that will be diagnosed that year. The majority (85%) of breast cancer cases 
surfaces in women with no history of breast cancer, with most significant risk factors being a) 
gender (woman) and b) age (older women are at a greatest risk) [1, 2]. These facts highlight 
the dreadful nature of this disease. By introducing some of the advanced medical imaging 
techniques (e.g. Mammography) and procedures into cancer detection and diagnosis settings, 
early detection has been possible. The mortality rate due to breast cancer has begun to decline 
in the last 10 years [2]. However, the current mortality and survival rates are still not ideal. 
 
Mammography offers an opportunity to medical practitioners to visualize unwanted 
developments in breast tissues and to discern these developments as cancerous (or not). But 
due to the tissue overlap effect it often presents an obscure two-dimensional gray-scale view 
of the breast that is very difficult to interpret [3-5]. Lack of definitive and easily distinguishable 
characteristics among normal, benign (non-cancerous) and malignant (cancerous) tissues 
makes interpretation of mammograms harder. Visual search studies have explored radiologists’ 
search behaviour to understand how radiologists interact with mammograms and how decisions 
are made. Accuracy of mammographic assessment heavily relies on a) the quality with which 
breast images are presented [6] and b) radiologists’ interaction with the image and their 
decision about the presence of abnormalities [7-11]. In this chapter we discuss the results from 
the studies completed in this thesis that focus on the latter of the two factors, i.e., radiologists’ 
interaction with mammograms and their decisions about the presence of malignancy.  
 
 
9.2 Search patterns and attentional level 
Visual search of suspected malignancies requires radiologists to detect, inspect and identify the 
perceived perturbations in order to gather sufficient information to make a decision about the 
case. Radiologists’ decisions of presence of malignancy (or lack thereof) are based on this 
information. This process is intensive, complex and often cognitively overloaded [12]. 
Cognitive overload is more commonly observed in reading dense breasts wherein due to tissue 
overlap effect and low X-ray attenuation differences amongst various parts of parenchyma, 
interpretation becomes very challenging (see figure 2 of chapter 1) [13].  
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Visual scanning is non-uniform and inhomogeneous. Our results have shown that radiologists’ 
eyes are more attracted towards areas with higher information content as opposed to redundant 
areas [14]. This suggests that task-specific scanning, to some extent, is influenced by the level 
of information content in the scene [14]. The effect of information content on task-specific 
scanning is very similar to the case of casual looking at the scene [14-17]. 
 
Figure 1 shows the visual search behaviour of 4 radiologists reading the same case. The case 
(shown in Figures 1 and 2) was correctly diagnosed by all 8 radiologists and the malignant 
lesion, visible in both views, was correctly localized by all radiologists in both MLO and CC 
views. It would be reasonable to say that this case was relatively easy to diagnose. Radiologists’ 
search patterns still varied. It is evident from radiologists’ search maps that some areas of the 
mammogram are of no interest to the radiologists (see Figure 2). There is also some level of 
similarity to which areas radiologists find most interesting and paid detailed (foveal) attention 
to (e.g. see Figure 1, areas around spiculated malignant lesion). This led to the hypothesis that 
features of an area affect the attentional deployment to that area. In the first study of this thesis, 
we explored and validated this hypothesis by conducting feature analysis of areas that received 
a) Direct (Fixation Cluster [FC]); b) Indirect (Peripheral Clusters [PC]) and c) No attention at 
all (Never Fixated Clusters [NFC]). About 3000 features including global and local features 
(extracted from 2nd, 3rd and 4th order spectrum analysis) were extracted per area of interest. 
These features were then clustered to identify a subset of statistically significantly different 
features. As per our results (summary shown in table 1) energy profiles (i.e. entropy, Shannon 
energy and log energy of both spectral and non-spectral properties) of these areas were 
statistically significantly different to each other (more details in table 6 in chapter 4). Our 
results also show that energy profiles of NFCs are similar to those of the total breast area and 
vary widely, containing less information as compared to FC and PC (see figure 7 of chapter 4).  
Notably, in our dataset, all malignant lesions were inspected with detailed vision by one or 
more radiologists asserting that there is always something ‘interesting’ about malignant lesions 
(see chapter 4).  
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Figure 36: Shows visual search maps and decisions of 4 different radiologists interpreting same case. Top 
left and top right show the search behaviour of experienced radiologists, whereas bottom left and bottom 
right show search maps of inexperienced radiologists. In these search maps, the green stars denote fixation 
points and yellow labels on them indicate temporal sequencing of these points. The green dotted lines 
highlight the temporal sequence between fixations. The green circles around green star indicate the relative 
duration of dwell (wider the circle longer the dwell). Red star shows presence of true malignancy and blue 
square box indicates location where radiologists identified a malignancy. The blue square also contains a 
number in centre indicating radiologist’s confidence in their decision. White circles here show fixation 
clusters, which are groups of 3 or more temporally sequential fixation points that lie with on 2.5° radial 
angle distance.  
 
 
Table 20 Overall results from pairwise comparison of features for FC, PC, NFC areas indicating whether 
features were statistically significantly different or not (with the corresponding p-value rounded to 3 
decimal places). 
Pair-wise 
clusters 
Entropy  
(p-value) 
Shannon 
Energy  
(p-value) 
Log Energy 
(p-value) 
Log Energy of power 
spectrum at 0.6 cycle/degree 
frequency scale and 0° 
orientation  
(p-value) 
FC vs. PC Yes Yes Yes Yes 
0 0 0 0 
FC vs. NFC No Yes Yes No 
-0.052 0 0 -1 
PC vs. NFC Yes Yes Yes Yes 
0 0 0 0 
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Figure 37 All 8 radiologists search maps and decisions overlaid on the case shown in Figure 1.  
 
In line with previous findings, we noted that experienced radiologists covered less areas and 
terminated search quicker, whereas inexperienced radiologists explored lot more areas and took 
longer to complete their search of the image [18]. Figure 1 shows the visual search behaviour 
of two experienced and two inexperienced radiologists reading the same case. It is interesting 
to note the similarity of the search patterns amongst experienced radiologists. This thesis did 
not explicitly study and compared the regions fixated by experienced radiologists as opposed 
to their inexperienced peers. However, it is evident from previous findings and our data set 
(e.g. Figure 1) that experienced radiologists are more strategic in their search patterns [7-11, 
18-20]. The results of the attentional deployment level studied in this thesis are representative 
of a mixed pool of radiologists with varying experience levels. However, examples from our 
dataset (figures 1, 4 and 5 of chapter 1) are precursory to exploring the effects of experience 
on attentional deployment level on various parts of mammograms. Search error rates are also 
known to improve with experience, which should be explored further in ‘expert radiologists’ 
models (i.e. models trained with expert radiologists search behaviour) [21-23]. 
 
Search behaviours are spatial-temporal distributions. Dwell time, the temporal attribute of 
visual scanning, has been extensively studied for its role in search behaviour and radiologists’ 
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decisions [7, 8, 18, 24, 25]. Similar to previous studies, in this thesis, dwell time was considered 
as an essential yet independent attribute of search behaviour.  
 
9.3 Decisions and effects of features on decisions 
 
Perception of a scene is a complex process involving eye and brain co-ordination. Information 
presented to the radiologists forms the basis of their decision e.g. a large spiculated mass is 
unlikely to be classified as clustered micro-calcifications. As the features get increasingly 
inseparable and difficult to distinguish, the perception and cognition of the scene becomes more 
challenging. The analysis of the effect of features on radiologists’ decisions as conducted in 
this thesis shows a statistically significance effect of features on radiologists’ decisions and 
their confidence in the decision (see tables 4, 5 and 6 in chapter 4). It was previously shown 
that the wavelet energy profile of regions where true positive (TP) decisions were made was 
statistically significantly different from the wavelet energy profile of regions that were missed 
(false negatives) due to perception and decision making errors [26-28]. As per results of this 
thesis, at least 4 features, i.e. energy profiles of various forms and dwell time of FC areas 
statistically significantly influenced radiologists’ decisions [14]. These FC were the areas that 
were given direct attention, i.e., detailed foveal attention. Only 1 feature of regions that 
received indirect (less detailed) attention was found to have statistically significantly 
influenced radiologists’ decisions. One possible explanation for the reduction in the number of 
features that influenced radiologists’ decisions could be the level of attention that was deployed 
on the region – meaning not enough information was extracted from PC areas (due to less 
attention).  
 
 
9.4 Machine learning and search behaviour 
Results from studies compiled in this thesis show that features of an area are an essential and 
contributory factor that guides radiologists’ search behaviours and their decisions. These 
results are encouraging and raise the possibility of applying knowledge derived from search 
behaviour into improving the clinical accuracy of detection of breast cancer. If a machine 
learning model can be taught to determine the level of attentional deployment and radiologists’ 
decisions, then it can be used in training and teaching. This knowledge can also be combined 
with detection systems such as Computer-Aided Detection (CADe) or machine learning based 
systems for lesion detection and classification, such as those presented in [29, 30], for their use 
as a means for second opinion in clinical setting. In line with these thoughts, deep-convolution 
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neural network (ConvNet) based models were taught to determine aspects of attentional 
deployment, decisions and confidence in the decisions [31, 32]. Results from this study (see 
chapter 6) indicate that the ConvNet models of attentional deployment and decisions can be 
successfully built and high accuracy and high agreement (between true and predicted value) in 
such predictions can be achieved.   
 
Prior work has shown that if ConvNet generalizes well then class imbalance does not lead to 
overfitting [33]. For this reason, in the extension research of study 2 (chapter 6), we used all 
the dataset available for modelling purposes in study 3 (see chapter 8), which led us to an 
overall 4% improvement in accuracy in modelling search behaviour and decisions along with 
improvements in Standards for Reporting of Diagnostic Accuracy Studies (STARD) measures 
such as sensitivity and specificity specifically for attentional level FC and PC (Some STARD 
measures such as specificity, NPV improved for NFC as well, however, sensitivity of NFC 
decreased from 0.88 to 0.81). Henceforth, our results show that machine learning techniques 
can be used to model search behaviour. We have shown that a single model for radiologist’s 
search behaviour and decisions can be built that may be more practical for use and may even 
perform better as compared to individual models for each aspect (attentional level, decision 
etc.) (see chapter 6 and 8). 
 
 
The results of model evaluation as conducted in the second and third studies of this thesis (see 
chapter 6 and 8), to our knowledge, have been exhaustive, i.e., included all standard measures 
of model evaluation [34]. These models have been tested with standard k-fold (k=5) cross 
validation techniques. Accuracy is not a true measure to evaluate model performance as it can 
often be misleading (see chapter 8). Both the a) individual (study 2, detailed in chapter 6) and 
b) ensembled (study 3, detailed in chapter 8) models were statistically significantly better than 
dumb models but the null information rate (i.e. accuracy of a ‘dumb’ model that will always 
classify each sample to the class with highest prevalence in sample set – a model always 
predicting presence of cancer, on use on a sample containing 99% cancer will indicate accuracy 
of 99%) for ensembled model almost doubled in comparison to that of the individual model, 
due to forgoing subsampling. The Kappa statistics, indicating that agreement between true and 
predicted value of search behaviour dropped in the ensembled model. Both these models of 
search behaviour and decisions have their own limitations and strengths, but the challenge 
remains in quantifying which model is superior, given the variability in both models and source 
dataset (one randomly subsampled and other based on full data). These are the common 
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challenges of deep learning networks where exposure to ‘knowledge’ (in other words ‘abstract 
concepts’) as seen by the machine is hidden and only known to the hidden layers of the model.   
 
A small dataset to learn from is one of the shortcomings (discussed further in limitations section 
of this chapter) of studies focussed on machine learning modelling (see chapter 6 and 8). 
Although low to medium size datasets (in the order of tens of thousands of samples) are 
reasonable (specially with transfer learning approaches as used in these studies reported here) 
for modelling, ideally very large datasets (of the order of millions of samples) are desired. We 
explored avenues to mitigate the risk of poor learning due to small dataset by using transfer 
learning techniques and have shown that using transfer learning techniques leads to up to 10% 
improvement in the accuracy of the model (see chapter 8). We have also shown that transfer 
learning does not lead to negative affect in re-training an object classifier (originally trained 
for tasks pertaining to classifying objects in ImageNet dataset) to perform classification of 
aspects of search behaviour and decisions (chapter 8).  
 
Our results are based on data obtained in the lab with observational environment configured to 
closely resemble a clinical setting as much as possible. The ability to produce similar 
experimental results has been classified into three categories a) Reproducibility (different team 
and data, different experimental setup), b) Replicability (different team and data, same 
experimental setup) and c) Repeatability (same team and data, same experimental setup) [35]. 
Replicability poses certain challenges in machine learning experiments [36] because a lot of 
learning is derived from the data that varies for each replication of the experiment. In addition, 
given that our training dataset is relatively small and represents a) Radiologists in a similar 
group albeit of varying experience levels and b) Patients of same demographics, variability 
introduced by data sources is not well studied in this thesis. In machine learning solutions, 
especially in supervised learning approaches, specific focus is given in building diverse dataset 
so that these variabilities can be accounted for and the model is generalized.  
 
 
In truth the radiologists’ search behaviours, perception and decision making, are influenced by 
not only the scene but also other factors such as observers’ past experiences [8], environment 
[37], various biases such as search satisficing [38], anchoring [39] etc. In this thesis, the 
mammographic area and features are given more weightage than any of these other factors. A 
person who has never seen a duck is unlikely to find the famous ‘rabbit vs duck’ visual paradox 
challenging (see figure 1 of chapter 2) and may simply classify the image as rabbit. In 
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radiology, specifically mammography, lack of definitive breast structure  (unlike chest x-ray 
for example) and difficulties in distinguishing grey-scale differences amongst cancerous and 
non-cancerous tissues [13],  may increase the occurrence of a similar paradox, namely, the risk 
of error (both false positives and false negatives) due to inexperience or insufficient exposure 
(e.g. due to low prevalence of certain type of cancers) to malignancy is high.  
 
False negatives of cancer diagnosis are arguably greater issues than false positives, as in the 
former a cancer is left undetected risking patients’ lives. Search, perception and decision 
making are three types of errors defined to classify false negatives (see chapters 7 and 8) [22]. 
In this thesis, we have explored the possibility of modelling false negatives too; however our 
results were not favorable (chapter 8). Most of our ConvNet based missed cancer models were 
very random and no better than a dumb model. We suspect that it is because the temporal 
aspects of search behaviour are the key attribute that defines these FN error classes, but these 
were not used in the modelling effort [14]. Further investigation into missed cancer may 
involve more complex machine-learning algorithms that are can model both spatial and 
temporal characteristics (discussed further in future works section) [40, 41]. Using feature 
based model (such as support vector machine) may well be another alternative approach which 
might lead us to more accurate models, especially given that we have shown that certain 
mammographic features statistically significantly influence radiologists’ features [14] (see 
chapter 4).  
 
9.4.1 Benefits of modelling search behaviour 
As discussed in detail in chapter 2, specifically “section 2.5 Visual search in medical imaging”, 
mammograms are not self-explanatory. Experienced radiologists in reading mammograms are 
required to analyse and assess mammograms to report presence or absence of malignancy. 
Studies have been conducted into automatically detecting cancer in mammograms, however, 
as discussed in detail in section “9.4 Machine learning and search behaviour”, use of these 
techniques are only limited to providing a second opinion [29, 30].  
 
As a result, radiologists are critical in the interpretative process that not only requires a 
mammogram but also an interaction with the radiologists, underscoring the need to model 
radiologists search behaviour and decision outcomes.  
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9.5 Application of knowledge of search behaviour  
As discussed in section 9.3, knowledge of search behaviour can be applied into improving 
teaching and training programs by assisting radiologists into developing efficient search 
strategies and also in improving their diagnostic accuracy.  
 
The scope of using search behaviour as second opinion in clinical setting is also not explored 
in this thesis. Use of second opinion is a common practice in the clinical setting that is 
sometimes carried out a) As per need; and b) Mandated by clinical protocol (e.g. clinical 
protocol of the country [42]). Obtaining a second opinion is time and cost intensive as it 
requires twice as many resources. Computer-aided detection (CADe) has been developed to 
reduce inefficiency arising from need of additional opinions [43, 43a]. However, due to high-
false positives, successful adaptation of CADe in clinical settings has been limited [44]. Except 
for a couple of studies [43a, 45], these techniques have not utilized the knowledge of search 
behaviour. Naji et al. in their recent study explored the possibility of combining the CAD with 
attentional information obtained from search behaviour that they termed as “collaborative 
CAD” [45]. This study mainly focussed on chest X-ray and MRI, and mammography was not 
explored. Having said that, this is an interesting first step into exploring the collaborative use 
of search behaviour and CAD. Augmentation of CAD, search behaviour and perceptual 
feedback [7, 8] would be yet other areas of exploration into application of search behaviour to 
improve diagnostic accuracy of radiologists. 
 
9.6 Significant findings 
Based on the results obtained from the studies compiled in this thesis, the following significant 
findings were noteworthy: 
• It has previously been shown that casually looking at a scene is influenced by the level 
of information content in the scene [15-17]. This thesis confirms that task-specific 
searches are also influenced by the level of information content in the scene [14] (see 
chapter 4). 
• Radiologists’ eyes are attracted towards areas with higher information content than to 
areas containing lesser information [14]. It is also shown that the energy profiles of 
areas that do not receive any attention are very similar to energy profiles of total breast 
area (see chapter 4).  
• Features (primarily energy profiles of various forms) of areas that receive direct, 
indirect and no attention are statistically significantly different to each other’s (see 
chapter 4).  
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• Radiologists’ decisions and their confidence in the decisions are, to some extent, 
influenced by features of areas where the decision was made [14] (see chapter 4). 
• Deep convolution neural networks can successfully be used to model radiologists’ 
search behaviour and their decisions reporting breast cancer. These models can be 
statistically significantly better than random/dumb models that can lead to high 
accuracy and high agreement between true and predicted values of both search 
behaviour and decisions [31, 32] (see chapter 6).  
• Deep convolution neural networks themselves cannot classify missed cancer 
successfully. These trainings have resulted into random models that are statistically 
significantly not much better than dumb models that always predict one class (of 
highest prevalence in dataset) irrespectively (see chapter 8). 
• Use of transfer learning in search behaviour and decision modelling may result into up 
to 10% more accurate models. It has also been shown that re-training to learn about 
search behaviour and decisions from general object classification (e.g. ImageNet) is 
mostly positive and does not lead to negative transfer learning effects.  
 
 
9.7 Implications 
Our findings improve current understanding of radiologists’ search behaviour and their 
decisions. We believe that the scope of application of knowledge of radiologists’ search 
behaviour has expanded:  
• By showing that features of an area effect radiologists’ search behaviour and their 
decisions to report breast cancer, we have confirmed that search behaviours are not 
completely arbitrary or only observer dependent. This implies that, to some extent, 
using mammograms, it would be possible to determine radiologists’ attentional level 
and decision on certain mammographic areas. 
• Application of search behaviour in Computer Aided Detection (CADe) also seems 
promising. Based on our results, we believe, augmented with the knowledge of search 
behaviour, high false positives of CADe may be reduced.  
• In line with the previous two points, our results suggest the possibility of use of search 
behaviour into automated second opinion solution by means of systems such as CADe 
or other deep-learning based solutions. 
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9.8 Limitations 
The studies compiled in this thesis had the following limitations: 
• In this thesis search behaviour has purely been driven by locations where radiologists 
fixated and identified malignancy. Both mediolateral oblique (MLO) and craniocaudal 
(CC) view of the same breast were treated as being independent. In truth these are views 
of same breast that radiologists interpret side by side. The possibility of transforming 
radiologists’ search map from one view onto another would be one possible approach 
which may lead to more accurate classification of areas that received direct, indirect or 
no visual attention at all. This is more complex and requires preliminary studies to 
explore and evaluate the possible approaches of transformation such that the spatial and 
temporal dynamics of search behaviours are intact.  
• In this thesis the study of indirect attention was driven by areas that were not directly 
fixated but where a decision was made (i.e. lack of at least 3 temporally sequential 
fixation points but presence of at least one fixation point). This is a retrospective 
definition of indirect attention (i.e. derived from decision) and was used purely for 
simplicity. Radial angular view defines the direct visual attention (2.5° radial angle) 
and the peripheral (remaining 70°) attention [14-17, 46-51] (see figure 3 of chapter 2). 
A more prospective definition of peripheral cluster can be given by means of the radial 
angle and the drift from direct/central vision. This is more complex as the transition 
from foveal to peripheral vision needs to be quantified and a threshold (currently 
commonly accepted threshold of 2.5° radial angle) needs to be used to outline and split 
foveal vs peripheral vision from the continuous Gaussian like distribution of visual 
acuity of retina [52-54] (also see figure 2 of chapter 2).  
• The results of behaviour modelling (chapter 6 and 8) are based on a very small dataset 
of 120 cases from 8 radiologists’ search behaviour, i.e. up to 12,000 mammographic 
areas of 2.5° radial angle view. Due to the subsampling approach employed in study 2 
to solve the class imbalance problem (chapter 6), the available dataset in the first 
training efforts was further reduced (see chapter 6)[33] leading to an available pool of 
only 3,000 mammographic areas. This was the limitation of the second study (i.e. the 
first modelling approach) described in chapter 6. In the second modelling study (chapter 
8), subsampling was not used in favour of full dataset. However, using a weighted loss 
function to deal with the class imbalance problem could be another possible approach 
that we have not explored in this thesis. 
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• As discussed in previous point, the dataset used this study is small compared to very 
large dataset that is more commonly used in machine learning modelling approaches 
for better learning and generalization purposes.  
• Another important limitation of the models built in this thesis is that they are very 
‘local’. A general understanding of global/local model of perception [43b, 55] is   that 
the detail attention ensues from the global impression. However, for simplicity the 
global impression was not utilized in our efforts of modelling.  
 
9.10 Future Work 
Based on the results of this thesis, the following future studies are possible: 
• Investigating a transformation technique to convert search behaviour from one view 
(e.g. CC) onto the other (e.g. MLO) while still maintaining spatial-temporal integrity is 
an interesting possible research. This might lead us to more accurate classification of 
fixated and not fixated cluster. 
• Exploring textural and other complex spatial features in addition to the features 
explored in this thesis, i.e. spectral properties and grey-level co-occurrence matrix 
properties (see chapter 4, table 1) of mammographic areas could be another possible 
avenue for future research. 
• Our results also suggest the possibility of using feedback, both from expert radiologists 
or radiologists’ own search behaviour into training and teaching programs. These 
approaches may introduce a paradigm shift into how interpretation of mammograms is 
taught currently, i.e., only focusing on how malignant lesion present themselves and 
may allow novice radiologists to develop efficient search strategies from early on.  
• Visual search behaviour and decision models can be customized to learn about specific 
radiologists or specific class of radiologists such as trainees, residents, inexperienced 
radiologists or expert radiologists. This increases the possibility of customizing the 
training programs to focus on specific areas that radiologists are not expert at, such as 
high false positive rates in the detection of calcified lesions or false negatives due to 
decision making errors. The other possibility of training program improvements could 
be in terms of learning from expert radiologists, e.g., learning to improve search 
strategies. One of the ways to achieve this would be to model from expert radiologists’ 
search behaviour and compare this model with novice radiologists’ model.  Perceptual 
feedback has been shown to improve diagnostic accuracy of radiologists [7, 8]. Hence, 
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feedback from expert search behaviour model could be another possible dimension of 
research. 
• Exploring the effects of experience on attentional deployment level on various parts of 
mammograms would be very interesting and beneficial future work that would be 
useful to learn how radiologists search strategies evolves through experience. Search 
error rates are also known to improve with experience, which should be explored further 
in expert models [21-23]. 
• In this thesis, similarly to previous studies [7, 8, 18, 24, 25], dwell time was considered 
as an essential yet independent attribute of search behaviour. It would be reasonable to 
hypothesize that features of an area may influence the duration of the radiologist’s 
visual dwell. If this is true, dwell time may not be a truly independent feature of search 
behaviour. This could be an interesting future research to investigate whether dwell 
time is affected by features of mammographic areas.  
• Exploring the temporal aspects of radiologists’ search maps in addition to features of 
mammographic areas into modelling their search behaviour and decisions would be 
interesting too. One potential approach for such modelling is to use more relevant 
spatial-temporal machine learning models like structured-Recurrent Neural Network 
[40] or other variants of ConvNets [41]. This would incorporate dwell time into the 
modelling, which has been left off in this thesis. 
• Exploring the possibility of staged or hierarchical models wherein holistic view of the 
scene, similar to global/local model of perception, is utilized. This would allow the 
model to resemble more closely how search and perception processes occur in the 
reading of medical images.  
• As discussed previously, the challenges arising from replicability [36] of machine 
learning based solutions are not explored in this thesis and would be a potential 
extension of this work. Evaluating these search behaviour models in clinical setting 
may be one potential approach for such investigations. 
 
9.11 Summary 
The results of the studies compiled in this thesis indicate that mammographic areas are selected 
for detailed attention on the basis of the level of information content within them. Radiologists’ 
search behaviour and decisions, to some extent, are influenced by features of these 
mammographic areas. It is possible to build a supervised deep-convolution neural network 
model to determine aspects of radiologists’ search behaviour and their decisions. These models 
are practically feasible, statistically significantly better than random/dumb models, highly 
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accurate and in agreement with truth [high kappa between true and predicted values]. These 
results increase the possibility of a multitude of applications including, but not limited to, 
building suitable feedback systems into efficient learning programs – leading us to better 
clinical accuracy of cancer diagnosis. 
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Breast cancer is one of the leading causes of cancer death in women worldwide [1-3]. The 
majority of studies that aim to improve breast cancer detection have been focussed around 
imaging techniques, image quality and radiologists’ performance [4]. Only a handful of breast 
cancer studies have really focussed how breast images are visually scanned, searched and 
interpreted and how radiologists arrive at their diagnosis [5-16]. The visual search behaviour 
of breast radiologists reveals information pertaining to their interaction with breast images [5-
16]. In this thesis, we have explored radiologists’ search behaviour to extend the present 
knowledge of how mammograms are interpreted and how radiologists arrive at their decisions.  
 
As per results of this thesis, features of mammographic areas statistically significantly 
influence radiologists’ search behaviour, their decisions and confidence in their decisions 
(chapter 4) [17]. It has also been shown that deep-convolution neural network techniques can 
be used to model different aspects of search behaviour such as attentional deployment level 
and radiologists’ decisions (chapter 6) [18, 19]. Also, ensembled hierarchical deep convolution 
network models are another suitable technique to train a single model of search behaviour and 
decisions (chapter 8). These models are limited in that they only learn about mammographic 
features and not utilize temporal aspects of search behaviour which shall be explored in future. 
However, our results show that opportunities for application of search behaviour should be 
explored and that a trained machine-learning model of search behaviour may be a suitable 
approach into exploring such avenues. There is a possibility of revolutionizing the approach to 
training and teaching programs by adopting and applying search behaviour and focussing on 
how mammograms are interacted with, as opposed to only focussing on how lesions presents 
themselves on mammography. 
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Appendix 1 
 
Presentations  
 
Appendix 1.1 A comparison between fixed and not fixated regions of mammography: 
University of Sydney Higher Degree Research Event 2015.  
 
Appendix 1.2 Fixated and Not Fixated Regions of Mammograms: A Higher-Order Statistical 
Analysis of Visual Search: A presentation given at Medical Image Optimization and Perception 
(MIOPeG) research group at University of Sydney 2017.  
 
Appendix 1.3 A deep (learning) dive into visual search behaviour of breast radiologists: A 
presentation given at SPIE Medical Imaging conference 2017, February.  
 
Appendix 1.4 Completion seminar presentation given to Medical Image Optimization and 
Perception (MIOPeG) research group at University of August in 2018. 
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Appendix 1.1 University of Sydney Higher Degree Research Conference 
 
This presentation was given at University of Sydney Higher Degree Research Conference 
2015. 
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Appendix 1.2 Fixated and Not Fixated Regions of Mammograms: A Higher-Order 
Statistical Analysis of Visual Search at University of Sydney 2017 
 
A presentation titled “Fixated and Not Fixated Regions of Mammograms: A Higher-Order 
Statistical Analysis of Visual Search” was given to Medical Image Optimization and 
Perception (MIOPeG) research group at University of Sydney 2017. 
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Appendix 1.3 A deep (learning) dive into visual search behaviour of breast 
radiologists at SPIE Medical Imaging conference 2017 
 
This presentation titled “A deep (learning) dive into visual search behaviour of breast 
radiologists” was given at SPIE Medical Imaging conference at Huston, Texas, USA, 
(February) 2017 
 
Reference: 
Mall S, Brennan PC, Mello-Thoms C, editors. A deep (learning) dive into visual search 
behaviour of breast radiologists. SPIE Medical Imaging; 2018: SPIE. 
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Appendix 1.4 Completion seminar given at University of Sydney Medical Image 
Optimization and Perception (MIOPeG) research group at University of Sydney 
2018 
 
A presentation to fulfil university requirement of completion seminar was given to Medical 
Image Optimization and Perception (MIOPeG) research group at University of Sydney in 
August 2018. 
 
 
 
 
 
