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THE FERMIONIC SIGNATURE OPERATOR IN THE
EXTERIOR SCHWARZSCHILD GEOMETRY
FELIX FINSTER AND CHRISTIAN RO¨KEN
DECEMBER 2018
Abstract. The structure of the solution space of the Dirac equation in the exterior
Schwarzschild geometry is analyzed. Representing the space-time inner product
for families of solutions with variable mass parameter in terms of the respective
scalar products, a so-called mass decomposition is derived. This mass decomposition
consists of a single mass integral involving the fermionic signature operator as well
as a double integral which takes into account the flux of Dirac currents across the
event horizon. The spectrum of the fermionic signature operator is computed. The
corresponding generalized fermionic projector states are analyzed.
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1. Introduction
The fermionic signature operator introduced in [12, 13] gives a general setting for
spectral geometry in Lorentzian signature [9] and is useful for constructing quasi-
free Dirac states in globally hyperbolic space-times [4, 10]. In the present paper, the
fermionic signature operator is constructed for the first time in a black hole geometry,
namely the exterior Schwarzschild geometry. The event horizon makes it necessary
to modify the constructions considerably. In order to explain these modifications, we
Supported by the DFG research grant “Dirac Waves in the Kerr Geometry: Integral Representa-
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briefly recall the general idea and the basic construction in [12, 13] (the necessary
preliminaries will be provided in Section 2 below). On solutions ψm, φm of the Dirac
equation of mass m in a globally hyperbolic space-time (M, g), one has two inner
products: One is the scalar product obtained by integrating the polarized probability
density over a Cauchy surface N ,
(ψm|φm)m := 2π
ˆ
N
≺ψm | γjνj φm≻x dµN(x) (1.1)
(where ν is the future-directed normal), whereas the other is obtained by integrating
the pointwise inner product of Dirac wave functions over all of space-time,
<ψ|φ> :=
ˆ
M
≺ψ|φ≻x dµM . (1.2)
The scalar product (1.1) endows the solution space of the Dirac equation with the
structure of a Hilbert space (Hm, (.|.)m). In non-technical terms, the fermionic signa-
ture operator arises when representing the space-time inner product <.|.> with respect
to the scalar product (.|.)m. In space-times of finite lifetime [12], this method can be
implemented directly by demanding that the relation
<ψm|φm> = (ψm|Smφm)m (1.3)
should hold for all ψm, φm ∈ Hm. This uniquely defines Sm as a symmetric bounded
operator on Hm. In space-times of infinite lifetime [13], the relation (1.3) in general
is not sensible (except in specific situations like the Rindler space-time [11]), simply
because the time integration in (1.2) may diverge for Dirac solutions. The way out is
to make use of mass oscillations in the following sense. Instead of analyzing solutions
for a fixed mass m, one considers families (ψm)m∈I of Dirac solutions for a mass
parameter m which varies in an interval I := (mL,mR) with 0 6∈ I. Integrating over
the mass parameter,
pψ :=
ˆ
I
ψm dm ,
we obtain a superposition of waves oscillating with different frequencies. Intuitively
speaking, this leads to destructive interference, giving rise to the desired decay of the
Dirac wave functions for large times. This makes it possible to replace (1.3) by the
condition
<pψ|pφ> =
ˆ
I
(ψm | Sm φm)m dm , (1.4)
to be satisfied for all families of solutions (ψm)m∈I and (φm)m∈I which lie in a suitably
chosen dense subspaceH∞ ⊂ H of the Hilbert space of families of solutions (for details
see Section 2.1). The space H∞ is referred to as the domain for the mass oscillations.
This construction gives for every m ∈ I a uniquely defined bounded linear operator Sm
on Hm. The conditions needed for the construction to work are subsumed in various
notions of mass oscillation properties. For details we refer the interested reader to the
general construction in [13] and to the applications in [10, 14].
In order to put our results into context, let us say a few general words on the
fermionic signature operator and its significance. The fermionic signature operator Sm
is a symmetric operator on the Hilbert space Hm. Since its construction involves the
Dirac wave functions, it clearly contains information on the solutions of the Dirac equa-
tion. However, since only the inner products (.|.)m and <.|.> of these wave functions
are used, the Dirac wave functions do not enter pointwise, but merely integrated over
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spacd and space-time. The construction is covariant and does not depend on observers
nor on the choice of Cauchy surfaces. Moreover, as is made precise in [15], the fermionic
signature operator respects all space-time symmetries. To summarize, the fermionic
signature operator encodes specific information on the global behavior of the Dirac
wave functions in space-time. Apart from being of independent interest as a novel
geometric operator, the fermionic signature operator has two main applications. The
first application is that it provides a setting for spectral geometry with Lorentzian sig-
nature. This has been explored for two-dimensional space-times in [9]. As the second
application, it gives a new method for constructing quasi-free states of the quantized
Dirac field. This is based on the observation that spectral subspaces of Sm are distin-
guished subspaces of Hm characterized purely geometrically independent of observers.
These distinguished subspaces can be used to construct distinguished quasi-free Dirac
states, referred to as the fermionic projector state or generalized fermionic projector
states (see [12, 4] and [13, 14, 11, 10, 2]).
In an exterior black hole geometry, the main complication is that part of the Dirac
wave may cross the event horizon and disappear in the black hole. As a consequence,
the mass oscillation properties no longer hold, and a representation of the form (1.4) no
longer exists. Instead, based on the integral representation of the Dirac propagator [7],
we derive a so-called mass decomposition of the form (for details see Theorem 3.3)
<pψ | pφ> =
ˆ
I
(ψm | Sm φm)m dm (1.5)
+
i
π
ˆ
I
dm
ˆ
I
dm′
PP
m−m′ B(ψm, φm′) , (1.6)
where B(ψm, φm′) is a smooth function in m and m
′ (and PP denotes the principal
value). The above equation holds for all families (ψm)m∈I and (φm)m∈I in a conve-
niently chosen domain H∞ (for details see Definition 3.1). We point out that (1.6)
gives a contribution for pairs of solutions ψm and φm′ of the Dirac equation with differ-
ent masses m 6= m′. This contribution can be associated to the flux of a corresponding
“current” Jk(x) = ≺ψm|γjφm′≻x through the event horizon of the black hole (this
connection is explained in Section 3.3 and worked out in Section 5 using the so-called
fermionic flux operator).
The contribution (1.5) to the mass decomposition again uniquely defines for every
m ∈ I a fermionic signature operator Sm. We analyze the properties of this operator.
Our results are summarized as follows. First of all, the fermionic signature operator
is a bounded selfadjoint operator on Hm with ‖Sm‖ ≤ 2. It respects the symmetries
of space-time, meaning that it has a joint spectral decomposition with the angular
momentum operator A and the Dirac Hamiltonian H of the form
Sm =
∑
k,n
ˆ ∞
−∞
S
kn(ω) Fk,n dEω , (1.7)
where F and E are the spectral measures of the operators A and H, respectively; i.e.
A =
∑
k,n
λn Fk,n and H =
ˆ ∞
−∞
ω dEω (1.8)
(here k ∈ Z + 12 is the azimuthal eigenvalue, and n ∈ Z labels the eigenvalues of the
spin-weighted angular operator A; for details see Section 2.3 below). For clarity, we
note that the spectral decomposition (1.7) already follows abstractly from the fact that
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the space-time symmetries can be described by local groups of isomorphisms of the
spinor bundle [15]. Here we obtain this representation with a computational approach,
which has the great advantage that we get detailed information on the eigenvalues of
the operators Skn(ω) in (1.7) (for details see Theorem 4.1):
(i) The operators Skn(ω) vanish if ω ∈ [−m,m].
(ii) In the range ω ∈ R \ [−m,m], the operator
S
kn(ω) is
{
positive definite if ω > m
negative definite if ω < −m . (1.9)
Its eigenvalues are given by
µ±(ω) = ǫ(ω)±
√√√√∥∥fkωn∞, m,1∥∥2C2 − 1∥∥fkωn∞, m,1∥∥2C2 + 1 , (1.10)
where ǫ is the sign function and fkωn∞, m,1 are the transmission coefficients of the
radial ODE (for details see Section 2.4).
These results show that the fermionic signature operator contains surprisingly rich
information on the black hole geometry and on properties of the Dirac solutions: Ac-
cording to (i), the kernel of Sm consists of all Dirac solutions which necessarily “fall
into” the black hole because their kinetic energy is not large enough for the wave to
propagate to the asymptotic end. According to (1.9), the positive and negative spec-
tral subspaces of Sm yield the frequency splitting for an observer in a rest frame at
infinity. Finally, the formula (1.10) shows that the gravitational force acting on the
Dirac wave functions has an interesting influence on the spectrum of Sm.
We also analyze the corresponding fermionic projector state. It is obtained by ap-
plying Araki’s construction in [1] to the projection operator onto the negative spectral
subspace of the fermionic signature operator (for details see [10, Section 6]). In view
of (1.9), we obtain the following result:
Corollary 1.1. The pure quasi-free fermionic projector state obtained from the fermio-
nic signature operator coincides with the Hadamard state which is obtained by frequency
splitting for the observer in a rest frame at infinity.
Having non-trivial eigenvalues (1.10), one obtains many other quasi-free states by ap-
plying Araki’s construction to the positive operators W (Sm) with W a non-negative
Borel function. However, at present the physical significance of these so-called gener-
alized fermionic projector states is unclear. These states are in general not Hadamard
(for details see Section 6).
The paper is organized as follows. In Section 2 we give the necessary background on
the Dirac equation in globally hyperbolic space-times and in the exterior Schwarzschild
geometry. The main point is to specialize the integral representation of the Dirac
operator in the Kerr geometry which was derived and analyzed in [6, 7] to the exterior
Schwarzschild geometry. We closely follow the procedure in these papers and use a
similar notation. In Section 3 the mass decomposition (1.5) and (1.6) is derived. In
Section 4 the fermionic signature operator Sm is computed and analyzed. In Section 5
we define and analyze the fermionic flux operator Bm which describes the flux of Dirac
currents through the event horizon. Finally, Section 6 is devoted to the resulting
quasi-free quantum states.
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2. Preliminaries
2.1. The Dirac Equation in Globally Hyperbolic Space-Times. We recall the
setting in [12, 13], restricting attention to four-dimensional space-times. Thus we
let (M, g) be a smooth, globally hyperbolic Lorentzian spin manifold of dimension
four. For the signature of the metric we use the convention (+,−,−,−). We denote
the corresponding spinor bundle by SM. Its fibres SxM are endowed with an inner
product ≺.|.≻x of signature (2, 2), referred to as the spin scalar product. Clifford mul-
tiplication is described by a mapping γ which satisfies the anti-commutation relations,
γ : TxM → L(SxM) with γ(u) γ(v) + γ(v) γ(u) = 2 g(u, v) 1 Sx(M) .
We write Clifford multiplication in components with the Dirac matrices γj . The metric
connections on the tangent bundle and the spinor bundle are denoted by ∇. The
sections of the spinor bundle are also referred to as wave functions. We denote the
smooth sections of the spinor bundle by C∞(M, SM). Similarly, C∞0 (M, SM) denotes
the smooth sections with compact support. On the wave functions, one has the Lorentz
invariant inner product
<.|.> : C∞(M, SM) × C∞0 (M, SM)→ C ,
<ψ|φ> =
ˆ
M
≺ψ|φ≻x dµM . (2.1)
The Dirac operator D in a gravitational field is defined by
D := iγj∇j : C∞(M, SM) → C∞(M, SM) .
For a given real parameter m ∈ R (the “mass”), the Dirac equation reads
(D −m)ψm = 0 .
For clarity, we always denote solutions of the Dirac equation by a subscript m. The
assumption of global hyperbolicity yields the existence of a smooth foliation by Cauchy
surfaces. Given smooth initial data on a Cauchy surface N , the Dirac equation has a
unique global smooth solution. We mainly consider solutions in the class C∞sc (M, SM)
of smooth sections with spatially compact support. On such solutions, one has the
scalar product
(ψm|φm)m = 2π
ˆ
N
≺ψm | νjγj φm≻x dµN(x) , (2.2)
where ν is the future-directed normal on N (due to current conservation, the scalar
product is in fact independent of the choice of N ; for details see [12, Section 2]).
Forming the completion gives the Hilbert space (Hm, (.|.)m).
We shall also work with the Hilbert space of families of solutions of the Hilbert
space defined as follows. We consider the mass parameter in a bounded open interval,
m ∈ I := (mL,mR) with 0 6∈ I. For a given Cauchy surface N , we consider a
function ψN(x,m) ∈ SxM with x ∈ N and m ∈ I. We assume that this wave
function is smooth and has compact support in both variables, ψN ∈ C∞0 (N×I, SM).
For every m ∈ I, we let ψ(.,m) be the solution of the Cauchy problem for initial
data ψN(.,m),
(D −m)ψ(x,m) = 0 , ψ(x,m) = ψN(x,m) ∀ x ∈ N . (2.3)
Since the solution of the Cauchy problem is smooth and depends smoothly on pa-
rameters, we know that ψ ∈ C∞(M × I, SM). Moreover, due to finite propagation
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speed, ψ(.,m) has spatially compact support. Finally, the solution is clearly compactly
supported in the mass parameter m. We summarize these properties by writing
ψ ∈ C∞sc,0(M × I, SM) , (2.4)
where C∞sc,0(M × I, SM) denotes the smooth wave functions with spatially compact
support which are also compactly supported in I. We often denote the dependence
on m by a subscript, ψm(x) := ψ(x,m). Then for any fixed m, we can take the scalar
product (2.2). On families of solutions ψ, φ ∈ C∞sc,0(M× I, SM) of (2.3), we introduce
a scalar product by integrating over the mass parameter,
(ψ|φ) :=
ˆ
I
(ψm|φm)m dm (2.5)
(where dm is the Lebesgue measure). Forming the completion gives the Hilbert
space (H, (.|.)). It consists of measurable functions ψ(x,m) such that for almost
all m ∈ I, the function ψ(.,m) is a weak solution of the Dirac equation which is
square integrable over any Cauchy surface. Moreover, this spatial integral is inte-
grable over m ∈ I, so that the scalar product (2.5) is well-defined. We denote the
norm on H by ‖.‖. The Hilbert space H can be regarded as the direct integral of the
Hilbert spaces Hm, sometimes denoted alternatively by
H = L2(I,Hm; dm) =
ˆ ⊕
I
Hm dm .
Our procedure clarifies that the space C∞sc,0(M × I, SM) is dense in H.
2.2. The Dirac Equation in the Exterior Schwarzschild Geometry. In Schwarz-
schild coordinates, the line element of the Schwarzschild geometry takes the form
ds2 = gjk dx
j dxk =
∆
r2
dt2 − r
2
∆
dr2 − r2 dϑ2 − r2 sin2 ϑ dϕ2 ,
where
∆ := r2 − 2Mr ,
and M > 0 is the mass of the black hole. The zero r1 := 2M of ∆ defines the event
horizon. We here restrict attention to the exterior region outside the event horizon.
Thus the coordinates (t, r, ϑ, ϕ) are in the range
−∞ < t <∞, r1 < r <∞, 0 < ϑ < π, 0 < ϕ < 2π .
The exterior region is globally hyperbolic. The surfaces of constant coordinate time t
form a foliation by Cauchy surfaces.
In [6, 7] the Dirac equation is computed in the Kerr geometry and the solution of
the Cauchy problem is expressed in terms of the radial and angular ODEs arising in
the separation of variables. In the remainder of the preliminaries, we recall a few steps
of the construction, specialized to the exterior Schwarzschild geometry. We choose the
pseudo-orthonormal frame
u0 = − r√
∆
∂
∂t
, u1 =
1
r
∂
∂ϑ
, u2 =
1
r sinϑ
∂
∂ϕ
, u3 =
√
∆
r
∂
∂r
.
For the Dirac operator we make the ansatz
D = iGj∂j +B .
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In order to satisfy the anti-commutation relations
gjk(x) 1SxM =
1
2
{
Gj(x), Gk(x)
}
,
we choose Gj(x) = uja(x) γa, where γa are the usual Dirac matrices in the Weyl
representation. More precisely, we set
Gt(x) = − r√
∆
γ0 , Gϑ(x) =
1
r
γ1 , Gϕ(x) =
1
r sinϑ
γ2 , Gr(x) =
√
∆
r
γ3 ,
where
γ0 =
(
0 1
1 0
)
, ~γ =
(
0 ~σ
−~σ 0
)
(and ~σ are the Pauli matrices). In order to arrange that these matrices are symmetric
with respect to the spin scalar product ≺.|.≻x in (1.1) and (1.2), we choose
≺ψ|φ≻x := −〈ψ,
(
0 1
1 0
)
φ〉C4 (2.6)
(here the minus sign is a good convention because then the inner product ≺.|Gt.≻x is
positive definite). The corresponding zero-order term B in the Dirac operator is given
by (see also the general method for diagonal metrics in [5, Proposition 9.1])
B =
i
2
√
|det g| ∂j
(√
|det g|Gj
)
=
i
2r2 sinϑ
∂j
(
r2 sinϑGj
)
=
i
2 sin ϑ
∂ϑ
(
sinϑGϑ
)
+
i
2r2
∂r
(
r2Gr
)
=
i cot ϑ
2r
γ1 +
i∂r
(
r
√
∆
)
2r2
γ3 .
The resulting Dirac operator takes the form
D =


0 0 α+ β+
0 0 β− α−
α− −β+ 0 0
−β− α+ 0 0

 with
β± =
i
r
(
∂
∂ϑ
+
cotϑ
2
)
± 1
r sinϑ
∂
∂ϕ
α± = − ir√
∆
∂
∂t
±
√
∆
r
(
i
∂
∂r
+ i
r −M
2∆
+
i
2r
)
.
2.3. Separation of the Dirac Equation. In preparation, we let S(r) and Γ(r) be
the diagonal matrices
S = ∆
1
4
√
r 1C4 , Γ = −ir diag (1, −1, −1, 1) .
Then the transformed wave function
Ψ = S ψ (2.7)
satisfies the Dirac equation
ΓS (D −m) S−1 Ψ = 0 . (2.8)
Moreover,
ΓS (D −m) S−1 = R+A
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with
R =


imr 0
√
∆D+ 0
0 −imr 0 √∆D−√
∆D− 0 −imr 0
0
√
∆D+ 0 imr


A =


0 0 0 L+
0 0 −L− 0
0 L+ 0 0
−L− 0 0 0


and
D± = ∂
∂r
∓ r
2
∆
∂
∂t
, L± = ∂
∂ϑ
+
cot ϑ
2
∓ i
sinϑ
∂
∂ϕ
.
For the separation of the Dirac equation, we first employ for Ψ the ansatz
Ψ(t, r, ϑ, ϕ) = e−iωt e−ikϕ Φ(r, ϑ) , with ω ∈ R, k ∈ Z+ 1
2
. (2.9)
Next, for the function Φ we make the ansatz
Φ(r, ϑ) =


X−(r) Y−(ϑ)
X+(r) Y+(ϑ)
X+(r) Y−(ϑ)
X−(r) Y+(ϑ)

 , (2.10)
composed of radial functions X±(r) and angular functions Y±(ϑ). By substituting
(2.9) and (2.10) into the transformed Dirac equation (2.8), we obtain the eigenvalue
problems
RΨ = λΨ , AΨ = −λΨ ,
under which the Dirac equation (2.8) decouples into the system of ODEs( √
∆D+ imr − λ
−imr − λ √∆D−
)(
X+
X−
)
= 0 (2.11)( L+ λ
λ −L−
)(
Y+
Y−
)
= 0 (2.12)
with
D± = ∂
∂r
± iω r
2
∆
, L± = ∂
∂ϑ
+
cotϑ
2
∓ k
sinϑ
. (2.13)
2.4. Fundamental Solutions and their Asymptotics. The angular equation (2.12)
with L± according to (2.13) does not involve ω. For any k ∈ Z+ 12 , it can be regarded
as an eigenvalue equation for the angular function Y . This eigenvalue equation can
be solved by the so-called spin-weighted spherical harmonics (for details see [16]).
We thus obtain an orthonormal eigenvector basis Ykn with n ∈ Z in the Hilbert
space L2((−1, 1), d cos ϑ)2, i.e.〈
e−ikϕ Ykn(ϑ), e
−ik′ϕ Yk′n′(ϑ)
〉
L2(S2)2
= δk,k′ δn,n′ . (2.14)
We denote the corresponding eigenvalues by λkn.
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Choosing the separation constant λ = λkn as one of these eigenvalues, the radial
ODE (2.11) can be written as[
d
du
+ iω
(
1 0
0 −1
)]
X =
√
∆
r2
(
0 λ− imr
λ+ imr 0
)
X , (2.15)
where for convenience we transformed the radial variable to the Regge-Wheeler coor-
dinate u ∈ R defined by
du
dr
=
r2
∆
.
The limit u → −∞ describes the event horizon, whereas in the limit u → ∞ one
reaches spatial infinity. The asymptotics of the solutions of the radial ODE have been
worked out in [7, Lemmas 3.1 and 3.5]:
Lemma 2.1. Every solution X of (2.15) is asymptotically as u→ −∞ of the form
X(u) =
(
e−iωu f+0
eiωu f−0
)
+R0(u)
with f±0 ∈ C and an exponentially decaying error term, i.e.
|R0| ≤ c edu
with a constant c, d > 0 which can be chosen locally uniformly in ω and |f±0 |.
Lemma 2.2. In the case |ω| < m, the ODE (2.15) has one fundamental solution
which decays exponentially as u → ∞, and one fundamental solution which increases
exponentially in this limit.
In the case |ω| > m, on the other hand, every solution X of (2.15) is asymptotically
as u→∞ of the form
X(u) = A
(
e−iΦ
ω
m
(u) f+∞
eiΦ
ω
m
(u) f−∞
)
+R∞(u) (2.16)
with f±∞ ∈ C and
Φωm = ǫ(ω)
(√
ω2 −m2 u + Mm
2
√
ω2 −m2 log u
)
(2.17)
A =
(
coshΘ sinhΘ
sinhΘ coshΘ
)
, Θ =
1
4
log
∣∣∣∣ω −mω +m
∣∣∣∣ (2.18)
|R∞| ≤ C
u
, (2.19)
where the constant C > 0 can be chosen locally uniformly in ω and f±∞.
Based on these results, we choose fundamental solutions of the Dirac equation
Ψkωnm,a with k ∈ Z+
1
2
, ω ∈ R, n ∈ Z and a = 1, 2 (2.20)
as follows. We always use the separation ansatz (2.9) and (2.10) with Y chosen as
the angular eigenfunction Ykn and the radial eigenfunction X as a solution of the
radial ODE (2.15) with λ = λkn. In the case |ω| < m, the solution for a = 1 decays
exponentially at infinity, whereas the solution for a = 2 increases exponentially. We
normalize the solutions such that they have norm one at the event horizon
‖fkωn0, m,a‖C2 = 1 for a = 1, 2
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(where fkωn0, a ∈ C2 is the vector with components denoted by ±). In the case |ω| > m,
on the other hand, we choose the fundamental solutions with the asymptotics near the
event horizon
fkωn0, m,1 =
(
1
0
)
, fkωn0, m,2 =
(
0
1
)
. (2.21)
The asymptotics of these solutions at spatial infinity is described as in (2.16) by coeffi-
cients f±∞. For clarity, we combine these so-called transmission coefficients to a vector
denoted by fkωn∞, m,a ∈ C2.
2.5. An Integral Representation of the Dirac Propagator. The dynamics of
Dirac waves in a black hole geometry can be analyzed with different methods. Scat-
tering theory as developed in [18, 17, 3] gives information on the behavior of the waves
near the event horizon and near infinity. Moreover, it connects the asymptotic waves
by scattering operators. Another approach are integral representations for the Dirac
propagator which were derived in [6, 7] and used to study decay rates in [8]. The
advantage of the integral representations is that they give finer information on the
solutions of the Cauchy problem. However, the integral representations apply only
in special geometries where the Dirac equation is separable into ordinary differential
equations (ODEs), namely in the Kerr-Newman black hole geometry and special cases
thereof like the Kerr, Reissner-Nordstro¨m and Schwarzschild black holes. Here we
shall work with the integral representations because this makes it possible to work out
the mass decomposition explicitly in terms of the fundamental solutions of the radial
ODE and the corresponding transmission coefficients.
More precisely, an integral representation of the Dirac propagator was derived in [7,
Theorem 3.6]. Here we write this representation as follows. First, it was shown that
every smooth and spatially compact solution of the Dirac equation ψm ∈ C∞sc (M, SM)
can be represented as
ψm(t, r, ϑ, ϕ) =
∑
k,n
ˆ
R
dω e−iωt
2∑
a=1
ψˆknm,a(ω) Ψ
kωn
m,a (r, ϑ, ϕ) (2.22)
with complex-valued functions ψˆknm,a(ω), where we sum over k ∈ Z + 12 and n ∈ Z.
Here Ψkωnm,a are the fundamental solutions of the coupled ODEs introduced in (2.20).
Moreover, in the case |ω| < m only those fundamental solutions appear which decay
at spatial infinity. We implement this fact by always choosing
ψˆknm,2(ω) = 0 for all ω ∈ (−m,m) and all k, n . (2.23)
Second, the integral representation in [7, Theorem 3.6] also gives explicit formulas for
the functions ψˆknm,a in (2.22) in terms of the initial data Ψ0 ∈ C∞0 (N , SM) (where N
is the hypersurface {t = 0}). Indeed,
ψˆknm,a(ω) =
1
2π2
2∑
b=1
tkωnab (Ψ
kωn
m,b |ψm)m
∣∣
t=0
, (2.24)
where (.|.)m is again the scalar product (2.2), and the coefficients tkωnab can be expressed
explicitly in terms of the transmission coefficients (for the prefactor 1/(2π2) one must
keep in mind that the scalar product (2.2) involves a factor 2π).
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3. Derivation of the Mass Decomposition
For the analysis of mass oscillations, we consider a variable mass parameter m in
an interval I = (mL,mL) with 0 6∈ I. Following the general procedure in [13], we
want to choose the domain H∞ as a dense subspace of H spanned by families of Dirac
solutions which are “nice” in the sense that it is easy to handle technical issues like
verifying differentiability, integrability and interchangeability of limits and integrals.
Here it is most convenient to make the following choice:
Definition 3.1. The domain H∞ ⊂ H is chosen as the space of all Dirac solutions
of the form (2.22) and (2.23) which satisfy the following conditions:
(i) The functions ψˆknm,a(ω) in (2.22) vanish identically for almost all k ∈ Z+ 12 and n ∈
Z.
(ii) For all k ∈ Z + 12 , n ∈ Z and a ∈ {1, 2}, the functions ψˆknm,a(ω) are smooth and
compactly supported in ω and m. Moreover, they are supported away from ω =
±m, i.e.
supp ψˆkn.,a (.) ⊂
{
(ω,m) ∈ R× I with ω 6= ±m} . (3.1)
We clarify this definition with two remarks. We first note that, by approximation,
the integral representation (2.22) can be extended to wave functions which do not
have spatially compact support. In particular, choosing ψˆknm,a(ω) according to Defi-
nition 3.1 (i) and (ii), for all m ∈ I one gets a well-defined Dirac solution in Hm.
The second remark concerns the condition (3.1). This condition states that the waves
inH∞ vanish identically for frequencies in a neighborhood of ω = ±m. In other words,
we disregard Dirac solutions which asymptotically at infinity have zero momentum.
This assumption is a major technical simplification. It is justified by the fact that H∞
is dense in H, as can be verified in various ways: One method is to work again with
the integral representation (2.22) and to approximate the functions ψˆknm,a coming from
a solution ψ ∈ C∞sc,0(M, SM) by functions which vanish in a neighborhood of ω = ±m.
More abstractly, the denseness of H∞ follows from the fact that the Dirac Hamilton-
ian has no point spectrum. Using methods of scattering theory, this follows from the
asymptotic completeness results in [18, 17].
3.1. Integral Representation of the Scalar Product. After performing the trans-
formation (2.7), the scalar product (2.2) with the spin scalar product according to (2.6)
takes for all ψ, φ ∈ H∞ the form
(ψm|φm)m = 2π
ˆ ∞
r1
dr
ˆ 1
−1
d cos ϑ
ˆ 2pi
0
dϕ
r2
∆
〈
Ψm,Φm
〉
C4
.
Employing (2.22) as well as the separation ansatz (2.10), one can use the orthogonality
of the angular eigenfunctions (2.14) to obtain
(ψm|φm)m = 4π
∑
k,n
ˆ ∞
r1
dr
r2
∆
ˆ ∞
−∞
dω
ˆ ∞
−∞
dω′ ei(ω−ω
′)t
×
2∑
a,a′=1
ψˆknm,a(ω) φˆ
kn
m,a′(ω
′)
〈
Xkωnm,a (r),X
kω′n
m,a′ (r)
〉
C2
,
where the functions φˆknm,a, ψˆ
kn
m,a are defined by (2.24) (note that a factor of two arises
because a four-spinor involves X twice). This representation has the disadvantage
12 F. FINSTER AND C. RO¨KEN
that, due to the factor ei(ω−ω
′)t, current conservation is not apparent. Therefore, the
representations derived in the following lemma are more useful (these representations
were first used in [8, Section 9]).
Lemma 3.2. For any Dirac solutions ψm, φm ∈ C∞sc (M, SM), their scalar product
can be written in the alternative forms
(ψm|φm)m = 2π2
∑
k,n
ˆ
R
2∑
a,b=1
(
T kn(ω)−1
)ab
ψˆknm,a(ω) φˆ
kn
m,b(ω) dω (3.2)
=
1
2π2
∑
k,n
ˆ
R
2∑
a,b=1
tkωnab (ψm |Ψkωnm,a )m (Ψkωnm,b |φm)m
∣∣
t=0
dω , (3.3)
where T kn(ω) is the 2× 2-matrix with entries (tkωnab )a,b=1,2.
Proof. Combining (2.22) and (2.24) and setting t = 0, we obtain
ψm|t=0(r, ϑ, ϕ) = 1
2π2
∑
k,n
ˆ
R
2∑
a,b=1
tkωnab (Ψ
kωn
m,b |ψm)m
∣∣
t=0
Ψkωnm,a (r, ϑ, ϕ) dω .
Taking the scalar product with another Dirac solution φm gives (3.3). Again apply-
ing (2.24) gives (3.2). 
3.2. Mass Decomposition of the Space-Time Inner Product. After the trans-
formation (2.7), the space-time inner product (2.1) (with the spin scalar product ac-
cording to (2.6)) becomes
<ψ|φ> = −
ˆ ∞
−∞
dt
ˆ ∞
r1
dr
ˆ 1
−1
d cos ϑ
ˆ 2pi
0
dϕ
r√
∆
〈
Ψ,
(
0 1
1 0
)
Φ
〉
C4
.
Applying (2.22) as well as the separation ansatz (2.10), one can again use the orthog-
onality of the angular eigenfunctions (2.14) as well as Plancherel’s theorem to obtain
for all ψ, φ ∈ H∞
<pψ | pφ> = −2
∑
k,n
ˆ ∞
−∞
dt
ˆ ∞
r1
dr
r√
∆
ˆ
I
dm
ˆ
I
dm′
ˆ ∞
−∞
dω
ˆ ∞
−∞
dω′ ei(ω−ω
′)t
×
2∑
a,a′=1
ψˆknm,a(ω) φˆ
kn
m′,a′(ω
′)
〈
Xkωnm,a (r),
(
0 1
1 0
)
Xkω
′n
m′,a′(r)
〉
C2
= −4π
∑
k,n
ˆ ∞
r1
dr
r√
∆
ˆ
I
dm
ˆ
I
dm′
ˆ ∞
−∞
dω
×
2∑
a,a′=1
ψˆknm,a(ω) φˆ
kn
m′,a′(ω)
〈
Xkωnm,a (r),
(
0 1
1 0
)
Xkωnm′,a′(r)
〉
C2
(3.4)
(note that again a factor of two arises because a four-spinor involves X twice). Since
in this formula as well as in the formulas of Lemma 3.2 we get a pairing only between
wave functions with the same angular momentum, in what follows we may restrict
attention to a single angular momentum mode. Consequently, from now on we always
leave out the sums over k and n and omit the indices k and n.
The r-integration in (3.4) can be carried out, giving the following result.
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Theorem 3.3. (mass decomposition of the space-time inner product)
Restricting attention to one angular momentum mode, for all ψ, φ ∈ H∞ the following
identity holds,
<pψ | pφ> = 4π2
ˆ
I
dm
ˆ
R\[−m,m]
ǫ(ω) dω
2∑
a,a′=1
ψˆm,a(ω) φˆm,a(ω) 〈fω∞, m,a, fω∞, m,a′〉C2
− 4πi
ˆ
I
dm
ˆ
I
dm′
PP
m−m′
ˆ ∞
−∞
dω
×
2∑
a,a′=1
ψˆm,a(ω) φˆm′,a′(ω) 〈fω0, m,a,
(
1 0
0 −1
)
fω0, m′,a′〉C2 ,
where ψˆm,a and φˆm′,a′ are the functions in the representation (2.22) (which always
satisfy the condition (2.23)). Moreover, fω0, m,a and f
ω
∞, m,a describe the asymptotics of
the radial fundamental solutions near the event horizon and at infinity (see Lemmas 2.1
and 2.2).
The remainder of this section is devoted to the proof of this theorem. Its physical
significance will be explained afterwards in Section 3.3. We begin with preparatory
lemmas.
Lemma 3.4. In the range |ω| > m, the transmission coefficients fω∞, m,a satisfy the
relations ∣∣fω+∞, m,a∣∣2 − ∣∣fω−∞, m,a∣∣2 =
{
1 if a = 1
−1 if a = 2 . (3.5)∥∥fω∞, m,1∥∥C2 = ∥∥fω∞, m,2∥∥C2 ≥ 1 . (3.6)
Proof. The form of the matrices in the ODE (2.15) imply that (see [7, proof of
Lemma 3.3]),
d
du
(|X+|2 − |X−|2) = 0 . (3.7)
Hence, in view of the asymptotics near the event horizon (2.21), it follows that
|X+(u)|2 − |X−(u)|2 =
{
1 if a = 1
−1 if a = 2 for all u ∈ R .
Using the asymptotics at infinity of Lemma 2.2, we conclude that
〈Afω∞, m,a,
(
1 0
0 −1
)
Afω∞, m,a〉C2 =
{
1 if a = 1
−1 if a = 2 .
It is useful to regard the bilinear form on the left as an indefinite inner product gener-
ated by the matrix diag(1,−1). By direct computation one verifies that the matrix A
in (2.18) is unitary with respect to this inner product. This gives (3.5).
In order to derive (3.6), we make use of the fact that the identity (3.7) holds for
any linear combination of our fundamental solutions. This implies that the transmis-
sion coefficients are pseudo-orthonormal with respect to the indefinite inner product
generated by the matrix diag(1,−1), i.e.
〈fω∞, m,a,
(
1 0
0 −1
)
fω∞, m,b〉C2 = δab ×
{
1 if a = 1
−1 if a = 2 . (3.8)
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As a consequence, the transmission coefficients can be parametrized as
fω∞, m,1 =
(
eiβ coshϑ
eiγ sinhϑ
)
, fω∞, m,2 = e
iδ
(
eiβ sinhϑ
eiγ coshϑ
)
, (3.9)
with four real parameters ϑ, β, γ, δ. Indeed, the left equation is a general parametriza-
tion of a vector satisfying the normalization (3.5). The right equation, on the other
hand, parametrizes a general vector which again satisfies the normalization (3.5) and
is orthonormal to the first vector with respect to the inner product in (3.8).
In the parametrization (3.9), the relations in (3.6) are verified immediately by a
short computation. 
Lemma 3.5. For all ψ ∈ H∞ and all ω ∈ R,
ˆ
I
dm
2∑
a=1
ψˆm,a(ω)X
ω
m,a(r) = O
(1
r
)
.
Proof. We first point out that, due to the support assumption (3.1), the function ψˆm,a(ω)
vanishes in a neighborhood of m = ±ω. This has the technical advantage that the
transformation functions in Lemma 2.2 are smooth in m. Moreover, we may treat the
cases |ω| < m and |ω| > m separately.
In the case |ω| < m, the fundamental solution Xωm,1 decays exponentially, giving the
desired decay for large r. In the remaining case |ω| > m, we may clearly disregard the
error term R∞ in (2.16). The remaining summand in (2.16) is smooth and involves
the oscillatory factors e±iΦ
ω
m
(u). Using that the Fourier transform of a smooth function
has rapid decay, the resulting term decays even rapidly in r. 
In the next lemma, the Dirac operator is “integrated by parts” in the space-time
inner product. As in [13, Section 3.1], we denote the operator of multiplication with
the mass parameter by T ,
T : H∞ → H∞ , (Tψ)m = mψm .
Lemma 3.6. For all ψ, φ ∈ H∞,
<pψ | pTφ> −<pTψ | pφ> = 4πi
ˆ
I
dm
ˆ
I
dm′
×
ˆ ∞
−∞
2∑
a,a′=1
ψˆm,a(ω) φˆm′,a′(ω) 〈fω0, m,a,
(
1 0
0 −1
)
fω0, m′,a′〉C2 dω .
(3.10)
Proof. We again restrict attention to a single angular momentum mode. We write the
radial equation (2.15) as
DX = mX
with the “radial Dirac operator”
D =
i
√
∆
r
(
0 −1
1 0
)
d
dr
+
λ
r
(
i 0
0 −i
)
− ωr√
∆
(
0 1
1 0
)
.
Since all the matrices in this equation are symmetric with respect to the “separated
spin scalar product”
≺.|.≻ := −
〈
. ,
(
0 1
1 0
)
.
〉
C2
,
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the radial Dirac operator is symmetric with respect to the inner product <.|.>. This
means that on the left side of (3.10) our task is to compute the boundary terms at
infinity and on the horizon, i.e. using (3.4)
<pψ | pTφ> −<pTψ | pφ> = −4πi
(ˆ
I
dm
ˆ
I
dm′
ˆ ∞
−∞
dω
×
2∑
a,a′=1
ψˆm,a(ω) φˆm′,a′(ω)
〈
Xωm,a(r),
(
1 0
0 −1
)
Xω
′
m′,a′(r)
〉
C2
)∣∣∣∣
r=∞
r=r1
.
The boundary terms at spatial infinity vanish in view of Lemma 3.5. On the event
horizon, on the other hand, we can use the asymptotics in Lemma 2.1, giving the
result. 
We next compute the singular contribution to the space-time inner product at m =
m′.
Lemma 3.7. For all ψ, φ ∈ H∞,
<pψ | pφ>
= 4π2
ˆ
I
dm
ˆ
R\[−m,m]
ǫ(ω) dω
2∑
a,a′=1
ψˆm,a(ω) φˆm,a′(ω) 〈fω∞, m,a, fω∞, m,a′〉C2 (3.11)
− 4πi
ˆ
I
dm
ˆ
I
dm′
PP
m−m′
×
ˆ
R\[−m,m]
(
ψˆm,1(ω) φˆm′,1(ω)− ψˆm,2(ω) φˆm′,2(ω)
)
dω (3.12)
+
ˆ
I
dm
ˆ
I
dm′ h(m,m′) (3.13)
with a bounded function h ∈ L∞(I × I).
Proof. Considering again one angular momentum mode, (3.4) becomes
<pψ | pφ> = −4π
ˆ ∞
r1
dr
r√
∆
ˆ
I
dm
ˆ
I
dm′
ˆ ∞
−∞
dω
×
2∑
a,a′=1
ψˆm,a(ω) φˆm′,a(ω)
〈
Xωm,a(r),
(
0 1
1 0
)
Xωm′,a′(r)
〉
C2
. (3.14)
According to Lemma 2.1 and the fact that the weight r/
√
∆ is integrable, the r-
integral converges near the event horizon for any fixed ω, m and m′, uniformly in
these parameters. Near spatial infinity, on the other hand, the plane-wave asymptotics
of Lemma 2.2 shows that the r-integral in general does not converge for fixed ω, m
and m′, but the r-integration is well-defined only if the integrals are performed in the
order given in (3.14). However, we want to analyze the r-integral first. To this end,
we insert a convergence-generating factor e−εr, making it possible to interchange the
integrals (in the end, we shall take the limit ε ց 0 in the distributional sense). We
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thus obtain
<pψ | pφ> = −4π lim
εց0
ˆ
I
dm
ˆ
I
dm′
ˆ ∞
−∞
dω
2∑
a,a′=1
ψˆm,a(ω) φˆm′,a′(ω)
×
ˆ ∞
r1
r√
∆
〈
Xωm,a(r),
(
0 1
1 0
)
Xωm′,a′(r)
〉
C2
e−εr dr . (3.15)
In the case |ω| < m, the fundamental solution decays exponentially at infinity, so that
the resulting contribution can be absorbed into the function h(m,m′). In the remaining
case |ω| > m, the term involving the error term R∞ squared is integrable over r and
can again be absorbed into the function h(m,m′). The term involving one exponential
factor and one error term R∞ is not integrable in the Lebesgue sense, but it exists
as an improper Riemann integral, giving a bounded function. Hence it can also be
absorbed into the function h(m,m′). Therefore, it remains to consider the r-integral
for the leading term in (2.16). Transforming for convenience to the Regge-Wheeler
coordinate, we obtain
R :=
ˆ ∞
r1
r√
∆
〈
Xωm,a(r),
(
0 1
1 0
)
Xωm,a′(r)
〉
C2
e−εr dr
=
ˆ ∞
0
〈
Aωm
(
e−iΦ
ω
m
(u) fω+∞, m,a
eiΦ
ω
m
(u) fω−∞, m,a
)
,
(
0 1
1 0
)
Aωm′
(
e−iΦ
ω
m
′
(u) fω+∞, m′,a′
eiΦ
ω
m
′
(u) fω−∞, m′,a′
)〉
C2
e−εu du
+ h(m,m′)
(here it suffices to integrate over [0,∞) with the integration measure du because the
error can again be absorbed into the function h(m,m′)). Using the formula for the
phase Φωm in (2.17), one finds that the contributions involving the sum of the phases
±(Φωm(u) + Φωm′(u)) are finite due to the oscillations even in the limit ε ց 0 and can
thus be absorbed into the function h(m,m′). We thus obtain
R =
ˆ ∞
0
((
Aωm
)∗(0 1
1 0
)
Aωm′
)1
1
fω+∞, m,a f
ω+
∞, m′,a′ e
iΦω
m
(u)−iΦω
m
′
(u)−εu du
+
ˆ ∞
0
((
Aωm
)∗(0 1
1 0
)
Aωm′
)2
2
fω−∞, m,a f
ω−
∞, m′,a′ e
−iΦω
m
(u)+iΦω
m
′
(u)−εu du
+ h(m,m′)
with a new function h ∈ L∞(I × I). Now a straightforward computation using the
explicit form of the matrix A in (2.18) and the phase in (2.17) yields
R = −ǫ(ω) m
ω2 −m2
(
fω+∞, m,a f
ω+
∞, m′,a′
iǫ(ω)
(√
ω2 −m2 −√ω2 −m′2
)
− ε
+
fω−∞, m,a f
ω−
∞, m′,a′
iǫ(ω)
(
−√ω2 −m2 +√ω2 −m′2
)
− ε
)
+ h(m,m′)
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(again with a new function h ∈ L∞(I × I)). Linearizing near m = m′ gives the
distributional equation
lim
εց0
R = − lim
εց0
(
fω+∞, m,a f
ω+
∞, m′,a′
i(m−m′)− ǫ(ω) ε +
fω−∞, m,a f
ω−
∞, m′,a′
−i(m−m′)− ǫ(ω) ε
)
+ h(m,m′) (3.16)
= −π ǫ(ω) δ(m−m′)
(
fω+∞, m,a f
ω+
∞, m,a′ + f
ω−
∞, m,a f
ω−
∞, m,a′
)
(3.17)
+ i
PP
m−m′
(
fω+∞, m,a f
ω+
∞, m′,a′ − fω−∞, m,a fω−∞, m′,a′
)
+ h(m,m′) . (3.18)
The combination of transmission coefficients in (3.18) can be simplified using the re-
lation (3.5) to obtain
fω+∞, m,a f
ω+
∞, m′,a′ − fω−∞, m,a fω−∞, m′,a′ = O
(
m−m′)+ δa,a′ ×
{
1 if a = 1
−1 if a = 2 .
Using these formulas in (3.15) gives the result. 
Proof of Theorem 3.3. The formula comes about by combining the results of the previ-
ous two lemmas: While Lemma 3.6 determines the contribution form 6= m′, Lemma 3.7
tells us about the singular behavior at m = m′.
In order to compute the contribution for m 6= m′, we assume that the mass supports
of ψˆ.,a(ω) and φˆ.,a′(ω) are disjoint. Then, according to (3.4),
<pψ | pTφ> −<pTψ | pφ> = −4π
ˆ ∞
r1
dr
r√
∆
ˆ
I
dm
ˆ
I
dm′
ˆ ∞
−∞
dω
×
2∑
a,a′=1
(m′ −m) ψˆm,a(ω) φˆm′,a′(ω)
〈
Xkωnm,a (r),
(
0 1
1 0
)
Xkω
′n
m′,a′(r)
〉
C2
.
Since ψˆm,a and φˆm′,a′ may be multiplied by arbitrary test functions in m and m
′,
respectively, comparing again with (3.4) and the formula of Lemma 3.6, we obtain
<pψ | pφ> = −4πi
ˆ
I
dm
ˆ
I
dm′
1
m−m′
×
ˆ ∞
−∞
2∑
a,a′=1
ψˆm,a(ω) φˆm′,a′(ω) 〈fω0, m,a,
(
1 0
0 −1
)
fω0, m′,a′〉C2 dω .
We have thus derived the contribution for m 6= m′ in the formula of the theorem.
Moreover, the summands (3.11) and (3.12) also appear in the above formula.
It remains to show that in the case |ω| < m, the integrals involving the principal
part can be combined with the function h in (3.13). In other words, our task is to
show that the function
χ[−m,m](ω)
1
m−m′ ψˆm,1(ω) φˆm′,1(ω) 〈f
ω
0, m,1,
(
1 0
0 −1
)
fω0, m′,1〉C2 (3.19)
is bounded (meaning that the corresponding integrals are well-defined even in the
Lebesgue sense without taking a principal value). To this end, we note that in the
case |ω| < m, the fundamental solution Xωm,1(r) tends to zero at spatial infinity.
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Figure 1. Propagation of Dirac waves in a conformal diagram.
Therefore, the differential equation (3.7) implies that
〈fω0, m,1,
(
1 0
0 −1
)
fω0, m,1〉C2 = 0 . (3.20)
As a consequence, the corresponding inner product in (3.19) is of the order O(m−m′),
giving the result.

3.3. Interpretation of the Mass Decomposition. We now explain how the dif-
ferent terms in the mass decomposition of Theorem 3.3 come about and discuss their
significance. The structure of the mass decomposition becomes clearer if we write it
in the form (1.5) and (1.6), where we set
(ψm | Sm φm)m := 4π2
ˆ
R\[−m,m]
ǫ(ω)dω
2∑
a,a′=1
ψˆm,a(ω)φˆm,a′(ω)〈fω∞, m,a, fω∞, m,a′〉C2 , (3.21)
and B(ψm, φm′) stands for the integrands of the principal value integrals in Theo-
rem 3.3. The relation (3.21) will serve as the definition of the fermionic signature
operator Sm (see Section 4); for the moment, the left side of (3.21) merely is a conve-
nient abbreviation.
The term (1.5) involves a single mass integral. Intuitively speaking, this term can
be understood from the fact that the mass oscillations give a factor δ(m−m′), making
it possible to carry out one of the mass integrals. Consequently, the contribution (1.5)
tells us about the behavior of the Dirac wave functions in the asymptotic end for large
times, as shown in Figure 1 in a conformal diagram. In this diagram, a spatially
compact solution is shown (the gray region denotes the support). Clearly, only the
diamond up to the horizons H± belongs to our space-time. The mass oscillations come
into play at lightlike and timelike infinity. The term (1.6), on the other hand, arises in
our analysis as the boundary terms when integrating the Dirac operator by parts (see
the proof of Lemma 3.6). With this in mind, these contributions can be understood as
boundary terms on the event horizon (as shown in Figure 1). Usually, such boundary
terms describe the flux of Dirac currents. In our setting, the situation is a bit more
involved because the masses of the wave functions ψm and φm′ are in general different.
But at least in the limit when the masses coincide,
lim
m′→m
B(ψm, φm′) ,
the integrand of the double mass integral goes over to the probability flux of the Dirac
current through the event horizon. This can be made more precise by introducing the
so-called fermionic flux operator similar to (3.21) by (for details see Section 5)
(ψm |Bm φm)m := lim
m′→m
B(ψm, φm′) . (3.22)
An interesting point is that the boundary terms and the terms arising from the
mass oscillations are not independent of each other, but they come from a joint pole
structure (as one sees best in (3.16)). This phenomenon can be understood from the
unitarity of the time evolution, which gives connections between the behavior of the
wave on the event horizon and in the asymptotically flat end.
THE FERMIONIC SIGNATURE OPERATOR IN THE SCHWARZSCHILD GEOMETRY 19
We finally remark that a similar connection between boundary terms and double
mass integrals involving a principal value is found in cosmological De Sitter space-
time [2].
4. The Fermionic Signature Operator
The next question is what information on the solution space Hm for fixed m can
be extracted from the mass decomposition of Theorem 3.3. One method is to analyze
the integrand in the first line; this will be done in this section. Another method is to
analyze the integrand of the double integrals in the limiting case m′ → m; this will be
explained in Section 5 below.
The main result of this section is to show that (3.21) uniquely defines the fermionic
signature operator Sm as an operator with the following properties:
Theorem 4.1. Restricting attention to one angular momentum mode, for all ψm ∈
H∞m the fermionic signature operator defined by (3.21) has the alternative representa-
tions
Smψm =
1
2π2
ˆ
R\[−m,m]
ǫ(ω)
‖fω∞, m,1‖2C2 + 1
( 2∑
a=1
Ψωm,a (Ψ
ω
m,a |ψm)m
)
dω (4.1)
(
Ŝmψm
)
m,a
(ω) =
ǫ(ω) χR\[−m,m]
‖fω∞, m,1‖2C2 + 1
2∑
b=1
(
T (ω)−1
)ab
ψˆm,b(ω) . (4.2)
The fermionic signature operator is a bounded symmetric operator on Hm with
‖Sm‖ ≤ 2 . (4.3)
Moreover, it commutes with the Dirac Hamiltonian H. It has the spectral representa-
tion
Sm =
ˆ
R\[−m,m]
Sm(ω) dEω , (4.4)
where E is the spectral measure of the Hamiltonian (see (1.8)) with operators Sm(ω)
having the eigenvalues (1.10).
The remainder of this section is devoted to the proof of this theorem. We begin
with the representation (3.2),
(ψm | Smφm)m = 2π2
ˆ
R
dω
2∑
a,b=1
(
T (ω)−1
)ab
ψˆm,a(ω) (Ŝmφm)m,b(ω) .
Comparing with (3.21) gives
1
2
ˆ
R
dω
2∑
a,b=1
(
T (ω)−1
)ab
ψˆm,a(ω) (Ŝmφm)m,b(ω)
=
ˆ
R\[−m,m]
ǫ(ω) dω
2∑
a,a′=1
ψˆm,a(ω) φˆm,a′(ω) 〈fω∞, m,a, fω∞, m,a′〉C2
=
ˆ
R\[−m,m]
ǫ(ω) dω
2∑
a,b,c,a′=1
(
T (ω)−1
)ab
ψˆm,a(ω)
(
tωbc 〈fω∞, m,c, fω∞, m,a′〉C2 φˆm,a′(ω)
)
.
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Hence
(Ŝmφm)m,b(ω) = 2 ǫ(ω) χR\[−m,m](ω)
2∑
c,a′=1
tωbc 〈fω∞, m,c, fω∞, m,a′〉C2 φˆm,a′(ω) .
Using (2.22) and (2.24), we obtain
(
Smφm
)
(r, ϑ, ϕ) =
ˆ
R
2∑
b=1
(Ŝmφm)m,b(ω) Ψ
ω
m,b(r, ϑ, ϕ) dω
= 2
ˆ
R\[−m,m]
ǫ(ω) dω
2∑
b,c,a′=1
tωbc 〈fω∞, m,c, fω∞, m,a′〉C2 φˆm,a′(ω) Ψωm,b(r, ϑ, ϕ)
=
1
π2
ˆ
R\[−m,m]
ǫ(ω) dω
2∑
b,c,a′,d=1
tωbc 〈fω∞, m,c, fω∞, m,a′〉C2 tωa′d (Ψωm,d |φm)m Ψωm,b(r, ϑ, ϕ) .
We conclude that
Sm =
1
π2
ˆ
R\[−m,m]
ǫ(ω) dω
2∑
a,b,c,d=1
Ψωm,a t
ω
ab 〈fω∞, m,b, fω∞, m,c〉C2 tωcd (Ψωm,d | .)m . (4.5)
The combination of transmission coefficients and matrix elements tωab appearing here
is computed in the next lemma.
Lemma 4.2. For all |ω| > m,
2∑
b,c=1
tωab 〈fω∞, m,b, fω∞, m,c〉C2 tωcd =
δad
2
(
1 + ‖fω∞, m,a‖2C2
) . (4.6)
Proof. We make use of the explicit formulas for the coefficients tωab as derived in [7,
Theorem 3.6] and [8, Lemma 6.1]. We first recall these results and formulate them in
a way most convenient for us. In [7] the integral representation is obtained by first
analyzing the system with Dirichlet boundary conditions at u2 ∈ R and then taking the
limit u2 →∞. Considering a linear combination of the radial fundamental solutions
X(u) = c1 X1(u) + c2 X2(u) ,
the Dirichlet boundary conditions take the form X+(u2) = X−(u2). Evaluating these
conditions asymptotically as u→∞ with the help of (2.16) and keeping in mind that
the normalization at the event horizon implies that |c1|2 + |c2|2 = 1, one finds
c1 =
t1√
|t1|2 + |t2|2
, c2 =
t2√
|t1|2 + |t2|2
with
t1(α) = f
+
∞ 2 e
−iα − f−∞ 2 eiα , t2(α) = −f+∞ 1 e−iα + f−∞ 1 eiα (4.7)
and α = Φωm(u). The coefficients t
ω
ab are obtained by taking the product cacb and
integrating over α (see [7, eq. (3.46)]),
tωab =
1
2π
ˆ 2pi
0
ta tb
|t1|2 + |t2|2 dα . (4.8)
In [8] more detailed formulas for tωab were derived using specific properties of the radial
equation which become most apparent in the reformulation as the so-called planar
equation (see [8, Section 4]). For our purposes, it suffices and is more convenient to
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incorporate the additional properties of the radial equation by employing the methods
and results of Lemma 3.4.
Again in the parametrization (3.9), the scalar products in (4.6) become
〈fω∞, m,1, fω∞, m,1〉C2 = 〈fω∞, m,2, fω∞, m,2〉C2 = cosh(2ϑ)
〈fω∞, m,1, fω∞, m,2〉C2 = eiδ sinh(2ϑ) .
(4.9)
Moreover, using this parametrization in (4.7), a short computation shows that
|t1|2 = |t2|2 .
Applying this relation in (4.8), we immediately find
tω11 = t
ω
22 =
1
2
(4.10)
and
tω12 =
1
4π
ˆ 2pi
0
t1 t2
|t2|2 dα =
1
4π
ˆ 2pi
0
t1
t2
dα
=
1
2π
ˆ pi
0
f+∞ 2 − f−∞ 2 e2iα
−f+∞ 1 + f−∞ 1 e2iα
dα .
Introducing z = e2iα as the new integration variable, we obtain the contour integral
tω12 =
1
2π
‰
∂B1(0)
f+∞ 2 − f−∞ 2 z
−f+∞ 1 + f−∞ 1 z
(
− i
2
dz
z
)
.
The integrand has poles at z = 0 and
z =
f+∞ 1
f−∞ 1
(3.9)
= ei(β−γ) coth ϑ .
Since the last pole lies outside our integration contour, we only need to take into
account the contour at z = 0. We thus obtain
tω12 = −
1
2
f+∞ 2
f+∞ 1
= −1
2
eiδ tanhϑ . (4.11)
Finally, the coefficient tω21 is obtained by complex conjugation,
tω21 = t
ω
12 = −
1
2
e−iδ tanhϑ . (4.12)
Combining the identities (4.10), (4.11) and (4.12) with (4.9), a straightforward com-
putation yields
2∑
b,c=1
tωab 〈fω∞, m,b, fω∞, m,c〉C2 tωcd =
δad
4
1
cosh2 ϑ
.
Rewriting the factor cosh2 ϑ as the absolute square of the vectors in (3.9)
cosh2 ϑ =
1
2
(
cosh2 ϑ+ sinh2 ϑ+ 1
)
=
1
2
(
‖fω∞, m,a‖2C2 + 1
)
(4.13)
concludes the proof. 
22 F. FINSTER AND C. RO¨KEN
Proof of Theorem 4.1. The representation (4.1) follows immediately by using the iden-
tity of Lemma 4.2 in (4.5). Applying (2.22) and (2.24) gives (4.2).
According to (4.2), the fermionic signature operator is a multiplication operator
in ω. This implies that it commutes with the Hamiltonian and can be represented
in the form (4.4). Moreover, the eigenvalues µ± in (1.10) are the eigenvalues of the
matrix in (4.2). In order to compute them, we again work in the parametrization (3.9).
Then
T (ω) =
1
2
(
1 −eiδ tanhϑ
−e−iδ tanhϑ 1
)
.
This matrix has the eigenvalues
ν± =
1
2
(1∓ tanhϑ) .
Thus the matrix in (4.2) has the eigenvalues
µ± =
ǫ(ω)
2 cosh2 ϑ
1
ν±
= ǫ(ω)± tanhϑ .
Finally, we express the hyperbolic tangent in terms of the norm of the vectors in (3.9),
tanh2 ϑ =
cosh2 ϑ+ sinh2 ϑ− 1
cosh2 ϑ+ sinh2 ϑ+ 1
=
‖fω∞, m,a‖2C2 − 1
‖fω∞, m,a‖2C2 + 1
.
This concludes the proof. 
5. The Fermionic Flux Operator
In this section we shall analyze how one can extract information on the solution
space Hm for fixed m from the double integral in Theorem 3.3. For convenience, we
again write this double integral in the form (1.6). In Section 3.3 we already mentioned
the method of representing the integrand B(ψm, φm′) in the limit m
′ → m in terms
of the scalar product on Hm, giving rise to the so-called fermionic flux operator Bm
in (3.22). Before entering the details of this construction, we point out that this
operator is the only operator on Hm which can be constructed from (1.6). Indeed, a
more general idea would be to expand to higher order in the masses before taking the
limit m′ → m,
lim
m′→m
dp
dmp
dq
dm′q
B(ψm, φm′) with p+ q > 0 . (5.1)
However, these bilinear forms depend on how the solutions φm, ψm ∈ Hm are extended
to families of solutions described by the mass parameter in I. For this reason, the
bilinear forms (5.1) do not give rise to well-defined operators on Hm.
Theorem 5.1. Restricting attention to one angular momentum mode, for all ψm ∈
H∞m the fermionic flux operator defined by (3.22) has the alternative representations
Bmψm = − 1
2π2
ˆ
R\[−m,m]
1
‖fω∞, m,1‖2C2 + 1
( 2∑
a=1
sa Ψ
ω
m,a (Ψ
ω
m,a |ψm)m
)
dω (5.2)
(
B̂mψm
)
m,a
(ω) = − χR\[−m,m]‖fω∞, m,1‖2C2 + 1
2∑
b=1
sa
(
T (ω)−1
)ab
ψˆm,b(ω) , (5.3)
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where
s1 = 1 and s2 = −1 . (5.4)
The fermionic flux operator is a bounded symmetric operator on Hm with
‖Bm‖ ≤ 1 .
It commutes with the Dirac Hamiltonian H. It has the spectral representation
Bm =
ˆ
R\[−m,m]
Bm(ω) dEω ,
where E is the spectral measure of the Hamiltonian (see (1.8)) with operators Bm(ω)
having the eigenvalues
ν±(ω) = ±
√
2
‖fkωn∞, m,1‖2C2 + 1
.
Comparing with Theorem 4.1, one sees that the spectral decompositions of the fermionic
flux operator and the fermionic signature operator are quite different. Indeed, the sign
of the eigenvalues of Bm does not depend on the sign of ω. Instead, the negative spec-
tral subspace of Bm describes the Dirac waves which “enter the black hole,” whereas
the positive spectral subspace corresponds to Dirac waves which “emerge from the
white hole.”
Proof of Theorem 5.1. Comparing the formula in Theorem 3.3 with (1.5) and (1.6),
we obtain
(ψm|Bmφm)m = −4π2
ˆ ∞
−∞
2∑
a,a′=1
ψˆm,a(ω) φˆm,a′(ω) 〈fω0, m,a,
(
1 0
0 −1
)
fω0, m,a′〉C2 dω .
The inner product on the right can be further simplified: In the case |ω| < m, according
to (2.23) we only need to consider the contributions for a = a′ = 1. These contributions
vanish according to (3.20). Therefore, we do not get a contribution if |ω| < m.
In the remaining case |ω| > m, we can use the identity (2.21). We thus obtain
(ψm|Bmφm)m = −4π2
ˆ
R\[−m,m]
(
ψˆm,1(ω) φˆm,1(ω)− ψˆm,2(ω) φˆm,2(ω)
)
dω .
Introducing the coefficients sa by (5.4), we can write this formula as
(ψm|Bmφm)m = −4π2
ˆ
R\[−m,m]
2∑
a=1
sa ψˆm,a(ω) φˆm,a(ω) dω
= −4π2
ˆ
R\[−m,m]
2∑
a,b,c=1
(
T (ω)−1
)ab
ψˆm,a(ω) t
ω
bc sc φˆm,c(ω) dω .
Comparing this formula with (3.2) gives
(B̂mφm)m,b = −2 χR\[−m,m](ω)
2∑
c=1
tωbc sc φˆm,c(ω) .
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Using (2.22) and (2.24), we obtain
(
Bmφm
)
(r, ϑ, ϕ) =
ˆ
R
2∑
b=1
(B̂mφm)m,b(ω) Ψ
ω
m,b(r, ϑ, ϕ) dω
= −2
ˆ
R\[−m,m]
dω
2∑
b,c=1
tωbc sc φˆm,c(ω) Ψ
ω
m,b(r, ϑ, ϕ)
= − 1
π2
ˆ
R\[−m,m]
dω
2∑
b,c,d=1
tωbc sc t
ω
cd (Ψ
ω
m,d |φm)m Ψωm,b(r, ϑ, ϕ) .
We conclude that
Bm = − 1
π2
ˆ
R\[−m,m]
dω
2∑
a,b,c=1
Ψωm,a t
ω
ab sb t
ω
bc (Ψ
ω
m,c | .)m .
A short computation using the explicit formulas for tωab as given in (4.10), (4.11)
and (4.12) yields
2∑
b=1
tωab sb t
ω
bc =
sa δac
4 cosh2 ϑ
.
Using again (4.13), we obtain (5.2). Applying (2.22) and (2.24) gives (5.3).
The spectrum of the operator Bm is computed similar as in the proof of Theorem 4.1
by diagonalizing the operator in (5.3). 
6. Generalized Fermionic Projector States
We briefly recall the construction of quasi-free Dirac states as worked out in [10].
According to (4.3), for any m ∈ I the fermionic signature operator is a bounded
symmetric operator on Hm. The fermionic projector P is introduced as the operator
(for details see [12, Section 3] and [13, Section 4.2])
P = −χ(−∞,0)(Sm) km : C∞0 (M, SM)→ Hm , (6.1)
where km is the causal fundamental solution defined as the difference of the advanced
and retarded Green’s operators,
km :=
1
2πi
(
s∨m − s∧m
)
: C∞0 (M, SM)→ H∞m .
The fermionic projector P can be written as an integral operator involving a uniquely
determined distributional kernel P ∈ D′(M×M), i.e. (for details see [12, Section 3.5])
<φ|Pψ> = P(φ⊗ ψ) for all φ,ψ ∈ C∞0 (M, SM) .
Araki’s construction in [1] yields for any non-negative operator W on Hm a unique
quasi-free Dirac state with the property that the two-point distribution coincides with
the integral kernel of the operator −W km. Applying this construction to the projection
operator χ(−∞,0)(Sm) gives the so-called fermionic projector state (for details see [10,
Section 6]).
According to Theorem 4.1, the negative spectral subspace of the fermionic signa-
ture operator coincides with the negative spectral subspace of the Hamiltonian; more
precisely (see also (1.9))
χ(−∞,0)(Sm) = χ[−∞,m)(H) .
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We thus reproduce the frequency splitting for the observer in a rest frame at infinity.
Clearly, this state is Hadamard. This gives the result of Corollary 1.1.
Applying Araki’s construction to the operator W =W (Sm) with W a non-negative
Borel function gives the so-called generalized fermionic projector state. The corre-
sponding two-point distribution is the integral kernel of the operator
PW = −W (Sm) km : C∞0 (M, SM)→ Hm .
In ultrastatic space-times, where the operator Sm only has the eigenvalues ±1, work-
ing with W (Sm) does not give anything new. This is why the generalized fermionic
projector state was first considered in Rindler space-time [11, Section 11] (the notion
“generalized fermionic projector state” was introduced in [15, Section 2.5]).
The basic question is whether the generalized fermionic projector state is a Hadamard
state. We now explain why, for generic W , the generalized fermionic projector cannot
be expected to be a Hadamard state. To this end, recall that a state is Hadamard if it
realizes the frequency splitting up to smooth contributions. This means in particular
that, asymptotically as ω → ±∞, the state should reproduce the frequency splitting
(meaning that limω→±∞ µs = ±1 for all s ∈ {+,−}). This condition can be analyzed
by looking at the radial equation (2.15). Indeed, as ω → ±∞, the potential on the
right of this equation has little effect on the solutions (as could be made precise for
example with a WKB analysis), meaning that the solutions go over asymptotically
to plane waves. As a consequence, the norm ‖fkωn∞,m,1‖C2 in (1.10) tends to one. We
conclude that
lim
ω→±∞
µ±(ω) = ǫ(ω) ,
implying that, as desired, for large frequencies we recover frequency splitting. This
argument has the caveat that in order to obtain a Hadamard state, we must recover
frequency splitting uniformly in the angular eigenvalue λ. But this uniformity does not
hold for the following reason: Suppose we are given ω and a compact interval [u0, u1].
Since the matrix on the right of (2.15) is Hermitian, by choosing λ sufficiently large,
we can arrange that the fundamental solutions of the radial equation are exponentially
increasing or decreasing on the interval [u0, u1]. This means that, for any fixed ω, the
norm ‖fkωn∞,m,1‖C2 in (1.10) can be made arbitrarily large by increasing λ. Therefore,
except in the case when W is constant on the intervals [−2, 0) and (0, 2] (in which
case we get merely a linear combination of the fermionic projector (6.1) and the op-
erator km), the generalized fermionic projector does not reproduce frequency splitting
for large ω. As a consequence, for generic W , the generalized fermionic projector state
will not be a Hadamard state.
Clearly, this argument leaves the possibility that one gets a Hadamard state for
specific choices of the function W . If this is the case, the next question would be what
this state means physically. We leave these questions as open problems for the future.
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