ABSTRACT: Given the increase in global positioning system enabled devices and the ubiquitous ability to connect wirelessly to information through location-based services, organizations are challenged to offer privacy-by-design support systems. Given this, we offer a conceptual framework to capture the impact of the individual component weights of concern for information privacy on behavioral intent of disclosing information. Through a sample of 217 respondents, our PLS model shows that privacy protection beliefs negatively impact concern for collection, unauthorized use, and improper access of information and that privacy risk beliefs positively impact concern for collection and existence of errors; additionally, concern for collection negatively impacts behavioral intentions to disclose information, as does concern for unauthorized use. With such detailed information, firms can address both cognitive and affective consumer concerns, enhance transparency, and communicate multiple services while handling privacy controls as an extension of those services.
I. INTRODUCTION
O rganizations involved in location-based services (LBS) have a tremendous potential to transform the mobile industry, as well as the user experience. Due to the increase in the number of global positioning system (GPS) enabled devices and the ubiquitous ability to connect wirelessly to information, the projected revenue for LBS is expected to increase from $2.8 billion in 2010 to $10.3 billion in 2015 (Pyramid Research 2011) . LBS require a GPS-enabled device that collects location data through either a wireless connection or a cell tower. LBS applications include vehicle navigation and tracking (e.g., OnStar), social tracking (e.g., Foursquare, Twitter, Facebook), location-based search (e.g., Google, Yelp), as well as location-based advertising (e.g., on-site casino promotions).
However, with the opportunities provided to consumers by this technology come the responsibility and the challenges faced by organizations to provide accurate and secure information. In particular, firms need to adequately communicate their ability to protect an individual's information privacy. The business need to protect consumer privacy is so intense and timely that research suggests that accounting firms also extend their branding to include privacy-related services (Greenstein and Hunton 2003; Vandervelde 2003) . Open communication and best practice with regard to consumer privacy are important not only for building trust with organizations (Culnan and Armstrong 1999) , but also for fulfilling ethical and public policy standards and ensuring consumer security (Milne 2000; Weidenmier and Ramamoorti 2006) .
To this end, the Federal Communications Commission (FCC 2012) issued a report on the opportunities, as well as considerations, to encourage industry best practices in safeguarding consumer's personally identifiable information. The FCC panelists find that industry and corporate responses on privacy protection are varied and, therefore, recognize the need for government to provide baseline standards for privacy. In particular, they recommend that the focus should not be overly specific, but rather be widely applied to a range of situations. The panelists discuss the concept of privacy by design (PbD) and the capability of organizations to implement this approach within their product development stage. The PbD approach advocates that organizations consider privacy from a proactive perspective and embed it in the early stages of design through seven principles of Fair Information Practices (Cavoukian 2010) . In a similar vein, the Federal Trade Commission (FTC 2012) recently issued a report encouraging organizations to use a PbD solution in developing LBS products. Thus, the recommendations from the FCC and FTC reports emphasize the need for organizations to balance information privacy concerns with the advantages of LBS through a design perspective.
Importantly, product design is not one-sided and requires that organizations consider consumer feedback (Bloch 1995) . A design perspective requires human knowledge to create a conceptualization of what ought to be (Simon 1969) . Furthermore, Bélanger and Crossler (2011) conduct an extensive review of information privacy in the IS research and identify a ''gap'' in the literature noting that user input is not adequately examined in relation to conceptual design research of information privacy tools and technologies. Therefore, in order for organizations to understand how to embed privacy into LBS design, they must also understand detailed privacy components from a user perspective.
The information systems literature has developed and tested a multidimensional construct that measures the specific components that relate to an individual's privacy concern regarding an organization's information practices (Smith, Milberg, and Burke 1996; Stewart and Segars 2002) . In addition, prior research proposes that risk is an antecedent to privacy concerns and suggests that individuals use a privacy calculus in their decision-making process to weigh the costs and benefits of each choice before determining whether to disclose their information online (Dinev and Hart 2006; Li, Sarathy, and Xu 2011) . Privacy calculus theory assumes that an individual's intent to disclose information is based upon their consideration and tradeoffs for risks and benefits; the theory therefore elucidates the joint effects of the opposing beliefs on intentions (Xu, Teo, Tan, and Agarwal 2009; Li 2012) . Privacy calculus is complex and involves a multitude of considerations that raise or reduce privacy concerns. Examples of conditions under which privacy concerns can increase include perceived risks, computer anxiety, and previous experiences (Dinev and Hart 2006; Stewart and Segars 2002; Bansal, Zahedi, and Gefen 2010) . On the other hand, existing literature shows that reputation, privacy policies, and controllability may reduce privacy concerns (Andrade, Kaltcheva, and Weitz 2002; Chen, Ping, Xu, and Tan 2009) .
The present research examines the relationship between the cost/benefit considerations of an individual's privacy calculus and their concern for information practices within the specific context of an LBS technology and their subsequent intent to disclose information. In particular, we propose a model that separates specific privacy subcomponents and shows the differential impact on behavioral intention to disclose information. The challenges faced by organizations in meeting privacy-by-design standards are immense; included are (1) distinguishing privacy from security in its fundamental definition, (2) developing implementation mechanisms for privacy integration into systems, and (3) furthering knowledge of the tangible and intangible benefits and risks of privacy practices by companies (Spiekermann 2012) . Findings of the proposed model not only augment the recent LBS and privacy research, but also contribute to organizations by elucidating how the elements of Concern for Information Privacy (CFIP) may be incorporated into a PbD perspective in the future for other specific LBS technologies.
The remainder of the paper is organized as follows. Section II is a discussion of the LBS privacy research and the development of hypotheses. Section III describes the research method and the context of the study, data collection, and analysis. Finally, Section IV concludes with a discussion of the model results and contributions to the literature, as well as insights for practice. , Dinev, and Xu (2011) recently provide a comprehensive literature review on privacy, recommending that future researchers consider a macro model of privacy (APCO) from which to frame positivist research:
II. BACKGROUND AND HYPOTHESES

Smith
Antecedents ! Privacy Concerns ! Outcomes:
According to Smith and colleagues, a majority of research attention primarily focuses on the link between privacy concerns and outcomes, whereas very few studies address the link between antecedents and privacy concerns. In addition, the authors suggest that future empirical studies on privacy will add more value to the literature if researchers consider the macro model and examine the relationships between antecedents to privacy concerns and outcomes (Smith et al. 2011) .
Although privacy research is multidisciplinary and broad in nature, evolving over decades, the APCO macro model of privacy provides a structure by which to guide the proposed research model, which is framed within the specific context of interest in an LBS technology. Moreover, with regard to online website privacy research, Li (2014) suggests that situation-specific privacy concerns from an online perspective may have a stronger impact on information disclosure than general privacy concerns. It is important to draw the distinction between general versus situation specific privacy concerns; by doing so, researchers can unravel the intricacies of individual privacy issues (Bennett 1992; McKnight, Choudhury, and Kacmar 2002; Malhotra, Kim, and Agarwal 2004; Li 2014) . Thus, in light of the macro model and the suggestion that privacy is ''situation specific,'' the present study contributes to existing literature by examining individual privacy concerns within the context of an LBS technology.
The constructs and hypotheses developed for this study fit appropriately within the APCO framework. In particular, Concern for Information Privacy (CFIP) is used for privacy concerns and behavioral intent is the outcome from which to examine relationships within the framework. Privacy risk beliefs are considered an antecedent of privacy concern (Pavlou 2011; Dinev and Hart 2006) . This study specifically focuses on the privacy beliefs using privacy calculus theory; namely, privacy risk beliefs (PRB) and privacy protection beliefs (PPB). Privacy risk belief is the potential loss one feels in releasing personal information to an organization (Malhotra et al. 2004) , whereas privacy protection belief is an individual subjective belief that a certain vendor will protect an individual's private information as expected (Pavlou and Chellappa 2001) . Li et al. (2011) examine the cost/benefit calculus between PRB and PPB in an online setting and suggest that individual beliefs and dispositions can factor into the privacy calculation. For example, Li, Sarathy, and Xu (2010) show that by untangling these privacy beliefs into two separate constructs, their impact on behavioral intentions produce varied results. They note that in an online setting, participants who exemplify high privacy protection beliefs perceive more control over their information and are more likely to disclose it. In this case the PRB is deemed as a cost of privacy while PPB is considered a benefit. On the whole, previous research shows that both PRB and PPB are impactful individual differences variables; given this importance, the present model proposes them as antecedents.
In relation to individual or personality traits, PRB and PPB are only two of an exhaustive set of antecedents from which researchers can examine privacy under the APCO framework (Smith et al. 2011) . These antecedents are important for understanding how individuals compare their multiple beliefs and make tradeoffs as applied through privacy calculus theory. Therefore, this study focuses on these two antecedents to preserve the parsimony of the model.
Concern for information privacy consists of four subconstructs: (1) collection; (2) error; (3) unauthorized use; and (4) improper access (Smith et al. 1996; Junglas, Johnson, and Spitzmueller 2008) . Known as a reliable construct and de facto measure of information privacy concerns (Bélanger and Crossler 2011) , the four dimensions of CFIP are also well aligned with the FTC's fair information practices (Bansal, Zahedi, and Gefen 2008; FTC 2000) . The FTC (2000) stipulates that consumers be given: (1) notice that their personal information is being collected on any activity (CFIP-Collection); (2) access to personal information for data accuracy (CFIP-error); (3) consent to appropriate use of collected information (CFIP-unauthorized use); and (4) security to prevent unauthorized access (CFIP-improper access). The conceptualized model is shown in Figure 1 .
Although there are several foundational studies that examine privacy within the context of LBS technologies, none have examined it within a framework focusing on the design perspective. Barkhuus and Dey (2003) examine the relationship of several mobile location services and concern for information privacy using case study methodology with 16 participants. They find that location-tracking services generate a higher privacy concern than do position aware services. In addition, their findings indicate that if the service is useful, individuals indicated less of a concern for their privacy. Perhaps the most notable related research to date in LBS is Junglas et al. (2008) ; FIGURE 1 Conceptual Model these authors were forerunners in their examination of the link between several antecedents focusing on personality traits and concern for information privacy within the area of cellular phones. As a result of their findings, Junglas et al. (2008) suggest that potential value can be gleaned by widening the scope of their sample and including mandatory users of a technology. Finally, Xu et al. (2009) examine privacy calculus (benefits and risks) within the context of general push-and-pull-based LBS and the effect on intentions to disclose personal information. Even though all of these seminal studies investigate privacy within the specific and general context of LBS, none of them utilize the full APCO framework.
Antecedents to concern for privacy include several personality traits such as agreeableness, conscientiousness, emotional stability, extraversion, and openness (Junglas et al. 2008; Korzaan and Boswell 2008) . In addition to emotional antecedents, perceived relevance, considered as a measure of consumer fairness concerns, is also an antecedent of both privacy protection belief and privacy risk belief (Li et al. 2010) . Perceived fairness of privacy policies, much like perceived fairness of taxation policies (Krishen, Raschke, and Mejza 2010) , is an important cognitive determinant of willingness to disclose information or voluntarily cooperate with proposed policies. Similarly, privacy risk and protection beliefs are an individual trait. The Li et al. (2011) research model mainly examines the relationship between PRB and PPB on the outcome behavioral intention within an online context, finding that PRB is negatively associated with intent, while PPB is positively associated with intent.
In relation to the proposed model and using the APCO framework, the cost/benefit analysis of privacy calculus is related to an individual's concern for information privacy for LBS technology. In addition, to understand concern for information privacy from a design perspective, the multidimensional construct of CFIP should be unraveled to understand the intricacies of privacy concern and its effects with the other constructs of interest in the model under the APCO framework. Organizations can benefit from research that considers the separate effects of each component of CFIP as the effect of these components may be contingent upon the specific context of interest. Specifically, an individual's high (low) privacy protection belief about a vendor's ability to protect their information can be related to a decrease (increase) in their concern for privacy. This leads to the following hypotheses:
H1a: PPB is negatively associated with the CFIP threat-Collection.
H1b: PPB is negatively associated with the CFIP threat-Unauthorized use.
H1c: PPB is negatively associated with the CFIP threat-Improper access.
H1d: PPB is negatively associated with the CFIP threat-Existence in errors.
Conversely, an individual's high (low) privacy risk belief can be related to high (low) feelings of threats in their concern for privacy toward LBS. It is thus contended that:
H2a: PRB is positively associated with the CFIP threat-Collection.
H2b: PRB is positively associated with the CFIP threat-Unauthorized use.
H2c: PRB is positively associated with the CFIP threat-Improper access.
H2d: PRB is positively associated with the CFIP threat-Existence in errors.
The broad construct of concern for information privacy has a direct and negative relationship on the behavioral intention to engage in privacy-related risk reduction by consumers (Stewart and Segars 2002; Korzaan and Boswell 2008) . However, most existing research shows that general privacy concern directly influences behavioral intention, without specifying the differentiated impacts of each of the components of concern for privacy (Li et al. 2011) . Given the conceptual interest within a design perspective of privacy, the present study hypothesizes that the individual components of CFIP will be related to the behavioral intention to disclose private information as follows:
H3: A negative association exists between the CFIP threat of collection and intentions. 
III. RESEARCH METHOD
A survey instrument was administered to 272 non-student respondents using a quota-convenience snowball sampling methodology to understand perspectives of privacy with an LBS technology. Qualification for the study required that respondents not be enrolled as students in a university. Previous research utilizes this method that consists of data collectors randomly asking individuals to participate in an online survey (Mick 1996; Bui, Krishen, and LaTour 2012) . For the context of this study, research shows that the quota-convenience technique, also known as a structured snowball sample (S. Sarker, S. Sarker, and Jana 2010), or a respondent-driven sampling method (Warkentin, Johnston, and Shropshire 2011) , produces a statistically disperse sample that is generalizable and ecologically valid (Snijders 1992) . In fact, newer research indicates that in comparison to several other sampling techniques, quasi-convenience samples, such as snowball, do not create estimation issues or biases, especially when the sample size is large, as in this study (X. Chen, Y. Chen, and Xiao 2013) . The context for the survey involved the use of an LBS technology as an alternative solution to collect fuel tax. This LBS technology will keep track of mileage driven and will not record locations driven. Currently, fuel tax is calculated per gallon of fuel purchased and paid at the pump; however, the alternative proposed solution is based on actual miles driven (Krishen et al. 2010; Krishen, Raschke, Kachroo, LaTour, and Verma forthcoming) . In order to explain the vehicle tax policy to our respondents, the survey included a short explanation (see Appendix A). Table 1 annual salary of $67,000, and drive an average of 185 miles each week. Of the 272 respondents surveyed, 217 surveys were complete and were therefore used in the analysis to test the model. All items in the survey use 7-point Likert scales (anchored with 1 ¼ strongly disagree and 7 ¼ strongly agree) and have been validated in prior literature lending to the reliability of the measures; these are provided in Table 2 for each construct.
Results
Prior to testing the hypotheses, we first assess the initial loadings of the measures on each construct. Table 3 provides the cross loadings for all of the measures for the model constructs. Three measures were dropped due to poor loadings (Iacobucci 2009 (Iacobucci , 2010 . Table 4 shows the cross loadings of the model with the remaining measures. The model constructs are assessed for reliability, and convergent and discriminant validity. Table 5 provides the construct convergent and discriminant validity (Panels A and B, respectively). The model shows convergent validity because all average variance extracted (AVE) scores are greater than 0.50 and discriminant validity because the AVE is larger than cross correlations with other constructs (Fornell and Larker 1981) . We also tested for common methods bias, because respondents answered questions about both the independent and dependent variables. The Harmon one-factor test indicated that one factor accounts for only 29 percent of the total variance in the independent and dependent measures. This is below the 50 percent threshold for common method bias (Podsakoff and Organ 1986) .
Partial Least Squares (PLS) is used to test the hypotheses and examine the predictiveness of the model (Chin 1995) . H1a through H1d relate to the negative relationship between privacy protection beliefs and the component threats of concern for information privacy. All paths are significant (p , 0.05) with the exception of the relationship between PPB and Error, which is not significant. Thus, H1d is not supported. H2a through H2d relate to the positive relationship between privacy risk beliefs and the component threats of concern for information privacy. The paths between PRB and Collection, as well as PRB and Error are significant (p , 0.05); however, the paths between PRB and Unauthorized use, as well as the path PRB and Improper Access, are not significant. Thus, H2b and H2c are not supported.
H3 through H6 examine the relationships between the components of concern for information privacy and the intent to disclose private information. We hypothesized a negative relationship between these constructs. The paths between Collection and Intent, as well as the path between Unauthorized use and Intent are significant (p , 0.05), whereas the paths between Error and Intent are not significant. The path between Improper Access and Intent is significant, but not in the intended direction. Thus, H3 and H4 are supported, whereas H5 and H6 are not supported. Table 6 provides a summary of the results of the hypotheses.
The model is tested for its predictive quality using the Stone-Geisser's (Q 2 ) test of predictive relevance for the dependent variable (Intent). The Stone-Geisser Q 2 value (Geisser 1974; Stone 1974 ) is 0.13. Given that the Q 2 value for an endogenous construct is greater than 0, the model has predictive relevance (Hair, Ringle, and Sarstedt 2011) .
Although we did not hypothesize the relationships between PPB and Intent, as well as PRB and Intent, prior literature shows that PPB is positively related to Intent, whereas PRB is negatively related to Intent (Li et al. 2011) . To confirm that the model fits with previously confirmed research, we post hoc ran the model with these relationships and found that these relationships are indeed significant. In addition, we also ran post hoc analysis assessing the mediating qualities of the individual threat components of CFIP as theorized by Smith et al. (1996) and also depicted from the APCO framework. The only significant mediating component is Collection, which is a partially mediating variable for both PPB and Intent (Sobel Test p ¼ 0.04, one-tailed) as well as PRB and (Li et al. 2011) PPB1 I am confident that I know all of the parties who would collect information if I transact with the NDOT VMT system. PPB2 I am aware of the exact nature of information that will be collected during a transaction with the NDOT VMT system. PPB3 I believe I have control over how my information will be used by NDOT if I transact with the VMT system. PPB4 I believe I can subsequently verify the information I provide during a transaction with NDOT. PPB5 I believe there is a mechanism to address violation of information I provide to NDOT. Privacy Risk Belief (Li et al. 2011) PRB1 It would be risky to disclose my VMT information to NDOT. PRB2
There would be high potential for loss associated with disclosing my VMT information to NDOT.
PRB3
There would be too much uncertainty associated with giving my VMT information to NDOT.
PRB4
Providing NDOT with my VMT information would involve many unexpected problems. Concern for Privacy-Collection (Junglas et al. 2008) COLL1 It bothers me that NDOT stores my information.
COLL2
It bothers me when my information is available to NDOT. COLL3 I am concerned that NDOT will collect too much information about me. COLL4 I am comfortable with the idea that NDOT is able to track me at any time. COLL5 I would rather not provide my information to NDOT. Concern for Privacy-Unauthorized Use (Junglas et al. 2008) UNAUTH1 NDOT should not disclose information to unauthorized parties. UNAUTH2 NDOT should never share information without my consent. UNAUTH3 NDOT should not use my information for any purpose unless it has been authorized by me. UNAUTH4 NDOT should never sell information about its customers to other companies. Concern for Privacy-Improper Access (Junglas et al. 2008) ACCESS1 NDOT should devote a lot of time and effort to preventing unauthorized access to information. ACCESS2 Databases that contain location information should be protected from unauthorized access-no matter how much it costs. ACCESS3 NDOT should take more steps to make sure that unauthorized people cannot access personal information. Concern for Privacy-Error (Junglas et al. 2008) ERROR1 All information should be double-checked for accuracy-no matter how much it costs. ERROR2 NDOT should take a lot of steps to make sure that the information in their databases is accurate. ERROR3
NDOT should have thorough procedures to correct errors in information. Behavioral Intent to Give Personal Information (Li et al. 2011) INTENT1 I am likely to reveal my VMT information to NDOT.
INTENT2
It is probable that I will reveal my VMT information to NDOT.
INTENT3
It is possible that I will reveal my VMT information to NDOT.
INTENT4
I am willing to reveal my VMT information to NDOT.
Intent (Sobel Test p ¼ 0.02, one-tailed). Figure 2 provides the path coefficients for all hypothesized relationships in our model.
IV. DISCUSSION AND CONCLUSION
Given recent research that calls for studies in the area of privacy, including consumer attitudes and beliefs regarding privacy, the present study proposes and validates a conceptual model that weighs the relative importance of different types of consumer privacy concerns related to location-based services on behavioral intentions (Kauffman, Lee, Prosch, and Steinbart 2011) . The resultant findings indicate the importance of unraveling the intricacies related to the specific components of privacy concerns and their relative weight on consumer intentions to disclose.
Even though the hypotheses indicate that PRB and PPB have impacts on all four components of CFIP, the findings ultimately show that certain relationships are significant, whereas others are not. In particular, PRB does not have a significant influence on either the unauthorized use or the improper access dimensions of CFIP. Those relationships were not significant, in major part, because of the possibility that the government context does not increase risk beliefs for these components. The present study contextualizes LBS privacy in the setting of a transportation tax through a governmental institution; as such, individuals may not be as concerned with the unauthorized use or improper access to their information because they may have more trust in the government than they would in a private organization. In addition, since the LBS collects mileage driven and the information is considered at the aggregate level and not detailed with locations driven to, this may also be a reason that the relationships between these constructs are not significant. However, the results do suggest that future research address these insignificant paths in a for-profit commercial setting to determine whether those relationships would become significant, as well as consider the level of specificity of the information. In addition, PPB does not significantly impact concern for error in our model; possibly this finding is due to the fact that individuals may not believe they have much control over errors from governmental agencies, especially in relation to taxes. Whereas concern for collection and unauthorized use both have a significant impact on behavioral intention to disclose information, the model did not indicate significant impacts for concern for error. We attribute the non-significant results of this path due to the definition of error that includes cost terminology that may force the individual to contemplate costs associated with privacy. This becomes particularly relevant when considering that the context for the study is a government tax and, as such, costs are particularly avoidable to the general public. Future research may be able to examine the effects of cost by understanding the cost burden within different contexts of a consumer's ''willingness to pay'' versus the cost burden to a for-profit concern to correct errors. Furthermore, the relationship between concern for improper access and behavioral intention is significant, but the hypothesized relationship is opposite of what was expected. It is clear to see that with this component, the privacy calculus tradeoffs are evident. In this case, privacy protection beliefs are much stronger than privacy risk beliefs for concern for improper access; as such, the concern for improper access is reduced, and participants are more likely to disclose information. Most importantly, the present findings suggest that since privacy is context specific, technology designers should consider privacy calculus feedback of potential users during the design phase for the specific components of information privacy concerns. In particular, by understanding which information privacy concern component has more bearing on behavioral intentions, design efforts can become better focused and can reduce or mitigate any potential concerns. In particular, when government policies mandate the use of a technology, the effects of poor planning may potentially result in low trust in the organization and low perceived fairness of the proposed policy. In the case of profit-oriented firms, the effect of inadequate a priori privacy measures could ultimately result in loss of reputation and revenues. Therefore, it is important that informational communications and promotions address both cognitive and affective consumer concerns, enhance transparency, and communicate multiple services while addressing privacy controls as an extension of those services (Greenstein and Hunton 2003) . According to Boritz and No (2011) , the three areas of privacy focus include the customer perspective, the privacy solution provider, and government regulation. Our research focuses mainly on the customer perspective, but provides guidelines for both government institutions and privacy solution providers for ways to communicate privacy components and the relative importance of each of them.
Limitations and Future Research
Although our research was limited to the specific context of an LBS solution from a government entity, future research should examine the generalizability of the CFIP component relationships to determine if they behave consistently without regard to type of LBS technology, as well as provider of the application (government versus commercial). In addition, whereas the study context was limited to the approach of an LBS technology to calculate miles traveled, future research should examine if our model produces consistent results when more sensitive information is collected, such as location tracking LBS technology. Recent research by Xu, Crossler, and Belanger (2012) proposes a privacy enhancing decision support tool that would enable users to control their privacy settings in a more interactive fashion and thus increase their privacy perceptions. In their privacy-by-design approach, Xu and colleagues (2012) follow up their design by acquiring feedback from potential users. Future research could survey users of their privacy-bydesign system to ascertain the relative weightings of privacy components for individuals and their impact on behavioral intent to disclose information.
An additional avenue for future research would be the cross-cultural extensions of the model, specifically testing whether independent (such as U.S.) versus interdependent (such as China) cultural orientations have similar or different perceptual effects on privacy components. As such, previous research shows that whereas both the U.S. and China have privacy concerns, they originate from legal issues for U.S. consumers and family relationships for Chinese consumers (Eining and Lee 1997) . Finally, future research could augment our ideas and model with additional H1a: PPB is negatively associated with the CFIP threat-Collection. Supported H1b: PPB is negatively associated with the CFIP threat-Unauthorized use. Supported H1c: PPB is negatively associated with the CFIP threat-Improper access. Supported H1d: PPB is negatively associated with the CFIP threat-Existence in errors.
Not Supported H2a: PRB is positively associated with the CFIP threat-Collection. Supported H2b: PRB is positively associated with the CFIP threat-Unauthorized use.
Not Supported H2c: PRB is positively associated with the CFIP threat-Improper access.
Not Supported H2d: PRB is positively associated with the CFIP threat-Existence in errors. Supported H3: A negative association exists between the CFIP threat of collection and intentions. Not Supported individual differences or traits such as need for cognition, internal and external locus of control, and regulatory focus orientation (i.e., prevention versus promotion). This study extends existing research that specifically addresses LBS applications and privacy concerns. We examined an LBS privacy model using the proposed APCO macro framework suggested by Smith et al. (2011) . Our findings show that the individual component threats of concern for information privacy have differing levels of impact on the behavioral intent to disclose private information. These results are of use for practitioners who are interested in developing LBS applications using the privacy-by-design perspective.
