Stacked Ensemble Learning For Range-separation Parameters by Ju, Cheng-Wei
STACKED ENSEMBLE LEARNING FOR RANGE-SEPARATION PARAMETERS
CHENG-WEI JU, ETHAN FRENCH, Department of Chemistry, University of Massachusetts, Amherst, MA,
USA; NADAV GEVA, Advanced Micro Devices, Advanced Micro Devices, Boxborough, Massachusetts,
USA; ALEXANDER W. KOHN, Cylance Inc., Cylance Inc., Irvine, California, USA; ZHOU LIN, De-
partment of Chemistry, University of Massachusetts, Amherst, MA, USA.
High-throughput quantum chemical calculations, especially those based on
Kohn-Sham density functional theory (KS-DFT), have achieved tremendous
success in materials discovery. However, due to the notorious self-interaction
error, many popular exchange-correlation (XC) functionals suffer from catas-
trophic failures for molecules with delocalized electronic densities. As an effec-
tive but expensive solution to this problem, the optimally tuned range-separation
hybrid functional utilizes a system-specific range-separation parameter (ω). [T.
Stein, L. Kronik, and R. Baer, J. Am. Chem. Soc. 2009, 131, 2818.] To ac-
celerate the search for optimal ω and makes it practical for the high-throughput
materials screening, we developed a stacked ensemble learning approach based
on composite molecular descriptors, and assessed its accuracy and efficiency us-
ing the LRC-ωPBE functional and a diverse database of over 4,000 molecules
that are equally divided into the training and test sets. Compared with the tradi-
tional optimal tuning method, our stacked ensemble learning algorithm reached
a mean absolute error (MAE) of 0.005 a−10 in the values of ω while reducing the
time cost by four orders of magnitude. In addition, the predictive power in essential properties such as fundamental and
optimal band gaps were not compromised. Given sufficient diversity in the training set, stacked ensemble learning pro-
vides a promising alternative scheme to determine range-separation hybrid functional and eventually any system-specific
XC functionals.
