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Abstract
Odometry is the problem of estimating the motion of a moving platform relative to its
environment without measurements to a fixed reference point. This is a critical problem
for mobile robotics applications where measurements to a fixed reference point are not
always assured, such as self-driving cars operating in GPS-denied environments and with
physical landmarks potentially obscured by other traffic. Even when a fixed reference is
available, motion estimates still improve position estimates by constraining the change in
position over short timescales.
A fundamental limitation of odometry is that assuming some non-zero error, the path
produced by integrating odometry will always diverge from the true path. The rate of
divergence depends on the ego-motion and the environment. Aggressive motions such
as rapid rotation or high acceleration are likely to cause greater error because they are
more difficult to model compared to more sedate motions. Odometry that functions by
comparing consecutive sensor samples to determine motion can exhibit greater drift due
to high velocity because high velocity reduces the overlap between sensor samples. Lastly,
unstructured portions of the scene may not contain useful information to fully constrain
the ego-motion. A good example is moving next to a flat featureless wall since observations
of that wall only constrain perpendicular motion.
In mobile robotics, both camera and lidar are commonly used for odometry. Lidar is a
sensor technology that measures the time of flight of laser pulses to collect range-bearing
samples from the scene. Lidars are used instead of cameras for certain applications despite
their relatively high cost because lidars are not affected by ambient lighting conditions;
they do not suffer from glare, or have to trade-off motion blur and sensitivity in low-
light conditions. An ancillary benefit of using lidar is that the direct range measurement
capability of lidar removes complexity from the odometry algorithm because the distance
of sampled points does not have to be estimated from multiple sensor measurements.
Lidar odometry algorithms already exist yet there are opportunities for improvement.
The intensity information collected by lidar commonly goes unused, with few of the top-
performing lidar odometry algorithms on the Kitti odometry dataset leveraging it. As-
suming that scenes lacking both geometric and appearance information are less likely than
those lacking only geometric information, then a lidar odometry algorithm that leverages
both types of information will be more robust than an algorithm that relies only on one
type, all other things being equal. Robustness is desirable because it makes performance
predictable.
The main contribution in this thesis is a lidar odometry algorithm that uses both
appearance-based intensity landmarks as well as geometric landmarks to model the scene.
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The intensity landmarks are gradient edges that model features in the environment such as
lane markings while the geometric features are geometric edges and planes. Feature points
are selected from multiple lidar scans and matched to the landmarks. The landmarks
and the trajectory are jointly optimized within a sliding window filter. The addition of
intensity landmarks improves performance in most cases compared to using geometric only
landmarks.
Evaluation is carried out using the Kitti odometry metric on the Kitti odometry dataset
as well as a dataset collected in Waterloo Ontario. Average drift on the Kitti training
set was 4.6-9.6 deg/km and 0.71%-2.8% translation drift. Average drift on the Waterloo
dataset was 3.1-3.4 deg/km and 1.1%-1.2% translation drift. Compared to a baseline con-
figuration using only geometric landmarks, adding appearance-based landmarks produced
a slight performance improvement on average across the Kitti subsequences as well as the
Waterloo dataset, with up to a 13% reduction on translation error and a 6% reduction
of rotation error for specific subsequences. However, there are also subsequences that ex-
hibited worse performance with the addition of appearance-based features. In conclusion,
the evaluation shows that the addition of appearance information can lead to better per-
formance and that the method presented would benefit from additional work on further
developing the scene appearance model and how it is applied.
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When a robot is navigating through an unknown environment, a fundamental problem
that must be solved is to track its own motion by creating a map of its environment. This
is known as the simultaneous localization and mapping or SLAM problem. SLAM is a
mature research area [22] [27] [39] with a number of solutions already in use in industry
and is an integral part of many applications in robotics such as autonomous quad-copters
and robotic vacuum cleaners [2]. Due to the endless combinations of robot, environment,
and performance requirements, there are still unsolved problems in SLAM: most notably
robustness in challenging environments [9].
One of the most exciting recent applications of SLAM is self-driving cars because they
will provide far-reaching benefits once the technology is realized and reaches widespread
adoption. 93% of all motor vehicle crashes in the US have driver error as the primary
factor, and 31% of all fatal crashes involve alcohol. Removing purely human error will
improve road safety [15], as well as removing the economic cost of those crashes.
A critical component of SLAM algorithms is the relative pose estimation between con-
secutive times at which sensor data is collected [38]. This is referred to as odometry, and
it is one of the core components of any SLAM system. SLAM systems combine odometry
with other techniques in order to produce a trajectory that is with respect to a single
inertial frame of reference.
An essential technique used in SLAM is loop closure. A loop is any part of the trajectory
that leaves from somewhere and then revisits the same spot. SLAM algorithms use place
recognition to recognize when the robot has traveled back to the start of a loop, and adjusts
the trajectory estimate over the loop to ensure that the estimated path starts and ends in
the same spot. This compensates for error that has accumulated over the loop.
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Robust odometry is important for robust SLAM because having predictable odometry
error reduces the problem size for place recognition; only previously visited places that are
within a reasonable search area from the current position estimate need be considered. If
the odometry is not robust, the odometry error is not reliable and a larger search area
is required. Furthermore, if the trajectory does not contain any loops, than the SLAM
trajectory is highly reliant on the integrated odometry and robust odometry translates
directly to robust SLAM.
Odometry is evaluated by comparing the path produced by integrating relative pose
estimates against the true path. As each relative pose estimate contains some error, the
integrated path estimate diverges from the true path as the length of the path increases.
Odometry error is therefore evaluated in terms of error per distance traveled in order to take
into account the effect the length of the path has on the error. An odometry algorithm
is characterized by comparing the rate of divergence under any operating conditions of
interest. A perfectly robust odometry algorithm would have the same rate of divergence
in all operating conditions.
Modern odometry used with SLAM relies upon sensors that sample the scene, then
use those measurements to track the scene’s movement. Broadly, information about the
scene can be categorized as geometric or appearance-based. Measurements of how surfaces
are distributed in the scene contain geometric information while measurements of the
intensity/colour of surfaces in the scene contain appearance information. Both of these
types of information can be used separately for odometry, but using both leads to a more
robust odometry algorithm because if a scene lacks one type of information it still might
contain the remaining type.
The use of cameras in odometry is well-studied [9] [20] because cameras capture rich
measurements of the scene while being inexpensive. Odometry based on vision is classified
as visual odometry (VO). Cameras collect rich appearance information from a scene, mak-
ing it possible to recognize features in the scene when they appear in multiple pictures. By
tracking features through multiple frames, the motion of the camera as well as the feature
locations can be recovered up to a scale ambiguity.
Scale ambiguity is a characteristic of monocular VO and it comes about because cameras
do not measure the depth of whatever they are imaging. This limitation means that the
images of an object and of a one-quarter scale copy of the object placed four times closer to
the camera are identical. Consequently, the scale of both the map and trajectory produced
by monocular VO systems is unobservable.
The problem of absolute scale recovery in VO can be solved by combining inertial
measurement units (IMUs) with VO to make visual-inertial odometry (VIO). IMU mea-
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surements are complementary with vision because they can measure short term changes
in pose, which allows the recovery of scale in VIO systems. Methods that use multiple
cameras are also capable of recovering scale when the poses of the cameras with respect to
one another are known. More recently, work on VO incorporating machine learning tech-
niques [37] [11] has demonstrated scale recovery [37] with a monocular system, however the
overall performance is less than state-of-the-art VO that does not use machine learning.
The largest limitation of a camera is that they are reliant on ambient light. Cameras
sample a scene by focusing an image of the scene onto photosensitive elements arranged in
a grid, with each element roughly corresponding to a pixel in the photo. These elements
integrate the intensity of impinging light during an exposure period to produce an inten-
sity measurement. The elements have both a minimum detection threshold as well as a
saturation threshold. The dynamic range of the camera is the ratio between the maximum
and minimum intensities the camera can measure.
If a scene’s lighting range exceeds the dynamic range of the camera then details in the
scene will be lost in pixels that are below the detection threshold or above the satura-
tion threshold. These conditions are referred to as under- and overexposed respectively.
Additionally, although using a long exposure time in dark environments can avoid un-
derexposure, a long exposure time is not practical in dynamic environments because any
movement during the exposure period creates motion blur in the image. Blurring reduces
image sharpness, and can cause VO to lose track of features.
Limited dynamic range being an issue is not an uncommon occurrence. From the
perspective of self-driving cars, operating at night on an unlit road results in the scene
having a wide range of intensities between oncoming headlights and the ground. As in this
example it is not always possible to adjust the intensity range of the scene, and so any VO
in this application will be degraded by a loss of detail in the images.
A lidar is a type of sensor named for its operating principle of light detection and ranging
(LIDAR). Pulses of light, typically from a laser, are emitted and the time taken for the
reflection to return to the sensor as well as the intensity of the returned pulse is recorded.
It is a more costly sensor than a camera, but despite all the work done on VO, the active
illumination of LIDAR remains a fundamental advantage compared to vision because it
removes the dependency on ambient lighting conditions. The direct range measurements
from LIDAR also result in a lack of scale ambiguity for odometry based on a single lidar.
LIDAR has its own unique characteristics that must be taken into consideration when
designing a LIDAR odometry (LO) algorithm. The lidars used in mobile robotics have
anisotropic resolution, the intensity measurements from LIDAR are not viewpoint invari-
ant, and the sensor samples the scene continously instead of in short exposure periods.
3
Lidars used for robotic applications have coarser resolution than cameras1 and so are
unable to resolve fine detail to the same extent. In addition, the vertical resolution is coarser
than the horizontal resolution, which makes applying traditional vision-based appearance
methods challenging, as they assume isotropic resolution.
The intensity of the returned laser pulse varies with the viewpoint because it is affected
by the range of the point, the angle of incidence of the laser to the surface, the reflectivity
of the surface, and the specularity of the surface. These effects must be compensated
for if viewpoint-invariant intensity measurements are required. This increases algorithmic
complexity because compensating for these effects requires surface normal estimation to
find the angle of incidence and the coarse resolution of lidar in turn makes surface normal
estimation more difficult.
The exposure period of cameras is typically brief and approximating it as a single
instant in time in order to use a discrete-time state formulation is a common simplification
for VO. In contrast, rotating lidars like the Velodyne HDL-64e sample continuously from
the environment. Due to the high frequency at which a lidar samples points, using a
discrete-time state formulation is not feasible, so a non-trivial continuous-time formulation
is required.
The ability to provide precise depth measurements in any lighting conditions can po-
tentially outweigh the challenges of continuous sampling and coarser resolution, motivat-
ing the use of LIDAR odometry (LO) despite the higher sensor cost. This work focuses
on extending an existing state-of-the-art LO algorithm to use appearance information
from lidar intensity, optimize over multiple lidar scans simultaneously, and incorporate the
continuous-time framework of another LO method, which is a suitable solution for the
continuous-time nature of the lidar used.
1.1 Related Works
Scan Registration
LO is similar to scan registration and algorithms used for scan registration can be adapted
for odometry. However, the goal of scan registration is to position one or more overlapping
1The number of pixels measured by a single camera in the Kitti dataset is about 4.5 million pixels
per second distributed over about a 70 degree field of view while the lidar (Velodyne HDL-64e) measures
about 1.33 million points per second distributed over about a 360 degree horizontal field of view and a 27
degree vertical field of view
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scans to form a consistent overall picture of the environment while the goal of odometry is
to recover the ego-motion of the sensor as it travels through its environment. In general,
the scan registration problem does not include knowledge about the kinematics/dynamics
of the sensor or distortion in the scans.
Scan matching is a rich area in its own right [34]. Some challenging areas for scan match-
ing include convergence from poor initialization, convergence in geometrically ambigious
areas, and convergence in a dynamic scene. In LO, the scans are processed sequentially
and a good initial estimate for the trajectory is available from the motion model. This
removes the need for a wide convergence capability, simplifying the problem.
The contribution from scan matching used in this work is that the proposed algorithm
performs iterative closest point data association similiar to the iterative closest point family
of scan registration algorithms [34].
ICP Family of Scan Registration
This class of scan matching algorithms work by finding corresponding points between scans
and then minimizing some measure of error given the correspondences by adjusting the
relative position of the scans. These steps are done iteratively until a stopping criteria is
met, such as the solution changing less than a threshold. The class is named after one of
the first (and simplest) such algorithms, Iterative-Closest-Point, introduced by [6].
Given two sets of points P = {p1, p2, ..., pn} and Q = {q1, q2, ..., qm} where pi, qi ∈ R3,
there is assumed to be correspondences C = {{px, qx}1, ..., {py, qy}k} such the points in
each pair are the same point in the scene when expressed in a common frame. Under
this assumption, there exists a transform T ∈ SE(3) that maps each point in P to its
corresponding point in Q. Given correspondences, error is formulated with respect to the
transform
cICP (T ) =
k∑
i=0
‖Tpi − qi‖2 (1.1)
where i indexes each pair of correspondences. The optimal transform is found by minimiz-
ing the error. Finding the set of correspondences is done by transforming P with the best
estimate of T , then finding the nearest Euclidean neighbour in Q.
The assumption that there are points in each pointcloud corresponding to the same
physical location is problematic because it is unlikely that a lidar will sample the same
5
locations after it has moved. For lidars with fine resolution, such as those used in survey-
ing, it is a reasonable simplification, however lidars used for odometry in mobile robotics
typically trade-off resolution in order to increase scan frequency. For these applications
the correspondence assumption can be a source of significant systematic error.
This limitation has lead to variants of ICP that relax the perfect correspondence as-
sumption. Most variants incorporate some prior knowledge about the structure of the
scene to improve convergence, increase robustness, and improve accuracy. A few exam-
ples of ICP variants are Generalized-ICP and normal distributions transform matching.
Generalized-ICP [31] assumes that there are surfaces in the scan that are locally planar,
and models each point as being sampled from a Gaussian distribution. The shape of the
Gaussian distribution is set such that there is high variance along the plane and low vari-
ance along the plane normal. The ICP cost function is modified to weigh the error for each
correspondence according to those distributions. Normal distributions transform matching
[7] converts the pointclouds into a number of Gaussian distributions, and then minimizes
the distribution-to-distribution distance to find the optimal transform.
ICP has also been extended to optimize over a non-rigid transforms. In [24], addi-
tional local transformation parameters were introduced for each of the different sample
times throughout the scans, and the cost function modified to penalize the difference be-
tween temporally-adjacent transformation parameters to provide smoothing. This pro-
duces smooth variation across time, but induces systematic error because it does not
smooth in a manner consistent with the kinematics/dynamics of the ego-motion. It also
greatly increases the dimensionality of the problem.
LOAM
Lidar Odometry And Mapping is one of the state-of-the-art LO algorithms [40]. The main
contribution is to match points from scan to scan based on local geometry, using distance
functions that reflect the underlying geometry being sampled by the Lidar, and that the
formulation is simple enough that it can be run in real-time. The points measured by the
lidar are used to implicitly define all the geometry in the scene. It was developed with
anisotropic and 1D sensors in mind.
Distortion due to ego-motion is handled in a hierarchical manner: first, measurements
from an IMU are used to undistort the component of distortion caused by non-zero ac-
celeration that occurred during the scan. It is assumed any remaining distortion will be
linear; caused by bias in the IMU or error in the initial velocity used with the IMU. A
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transform parameterization that may be linearly interpolated over the scan is optimized
to correct for any remaining linear distortion.
The contribution of LOAM used in this work is the method of extracting feature points
from sparse lidar scans.
Simultaneous Trajectory Estimation and Mapping
STEAM is a continuous-time SLAM formulation. These formulations are uncommon com-
pared to discrete-time SLAM because commonly-used sensors (such as cameras with global
shutters) do not spread their measurements evenly across time, and IMU measurements
can be pre-integrated to incorporate high-frequency IMUs with low-frequency states [17].
STEAM uses Gaussian Process interpolation as the basis for its formulation, but
their also exist continuous-time formulations that use temporal basis functions such as
Kalibr[19], which is a calibration toolbox able to find time delays between multiple sen-
sors.
The contributions of the STEAM formulation used in this work is the ability to inter-
polate for each measurement time from a small set of states in constant time, and a general
motion model.
Surfels
Surfel is a portmanteau of surface element, and surfels have been used with some success
for mapping in lidar. The scene is divided, by discretization or other techniques, into small
volumes that are modeled as surfels [8] [14].
A variety of surfel models have been used, ranging from ellipsoidal to cylindrical. Surfels
can be implicitly defined by measurement points, for example the mean and covariance of a
set of points, that do not add any additional optimization parameters, or may have explicit
parameterizations that add degrees of freedom to the problem.
Surfels is used in this work to model the scene.
Lidar intensity channel
Lidars return the intensity of each returning laser pulse, so surfaces that reflect more are
distinguishable. Lidar intensity information has been used with 2.5D grid maps for surface
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vehicles[26]. Each cell contains a probabilistic model for the intensity of returns falling in
that cell, and by maximizing the likelihood of all the returns by adjusting the cell models
and scan positions, the map and trajectory is recovered.
Intensity has also been combined with more general scan registration techniques, for ex-
ample by extending ICP-type algorithms to incorporate it as an additional channel/dimension
[32]. Intensity features are modeled as surfels in this work to improve the overall scene
model.
1.2 Outline and Contributions
The contributions made in this work are to:
• Formulate LIDAR odometry using explicit surfel landmarks within a sliding window.
• Incorporate the intensity information from LIDAR using surfels.
Sliding-window filters have improved performance compared to single-step filters, yet
still have bounded runtime. LOAM does not scale well to a sliding window filter because
it operates on a fairly large number of low-level feature points. The number of active
feature points grows linearly with the number of scans, and can make a sliding window
filter impractical. Using explicitly-parameterized surfels as landmarks and matching be-
tween landmarks and feature points rather than directly between feature points reduces
the complexity of the problem because the distribution and number of landmarks can be
limited according to a sampling strategy, and only feature points near landmarks need be
considered when matching, reducing the size of the set that must be searched for corre-
spondences.
A sliding-window filter also allows the landmark parameters to be optimized jointly
with the trajectory, and the incorporation of a robust loss function on landmark error to
reduce the impact of noisy feature points in any single scan.
The use of intensity features as well as geometric features adds robustness for scenes
that are lacking in one or the other. In this work, the feature extraction method from
LOAM is modified to locate intensity gradients, which are then fit to edge landmarks.
Using intensity gradients instead of intensity directly avoids the previously introduced
systematic errors in lidar intensity from impacting the estimation because lidar intensity
error tends to preserve gradients. Edge landmarks are used as these are reasonable models
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for linear lane markings and boundaries between dissimilar materials on walls, such as
windows or doors.
The remainder of this thesis is broken into background, the formulation of the pro-
posed method, its evaluation, and discussion. Chapter 2 introduces any existing concepts,
conventions, or algorithms used in this work. Chapter 3 presents the design of the pro-
posed method as well as some implementation-specific details. Chapter 4 presents results
obtained by the proposed method on the Kitti dataset [20] and on data collected in Wa-





2.1 Transforms and Coordinate Systems
Due to the wide range of transform conventions used by various groups, it is necessary
to explain the convention used in this work. A transform is defined as the operation
that takes a 3D point expressed in a Cartesian coordinate system and expresses it in
another Cartesian system, where the two systems differ by a translation and a rotation.
All coordinate systems are right-handed. This type of transform is called a rigid transform
and belongs to the SE(3) group [5], a group being a set having a group operation, an
inverse operation, and an identity element. The importance of transforms being part of
this group will be made more apparent in Section 2.2. The transform parameterization is





, R ∈ R3x3, t ∈ R3, RTR = I, detR = 1} (2.1)
where R parameterizes the rotation and t parameterizes the translation
Within this thesis, transforming a point from coordinate system A to coordinate system
B refers to a point with respect to A being transformed such that it is with respect to B
given the rigid transform between A and B. In that example, the transform would be
denoted at TBA. For clarity, points are also subscripted with the frame they are expressed
in. For example, point P expressed in frame A would be written as AP . Finally, vector
or physical quantities such as velocity have three pieces of information subscripted to fully
describe the reference frames involved. For example, the velocity of frame A with respect
to frame B expressed in frame C is written as CvBA. This follows the convention introduced
by [18].
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For SE(3), the group operation is transform composition
T02 = T01T12 = (R02 = R01R12, 0t02 = R011t12 + 0t01) (2.2)
where T01, T12, T02 ∈ SE(3). As the operation is defined for any two elements in SE(3),
subscripts are used to ensure that the operation is only carried out for compositions that
make physical sense: composing the transform from frame 2 to frame 1 with that from
frame 1 to frame 0 gives the transform from frame 2 to frame 0.










where T01 ∈ SE(3) has the physical meaning of reversing the transformation direction. The
identity element is the 4x4 identity matrix.
Transforming points between frames
Bp = TBAAp
Bp = RBAAp+ BtBA
(2.4)
where TBA ∈ SE(3), Ap ∈ R3 changes the frame the point is expressed in. This function
is defined for any combination of SE(3) element and R3 element, so as with the transform
composition operation, subscripts are used to prevent invalid point transformations. In
this case, the subscript for the frame the transform is transforming from must match the
subscript for the frame of the point.
The subscripts are used in this work whenever composition or transformation is taking
place, otherwise they are omitted to simplify equations. A pose refers to how one coordinate
system is positioned with respect to another. The pose of A with respect to B is equivalent
to TBA. In this work, a trajectory is parameterized by a finite set of poses with associated
body centered velocity. Twist elements, $ ∈ R6, parameterize linear and angular velocity.
2.2 Optimization on SE(3)
The set of all rigid transforms is the SE(3) Lie group. This is important from a state
estimation perspective because transforms being a Lie group has implications on how
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transforms are optimized. Details about Lie groups will only be introduced in this work as
necessary for the proposed algorithm, but readers interested in a more complete background
are directed to [5] for information on the use of Lie groups in pose estimation and [25] for
information on Lie groups from a general topology perspective.
The difficultly with optimizing on SE(3) directly is that there does not exist a min-
imal parameterization for SE(3) that can uniquely represent the entire group. Over-
parameterized representations for SE(3) uniquely cover the group, but contain constraints.
As unconstrained optimization is easier then constrained optimization, the typical solution
for optimizing poses is to optimize a minimally parameterized perturbation rather than
the pose itself. Provided the perturbation is kept small, the region of SE(3) not uniquely
covered can be avoided.
In this work, the minimal parameterization for the perturbation is the Lie algebra of
SE(3). The Lie algebra is the tangent space of the group’s identity element and is denoted
as se(3). Elements of R6 can be mapped to elements in se(3) because R6 is isomorphic to
se(3). This mapping
∧ : R6 → R4x4
x∧ :=

0 −x3 x2 x4
x3 0 −x1 x5
−x2 x1 0 x6
0 0 0 0
 (2.5)
is given the ∧ operator and is called the lift map. The ∨ operator is given to the inverse
lift map.
For matrix Lie groups, elements of its Lie algebra can be mapped to elements in the Lie
group through the matrix exponential. The matrix exponential restricted to the domain of
a specific Lie algebra is called the exponential map for that Lie group. Due to the special
structure of se(3), there is a closed-form expression for the SE(3) exponential map, even
though a general closed-form matrix exponential expression does not exist.
The inverse of the exponential map is the log map, which takes elements of SE(3) to
se(3) and also has a closed form expression due to the special structure of the group. Note
that the exponential map is surjective and not injective: there are multiple elements of
se(3) that can map to the same element of SE(3).
A characteristic of Lie groups is that each one has a group operation that takes two
elements of the group and produces another element within the group. For SE(3), the
group operation is transform composition. Therefore, after using the lift and exponential
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maps to transform an element of R6 into an element of SE(3), transform composition can be
used with another element of SE(3) to produce a new element of SE(3). Done in sequence,
this process can be used to define a pseudo-addition operation
T  ε := exp(ε∧)T (2.6)
where  : SE(3) × R6 → SE(3) is the operator given to the combination of lift map,
exponential map, and transform composition.
When using nonlinear optimization to find an optimal element of SE(3), the problem
is reformulated as finding the optimal se(3) perturbation to the element of SE(3). Then
once a perturbation is found, it is applied to the SE(3) element using the  operator
before moving to the next iteration of optimization. This is similar to regular nonlinear
optimization, except that the optimal update is not simply added to the linearization point,
instead  is used.
A complication of using this optimization scheme is that  is nonlinear with respect to
the perturbation. This is not a problem so long as the Jacobian of  is accounted for in
the optimization, but defining a Jacobian requires a way to express the distance between
two elements of SE(3). The distance is defined




where  : SE(3)×SE(3)→ R6 is the pseudo-subtraction operator. This definition is such
that (T  ε) T = ε, T ∈ SE(3), ε ∈ R6.
Using , the Jacobian of the exponential map
J(ξ) = lim
ε→0
exp((ξ + ε)∧) exp(ξ∧)
ε
(2.8)
can be defined. A closed form exists, and there are fast approximations when ξ is small [5].
Particularly, if ξ is zero than the Jacobian is identity. Having the Jacobian available is im-
portant because common nonlinear optimization techniques such as Levenburg-Marquadt
require the Jacobian of the objective function.
Beyond this point, wherever a Jacobian is said to be with respect to a transformation,
its meaning is that the Jacobian is with respect to a perturbation composed with that
transformation
Tnew,i = Ti  ε
∧
i (2.9)
rather than the transformation itself.
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2.3 Gaussian Processes and Gaussian Process Inter-
polation
Given a multivariate Gaussian distribution, assume each dimension corresponds to the
output of some time-varying function at a particular time. Sampling that distribution
produces a sample of a discrete time series. A Gaussian process defines how to produce a
multivariate Gaussian distribution given a set of indices. In this example, the index variable
is time, but it can also be spatial. More formally, a Gaussian process is a stochastic process
with the property that the set of outputs of the process given any finite collection of indices
is normally distributed.
Gaussian processes (GPs) will be written as
y = GP ∼ (m(t), κ(t, t′)) (2.10)
where t as an index variable, m(t) is a mean function, and κ(t, t′) is a covariance kernel. The
kernel defines the covariance between two sample points given their indices. The choice
of mean function and kernel are application-specific, and are selected with some prior
knowledge about the most likely functions. For example, a common criteria is that rapidly
changing functions should have a low likelihood in order to dampen high-frequency noise.








κ(t1, t1) . . . κ(t1, tn)... . . . ...
κ(tn, t1) . . . κ(tn, tn)

 (2.11)
where t = [t1, ..., tn] is the set of indices.










K(t1, t1), K(t1, t2)
K(t2, t1), K(t2, t2)
])
(2.12)
where K(ti, tj) is the permutation matrix generated from the kernel function for each
combination of sets ti, tj.
The posterior distribution of y1 conditioned on y2 = Y2
p(y1|y2 = Y2) = ȳ1 ∼ N(µ̄, Σ̄) (2.13)
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where Y2 are observations of y2 is available through marginalization.
µ̄ = m(t1) +K(t1, t2)K(t2, t2)
−1(Y2 −m(t2))
Σ̄ = K(t1, t1)−K(t1, t2)K(t2, t2)−1K(t2, t1)
(2.14)
Since the times in t1 can be arbitrarily chosen, this technique can be used to interpolate be-
tween adjacent elements in t2, thereby allowing a continuous trajectory to be parameterized
with a finite number of discrete states.
2.4 Motion Model
A summary of the constant velocity motion model from [1] is presented. To start,
T (t) ∈ SE(3)
$(t) ∈ R6
(2.15)
where T (t) is the pose and $(t) is the body-centered velocity define the trajectory param-
eterization. The motion model
Ṫ (t) = $(t)∧T (t)
$̇(t) = ω′(t)
(2.16)
is a constant velocity model subject to noise on acceleration where ω′(t) is the noise. The
noise is a Gaussian process
ω′(t) ∼ GP (0, Q′Cδ(t− t′)) (2.17)
where Q′C is a covariance matrix and δ(t − t′) is the Dirac delta function. This choice of
mean and kernel functions specifies additive white noise. The covariance itself is a tuning
parameter that adjusts the weight given to the constant velocity model in the optimization.
In order to make use of techniques developed for linear Gaussian processes, a local
process model
Tk = T (tk)








−1 is the Jacobian of the log map and tk ≤ t ≤ tk+1, ∀t is used. The Jacobian
of the log map can be found by inverting the result of Eq. 2.8, or through a different
closed-form expression. This model defines a local process between each pair of discrete
states being optimized. The local model is useful because J(ξk(t))
−1 can be reasonably
approximated as identity when there is a small amount of noise and/or ξk(t) is small (the
spacing between states can be adjusted to help this assumption). With this simplification
the system is linear and GP marginalization can be used to interpolate states.
The prior on each local process is defined by integrating a linear, time-varying stochastic
differential equation (LTV-SDE)
ẋ(t) = F (t)x(t) + v(t) + L(t)w(t)
w(t) ∼ GP (0, QCδ(t− t′))
(2.19)
where x(t) is the state, F (t) captures a dependence of the derivative of the state on the
current state, v(t) represents an input, w(t) is the noise, and L(t) describes the relation
between the noise to the derivative of the state.
The solution to an LTV-SDE [4] is
x(t) = Φ(t, t0)x(t0) +
∫ t
t0
Φ(t, s)(v(s) + L(s)w(s))ds (2.20)
where Φ(t, t0) is known as the transition matrix or transition function.
The transition matrix must satisfy
Φ(t, t) = I
Φ̇(t, s) = F (t)Φ(t, s)
Φ(t, s) = Φ(t, r)Φ(r, s)
(2.21)
but a general formula for the transition matrix given the LTV-SDE [5] does not exist.
Equation 2.20 is a Gaussian process, and expressions for the mean and kernel functions
can be found by taking the expectation µ(t) = E[x(t)]




and by using the definition of the covariance κ(t, t′) = E[(x(t)− µ(t))(x(t′)− µ(t′))T ]





(Φ(t, s)L(s)QL(s)TΦ(t′, s)Tds) (2.23)
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leading to
x(t) ∼ GP (µ(t), κ(t, t′)) (2.24)
as the LTV-SDE solution expressed as a GP [5].
With the GP defined, Eq. 2.13 can now be used to interpolate the state at any time tτ
of interest. For Eq. 2.19, because the noise is not correlated across time, the state at time
tτ depends only on the previous and next states. Given estimates of the states at times tk
and tk+1, the posterior distribution of the state at time tτ conditioned on the estimate of
the states
p(x(tτ )|xtk = Xk, xk+1 = Xk+1) ∼ N(µ̄(tτ ), Σ̄(tτ )) (2.25)
where tk ≤ tτ ≤ tk+1 is found through marginalization. The conditioned mean
µ̄(tτ ) = µ(tτ ) +
[











Σ = κ(tτ , tτ ) +
[






κ(tk, tk) κ(tk, tk+1)








are expressed sing Ψ(t), Λ(t), and Qt for compactness. Those terms are defined by
Ψ(tτ ) = QτΦ(tk+1, tτ )
TQ−1k+1







and result from applying marginalization after substituting the expressions for the mean
and kernel functions.
Expressing the system in Eq. 2.18 (approximating the inverse left Jacobian of SE(3)



























which meets all the constraints for a transition matrix.
Substituting the specific F (t), L(t) and Φ(t′, t) for this system into the general solution
for the interpolated mean and covariance for an LTV-SDE allows the pose to be interpolated
continuously along a trajectory parameterized by a finite set of discrete states.
Aside from interpolation, the motion model is also used to produce constraints between










is converted back to the global state to express each error. The error between the states
at times tk, tk+1
em(xk, xk+1) =
[
Tk+1  Tk − (tk+1 − tk)$k













where N is the number of discrete states and
Em(xk, xk+1) = em(xk, xk+1)
TΣem(xk,xk+1)em(xk, xk+1) (2.34)
is the sum of the weighted squared errors for each pair of states. This is added to the
feature errors and jointly minimized.
2.5 Lidar Sensor
The type of lidar sensors used for automotive applications have a distinct anisotropic
sampling pattern that can make the application of general scan matching algorithms chal-
lenging. Figure 2.1 is an example of a scan collected from a lidar. It shows how the
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laser-detector pairs in this type of sensor produce distinct rings. The azimuthal resolution
of this sensor depends on the rotation rate of the sensor and is much denser than the ele-
vation resolution which is dependent on the number of laser-detector pairs and how they
are mounted.
As well as showing the distribution of points collected by lidar, the Figure also provides
a qualitative sense for the quality of the data. The geometric aspects of the scene can be
clearly made out, especially in the areas having dense elevation resolution. In addition,
the utility of the appearance information is also visible, with the doors & windows easily
identifiable in the scan.
Figure 2.1: A scan from a Velodyne VLP-32C lidar mounted on top of a car waiting at an
intersection. Points are coloured by reflection intensity
2.6 LOAM Matching
As the feature point selection in this work is built upon that introduced in LOAM, the
relevant portions of LOAM are introduced in more detail here so that comparisons can be
made later on.
LOAM is part of the ICP family of scan registration algorithms. It differs from ICP
in that it uses a couple of assumptions about the scene in order to improve convergence,
reduce incorrect correspondences, and to reduce the overall complexity of the problem. In
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LOAM, the scene is assumed to have planar faces and geometric edges present. To find
edges and planes, the approximate curvature of each point is calculated and points with
low curvature are assumed to have been sampled from a planar face, and points with high
curvature are assumed to be sampled from a geometric edge. The curvature is calculated as
a 1-d convolution along each ring; a ring being the set of points from a single laser-detector.
The lidar that collected Figure 2.1 has 32 clearly-defined rings.
Once the sets of planar feature points and edge feature points have been extracted for
the current scan, the algorithm proceeds to iterate over matching them to the previous
sets of feature points and then optimize the trajectory to minimize the matching error as
in ICP. However, the costs themselves are modified to reflect the assumptions about the
scene.
Each current edge feature point is corresponded to the nearest two edge points in the
previous feature set. The previous two points are used as an implicit definition of a line,
and the cost is the distance from the current edge point to the line. The cost associated
with an edge feature and its corresponding points
dEdge(P, PA, PB) = P − PA +
(P − PA) ◦ (PB − PA)
(PB − PA) ◦ (PB − PA)
(PB − PA) (2.35)
where P is the active feature point and PA, PB are the nearest edge points in the previous
feature set. The dot product operator is ◦.
Each current planar point is correspondence to the nearest three planar points in the
previous feature set. The previous three points are used as an implicit definition of a plane,
and the cost is the distance from the current planar point to the plane. The cost associated
with a planar feature and its corresponding points
dPlane(P, PA, PB, PC) =
((PB − PA)× (PB − PC)) ◦ (P − PB)
‖(PB − PA)× (PB − PC)‖
(2.36)
where the active feature point is P and PA, PB, PC are the nearest planar points in the
previous feature set.
Although LOAM’s performance on the Kitti dataset is currently state-of-the-art, there
are a few ways it might be improved:
• Firstly, the implicit geometry is parameterized by a minimal set of measured points.
This is susceptible to noise due to the few points used and it is only by combining a
robust loss with a large number of correspondences that LOAM reduces the impact
of noisy implicit geometry.
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• To correct for motion distortion from ego-motion, LOAM uses a hierarchical ap-
proach: IMU measurements are used to correct for any accelerations over the scan,
then the transform parameterization is linearly interpolated for each point in the
scan. Therefore, if an IMU is not present, LOAM is unable to correct for ego-motion
due to ego-acceleration during scans, and must rely on linear interpolation.







The proposed method uses LOAM [40] features with the addition of appearance features
and a different scene model within a sliding window framework. LOAM is selected as a
starting point for feature extraction because it works well with sparse LIDAR scans, and
it performs well in structured environments despite having low complexity.
The principles that this method is based on are:
• Use the intensity channel to extract additional appearance information. This is
intended to capitalize on road markings that are missed by the purely geometric
features of LOAM. The intensity channel is used by looking for points having high
intensity gradient along each ring in a lidar scan. Those points are modeled as being
sampled from a collection of lines in order to fit linear road markings such as lane
markers and pedestrian crosswalks.
• Apply the simultaneous trajectory estimation and mapping framework [1] (STEAM)
to account for motion distortion. The STEAM framework is built on a continuous-
time trajectory parameterization as well as a general motion model. Using a continuous-
time parameterization removes the need to pre-correct each scan for distortion due
to ego-motion. The motion model is flexible enough to not require an IMU to correct
for ego-acceleration as LOAM does.
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• Solve as a sliding window filter instead of having a separate mapping and odometry
thread. Sliding window approaches tend to be more accurate than single-state filter
approaches [10] due to the sliding window filter being less susceptible to accumulated
linearization error. While LOAM does use a separate high-fidelity mapping thread
to match the current scan to a map of accumulated feature points, only the trajec-
tory during the current scan is optimized. Using a sliding window of several scans
including the current scan could improve accuracy.
• Weight each correspondence based on a sensor noise model. An ideal lidar uses
ideal lasers having zero beam width. Such a laser only measures the distance to a
single point in the scene. In reality, the beams emitted from a lidar have a non-zero
width, and each beam diverges as it travels further from the sensor. This means
that there will be multiple surfaces encountered by the laser, each contributing to
the reflected signal. This creates some ambiguity as far as which part of the reflected
signal corresponds to the laser beam centerline.
The ambiguity created by the divergence of the laser is modeled by assuming additive
Gaussian noise on the bearing, azimuth and range of each measurement. This model
leads to the Euclidean position of points measured further from the sensor having
higher uncertainty. This noise model is expected to improve solution quality because
it can be used to weight errors more or less depending on each point distribution.
• Use explicit geometric landmark states instead of minimally-defined implicit land-
marks. LOAM does not explicitly parameterize lines or planes. Instead, the geom-
etry is implicitly defined by a minimal set of feature points. Being a minimal set,
this is sensitive to error in any of the individual points that define the geometry.
Explicit geometry states can be fit to an arbitrary number of points. This can be
done robustly, for example with RANSAC or robust loss functions, to remove the ef-
fect of outliers. Explicit landmark states also offer the possibility to be fit to feature
points across an arbitrary number of scans, aiding when the sparsity of a single scan
is insufficient to constrain a landmark.
3.1.2 High-Level Implementation
Although a lidar samples continuously, the proposed method processes lidar data grouped
into scans with each scan corresponding to one revolution of the sensor. This simplifies
evaluation because most lidar datasets are provided in this format.
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The first step is to extract feature points from each scan by assigning each point in the
scan a score representing how much that point fits the criteria to be a feature. The score is
calculated based on either the range or intensity of each point and its nearest neighbours.
Correcting for motion distortion is not necessary to extract feature points because the
relative motion distortion of nearby points is small. Each point’s score can be evaluated
in parallel, so this step is relatively inexpensive.
Once feature points for the current scan have been found, the algorithm enters a loop:
• Find correspondences for the existing scene model in the set of feature points. This
is implemented using kd-trees for efficient searching, and the quality of candidate
correspondences is evaluated to remove those having high measurement error.
• The set of uncorresponded feature points from the current and previous scans is
used to extend the scene model by initializing new landmarks. The distribution and
number of landmarks is controlled by binning them according to their location in the
scene and enforcing a limit for each bin.
• The correspondences between the feature points and scene model are converted into
error residuals for the optimizer.
• Error residuals are created for the motion model.
• Nonlinear optimization is used to minimize feature residuals and motion residuals by
adjusting the landmark and trajectory states.
The loop terminates when the optimized state changes less than a threshold or a maximum
number of iterations is reached.
Algorithm 1 summarizes the overall processing steps for a single lidar scan. Advancing
the sliding window happens outside of this function and is described later.
Algorithm 1 Odometry
1: procedure ProcessScan(scan, state, landmarks)
2: featurePoints← extractFeaturePoints(scan)
3: while notconverged do . Based on norm of state updates
4: correspondences← correspondLandmarks(landmarks, featurePoints)
5: landmarks← landmarks + newLandmarks(featurePoints, correspondences)
6: featureResiduals← createFeatureResiduals(correspondences, featurePoints, landmarks)
7: motionResiduals← createMotionResiduals()
8: state← optimizeState(featureResiduals, motionResiduals)
24
3.1.3 Scene Model
The scene is explicitly modeled as a collection of geometric edges, planes, and intensity
edges on planes. For each point in a scan, a curvature score is calculated and used to select
points that could be either a geometric edge or plane. The geometric score is the same as
in LOAM, except that it is not normalized by range. The scene is assumed to be static.
Intensity feature points are constrained to have low geometric curvature and low local
curvature variance before being selected as features. This reduces features selected from
noisy parts of the scene, particularly vegetation.
Both scores are computed as a 1-dimensional convolution for each laser scan line. This
is because the sensor has finer azimuthal resolution compared to elevation. Features are
spread across angular bins to distribute them throughout the scan and the density of
feature points is limited to avoid oversampling one region in the scene.
Feature Point Definition
The feature points are extracted from each laser line individually, where a laser line consists
of the points measured by a single laser-detector pair on the lidar. The input scan is defined
as M = {M1, ...,MN}, Mi = {m1, ...,mn}, mi = {pi, li}, pi ∈ R3, li ∈ R where N is the
number of laser lines, mi is a measurement returned by the lidar, pi is a point measured
by the lidar, and li is the intensity measurement of that point.
The scoring functions used to select feature points take either the range or intensity
signals of each ring in the scan. The range signal is defined as D = {D1, ..., DN}, Di =
{r1, ..., rn}, rj =
√
‖pj‖2 ,∀rj ∈ Di ,∀Di ∈ D and the intensity signal is B = {B1, ..., BN}, Bi =
{b1, ..., bn} where bj is the intensity measurement for an individual point. Histogram equal-
ization is used to pre-process raw intensity readings in order to increase contrast. It is
possible to adjust lidar intensity based on the range of the point, the angle of incidence,
and an intrinsic intensity calibration for each laser, but this was not found to be necessary
because lane markings are mildly retro-reflective and generate relatively reliable high inten-
sity measurements compared to other surfaces. Furthermore, as the scores are calculated
on each ring individually, any intensity offsets between any pairs of rings will not affect
the scores.
The curvature score is computed with 1-dimensional discrete correlations between each
element in D and the kernel plotted in Figure 3.2. This is similar to the scoring function
in [40], with the difference being that the score here is not normalized by range.
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The intensity score is similarly computed with correlation between each element in B
and the kernel plotted in Figure 3.3. This kernel was designed to pick up the high intensity
gradients present between lane markings and asphalt. It is similar to the Sobel operator
except that it is wider to provide some resilience to noise through an averaging effect.
The drop-off in the magnitude of the weights at the edges of the kernel is done to better
handle short intensity features spanning less than half the kernel. If the magnitude of the
weights were the same, then the kernel would produce the same score for multiple points,
rather than assigning the highest score to the point closest to the intensity gradient. This
condition is encountered in autonomous driving when thin lane markings are scanned.
The filtering steps described in [40] are applied here to remove points with invalid scores
due to occlusions, missing data, or degenerate scene geometry. In addition, points having
high range variance or high curvature are invalidated as potential intensity edges.
The sign of the scores is used to aid correspondence between feature points. For in-
tensity gradients, the score will change sign depending on if the gradient is from high to
low or low to high. A similar sign change occurs between geometric edges depending on if
they have positive or negative curvature. Therefore, distinguishing feature points by sign
reduces the risk of making incorrect correspondences.
There are 5 different feature point definitions used in this work:
• SE+ Geometric edges, selected for high curvature score
• SE− Geometric edges, selected for low curvature score
• SF Geometric planes, selected for near zero curvature score
• SB+ Intensity edges, selected for high intensity gradient
• SB− Intensity edges, selected for low intensity gradient
Once all the scores are calculated, the points are sorted by each of the criteria, selecting
the best scoring points for each type of feature definitions. To spread the points throughout
the scene, the scan is broken into radial-azimuthal bins, and the highest scoring points from
each bin are selected. The distance between feature points must also be a greater than a




Figure 3.1: Example sectors for distributed feature point sampling





Figure 3.2: Plot of curvature scoring kernel
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Figure 3.3: Plot of intensity scoring kernel
A collection of geometric feature points extracted from a typical scan is shown in Figure
3.4. This figure demonstrates the edge features are found on poles and the planar features
found on the ground, as well as how planar features are distributed evenly throughout the
scan, rather than concentrated in the flattest part of the ring.
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Figure 3.4: Visualization of feature extraction on a sample scan. The sensor is located at
the origin. The black points are the original scan, the red points are edge points, and the
green points are planar points.
Landmark Definition
Landmarks are defined as being either edges or planes. An edge landmark is parameterized
by a 3-D point on the edge and a direction. Edges are defined by
Edge (P0 ∈ R3, n̂ ∈ S2) := L3 = {p ∈ R3 : p = P0 + n̂x, x ∈ R} (3.1)
A plane landmark is defined as
Plane (P0 ∈ R3, n̂ ∈ S2) := P3 = {p ∈ R3 : (p− P0) ◦ n̂ = 0} (3.2)
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Planes are parameterized by a 3-D point and a plane normal. Note that a line has 4 degrees
of freedom and a plane has only 3 degrees of freedom due to the constraints.
For the plane normal and the edge direction, the magnitude of the vector does not
change the landmark. To remove this extraneous degree of freedom the direction is con-
strained to be on S2 or the unit sphere.
Each feature point is treated as a measurement of a corresponding landmark. A typi-
cal collection of landmarks is visible in Figure 3.5 against a scan being matched to those
landmarks. Two dimensional cyan boxes are drawn centered on the point partially parame-
terizing the plane, while red lines are drawn centered on the point partially parameterizing
the edge. Each line is shown with a uniform length for visibility, but the spread of the
feature points corresponding to each edge may not extend all the way along the drawn line.
Edge landmarks tend to be placed on building corners and poles, while planes are fit to
walls and the ground. Not all feature points have a corresponding landmark depending on
how many landmarks are used to model the scene. Some surfaces in the scene are relatively
complex, which can result in the algorithm attempting to initialize multiple landmarks in
close proximity to one another. Due to each landmark being free to change during opti-
mization as well as the optimization making use of a robust cost function, these clustered
landmarks do not cause the algorithm to fail.
Landmark State Optimization
While n-dimensional unit spheres in general are not Lie Groups, there exists an exponential
map between an element p ∈ Sn and an element of the tangent hyperplane v ∈ TpSn to
another element in Sn [16]. The tangent plane of p is
TpSn :=
{
v ∈ Rn+1 : p ◦ v = 0
}
(3.3)






, v ∈ TpSn \ {0},
p, v = 0
}
(3.4)
The Jacobian of the exponential map approaches identity as the tangent quantity ap-
proaches zero. This is a reasonable approximation for small tangent quantities assuming
that the step size of the optimization approaches zero as the problem converges.
30
Figure 3.5: Visualization of landmarks against a lidar scan. Geometric edges are red,
geometric planes are cyan.
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The tangent hyperplane at any point in Sn has only n degrees of freedom due to the
constraint in Eq. 3.3. Constrained optimization should be avoided where possible because
it requires extra care that the constraints are met, and because the Jacobian with respect to
an over-parameterized representation may cause a solver to attempt to move in a direction
that violates the constraints, slowing or even stalling convergence.
Optimizing spherical elements is done in similarly to optimizing elements of SE(3): a
minimally parameterized perturbation is optimized instead of the element itself. For SE(3),
the perturbation is defined in the tangent space of the identity element. In order to use
this same idea for spheres, a specific tangent space TPSn corresponding to element
P ∈ Sn : Pi :=
{




is chosen to hold the perturbation.
Given the definition of TPSn, it is clear that a trivial linear map from Rn → TPSn
exists. The map








where In is the n-dimensional identity matrix will be referred to as the expansion map.
A rotation map between TPS2 → TpS2 is required to apply the optimized perturbation
to any p ∈ S2 using the exponential map. The rotation matrix is that which rotates P
onto p. The axis of rotation
~w = P × p (3.7)
and the magnitude of rotation
cos θ = P ◦ p (3.8)
are converted to a rotation matrix using the Rodrigues’ rotation formula,
R = I + ~w∧ + ~w∧ ~w∧
1
1 + cos θ
(3.9)
and is valid for p ∈ S2 \ {−P}.
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With the rotation matrix defined, the rotation mapping




The rotation map is not defined when the rotation between p and P is exactly 180
degrees. In this application, the magnitude of the feature errors (Eqs 3.15 & 3.16) does
not change if n̂ reverses. This is exploited to keep n̂ in the upper hemisphere of Sn by mul-
tiplying any n̂ having a negative z component by -1 after the update step in the optimizer.
Restricting the domain to the upper hemisphere sidesteps the singularity because any n̂
will be at most 90 degrees away from P .
The  operator was introduced to denote the operation composing an element of SE(3)
with an element of se(3) in Equation 2.6. The operator will be overloaded here as needed
to denote any mapping E×T → E where E is some over-parameterized set and T is a set
containing minimally-parameterized perturbations of elements in E.
An update scheme for a spherical element p ∈ S2 given a perturbation δp ∈ R2 is
created by using f(x) for n = 2, the rotation map g(x), and the exponential map
p′ = p δp
p′ = expp(g(f(δp)))
(3.11)
where p′ ∈ S2 is the updated spherical element.











is taken for δp = 0 because the perturbations will approach zero as the optimization
converges, so it is a reasonable simplification for implementation.
Both the line and plane parameterizations contain a spherical quantity n̂ that is op-
timized using the scheme just introduced. However, P0 as used in the landmark parame-
terizations is also over-parameterized and requires an update scheme to use unconstrained
optimization.
For line landmarks, P0 as defined in Eq. 3.1 has 1 extra degree of freedom: moving P0
along n̂ does not change the line. Given an update δP0 ∈ R2 the update scheme







where R is the rotation matrix used in the spherical update scheme removes the extra
degree of freedom by constraining P0 to only move orthogonally to direction of the line.
Together, this update scheme and the spherical update scheme form the line update scheme.
For planes, P0 has 2 extra degrees of freedom arise because P0 may be moved anywhere
in the plane without changing the plane itself. Given an update δP0 ∈ R the update
scheme
P ′0 = P0 + δP0n̂ (3.14)
where n̂ ∈ S2 is the plane’s normal vector removes the extra degrees of freedom by con-
straining P0 to only move parallel to the plane normal. Together, this update scheme and
the spherical update scheme form the plane update scheme.
Using the line and plane update schemes introduced allows the landmarks to be opti-
mized using regular unconstrained optimization.
3.1.4 Feature Cost
Errors are formed between each landmark state and any corresponded feature points. The
error is the Euclidean distance between the feature point and the closest point on the
geometric landmark. The error for an edge feature point is
~ei,E = (Pi − P0)− ((Pi − P0) ◦ n̂)n̂ (3.15)
where Pi is the feature point is the distance from the point to the line. This is calculated
as the R3 translation between the feature point and the line in the landmark frame.
The error for a planar feature point is
ei,P = (Pi − P0) ◦ n̂ (3.16)
where Pi is again the feature point is the distance from the point to the plane.
The optimization is formulated as a least-squares problem in order to take advantage
of the mature nonlinear least-squares solvers available. In order to use these solvers, the
Jacobian of the errors is required and must be continuous. In this case, the cost functions
are simple enough that the Jacobians are found by inspection. The Jacobians for the line
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error are with respect to Pi, P0 and to n̂.
∂~ei,E
∂Pi
= I − n̂n̂T
∂~ei,E
∂P0
= −I + n̂n̂T
∂~ei,E
∂n̂
= −n̂(Pi − P0)T − ((Pi − P0) ◦ n̂)I
(3.17)









= (Pi − P0)T
(3.18)
The edge error being a vector is suitable for the least-squares solver used. However,
the error is over-parameterized because the point-to-line distance only has one degree of
freedom. It is possible to reduce the dimensionality by rotating the error into a new basis
with one of the basis vectors parallel to the original error vector. This was experimented
with to determine if reducing dimensionality could speed up the solver, but it was found
to add a significant number of iterations, likely because as the error approaches zero, its
direction becomes undefined.
Error Whitening & Robust Loss
The points returned by the lidar used in this work are returned in spherical coordinates:
range, azimuth, and elevation. The points are modeled as samples of random variables
with independent Gaussian distributions, with known covariance ΣS. The data from the
sensor is transformed from spherical to Euclidean coordinates using
x = r cos θ cosφ
y = r cos θ sinφ
z = r sin θ
(3.19)










Figure 3.6: Spherical to Euclidean Coordinate Transform
The spherical covariance is transformed to a Euclidean covariance
ΣE ≈ JTΣSJ (3.20)
where J is the Jacobian of Equation 3.19 and ΣE is the Euclidean covariance. This is a
first order approximation.
Starting from the Euclidean covariance, a covariance estimate for each error can be
calculated in a similar manner as shown in Equation 3.21. The estimate is used to whiten
the error: ew = Σ
− 1
2
e e. The weight takes into account the certainty of far points compared
to near points, as well as the orientation of ΣE compared to the landmark. It is assumed
that the orientation of the landmark and location of the measured point will not change
significantly during optimization, which is reasonable provided the optimization has good
initialization. Under this assumption the covariance estimate will also not change sig-
nificantly. This is taken advantage of by not updating the covariance estimate between
optimization iterations, in order to avoid adding complexity to the Jacobian of the error.
Σe ≈ JTP ΣEJP (3.21)
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The total feature error Ef formulated as the sum of the individual squared, whitened
feature errors.







where EE is the set ofN edge feature points with landmark correspondences, EP is the set of
M plane feature points with landmark correspondences, and all errors have been whitened.
Minimizing this cost is a standard least-squares problem, but a least-squared formulation
is not suitable for this applications due to the chance of incorrect correspondences.
Outliers caused by incorrect correspondences have a large impact on the overall solution
when using a least-squares formulation. To avoid this problem, rather than using a least-
squares cost, a Cauchy loss is applied. The Cauchy loss function completely removes the
impact of large errors, compared to the commonly-used Huber loss which merely reduces
the impact of large errors. This has increased robustness to outliers at the cost of poor
convergence if the problem is initialized far from the minimum.
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where k is a parameter used to adjust the cutoff point beyond which the error does not
affect the optimization, and e is the error vector. Although it is a piecewise function, it is of
class C2. The landmarks are robustly fit, courtesy of the Cauchy loss, to any corresponded
feature points.
The modified total feature cost Ef






C(ew,i,P , k) (3.24)
3.1.5 State Formulation
The STEAM framework is used because a rotating LIDAR continuously samples its en-
vironment. A traditional discrete-state SLAM formulation has a different state for each
measurement time. In this application, this could amount to thousands of largely redun-
dant states because each point is measured at a different time. Instead, this framework
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provides a continuous representation of a trajectory with relatively few parameters: the
state consists of pose and body-centered velocity at times spaced evenly across the op-
timization window, and the state at any time within the window is a function of those
discrete states.
It is possible to use a continuous formulation built upon temporal parametric basis
functions, but the choice of basis function is not coupled to the true motion model. In con-
trast, formulating a motion model as a Gaussian process as in [4] results in an interpolation
scheme that is consistent with the physical motion.
The set of trajectory states T is defined in Equation 3.25, where N is the number of
states, $ is the body centered velocity expressed as the concatenation of angular velocity
w ∈ R3 and linear velocity v ∈ R3, and subscripts follow the convention introduced in
section 2.1. The magnitude of w is the rate of rotation about the unit vector coincident
with w. Frame O is an inertial frame that provides a reference for all the states in the
window. The lidar sensor frames are labeled by their position within the window, the first
sensor frame is frame 1, and the last is frame n.
T =
{
{TO1, 1$O1}, ..., {TOn, n$On}
}
: TOi ∈ SE(3), O$1O ∈ R6 (3.25)
The poses within an optimization window of size 4 are visualized in Figure 3.7. The
frames are labeled in the top portion of the Figure, while the transforms are shown as
directed arrows that indicate which frames each transform moves between. The common
portion of the transform subscripts is omitted to save space. The position of frame O with
respect to the sensor frames is a gauge freedom characteristic of SLAM: the position of O
can be set arbitrarily without changing the total error in the system. To remove the gauge
freedom, the first transform in the window, T1, is defined as identity and not optimized.
Figure 3.7: Visualization of poses within the optimization window
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In this odometry formulation T is only part of the global set of states. There are also
states parameterizing the landmarks. Let G be the number of edge landmarks with corre-
sponding edge feature points, and H be the number of plane landmarks with corresponding









: ri ∈ P3 is the set of all plane landmarks. All landmarks are defined in





Jacobian of Interpolated Transform
Although [4] provides the framework for interpolating transforms using Gaussian processes,
the Jacobian of the interpolated transform with respect to perturbations on the state
variables is not explicitly stated, and it is required in order to integrate the approach into
the solver library selected.
The derivation result can be summarized by stating that the perturbation on any
interpolated transform at time ti can be approximated as a linear combination of the per-
turbations on the state variables at times tk, tk+1 where tk ≤ ti ≤ tk+1. The approximation
is valid for small perturbations of the state variables, and is reasonable given that the
perturbations will approach zero as the optimization converges. Appendix A provides the
derivation for











where ε are perturbations on state transform variables, ψ are perturbations on state twist
variables, and A1, A2 are interpolation factors that are functions of the states at times
tk, tk+1 and ti.
Jacobian of Point Transformation
As all the feature points must be transformed into the frame of the landmarks, the Jacobian
for each transformed point with respect to the transform is required.
Points are transformed from one frame to another using
ip1 = (Tij  ε)jp1 (3.27)
where ε is a twist perturbation on the transform Tij. This function has the Jacobian
∂ip1
∂ε
= [−ip∧1 : I] (3.28)
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3.1.6 Data Association
Data association is required when corresponding feature points to existing landmarks. A
feature point is considered to be corresponding to a specific landmark when the feature
error given the point and the landmark is the lowest among all possible combinations of
landmark and feature point, and the error is below a threshold.
Let p be a feature point associated with landmark set Q. The corresponding landmark
is qk ∈ Q and is subject to
f(p, qk, T ) ≤ f(p, qi, T )∀qi ∈ Q, f(p, qk, T ) ≤ λ (3.29)
where f is the error function given the correspondence, T is the trajectory state, and λ
is the error threshold. If a correspondence that has an error below the threshold does not
exist, that feature point is considered as not having a correspondence and is not used. The
error function is either point-to-line or point-to-plane distance depending on the feature
point type.
The optimal state S∗ given a set of correspondences C is found by solving
S∗ = argmin
S
(Ef + Em) (3.30)
where Ef and Em are the feature error and motion model error previously introduced.
Finding correspondences and solving Eq. 3.30 is iterated until the correspondence set
does not change or until the number of iterations reaches a limit. The limit is used to
bound the total number of iterations so as to have predictable runtime.
This data association technique is quite similar to that of ICP, the only difference is
that the error is formulated as point to landmark distance rather than point to point
distance. The impact of incorrect correspondence is reduced through the use of the robust
loss function applied in the feature error.
3.1.7 Sliding Window Update
In a sliding window filter, the state at the start of the window is removed whenever a
new state is added to the end of the window in order to maintain a constant window size.
Traditionally, states that are removed from a sliding window filter are marginalized out.
Marginalization converts the removed states into linear costs on states still in the window.
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However, marginalization changes the structure of the problem such that it can no
longer be solved as efficiently. Therefore, for a given computational budget, there is a choice
between using marginalization or not using marginalization but enjoying a significantly
larger window size. The proposed algorithm opts for the latter choice because other works
have found that using a larger window size without marginalization can be more accurate
and because not using marginalization simplifies the implementation [36].
The trajectory states in the window are defined with respect to frame O, which is coin-
cident with frame 1. Therefore, when states are removed from the window, the remaining
states must be redefined to be with respect to the new start of the window.
Let frame k be the new start of the window. Frame O′, the new inertial reference
frame is coincident with frame k. Transform Tk1 is equivalent to transform TO′O, and
is readily available in the state window. All states that will remain in the window
T ∗ = {{TTOk , O$Ok}, ..., {TTOn , O$On}} converted to be with respect to frame k is the
set T ′ = {{TTO′k ,
′
O$O′k}, ..., {TTO′n ,
′
O$O′n}}. The transforms are converted using trans-








where RO′O is the rotational component of TO′O.
The landmarks are also defined in frame O. Consequently when a state is removed from
the front of the window, the landmarks must be transformed into frame k. All landmarks
are parameterized by a point and a vector, and so are transformed the same way regardless


















where (n̂, P0) is the landmark parameterization with respect to frame O, (n̂
′, P ′0) is the
same landmark with respect to frame O′, and (RO′O, O′tO′O) is TO′O.
3.2 Implementation Details
This section documents the solutions used for some hitherto unmentioned pieces of the
algorithm. These solutions are independent from the main algorithm in that they could
be replaced by alternatives without affecting the design in Section 3.1.
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The entire algorithm is implemented in C++, and source code is available here as the
wave odometry module.
3.2.1 Landmark Merging
If the scene contains large planar areas or long edges, it is possible that multiple landmarks
may be redundantly modeling the same features in the environment. For example, straight
curbs and planar patches on the ground tend to have multiple landmarks created when the
model is fit to the scene. A scheme to merge redundant landmarks is therefore deployed
to remove unneeded complexity. In addition redundant landmarks can be problematic
during data association, because multiple similar landmarks can slow convergence as data
associations are more likely to change between iterations.
In order to decide whether or not a given pair of landmarks should be merged, a distance
is calculated between all nearby landmarks. Nearby landmarks are found only considering
the point portion of the landmark parameterization and using a kd-tree seach.
A distance is calculated between each landmark and the set of landmarks that are
nearby the first landmark. The distances are sorted, then if the lowest distance is below a
threshold, the landmarks are merged by averaging the landmark parameterizations.
For line landmarks, the distance score is a weighted combination of the line-to-line
distance and angular difference between the line directions. For planes, it is a weighted
combination of the distance between P0 as defined in Equation 3.2 and the angular differ-
ence between the normals.
3.2.2 Landmark Initialization
Landmarks must be created when starting or when the robot has moved far enough in the
scene that the existing set of landmarks does not have sufficient correspondence with the
current set of feature points to constrain the most recent state. The problem of landmark
initialization is to create landmarks with a good distribution throughout the scene and
to initialize the parameters of those landmarks close to the optimal values so that when
optimizing, the parameters will converge to their optimal values.
Plane Landmark Initialization
Let SF0 be the set of geometric plane feature points extracted from the current scan, and
SF1 be the set of geometric plane feature points extracted from the previous scan. Planes
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are initializing by finding the 3 nearest neighbours in SF1 for each element in SF0 after
both sets of points have been transformed to frame O using the current trajectory estimate.
The nearest neighbour set is K = {{p1, p2, p3}1, ..., {p1, p2, p3}n} where each element of K
corresponds to a feature point in SF0.
A plane parameterization is created from each element of K by converting the 3-point
parameterization to the point and normal parameterization already introduced using








, {P0, n̂} ∈ L3
(3.33)
The error from each initialized plane to the corresponding element in SF0 is calculated
and if less than a threshold, is added to the set of all initialized planes R∗.
It is preferred to create landmarks for the largest planar surfaces in the scene because
they have a greater chance of being sampled in subsequent scans. Landmark merging is
done on R∗ as described in Section 3.2.1 to produce the merged set R̄. The set R̄ is
sorted in order of corresponding feature points because the elements of R̄ having many
corresponding feature points are elements that have been produced by merging multiple
elements of R∗, and have likely been sampled from larger planes in the scene.
A quota for new landmarks is used in order to limit the number of redundant landmarks.
The scene is divided into range-azimuth bins as with feature point extraction, and each
range-azimuth bin is further divided into plane-normal bins. There is a limit imposed on
each combination of range-azimuth-normal.
Before new planes are created, correspondences in the existing set of plane landmarks
R are found in SF0. Each landmark with a corresponding point in SF0 increases the count
in the appropriate range-azimuth-normal bin. This prevents new planes being created over
top of existing planes.
The last step is to iterate over R̄ moving each element into R and increasing the count
in the corresponding range-azimuth-normal bin, unless that bin has already reached its
limit. This continues until R̄ is exhausted or all the bins are full.
Line Landmark Initialization
Initialization of line landmarks is done differently than plane landmarks, but it follows the
same principle of creating a set of lines from minimal sets of feature points, then merging
them to find lines defined by many feature points.
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Starting with a set of edge points E = {e1, ..., en} : ei ∈ R3, the first step is to find the
k nearest neighbours Ci = {c1, ..., ck} : cj ∈ N for each ei meeting the criteria
Ci = {c1, ..., ck |‖ei − ecj‖ ≤ ‖ei − el‖,∀cj ∈ Ci, l /∈ Ci} (3.34)
For each element ei ∈ E, each permutation of two elements from Ci is used to define a
line, and the distance from that line to ei is calculated. If the distance is small, then that
line is placed into a set Li. Once all possible combinations have been explored, similar
lines within Li are merged. The set is then searched for the line having the most number
of edge points and moved into the set of initialized lines L∗ if the number of edge points
is greater than a threshold. Well-defined edges have enough sample points that multiple
line permutations from Ci result in virtually the same line, so they will get merged. This
algorithm rejects noisy edge points because it is unlikely that noisy edge points will have
multiple permutations within Ci that produce the same line.
Once E is exhausted, the merging procedure is run on L∗ to produce set L̄. The same
binning procedure as that used when creating new plane landmarks is used to move lines
from L̄ to L.
3.2.3 Solving
Equation 3.30 is solved using the Levenberg-Marquardt algorithm as implemented in the
Ceres solver library [3]. Ceres is used because it contains a Schur’s complement based fac-
torization that is particularly suited to bundle adjustment, and the odometry formulation
presented in this work has a similar structure to bundle adjustment. Ceres also contains
QR decomposition and Cholesky based factorization, but these were found to be slower in
this application.
Trajectory State Initialization
As solving Equation 3.30 is the dominant computational cost, it is vital that the states
are initialized as close as practical to the optimal point in order to limit the number
of iterations. Good initialization is also important because the proposed method is not
designed with a large convergence basin as a goal.
When operating in steady-state, the motion model can be used with existing trajectory
states to generate reasonable initialization for new trajectory states. However, when first
starting, existing trajectory states do not exist, making initialization more challenging.
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As this work was developed with automotive applications in mind, initialization at
startup is considered outside the scope of the problem. For automotive applications, sim-
ply using the wheel speed sensors to provide an initial velocity estimate would suffice to
initialize the state within the convergence basin. Therefore, when evaluating on datasets,
the velocity at startup is provided by ground truth.
Transform Interpolation
Although it is possible to find interpolated transforms and the Jacobian of interpolated
transforms in constant time irrespective of how many states there are in the window, this
would still add a significant amount of computation if it was done using equation 3.26 for
every single feature point. To speed up computation, a discrete set of interpolated trans-
forms and their Jacobians is precomputed at a finer resolution than the states themselves,
and then a simpler interpolation scheme is used to approximate transforms & Jacobians
when calculating measurement error.
Given a time ti for which the interpolated transform and its Jacobian are required, the
interpolation variable α is defined in Equation 3.35, where tk and tk+1 are the times of the





Linear interpolation is used between the precomputed Jacobians while the transforms
are linearly interpolated in se(3) according to Equation 3.36, where Tk, Tk+1 are transforms
for times tk and tk+1. The differences between the transforms ξ are also precomputed
before evaluating measurement error.
Tk, Tk+1 ∈ SE(3)
ξ = Tk+1  Tk






The proposed method is evaluated on the Kitti odometry dataset as well as on a dataset
collected from a vehicle testbed in Waterloo, Ontario.
4.1.1 Kitti dataset
The Kitti dataset has emerged as a standard benchmark for visual and lidar odometry
algorithms. The dataset consists of 22 sequences ranging from 1-9 minutes in length,
and covering 39.2km. It includes residential, light urban, and highway driving trajectories
collected in Karlsruhe, Germany. The lidar scans are provided pre-corrected for ego-motion.
The lidar sensor used in this dataset is the Velodyne HDL-64e.
The 22 sequences are split into training and test sets, each having 11 sequences. The
training sequences are provided with ground truth for developing algorithms, while the
test sequences are provided without ground truth and are evaluated on a benchmark server
hosted by the Karlsruhe Institute of Technology. In this thesis only the training portion
of the dataset is evaluated.
4.1.2 Waterloo dataset
This dataset consists of a single sequence containing about half an hour of driving through
14.1km of commercial and residential areas of Waterloo, Ontario. Compared to the Kitti
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dataset, the lidar scans are not corrected for ego-motion, and instead of a Velodyne HDL-
64e, a Velodyne VLP-32C was used. This lidar is different in that is has half the number of
laser-detector pairs spread over the same field of view. The elevation resolution is varied to
concentrate most of the data around 0 degrees elevation with respect to the sensor. This
is visible in Figure 2.1.
This differences of this dataset from the Kitti dataset provide more variety to check
the consistency of any trends observed from results on the Kitti dataset. The lidar scans
are uncorrected for ego-motion, from a different sensor, and collected in a North American
instead of European scene.
The Waterloo dataset contains camera data from 8 roof-mounted cameras. Although
images are not used for lidar odometry, a sample set of images taken in the same location
as Figure 2.1 is shown in Figure 4.1 to provide a qualitative sense of the dataset. It can be
seen that the different colours on the wall and the windows of the building also appear in
the intensity data of the lidar, but that the lane markings are difficult to observe. This is
because the lidar ground resolution is quite sparse and the lane markings themselves are
mostly broken lines. This is why it is important to consider multiple scans when fitting
intensity edges.
4.2 Configuration
The odometry is evaluated with a baseline configuration using only geometric edges against
a configuration that adds intensity edges, and a configuration that increases the size of the
sliding window.
The configurations are kept the same for both the Kitti and Waterloo dataset with the
exception of the threshold to pick intensity edges. A different lidar sensor was used for
each dataset, and the sensors have different intensity measurement characteristics. For the
motion model, Q in Eq. 2.34 was found by starting from identity and hand-tuning.
4.2.1 Error Metric
The platforms used to collect each dataset are each equipped with a GPS-INS state esti-
mation system. These systems fuse IMU measurements with real-time kinematic GPS to
record the trajectory of the IMU in geocentric coordinates. The GPS-INS system provides
a normally distributed error model as standard deviations on each coordinate. The latitude
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(a) Front View (b) Rear View
(c) Right Front View (d) Right Rear View
Figure 4.1: Image Data Frame from Waterloo Dataset
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and longitude standard deviation is on the order of a few centimeters for the majority of
each sequence. The transform between the lidar and IMU is found using scan registration
to build a consistent lidar map, and performing a hand-eye calibration [13] between the
trajectory of the lidar and the IMU. The IMU to lidar transform is used to convert the IMU
trajectory into a ground truth lidar trajectory. The output of lidar odometry is evaluated
against the ground truth trajectory.
The proposed method is evaluated using the metric used by Kitti [20]. Each sequence
is broken into as many subsequences of specific lengths as possible for that sequence and
the error for each subsequence is evaluated. The error across all subsequences is averaged
to provide a final statistic. All subsequences having lengths of 100, 200, 300, 400, 500, 600,
700, and 800 meters are considered.







‖((st̂sj − st̂si)− (stsj − stsi))‖2 (4.1)
where st̂sk is the estimated translation from the start of the sequence, stsk is the ground
truth translation from the start of the sequence, and |F| is the sum of the distance covered
by each subsequence. Frame s is the sensor frame at the very beginning of the sequence.







∠[((R̂sj 	 R̂si)	 (Rsj 	Rsi))] (4.2)
where R̂sk is the estimated rotation from the start of the sequence, and Rsk is the ground
truth rotation from the start of the sequence, and the 	 operator is
Ri 	Rj = R−1i Rj (4.3)
The 	 operator is distinct from the  operator already introduced, and is only used within
the evaluation metric.










Table 4.1: Average error on Kitti training sequences for sliding window size = 5. R.E.
is rotational error and is in units of degrees / kilometer. T.E. is translation error and is
expressed as a percentage of distance traveled. Geo indicates geometric features only, geo
+ int indicates geometric and intensity features. The lowest error for each sequence is
bolded.
Sequence
Geo Geo + int
R.E. T.E. R.E. T.E.
0 7.45 1.55 7.39 1.53
1 7.63 2.61 8.45 2.75
2 6.28 1.54 6.74 1.53
3 8.04 1.15 7.99 1.01
4 7.41 1.17 7.25 1.15
5 5.23 .927 5.11 .901
6 4.86 .850 4.55 .848
7 7.68 1.05 8.31 .981
8 7.26 1.43 6.93 1.42
9 6.29 1.46 6.85 1.60
10 9.56 2.38 9.42 2.13
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Table 4.2: Average error on Kitti training sequences for sliding window size = 10. R.E.
is rotational error and is in units of degrees / kilometer. T.E. is translation error and is
expressed as a percentage of distance traveled. Geo indicates geometric features only, geo
+ int indicates geometric and intensity features. The lowest error for each sequence is
bolded.
Sequence
Geo Geo + Int
R.E. T.E. R.E. T.E.
0 7.12 1.47 7.24 1.45
1 6.63 1.96 8.23 2.46
2 6.26 1.57 6.11 1.48
3 7.95 1.22 7.61 1.03
4 7.06 1.11 7.55 1.11
5 5.49 .965 5.55 1.10
6 4.80 .923 4.69 .883
7 7.34 .937 6.50 .712
8 7.46 1.39 7.29 1.53
9 7.25 1.59 6.71 1.44
10 8.72 2.26 8.84 1.98
As shown in Table 4.1, the addition of intensity features provides a modest performance
improvement on most of the sequences. Overall, sequences 1 and 10 perform significantly
worse than the remaining sequences. Sequence 1 is a highway sequence, having higher aver-
age velocity than the rest of the dataset. Sequence 10 is relatively unstructured compared
to the rest of the dataset, containing fewer buildings and more trees.
Table 4.2 shows the effect of adding intensity features when using a larger sliding
window size. While the addition of intensity features improves the statistics of most of the
sequences, the set of sequences that saw improvement is smaller than that using a smaller
sliding window. Also, the preferred landmark configuration of a few sequences changed
with the sliding window size.
The trajectory estimate for sequence 1, which resulted in the worst performance, is
plotted in Figure 4.2 against the ground truth. The estimate for sequence 7, the best
performing sequence is plotted in Figure 4.3.
Adding intensity edges produces a modest improvement in most sequences, but not
all. It was expected that adding intensity edges would not improve performance across
all sequences because there may not be useful intensity feature points in all sequences.
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Geo, SWF = 5
Geo + Int, SWF = 5
Geo, SWF = 10
Geo + Int, SWF = 10
Figure 4.2: Odometry trajectory on Kitti sequence 1
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Geo, SWF = 5
Geo + Int, SWF = 5
Geo, SWF = 10
Geo + Int, SWF = 10
Figure 4.3: Odometry trajectory on Kitti sequence 7
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However, the drop in performance for some sequences suggests that there is significant
number of incorrectly corresponded feature points or that intensity edges are being fit to
parts of the scene that do not meet the linear assumption.
Doubling the sliding window size from 5 to 10 resulted in better performance on some
sequences, but not all. This may be due to the constant velocity motion model: the motion
model has an averaging effect on the velocity states within the window, the strength of
which depends on the strength of the constraint. The averaging effect is limited to the
current window because marginalization is not used. Consequently, smaller window sizes
can reduce the averaging effect of the motion model and may better track accelerations.
4.3.2 Waterloo Results
Table 4.3: Average error on Waterloo sequence. R.E. is rotational error and is in units of
degrees / kilometer. T.E. is translation error and is expressed as a percentage of distance
traveled. SWF refers to size of sliding window, geo denotes geometric features only, and
geo + int denotes geometric and intensity features. The lowest error for each size of sliding
window is bolded.
SWF = 3 SWF = 6
Geo Geo + Int Geo Geo + Int
R.E. T.E. R.E. T.E. R.E. T.E. R.E. T.E.
3.44 1.22 3.27 1.19 3.09 1.12 3.09 1.10
The results on the Waterloo sequence are shown in Table 4.3. The addition of intensity
edges results in a modest improvement in average statistics on this sequence. The relatively
small improvement might be because where this sequence contains useful lane markings,
there are already well-defined curbs which are modeled well by geometric edge landmarks.
Increasing the size of the sliding window improves performance both in the case of geometric
only features and with the addition of intensity features.
The results of this sequence are plotted against ground truth in Figure 4.4. It shows
that despite the close average statistics, there is a difference between configurations visible
due to the long sequence length.
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Geo, SWF = 3
Geo + Int, SWF = 3
Geo, SWF = 6
Geo + Int, SWF = 6




The results shown indicate that the intensity channel on these datasets can be used in
conjunction with geometric information for an improvement in performance. The sequences
that show a loss of performance indicate that the current model for intensity landmarks
could be being applied incorrectly in some cases. A possible solution would be to redesign
how intensity landmarks are initialized and/or explore whether model other than a line is
more suitable for modeling scene elements.
The performance of the presented lidar odometry on Kitti does not achieve that of the
current state-of-the-art lidar odometry methods. However, there are some likely expla-
nations with associated solutions to improve performance, and the performance that was
achieved is likely sufficient for this algorithm to be used as the relative pose estimation
within a larger SLAM implementation that includes loop closure.
The relatively poor performance on sequence 1 in the Kitti dataset indicates that speed
is likely a contributing factor to estimation error for this algorithm. This might be due
to the constant velocity motion model. The route includes getting on and off a highway,
which involves large sustained acceleration. Landmarks in the scene are also sampled less
at high speed because the lidar is not able to make as many observations while passing by.
4.5 Possible Improvements
Landmark Initialization
The landmarks are currently initialized with a fairly simple approach, relying on the sub-
sequent robust loss to remove the influence of bad landmarks. The edge technique in
particular is prone to initializing edge landmarks in the midst of noisy clouds of points,
such as that from foliage, because the edge initialization merely attempts to find coincident
points. Outlier rejection methods like RANSAC could be applied to clusters of points to
initialize new landmarks more robustly.
Only the current and previous sets of feature points are considered when initializing new
features. This is sometimes problematic because two scans may not contain enough samples
to reliably initialize landmarks, particularly lane markings when using the VLP-32C in the
Waterloo dataset, whose nonlinear beam spacing results in coarse ground resolution. Using
a longer history of feature points would provide richer information to initialize edges.
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Finally, the edge landmark initialization algorithm is computationally expensive due to
the evaluation of all the possible line samples. Finding a more efficient algorithm would
reduce the runtime.
Edge Landmark Model
The edge landmarks are well suited to model true edges, like corners on buildings or curbs.
However, they are also used to model poles and tree trunks in the environment. Since
these objects are approximately cylindrical, the position of the edge as seen by the lidar
changes as the sensor moves past the object. This is a source of systematic error because
there is an implicit assumption that edges in the scene are static. This could be resolved
by either developing a filter to remove edge features sampled from poles, or by introducing
another landmark type that is able to model these objects more accurately.
Sampling Strategy
Increasing the number of landmarks and feature points is a trade-off between using as much
information as possible and computational effort. However, not all landmarks and feature
points are equal: if there is a landmark that constrains yaw, then the additional information
gained from adding another landmark that constrains yaw is diminished. A sampling
strategy seeks to maximize the information gained given an allowance of landmarks by
controlling how they are placed.
Scan sampling is used during feature point extraction and new landmark initialization.
The technique to spread feature points and landmarks over polar bins places these elements
approximately evenly throughout the scene. However, better sampling strategies such as
geometrically stable sampling [21] exist and could be used to improve the distribution of
landmarks in the scene.
Sliding Window Updates
A problem with the current approach is that during periods when the car is stopped,
eventually all the scans in the sliding window are taken from the same physical location.
This has an adverse effect on landmark initialization and optimization because the benefit
of having landmarks sampled by multiple scans from multiple positions is lost. Further,
the feature points from each duplicate scan all create measurements, so when the car starts
moving again, the measurements from the stopped position are over-weighted relative to
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the new scans. Introducing a distance-based sliding window update similar to the idea of




Odometry is a fundamental component in all state-of-the-art SLAM systems. Lidar is likely
to be an important component of SLAM systems operating on self-driving cars because un-
like cameras, lidar offers consistent performance regardless of ambient lighting conditions.
This is a large advantage when developing systems that must have a guarantee of safety as
with self-driving cars, and there is enough competition amongst lidar manufacturers that
lidar sensors will not be prohibitively expensive for this application.
This thesis presents a lidar odometry algorithm that formulates the lidar odometry
problem using explicit landmark states, and is solved within a sliding window filter. The
algorithm takes into consideration the anisotropic resolution characteristic of the lidar sen-
sors commonly found on automotive platforms, and leverages the intensity returns mea-
sured by lidar as well as the geometric measurements.
The lidar odometry algorithm is evaluated on the Kitti odometry training dataset as
well as on a private dataset collected within the City of Waterloo. It achieves between
4.6 and 9.6 degrees per kilometer of average rotational drift and between 0.71% and 2.8%
average translation drift on the Kitti dataset depending on the sequence and configuration.
It achieves between 3.1 and 3.4 degrees per kilometer of average rotation drift and between
1.1% and 1.2% average translation drift on the Waterloo dataset. The addition of intensity
information is shown to improve performance on most of the Kitti sequences as well as
on the Waterloo dataset. Increasing the size of the sliding window is shown to improve
performance on most sequences, including the Waterloo dataset.
Safety-critical odometry applications such as self-driving cars must be robust as well as
accurate. The work in this thesis uses both geometric and intensity features in an attempt
to capitalize on as much of the sensor’s information as possible, to maintain performance
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in areas lacking geometric features, while also using a lightweight scene model. Continuing
work on the algorithm introduced could lead to more robust, standalone lidar odometry.
5.1 Future Work
Motion Model
The motion model weight significantly affects the performance of the odometry because it
controls the trade-off between reducing noisy estimation error and total bandwidth of the
estimate. In this work, the motion model weights were hand-tuned until the trajectories
produced were qualitatively good. Formulating and solving the problem of finding the
optimal weight given the datasets as an optimization would result in a weight that would
yield better results.
The motion model used is based on a constant velocity assumption. Clearly, the as-
sumption is violated frequently while driving, so the motion model must be adding some
systematic error. The STEAM formulation has recently been demonstrated with a con-
stant acceleration motion model and was found to improve performance compared to a
constant velocity motion model [35]. Even though a constant acceleration assumption
is also violated by a driving car in some circumstances, it can model constant braking,
constant throttle, and the transition from straight line motion to turning.
Formulating a motion model based on the specific dynamics of the platform (car) as a
GP and using it within the STEAM framework would reduce systematic error caused by
the motion model currently used.
Incorporating throttle, brake, and steering input into the motion model would further
reduce systematic error.
Mapping
The application of the scene model to mapping and online localization is not explored in
this work, but the scene model is well-suited for fast, online localization due to the sparsity
of the landmarks compared to a dense pointcloud map. A map of landmarks would require
far less storage than a high resolution, dense pointcloud map since a relatively small amount
of landmarks can constrain the trajectory.
As the landmark states are continuous, a map of landmarks avoids the spatial dis-
cretization of voxel representations. This is advantageous because a discrete map must
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have a sufficiently fine resolution for localization. Even with efficient data representations
like octrees [33], finer resolution increases the storage requirements. This trade-off is not
present with the proposed scene model, instead, the storage requirement is dependent on
the number of landmarks, and if the scene contains a surplus of landmarks, some may be
omitted from the map.
Camera Integration
Cameras have finer resolution than the lidars used on automotive platforms today, and
state-of-the-art visual odometry is of similar quality to that of lidar odometry. A logical
approach is to combine cameras and lidar into a single odometry algorithm. This idea has
been explored by other methods, one of which [39] is currently the top performing method
on the Kitti odometry test evaluation.
Given that both cameras and lidars can detect lane markings, and that geometric
edges can be visually distinct, it is likely that some of the landmarks currently used could
be measured by camera as well as by lidar. Formulating camera & lidar measurements
as functions of the same state would offer a tightly-coupled approach. The extra detail
captured by a camera may also aid the initialization of good landmarks.
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APPENDICES
Appendix A: Jacobian of Interpolated Transforms
The Jacobian of the interpolated transforms with respect to the state parameters is re-
quired. Beginning with estimates for the state at discrete times tk and tk+1, the interpolated
state between those times is defined by using Eq. 2.28 [4], the specific transition matrix
from Eq. 2.30, then converting the local variables to global variables.
The local variables are defined by Equation 1, where J is the Jacobian of the SE3
exponential map and time tk+1 ≥ tk. The local variables are with respect to the state at













Equation 2 is the interpolated state in global variables [5]. Interpolation variables Ψ
and Λ are dependent on the motion model, and are defined in Equation. 2.28.
T (t) = exp((Λ1(t)γk(tk) + Ψ1(t)γk(tk+1)
∧))Tk
$(t) = J(T (t) Tk)(Λ2(t)γk(tk) + Ψ2(t)γk(tk+1))
(2)
where












In this application, corresponding points must be expressed in the same frame to eval-
uate residuals. Let the time of a point be tA ∈ [tk, tk+1], tk < tk+1. The point will be
transformed to the sensor frame at time tk. The pose at times tk, tk+1 are states. One of
the properties of SE(3) is tangent perturbations applied on the right can be converted to
tangent perturbations applied on the left. This is done with the adjoint operator f. This
property is defined in Eq. 3.












The difference between two elements of SE(3) is written as in Equation 4.
kξk+1 = Tk+1  Tk (4)
Equation 5 a linear approximation for the difference between two elements of SE(3)
both subject to perturbations. It is linearized with respect to the perturbations when the
perturbations are zero. It is therefore a reasonable approximation for small perturbations.
















≈ J(kξk+1)−1(εk+1 − (Tk+1T−1k )
fεk) + kξk+1 (5)
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With Θ, Equation 5 is equivalent to Equation 7.
J(kξk+1)
−1(εk+1 − (Tk+1T−1k )






Substituting Equations 2.9 & 1 into Eq 2 leads to Eq 8, which is an expression for the
interpolated transform given the states and perturbation on the states at times tk, tk+1.












Using Equations 7 and 4 in Equation 8 and rearranging yields Eq. 9, which is the




































Equation 9 is first approximated by dropping the terms that are linear with respect to
the transform perturbations that are in the arguments to the Jacobian of the exponential
map. These terms are relatively small, and the approximation becomes exact when the


























Equation 11 introduces additional variables to further shorten the expression and to
























Using the additional variables introduced, Equation 10 is now compactly stated as
Equation 12.
TA ≈ exp(Υx+ Ξ) exp(εk)Tk (12)
Starting from Equation 12, the exponential map is linearized at Ξ to yield Equation
13.
TA ≈ exp(Ξ) (J(Ξ)Υx) exp(εk)Tk
= exp(J(Ξ)Υx) exp(Ξ) exp(εk)Tk
(13)
The adjoint property is used to move exp(εk) to the other side of exp(Ξ) in Equation
14.
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TA ≈= exp(J(Ξ)Υx) exp(exp(Ξ)fεk) exp(Ξ)Tk (14)
The last approximation used in this derivation is a truncated Baker-Campbell-Hausdorff
formula to approximate exp(J(Ξ)Υx) exp(exp(Ξ)fεk) with exp(J(Ξ)Υx+exp(Ξ)
fεk). This
approximation has error proportional to the square of the arguments, but since the argu-
ments are all on the scale of the perturbations, it is an acceptable approximation.
Equation 15 finishes the derivation.
TA ≈ exp(J(Ξ)Υx+ exp(Ξ)fεk) exp(Ξ)Tk
= exp(Υ′x)T̄A
where
Υ′ = J(Ξ)Υ +
[




Variable Υ′ depends on the states before and after the interpolation time, as well as the
interpolation time itself. In the main body of the text, Equation 15 appears as Equation
3.26, except Υ′ has been split into two interpolation factors A1, A2 and the dependence on
the states and interpolation time is made explicit.
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