We provide a novel analysis of low rank tensor completion based on hypergraph expanders. As a proxy for rank, we minimize the max-quasinorm of the tensor, introduced by Ghadermarzy, Plan, and Yilmaz (2018), which generalizes the max-norm for matrices. Our analysis is deterministic and shows that the number of samples required to recover an order-t tensor with at most n entries per dimension is linear in n, under the assumption that the rank and order of the tensor are O(1). As steps in our proof, we find an improved expander mixing lemma for a t-partite, t-uniform regular hypergraph model and prove several new properties about tensor max-quasinorm. To the best of our knowledge, this is the first deterministic analysis of tensor completion.
1. Introduction 1.1. Matrix and tensor completion. Classical compressed sensing considers the recovery of high-dimensional structured signals from a small number of samples. These signals are typically represented by sparse vectors or low rank matrices. A natural generalization is to study recovery of higher-order tensors, i.e. a multidimensional array of real numbers with more than two indices, using similar low rank assumptions. However, much less is understood about compressed sensing of tensors.
Matrix completion is the problem of reconstructing a matrix from a subset of entries, leveraging prior knowledge such as its rank. The sparsity pattern of observed entries can be thought of as the adjacency or biadjacency matrix of a graph, where each edge corresponds to an observed entry in the matrix. There are two general sampling approaches studied for matrix completion. During probabilistic sampling, the entries in the matrix are observed at random according to either Erdős-Rényi [27, 41] , random regular bipartite [20, 7] or more general graph models [28] . Deterministic sampling, on the other hand, studies precisely what kind of graphs are good for matrix completion and offers some advantages: One does not have to sample different entries for new matrices, and any recovery guarantees are deterministic without failure probability. It has been shown [24, 4, 8, 9] that expander graphs, which have pseudo-random properties, are a good way to sample deterministically for matrix completion. A deterministic theory of matrix completion based on graph limits, a different approach, appeared very recently [11] .
Tensor completion, in which we observe a subset of the entries in a tensor and attempt to fill in the unobserved values, is a useful problem with a number of data science applications [33, 43] . But fewer numerical and theoretical linear algebra tools exist for working with tensors than for matrices. For example, computing the spectral norm of tensor, its low rank decomposition, and eigenvectors all turn out to be NP-hard [25] .
Let the tensor of interest T be order-t, each dimension of size n, and have rank(T ) = r, i.e. T ∈ t i=1 R n (we introduce our notation more fully in Section 1.5). A fundamental question in tensor completion is how many observations are required to guarantee a mean square error of ε in our reconstruction, the sample complexity. In this paper, tensor rank will always be using the canonical polyadic (CP) decomposition [29] . The CP decomposition represents T using rnt numbers, thus providing a lower bound for the sample complexity. No existing results that we are aware of acheive this rate, except in the case of matrices.
One way to reduce a tensor problem to a matrix problem is by flattening the tensor into a matrix. Yet current results using flattening have sample complexity at best O rn t/2 ε 2 [21, 39, 38] , and n is potentially very large. There are a number of papers that focus on the special case of order-3 tensors, see for example [26, 2] .
Ghadermarzy, Plan, and Yilmaz [22] recently studied tensor completion without reducing it to a matrix case by minimizing a max-quasinorm (satisfying all properties of the norm except a modified triangle inequality, which we call the "max-qnorm") as a proxy for rank. This is defined as
where the factorization is a CP decomposition of T (see Definition 4.3 for further details). This is a generalization of the max-norm for matrices that many have shown yields good matrix completion results [44, 42, 18, 24, 10, 17] . Assuming that the observed entries are sampled from some probability distribution, it was shown that using the max-qnorm as a penalization results in O nt ε 2 sample complexity when r = O(1), and even faster rates in ε for the case of zero noise [22] .
In this paper, we perform a deterministic analysis of minimizing the max-qnorm that obtains a sample complexity which is also linear in n, albeit with weaker dependence on other parameters. We assume that the observed entries correspond to the edges in an expander hypergraph.
1.2. Expanders and mixing. The expander mixing lemma for d-regular graphs (e.g. [12] ) states the following: Let G be a d-regular graph with second largest eigenvalue in absolute value λ = max{λ 2 , |λ n |} < d. For any two sets
be the number of edges between V 1 and V 2 . Then we have that
.1 tells us regular graphs with small λ have the expansion property, where the number of edges between any two sets is well-approximated by the number of edges we would expect if they were drawn at random. The quality of such an approximation is controlled by λ. It's known from the Alon-Boppana bound that λ ≥ 2 √ d − 1 − o(1), and regular graphs that achieve this bound are called Ramanujan. Deterministic and random constructions of Ramanujan (or nearly-so) graphs have been extensively studied [3, 35, 6, 8, 37] . Higher order, i.e. hypergraph, expanders have received significant attention in combinatorics and theoretical computer science [34] . There are several expander mixing lemmas in the literature based on spectral norm of tensors [19, 40, 13, 31] . However, an obstacle to applying such results to tensor completion is that in most cases the second eigenvalues of tensors are unknown, even approximately. In [16] , an expander mixing lemma similar to (1.1) based on the second eigenvalue of the adjacency matrix of regular hypergraphs was derived. However, for our application we need an expander mixing lemma that estimates the number of hyperedges among t different vertex subsets.
One exception is the work of Friedman and Widgerson [19] , who studied a t-uniform hypergraph model on n vertices with dn t−1 hyperedges chosen randomly. They proved that the second eigenvalue of the associated tensor λ = O(log t/2 n √ d). However, this is a dense random hypergraph model, since the number of edges grows superlinearly with n for t > 2. Thus Friedman and Widgerson's model only applies when one has the ability to make many measurements, as opposed to the more realistic "big data" scenario constrained to O(n) observations. If we sample the original tensor according to the hyperedge set of a hypergraph, we would like the number of hyperedges to be small, in order to be able to represent a small number of samples. From previous results on matrix completion, we expect the reconstruction error should be controlled by a parameter that is related to the expansion property of the hypergraph.
1.3. Main result. In this paper, we revisit the sparse, deterministic hypergraph construction introduced in [5] . We construct the hypergraph by taking a d-regular "base" graph and forming a hypergraph from its walks of length t. In this model, each node is of degree d t−1 , corresponding to nd t−1 samples. An advantage of our expander mixing result is that the expansion property of the hypergraph is controlled by the expansion in a d-regular graph (Theorem 3.1). This is easy to compute and optimize using known constructions of d-regular expanders.
Based on such hypergraphs, we perform a deterministic analysis of an optimization problem similar to that analyzed by Ghadermarzy et al. [22] . Our proof is based on the techniques used to study matrix completion in [24] (see also [7] ). To have a theoretical guarantee of our algorithms, we prove several useful linear algebra facts about the max-quasinorm for tensors, which may be of separate interest. Our main result is:
Given a hypercubic tensor T of order-t, sample its entries according to a t-partite, t-uniform, d t−1 -regular hypergraph H = (V, E) constructed from a d-regular graph G of size n with second eigenvalue (in absolute value) λ ∈ (0, d). Then solvinĝ T = arg min T T max such that T e = T e for all e ∈ E will result in the following mean squared error bound: In order to guarantee reconstruction error ε, Theorems 1.1 and 4.7 say that, assuming r, t = O(1), we require O n ε 2(t−1) samples. The computations are shown in Section 5.3.
1.3.2.
Dependence on rank and order. Tensor completion should require at least rnt samples, yet no existing bounds come close to this sample complexity. In Theorem 1.1, we unfortunately have that the constant C t depends exponentially on the tensor order t. The dependence on rank is also exponential, since the best known dependence of the max-qnorm on rank is T max = O( √ r t(t−1) ) (see Theorem 4.7 and [22] ). However, for matrices we have that T max = O( √ r), which is tighter than the previous bound with t = 2. So it could be that a better understanding of the max-qnorm for tensors will lead to better dependence on the rank.
1.4.
Organization of the paper. In Section 2, we recall the construction of the t-partite, t-uniform hypergraph introduced in [5] . In Section 3, we prove an expander mixing lemma for such hypergraphs. In Section 4, we prove several useful properties of max-quasinorm for tensors. In Section 5, we leverage these properties to analyze the above tensor completion algorithm and prove the main result. We extend our result for tensor completion with errors in the observed entries, which can model noise or adversarial corruptions. We conclude with a discussion of limitations and future directions in Section 6.
1.5. Notation. Tensor notation is not standard throughout the literature, which can lead to some confusion. The notations we use throughout the paper come from the review by [29] , and we refer the reader there for a thorough description. In brief, we use lowercase symbols u for vectors, uppercase U for matrices and tensors.
The symbol "•" denotes the outer product of vectors, i.e. T = u•v •w denotes the order-3, rank-1 tensor with entry T i,j,k = u i v j w k . We also use this symbol for the outer product of matrices as appears in the rank-r decomposition of a tensor T = U (1) 
k,l , and T = t i=1 U (i) is shorthand for the same order-t, rank-r tensor. The symbols "⊗" and " * " denote Kronecker and Hadamard products, respectively, which will be defined in Section 4. We use t i=1 R n i for the space of all order-t tensors with n i entries in the ith dimension. We use 1 A ∈ R n as the indicator vector of a set A ⊆ [n], i.e. (1 A ) i = 1 if i ∈ A and 0 otherwise. For any order-t tensor T ∈ t i=1 R n i and subsets I i ⊆ [n i ], denote T I 1 ,...,It to be the subtensor restricted on the index set I 1 × · · · × I t .
Construction of hypergraph expanders
We start with the definition of a hypergraph and some basic properties:
A hypergraph H consists of a set of vertices V and a set of hyperedges E, where each hyperedge is a nonempty set of V , the vertices that participate in that hyperedge. The hypergraph H is t-uniform for an integer t ≥ 2 if every hyperedge e ∈ E Figure 1 . An example hyperedge in the t = 3 case: We depict the base graph G on the left and a single edge in the hypergraph H on the right. The set of vertices
For convenience, we denote that hyperedge with the tuple (i 1 , i 2 , i 3 ).
contains exactly t vertices. The degree of vertex i is the number of all hyperedges containing i. A hypergraph is d-regular if all of its vertices have degree d.
Let G = (V (G), E(G)) be a connected d-regular graph on n vertices with second largest eigenvalue (in absolute value) λ ∈ (0, d). We construct a t-partite, t-uniform, d t−1 -regular hypergraph H = (V, E) from G as follows: Let V = V 1 ∪ V 2 ∪ · · · ∪ V t be the disjoint union of t vertex sets which are copies of V (G), so that |V 1 | = · · · = |V t | = n. To be precise, we label all the vertices by v j i ∈ V i for all 1 ≤ i ≤ t and 1 ≤ j ≤ n. The hyperedges of H correspond to all walks of length t − 1 in G. Therefore {v i 1 1 , . . . , v it t } is a hyperedge in H if and only if (i 1 , . . . , i t ) is a walk of length t − 1 in G. The vertices in (i 1 , . . . , i t ) may be repeated, since in the hypergraph they will occur in different partitions and correspond to different copies of the vertices in the base graph.
We now introduce a slight abuse of notation that should make things less cumbersome, hopefully without creating confusion. Because our hypergraph H is t-uniform and t-partite, we will identify each hyperedge e = {v i 1 1 , . . . , v it t } ∈ E(H) with an ordered t-tuple e = (i 1 , . . . , i t ). The reader should keep in mind that the identity of the vertex in the hypergraph corresponding to an entry in the tuple depends on its position and value. For a tensor T ∈ ⊗ r i=1 R n , this allows us to use the edge as shorthand for the multi-index, for example T e = T i 1 ,...,it .
Given the description above, we have |V | = nt and |E| = nd t−1 , since E contains all possible walks of length t − 1 in G. Moreover, every vertex is contained in exactly d t−1 many hyperedges, so H is regular. From our definition of the hyperedges in H, the order of the walk in G matters. For example, two walks i 1 → i 2 → i 3 and i 3 → i 2 → i 1 correspond to different hyperedges (i 1 , i 2 , i 3 ) and (i 3 , i 2 , i 1 ) in H when i 1 = i 3 . When t = 2, H is a bipartite d-regular graph with 2n vertices. See Figure 1 for an example of the construction with t = 3. This construction was used by Alon et al. [1] to de-randomize graph products and by Bilu and Hoory [5] to construct error correcting codes. Both groups' results depended on expansion. Bilu and Hoory introduced a kind of hypergraph expansion property which they called ε-homogeneity. Here we prove a novel and tighter expansion property in this hypergraph and apply it to the tensor completion problem.
Expander mixing
Let G be a d-regular graph on n vertices with second largest eigenvalue 0 < λ < d, and let H be the corresponding t-partite, t-uniform hypergraph constructed as in Section 2. We get the following mixing lemma for H. The mixing rate is essentially controlled by the second eigenvalue of the d-regular graph G.
Theorem 3.1. Given a base graph G, form the hypergraph H following the construction in
and let
be the number of hyperedges between W 1 , . . . , W t . Then we have the following expansion property:
When t = 2, Theorem 3.1 reduces to the expander mixing lemma for bipartite regular graphs, see [23, 14, 7] .
A weaker bound similar to (3.2) was obtained in Lemma 3 of [5] . The inequality in our Theorem 3.1 is two-sided, and the proof is simpler. An estimate similar to (3.1) is obtained in [1] under more restricted assumptions that W 1 , . . . , W t have the same size and α i ≥ 6λ d . We removed these technical assumptions here.
Proof of Theorem 3.1. Let (X 1 , . . . , X t ) be a simple random walk of length t − 1 on the dregular graph G = (V (G), E(G)) defined as follows. Let X 1 be a uniformly chosen starting vertex from V (G), and for 2 ≤ i ≤ t let X i be a uniformly chosen neighbor of X i−1 in the graph G.
Then from the construction of H, and the definition of simple random walks on graphs, we have
By the Markov property of simple random walks,
By the expander mixing lemma for G from (1.1), we have that
Expanding the absolute value and dividing through by d|W i | gives |W i | n . The following lemma controls the difference between these two quantities, which will be more useful in our analysis of deterministic tensor completion in Section 5.
Let H be the t-partite, t-uniform hypergraph defined in Section 2. We have for any
Proof. If any α i = 0, then the discrepancy is zero and the bound holds trivially. Therefore, we can assume that all α i ∈ (0, 1]. For convenience, define β i :
After expanding the product, we have a number of terms involving the α i and β i :
Because x(1 − x) ≤ 1/2 for x ∈ [0, 1], each of these terms is bounded above by 1/4. On the other hand, we can also bound each term by t i=1 max
be the minimum of these two bounds. Taking into account their multiplicity, we find that
This finishes the proof.
Tensor complexity
In order to complete a partially observed matrix or tensor, some kind of prior knowledge of its structure is required. The tensor that is output by the learning algorithm will then be the least complex one that is consistent with the observations. Consistency may be defined as either exactly matching the observed entries-in the case of zero noise-or being close to them under some loss-in the case where the observations are corrupted. We now argue for the use of the tensor max-quasinorm (see Definition 4.3 below) as a measure of complexity. Towards this aim, we also show a number of previously unknown properties about the max-quasinorm.
For matrices, the most common measure of complexity is the rank. In the tensor setting, there are various definitions of rank (see [29] ). However, in this paper we will work with the rank defined via the CP decomposition as
where each of the vectors u (j) i ∈ R n . Note that the decomposition above is atomic and equivalent to the decomposition used to define matrix rank when t = 2. The sum is composed of r rank-1 tensors expressed as the outer products u 
We define the Hadamard product of two tensors (T * S) ∈ t i=1 R n i as the tensor with indices (T * S) i 1 ,...,it = T i 1 ,...,it S i 1 ,...,it . 4.1. Max-qnorm. The max-norm of a matrix (also called γ 2 -norm) is a common relaxation of rank. It was originally proposed in the theory of Banach spaces [45] , but has found applications in communication complexity [32, 30, 36] and matrix completion [44, 42, 18, 24, 10, 17] . For a matrix A, the max-norm of A is defined as
We can generalize its definition to tensors, following [22] , with the caveat that it then becomes a quasinorm since the triangle inequality is not satisfied.
Definition 4.3. We define the max-quasinorm (or max-qnorm) of an order-t tensor
i.e. the maximum 2 -norm of any row of U , and each of the U (i) ∈ R n i ×r for some r.
The following lemma provides some basic properties of the max-quasinorm for tensors. 9 Lemma 4.4 ([22], Theorem 4). Let t ≥ 2, then any two order-t tensors T and S of the same shape satisfy the following properties:
(1) T max = 0 if and only if T = 0.
(2) cT max = |c| T max , where c ∈ R.
Note that property (3) in Lemma 4.4 implies that · max is a so-called p-norm with p = 2/t and also a a quasinorm with constant 2 t/2−1 [15] . Finally, in the matrix case it is a norm. As a matrix norm, many properties and equivalent definitions of the max-norm are known, and it can be computed via semidefinite programming [32, 30, 36] . In the tensor case, much less is known about the max-qnorm. We now prove generalizations of some of these properties that hold for tensors.
The following properties hold for the max-qnorm:
(1) T I 1 ,...,It max ≤ T max for any subsets of indices
Proof. We prove claims (1-4) in order. For claim (1), write T using the decomposition which attains the max-qnorm,
Then a single entry of T can be written as
it,i , and we have that
where U (i) I i ,: denotes the submatrix of U (i) with the column restricted on I i . Since the norm A 2,∞ is non-increasing under removing any rows of a matrix A,
Since T I 1 ,...,It can be factored by selecting subsets of the rows of U (i) , by the definition of max-qnorm, we have
This proves claim (1) . For claim (2), let
be the rank r 1 and r 2 decompositions of T and S that attain their max-qnorms. Then since (T ⊗ S) k 1 ,...,kt = T i 1 ,...,it S j 1 ,...,jt
for k s = j s + m s (i s − 1) for all s = 1, . . . , t and p = l + r 2 (l − 1), we have that
). Note that any matrices A ∈ R m×n and B ∈ R p×q ,
To see this, assume without loss of generality that the rows of A and B with greatest 2norm are the first (all combinations of rows occur in the Kronecker product). Then the first row of A ⊗ B will have the largest 2 -norm of all rows in that matrix; call it x. Therefore, A ⊗ B 2 2,∞ = x 2 2 , and
This implies that
This completes the proof of claim (2) . For claim (3), note that every entry in T * S appears in T ⊗ S, since
So we have that T * S = (T ⊗ S) I 1 ,...,It for some subsets of indices I 1 , . . . , I t , and by claim (1) the result follows. Finally, since from claim (2) and (3), (4) follows. This completes the proof.
Remark 4.6. Part (2) of Theorem 4.5 is known to hold with equality for matrices [30] . However, the proof of that uses an alternative representation of max-norm as
where · is the spectral norm. This identity was obtained via semi-definite programming. It is not obvious whether an analogous identity exists in the tensor setting. Part (3) and (4) of Theorem 4.5 are mentioned in the literature a number of times without explicit proof. These inequalities are likely quite loose, since the Kronecker product tensor is much larger than the Hadamard product. A better bound may be possible which takes into account the ranks of T and S.
In the matrix case, there is a surprising relationship between max-norm and rank. For any matrix A,
which does not depend on the size of A. (Recall that A 1,∞ = max i,j |A i,j |.) The proof is a result of John's theorem, and is given in [32] . For the tensor generalization, the best similar bound so far is given by the following Theorem. 
From Theorem 4.7, if we take t = 2 we get that A max ≤ rank(A) · A 1,∞ , which is worse than (4.3). It remains an open question whether a better bound exists for all t ≥ 2 that reduces to (4.3) for t = 2. The numerical experiments of Ghadermarzy et al. [22] , which used a bisection method to estimate the max-qnorm of tensors of known rank, suggest that an improvement is possible. They study tensors formed from random factors, finding that increasing t by one leads to approximately √ r increase. This suggests the conjecture that perhaps T max ≤ √ r t−1 max i 1 ,...,it |T i 1 ,...,it | is the correct bound in terms of r. In any case, Theorem 4.7 is still useful for low rank tensor completion, as it implies that an upper bound on the generalization error in terms of the max-qnorm can be translated into a bound that depends on the rank. That upper bound does not depend on n, which is crucial for attaining sample complexity linear in n.
We have found an improved lower bound on T max via tensor matricization, sometimes called tensor unfolding or tensor flattening, defined as follows. For more details, see [29] .
the mode-i matricization of T is a matrix denoted by T [i] ∈ R n i × R j =i n j such that for any index (j 1 , . . . , j t ), 
Proof. Consider the rank-r factorization T = t i=1 U (i) that attains the max-qnorm. Then,
where the second equality is from (4.2). And in the last inequality, B = (U (2) ⊗ · · · ⊗ U (t) ) :,I is a submatrix obtained for some subset of columns I ⊆ [r t−1 ]. On the other hand, the flattening may be written as [29] (4.5)
:
The symbol " " is the Khatri-Rao product of matrices, a.k.a. the "matching columnwise" Kronecker product. 1 Take this as the submatrix B in (4.4), then by (4.5) we have that T [1] = U (1) B T is a valid factorization, which shows that T [1] max ≤ T max . Flattening over any other mode is equivalent, so the first part of the inequality holds. Since the matrix T [i] and the tensor T contain the same values, then by (4.3)
This completes the proof.
Sign tensors.
In order to connect expansion properties of the hypergraph H to the error of our proposed tensor completion algorithm, we will work with sign tensors. A sign tensor S has all entries equal to +1 or −1, i.e. S ∈ t i=1 {±1} n i . The sign rank of a sign tensor S is defined as
Using rank-1 sign tensors as our atoms, we can construct a nuclear norm [22] : Definition 4.10. We define the sign nuclear norm for a tensor T as (4.7)
T
Note that the set of all rank-1 sign tensors forms a basis for t i=1 R n , so this decomposition into rank-1 sign tensors is always possible; furthermore this is a norm for tensors and matrices [22, 24] . The sign nuclear norm is called the "atomic M-norm" by [22] and the "atomic norm" by [24] (who only considered matrices), but in our opinion "sign nuclear norm" is more descriptive.
Inequalities between different norms are a type of fundamental result in functional analysis. The next Lemma relating · ± and · max follows from a multilinear generalization of Grothendieck's inequality. We use K G to denote Grothendieck's constant over the reals. For detailed background, see [45] . 
be the unit balls of the sign nuclear norm and max-qnorm, respectively. By [22] , Lemma 5, a consequence of the multilinear Grothendieck inequality, we have that
, for any tensor T . Rescaling by α = T max gives T = αS, where S max = 1. This implies that S ∈ c 1 c t 2 B ± (1), and thus that S ± ≤ c 1 c t 2 . Using the scalability property of · max and · ± establishes the upper bound.
Tensor completion
5.1. Proof of Theorem 1.1. Consider a hypercubic tensor T of order-t, i.e. T ∈ R n×···×n . We sample the entry T e whenever e = (i 1 , . . . , i t ) is a hyperedge in H defined in Section 2. Then the sample size is |E| = nd t−1 , and for fixed d and t it is linear in n. Now we are ready to prove our main result, Theorem 1.1, about deterministic tensor completion.
Proof of Theorem 1.1. Consider a rank-1 sign tensor S = s 1 • · · · • s t with s j ∈ {±1} n . Let J be the tensor of all ones and S = 1 2 (S + J), so that S is shifted to be a tensor of zeros and ones. Then
Define the sets
Let S t is the set of even t-strings in {0, 1} t . An even string has an even number of 1's in it, e.g. for t = 3 we have 000, 110, 101, 011 as even strings. The number of these strings is |S t | = 2 t−1 , so we can enumerate all possible even t-strings from 1 to 2 t−1 , denoted by w 1 , . . . , w 2 t−1 ∈ {0, 1} t . Now for all 1 ≤ i ≤ t and 1 ≤ j ≤ 2 t−1 , we define the sets W i,j by
By considering the sign of entries in the components of S, we have the following decomposition for S as a sum of rank-1 tensors:
Note that the right hand side in (5.4) can only take values in {0, 1} for each entry from our definition of W i,j . To see (5.4 ) holds, we prove it for two cases:
(a) For any (i 1 , . . . i t ) ∈ [n] t that satisfies S i 1 ,...,it = 1, we know (s 1 ) i 1 · · · (s t ) it = 1 from (5.1). On the other hand, by our definition of W j in (5.2), we have t j=1 1{i j ∈ W j } is even. Therefore we can find a corresponding even string w j such that i j ∈ W 1,j for all 1 ≤ j ≤ t. Then the corresponding rank-1 tensor satisfies
Similarly, all the other rank-1 tensors in the sum of (5.4) that do not correspond to w j will take value 0 at entry (i 1 , . . . , i t ). So in this case
..,it = 0, then (s 1 ) i 1 · · · (s t ) it = 0, which implies t j=1 1{i j ∈ W j } is odd and there are no corresponding even strings. Therefore all rank-1 tensors on the right hand side of (5.4) take value 0 at (i 1 , . . . , i t ), and (5.4) holds. Now we consider the deviation in the sample mean from the mean over all entries in the tensor:
Applying Corollary (3.2) to the sets W 1,j ⊆ V 1 , . . . , W t,j ⊆ V t for each 1 ≤ j ≤ 2 t−1 , we get that
We now write the tensor T = i α i S i as a sum of rank-1 sign tensors S i , with coefficients α i ∈ R. Let · ± be the tensor sign nuclear norm, i.e. T ± = i |α i |. Then for a general tensor T , we can apply (5.5) to each S i , and by triangle inequality we get
This holds for any tensor T . Now we apply this inequality to the tensor of squared residuals
Since we solve forT with equality constraints, we have that R e = 0 for all e ∈ E. Thus,
SinceT is the output of our optimization routine and T is feasible, T max ≤ T max . This leads to the final result with a constant C t = 2 2t−2 c 1 c t 2 .
5.2.
Tensor completion with erroneous observations. Now we turn to the case when our observations Z of the original tensor T are corrupted by errors ν. We will call this noise, but it can be anything, even chosen adversarially, so long as it's bounded. Let Z ∈ R n × · · · × R n be the tensor we observe with Z e = 0 if e ∈ E and Z e = T e + ν e for e ∈ E. In this case, we study the solution to the following optimization problem:
for some δ > 0. The parameter δ is a bound on the root mean squared error of the observations. In a probabilistic setting, we may pick this parameter so that the constraint holds with sufficiently high probability. We obtain the following corollary of Theorem 1.1. Then solving the optimization problem (5.7) will give us a solutionT that satisfies
9)
where C t is the same constant as in Theorem 1.1.
Proof. LetT be the solution of Problem (5.7). Define the operator P E : R n×···×n → R n×···×n such that (P E (T )) e = T e if e ∈ E and 0 otherwise. We have
where (5.10) follows in the same way as in (5.6) due to the fact that T is a feasible solution to (5.7) . On the other hand, from the constraints in (5.7) and (5.8) , by the triangle inequality,
With (5.10) and (5.11), we have
which is the final result.
Sample Complexity.
To compute the sample complexity in the case of no noise, we would like to guarantee, from (1.2), that (5.12)
Then (5.12) implies the following chain of inequalities:
Assuming that λ = O( √ d), i.e. G is a good expander, then this gives that |E| = nd t−1 = Ω n (t − 1)C t T 2 max ε 2(t−1) many samples suffice. If we assume that r, t = O(1), then Theorem 4.7 gives that T max = O(1) and the sample complexity |E| = O n ε 2(t−1) .
Discussion
We have deterministically analyzed tensor completion using the max-qnorm as a measure of complexity and hypergraph sampling. Our main results show that, by finding the tensor with smallest max-qnorm that is consistent with the observations, one obtains a good estimate of the true tensor. The error of the estimate depends on the expansion properties of the hypergraph model.
A number of theoretical and practical considerations still remain. To actually use the maxqnorm for tensor completion as proposed in this paper, one has to solve either the equalityconstrained or bounded optimization problems posed in Theorem 1.1 or Corollary 5.8. These both appear more difficult than a penalized approach combining the noise and complexity terms with a Lagrange multiplier, as was implemented by [22] . Since these problems are equivalent, for the correct choice of Lagrange multiplier, one would hope that penalized problem will have similar guarantees.
Theoretically, it would be nice to have other constructions of sparse hypergraph expanders. In particular, completely deterministic constructions could be useful for applications. The current difficulty appears to be in computing the second eigenvalue of these hypergraphs. It also appears that using a stronger expander mixing lemma will lead to better constants and rates with few changes to our proof.
