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ABSTRACT 
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environment. With heavy financial obligations, it must look for alternative approaches to 
communicate that can continue to enable its forces to carry out operations. This research 
investigates the viability of potential communication options used in a communications-
degraded environment. Technological advancements in the area of wireless mesh 
networks and mobile ad hoc networks (MANETs) have demonstrated a high level of 
success in facilitating communication. One similar technology, the aerial layer network 
(ALN), is gaining momentum throughout the U.S. armed forces as an alternative to 
satellite communications. In our virtual model simulations, we created a carrier strike 
group (CSG)-level MANET that received data packets from a ground site via an ALN 
without satellite connectivity, and communicated over a distance greater than 800 
nautical miles. To determine network performance, generally accepted network reliability 
axioms were utilized. Our network simulation demonstrated a MANET and ALN are 
viable communication solutions for a CSG in a command and control denied or degraded 
environment. We evaluated mobile IP routing protocols Optimized Link State Routing 
and Ad Hoc On-Demand Distance Vector (AODV) routing and determined that AODV 
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A.  BACKGROUND 
Afloat Naval Communications began with flags and light signals. This system, 
also known as a semaphore, used mixed patterns during the day and candles or lights in 
the evening. The French Navy created Afloat Communications and later the British Royal 
Navy expanded them (Palmer, 2005). Afloat communications conveyed the commander’s 
intent, be it battle maneuvers or formation sailing. This capability allowed both navies to 
enjoy a prolonged period of naval success. The professionalism of its fleet allowed the 
British Navy to maintain its strength longer than the French Navy. Its rigid and academic 
approach helped foster the expansions of Afloat Naval Communications (Palmer, 2005). 
As technology began to advance, so did the communication capabilities.  
In today’s maritime domain, communications, including Internet Protocol (IP), 
rely heavily on satellites. If a kinetic attack were executed against an orbital satellite, the 
attack would leave the Navy fleet severely handicapped with regard to communications. 
The operational commander’s ability to utilize effective command and control (C2) 
would be diminished or completely destroyed. The current C2 architecture utilized by a 
carrier strike group (CSG) and/or expeditionary strike group (ESG) does not provide 
adequate resiliency and redundancy.  
This proposed qualitative research seeks to identify viable C2 alternatives in the 
event of the loss of communications and internet protocol traffic via primary and 
secondary paths, specifically in a command and control denied or degraded environment 
(C2D2E) or during a complete satellite outage. To collect data, we will utilize Systems 
Tool kit (STK), QualNet, and other field experiments to simulate the architecture used by 
a CSG or ESG in a maritime domain. The results may be useful in determining the best 
way to design mobile ad hoc networks (MANET). Ultimately, the results and insights 
gained from this thesis may provide a practical solution to the U.S. Navy (USN) for 
providing alternate C2. 
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B. PROBLEM STATEMENT 
The current C2 architecture utilized by a Carrier Strike Group (CSG) and/or 
Expeditionary Strike Group (ESG) does not provide adequate resiliency and redundancy 
in the event of the loss of the primary means of communication. Without the use of 
SATCOM, current installed technologies are neither sufficiently designed to provide 
adequate bandwidth to communicate within a strike group, nor for long-haul IP-related 
services. In today’s economically constrained environment, the USN cannot afford to pay 
for additional satellite resources and therefore must develop or procure fiscally 
responsible communications measures that enable forces to carry out operations and 
commander’s intent.  
C. PURPOSE OF STUDY 
1. Research Questions 
The thesis seeks to explore the following questions. 
a. Primary Research Question 
 How can the United States Navy provide higher quality and capable 
command, control, and communication in a fully communications 
degraded environment? 
b. Secondary Research Questions 
 Can an aerial layer network augment the use of a satellite and provide a 
transmission medium to enable communications between a CSG and its 
corresponding headquarters? 
 How can data be transmitted beyond a CSG local area wireless mesh 
network (WMN)? 
 What routing algorithms are best suited for the effective operation of a 
MANET in an afloat environment? 
 3 
 Is the proposed design economically feasible compared to the current 
established architecture in a fiscally constrained environment?  
2. Potential Benefits and Limitations 
The benefit of this technology can be a force multiplier, as the fleet may have a 
solid backup C2 architecture that may be leveraged in a true C2D2E. One limitation is 
that DoN will be required to add the necessary equipment to afloat units to incorporate 
the new capability as standard operating procedures. This, in turn, may affect the overall 
life cycle management of the system. We will build on the fact that previous research has 
already identified MANETs as a viable littoral solution. This system may create local 
area network enclaves within the battle group in a more efficient manner than previous 
designs and will not require satellite interaction.  
  
 4 
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II. LITERATURE REVIEW 
A. MOBILE AD HOC NETWORKS AND WIRELESS MESH NETWORKS 
The world has experienced a dramatic increase in the number of capabilities to 
enhance voice and data transmission. WMNs and MANETs are the technologies that 
have been embraced as a widely leveraged approach over the past decade, due to a 
number of reasons. Both are relatively inexpensive and their total cost of ownership is far 
lower than that of some traditional network options (Wang, Xie, Agrawal, 2009). Their 
components are commercial-off-the-shelf technology that is mass produced and easily 
acquired. When Government Accountability Office report Satellite Communications 
published in 2003, DoD-owned and operated satellites could not satisfy all DoD 
telecommunication requirements. “DoD and other sources project sizeable shortfalls in 
bandwidth capacity needed by the year 2010” (Government Accountability Office 
[GAO], 2003, p. 1). The GAO report 15–459 Defense Satellite Communications stated 
“in fiscal year 2011, DoD spent over $1 billion leasing commercial SATCOM only” 
(Government Accountability Office [GAO], 2015, p. 2). 
1. MANETS  
At more than forty years old, MANET is not a new technology. Defense 
Advanced Research Projects Agency (DARPA) initialized and tested the first proven 
MANET (Wang et al., 2009). DARPA researchers designed a network in 1973 that would 
facilitate communication among mobile devices via multi-hop wireless links (Wang et 
al., 2009). DARPA launched the Global Mobile Information System (GloMo) in 1994, 
which merged new wireless ad hoc technology with internet capability (Wang et al., 
2009). Unimaginable growth of the consumer cellular market during the 1990s and early 
2000s caused massive movement in MANET research in both the public and private 
sectors. Another major event that thrust MANETs forward occurred in 1997 when the 
Internet Engineering Task Force (IETF) created standardized MANET routing protocols 
like Optimized Link State Routing and Ad Hoc On-Demand Distance Vector Routing 
(Wang et al., 2009). MANET’s most striking characteristics are as follows: 
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 Multi-hop communication and management is automatic.  
 Commonly lack internet access for nodes. 
 Node locations are not static and often move due to the mobile nature of 
the architecture. 
 Nodes operate for a limited timeframe because of fixed energy constraints.  
 Bandwidth is constrained due to all nodes operating on one common 
channel competing for resources. 
As recently as 2016, NPS faculty discussed and evaluated the potential uses of 
MANETs for the purposes of sharing information across manned and unmanned systems. 
In the U.S. Naval Institute blog, Bordetsky, Hughes, and Benson (2016) discussed a 
framework that highlighted some key advantages of WMNs in decision-making related to 
weapons engagement and reach. The researchers’ findings indirectly point to how afloat 
communication systems could successfully integrate WMNs into the afloat 
communications ecosystem.  
2. WMN  
A wireless mesh network is a derivative of a MANET. A WMN configuration is 
comprised of two parts: “mesh backbone and mesh clients” (Wang et al., 2009, p. 3). 
Fixed wireless mesh routers (MR) connect the node links to create the backbone. 
Hardwired connections and the wireless MR in tandem form the internet gateway (IGW). 
Aside from WMNs ability to connect nodes to the internet, other differentiators highlight 
the robustness of a WMN over that of a pure MANET. Wang et al. (2009), suggest these 
differentiators: 
 The IGW of a WMN works harmoniously with existing internet 
investments. This allows a user to push internet services to mobile users.  
 WMNs allow for dynamic handoffs of nodes within the network. 
 7 
 MR’s fixed location improves throughput and negligible node-link 
disruptions. 
 WMNs allow for multi-channel/ multi-radio operations in most 
environments.  
Figure 1 shows WMN’s Institute of Electrical and Electronics Engineers (IEEE) 
802.11g/802.11n communications capability for a wireless backbone and additional 
Wireless Fidelity range information. 
 Wi-Fi Channel, Data Rates, and Transmission Ranges. 
Source: Wang et al. (2009).  
 
 
WMN’s reason for existence is to allow high bandwidth access for a vast number 
of users in a wireless environment. Currently, WMNs have become an efficient and 
logical multi-hop ad-hoc network option for providing high bandwidth internet services 
(Wang et al., 2009). This capability allows densely populated cities and sparsely 
populated rural areas the ability to receive reliable internet services. As discussed by 
Wang et al. (2009), state WMNs “are dynamically formed by mobile devices without the 
requirement of existing infrastructure or prior network configuration” (Wang et al., 2009, 
p. 7). The robustness of the WMNs’ topology through the use of the MR is instrumental 
in enabling enhanced connectivity. The MRs pull data from clients and act as routers to 
push information to other nodes throughout the architecture via the multi-hop 
functionality of the WMN (Wang et al., 2009). For example, a WMN is comparable to 
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installing a wireless soundbar, subwoofer, and television in different locations of a 
building and having them learn and share data about one another in a network without 
any interaction from the user.  
B. AERIAL VEHICLES IN MANETS  
This section discusses the different aerials that can be leveraged in MANETs, not 
to persuade users as to which specific type of aerials to consider. In our thesis simulation, 
we will use UAVs. As users demand more capacity and IP services, the utilization of 
satellite resources will continue to skyrocket, as briefly discussed in Section A. With this 
keen understanding of the saturation of satellite communications, savvy alternatives must 
be developed to help offload some of the demand. Those alternatives are leveraging aerial 
devices to establish communication networks, such as the Joint Aerial Layer Network 
(JALN), which will be discussed further in Section C.  
Researchers from RMIT University have conducted research as to what platforms 
could be leveraged for such a network. This is important because gaining a good sense of 
the capabilities of each platform allows one to design the optimal aerial network. RMIT 
University researchers Chandrasekharan et al. discuss some very promising aerial 
options. Their May 2016 work, Designing and Implementing Future Aerial 
Communication Networks is focused on Aerial Base Stations with Opportunistic Link for 
Unintended and Temporary Events (ABSOLUTE), which was about creating LTE-
Advance (LTE-A) aerial base stations for wireless coverage following a disaster 
(Chandrasekharan et al., 2016). Their research sheds some light on solid perspectives 
about platforms discussed in the following paragraphs.  
They compared aerial platforms based on a variety of discriminators, as shown in 
Figure 2. They evaluated drones, UAVs, airships, and tethered Helikites. The platform 
findings were in line with what one would hypothesize. The drone was quickly deployable 
and good for remote sensing and video surveillance, but it had relatively low endurance and 
could not carry heavy payloads (Chandrasekharan et al., 2016). Aircraft, i.e., UAVs, such 
as Global Hawk and QinetiQ’s Zephyr displayed promising characteristics such as low 
power consumption and an energy efficient, lightweight design that could support a bulkier 
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payload (Chandrasekharan et al., 2016). Next, they evaluated the Airships, i.e., dirigibles. 
In the research, Chandrasekharan et al. (2016) ascertained airships are highly flexible “in 
terms of weight, size, and power consumption of payload” (Chandrasekharan et al., 2016, 
p. 3). This is not surprising since unmanned dirigibles can fly at extremely high altitudes 
for prolonged periods with little to no user interaction.  
Airships possess great benefits, yet come with some drawbacks. The authors point 
out the greater the amount of gas in an airship, the greater the challenge it is to keep the 
airship in a fixed location. An additional drawback of operating an airship is the 
requirement for extensive ground operation infrastructure, which is not feasible in post-
disaster environments (Chandrasekharan et al., 2016). Helikites, i.e., tethered balloons, 
were the last aerial platform evaluated by the researchers. The latter is a mixture of a 
helium balloon and a kite in a single form factor (Chandrasekharan et al., 2016). As 
discussed by Chandrasekharan et al. (2016), Hellikites were the platform of choice for the 
ABSOLUTE project, due to these characteristics:  
 Altitude: Helikites are sturdy enough to operate in numerous weather 
conditions. Additionally, they use a combination of helium and wind lift to 
achieve high altitude flight. 
 Payload: Helikites are designed to carry payloads with greater processing 
capabilities than most aerials. 
 Endurance and Cost: “Helikites need no electrical power to operate a 
ballonet and lose very little helium through their gas-tight inner balloon” 
(p. 3). Helikites have a tremendously lower purchase price point than that 
of traditional aerials.  
 Regulations: Helikites do not have as many government restrictions and 
laws associated with its operation as other aerials. 
Figure 2 visually depicts the comparison. 
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 Aerial Platform Comparison Based on Capabilities for Carrying Wireless 
Communication Systems. 
Source: Chandrasekharan et al. (2016). 
 
 
C. WIRELESS COMMUNICATIONS MANETS LEVERAGING AERIALS 
AND AFLOAT UNITS 
The aerial vehicles and MANETs section suggested a number of platforms that 
could be leveraged to build MANETs. In this section, we discuss a couple of examples 
that highlight the capability of the MANET/WMN environment and the robustness of the 
UAV, as it relates to communication relay. When establishing quick and relatively low 
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effort, large-scale wireless systems, which are cheaper than terrestrial communications, 
UAVs are a solid investment. According to the writings of researchers Young Zeng, Rui 
Zhang, and Teng Joon Lim from the 2016 IEEE Communications Magazine, this 
approach is likely to provide “better communication channels due to the short-range LOS 
link” (Zeng et al., 2016, p. 1). Another argument made for leveraging the UAV is how 
“short-range LOS communication links” may possibly provide major performance over 
“direct communication” links that occur between transmitter and receiver which cover 
long distances (Zeng et al., 2016, p. 3). This is important because one needs to limit the 
distance of communications between source and destination if possible. In MANETs or 
WMNs, this is accomplished via node configuration and management.  
Zeng et al. (2016) suggest a few ideas, but none more important than the concept 
of UAV-aided relaying/ mobile relaying. In this configuration, two or more users or 
groups, geographically separated and lacking dependable communications, leverage 
UAVs to create a wireless communications channel (Zeng, et al., 2016). Our simulation 
model demonstrates the idea of geographically separated users. In relaying mobile 
communications, the UAV flies between the source and destination for a prescribed 
duration in an attempt to reduce the link distance. The authors’ article focused on Node 
Mobility and not UAV communication relay. 
A paradigm shift in the thinking of standard communications has occurred at this 
point. In creating a mobile network for the afloat environment, one needs to evaluate a 
solution with a network mobility focus. Discussed in the 2004 IEEE Communications 
Magazine, the researchers enlighten readers on “battlefield networks” that translate into 
the “network of networks” (Dasilva et al., 2004, p. 90). In this subnet, ships’ networks 
interconnect and form a MANET. The University of Pisa and the Italian Navy conducted 
a real-world experiment that codified this concept. Garroppo, Giordano, Cignoni, 
Falzarano (2008) outlined how naval units formed a MANET afloat via WIMAX to 
facilitate communications among each other, leveraging the satellite communications 
access link. This resembled the research NPS Lieutenants Seeba and Hicks conducted 
with a few variations. The lieutenants’ research included aerials, other unmanned assets, 
and focused on a specific type of surface platform acting as the IGW. Ships and satellites 
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were the main components of the Italian testbed. Figure 3 shows the WiMAX Reference 
Network Architecture utilized in the Italian experimentation. 
 WiMax Reference Network Architecture. 
Source: Garroppo et al. (2008). 
 
This image shows the various components of a mobile network to include mobile stations 
(MS), autonomous system numbers (ASN), base stations (BS) and the network access 
provider (NAP) and network service provider (NSP) providing IP connectivity and core 
network functions (Garroppo, et al., 2008). 
The surface units would have the requisite equipment to establish the tactical 
network architecture, as displayed in Figure 4. 
 Proposed Architecture. Adapted from Garroppo et al. (2008). 
 
The HVU demonstrates the ability to act as the IGW and route network traffic to 
headquarters via a satellite connection.  
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D. JOINT / AERIAL LAYER NETWORK  
Our thesis principally investigates viable communication alternatives for CSGs 
and ESGs in a C2D2E. The USN and commercial vendors have invested in technologies 
designed to address this issue; however, none has been successfully implemented and 
deployed to the fleet. Massachusetts Information Technology Lincoln Lab (MITLL) 
researchers, Wang, Deutsch, Coyle, Shake, and Bow-Nan (2015a) share information on 
projects similar to Google’s Loon, Facebook’s solar powered UAV, and the DoD’s Aerial 
Layer Network to highlight the forward thinking and conceptualization of providing “last 
mile reach back for mobile terrestrial or aerial systems” (Wang et al., p. 4). My thesis 
partner and I discovered the concept of the Aerial Layer Network while conducting 
preliminary research. The aerial layer network (ALN) as defined by Schug, Dee, 
Harshman, and Merrell (2011), is the “integration and application of processes, 
procedures, and policies, that provide the framework for sharing, exchanging, and using 
data that originates, traverses, or terminates on any Air Force aerial platform in the joint 
operations area (JOA)” (Schug et al., p. 2). 
From the Schug et al. perspective, ALN is an Air Force asset; however, other 
forces can leverage the ALN to send communications in a joint environment. Consider 
the possibility of sending commanders’ intent via a network that is not satellite 
communication-based. The Joint Aerial Layer Network (JALN) is derived from the ALN. 
The purpose of the JALN is to enhance and extend the vast military networks and 
connect space and surface nodes in the JOA. The three core functions as discussed in the 
article from the 2011 Military Communications Conference titled, Air Force Aerial Layer 
Networking Transformation Initiatives article are as follows: 
 High Capacity Backbone (HCB) provides for transport of large amounts of 
information across the JOA and the capability to access the Global 
Information Grid (GIG) through ground or SATCOM. 
 The Distribution/Access/Range Extension (DARE) delivers tailored access 
for Space/Air/Ground/Maritime domains. 
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 The Transition function is a capability that facilitates the exchange and 
translation of network information and waveforms between the HCB and 
DARE functions (Schug et al., 2011, p. 3).  
The ALN provides the foundation for extending the current surface and space 
portfolio capabilities while working to alleviate many of the limitations identified in 
today’s communication environments. The ALN will be the cornerstone for the JALN 
(Schug et al., 2011). Figure 5 depicts the JALN. 
 JALN Desired Architectural Outcome.  
Adapted from Schug et al. (2011). 
 
This graphic depicts integrated communications occurring at the low, medium, high, and 






Per Schug et al. (2011) the JALN concept is a highly desired approach to today’s 
evolving communications landscape, but there are limitations in developing something so 
robust. We list the potential concerns: 
 A dependable aerial layer infrastructure for use by the DoD is unavailable. 
 As user requirements grow, no mechanism meets the potential growth in 
bandwidth utilization. 
 Current obsolete communications systems throughout the Armed Forces 
cannot support newer technologies. 
 Limited interoperability due to the communications system being heavily 
vendor hardware and software specific. 
Nonetheless, the USN is embarking upon an ambitious mission to address those 
limitations. As per Giaquinto, an electronic systems analyst for Forecast International, 
during the span of the next decade, the USN is projected to spend “about $149 million on 
its Fleet Communications R&D program” (Giaquinto, 2015, para. 1) The catalyst for this 
push is the Navy’s need to acquire more modern telecommunications and technology 
systems. The Fleet Communications program purpose is to investigate and possibly 
create new communications systems for USN vessels. The program comprises the 
“Communications Automation Project (CAP),” whose charter is to implement 
communications upgrades for Fleet tactical users (Giaquinto, 2015, para. 4). As pointed 
out by Giaquinto (2015), CAP is currently focused on three items: 
 Battle Force Tactical Network (BFTN) 
 Joint Aerial Layer Network – Maritime (JALN-M) 
 Automated Digital Network System (ADNS) 
According to the USN Fleet Tactical Development budget document PB 2015, the 
Battle Force Tactical Network (BFTN) on USN platforms use previously installed line of 
sight (LOS)/extended line-of-sight (ELOS) radios often called radio frequency (RF) to 
establish an assured gateway which is to join all users into a common RF tactical 
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environment (Pentagon, 2014). Not to be confused with BFTN email, which has been a 
part of the USN ecosystem for a while, it is not widely leveraged and is near its end of 
life cycle. At the time of the publication of this thesis, the BFTN had not been 
successfully implemented in the fleet. Our thesis will provide a theoretical approach, 
leveraging MANETs/WMNs to achieve the desired outcome of inter-connecting users in 
a tactical information exchange /local area network (LAN). The MANET will then 
connect to a HCB without using satellite resources.  
Speaking of the HCB, let us further define what a HCB is and why it is 
significant. Scientists from MITLL have conducted extensive work in the area of aerial 
HCBs. Researchers Amin, Goff and Bow-Nan (2016) in their white paper titled An 
Evaluation of Layer 2 and Layer 3 Routing on High Capacity Aerial Directional Links, 
share the perspective that an aerial HCB can be leveraged to facilitate communications 
between geographically dispersed ships (Amin et al., 2016). According to their proposed 
theory, the HCB can comprise aircraft, blimps and UAVs, which ultimately extends the 
range of the surface unit by way of directional antennas and for end-to-end connectivity 
between the “geographically dispersed surface units (Amin et al., 2016, p. 2).” Then, a 
multi-hop approach is employed and composed of “air-to-air and air-to-ground links” 
(Amin et al., 2016, p. 2). Refer to Figure 6.  
 High Capacity Backbone Example 1.  
Adapted from Amin et al. (2016). 
  
This figure shows the conceptual idea of the HCB. Three aerial nodes connect to each 
other forming the HCB. 
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Wang et al. (2015a) discuss the potential creation of a HCB and DoD’s desired 
push to accomplish this. Figure 7 depicts the proposed design. 
 High Capacity Airborne Backbone Network Example 2. 
Adapted from Wang et al. (2015a). 
 
This figure shows the conceptual idea of the HCB in the maritime domain. Three aerial 
nodes connect to each other forming the HCB 
Previously mentioned MITLL researchers Wang, Shake, Deutsch, and Bow-Nan 
conducted research into the feasibility of leveraging MANET routing techniques to the 
HCB airborne links (Wang, Shake, Deutsch, & Andrea, 2016). The USN’s link into the 
JALN architecture is through the Joint Aerial Layer Network-Maritime (JALN-M) 
(Giaquinto, 2015). In the event of interruption or termination of Space-based 
communications, JALN-M creates and/or reinstates “connectivity within the High-
Capacity Backbone (HCB) tier, the Distribution Access Range Extension (DARE) tier, 
and the Transition tier” (Giaquinto, 2015, para. 4). JALN-M is the vehicle to potentially 
provide “assured communications capability” via the HCB and Navy platform 
connectivity by way pseudo-satellite DARE capability (Giaquinto, 2015, para. 4). JALN-
M will use a variety of waveforms for LAN connectivity and tactical data link 
information. This will ultimately connect the USN user to the Department of Defense 
Information Network (DODIN) via the onboard Wide Area Network (WAN) connection 




ADNS is the conduit that allows tactical naval units access to Internet Protocol 
(IP) data and to Department of Defense entities on the DODIN. “ADNS is the gateway to 
WAN services afloat for IP network operations, supporting information dissemination 
and off-ship connectivity” (Giaquinto, 2015, para.5). Through the use of ADNS, services 
and applications connect to the Defense Information Systems Network (DISN) ashore 
normally by way of a Naval Computer Telecommunications Area Master Station 
(NCTAMS) or Naval Computer Telecommunication Station (NCTS) via multiple RF 
resources and pier connectivity (Giaquinto, 2015).  
E. HVU INTERNET GATEWAY (THEORETICAL) 
We intend to utilize the HVU as the IGW in our simulations. This requires the 
proper network communications equipment and requisite routing protocols. ADNS, the 
shipboard network can be arranged to support a variety of protocols. Similar to the 
previous thesis work conducted by Lieutenants Josh Hicks and Ryan Seeba, our 
simulations will explore two routing algorithms: Optimized Link State Routing (OSLR) 
and Ad hoc On-Demand Distance Vector (AODV). A “Space and Naval System Warfare 
Command (SPAWAR) approved access point” (Seeba & Hicks, 2017, p. 33) will also be 
utilized on every node in our scenarios. According to Research, Development, Test and 
Evaluation (RDT&E)-Navy (2012) ADNS Increment III (ADNS INC III) is compatible 
with the aforementioned protocols and has many other functionalities. The features of 
ADNS INC III include: 
 Combines all Navy tactical voice, video and data requirements into a 
single IP stream. 
 Operates with higher bandwidth satellites, supporting up to 25Mbps on 
unit level ships [smaller ships such as cruisers and destroyers]. 
 Incorporates an IPV4/V6 dual stack and cipher-text security architecture 
to align to joint and coalition networks. (RDT&E-Navy, 2012, p. 185) 
Based on these capabilities, ADNS INC III will be the optimal connection point 
for MANET and WMNs (Seeba & Hicks, 2017). 
 19 
F. NETWORK NODES AND PLACEMENT  
1. Open Systems Interconnection Model 
Since all network operation revolves around the Open Systems Interconnection 
(OSI) model, to included MANETs and WMNs, this section reviews it. Figure 8 depicts 
the OSI model. 
 OSI Model Source: Edwards (2009). 
 
The OSI model contains seven layers. Each layer is responsible for carrying out a specific 
function and passing data down or up to the next layer.  
The OSI model provides a roadmap for understanding how data packets are 
created, manipulated, routed and displayed. With regard to this thesis, all of the layers of 
the OSI model directly drive how a high value unit (HVU), in this case an aircraft carrier 
nuclear (CVN) can act as the major node in a wireless network. Our thesis will primarily 
focus on layers one, two, three, four, and seven. Follow on research may seek to add 
some variation of application software however, that is beyond the confines of our 
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intended research. We have determined a set of parameters to evaluate exclusively. These 
parameters appear in Chapter III, Section D. 
2. High Value Unit 
With the CVN acting as an IGW within a WMN/MANET, its performance will be 
evaluated based on its ability to maintain network connectivity among the aerial nodes 
and other surface nodes. As discussed earlier, in this section, we covered the importance 
of the IGW and MR placement. Most of the traffic is funneled to the IGW, so naturally 
one would expect to experience periods of congestion. The MRs are fixed and are not 
mobile, so to limit this congestion at the gateway one needs to place multiple MRs at this 
location to assist with performance (Wang et al., 2009). As with any network topology, 
node and resource placement are just a few important factors to consider. A variety of 
other factors such as load distribution, routing, interference, and security affect the nodes. 
Furthermore, poor placement can create an overall outage of the network. Other nodes to 
be leveraged in our simulation will be UAVs, surface vessels called destroyers (DDG) 
and cruisers (CG), fixed-wing aircraft and a ground communications facility. The aerial 
and surface nodes will leverage Persistent Systems Wave Relay radios (PSWR) and Quad 
Radio Radios (QRR) similar to those leveraged in a previous NPS thesis (Seeba & Hicks, 
2017). Figures 9–11 show the HVU and the surface vessels. 
 Gerald R. Ford Class Aircraft Carrier. Source: Gupta (2017). 
 
Depicts an example of a HVU. The HVU utilized in this thesis is introduced in Chapter IV. 
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3. Surface Nodes 
The surface nodes outside of the HVU include the Arleigh Burke Class destroyer 
and the Ticonderoga class cruiser. The PSWR and QRR or MR help form the MANET 
and will provide connectivity between the nodes and the IGW. As highlighted in Seeba & 
Hicks’ research, forming a MANET leveraging PSWR opens the door for the 
“advantages of maintaining routes and detecting changes to the mobile network” (Seeba 
& Hicks, 2017, p. 49). The concept of maintaining connectivity among mobile nodes is 
highly important for facilitating dynamic communications capability.  
 Arleigh Burke Class Destroyer. Source: Kable 




 Ticonderoga Class Cruiser. Source: Kable Intelligence Limited (2017). 
 
 
Although the research presented in Section F, Network Nodes & Placement is 
based on a theoretical approach, further evidence supports a real world implementation of 
this theory. In November 2017, Naval Postgraduate School students, led by Bordetsky 
and Buettner of SECNAV’s Consortium for Robotics and Unmanned Systems Education 
and Research (CRUSER), participated in the San Clemente Island Multi-Thread 
Experiment (MTX). MTX was a field experiment that investigated the formation of a 
MANET through the use of a variety of diverse nodes. These nodes included UAVs, 
unmanned surface vehicles (USV), autonomous underwater vehicles (AUV), special 
operations forces ground units, and a Navy surface combatant. The objective of MTX 
was to examine the integration of unmanned assets in a littoral environment to mitigate 
discontinuities between currently leveraged technology and fully autonomous systems 
designed to support the warfighter (Horner, 2017). Additionally, the research team 
studied the ability of the MANET to share global positioning system (GPS) and 
communications data.  
The results of the experiment were highly encouraging. The researchers transmitted 
GPS and communications data between most nodes and observed GPS data between the 
UAV and DDG; however, communications data was not transmitted or received between the 
UAV and DDG due to a variety of issues: artificial constraints placed on the researchers by 
the ship and the requirement of a large amount of bits to be transmitted and received. The 
hypothesis claimed that a lightweight application initiated from both nodes, such as chat, 
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could successfully transmit and receive bits. This is a rational hypothesis because both GPS 
and chat data only require a small number of bits to be exchanged. Figures 12 and 13 show 
the GPS data exchange between the UAV and the DDG.  
 SNMP Track with Google Earth Overlay (Closet Distance of GPS Data 
Transfer between Ship and UAV). 
Source: CENETIX SA Replay (2017a). 
 
The figure depicts GPS data being exchanged between the DDG and the Scan Eagle 
UAV at the closest point of approach. The light green lines indicate the routes the nodes 
traveled. The diamond represents the UAV and the arrow represents the DDG. The gray 
dots on the routes represent GPS data being exchanged. The light gray routes show strong 
transmission and receive GPS data, while the darker gray routes show weak transmission 




 SNMP Track with Google Earth Overlay (Farthest Distance of GPS Data 
Transfer between Ship and UAV).  
Source: CENETIX SA Replay (2017a). 
 
The figure depicts GPS data being exchanged between the DDG and the Scan Eagle 
UAV at the farthest point of approach. The light green lines indicate the routes the nodes 
traveled. The diamond represents the UAV and the arrow represents the DDG. The gray 
dots on the routes represent GPS data being exchanged. The light gray routes show strong 
transmission and receive GPS data, while the darker gray routes show weak transmission 
and reception GPS data. The area along the routes with no gray depict a lack of GPS data 
exchanged. 
Figures 14–16, depict real-world statistics such as Signal to Noise Ratio (SNR), 
Simple Network Management Protocol (SNMP) polling for the various nodes leveraged 
during the MTX. Additionally, the researchers captured Link Quality (LQ), which is a 
combination of various metrics identified by Research Associate Eugene Bourakov. The 
team used the Center for Network Innovation and Experimentation (CENETIX) Portal 
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during MTX. It displayed the activity of a specific node communicating with their peers, 
the bandwidth that the node was able to achieve and lastly GPS data. Hundreds of 
thousands of lines appear in the log, but for the purposes of our research, we focused our 
efforts on a period that spanned fourteen seconds. A SNR ratio of 15db or higher 
indicates the node had sufficient energy to transmit and receive RF propagation. The 
SNMP polling agent shows the nodes ability to interacting with others via IP.  
 MTX Logs. Adapted from CENETIX Observer’s Notepad (2017b). 
 
Figures 14–16 depict MTX logs pulled from a single day of experimentation. The logs 
cover 14 total seconds occurring on November 13, 2017. The SNMP record format line 
“SNMP=>“ shows the date, time, IP of all the nodes being monitored, bits/sec In, bits/sec 
Out, Time to Live (ms), packet loss(%), packet size (octets). The SNR record format line 
“SNR=>“ shows the date, time, and SelfIP0, which is the senders IP. Nbr1IPsnr1, 
Nbr2IPsnr2, and so forth, highlight the IP of each node being contacted and a 
measurement of the SNR ratio. LQ record format line “LQ=>“ shows the date, time, 
SelfIP 0 which is the senders IP, Nbr1IPLq1,Nbr2IPLq2, and so forth, highlight the 




 MTX Logs. Adapted from CENETIX Observer’s Notepad (2017b). 
 
Figures 14–16 depict MTX logs pulled from a single day of experimentation. The logs 
cover 14 total seconds occurring on November 13, 2017. The SNMP record format line 
“SNMP=>“ shows the date, time, IP of all the nodes being monitored, bits/sec In, bits/sec 
Out, Time to Live (ms), packet loss(%), packet size (octets). The SNR record format line 
“SNR=>“ shows the date, time, and SelfIP0, which is the senders IP. Nbr1IPsnr1, 
Nbr2IPsnr2, and so forth, highlight the IP of each node being contacted and a 
measurement of the SNR ratio. LQ record format line “LQ=>“ shows the date, time, 
SelfIP 0 which is the senders IP, Nbr1IPLq1,Nbr2IPLq2, and so forth, highlight the 
strength of the communications link. 
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 MTX Dashboard. Adapted from CENETIX Observer’s Notepad (2017b). 
 
 
Figures 14–16 depict MTX logs pulled from a single day of experimentation. The logs 
cover 14 total seconds occurring on November 13, 2017. The SNMP record format line 
“SNMP=>“ shows the date, time, IP of all the nodes being monitored, bits/sec In, bits/sec 
Out, Time to Live (ms), packet loss(%), packet size (octets). The SNR record format line 
“SNR=>“ shows the date, time, and SelfIP0, which is the senders IP. Nbr1IPsnr1, 
Nbr2IPsnr2, and so forth, highlight the IP of each node being contacted and a 
measurement of the SNR ratio. LQ record format line “LQ=>“ shows the date, time, 
SelfIP 0 which is the senders IP, Nbr1IPLq1,Nbr2IPLq2, and so forth, highlight the 
strength of the communications link. 
MTX provided an intricate piece of data that we applied in Chapter IV of our 
thesis. Chapter IV, Scenario Design, Section B, depicts a similar phenomenon as to what 
is shown in Figure 17, in which an aerial node established a communication link with 
headquarters. Figure 17 depicts the network TCP throughput for an aerial node connected 
to the MTX Tactical Operation Center (TOC), which served as the headquarters during 
the MTX. Lastly, Figure 18 shows the SNR achieved between the aerial node and various 
other nodes in operation. 
 
 SNMP=> Date Time IP, bpsIn, bpsOut, Ttl(ms), packet loss(%), packet size (octets)  
 SNR=> Date Time SelfIP 0,Nbr1IP snr1,Nbr2IP snr2,...  
LQ=> Date Time SelfIP 0,Nbr1IP lq1,Nbr2IP lq2 
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 Wave Relay Management Interface. Source: Persistent Systems (2017). 
 
The figure depicts Persistent Systems Wave Relay Management Interface tool screen, 
specifically Network TCP Throughput status. It shows the network throughput for the 
aerial node and headquarters, which is RC1. 
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 Wave Relay Management Interface. Source: Persistent Systems (2017). 
 
The figure depicts Persistent Systems Wave Relay Management Interface tool screen, 









This chapter discusses real-world experiments, nodes, equipment, software, 
routing algorithms, and metrics used to design, implement, evaluate, and answer the 
research questions proposed in Chapter I. We approached this project from multiple 
vantage points to produce a realistic simulation. We focused our efforts on incorporating 
configuration and parameter data from real-world experiments, network engineers, 
statistical libraries available in modeling software, and previous NPS theses. Chapter IV, 
Research Design aggregates the aforementioned data sources. We desired for our models 
to serve as realistic blueprints for implementing the ALN in the operational environment.  
As discussed in Section F, MTX provided a foundation of data and real-world 
constraints on which to implement our research design. Working with Eugene Bourakov, 
research associate and engineer from the Naval Postgraduate Schools’ Information 
Sciences department, we studied and incorporated parameters from this valuable 
experiment. The MTX team’s experimentation involved the ability of a MANET to share 
GPS and communications data directly, influenced our configurations in Chapter III. We 
learned an SNR of at least 15db equates to an acceptable metric for physical layer 
transmission.  
We also sought input from engineers with extensive practical application of RF 
propagation and antenna development. JungHun Ryu, an engineer from the Republic of 
Korea in an exchange partnership under the Engineer and Scientist Exchange Program, 
ensured our physical layer antenna configuration properties worked. With over ten years 
of experience working for the Agency for Defense Development in Korea, he 
manipulated the receiver sensitivity equation (-173+10log10BW+NoiseFigure+SNR) to 
show how it related to transmission power, receiver sensitivity, and directional antenna 
gain. JungHun also created an excel spreadsheet to determine required throughput based 
on the size, interval, and number of packets sent and critiqued our research design.  
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STK and QualNet tutorials also provided fundamental insight into properly 
configuring scenarios. We used online tutorials available through the STK website to 
perform link budget analysis between ground and air assets and the constraints placed on 
such a computation. Additionally, the tutorials provided examples of the methods to 
analyze network performance via the QualNet interface. (Scalable Networks 
Technologies, 2016). 
Lastly, the thesis written by Seeba and Hicks (2017) provided a launching pad for 
understanding the capabilities and limitations of the modeling software. While their thesis 
focused on using a specific platform as a major node in a network, it provided insights on 
basic configuration of intricate scenarios involving mobile node. Figure 19 is a flow 
diagram demonstrating the variety of sources we incorporated into our research design. 
 Network Configuration Data Sources. 
 
 
B. AERIAL NODES 
The aerial nodes consist of a combination of P-3C aircraft, E-2C Hawkeye 
aircraft, and UAVs, orbiting at high, medium, and low altitudes to form the layered ALN. 
The P-3C Orion is an all-weather maritime patrol aircraft with a robust communications 
suite. With an orbit altitude of 25,000 feet, the P-3C will serve as the highest orbiting 
aircraft in the ALN. P-3C aircraft are theatre assets, positioned throughout the 5th fleet 
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area of responsibility (AOR) and conduct missions in the same area we seek to 
implement our simulations. Therefore, the implementation of this thesis may be 
applicable to actual Navy operations. The next aircraft optimal for our modeling purposes 
is the E-2C Hawkeye. The E-2C Hawkeye is an aircraft carrier-based platform designed 
for C2 of other aircraft. In the operational environment, the E-2C Hawkeye acts as an 
airborne air traffic controller tower, enabling fighter attack aircraft to travel long 
distances from the CVN and still receive situational awareness and tasking updates. The 
E-2C can comfortably orbit at 25,000 feet, but we will use it as a middle level node 
orbiting around 10,000 feet. The lowest orbiting aircraft we seek to model are UAVs. We 
will utilize the RQ-7 Shadow and the Scan Eagle UAVs. These UAVs will serve as the 
entry point into the ALN from the CSG and shore facility, and will relay network traffic 
to the middle layer nodes. The slow orbit speed, long dwell time, and ability to fly at 
lower altitudes make UAVs optimal for our thesis. 
C. MANET / WMN EQUIPMENT AND SPECIFICATIONS 
We equipped all aerial nodes listed in Section B of this chapter with QRRs and 
WRs based on the real-world application demonstrated in MTX. By equipping the nodes 
with the MPU radios, the nodes form MANETs. QRRs route traffic between mobile 
nodes in the MANET. Figures 20, 21, and 22 depict the equipment and respective 












 Wave Radio and Quad Radio Router Specifications. Source: Wave Relay 5 
Integration Unit Technical Specifications (2014). 
 
 
D. SIMULATION AND MODELING SOFTWARE APPLICATIONS 
1. Systems Tool Kit 
Analytical Graphics Incorporated (AGI) is an engineering focused software 
development company responsible for the development of over one hundred products. As 
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one of the most widely used software applications under the AGI umbrella: STK is used 
to answer dynamic questions such as the questions proposed in this thesis. This software 
uses a physics-based modeling technique to model complex systems to include mobile 
ground vehicles, aircraft, satellites and their associated sensors. There are pre-defined 
models of aircraft, ground vehicles and satellites (referred to as objects) within the STK 
database available for selection: or the user can customize objects to fit their research 
interest. Additionally, built-in profiles simulate accurate flight paths of aircraft missions 
and satellite orbits. With a 3D and 2D Graphical User Interface (GUI), the user can 
visualize the physical layout and dynamically build scenarios based on geospatial data. 
STK can determine bit error rate (BER), signal to noise ratio, and general radio frequency 
(RF) link availability (Scalable Networks Technologies, 2016). BER is one of the metrics 
we use to determine the effectiveness of our scenarios. BER is the number of bit errors 
present compared to the total number of bits sent. For the purpose of this thesis, a good 
BER measurement is 1e10-9. That is, for every 1,000,000,000 bits transmitted, only 1 bit 
contains an error (Muhammad & Qiu, 2016).  
2. QualNet 
QualNet is a network modeling software application that simulates the 
characteristics of real networks. QualNet allows for the modeling of networks in a 
contained environment to test protocols, algorithms, and node availability without the 
fiscal burden of experimentation with physical equipment. The three standard libraries 
available for use within QualNet include the developer, wireless, and multimedia 
libraries. This thesis seeks to model wireless networks; therefore, we will use the wireless 
library models. QualNet software can be used in a variety of applications such as mission 
planning, Radio Frequency (RF) interference, and software development. A plethora of 
statistics are available for selection to conduct fine grain analysis of network traffic. The 
metrics highlighted in this thesis are generated by the constant bit rate (CBR) application. 
The CBR application mimics layer seven applications such as Domain Name Server 
(DNS) queries by transmitting User Datagram Protocol (UDP) segments at a steady state 
for a specified amount of time (Scalable Network Technologies, 2014a). By comparing 
the number of packets sent to the number of packets received across all nodes, we can 
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calculate the packet delivery rate (PDR). Much debate exist on what defines an 
acceptable PDR (Muhammad & Qiu, 2016). In the absence of a definitive metric, we 
chose a PDR of 95%. Arguably, the most useful functionality of QualNet is the ability to 
integrate with other software applications, specifically STK. QualNet and its robust 
integration with STK will be discussed in the following paragraph.  
3. Systems Tool Kit and QualNet Integration 
The use of both STK and QualNet simulation tools enable the user to develop 
intricate scenarios and examine a plethora of relevant statistics. Once the STK GUI is 
opened, the QualNet interface appears as a toolbar. Aircraft, ground vehicles, ships, and 
their associated sensors and transceivers are inserted into STK. The QualNet interface 
allows us to configure the remainder of the scenario by creating wireless interfaces and 
creating wireless connections through the hypothetical use of the QRR. Figure 23 
displays the flow of information as a scenario executes. QualNet passes application layer 
information down the stack to the physical layer, passing time, transmitter power, data 
rate, and modulation type as parameters to STK. STK then takes the parameters, 
combines them with position, altitude, and gain, and transmits the newly calculated BER 
and signal to noise ratio metrics back to the original receiver. STK combined with the 
QualNet interface will be used extensively in the experimentation phase of this research. 
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4. Systems Took Kit and QualNet application of Mobile Ad Hoc 
Networks and Wireless Mesh Networks 
Mobile ad hoc networks (MANET) are composed of multiple nodes that are not 
fixed to a specific location. For the purpose of the modeling conducted in STK, a node 
can exist in the form of an aircraft, a sea-going vessel, a vehicle, or a satellite. The 
collection of nodes form an autonomous system in which a wireless protocol must be 
implemented. Each node must have the ability to receive and transmit wirelessly. Due to 
the highly mobile nature of airplanes and ships, the network topology is constantly 
changing, and nodes must adapt to these ad hoc changes. Figure 24 shows the overlap of 
WMNs and MANETs. We seek to design a MANET and WMN to test the efficiency and 
viability of network operations in a maritime domain. 
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 Ad hoc versus WMN. Source: Manoj & Rao (2006). 
 
 
Figure 24 highlights the overlap of MANETs and WMNs. As discussed in Section II, 
WMNs are a derivative of MANETs. In our simulations, the reader may observe a 
synergy between the two. 
E. NETWORK TOPOLOGY MANAGEMENT AND DISCOVERY 
Topology management in a MANET is difficult. Every node in our network 
learns the design of the network through a fixed topology design. The nodes then know 
who to connect to and who to route data to in the topology. Wang et al. (2009) explain 
the different network discovery methods. 
1. Network Discovery  
Fixed topology - The simplest approach is a topology that is static. This would be 
plausible for a CSG since the assets/nodes that form the ALN would be known and 
organic to the CSG. Each node shares information only with its neighbor. This drastically 
reduces overhead and control messages but is also the least flexible.  
One Hop Discovery - Unlike a pre-planned topology, one-hop discovery is 
capable of learning who is in the network by periodically sending position and radio 
information in the form of a control message to its neighbors. The one-hop discovery 
topology is more effective as compared to a static topology, but increases overhead.  
Two-Hop Discovery - Like the methodology used by one-hop discovery, two-hop 
discovery uses a Time to Live (TTL) to determine when to drop a packet. For two-hop 
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discovery, if a packet exceeds a TTL of two, the router/node drops the packet. Although 
this is a highly efficient algorithm as demonstrated by the authors, it will not be the 
method used in the research design of this thesis.  
2. Wireless Routing Algorithms 
The selection of a routing algorithm is key in controlling network congestion and 
link performance. The protocol can be either reactive or proactive. We chose to integrate 
two protocols with our experimentation scenarios: AODV and OLSR. A summary of 
both protocols are listed as follows. 
AODV routing is a reactive protocol and is optimal for nodes that are highly 
mobile such as ships or aircraft. Its ability to rapidly conform to changing links make it 
an ideal protocol for WMNs and MANETs. Belding-Royer, Das, and Perkins (2003) 
discuss the attributes that make AODV quintessential for MANET experimentation: 
 Low overhead to maintain the network. 
 Provides loop avoidance by introducing nonces in the form of sequence 
numbers. 
 Rapid convergence in response to a changed topology. 
 No requirement to retain paths for nodes not actively participating. 
 Route reply (RREPs) unicast messages, minimizing network congestion. 
 Only needed when two nodes do not have an effective link. Scalable to 
thousands of nodes.  
Per Clausen and Jacquet (2003), OLSR is a proactive protocol specifically 
designed for MANETs. The characteristics of OLSR are:  
 OLSR utilizes multi-point relays (MPR), which are selected nodes that 
function to reduce network congestion. 
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 MPRs send broadcast messages on behalf of other nodes and generate link 
status updates that allow the network to converge quickly. 
 Unlike AODV, routes between nodes are always available because MPRs 
maintain link state/routing tables. 
 Performance increases with an increase in the number of nodes. 
 Control messages are sent at regular intervals to update link information.  
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IV. SCENARIO DESIGN 
We designed three scenarios to answer our research questions. Each scenario 
builds on the previous one. The final scenario seeks to simulate one-way communications 
from Navy Computer Telecommunications Station (NCTS) in Manama, Bahrain to the 
subordinate CSG conducting operations in the Gulf of Oman (GOO) using an ALN. All 
satellites normally used by the CSG and NCTS to transmit intelligence requirements, 
execution orders, and other C2 information have been “virtually destroyed” by the 
Iranians and Russians. One way to mitigate this issue is to use a ALN consisting of 
aircraft that connect Fifth Fleet headquarters to the CSG. The first scenario models a 
CSG consisting of three combatants and tests the ability of the CSG to function as a 
WMN and communicate among each other without the use of a satellite connection. The 
second scenario models the interaction of NCTS Bahrain with an unmanned aerial 
vehicle such as the RQ-7 Shadow. NCTS Bahrain will transmit execution orders to the 
RQ-7 Shadow with the goal of eventually reaching the CSG. By constructing the design 
in this manner, we may be able to test the feasibility of a ground site transmitting to an 
airborne-mobile asset. Scenario III ties the first two scenarios together by connecting the 
CSG to NCTS Bahrain via the long distance ALN formed by a suite of manned and 
unmanned aircraft.  
A. SCENARIO 1: CARRIER STRIKE GROUP WIRELESS MESH 
NETWORK 
Scenario I implements a simple WMN formed by a CSG. Before the development 
and potential use of a ALN, which is the focus of this thesis, we need to address the 
feasibility of Navy combatants communicating among each other in the mesh, via 
networking protocols beyond LOS, without the use of traditional satellite connectivity. 
This scenario emulates real-world operations conducted by a CSG. The CSG consists of 
three U.S. Navy vessels. The ships include USS George H. W. Bush (CVN-77), USS 
Truxtun (DDG-103), and USS Philippine Sea (CG-58). The premise of the scenario is a 
CSG off the coast of Oman is waiting to receive execution orders from NCTS to transit 
the Straits of Hormuz (SOH). We built each object using the object browser within STK, 
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by selecting the respective object from the insert object menu. The following paragraph 
discusses the configuration of these objects. This thesis adapts configuration settings 
from the thesis written by Joshua Hicks and Ryan Seeba (Seeba & Hicks, 2017). In order 
to evaluate a real world application of the CSG MANET, we set a maximum range of 25 
nautical miles (NM) between all ships in the MANET.  
DDG-103 was the first object built for the CSG WMN scenario. We configured 
DDG-103 to fit the scenario of a CSG steaming and conducting flight operations. The 
only property that needed to be manipulated was the route. We created the waypoints by 
clicking on the 2D graphics map route, based on the CSG units steaming in a line abreast 
formation. The points defining the route populate the properties route window. Figure 25 
shows each waypoint that defines the route of DDG-103. Similarly, we created CVN-77 
and CG-58, and defined their routes using the same procedure.  
 Waypoints of USS Truxtun, DDG-103. Source: Scalable Network 
Technologies (2016). 
 
The latitude, longitude, altitude, speed, and date/time information are populated when a 
waypoint is selected from the 2D map. 
Now that we created the three ships that defined the CSG, we needed to attach an 
antenna to each object to enable communication at layer one of the OSI model. We 
decided to use a single dipole antenna for all objects except for CVN-77. Figure 26 shows 
the parameters associated with defining the dipole antennae for DDG-103 and CG-58, 
while Figure 27 shows the isotropic antenna added to CVN-77. The isotropic antenna 
transmits a Wi-Fi bubble around the CVN and serves to strengthen communication 
effectiveness among the mesh. We selected frequencies based on having multiple 
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subnets. For example, DDG-103 will form a subnet with CVN-77 and will form a 
separate subnet with CG-58. By creating a unique subnet mask and frequency, 
troubleshooting is more efficient if errors arise during the analysis phase.  
 Antenna configuration for DDG-103 and CG-58. Source: Scalable Network 
Technologies (2016).  
 
 
Antenna configuration for DDG-103 and CG-58 shows the selection of different 
frequencies to separate subnets and make troubleshooting more effective. 
 Antenna Configuration for CVN-77. Source: Scalable Network 
Technologies (2016).  
 
Antenna configuration for CVN-77 shows the selection of the isotropic antenna, which 
serves to transmit a WI-FI bubble. 
With the QualNet interface opened and all the objects defined in STK, we 
configured layers two through seven. To form a WMN, we had to add networking 
interfaces to each antenna object. Notably, multiple interfaces can exist per antenna 
object. QualNet automatically imports the objects built in STK to be configured. Figure 
28 shows the QualNet interface with the inherited objects from STK. 
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 QualNet Interface Display. Source: Scalable Network 
Technologies (2014b). 
 
Screenshot of all ships/nodes before they are  
added to a wireless subnet. 
The channel properties window is the first step to configuring the QualNet 
interface. It prompted us to input the number of channels. A channel must exist for every 
subnet. In the case, we desired four channels: 
 Channel 0 to transmit a WI-FI bubble around the Aircraft Carrier. 
 Channel 1 for communication between CVN-77 and DDG-103. 
 Channel 2 for communication between CVN-77 and CG-58. 
 Channel 3 for communication between DDG-103 and CG-58. 
With this configuration, we formed a mesh network with multiple subnets. We 
chose different frequencies for each channel. Figure 29 depicts channels separated in 
10MHz increments, enabling each subnet to share a unique channel as well as a unique 
frequency. We specifically did this to make troubleshooting errors easier in the analysis 
stage. By identifying unique frequencies, we believed we would be able to isolate and 
correct errors more efficiently. No other parameters on the channel properties page 
changed from the default values.   
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 Channel Configuration. Source: Scalable Network Technologies (2014b).  
 
Figure 29 depicts channels separated in 10MHz increments, enabling each subnet to share 
a unique channel as well as a unique frequency. 
With the channels configured, we identified which QualNet statistics would be 
used to determine the effectiveness of our scenario. Fortunately, the QualNet interface 
offers a myriad of networking metrics to select. As this thesis seeks to model a MANET 
that can be utilized by a CSG, we focused on internet control message protocol (ICMP), 
media access control (MAC) layer information, transmission control protocol (TCP), IP 
network layer, application layer information and the physical layer. Figure 30 represents 
the available statistics.  
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 Available Statistics. Source: Scalable Network Technologies (2014b).  
 
 
After configuring the scenario in the QualNet interface, we now had to configure 
each object in the hierarchy. Beginning with CG-58, under the network layer section, the 
user must choose from IPv4, IPv6, or dual IP. We selected IPv4 as the layer three 
protocol. However, we recommend that IPv6 be examined for future thesis research 
related to MANETs and WMNs after it has been implemented. Also, we selected “Enable 
ICMP” as we were highly interested in any error messages transmitted through the 
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network. We configured CVN-77 and DDG-103 in the same manner. Figure 31 shows 
the selection of IPv4 as the routing protocol and the selection to enable ICMP. 
 Networking Layer Configuration. Source: Scalable Network 
Technologies (2014b).  
 
 
The QualNet interface also contains a routing protocol tab in addition to the 
network layer protocol discussed above. The routing protocol tab allowed us to enter 
which algorithm to implement per our research questions. Many algorithms can be 
selected including AODV, Bellman-Ford, RIP, and several versions of OLSR. We chose 
AODV based on its suitability to MANETs discovered during our comprehensive 
literature review. However, the OLSR algorithm will be examined as an alternative to 
AODV as it too supports MANETs. Figure 32 shows the selection of AODV as the 
routing algorithm.  
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 Selected Routing Protocol. Source: Scalable Network 
Technologies (2014b).  
 
 
As discussed earlier in the second paragraph of this section, one of the more 
important aspects of the scenario design is the configuration of interfaces. QualNet made 
this intuitive through a drop-down menu that enabled us to select the listening channel for 
the respective object. CVN-77 required two channels to communicate with DDG-103 and 
CG-58. Figure 33 contains the parameters required for the successful configuration of the 
interface between CVN-77 and DDG-103. 
 Interface Settings between CVN-77 and DDG-103. Source: Scalable 
Network Technologies (2014b).  
 
 
With multiple interfaces assigned to the antenna objects, we connected all the 
nodes to form a wireless network containing individual subnets. Figure 34 displays the 
wireless subnets that connected all the nodes. We created four subnets to match the 
channels noted in Figure 29. In the next step, we added the members to the respective 
subnet: CVN-77 and DDG-103 became members of the CVN/DDG wireless subnet. The 
CVN/CG wireless subnet included CVN-77 and CG-58. Finally, we added DDG-103 and 
 51 
CG-58 to the DDG/CG wireless subnet. Based on this setup, every node may 
communicate with every other node in the MANET. 
 Wireless Subnets. Source: Scalable Network Technologies (2014b). 
 
The three subnets, allow each node the 
ability to communicate directly with 
every other node.  
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The settings from the networking and routing protocol sections completed during 
the earlier phase of the scenario automatically populated to the respective sections under 
the wireless subnets tab. If necessary, we updated the missing or incorrect settings.  
We chose to introduce the CBR application into the scenario. The size in bytes 
can also be adjusted to increase network congestion (Scalable Network Technologies, 
2014b). As discussed in Chapter III, Section D, we will use a PDR of 95% as the metric 
for determining successful implementation of a WMN. As CVN-77 is connected to the 
other two nodes, we will only initialize the CBR application to transmit packets from 
DDG-103 and CG-58. We will then be able to determine whether CVN-77 serves as an 
intermediate hop or whether DDG-103 and CG-58 communicate directly with each other. 
Setting up the scenario in this manner ensures verification of the WMN. Figure 35 shows 
the CBR applications for DDG-103 and CG-58. We then configured all three nodes to 
transmit the CBR application to every other node in the WMN. This simulation seeks to 
stress the network and test the PDR in a congested environment.  




Summary of Scenario I. We created and configured three nodes in the STK object 
browser: CVN-77, DDG-103, and CG-58. We added antennas to each node to enable 
communication at the physical layer. We then opened the QualNet toolbar/interface to 
configure the remaining layers of the TCP/IP stack. From this interface, we created four 
communication channels, configured networking and routing protocols, and added each 
node to the appropriate wireless subnet. To test the operational feasibility, we introduced 
the CBR application, to inject packets into the WMN. Discussion of the results appear in 
Chapter V.  
B. SCENARIO 2: SHORE STATION TO AIRBORNE NODE 
The focus of Scenario II is to enable communications from the NCTS ground 
facility in Manama, Bahrain to an airborne node. Fifth fleet headquarters must be able to 
communicate with the first node of the ALN for information to be successfully relayed to 
the CSG hundreds of miles away. 
We created two objects: NCTS Bahrain and an RQ-7 Shadow UAV. As NCTS 
Bahrain is a real-world facility, it was available in the STK facility database, and we were 
able to insert it into the scenario without modification. Figure 36 shows a description of 
the facility. Interestingly enough, the description denotes the type of antennas used at the 
facility in the real environment. However, we chose to add non-standard antennas to gain 
complete control over the RF propagation characteristics.  
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 NCTS Bahrain Description. Source: Scalable Network Technologies (2016). 
 
 
Through online STK tutorials and in-person training, we learned that using 
sensors enables ground facilities to better target and lock onto mobile platforms such as 
UAVs, satellites, and other manned assets. Accordingly, we attached a sensor to NCTS 
Bahrain and configured it to target the RQ-7. Figure 37 depicts the configuration of the 
sensor. 




We then attached a parabolic antenna to the sensor with a frequency of 14 GHz 
and with an azimuth-elevation of 90 degrees. We gleaned these parameters from an STK 
tutorial that simulated a group of ground vehicles communicating with an overhead UAV 
(Scalable Network Technologies, 2016). A complex transmitter model was then added as 
an object attached to NCTS Bahrain. Figure 38 displays NCTS Bahrain, the field of view 
of the sensor, and the transmitter propagation model. 




According to STK documentation, antennas may be used in two ways. By linking 
transmitters or receivers to antennas, one antenna can be used by multiple transmitters 
and receivers. Embedded antennas can be used only by their parent transmitter or 
receiver. (Scalable Network Technologies, 2016). We chose to use the link method in this 
scenario and future scenarios since the ALN would require multiple transmitters and 
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receivers on each aerial node to successfully relay network traffic. This method would 
allow us to minimize the number of antennas on aircraft and potential RF propagation 
issues.  
Next, we modified the UAV previously created in the STK object browser. The 
main factors for consideration were altitude and speed. The typical altitude profile for the 
RQ-7 is between 2000 feet and 8000 feet. We chose to make the UAV orbit at 2000 feet 
at a speed of 25 knots. Secondly, we needed to create and configure the sensor, antenna, 
and receiver. Similar to configuring the sensor on NCTS Bahrain, we made the sensor on 
the UAV target the ground facility at NCTS. We configured the receiver and antenna 
with the same parameters as those assigned to NCTS Bahrain. Figure 39 is a 3D view of 
the RQ-7 shadow. 




In the QualNet interface, we needed to configure the options to fit the scenario. 
Unlike Scenario I, we only needed one channel with a frequency of 14 GHz to match the 
transmission and reception frequencies of the linked antennae as shown in Figure 40.  
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 Channel Properties. Source: Scalable Network Technologies (2014b). 
 
 
Since we wanted the same file statistics as in Scenario I, we kept the parameters 
constant. Within the hierarchy tab, we added interfaces to both the UAV and the ground 
facility with the appropriate listening channel selected. The interfaces enable 
communication up and down the protocol stack. This scenario only required one wireless 
subnet to form a direct RF link between NCTS and the UAV. At the physical layer 
properties tab, we selected a data rate of 100Mbps, a bandwidth of 2 MHz, and a 
transmission power of 15 dBm. Figure 41 displays the properties of the physical layer. 




Working up the OSI stack, we configured the MAC and network layers. QualNet 
automatically assigns an IP address based on the subnet mask. In this case, QualNet 
assigned 255.255.255 as the mask, enabling us the versatility to add up to 254 usable 
hosts if we chose to expand our scenario. We selected AODV routing algorithm for the 
initial execution of the scenario. Just like the first scenario, OLSR is selected as the 
alternate algorithm for the second iteration of the scenario.  
At the application layer, we set the CBR application to inject traffic into the 
network. The packets were generated from NCTS and routed to the UAV. Figure 42 
shows the configuration settings. We chose to send 5000 IP packets, with each packet 
containing 1500 bytes. The total duration of the scenario was two hours. 




Summary of Scenario II. We created and configured two objects: NCTS Bahrain 
and the RQ-7 UAV. Since mobile nodes increase the attenuation of RF communications, 
we added sensors to both nodes and configured the sensors to point toward each other. 
We then linked a transmitter to the antenna at NCTS Bahrain and a receiver to the 
antenna on the UAV. In the QualNet interface, we added the two nodes to a wireless 
network and assigned IP addresses. We selected AODV as the routing protocol algorithm 
and configured the CBR application to send data segments from NCTS Bahrain to the 
UAV orbiting at 2000 feet. 
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C. SCENARIO 3: FORMING THE AERIAL LAYER NETWORK 
The final scenario is the culmination of the first two scenarios, ending with NCTS 
Bahrain connected to the CSG via the ALN. A total of six manned and unmanned aerial 
platforms, operating as wireless nodes of a network, link together to form the ALN. By 
extending the network through highly mobile aerial platforms, NCTS Bahrain should be 
able to send C2 information to the CSG without the use of a satellite. Table 1 shows the 
designation, altitude, and speed of each node used to form the ALN. Additionally, Table 
1 shows the order in which the aircraft appear in the scenario, with the Scan Eagle acting 
as the last hop in the ALN, prior to reaching the CSG MANET. 
Table 1.   Aerial Layer Network Nodes. 
 
 
We selected aircraft altitudes based on two considerations: the desire for each 
aircraft to maintain LOS with other aircraft within their respective field of views and 
normal operational flight profiles. As discussed in Scenario II, the RQ-7 Shadow UAV 
serves as the entry point into the ALN for network traffic originating from NCTS 
Bahrain. To enable outbound communications from the RQ-7 Shadow to the E-2C 
Hawkeye 1, we equipped the RQ-7 Shadow with an additional sensor, transmit antenna, 
and linked the transmitter to target the E-2C Hawkeye. Figure 43 shows the antenna 
configuration for the RQ-7 Shadow.  
  
AIRCRAFT ORBITING ALTITUDE (ft) SPEED (kts)
RQ-7 Shadow 2000 50
E2-C Hawkeye 1 15,000 100
P-3C Orion 1 20,000 100
P-3C Orion 2 25,000 100
E2-C Hawkeye 2 15,000 100
Scan Eagle 6,000 50
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 RQ-7 Shadow Antenna Configuration. Source: Scalable Network 
Technologies (2016).  
 
 
We configured E-2C Hawkeye 1 in the same manner as the RQ-7 Shadow. A 
sensor on the left wing contained a receive antenna to collect bits from the RQ-7. A 
sensor and transmitter antenna mounted on the right wing sent bits to the P-3C Orion 1. 
Figure 44 shows the E-2C Hawkeye orbiting at an altitude of 15,000 feet. 




We then configured the P-3C Orion 1 and leveraged the same sensor, antenna, 
transmitter and receiver configurations as used for the RQ-7 Shadow and E-2C Hawkeye 
1. Figure 45 shows the P-3C Orion1 on patrol above the GOO. 
 P-3C Orion. Source: Scalable Network Technologies (2016).  
 
 
The authors configured the remaining three aircraft in the same manner as the first 
three aircraft. We calculated the BER across communication links to determine if NCTS 
could communicate with the CSG via the ALN. As discussed in Chapter III, Section D, 
BER is an important metric in determining the number of corrupted bits received by an 
antenna or receiver. Table 2 shows the aircraft communication links for which we 
computed BERs. 





RQ-7 Shadow E-2C Hawkeye 1 
E-2C Hawkeye 1 P-3C Orion 1 
P-3C Orion 1 P-3C Orion 2 
P-3C Orion 2 E-2C Hawkeye 2 
E-2C Hawkeye 2 Scan Eagle 
Scan Eagle CVN-77 
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Once we computed BERs, we opened the QualNet interface and configured the 
remainder of Scenario III. We created one communications channel at a frequency of 
14Ghz. Each aircraft in the ALN required two networking interfaces: one interface to 
receive inbound IP packets and one interface to transmit outbound IP packets. QualNet 
assigned IP addresses to each interface using a subnet mask of 255.255.255.0. Figure 46 
shows the interfaces for each aircraft.  
 Networking Interfaces for Each Aircraft. Source: Scalable Network 




We then configured the CBR application to send a total of 5000 packets every 
microsecond from NCTS Bahrain to CVN-77 for one hour. Each packet contained 1500 
bytes, the size of the average ethernet frame. Figure 47 details the configuration of the 
CBR application. 




Summary of Scenario III. To form the ALN and enable communications from 
NCTS to the CSG, we inserted five additional aircraft, not including the RQ-7 Shadow 
previously created in Scenario II. Each aircraft required two sensors, a transmit antenna, a 
receive antenna, a linked transmitter, and a linked receiver. We analyzed the efficiency of 
the communication links between each aircraft in the ALN by computing BERs. We then 
opened the QualNet interface, added networking interfaces to each aircraft, assigned IP 
addresses based on the desire to have a single network, and introduced network traffic in 
the form of the CBR. We discuss our results in Chapter V.  
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V. STK AND QUALNET DATA FINDINGS 
A. SCENARIO ANALYSIS INTRODUCTION 
As discussed in Chapter III, Section D, we evaluate the success of our scenarios 
by comparing our results to the following metrics: a BER equal to or less than 1e10-9 and 
a PDR of 95% or greater. Using the aforementioned metrics enables us to verify whether 
nodes successfully transmit bits and packets throughout the ALN and MANET. 
Additionally, we focused our efforts on LOS interactions. Therefore, we limited the range 
of the CSG WMN to 25nm. The maximum range constraint of 25nm allowed us to 
evaluate the quality of the bits exchanged between all the nodes of the MANET. We 
identified multiple limitations of STK and QualNet software as we conducted the analysis 
process. We elaborate on these limitations in the next chapter. One such limitation is 
STK’s inability to display analysis results for multiple receivers.  
B. SCENARIO 1 ANALYSIS: CARRIER STRIKE GROUP WIRELESS 
MESH NETWORK 
1. STK Analysis 
We calculated BERs for three communications links: CVN-77’s transmit antenna 
to DDG-103’s receive antenna, CVN-77’s transmit antenna to CG-58’s receive antenna, 
and DDG-103’s transmit antenna to CG-58’s receive antenna. DDG-103 and CG-58 
received bits at the physical layer from CVN-77’s transmitter at a range of 13nm with a 
BER of 1e10-30. That is, only one bit in nonillion bits contained errors. If we moved the 
two units beyond 30 nm, BER increased significantly, well beyond our threshold of 
1e10-9. Figure 48 is a graphical depiction of range versus BER for bits sent from CVN-77 





 BER versus Range: CVN-77’s Transmitter to DDG-103’s and CG-58’s 
Receivers. Adapted from Scalable Network Technologies (2016). 
 
The numbers on the left y-axis correlate to nautical miles and the numbers on right y-axis 
correlate to BER. The black line represents the distance between the ships (CVN-77’s 
distance from DDG-103 and CG-58) while the green horizontal line corresponds to BER. 
As DDG-103 and CG-58 sailed closer and farther from each other, BER remained 
constant until reaching a distance of 13nm. At 13nm BER increased significantly beyond 
the acceptable threshold. 
DDG-103 received bits at the physical layer from CG-58’s transmitter at a range 
of 25 nautical miles without degradation. As we moved the two units beyond this point, 
BER started to increase beyond 1e10-9. If we boosted the power on the transmit antennas 
for both units, the communications link remained effective beyond 25nm. Figure 49 is a 
graphic depiction of Range versus BER for CG-58 and DDG-103. 
  
 67 
 BER versus Range: CG-58’s Transmitter to DDG-103’s Receiver. Adapted 
from Scalable Network Technologies (2016). 
 
The numbers on the left y-axis correlate to nautical miles and the numbers on right y-axis 
correlate to BER. The black line represents the distance between the ships (CG-58’s 
distance from DDG-103) while the green horizontal line corresponds to BER. As DDG-
103 and CG-58 sailed closer and farther from each other, BER remained constant until 
reaching a distance of 25nm. At 25nm, BER increased significantly beyond the 
acceptable threshold. 
2. QualNet Analysis 
We executed Scenario I four times. For the first trial of the scenario, we initialized 
the CBR application to transmit packets from DDG-103 to CG-58 and CG-58 to DDG-
103 using AODV. We then ran the same scenario using OLSR for the second trial of the 
Scenario I. Tables 3 and 4 display the results for the AODV and OLSR algorithms.  
Table 3.   Scenario 1 AODV Simple Network Analysis. 












CBR AODV  CG-58 DDG-103 1000 1000 100% 
CBR AODV  DDG- 103  CG-58 1000 1000 100% 
Table 3 shows a 100% PDR with AODV as the implemented algorithm. 
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Table 4.   Scenario 1 OLSR Simple Network Analysis. Adapted from Seeba & 
Hicks (2017). 






RX PDR  
CBR OLSR  CG-58  DDG-103 1000 978 97% 
CBR OLSR  DDG-103  CG-58 1000 979 97% 
Table 4 shows a 100% PDR with OLSR as the implemented algorithm. 
 
The PDRs were one hundred percent for AODV. A PDR of one hundred percent 
makes sense considering the extremely efficient BERs we achieved in the STK analysis 
section. AODV’s network management is efficient based on the simulated results. Both 
CG-58 and DDG-103 sent RREQs to CVN-77. We confirmed DDG-103 transmitted 
directly to CG-58 without utilizing CVN-77 as an intermediate hop by viewing the total 
hop counts for all routes. Figure 50 shows the hop count for all nodes using AODV. 
 AODV Hop Count. Adapted from Scalable Network Technologies (2014b). 
 
The bar graph confirms DDG-103 transmitted directly to CG-58 without utilizing CVN-
77 as an intermediate hop. If either DDG-103 or CG-58 used CVN-77 as a hop, the hop 
count would be at least two for both nodes. 
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OLSR dropped twenty-two packets destined for CG-58 and twenty-one packets 
destined to DDG-103 due to the unavailability of routes. We attribute this to the overhead 
required to maintain the routing tables and link state information. OLSR is a proactive 
algorithm, thus it actively seeks to understand the topology of the MANET by sending 
Hello and Topology Control Messages (Clausen & Jacquet, 2003). OLSR sent an average 
of 87,000 control packets to route 5,000 IP packets, which is extremely inefficient. Figure 
51 displays the number of control packets that each node sent during the scenario.  
 Number of Control Packets. Adapted from Scalable Network Technologies 
(2014b). 
 
The number of control packets sent by each node. OLSR sent an average of 87,000 
control packets to route only 5,000 packets. 
We designed the third and fourth trial of Scenario I to stress the network and test 
the PDR in a congested environment using AODV and OLSR routing algorithms. We 
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configured all three nodes to transmit the CBR application to every other node in the 
WMN. Table 5 shows the results of the simulation using AODV.  












CBR AODV  CG-58 DDG-103 5000 5000 100% 
CBR AODV CG-58 CVN-77 5000 5000 100% 
CBR AODV CVN-77 DDG-103 5000 5000 100% 
CBR AODV CVN-77 CG-58 5000 5000 100% 
CBR AODV DDG-103 CVN-77 5000 5000 100% 
CBR AODV DDG-103 CG-58 5000 5000 100% 
 
Table 5 shows a 100% PDR using AODV as the routing algorithm.  
 
The PDR using AODV was one hundred percent. We expected an acceptable 
PDR based on previous BER calculations. We noticed each node retransmitted an 
average of 28 packets due to timeouts. However, each packet successfully arrived at its 
destination after retransmission. The previous scenario used one-hop routes because of 
the simplicity of the network. However, in this scenario, CVN-77 selected four different 
routes, while DDG-103 and CG-58 selected two different routes. Unfortunately, QualNet 
does not provide a method to determine the actual path of a packet, but we determined 
the selection of different routes based on congestion and AODV searching for the most 
cost effective route to reach a destination. Figure 52 shows the different routes selected 
by CG-58, CVN-77, and DDG-103. 
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 Number of Routes Selected. Adapted from Scalable Network Technologies 
(2014b). 
 
CVN-77 selected four different routes, while DDG-103 and CG-58 selected two different 
routes. 
Table 6 shows the results we achieved during the final execution of Scenario I. 
The OLSR algorithm met our PDR threshold, but sent 87,000 topology control messages 
as in the second trial of Scenario I. 
Table 6.   Scenario 1 OLSR Congested Network Analysis. Adapted from Seeba & 
Hicks (2017). 







CBR OLSR  CG-58 DDG-103 5000 4970 99% 
CBR OLSR CG-58 CVN-77 5000 4970 99% 
CBR OLSR CVN-77 DDG-103 5000 4969 99% 
CBR OLSR CVN-77 CG-58 5000 4969 99% 
CBR OLSR DDG-103 CVN-77 5000 4970 99% 
CBR OLSR DDG-103 CG-58 5000 4970 99% 
Table shows a 99% PDR using OLSR as the routing algorithm.  
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Summary of Scenario I. When we compared the QualNet statistics generated 
using OLSR and AODV during the four trials of Scenario I, AODV was better suited to 
the mobile nature of a CSG. AODV outperformed OLSR in both the simple and 
congested scenarios. Moving forward, we eliminated OLSR as a suitable routing 
algorithm and strictly tested AODV in Scenarios II and III. 
C. SCENARIO 2 ANALYSIS: NCTS BAHRAIN TO RQ-7 SHADOW 
1. STK Analysis 
Based on the previous scenario, we hypothesized a low BER for the physical 
layer. We confirmed this when STK calculated the BER for the communications link 
between NCTS Bahrain and the RQ-7 Shadow. RQ-7 Shadow received bits at the 
physical layer from NCTS’s transmitter at a range of 48–52 nm with a BER of 1e10-30. A 
BER of 1e10-30 essentially equates to zero errors. If we moved the two nodes beyond 53 
nm, BER increased significantly, well beyond our threshold of 1e10-9. Figure 53 is a 
graphical depiction of Range vs. BER for bits sent from NCTS Bahrain to RQ-7 Shadow.   
 BER versus Range: NCTS’s Transmitter to RQ-7 Shadow’s Receiver. 
Adapted from Scalable Network Technologies (2016). 
 
The numbers on the left y-axis correlate to nautical miles and the numbers on right y-axis 
correlate to BER. The black line represents the distance between NCTS Bahrain and RQ-
7 Shadow, while the green horizontal line corresponds to BER. BER remained constant 
until the RQ-7 Shadow reached a distance of 53nm. At 53nm, BER increased 
significantly beyond the acceptable threshold. 
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2. QualNet Analysis 
We initialized the CBR application to transmit packets from NCTS Bahrain to the 
RQ-7 using AODV as the protocol. As previously discussed in Scenario I, we determined 
AODV provided the best results for packet transmission. We achieved a PDR of one 
hundred percent with a throughput of 120 Kbps (Kilobits per second). Table 7 conveys 
the PDR and Figure 54 displays the throughput we achieved.   
Table 7.   Scenario 2 AODV Analysis. Adapted from Seeba & Hicks (2017). 
 
 
 NCTS Bahrain to RQ-7 Shadow Throughput. Adapted from Scalable 
Network Technologies (2014b).  
 
 
Figure shows the throughput (120Kbps) received by the RQ-7 Shadow. 
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Summary of Scenario II. We computed an acceptable BER for the 
communications link between NCTS Bahrain and the RQ-7 Shadow. We then analyzed 
the PDR and throughput generated by the QualNet CBR application. The PDR achieved 
fell within acceptable tolerances of anticipated outcome and the links throughput 
averaged 120Kbps. In normal noncombat environments, network operations of 120Kbps 
is extremely slow and unacceptable for operational success, but we designed the ALN to 
be a form of communication to be leveraged in a C2D2E where communication satellites 
may be lost. 
D. SCENARIO 3 ANALYSIS: THE AERIAL LAYER NETWORK 
1. STK Analysis 
In the previous scenario, we tested the ability of NCTS Bahrain to send network 
traffic to the RQ-7 Shadow and achieved a PDR of one hundred percent, a throughput of 
120Kbps, and a BER close to zero. We then computed BERs for each communications 
link listed in Table 8. 





RQ-7 Shadow E-2C Hawkeye 1 
E-2C Hawkeye 1 P-3C Orion 1 
P-3C Orion 1 P-3C Orion 2 
P-3C Orion 2 E-2C Hawkeye 2 
E-2C Hawkeye 2 Scan Eagle 
Scan Eagle CVN-77 
Table 8 displays the transmitting aircraft and receiving aircraft 
that form one communications link. 
Similar to the BER achieved in the previous scenario, E-2C Hawkeye 1 received 
bits from the RQ-7 Shadow’s transmitter at a range of 52 nm with a BER of 1e10-30. 
Figure 55 displays the stable BER achieved for the communications link between the 
RQ-7 Shadow and the E-2C Hawkeye 1.   
 
 75 
 BER versus Range: RQ-7 Shadow’s Transmitter to E-2C Hawkeye 1’s 
Receiver. Adapted from Scalable Network Technologies (2016). 
 
The numbers on the left y-axis correlate to nautical miles and the numbers on right y-axis 
correlate to BER. The black line represents the distance between the RQ-7 Shadow and 
E-2C Hawkeye 1, while the green horizontal line corresponds to BER. BER remained 
constant until the RQ-7 Shadow reached a distance of 300nm.  
The next communications link we analyzed was between E-2C Hawkeye 1 and P-
3C Orion 1. Figure 56 displays the BERs we achieved. The highest BER calculated to six 
corrupted bits every septillion packets. We found BERs spiked as the aircraft initially 
flew towards the max or near max distance of their respective patterns and the sensors 
struggled to maintain connectivity. Once the nodes gained solid connectivity and LOS 
with each other, they established a constant communications link that enabled BER to 
remain within acceptable limits when the aerial nodes again flew towards the max 







 BER versus Range: E-2C Hawkeye 1’s Transmitter to P-3C Orion 1’s 
Receiver. Adapted from Scalable Network Technologies (2016). 
 
The numbers on the left y-axis correlate to nautical miles and the numbers on right y-axis 
correlate to BER. The black line represents the distance between E-2C Hawkeye 1 and P-
3C Orion 1, while the green horizontal line corresponds to BER. We found BERs spiked 
as the aircraft initially flew towards the max or near max distance of their respective 
patterns and the sensors struggled to maintain connectivity. Once the nodes gained solid 
connectivity and LOS with each other, they established a constant communications link 
that enabled BER to remain within acceptable limits when the aerial nodes again flew 
towards the max distance of their flight patterns.  
The link between P-3C Orion 1 and P-3C Orion 2 behaved similarly as the 
previous communications link between E-2C Hawkeye 1 and P-3C Orion 1 in that the 
BER looked erratic. We found BER spiked as the sensors struggled to maintain 
connectivity at the max distance of the link, which was 280nm. Once the nodes flew 
within LOS, they successfully established a communications link that appeared constant. 










 BER versus Range: P-3C Orion 1’s Transmitter to P-3C Orion 2’s Receiver. 
Adapted from Scalable Network Technologies (2016). 
 
The numbers on the left y-axis correlate to nautical miles and the numbers on right y-axis 
correlate to BER. The black line represents the distance between P-3C Orion 1 and P-3C 
Orion 2, while the green horizontal line corresponds to BER. We found BER spiked as 
the sensors struggled to maintain connectivity at the max distance of 280nm between the 
two aircraft. Once the nodes flew within LOS, they established a constant 
communications link. 
When we analyzed the link between P-3C Orion 2 and E-2C Hawkeye 2, we 
discovered two-thirty minute periods when BER was not calculated. This was due to the 
aircraft not being within LOS of each other; however, when both aircraft were within 
LOS of each other, BER was close to zero as denoted by the BER of 1.00e-30. Figure 58 
depicts the BER outages and aircraft distances. We attempted to modify the flight 
patterns to increase the overlap of both aircraft, but were still unable to eliminate the 
periods of time when the aircraft could not communicate with each other. Based on this 
discovery, we anticipated a decrease in PDR during the QualNet analysis of this 









 BER versus Range: P-3C Orion 2’s Transmitter to E-2C Hawkeye 2’s 
Receiver. Adapted from Scalable Network Technologies (2016). 
 
The numbers on the left y-axis correlate to nautical miles and the numbers on right y-axis 
correlate to BER. The black line represents the distance between P-3C Orion 2 and E-2C 
Hawkeye 2, while the green horizontal line corresponds to BER. During two-thirty 
minute periods, BER was not calculated. 
Next, we analyzed the second to last communication link, which was between E-
2C Hawkeye 2 and Scan Eagle. Figure 59 depicts the communications link. BER was 
well within limits for the length of the scenario. We correlated an increase in BER and 




 BER versus Range: E-2C Hawkeye 2’s Transmitter to Scan Eagle’s 
Receiver. Adapted from Scalable Network Technologies (2016). 
 
The numbers on the left y-axis correlate to nautical miles and the numbers on right y-axis 
correlate to BER. The black line represents the distance between E-2C Hawkeye 2 and 
the Scan Eagle, while the green horizontal line corresponds to BER. BER significantly 
increased and experienced a momentary gap when the objects were at the farthest 
distance, but remained within limits through the duration of the Scenario III. 
Similar to the communications link between P-3C 2 and E-2C Hawkeye 2, we 
observed a communications gap between the Scan Eagle and CVN-77. We attempted to 
modify the flight pattern of Scan Eagle and the surface waypoints of CVN-77 to increase 
overlap, but were unable to eliminate the communications link gap. Accordingly, we 
anticipated a decrease in PDR during the QualNet analysis phase of this scenario. Figure 




 BER versus Range: Scan Eagle’s Transmitter to CVN-77’s Receiver. 
Adapted from Scalable Network Technologies (2016). 
 
 
The numbers on the left y-axis correlate to nautical miles and the numbers on right y-axis 
correlate to BER. The black line represents the distance between E-2C Hawkeye 2 and 
the Scan Eagle, while the green horizontal line corresponds to BER. In a forty-five 
minute period, BER was not calculated during the two-hour simulation of the scenario. 
2. QualNet Analysis 
In Scenario II, we used the CBR application to send packets from NCTS Bahrain 
to the RQ-7 Shadow and achieved a one-hundred percent PDR. We designed Scenario III 
to test each hop in the ALN by initiating the CBR application to send packets from NCTS 
Bahrain to CVN-77, forcing the packets to traverse every node. When we ran the 
scenario, we encountered a major roadblock. AODV could not determine a route for any 
node after the RQ-7 Shadow. We believe we created this issue by unknowingly 
misconfiguring settings in the STK or QualNet interfaces. We consulted AODV protocol 
guidance in RFC 3561 to troubleshoot our issue and changed several settings within the 
QualNet interface, but did not resolve it. Subsequently, we decided to remove the 
wireless subnets previously created in Chapter IV and connected the nodes by individual 
point-to-point links. This allowed us to send packets between two nodes at a time, in a 
mutli-hop configuration.   We setup the links to correspond to Table 8 and ran Scenario 
III six times, one trial for each hop. We received the same results for all links and focused 
on the results obtained from the last link between Scan Eagle and CVN-77. Table 9 
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depicts the results obtained for the link between Scan Eagle and CVN-77 and Figure 61 
shows the throughput achieved. 
Table 9.   Scenario 3 AODV Link Analysis. Adapted from Seeba & Hicks (2017). 
 
CVN-77 successfully received all 5000 packets sent from NCTS Bahrain with a download speed 
of 1.2Mbps. 
 NCTS Bahrain to CVN-77 Throughput. Adapted from Scalable Network 
Technologies (2014b).  
 












CBR AODV NCTS CVN-77 5000 5000 100% 1.2 Mbps
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Summary of Scenario III. We analyzed BERs for the communications links listed 
in Table 8. All BERs fell below our metric of one-bit error every billion bits. However, 
we discovered gaps in two places: the communications link between P-3C 2 Orion 2 and 
E-2C Hawkeye 1, and the communications link between Scan Eagle and CVN-77. We 
attempted to modify the flight patterns and surface waypoints to create stronger links, but 
did not eliminate the coverage gaps. With this discovery, we anticipated a decrease in 
PDR during the QualNet analysis section of this scenario, which is what we observed. 
When we introduced network traffic into the scenario, AODV could not determine a 
route for any node after the RQ-7 Shadow. To mitigate this issue, we replaced the 
wireless subnets with wireless point-to-point links, creating a multi-hop configuration. 
The links enabled us to send packets directly between two nodes or one hop at a time.   
The results of this configuration were better than expected. We sent packets directly from 
NCTS to CVN-77 over 800 nautical miles away without the use of any intermediate 
airborne platform or satellite medium.   
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VI. RECOMMENDATIONS AND CONCLUSION 
We set out to answer the question, “How can the USN provide higher quality and 
capable C2 in a C2D2E.”  We answered our research question by designing and 
evaluating three scenarios. Scenario I implemented a simple WMN formed by a CSG to 
test the feasibility of USN combatants communicating among each other via networking 
protocols. Scenario II focused on enabling airborne communications from a ground 
facility in Manama, Bahrain to an airborne node. Finally, Scenario III aggregated the first 
two scenarios, ending with NCTS Bahrain connected to the CSG via the ALN. We 
achieved our hypothesized results for the first two scenarios, but had to replace the 
wireless subnets with point-to-point links in Scenario III. We sent packets directly from 
NCTS to CVN-77 over 800 nautical miles away without the use of any intermediate 
airborne platform or satellite medium.   
We experienced many issues during the thesis process to include learning to 
manipulate the software, navigating a cumbersome technical support process, and 
licensing hurdles. Learning to use STK was difficult and time consuming. Initially, we 
leveraged online tutorials and official documentation to learn the software. We quickly 
realized we needed tailored and in-depth instruction to accomplish the level of modeling 
required. Accordingly, we received training from the STK team in San Diego, CA and 
learned methods and details to configure our simulation design. QualNet was slightly 
more intuitive to learn, but lacked sufficient documentation. We learned to configure the 
QualNet interface by looking at previous scenarios built by Seeba and Hicks, input from 
network engineers, and from online tutorials.     
One of the major challenges that we encountered was the cumbersome technical 
support models that Scalable Network Technologies, developer of QualNet and 
Analytical Graphics, Inc., developer of Systems Tool Kit have in place. It took multiple 
calls and emails in order to obtain the requisite assistance needed to work through the 
design issues we encountered. Both companies had a common point of intersection; their 
technical support teams blamed the other company’s software. This was problematic and 
very frustrating because it caused delays in our analysis phase.      
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Next, we spent invaluable time resolving licensing issues. NPS has a server 
license for STK, which allows multiple on-campus computers access, but only has two 
node-locked licenses for QualNet. The server license for STK did not present any issues, 
but we had to renew the QualNet node-locked license midway through our research. 
Additionally, we chose to utilize STK version 10.1.3 and QualNet version 7.3 because of 
the proven interoperability between the two. STK 11.1.3 and QualNet 10.8 were the latest 
versions, but the interoperability between the two has not been fully tested and 
publicized. We desired to explore the capabilities of the new versions of each software to 
unlock more features, but we understood that we were operating within a constrained 
timeline and would be navigating unchartered territory. Thus, we opted not to do so.   
Our recommendations for follow-on or tangential research are:  
 Implementation of IPv6 using our research design to identify unknown 
nuances of IPv6. 
 Execution of scenarios using split IP (combination of IPv4 and IPv6 
addresses). 
 Obtain upgraded QualNet subscription to access cellular and advanced 
wireless propagation models. 
 Analyze the ALN from an electromagnetic maneuver warfare perspective 
to determine critical vulnerabilities and military deception tactics.  
 Develop an ALN that connects additional CSGs or ESGs on different 
subnets without the use of any satellite medium and configure scenario to 
allow CSG to transmit to NCTS.   
 Experimentation with STK 11.1.3 and QualNet 10.8 to test 
interoperability. 
 Integration of additional aerial nodes to the ALN to provide a more robust 
suite of services. 
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 Deployment of mini UAV swarms within the CSG MANET to bolster 
communication channels. 
 Determine how to integrate artificial intelligence into the routers leveraged 
to expand the efficiency of the communications traffic. 
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