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Recently there has been considerable interest in Markovian stochastic ﬂuid ﬂow models. A
number of authors have used different methods to calculate quantities of interest. In this
paper, we consider a ﬂuid ﬂow model, formulated so that time is preserved, and derive
expressions for return probabilities to the initial level, the Laplace–Stieltjes transforms (for
arguments with nonnegative real part only) and moments of the time taken to return to the
initial level, excursion probabilities to high/low levels, and the Laplace–Stieltjes transforms of
sojourn times in speciﬁed sets. An important feature of our results is their physical
interpretation within the stochastic ﬂuid ﬂow environment, which is given. This allows for
further implementation of our expressions in the calculation of other quantities of interest.
Novel aspects of our treatment include the calculation of probability densities with respect
to level and an argument under which we condition on the inﬁmum of the levels at which a
‘‘down–up period’’ occurs.
Signiﬁcantly, these results are achieved with techniques applied directly within the ﬂuid ﬂow
model, without the need for discretization or transformation to other equivalent models.
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Stochastic ﬂuid ﬂow models have been studied using a variety of techniques by, for
example, Anick et al. [2], Rogers [22], Asmussen [3], Ramaswami [21], da Silva
Soares and Latouche [24] and, more recently, Ahn and Ramaswami [1]. In such
models, the rate of increase or decrease of the level of a ﬂuid is governed by the state
of an underlying continuous-time Markov chain. Speciﬁcally, when the underlying
Markov chain is in state i, the ﬂuid increases at rate ci, which can be positive, zero or
negative. Of interest have been the questions of when such a model is stable and, if
so, what is its stationary distribution. To address these questions, Anick, Mitra and
Sondhi used spectral methods, Asmussen conditioned on the maximum level of the
ﬂuid in a busy period, Ramaswami conditioned on the last epoch of increase in a
busy period and da Silva Soares and Latouche used conditioning on both the ﬁrst
and the last epochs of increase in a busy period.
Each of Asmussen [3], Ramaswami [21] and da Silva Soares and Latouche [24]
considered a simpliﬁed model in which ci is constrained to be 1 or 1. The reason for
doing this is that more general models can be transformed into such a model, while
preserving the hitting probabilities on the initial level. Moreover, the stationary
distribution of the original model can be shown to be equivalent to that of the
transformed model.
This transformation, however, does not preserve the times taken to traverse
sample paths. Thus, to calculate moments of elapsed times, it is necessary to work
within the general model. We do this here. Like Ramaswami [21], da Silva Soares
and Latouche [24] and Ahn and Ramaswami [1], we apply matrix–analytic methods
[15,17,18,20]. However, unlike them, we work with the original ﬂuid ﬂow model,
rather than an equivalent discrete-level model. Because of this, our expressions have
useful physical interpretations within the stochastic ﬂuid ﬂow environment and can
be applied in further analysis of the model.
Ahn and Ramaswami [1] also considered a general ﬂuid model. They derived
several interesting results for the transient analysis of this model. They achieved
these results by the method of stochastic coupling to a queue. First, they constructed
an appropriate queueing model, then derived several results for this model, and
ﬁnally, by taking limits, derived the results for the original ﬂuid ﬂow model. Our
methodology is signiﬁcantly different. We apply our analysis directly within the ﬂuid
ﬂow model. The technique that we introduce here in order to do so is the calculation
of probability densities with respect to level, combined with an application of the
semi-group property. The performance measures analyzed here are different from
those studied by Ahn and Ramaswami [1], with one exception (see Remark 1 in
Section 3). Our contribution not only has the new methodology, but also yields
important new results.
We achieve our results by conditioning on the inﬁmum of all levels at which a
‘‘down–up period’’ occurs. A ‘‘down–up period’’ occurs when the ﬂuid level has been
decreasing, possibly remained constant for some time, and then begins to increase.
Via this conditioning, we derive expressions for return probabilities, and moments of
the elapsed times taken for return sample paths. We calculate probability densities
ARTICLE IN PRESS
N.G. Bean et al. / Stochastic Processes and their Applications 115 (2005) 1530–15561532with respect to level, and thus treat level like ‘time’. The expressions determined here
can be used to compute return probabilities to the initial level, expected elapsed times
and other moments of these return journeys, excursion probabilities to high/low
levels, and expected sojourn times in speciﬁed sets.
We introduce the ﬂuid ﬂow model in Section 2, and derive the expressions for the
return probabilities to the initial level, the Laplace–Stieltjes transforms and moments
of return times in Section 3. In Section 4 we give formulae for the excursion
probabilities to high/low levels. Here we extend the results, developed by Latouche
and Taylor [16] for a quasi-birth-and-death process with a countable number of
levels, to the ﬂuid model which can be considered to have an uncountable number of
levels. In Section 5 we establish the results for the expected sojourn times in speciﬁed
sets. In view of the existing methods, our approach has important advantages. These
are discussed in Section 6.
In [5], we discuss the implementation of algorithms to compute the expressions
given here. Further, in [6] we shall consider a model in which the ﬂuid level is
bounded, both from below and above, and derive expressions for the Laplace–S-
tieltjes transforms of several time-related performance measures.2. Fluid ﬂow model
Our model is of a class discussed before by a number of authors. Notable amongst
these are Anick et al. [2], Rogers [22], Asmussen [3], Ramaswami [21], da Silva
Soares and Latouche [24], and Ahn and Ramaswami [1]. Let bMðtÞ 2 Rþ denote the
level of ﬂuid in a container at time t. The rate of increase of bMðtÞ is determined by the
state jðtÞ of a continuous-time Markov chain with ﬁnite state spaceS and generator
T ¼ ½Tij . Speciﬁcally, when bMðtÞ40, the rate of increase of bMðtÞ is equal to cjðtÞ,
which may be positive, negative or zero. If bMðtÞ ¼ 0, then bMðtÞ can change only if
cjðtÞ40, in which case the rate of increase is cjðtÞ. Let S0, S1 and S2 denote the set
of states, or phases, i 2S for which ci ¼ 0, ci40 and cio0, respectively.
We shall need to consider the ‘‘doubly inﬁnite’’ ﬂuid process fðMðtÞ;jðtÞÞ : t 2 Rþg,
constructed from ð bMðtÞ;jðtÞÞ by allowing negative ﬂuid values. This process has
 ﬂuid level MðtÞ 2 R,
 phase jðtÞ 2S, which moves according to an irreducible Markov chain with
inﬁnitesimal generator T, and net rate ci of input to the inﬁnite ﬂuid buffer for all MðtÞ 2 R, which is zero when
i 2S0, positive if i 2S1 and negative if i 2S2.
Let jS0j ¼ s0, jS1j ¼ s1, jS2j ¼ s2 and partition the generatorT according to S ¼
S0 [S1 [S2 so that
T ¼
T00 T01 T02
T10 T11 T12
T20 T21 T22
264
375.
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be a diagonal s2  s2 matrix such that ½C2ii ¼ ci for all i 2S2. Let li ¼ ½Tii and
L be the diagonal s1  s1 matrix such that Lii ¼ li for all i 2S1.
Observe that the transition structure of the process ðMðtÞ;jðtÞÞ is independent of
the ﬂuid level, that is the process ðMðtÞ;jðtÞÞ is ﬂuid-level homogenous. The
transition structure of the process ð bMðtÞ;jðtÞÞ is independent of the ﬂuid level away
from level zero. The process ð bMðtÞ;jðtÞÞ is upward homogenous.
If the process ð bMðtÞ;jðtÞÞ is positive recurrent, then the process ðMðtÞ;jðtÞÞ must
be transient. In physical terms, if there is a downward drift (to level zero) in the
process ð bMðtÞ;jðtÞÞ, then the process ðMðtÞ;jðtÞÞ will also have a downward drift
(to 1). By the same argument, if ð bMðtÞ;jðtÞÞ is transient (with drift to þ1), then
the process ðMðtÞ;jðtÞÞ is transient (with drift to þ1). Finally, if ð bMðtÞ;jðtÞÞ is null
recurrent, then ðMðtÞ;jðtÞÞ is null recurrent.3. Return times to the initial level
Let yðxÞ ¼ infft40 : MðtÞ ¼ xg be the ﬁrst passage time to level x in the process
ðMðtÞ;jðtÞÞ.
For all i 2S1 and j 2S2, let
Cij ¼ P½yðzÞo1; jðyðzÞÞ ¼ j j Mð0Þ ¼ z;jð0Þ ¼ i,
Xji ¼ P½yðzÞo1; jðyðzÞÞ ¼ i j Mð0Þ ¼ z;jð0Þ ¼ j
and let C ¼ ½Cij and X ¼ ½Xij . The entry Cij is the probability that, starting from
level z in phase i 2S1, the process ðMðtÞ;jðtÞÞ ﬁrst returns to level z in ﬁnite time
and does so in phase j 2S2, while avoiding levels below z. The entry Xji is the
probability that, starting from level z in phase j 2S2, the process ðMðtÞ;jðtÞÞ ﬁrst
returns to level z in ﬁnite time, and does so in phase i 2S1, while avoiding levels
above z. Note that, since these probabilities do not depend on the starting level, we
have dropped the subscript z from the notation.
We can deﬁne a level-independent matrix analogous to C for the process
ð bMðtÞ;jðtÞÞ. In fact, because of the upward homogeneity of both processes, this
matrix is the same as C. However, we cannot deﬁne a level-independent matrix
analogous to X for the process ð bMðtÞ;jðtÞÞ, because the inﬂuence of the boundary
level zero ensures that the probability analogous to Xij depends on z.
Note the symmetry of the matrices C and X. First, observe that the set of paths starting from level z in some phase inS1, ﬁrst reach level z in ﬁnite
time, and do so in some phase in S2, while avoiding levels below z,
is symmetrical to the set of paths starting from level z in some phase inS2, ﬁrst reach level z in ﬁnite
time, and do so in some phase in S1, while avoiding levels above z.
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swapping S1 and S2 and any relevant notation.
For i 2S1, let
ciðj; uÞ ¼ P½yðzÞpu; jðyðzÞÞ ¼ j j Mð0Þ ¼ z;jð0Þ ¼ i. (1)
The function ciðj; uÞ is the joint probability mass/distribution function that, starting
from level z in phase i 2S1, the process ðMðtÞ;jðtÞÞ ﬁrst returns to level z at time less
than or equal to u, and does so in phase j 2S2, while avoiding levels below z. Deﬁne
the matrix cðuÞ such that ½cðuÞij ¼ ciðj; uÞ. It follows that
C ¼
Z 1
0
dcðuÞ. (2)
The matrices recording the nth moments of the return times are
U ðnÞ ¼
Z 1
0
un dcðuÞ. (3)
So, for example, U ð1Þij is the expected elapsed time of a return journey to the initial
level, which starts in phase i 2S1 and ends in phase j 2S2.
Below we develop a method for calculating the return probabilities Cij , and the
moments U ðnÞij of the return times. We do this by calculating the Laplace–Stieltjes
transforms of the return times. Expressions for Xij and corresponding expected
elapsed times and other moments follow by symmetry. First, we introduce the
important matrix QðsÞ and establish two supporting lemmas, which contain the
physical interpretation of the matrices in QðsÞ. The main result of this section is
contained in Theorem 1, which gives two expressions for the Laplace–Stieltjes
transform Lð½cðuÞijÞ of ½cðuÞij . As corollaries, we subsequently give the results for
Cij, U
ð1Þ
ij and other moments. In the proof of Theorem 1, we introduce a new
technique: conditioning on the inﬁmum of all levels at which a ‘‘down–up period’’
occurs.
Let
Q ¼
Q11 Q12
Q21 Q22
" #
,
where
Q11 ¼ C11 ½T11  T10ðT00Þ1T01,
Q22 ¼ C12 ½T22  T20ðT00Þ1T02,
Q12 ¼ C11 ½T12  T10ðT00Þ1T02,
Q21 ¼ C12 ½T21  T20ðT00Þ1T01.
Asmussen [3, Lemma 3.1] and Rogers [22] suggested ‘‘pre-processing’’ a ﬂuid model
identical to ours into a process with net input rates restricted to 1 and 1 only and
transition rates between phases given by Q. This mapping does not change the
matrices C and X. Consequently, by the expressions for the model with net input
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C ¼
Z 1
0
eQ11xQ12e
ðQ22þQ21CÞx dx
¼
Z 1
0
eðQ11þCQ21ÞxQ12e
Q22x dx.
However, the above-mentioned pre-processing does not preserve the elapsed times
of sample paths that return to the initial level, and so cannot be used if we are
interested in the Laplace–Stieltjes transforms and moments U ðnÞij of the return times.
Therefore, we introduce the following important matrix, which is useful for
calculating these quantities. Let
QðsÞ ¼
Q11ðsÞ Q12ðsÞ
Q21ðsÞ Q22ðsÞ
" #
,
where, for s with ReðsÞX0,
Q11ðsÞ ¼ C11 ½ðT11  sIÞ  T10ðT00  sIÞ1T01,
Q22ðsÞ ¼ C12 ½ðT22  sIÞ  T20ðT00  sIÞ1T02,
Q12ðsÞ ¼ C11 ½T12  T10ðT00  sIÞ1T02,
Q21ðsÞ ¼ C12 ½T21  T20ðT00  sIÞ1T01. ð4Þ
Note that Q  Qð0Þ. The condition ReðsÞX0 guarantees the existence of the
inverse ðT00  sIÞ1. Lemmas 1 and 2 below contain the physical interpretation of
the matrices in QðsÞ.
Let f ðtÞ ¼ R t0 jcjðtÞjdt. f ðtÞX0 can be interpreted as the total amount of ﬂuid that
has ﬂowed into or out of the buffer during the time interval ð0; t. Let
oðxÞ ¼ infft40 : f ðtÞ ¼ xg. For i; j 2S1 [S2, let
dyi ðj; tÞ ¼ P½oðyÞpt;jðoðyÞÞ ¼ jjMð0Þ ¼ 0;jð0Þ ¼ i. (5)
The function dyi ðj; tÞ is the joint probability mass/distribution function that, starting
from level zero in phase i, the total amount of ﬂuid that has ﬂown into or out of the
buffer ﬁrst reaches y at time less than or equal to t, and does so in phase j. Let D^
yðsÞ
be the matrix of the Laplace–Stieltjes transforms whose ði; jÞth entry isR1
0 e
st ddyi ðj; tÞ. Also, let dyðuÞ be such that ½dyðuÞij ¼ dyi ðj; uÞ.
Below we show that the matrix D^
yðsÞ deﬁnes a semigroup and that the matrix QðsÞ
is the generator of this semigroup.
Lemma 1. For ReðsÞX0, the matrix D^yðsÞ is given by
D^
yðsÞ ¼ eQðsÞy.
Proof. For all y40, z40, we have
dyþzi ðj; tÞ ¼
X
k2S
Z t
0
dyi ðk; t  uÞddzkðj; uÞ,
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D^
yþzðsÞ ¼ D^yðsÞD^zðsÞ. (6)
Also,
D^
0ðsÞ ¼ I . (7)
By (6) and (7), fD^yðsÞ; y40g is a continuous semi-group and so, by [8], D^yðsÞ must be
of the form eGðsÞy, where the generator GðsÞ is deﬁned by
GðsÞ ¼ d
dh
D^
hðsÞ

h¼0
. (8)
Assume that the process starts from level zero in phase i and is observed until the
total amount of ﬂuid that has ﬂown into or out of the buffer reaches h40 and does
so in phase j.
We ﬁrst assume i; j 2S1 and show that
½GðsÞij ¼ ½Q11ðsÞij .
Essentially there are only three cases to consider for small h, as all other events
happen with probability oðhÞ.1. The phase process remains in phase i until the total amount of ﬂuid that has ﬂown
into or out of the buffer reaches h. Conditioning on this event happening, this
happens at time h=ci and so d
h
i ði; tÞ has a jump at the point t ¼ h=ci and its
Laplace–Stieltjes transform is esðh=ciÞ. Multiply this by the probability density
eliðh=ciÞ of this event and store the result in a diagonal s1  s1 matrix D^h1ðsÞ with
ði; iÞth entry given by
½D^h1ðsÞii ¼ esðh=ciÞeliðh=ciÞ.
It follows that
d
dh
½D^h1ðsÞii

h¼0
¼  s þ li
ci
,
and so
d
dh
D^
h
1ðsÞ

h¼0
¼ C11 ðsI þ LÞ: ð9Þ2. The phase process makes a single transition from i to some phase jai 2S1 when
the total amount of ﬂuid that has ﬂown into or out of the buffer reaches some u in
ð0; h.
 First, the probability that jðtÞ leaves phase i when the total amount of ﬂuid that
has ﬂown into or out of the buffer is less than or equal to u, and so at time less
than or equal to u=ci, is given by 1 eliðu=ciÞ. Differentiating this with respect
to the level u, we see that the probability density that the phase process leaves
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equal to u 2 ð0; h is ðli=ciÞeliðu=ciÞ.
 On leaving the phase i, the probability that jðtÞ moves to phase j is given by
Tij=li.
 The probability that the process remains in phase j until the total amount of
ﬂuid that has ﬂown into or out of the buffer reaches h, that is for the remaining
time ðh  uÞ=cj , is given by eljððhuÞ=cjÞ.Consequently, the probability density that the process makes a single transition
from i to jai 2S1 when the total amount of ﬂuid that has ﬂown into or out of
the buffer is equal to u 2 ð0; h is
1
ci
eliðu=ciÞTijelj ððhuÞ=cjÞ. (10)
When this event occurs, the time at which the total amount of ﬂuid that has ﬂown
into or out of the buffer reaches h is u=ci þ ðh  uÞ=cj. Thus dhi ðj; tÞ has a jump at
the point t ¼ u=ci þ ðh  uÞ=cj with probability density (10). Multiplying
esðu=ciþðhuÞ=cjÞ by the probability density (10) of occurrence and integrat-
ing, results in an s1  s1 matrix D^h2ðsÞ with ði; iÞth entry 0, and ði; jÞth entry,
for iaj, given by
½D^h2ðsÞij ¼
Z h
0
esððu=ciÞþðhuÞ=cjÞ
1
ci
eliðu=ciÞTijeljððhuÞ=cj Þ du.
We have
d
dh
½D^h2ðsÞij

h¼0
¼ d
dh
Tij
ci
ehððsþljÞ=cjÞ
Z h
0
euððliþsÞ=ciðljþsÞ=cjÞ du
 
h¼0
¼ Tij
ci
d
dh
Z h
0
euððliþsÞ=ciðljþsÞ=cjÞ du
 
h¼0
¼ Tij
ci
for iaj,
and so
d
dh
D^
h
2ðsÞ

h¼0
¼ C11 ðT11 þ LÞ. (11)3. The phase process makes a transition from i to some phase in S0 when the total
amount of ﬂuid that has ﬂown into or out of the buffer is in ð0; h, spends some
time in the set S0, and then makes a transition from the set S0 to some phase
j 2S1, and remains in phase j until the total amount of ﬂuid that has ﬂown into
or out of the buffer reaches h.
 By the argument in step 2, the probability density that the phase process leaves
state i when the total amount of ﬂuid that has ﬂown into or out of the buffer is
equal to u 2 ð0; h, and so at time u=ci, is ðli=ciÞeliðu=ciÞ.
 The probability that, on leaving the phase i, jðtÞ moves to k 2S0 is Tik=li.
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then makes a transition from the set S0 to phase j 2S1 is given by ½eT00tT01kj .
 The probability that the phase process remains in phase j as the total amount of
ﬂuid that has ﬂown into or out of the buffer moves from u to h is given by
elj ððhuÞ=cjÞ.Consequently, the probability density that the phase process makes a transition
from i to some phase in S0 when the total amount of ﬂuid that has ﬂown into or
out of the buffer is in u 2 ð0; h, spends time t in the set S0, and then makes a
transition from the set S0 to phase j 2S1, and remains in phase j until the total
amount of ﬂuid that has ﬂown into or out of the buffer reaches h, is given by
1
ci
eliðu=ciÞ½T10eT00tT01ijeljððhuÞ=cjÞ. (12)
When this event occurs, the time taken for the total amount of ﬂuid that has ﬂown
into or out of the buffer to reach h is u=ci þ t þ ðh  uÞ=cj. Multiplying
esðu=ciþtþðhuÞ=cj Þ by the probability density (12) and integrating with respect to
both u and t, results in an s1  s1 matrix D^h3ðsÞ with the ði; jÞth entry, ½D^
h
3ðsÞij given
by Z h
0
esððu=ciÞþðhuÞ=cjÞ
1
ci
eliðu=ciÞ T10
Z 1
0
esteT00tT01 dt
 
ij
eljððhuÞ=cjÞ du.
In a manner similar to step 2, we obtain
d
dh
½D^h3ðsÞij

h¼0
¼ 1
ci
T10
Z 1
0
esteT00tT01 dt
 
ij
,
and so
d
dh
D^
h
3ðsÞ

h¼0
¼ C11 T10ðT00  sIÞ1T01. (13)
Now, by (8), (9), (11) and (13), we have, for i; j 2S1,
½GðsÞij ¼
d
dh
D^
hðsÞ

h¼0
 
ij
¼ d
dh
ðD^h1ðsÞ þ D^
h
2ðsÞ þ D^
h
3ðsÞÞ

h¼0
 
ij
¼ ½C11 fðT11  sIÞ  T10ðT00  sIÞ1T01gij
¼ ½Q11ðsÞij.
The proof for the matrix Q12ðsÞ follows by an argument analogous to steps 2 to 3
of the proof above (Simply, replace j 2S1, T11, T01 and Q11ðsÞ with j 2S2, T12, T02
and Q12ðsÞ, respectively). The results for the matrices Q22ðsÞ and Q21ðsÞ follow by
symmetry. &
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period’’, which we later use in our conditioning in the proof of Theorem 1. Assume
that the process ðMðtÞ;jðtÞÞ starts from some level z in some phase i 2S1 [S2. If
i 2S1, we let w0 ¼ 0, and, for nX0,
tnþ1 ¼ infft 2 ðwn;1Þ : jðtÞ 2 S2g,
xnþ1 ¼ infft 2 ðwn; tnþ1Þ : MðtÞ ¼ Mðtnþ1Þg,
wnþ1 ¼ infft 2 ðtnþ1;1Þ : jðtÞ 2 S1g,
Znþ1 ¼ infft 2 ðtnþ1; wnþ1Þ : MðtÞ ¼ Mðwnþ1Þg.
Similarly, if i 2S2, we let t0 ¼ 0, and, for nX0,
wnþ1 ¼ infft 2 ðtn;1Þ : jðtÞ 2 S1g,
Znþ1 ¼ infft 2 ðtn; wnþ1Þ : MðtÞ ¼ Mðwnþ1Þg,
tnþ1 ¼ infft 2 ðwnþ1;1Þ : jðtÞ 2 S2g,
xnþ1 ¼ infft 2 ðwnþ1; tnþ1Þ : MðtÞ ¼ Mðtnþ1Þg.
If a transition from S1 to S2 occurs at tn, then xn ¼ tn. However, it might also
happen that a transition fromS0 toS2 occurs at tn, in which case xn is the time that
jðtÞ entersS0, which is strictly less than tn. A portion of the sample path that starts
at time xi and ends at time ti is referred to as an ‘‘up–down period’’. Similarly, a
portion of the sample path that starts at time Zi and ends at time wi is referred to as a
‘‘down–up period’’. In Fig. 1 below, an ‘‘up–down’’ period is indicated with a thick-
solid line and two ‘‘down–up’’ periods are indicated with a thick-dashed line and a
star, respectively.
Next, we deﬁne matrices A^
yðsÞ, B^yðsÞ, G^yðsÞ and D^yðsÞ. In Lemma 2 we give the
expressions for these matrices in terms of the matrices Q11ðsÞ, Q22ðsÞ, Q12ðsÞ and
Q21ðsÞ, respectively.
Assume that the process ðMðtÞ;jðtÞÞ starts in phase i 2S1 at level zero and stays
in the set S1 [S0 at least until reaching level y40. For i; j 2S1, let
ayi ðj; tÞ ¼ P½yðyÞpt;jðyðyÞÞ ¼ j; Mðt1ÞXyjMð0Þ ¼ 0;jð0Þ ¼ i. (14)
ayi ðj; tÞ is the joint probability mass/distribution function that, starting from level
zero in phase i, the process ﬁrst reaches level y at time less than or equal to t, and
does so in phase j, and the level at time t1 is greater than or equal to y. Let A^
yðsÞ be
the matrix of the Laplace–Stieltjes transforms whose ði; jÞth entry is R10 est dayi ðj; tÞ.
Also, let ayðuÞ be such that ½ayðuÞij ¼ ayi ðj; uÞ.
Similarly, assume that the process ðMðtÞ;jðtÞÞ starts in phase i 2S2 at level y40
and stays in the set S2 [S0 at least until reaching level zero. For i; j 2S2, let
byi ðj; tÞ ¼ P½yð0Þpt;jðyð0ÞÞ ¼ j; Mðw1Þp0jMð0Þ ¼ y;jðyÞ ¼ i. (15)
byi ðj; tÞ is the joint probability mass/distribution function that, starting from level y in
phase i, the process ﬁrst reaches level zero at time less than or equal to t, and does so
in phase j, and the level at time w1 is less than or equal to zero. Let B^
yðsÞ be the
matrix of the Laplace–Stieltjes transforms whose ði; jÞth entry is R10 est dbyi ðj; tÞ.
Also, let byðuÞ be such that ½byðuÞij ¼ byi ðj; uÞ.
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Fig. 1. A sample path and its ‘‘up–down’’ and ‘‘down–up’’ periods.
N.G. Bean et al. / Stochastic Processes and their Applications 115 (2005) 1530–15561540Assume that the process ðMðtÞ;jðtÞÞ starts in phase i 2S1 at level zero. For
i 2S1, j 2S2, y40, let
gyi ðj; tÞ ¼ P½t1pt; Mðt1Þpy;jðt1Þ ¼ jjMð0Þ ¼ 0;jð0Þ ¼ i. (16)
gyi ðj; tÞ is the joint probability mass/distribution function that, starting from level zero
in phase i 2S1, the process ﬁrst enters the setS2 at time less than or equal to t and
at level less than or equal to y, and does so in phase j. Let G^
yðsÞ be the matrix of the
Laplace–Stieltjes transforms whose ði; jÞth entry is R10 est dgyi ðj; tÞ, and let gyðuÞ be
such that ½gyðuÞij ¼ gyi ðj; uÞ.
Similarly, assume that the process ðMðtÞ;jðtÞÞ starts in phase i 2S2 at some level
y40. For i 2S2, j 2S1, let
dyi ðj; tÞ ¼ P½w1pt; Mðw1ÞX0;jðw1Þ ¼ jjMð0Þ ¼ y;jð0Þ ¼ i. (17)
dyi ðj; tÞ is the joint probability mass/distribution function that, starting from level y in
phase i 2S2, the process ﬁrst enters the setS1 at time less than or equal to t and at
level greater than or equal to zero, and does so in phase j. Let D^
yðsÞ be the matrix of
the Laplace–Stieltjes transforms whose ði; jÞth entry is R10 est ddyi ðj; tÞ, and let dyðuÞ
be such that ½dyðuÞij ¼ dyi ðj; uÞ.
The result below states that the families of matrices A^
yðsÞ and B^yðsÞ deﬁne
semigroups and that the matrices Q11ðsÞ and Q22ðsÞ are generators of these
semigroups. Further, it contains a physical interpretation for the matrices Q12ðsÞ and
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yðsÞ and D^yðsÞ, respectively. Note that Q11ð0Þ  Q11,
Q22ð0Þ  Q22, Q12ð0Þ  Q12 and Q21ð0Þ  Q21.
Lemma 2. Let ReðsÞX0. The matrices A^yðsÞ and B^yðsÞ are given by
A^
yðsÞ ¼ eQ11ðsÞy and B^yðsÞ ¼ eQ22ðsÞy.
The matrices G^
yðsÞ and D^yðsÞ satisfy the equations
d
dh
G^
hðsÞ

h¼0
¼ Q12ðsÞ and
d
dh
D^
hðsÞ

h¼0
¼ Q21ðsÞ.
Proof. The result for A^
yðsÞ follows by an argument analogous to the proof of
Lemma 1. The result for G^
yðsÞ follows by an argument analogous to steps 2 and 3 in
the proof of Lemma 1 (simply, replace j 2S1, T11, T01 and Q11ðsÞ with j 2S2, T12,
T02 and G^
yðsÞ, respectively).
The results for B^
yðsÞ and D^yðsÞ follow then by symmetry. &
Corollary 1. Suppose that the process ðMðtÞ;jðtÞÞ starts from level zero in phase
i 2S1. The probability that it will first reach level y at some finite time afterwards, and
do so in phase j 2S1 while the phase process stays in the set S1 [S0 is given by the
ði; jÞth entry of the matrix
eQ11y. (18)
The expected elapsed time of this journey is given by the ði; jÞth entry of the matrix
X1
n¼1
yn
n!
Xn1
i¼0
ðQ11ÞiC11 ½I þ T10ðT100 Þ2T01ðQ11Þn1i. (19)
Similarly, suppose that the process ðMðtÞ;jðtÞÞ starts from level y in phase i 2S2. The
probability that it will first reach level zero at some finite time afterwards, and do so in
phase j 2S2, while the phase process stays in the set S2 [S0 is given by the ði; jÞth
entry of the matrix
eQ22y. (20)
The expected elapsed time of this journey is given by the ði; jÞth entry of the matrix
X1
n¼1
yn
n!
Xn1
i¼0
ðQ22ÞiC12 ½I þ T20ðT100 Þ2T02ðQ22Þn1i. (21)
Proof. We prove (18) and (19) for the case i; j 2S1. Expressions (20) and (21) follow
by symmetry. Let sX0. Note that Q11ðsÞepQ11e, and so A^
yðsÞ exists. Therefore, the
change of order of limit and inﬁnite summation, and the change of order of
differentiation and inﬁnite summation, in the proof below, are justiﬁed.
To obtain (18), take the limit as s ! 0þ in A^yðsÞ. Matrix (19) recording the
expected elapsed times is given by lims!0þ ðd=dsÞA^
yðsÞ. Differentiating A^yðsÞ with
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lim
s!0þ
d
ds
A^
yðsÞ ¼ lim
s!0þ
X1
n¼1
ððd=dsÞ½Q11ðsÞnÞyn
n!
¼
X1
n¼1
yn
n!
Xn1
i¼0
ðQ11Þi lim
s!0þ
d
ds
Q11ðsÞ
 
Qni111 .
Note that
lim
s!0þ
d
ds
Q11ðsÞ ¼ lim
s!0þ
d
ds
C11 ðT11  sIÞ þ T10
Z 1
0
esueT00u du
 
T01
 
¼  C11 I þ T10
Z 1
0
ueT00u du
 
T01
 
¼  C11 ½I þ T10ðT100 Þ2T01
and so the result follows. &
Lemma 3. For s with ReðsÞX0, the spectra of Q11ðsÞ and Q22ðsÞ are contained in the
open left-half plane.
Proof. Note that eQ11ðsÞ is a matrix recording Laplace transforms of a probability
function. From the physical interpretation of the matrix eQ11ðsÞ given in Lemma 1, for
ReðsÞX0 and y40 we have keQ11ðsÞyko1. Consequently, by [9, Theorem 3.14], the
spectrum of Q11ðsÞ is contained in the open left-half plane. An identical argument
holds for Q22ðsÞ. &
Let C^ðsÞ be the matrix such that ½C^ðsÞij ¼Lð½cðuÞijÞ. Thus, for i 2S1 and
j 2S2, C^ðsÞ records the Laplace–Stieltjes transforms of the times taken by sample
paths that start in phase i at level z and ﬁrst return to level z in phase j, while
avoiding levels below zero.
Theorem 1. The matrix C^ðsÞ satisfies
C^ðsÞ ¼
Z 1
0
eQ11ðsÞyðQ12ðsÞ þ C^ðsÞQ21ðsÞC^ðsÞÞeQ22ðsÞy dy. (22)
For ReðsÞX0, this integral exists and satisfies the equation
Q12ðsÞ þ C^ðsÞQ21ðsÞC^ðsÞ þ Q11ðsÞC^ðsÞ þ C^ðsÞQ22ðsÞ ¼ 0. (23)
Furthermore, if s is real then C^ðsÞ is the minimal nonnegative solution of this equation.
Remark 1. Ahn and Ramaswami [1] also studied the matrix C^ðsÞ, but their
methodology was different. They studied a sequence of discrete level processes
that converge to the ﬂuid ﬂow process in the limit. The analysis here is applied
directly within the ﬂuid ﬂow model. Eqs. (31)–(33) in Theorem 12 in [1] reduce to
(23). As pointed out in [1], the solutions to this equation for a ﬁxed complex s are
not unique. Our observation that, for real s, C^ðsÞ is the minimal nonnegative solution
is new.
ARTICLE IN PRESS
N.G. Bean et al. / Stochastic Processes and their Applications 115 (2005) 1530–1556 1543Proof. Assuming that the process ðMðtÞ;jðtÞÞ starts from level zero in some phase in
S1, let
ðZ; wÞ ¼ ððZr; wrÞ : MðwrÞ ¼ inf
i
MðwiÞ; wi 2 ð0; yð0ÞÞ; i; rX1Þ,
s1 ¼ infft 2 ð0; yð0ÞÞ : MðtÞ ¼ MðwÞg,
s2 ¼ supft 2 ð0; yð0ÞÞ : MðtÞ ¼ MðwÞg.
Thus Z and w are the times marking the beginning and the end of the ‘‘down–up
period’’ which occurs at the minimum level reached during the time interval ð0; yð0ÞÞ.
These are unique with probability one. The times s1 and s2 mark the ﬁrst and the
last time this minimum level is reached, respectively.
Also, let
ðx; tÞ ¼ ððxr; trÞ : MðtrÞ ¼ sup
i
MðtiÞ; ti 2 ð0; yð0ÞÞ; i; rX1Þ.
x and t are times marking the beginning and the end of the ‘‘up–down period’’
which occurs at the maximum level reached during the time interval ð0; yð0ÞÞ.
Assume that the process ðMðtÞ;jðtÞÞ starts from level zero in phase i 2S1 and
reaches level zero again at some ﬁnite time afterwards, and does so in phase j 2S2,
while avoiding levels below zero. During this journey, either there are no ‘‘down–up periods’’, or
 there is a positive number of ‘‘down–up periods’’.Denote the matrix recording the Laplace–Stieltjes transforms of elapsed times for
sample paths of the ﬁrst type by J^1ðsÞ. By conditioning on y ¼ MðtÞ, the maximum
level reached, we partition the sample path starting from ﬂuid level zero in phase
i 2S1 and returning to level 0 in phase j 2S2 into the three following stages (see
Fig. 2): The phase process remains in S1 [S0 for the duration of time v ¼ x, until it
reaches level y and does so in some phase k 2S1. An ‘‘up–down period’’ occurs at the end of which, at time t, the phase process
enters the set S2, and does so in some phase ‘ whereupon the ﬂuid level begins to
decrease. Starting from level y and phase ‘, the phase process remains in S2 [S0 for the
duration of time z ¼ yð0Þ  t, until it ﬁrst returns to level zero, and does so in
phase j 2S2.
Conditioning on y, by Lemma 2, we can express J^1ðsÞ in the form
J^1ðsÞ ¼
Z 1
y¼0
Z 1
v¼0
Z 1
z¼0
esðvþzÞ dayðvÞQ12ðsÞdbyðzÞdy
¼
Z 1
0
A^
yðsÞQ12ðsÞB^
yðsÞdy.
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Fig. 2. A sample path and its level y.
N.G. Bean et al. / Stochastic Processes and their Applications 115 (2005) 1530–15561544In order to calculate the matrix recording the Laplace–Stieltjes transforms of elapsed
times for sample paths of the second type, denoted by J^2ðsÞ, we condition on the
level w ¼ MðwÞ, the inﬁmum of all levels in a sample path, at which a ‘‘down–up
period’’ occurs. We illustrate this in Fig. 3. Note that this conditioning is analogous
to the conditioning used for the simple random walk by Kennedy [14].
A sample path starting from ﬂuid level zero in phase i 2S1 and returning to level
0 in phase j 2S2 can be broken up into ﬁve stages. These are: The phase process remains in S1 [S0 for the duration of time v ¼ s1, until it
reaches level w and does so in some phase k 2S1. Starting from level w and phase k 2S1, the process remains in levels above w for
the duration of time at most n, until it ﬁrst returns to level w in some phase
k0 2S2, at time Z. By the spatial homogeneity of the process, the probability
distribution for this path is cðnÞkk0 . A ‘‘down–up period’’ occurs at the end of which, at time w, the phase process
enters the set S1, and does so in some phase ‘
0 2S1 whereupon the ﬂuid level
begins to increase. Starting from level w and phase ‘0 2S1, the process remains in levels above w for
the duration of time at most u, until it ﬁrst returns to level w, and does so in some
phase ‘ 2S2, at time s2. The probability distribution of this path is cðuÞ‘0‘. Starting from level w and phase ‘ 2S2, the phase process remains inS2 [S0 for
the duration of time z ¼ yð0Þ  s2, until it ﬁrst returns to level zero, and does so in
phase j 2S2.
ARTICLE IN PRESS
time
flu
id
 le
ve
l
w
σ1 η* χ* σ2
Fig. 3. A sample path and its level w.
N.G. Bean et al. / Stochastic Processes and their Applications 115 (2005) 1530–1556 1545Conditioning on w, by Lemma 2, we can express J^2ðsÞ in the formZ 1
w¼0
Z 1
v¼0
Z 1
n¼0
Z 1
u¼0
Z 1
z¼0
esðvþnþuþzÞ dawðvÞdcðnÞQ21ðsÞdcðuÞdbwðzÞdw
¼
Z 1
w¼0
A^
wðsÞC^ðsÞQ21ðsÞC^ðsÞB^
wðsÞdw.
Since C^ðsÞ ¼ J^1ðsÞ þ J^2ðsÞ, (22) follows by Lemma 2. By Lemma 3 and Theorem 9.2
in [7], the integral
Y ¼
Z 1
0
eQ11ðsÞyðQ12ðsÞ þ C^ðsÞQ21ðsÞC^ðsÞÞeQ22ðsÞy dy
exists and is a solution to the equation
Q11ðsÞY þ YQ22ðsÞ ¼ ðQ12ðsÞ þ C^ðsÞQ21ðsÞC^ðsÞÞ,
and so, by (22), (23) follows. It only remains to prove that for sX0 C^ðsÞ is the
minimal nonnegative solution. This can be done by following standard techniques
[15,19]. Let C^nðsÞ be the Laplace–Stieltjes transform C^ðsÞ restricted to paths with at
most n ‘‘down–up periods’’ so that
C^ðsÞ ¼ lim
n!1
C^nðsÞ.
We can show by mathematical induction that for sX0 the sequence fC^nðsÞg is
increasing and bounded from above by any nonnegative solution to (23).
Consequently, its limit C^ðsÞ is the minimal nonnegative solution of (23). &
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N.G. Bean et al. / Stochastic Processes and their Applications 115 (2005) 1530–15561546As corollaries of Theorem 1, we establish equations for Cij and other moments.
The result below includes two such equations. As far as the authors know, the ﬁrst is
new. For the model with nonzero net input rates, an equation analogous to the
second was earlier established by Rogers [22] using Wiener–Hopf factorization. This
is a nonsymmetric Riccati equation, the algorithmic solution of which was discussed
by Guo [12]. We discuss the physical interpretations of these algorithms and
compare their performance in [5].
Corollary 2. The matrix C satisfies
C ¼
Z 1
0
eQ11y½Q12 þCQ21CeQ22y dy. (24)
Furthermore, C is the minimal nonnegative solution of
Q12 þCQ21Cþ Q11CþCQ22 ¼ 0. (25)
Proof. Let sX0. The result follows from Theorem 1 by taking limits as s ! 0þ. &
For notational convenience we write U ð0Þ ¼ C. The next result gives a recursive
formula, which allows for the calculation of the matrix U ðnÞ, once the matrices U ð0Þ,
U ð1Þ,y,U ðn1Þ are known. To solve equations such as (27) below, we recommend the
Bartels–Stewart algorithm [4]. Here, and throughout, we deﬁne
P‘
k ð. . .Þ  0 if k4‘.
Corollary 3. If the matrix P, defined as the Kronecker sum
P ¼ ðQ22 þ Q21CÞt  ðQ11 þCQ21Þ (26)
is nonsingular, then, for nX1, the matrix U ðnÞ is finite and is the unique solution of the
equation,
ðQ11 þCQ21ÞU ðnÞ þ U ðnÞðQ22 þ Q21CÞ
¼ ð1Þnþ1QðnÞ12 C
Xn
j¼1
ð1Þj n
j
 
Q
ðjÞ
21U
ðnjÞ

Xn1
i¼1
n
i
 
U ðiÞ
Xni
j¼0
ð1Þj n  1
j
 
Q
ðjÞ
21U
ðnijÞ

Xn
i¼1
ð1Þi n
i
 
Q
ðiÞ
11U
ðniÞ 
Xn1
i¼0
ð1Þni n
i
 
U ðiÞQ ðniÞ22 , ð27Þ
where
Q
ð0Þ
21 ¼ Q21,
Q
ð1Þ
11 ¼ C11 ½I þ T10ðT100 Þ2T01,
Q
ð1Þ
22 ¼ C12 ½I þ T20ðT100 Þ2T02,
Q
ðiÞ
11 ¼ i!C11 T10ðT100 Þiþ1T01; i41,
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ðiÞ
22 ¼ i!C12 T20ðT100 Þiþ1T02; i41,
Q
ðiÞ
12 ¼ i!C11 T10ðT100 Þiþ1T02; iX1,
Q
ðiÞ
21 ¼ i!C12 T20ðT100 Þiþ1T01; iX1.
If the matrix P is singular, then U ðnÞ is infinite.
Proof. Let sX0. The matrices QðiÞ11, Q
ðiÞ
22, Q
ðiÞ
12 and Q
ðiÞ
21 as deﬁned above are the limits
as s ! 0þ of the ith derivatives of Q11ðsÞ, Q22ðsÞ, Q12ðsÞ and Q21ðsÞ with respect to s.
Differentiating (23) n times with respect to s and taking limits as s ! 0þ gives, by
Leibnitz’s rule [10],
0 ¼ QðnÞ12 þ
Xn
i¼0
ð1Þi n
i
 
U ðiÞ
Xni
j¼0
ð1Þnij n  i
j
 
Q
ðjÞ
21U
ðnijÞ
þ
Xn
i¼0
ð1Þni n
i
 
Q
ðiÞ
11U
ðniÞ þ
Xn
i¼0
ð1Þi n
i
 
U ðiÞQðniÞ22 , ð28Þ
where
Xn
i¼0
ð1Þi n
i
 
U ðiÞ
Xni
j¼0
ð1Þnij n  i
j
 
Q
ðjÞ
21U
ðnijÞ
¼
Xn1
i¼1
n
i
 
U ðiÞ
Xni
j¼0
ð1Þnj n  i
j
 
Q
ðjÞ
21U
ðnijÞ þ ð1ÞnU ðnÞQ21C
þC
Xn
j¼1
ð1Þnj n
j
 
Q
ðjÞ
21U
ðnjÞ þ ð1ÞnCQ21U ðnÞ, ð29Þ
Xn
i¼0
ð1Þni n
i
 
Q
ðiÞ
11U
ðniÞ ¼
Xn
i¼1
ð1Þni n
i
 
Q
ðiÞ
11U
ðniÞ þ ð1ÞnQ11U ðnÞ, (30)
and
Xn
i¼0
ð1Þi n
i
 
U ðiÞQðniÞ22 ¼
Xn1
i¼0
ð1Þi n
i
 
U ðiÞQðniÞ22 þ ð1ÞnU ðnÞQ22. (31)
Eq. (27) follows by (28), (29), (30) and (31). By [11] and mathematical induction, ifP
is nonsingular, then for all nX1 (27) has a unique solution and U ðnÞ is ﬁnite.
Otherwise, U ðnÞ is inﬁnite. &
By putting n ¼ 1 in Corollary 3 we have a method for calculating the expected
elapsed times U ð1Þij . Once C is known, the matrix U
ð1Þ can be computed using the
Bartels–Stewart algorithm [4].
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expected elapsed times U ð1Þij , is finite and is the unique solution of the equation
ðQ11 þCQ21ÞU ð1Þ þ U ð1ÞðQ22 þ Q21CÞ
¼ C11 T10ðT100 Þ2T02 CC12 T20ðT100 Þ2T01C
 C11 ½I þ T10ðT100 Þ2T01CCC12 ½I þ T20ðT100 Þ2T02.
If P is singular, then U ð1Þ is infinite.
Note that if the matrix P is nonsingular, then by Corollary 4 the matrix U ð1Þ is ﬁnite,
which implies that the process is either positive recurrent or transient. Conversely, if
the matrix P is singular, then the process is null recurrent.
4. Excursion probabilities
In the previous section we considered probabilities and elapsed times for sample
paths that return to the initial starting level. In this section, we study sample paths
that move to a level different from their initial starting point. We speciﬁcally are
interested in sample paths over which the level MðtÞ increases or decreases by some
amount x.
For all i, j 2S1 [S2, z 2 R and x40, let
GijðxÞ ¼ P½yðz  xÞo1; jðyðz  xÞÞ ¼ j j Mð0Þ ¼ z;jð0Þ ¼ i, (32)
and
HijðxÞ ¼ P½yðz þ xÞo1; jðyðz þ xÞÞ ¼ j j Mð0Þ ¼ z;jð0Þ ¼ i. (33)
Also, let Gð0Þ ¼ limx!0þ GðxÞ and Hð0Þ ¼ limx!0þ HðxÞ. GijðxÞ is the probability
that, starting from level z in phase i 2S1 [S2, the process ðMðtÞ;jðtÞÞ will ﬁrst
reach level ðz  xÞ in ﬁnite time and do so in phase j 2S1 [S2. HijðxÞ is the
probability that, starting from level z in phase i 2S1 [S2, the process ðMðtÞ;jðtÞÞ
will ﬁrst reach level ðz þ xÞ in ﬁnite time and do so in phase j 2S1 [S2. Since
ðMðtÞ;jðtÞÞ is a homogenous process, the matrices GðxÞ and HðxÞ are level
independent. Consequently, we have dropped the subscript z from the notation.
We can deﬁne a level-independent matrix bGðxÞ analogous to GðxÞ for the process
ð bMðtÞ;jðtÞÞ. The matrix bGðxÞ is, in fact, the same as GðxÞ, because of the upward
homogeneity of both processes. We cannot, however, deﬁne a level-independent
matrix analogous to HðxÞ for the process ð bMðtÞ;jðtÞÞ, because ð bMðtÞ;jðtÞÞ is not
downward homogeneous: for the process ð bMðtÞ;jðtÞÞ, the probabilities of ﬂuid level
ﬁrst reaching level ðz þ xÞ in ﬁnite time, starting from level z, depend on the choice of
the initial level z.
Also, for all i, j 2S1 [S2 and 0pxoy, let
Gijðx; yÞ ¼ P½yð0Þo1; yð0ÞoyðyÞ; jðyð0ÞÞ ¼ j j Mð0Þ ¼ x;jð0Þ ¼ i, (34)
and
Hijðx; yÞ ¼ P½yðyÞo1; yðyÞoyð0Þ; jðyðyÞÞ ¼ j j Mð0Þ ¼ x;jð0Þ ¼ i, (35)
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ability that, starting from level x in phase i 2S1 [S2, the process ðMðtÞ;jðtÞÞ will
ﬁrst reach level zero in ﬁnite time, and do so in phase j 2S1 [S2, while avoiding
level y. Hijðx; yÞ is the probability that, starting from level x in phase i 2S1 [S2,
the process ðMðtÞ;jðtÞÞ will ﬁrst reach level y in ﬁnite time, and do so in phase
j 2S1 [S2, while avoiding level zero.
We can deﬁne level-independent matrices bGðx; yÞ and bHðx; yÞ analogous to Gðx; yÞ
and Hðx; yÞ for the process ð bMðtÞ;jðtÞÞ. In fact bGðx; yÞ ¼ Gðx; yÞ and bHðx; yÞ ¼
Hðx; yÞ. Further, observe the symmetry of formulae for the matrices Gðx; yÞ and
Hðx; yÞ and note that GðxÞ ¼ limy!1 Gðx; yÞ and HðxÞ ¼ limy!1 Hðy; x þ yÞ.
Da Silva Soares and Latouche [24] noted that Cij ¼ limx!0þ ½GðxÞij and
Xji ¼ limx!0þ ½HðxÞji. The matrices C and X can be written in terms of Gðx; yÞ
and Hðx; yÞ via the relation Cij ¼ limy!1 ½Gð0; yÞij and Xji ¼ limx!1 ½Hðx; xÞji.
Below we derive expressions for the matrices GðxÞ and HðxÞ in terms of the
matrices C and X and expressions for the matrices Gðx; yÞ and Hðx; yÞ in terms of the
matrices GðxÞ and HðxÞ.
By [24] we have
GðxÞ ¼
0 G12ðxÞ
0 G22ðxÞ
" #
. (36)
where the decomposition is made according to S1 [S2. Similarly, as cio0 for all
i 2S2, we also have
HðxÞ ¼
H11ðxÞ 0
H21ðxÞ 0
" #
. (37)
Theorem 2. The non-zero blocks of the matrices GðxÞ and HðxÞ in (36) and (37) are
given by
G22ðxÞ ¼ eðQ22þQ21CÞx,
G12ðxÞ ¼ CeðQ22þQ21CÞx,
H11ðxÞ ¼ eðQ11þQ12XÞx,
H21ðxÞ ¼ XeðQ11þQ12XÞx.
Proof. The mapping into a process with unit rates of increase or decrease, discussed
in Section 3 does not change the matrices GðxÞ and HðxÞ. Therefore, as noted in da
Silva Soares and Latouche [24], the expressions for G12ðxÞ and G22ðxÞ follow by a
straightforward adaptation of Theorem 3.2 in Ramaswami [21]. The expressions for
the matrices H11ðxÞ and H21ðxÞ follow by symmetry. &
Corollary 5. The matrices G12ðxÞ, G22ðxÞ, H11ðxÞ and H21ðxÞ are positive matrices for
x40.
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[13], C is a positive matrix and, by symmetry, X is a positive matrix. The result then
follows from Theorem 2. &
Now partition Gðx; yÞ and Hðx; yÞ according to S1 [S2. Note that we have
Gðx; yÞ ¼
0 G12ðx; yÞ
0 G22ðx; yÞ
" #
,
as ci40 for all i 2S1. Similarly,
Hðx; yÞ ¼
H11ðx; yÞ 0
H21ðx; yÞ 0
" #
,
as cio0 for all i 2S2.
Latouche and Taylor [16, Theorem 4.2] established a relationship between
matrices similar to GðxÞ, Gðx; yÞ, HðxÞ, Hðx; yÞ for a countable-level model. An
analogous relationship holds for the uncountable-level model considered here. This
is given in the theorem below.
Theorem 3. For 0pxpy, the matrix
½Gðx; yÞ Hðx; yÞ
is a solution of the equation
½Gðx; yÞ Hðx; yÞ
I HðyÞ
GðyÞ I
" #
¼ ½GðxÞ Hðy  xÞ. (38)
Also,
½Gðx; yÞ Hðx; yÞe ¼ e, (39)
where e is a column of ones of the appropriate dimension.
Proof. The argument here follows that presented in [16]. We assume xoy. The case
x ¼ y follows by taking limits as y ! xþ.
Note that
GðxÞ ¼ Gðx; yÞ þ Hðx; yÞGðyÞ, (40)
because, starting from level x, the ﬁrst visit to level zero can occur either by reaching level zero while avoiding level y, or
 reaching level y while avoiding level zero, and then reaching level zero.By symmetry, we also have
Hðy  xÞ ¼ Hðx; yÞ þ Gðx; yÞHðyÞ. (41)
Hence the matrices Gðx; yÞ and Hðx; yÞ satisfy Eq. (38).
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tion, the matrix GðxÞ is stochastic while HðxÞ is substochastic, but not stochastic. If
the process ð bMðtÞ;jðtÞÞ is null recurrent, then their physical interpretation tells us
that both GðxÞ and HðxÞ are stochastic. If the process ð bMðtÞ;jðtÞÞ is transient, then
the matrix HðxÞ is stochastic, while GðxÞ is substochastic, but not stochastic.
Suppose that the matrix GðxÞ is stochastic. Then by (40) we have
½Gðx; yÞ Hðx; yÞe ¼ Gðx; yÞeþ Hðx; yÞe
¼ ðGðxÞ  Hðx; yÞGðyÞÞeþ Hðx; yÞe
¼ e Hðx; yÞeþ Hðx; yÞe
¼ e,
giving (39). The proof for the case with HðxÞ stochastic is analogous. The physical
interpretation of (39) is that, assuming that the process starts from level x, after some
ﬁnite time and with probability one, it will either reach level zero or reach level y. &
Corollary 6. If ð bMðtÞ;jðtÞÞ is either a positive recurrent or transient process, then for
0pxpy we have
½Gðx; yÞ Hðx; yÞ ¼ ½GðxÞ Hðy  xÞ
I HðyÞ
GðyÞ I
" #1
.
Proof. Since we can directly verify that
I HðyÞ
GðyÞ I
" #1
¼
I HðyÞ
GðyÞ I
" #

ðI  HðyÞGðyÞÞ1 0
0 ðI  GðyÞHðyÞÞ1
" #
,
the corollary follows immediately from Theorem 3, provided we can show that
ðI  HðyÞGðyÞÞ1 and ðI  GðyÞHðyÞÞ1 exist.
Let EiðyÞ be the expected total number of visits to level y, assuming that the
process starts from level y in phase i. Since ð bMðtÞ;jðtÞÞ is transient or positive
recurrent, the process ðMðtÞ;jðtÞÞ is transient by the observations in Section 3.
Hence, EiðyÞ is ﬁnite. Note that
P
j ½ðGðyÞHðyÞÞkij is the probability that starting
from ði; yÞ the process ðMðtÞ;jðtÞÞ alternately visits level zero and y at least k times,
before never visiting y again. Consequently,
P
j ðI  GðyÞHðyÞÞ1ij pEiðyÞ. Hence,
ðI  GðyÞHðyÞÞ1 is ﬁnite. Similarly we can show that ðI  HðyÞGðyÞÞ1ij is ﬁnite. The
result follows. &
5. Sojourn times in speciﬁed sets
Consider the following question. Suppose that the process ðMðtÞ;jðtÞÞ starts from
level zero in phase i 2S1 and then ﬁrst returns to level zero at some ﬁnite time
afterwards, while avoiding levels below zero, and does so in phase j 2S2. What is
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journey? For all i 2S1, j 2S2, let ½U yij ¼ U yij . Let Uy be the time spent above level
y þ z on a sample path that starts with Mð0Þ ¼ z and ﬁnishes at time yðzÞ. For i 2S1
and j 2S2, let
cyi ðj; uÞ ¼ P½Uypu;jðyðzÞÞ ¼ j j Mð0Þ ¼ z;jð0Þ ¼ i. (42)
Thus, cyi ðj; uÞ is the probability that, starting from level z in phase i 2S1 at time
zero, the process ðMðtÞ;jðtÞÞ spends time less than or equal to u above level ðy þ zÞ
and ﬁrst returns to level z in phase j 2S2, while avoiding levels below z.
Deﬁne the matrix cyðuÞ such that ½cyðuÞij ¼ cyi ðj; uÞ. Then,
U y ¼
Z 1
0
udcyðuÞ.
For all i 2S1 and j 2S2, let C^yðsÞ be the matrix recording the Laplace–Stieltjes
transforms ½C^yðsÞij ¼Lð½cyðuÞij. We have U y ¼ lims!0þ ðd=dsÞC^
yðsÞ.
The result below gives an expression for the matrix C^
yðsÞ. As a corollary we give
the expression for the matrix U y. Also, we give the expression for the matrix
recording the probabilities that during the return journey to the initial level z, the
process hits level ðy þ zÞ. Similarly, the nth moments of Uy can be obtained from
lims!0þ ð1ÞnðC^
yðsÞÞðnÞ.
Theorem 4. The matrix C^
yðsÞ is given by
C^
yðsÞ ¼ G12ð0; yÞ þ H11ð0; yÞC^ðsÞ
X1
N¼0
ðH21ðy; yÞC^ðsÞÞN
 !
G22ðy; yÞ.
Proof. Assume that the process ðMðtÞ;jðtÞÞ starts in level zero in phase i 2S1,
ﬁrst returns to level zero at some ﬁnite time afterwards, and does so in phase j 2S2.
Then either the process spends no time above level y or some time above level y
on this sample path. The probability of the ﬁrst event is G12ð0; yÞ. Assume the
second event happens, that is a sample path in Cy occurs, and that the time spent
in levels above y is less than or equal to u. Then the following three stages must
occur. Starting from level zero in phase i 2S1, the process must reach level y in some
phase k 2S1 while avoiding level zero. The probability of this is ½H11ð0; yÞik. Starting from level y in phase k 2S1 the process must return to level y, and do so
in some phase k
0 2S2, while avoiding levels below y. Then, starting from level y in
phase k
0 2S2 the process returns to level y in some phase in S1, while avoiding
level zero and then returns to level y in some phase in S2, while avoiding levels
below y, it can do this any number of times (including none). Let the joint
probability mass/distribution function that ðMðtÞ;jðtÞÞ starts the second stage in
phase k
0
and ﬁnishes this stage in phase ‘ 2S2 and with total time spent in levels
above y40 less than or equal to u be given by f
k
0 ð‘; uÞ, and let fðuÞ be such that
½fðuÞ
k
0
‘ ¼ fk0 ð‘; uÞ.
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while avoiding level y, and do so in phase j 2S2. The probability of this is
½G22ðy; yÞ‘j.
As a result of this decomposition of the sample path, C^
yðsÞ must satisfy the equation
C^
yðsÞ ¼ G12ð0; yÞ þ
Z 1
0
esuH11ð0; yÞdfðuÞG22ðy; yÞ
¼ G12ð0; yÞ þ H11ð0; yÞ
Z 1
0
esu dfðuÞ
 
G22ðy; yÞ. ð43Þ
We now show thatZ 1
0
esu dfðuÞ ¼
X1
N¼1
C^ðsÞðH21ðy; yÞC^ðsÞÞN1. (44)
Let fðNÞðuÞ be the matrix recording the same probability distribution as fðuÞ, with
the extra condition that ðMðtÞ;jðtÞÞ visits level y in some phase in S1 exactly N
times. Thus
fðuÞ ¼
X1
N¼1
fðNÞðuÞ. (45)
When N ¼ 1 we haveZ 1
0
esu dfð1ÞðuÞ ¼
Z 1
0
esu dcðuÞ
¼ C^ðsÞ.
Assume thatZ 1
0
esu dfðNÞðuÞ ¼ C^ðsÞðH21ðy; yÞC^ðsÞÞN1. (46)
Then for ðN þ 1Þ we haveZ 1
0
esu dfðNþ1ÞðuÞ ¼
Z 1
u¼0
esu
Z u
n¼0
dfNðnÞH21ðy; yÞdcðu  nÞ
 
¼
Z 1
n¼0
Z 1
u¼n
esu dfNðnÞH21ðy; yÞdcðu  nÞ
¼
Z 1
n¼0
Z 1
u¼0
esðuþnÞ dfNðnÞH21ðy; yÞdcðuÞ
¼
Z 1
n¼0
esn dfNðnÞ
 
H21ðy; yÞ
Z 1
u¼0
esu dcðuÞ
 
¼ C^ðsÞðH21ðy; yÞC^ðsÞÞN1H21ðy; yÞC^ðsÞ
¼ C^ðsÞðH21ðy; yÞC^ðsÞÞN .
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we have
Z 1
0
esu dfðuÞ ¼
Z 1
0
esu
X1
N¼1
dfðNÞðuÞ
¼
X1
N¼1
C^ðsÞðH21ðy; yÞC^ðsÞÞN1.
Hence, by (43), the result follows. &
Corollary 7. The probability that, starting from level z in phase i 2S1, the
process ðMðtÞ;jðtÞÞ visits level ðy þ zÞ, first returns to level z in finite time and does
so in phase j 2S2, while avoiding levels below z, is the ði; jÞth entry in the matrix Cy
given by
Cy ¼ H11ð0; yÞCðI  H21ðy; yÞCÞ1G22ðy; yÞ. (47)
Further, if the process is positive recurrent or transient, then the matrix U y is finite and
is given by
U y ¼ H11ð0; yÞ½I þCðI  H21ðy; yÞCÞ1H21ðy; yÞ
U ð1ÞðI  H21ðy; yÞCÞ1G22ðy; yÞ. ð48Þ
If the process is null recurrent, then the matrix U y is infinite.
Proof. Let sX0. The proof of (47) and (48) will follow easily if we can justify a
change in the order of limit and inﬁnite summation, and in the order of deri-
vative and inﬁnite summation. For all y40 and i 2S2, there is a positive probability
that, starting from level y in phase i, MðtÞ will reach level zero before level y.
For example, by the proof of Lemma 1, the probability that the process remains in
phase i until level zero is ﬁrst reached is equal to ðli=ciÞeliðy=ciÞ, which is positive.
Because of this, all row sums of H21ðy; yÞ are strictly less than one, that is
H21ðy; yÞeoe. We have H21ðy; yÞC^ðsÞepH21ðy; yÞeoe and so ðI  H21ðy; yÞC^ðsÞÞ1
exists.
Observe that, by the decomposition of the sample path in the proof of Theorem 4,
we have
Cy ¼ lim
s!0
½C^yðsÞ  G12ð0; yÞ.
Hence, (47) follows by calculating limits as s ! 0þ in Theorem 4.
Let
W ¼ lim
s!0þ
d
ds
ðI  H21ðy; yÞC^ðsÞÞ1.
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W ¼ lim
s!0þ
d
ds
X1
N¼0
ðH21ðy; yÞC^ðsÞÞN
¼ lim
s!0þ
d
ds
H21ðy; yÞC^ðsÞ þ H21ðy; yÞC^ðsÞ
X1
N¼0
ðH21ðy; yÞC^ðsÞÞN
 !
¼ H21U ð1Þ þ U ð1ÞðI  H21ðy; yÞCÞ1 þ H21ðy; yÞCW , ð49Þ
and so
W ¼ ðI  H21ðy; yÞCÞ1ðH21U ð1Þ þ H21U ð1ÞðI  H21ðy; yÞCÞ1Þ. (50)
Consequently, (48) follows by differentiating with respect to s and then taking limits
as s ! 0þ in Theorem 4. &
6. Conclusion
We have established theoretical results for several performance measures for a
ﬂuid-ﬂow model with general rates of increase or decrease. An important feature of
these results is that they are suitable for the calculation of expected times and other
moments. All the measures considered here can be calculated using efﬁcient
algorithms. For example, conditioning on the level w introduced in the proof of
Theorem 1, leads to the physical interpretation of an algorithm in [12], which can be
used to calculate C from (25). In a forthcoming paper [5], we consider this and
several other algorithms, including some new ones, and give their physical
interpretations. Moreover, we compare their performance, which depends on the
physical properties of the process.
Besides the immediate practical consequences of our results, this paper provides
the theoretical basis for future research, by introducing a simple and efﬁcient method
that allows for the performance analysis to remain within the ﬂuid ﬂow environment.
Two main components of this method are the application of the semi-group property, and
 the calculation of probability densities with respect to the ﬂuid level.The interpretation of expressions in terms of physical properties of ﬂuid-ﬂow
processes is an important part of the research, as understanding the formulae in
physical terms is very valuable in their applications. Therefore, it is an advantage of
our results that the physical interpretation is both an essential part of every
expression as well as a useful tool used in the proofs.
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