Whale optimization algorithm (WOA) is a relatively novel intelligence optimization technique which has been shown to be competitive to other population-based algorithms. However, the control parameter is a major factor to affect the algorithm's convergence precision and speed. At present, few of a them are aiming at control parameter setting in WOA algorithm. This paper proposes corresponding improved WOA algorithm with different nonlinear adjustment strategy of control parameter by adopting a sinusoid, cosine, tangential, logarithmic and quadratic curves. The experimental results for six benchmark test functions show that the proposed nonlinear adjustment strategies are superior to the classical linear strategy.
Introduction
Whale optimization algorithm (WOA) is a relatively new meta-heuristic optimization technique proposed by Mirjalili and Lewis [1] , which inspires the bubble-net hunting behaviour of humpback whales. WOA easy to implement and has few adjustment parameters, which make it superior than particle swarm optimization (PSO), grey wolf optimizer (GWO) algorithm, and gravitational search algorithm (GSA), etc. As a result, WOA has attracted much attention and has been applied to handle many practical engineering application problems, such as training multi-layer perceptron in neural network [2] , tracking MPP of photovoltaic system [3] , optimizing the active and reactive power dispatch problem [4] , feature selection [5] , parameter estimation of photovoltaic cells [6] , multilevel thresholding image segmentation [7] , and so on.
Similarly to other meta-heuristic algorithm, as the growth of the search space dimension, WOA is also easily trapped in the local optimum and provides a poor convergence [8] . Consequently, researchers increasingly are paying close attention to improve the performance of WOA. For instance, Trivedi et al. [8] proposed an improved version of WOA (called AWOA) based on modified position-updated equation. Ling et al. [9] developed an improved version of WOA (called LWOA) with Levy flight trajectory to make faster convergence and avoid premature convergence. Hu et al. [10] presented an improved version of WOA (called IWOA) based on inertia weight.
In the standard WOA, the distance control parameter is an important parameter to balance the abilities of a exploration and exploitation. However, the distance control parameter is linearly decreased from 2 to 0 a over the course of iterations [1] . Thus, in this paper, we introduce the different distance control parameter strategies to WOA to design the improved whale optimization algorithms (IWOAs). The proposed IWOAs are tested with six benchmark functions and the results show that the proposed algorithm is effective in most cases. The structure of the rest of this paper is as follows. In Section 2, the standard WOA is summarized. The improved version of WOA is proposed in Section 3. In Section 4, six benchmark functions are introduced to test the performance of proposed algorithm. Finally, Section 5 summarizes the conclusion of this paper. Fig.1 shows the bubble-net hunting behaviour of humpback whales. Humpback whales prefer to hunt school of krill or small fishes close to the surface. Humpback whales swim around the prey within a shrinking circle and along a spiral-shaped path simultaneously to create distinctive bubbles along a circle or "9"-shaped path [1] . In 2016, Mirjalili and Lewis [1] developed a novel meta-heuristic optimization algorithm, WOA, which mimics the bubble-net hunting technique of humpback whales. To simulate this technique in WOA, there is a probability of 50% to choose between the shrinking encircling mechanism and the spiral model to update the position of whales during optimization.
Whale optimization algorithm

Shrinking encircling prey
In WOA, to mathematically model the encircling mechanism, the following formulas are introduced [1] :
where is the position vector, is the historically best X  * X  position, indicates the current iteration, is a random t r number in [0,1], is called distance control parameter a and is linearly decreased from 2 to 0 over the course of iterations [1] :
indicates the maximum number of iterations. max t
Spiral bubble-net feeding strategy
A spiral equation is used between the position of whale and prey to mimic the helix-shaped movement of humpback whales as follows:
where is a constant for defining the shape of the b logarithmic spiral and is a random number in [-1,1]. l
Search of prey
In order to have a global optimizer, when A is greater than 1 or less than -1, the search agent is update according to a randomly chosen search agent instead of the best search agent:
where is a random position vector chosen from the rand X  current population. For further details, the reader may refer to [1] .
Improved WOA algorithm
As we know, meta-heuristic optimization algorithm must has a good balance between exploration and exploitation. From [1] and Eq.(1), exploration and exploitation abilities of WOA are guaranteed by the adaptive values of distance control parameter . But the values of dis-a tance control parameter are linearly decreased from 2 a to 0 over the course of iterations.
Although the linearly distance control parameter strategy shows faster convergence and high accuracy in the early stage for most cases by empirical investigations with some well-known problems [10] . However, the actual search process of WOA is nonlinear and much more complicated, so it can not be truly reflected by the linearly decreasing adaptive parameter . Therefore, a inspired by PSO algorithm, this work proposes some improved versions of WOA by introducing non-linear strategies of distance control parameter : a
where indicates the current iteration, indicates the t max t maximum number of iterations, is the nonlinearly  adjust factor, and are the maximum and max a min a minimum values of the distance control parameter , a respectively.
Based on the above considerations, the flow chart of improved version of WOA is showed in Fig.2 . Thus four kinds of improved WOAs are obtained as follows:
(1) WOA with nonlinear distance control parameter strategy shown Eq.(7) (donated as SinWOA).
(2) WOA with nonlinear distance control parameter strategy shown Eq.(8) (called as CosWOA).
(3) WOA with nonlinear distance control parameter strategy shown Eq.(9) (called as TanWOA).
(4) WOA with nonlinear distance control parameter strategy shown Eq.(10) (called as LogWOA).
(5) WOA with nonlinear distance control parameter strategy shown Eq.(11) (called as SquareWOA).
Simulation and comparison
To test the performance of the proposed algorithm, we select six benchmark functions from literature [1] . These functions are summarized in Table 1 . The set of experiments test on six functions are executed. For a fair comparison among six algorithms, they are tested using the same setting of the parameters, that is, the population size is equal to 30, the maximum iteration is equal to 500, and the function dimension is set to 30. The other parameters of our algorithm are set as follows: a max =2, a min =0, μ=7. Table 2 shows the best result (Best), the mean result (Mean), and the standard deviation (Std) result. All source codes are written in MATLAB 7.11.0 (win64) and executed in an Apple iMac computer with 2.8 GHz Intel Core i5, 8 GB 1867 MHz DDR3 under MAC OS operation system. All results reported are obtained based on 30 independent runs. For clarity, the results of the best algorithms are marked in boldface. In general, the performance of the CosWOA algorithm is the best and the standard WOA algorithm is the worst among the six compared algorithms in a statistically significant fashion. Fig.3 illustrates the convergence curves of fitness values with respect to the number of iterations for the six benchmark test functions with D=30. It can be observed from Fig.3 that the CosWOA algorithm is faster than the standard WOA and the other four improved WOA algorithms on all the benchmark test functions. 
Conclusion
Whale optimization algorithm (WOA) is a novel metaheuristic optimization technique inspired by the bubblenet hunting behaviour of humpback whales. Exploration and exploitation abilities of WOA are guaranteed by the adaptive values of a. This paper introduces nonlinearly distance control parameter strategies to design improved WOA algorithm. Six benchmark test functions were employed to verify the performance of the proposed improved WOA algorithm. The experimental results show that the proposed improved WOA with nonlinearly distance control strategies can provide highly competitive results.
