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Abstract
The Compact Dielectric Cooling team consisting of Josh Hannaman, Marshall Reid, and Salvador
Landeros worked with Aria Technologies to create a thermal management system for data
centers that can easily implement liquid cooling into current infrastructure for high density
computing servers. The project was to design, build, and test a compact immersion cooling
system for a senior project at California Polytechnic State University – San Luis Obispo. Immersion
cooling is a liquid-cooling process that involves the immersion of electrical IT equipment and the
removal of heat from the hot IT components using dielectric liquid. The goal was to build a proof
of concept that has the potential to be scaled to have 50 kW of cooling capacity per server rack
at full-scale. This report consists of technical background information on pumps, heat
exchangers, dielectric fluids, IT housing equipment, and liquid cooling solutions that are currently
on the market. This report outlines Aria Technologies' specifications and requirements while
displaying our design process taken and the design decisions that have been made to meet these
said requirements. The design of the compact dielectric cooling system consists of a 1/3
horsepower centrifugal pump that will run between 0.75 and 1.5 gallons per minute while
overcoming a system head of about 20 feet. The heat exchanger is a stainless-steel, liquid-to-air
heat exchanger that is rated up to a maximum cooling capacity of 1230 watts with a maximum
flow rate of 2 gallons per minute. The medium in which the heat is transferred from the IT
equipment and into the ambient air is Fluid Manufacturer’s Fluid C synthetic hydrocarbon which
is a single-phase dielectric fluid. The chassis where the IT equipment would reside, and the
sensible heat transfer takes place was manufactured out of ½” polycarbonate sheet. The
cable/chassis interface was designed with CAD and 3D printed with polylactic acid (PLA). All the
major system components are connected using 10-millimeter inner diameter fluorinated
ethylene-propylene (FEP) tubing and 3/8-inch NPT stainless steel pipe. The final verification
prototype system dimensions and specifications are designed for the DELL R6515 server. The two
main tests completed on the verification prototype were a cooling capacity at steady state
temperature test and a system pressure vs flowrate test.

1.0 Introduction ______________________________________________________________ 1
2.0 Background_______________________________________________________________ 1
2.1 Stakeholder Needs ______________________________________________________________ 2
2.2 Existing Products _______________________________________________________________ 2
2.3 Technical Research ______________________________________________________________ 7
2.2.1 Pump _______________________________________________________________________________ 7
2.2.2 Heat Exchanger _______________________________________________________________________ 7
2.2.3 Dielectric Fluid _______________________________________________________________________ 8
2.2.4 Chassis _____________________________________________________________________________ 10

3.0 Objectives _______________________________________________________________ 11
3.1 Problem Statement ____________________________________________________________ 11
3.2 Boundary Sketch ______________________________________________________________ 11
3.3 Quality Function Deployment (House of Quality)_____________________________________ 12
3.4 Specifications Table ____________________________________________________________ 13

4.0 Concept Design ___________________________________________________________ 14
4.1 Pump ________________________________________________________________________ 14
4.2 Heat Exchanger________________________________________________________________ 15
4.3 Dielectric Fluid ________________________________________________________________ 16
4.4 Chassis ______________________________________________________________________ 18
4.5 Initial Design __________________________________________________________________ 18
4.6 Design Challenges______________________________________________________________ 20

5.0 Final Design _____________________________________________________________ 20
5.1 Pump ________________________________________________________________________ 23
5.2 Heat Exchanger________________________________________________________________ 25
5.3 Dielectric Fluid ________________________________________________________________ 25
5.4 Chassis ______________________________________________________________________ 25
5.5 Plumbing _____________________________________________________________________ 27

6.0 Manufacturing Process ____________________________________________________ 27
6.1 Manufacturing Steps ___________________________________________________________ 28
6.1.1 Chassis _____________________________________________________________________________ 28
6.1.2 Gasket _____________________________________________________________________________ 34
6.1.3 Reservoir ___________________________________________________________________________ 35
6.1.6 Plumbing ___________________________________________________________________________ 36
6.1.7 Cart _______________________________________________________________________________ 36

6.3 Challenges and Discoveries ______________________________________________________ 36
6.4 Budget_______________________________________________________________________ 38

7.0 Design Verification ________________________________________________________ 38
7.1 System Cooling Capacity ________________________________________________________ 38
7.2 Pressure Test _________________________________________________________________ 39

8.0 Project Management ______________________________________________________ 40
8.1 Process and Timeline ___________________________________________________________ 40
8.2 Presentations _________________________________________________________________ 40

9.0 Conclusion _______________________________________________________________ 41
References _________________________________________________________________ 42
Appendixes _________________________________________________________________ 43
Appendix A Patent Research ________________________________________________________ 43
Appendix B Dielectric Cooling QFD ___________________________________________________ 44
Appendix C Pugh Matrix and Weighted Decision Matrix for Pump Selection __________________ 45
Appendix D Pugh Matrix and Weighted Decision Matrix for Heat Exchanger Selection__________ 46
Appendix E Pugh Matrix and Weighted Decision Matrix for Fluid Selection ___________________ 47
Appendix F Weighted Decision Matrix for Chassis Selection _______________________________ 49
Appendix G Design Hazard Checklist __________________________________________________ 50
Appendix H Manufacturing Plan _____________________________________________________ 52
Appendix I Indented Bill of Materials _________________________________________________ 53
Appendix J Cooling Test ____________________________________________________________ 62
Appendix K Pressure Test___________________________________________________________ 67
Appendix L Gantt Chart ____________________________________________________________ 70
Appendix M Design Verification Plan & Report _________________________________________ 72
Appendix N Heat and Pressure Calculations ____________________________________________ 73
Appendix O Technical Drawing Package _______________________________________________ 75
Manufactured Items_______________________________________________________________ 75
DEC 1000 – Exploded Chassis Assembly _______________________________________________________ 75
DEC 1100 – Top Plate ______________________________________________________________________ 76
DEC 1130 – Gasket ________________________________________________________________________ 77
DEC 1140 – Steel Strip _____________________________________________________________________ 78
DEC 1200 – Bottom Plate ___________________________________________________________________ 79
DEC 1300 – Long Side (heater side) ___________________________________________________________ 80
DEC 1400 – Long Side (outlet side) ___________________________________________________________ 81

DEC 1500 – Front Plate ____________________________________________________________________ 82
DEC 1600 – Back Plate _____________________________________________________________________ 83
DEC 1800 – Exploded Cable Interface_________________________________________________________ 84
DEC 1810 – Cable interface 3D print __________________________________________________________ 85

Purchased Items __________________________________________________________________ 86
DEC 1110 – Bleeder Valve __________________________________________________________________ 86
DEC 1120 – Steel Threaded Rod _____________________________________________________________ 87
DEC 1121 – 10-32 locknut __________________________________________________________________ 88
DEC 1150 – Shelf Support __________________________________________________________________ 89
DEC 1310 – Heating Element ________________________________________________________________ 90
DEC 1610 – Quick Disconnect (female) _______________________________________________________ 92
DEC 1620 – Quick Disconnect (male) _________________________________________________________ 93
DEC 1811 – 10-32 Pan Head Screw ___________________________________________________________ 94
DEC 1812 – 10-32 Nut _____________________________________________________________________ 95
DEC 1813 – O-ring ________________________________________________________________________ 96
DEC 1814 – Neoprene Washer ______________________________________________________________ 97
DEC 1815 – 1 / 4 -20 screw _________________________________________________________________ 98
DEC 1816 – 1 / 4 -20 Nut ___________________________________________________________________ 99
DEC 2000 – Heat Exchanger _______________________________________________________________ 100
DEC 2100 – L-shaped Rail _________________________________________________________________ 101
DEC 3100 – Drain Plug ____________________________________________________________________ 102
DEC 4001 – Flow Adjustment Valve _________________________________________________________ 103
DEC 4002 - Hose Clamps __________________________________________________________________ 104
DEC 4003 - Flowmeter ____________________________________________________________________ 105
DEC 4004 – Pressure Gauge _______________________________________________________________ 106
DEC 4005 – T-junction ____________________________________________________________________ 107
DEC 4006 – 3/8 NPT Threaded to Barb_______________________________________________________ 108
DEC 4008 – Gate Valve ___________________________________________________________________ 109
DEC 4010 – Vinal Tubing __________________________________________________________________ 110
DEC 4014 – 3 / 8 Threaded End Pipe ________________________________________________________ 111
DEC 4016 – Union Nut ____________________________________________________________________ 112
DEC 4017 – Lever Valve ___________________________________________________________________ 113
DEC 7100 – Thermocouple ________________________________________________________________ 114

Figure 1 Displays the operational Patent US10432473B2 owned by Vapor IO that describes the localized
rack-mounted computing devices [2] ........................................................................................................... 3
Figure 2 Displays the flow path and concept behind the LiquidCool Solutions server. LCS holds an array
of patents on their technology. [3] ............................................................................................................... 4
Figure 3. Displaying the 3U server with fans and heat sinks used for air cooling before implementing the
ZutaCore HyperCool technology. [4]............................................................................................................ 5
Figure 4. Displays the server unit once it is retrofitted with the ZutaCore HyperCool technology, which
deletes the need for fans and heat sinks, reducing its space in a 19-inch rack to just 1 RU. [4].................. 5
Figure 5. Closed mechanical flow restriction device that ZutaCore utilizes in their HyperCool processor
cooling system. When the cooling zone does not require additional liquid for cooling, this device is
closed because of the low-pressure differential. [5] .................................................................................... 5
Figure 6. Displays the mechanical spring compressing which allows cooling liquid into the cooling zone
when there is a large enough pressure differential between the cooling zone and the upstream cooling
liquid. [5] ....................................................................................................................................................... 6
Figure 7. Showing the two cooling loops and how they interact with each other, allowing for a PUE lower
than 1.05 which is competitive with two-stage immersion cooling systems. [6] ......................................... 6
Figure 8. Displays the process diagram of the primary and secondary cooling loops implemented in the
GRC ICRraQ liquid cooling system. [6]........................................................................................................... 7
Figure 9. Displays multiple standard rack sizes used in the housing of tradition servers. ......................... 10
Figure 10. Displaying the boundary sketch of project responsibilities....................................................... 12
Figure 11. Displays the concept prototype horizontal chassis that will assist with fluid directional flow
and forced convection heat transfer. ......................................................................................................... 18
Figure 12. Front View of Concept CAD ....................................................................................................... 19
Figure 13. Rear View of Concept CAD......................................................................................................... 19
Figure 14. Displays a concept prototype of how the immersion cooling system will be integrated
together. ..................................................................................................................................................... 20
Figure 15. Displays the interior of the chassis where the server will be held and fluid will flow through,
removing heat from the server. .................................................................................................................. 20
Figure 16. Displays a CAD assembly of the dielectric cooling system. ....................................................... 21
Figure 17. Displays the back end of the dielectric cooling system with fluid inlet and outlet, as well as
Cable/Chassis interface. .............................................................................................................................. 22
Figure 18b. Displays the model of the Cable/Chassis interface .................................................................. 22
Figure 19. Displays a top view of the chassis with the configuration of components. .............................. 23
Figure 20. Displays the stainless-steel heat exchanger that will be implemented into the compact
dielectric cooling system............................................................................................................................. 25
Figure 21. Displays the assembly process used for the base of the structural prototype. ........................ 26
Figure 22. Displays the assembled structural prototype chassis with the steel latches, polyurethane
gasket and epoxy assembled base. ............................................................................................................. 27
Figure 23. Chassis base, lid, and side walls in the orientation of how they will be cut from a ½” x 4’ x 4’
sheet of polycarbonate stock...................................................................................................................... 28
Figure 24. Displays the air bleeder valve installed in the lid. ..................................................................... 28
Figure 25. Displays the heating element installed within the ¾” NPT female coupling along with the
thermocouple installed to read its local temperature for testing. ............................................................. 29
Figure 26. Displays the outlet plumbing and thermocouple reading outlet temperature installed. ......... 29

Figure 27. Thermocouple that was installed to read chassis fluid temperature. ....................................... 30
Figure 28. Assembled back wall of the chassis with the inlet/outlet quick disconnects and the cable
gland............................................................................................................................................................ 30
Figure 29. Epoxy setup for the chassis base ............................................................................................... 31
Figure 30. The jig used to drill holes for the all-thread was made from ½” thick wood, round mild steel
stock, and epoxy. The round stock was turned on a lathe and drilled out to fit the 13/64” drill bit and
then epoxied into a hole within the wood frame. ...................................................................................... 31
Figure 31. All thread inserted and epoxied 1.25” into the chassis base walls and allowed to set for 24
hours with the chassis lid weight holding the all thread in place. .............................................................. 32
Figure 32. Arrangement for setting all thread into side wall of polycarbonate chassis base. ................... 32
Figure 33. Chassis and lid interface with neoprene gasket. ....................................................................... 33
Figure 34. Displays the silicone applied to the internal joints of the chassis to protect the structural
epoxy while also preventing fluid leaks. ..................................................................................................... 33
Figure 35. #10-32 stainless steel all thread epoxied within the side wall of the chassis base. .................. 34
Figure 36. Neoprene gasket assembled onto the chassis base. ................................................................. 34
Figure 37. Stainless steel all thread and a flange nut are used to compress the neoprene gasket,
polycarbonate lid and mild steel stripping to create a liquid tight seal. .................................................... 35
Figure 38. Reservoir connected to suction side of pump. .......................................................................... 35
Figure 39. Fluid reservoir with the re-designed ¾” chassis outlet hose and the 1.5” fill plug installed. ... 36
Figure 40. Complete Verification Prototype used for testing and Expo ..................................................... 39
Figure 41. Chassis Body (with components highlighted) ............................................................................ 54
Figure 42. Chassis with steel bars inserted and nuts being hand tightened .............................................. 55
Figure 43. Plumbing connections and placement connecting the pump, throttling valve, flow meter,
pressure gauge, heat exchanger, and chassis............................................................................................. 55
Figure 44. Pump suction plumbing between the fluid reservoir and the pump. ....................................... 56
Figure 45. ¾” NPT outlet connection between the chassis and ¾” plumbing. This plumbing leads to a ¾”
gate valve that controls outlet flow rate. ................................................................................................... 56
Figure 46. Chassis outlet plumbing coming from the ball valve and connecting to the fluid reservoir. This
Figure also displays the systems fill hole, with blue plug. .......................................................................... 57
Figure 47. Air bleeder valve located in the middle of the chassis lid. ........................................................ 58
Figure 48. Reservoir shut off valve located between the fluid reservoir and the suction side of the pump
should be in the open position, parallel with plumbing, during operation. ............................................... 58
Figure 49. Fluid reservoir with chassis outlet hose connection and reservoir fill plug. ............................. 59
Figure 50. Silicone on fixture housing......................................................................................................... 60
Figure 51. Nut and Screw clamping the fixture housing around the cable gland ...................................... 60
Figure 52. O-ring placement and fixture mounting on the wall ................................................................. 61
Figure 53. Results from testing the immersion cooling system with 750 watts of input power showing
that the system reaches a steady state temperature of about 60⁰C after 200 minutes............................ 64
Figure 54. Fluid separating into different thermal layers when the heat source is applied, and the system
is running at a steady state. ........................................................................................................................ 64
Figure 55. System Curve for System ........................................................................................................... 68
Figure 56. Pressure Gauge reading during test .......................................................................................... 68

1

1.0 Introduction
As computational technologies advance, the heat output of servers also increase, leading to
further advancements in the thermal management industry. Server rooms, or data centers, are
well known for having a high quantity of heat dissipating servers packed into small spaces.
Currently, these server rooms are primarily being air cooled using traditional mechanical cooling
that have both expensive initial and operating costs. As the heat output of these servers increase
the HVAC systems must be upgraded, which is often expensive and time consuming. A new trend
in the cooling market has emerged: liquid immersion cooling. While immersion technology has
been around for over 20 years, the server market has started to adopt the use of this technology
as the cost and efficiency has begun to appear more appealing than traditional mechanical air
cooling. Unfortunately, this technology is often in the form of an open bath immersion system
which is bulky and hard to implement in existing data centers. Because of this, ARIA Technologies,
a telecommunications equipment supplier, wants to create an in-rack liquid cooling solution for
high power servers. “In-rack” refers to conventional air-cooled server racks that vertically stack
and house servers. “High power servers” refers to servers that disperse 750 to 1000 watts of
thermal load onto the cooling system. The goal of having an “in-rack” liquid cooling system is the
ease of implementation by utilizing existing air-cooled server racks to hold the immersion system,
reducing the cooling load on the HVAC system.
The Compact Dielectric Cooling team was selected to complete this task for Aria Technologies.
The project is to deliver a compact, in-rack immersion cooling solution that can handle 750 to
1000 watts of thermal load. The goal for this project is to design and build an immersion cooling
system that would be able to be used in a commercially available server rack while minimizing
the impact on the surrounding equipment. Ideally, the system would be able to be used in
existing data centers without implementing too much change to the data centers current
infrastructure.
The document serves to capture the background, initial product/market research, design
decisions, manufacturing process, testing processes and results, lessons learned and ways to
increase the efficiency of the project in the future.

2.0 Background
The amount of data transactions happening around us are increasing at an alarming rate. These
data computations consist of artificial intelligence, machine learning, edge computing, data
mining, cloud storage, and many other use cases. The transition from air cooling to liquid cooling
servers has come full circle since the 1960’s when IBM’s water-cooled computers were the size
of an entire room. The challenge at hand is to design and build a compact immersion cooling
system that allows existing data centers to seamlessly transition from air cooling to liquid
cooling their servers without completely re-building their current infrastructure. This
challenge began by researching and learning what specifications the customer desired, how
immersion liquid cooling works and what current products are meeting at least some of the
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desired specifications. Lastly, research on probable technical challenges that our team will face
during the design/build of said liquid cooling system.

2.1 Stakeholder Needs
The desired specifications given by Aria Technologies are found in the “Open Compute Project”
immersion requirements document and were also provided to us by Aria Technologies
representatives. [1] This document lists both the design requirements as well as the safety
requirements needed for the system. Given this, we will treat these requirements as the
standards we need to follow to make sure the project is safe and functional. These
design requirements consist of:
1. Single-stage, non-flammable dielectric liquid
2. System should (but does not have to) fit within the constraints of a traditional
19-inch server rack
3. System will have a minimum cooling capacity of 50 kW per rack or will have
proof of concept that it can be scaled to cool 50 kW per rack.
4. Utilizes an electrical power input of 110-120V AC
5. Active temperature monitoring/reporting
6. Complete liquid immersion of electrical equipment
7. Minimal impact on surrounding equipment
8. Adequate room for entry/exit of cables
9. An enclosed chassis
10. Safe to use for non-skilled operator
11. Proper spill prevention and management
Using a single stage system will require a dielectric fluid to remain liquid throughout the cooling
process, absorbing only sensible heat from the server and transferring this heat
to a heat exchanger. This single-phase requirement suggests that our team must find a fluid that
is non-conductive, non-flammable, with a high boiling point and a high heat capacity that allows
for 50 kW of cooling capacity per rack. For this system to be used in the retrofit of existing data
centers, Aria wants but does not need the system to be compatible with conventional 19-inch
server racks.

2.2 Existing Products
The four existing products that match the customer’s specifications the closest consist of:
Vapor IO, inc.: The Vapor Chamber cooling system is not a direct competitor to our design
because it is a new style of air cooling and does not utilize liquid cooling. The reason the vapor
chamber is being analyzed is because this product claims to currently be the most efficient way
to air cool servers, so it is a competitor in the market of cooling but not the same process of
cooling. The Vapor chamber can produce a Power Usage Effectiveness (PUE) ratio of 1.3 which is
better than traditional HVAC systems, which have PUE’s of about 1.67 on average, but higher
than liquid cooled centers that can reach a PUE lower than 1.1. [2] This cylindrical enclosure, has
a height of 7 feet and a diameter of 9 feet, is designed to house high density equipment with 150
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kW of IT load. The chamber does this by breaking the servers into six wedge racks with 36 RU of
equipment space, producing up to 25 kW of IT load per rack. Each of the six-wedge racks form
together to create a cylindrical center where a 22,000 CFM fan creates a pressure differential
which pulls air from the outside perimeter through the wedges radially over the servers. The
warm air is then pulled into the center of the cylinder and evacuated through the top of the
cylinder into an HVAC ventilation system. The visual representation of this system is shown in
Figure 1.

Figure 1 Displays the operational Patent US10432473B2 owned by Vapor IO that describes the localized
rack-mounted computing devices [2]

LiquidCool Solutions (LCS): LiquidCool uses a patented process called DirectedFlow,
which allows cold, single-stage dielectric fluid to enter one side of their server chassis and flow
over the hot electrical components and exiting at an adjacent port. The warm fluid then flows to
an external heat exchanger where the heat energy is used to heat an adjacent room during the
cold months and is directed outside during the hot months. [3] The process of the DirectedFlow
path is shown in Figure 2. This Patented technology uses liquid submersion cooling that
connects each server's dielectric cooling lines in parallel, allowing the data centers to scale
without continuously retrofitting their infrastructure. These patents include but are not limited
to: (US8089766B2) the housing which has wireless power connection, dripless connectors for
input and output liquid and for connecting various server cables. (US9918408B2) A method to
manage pressure and flowrate of the working fluid at slightly higher levels than necessary for the
worst-case server within the array. These “worst-case servers” are usually referring to the servers
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with the greatest change in elevation with respect to the pump. Although this design is scalable
with other LiquidCool solution servers, this product does not allow the user/customer to utilize
their existing servers. This technology is licensed out to server manufacturers who then
integrate LiquidCool Solution technology with their servers and sell them as a complete package.
These units are capable of 50+ kW of compute densities per rack with each server being a sealed
chassis within the server rack.

Figure 2 Displays the flow path and concept behind the LiquidCool Solutions server. LCS holds an array
of patents on their technology. [3]

ZutaCore: ZutaCore’s HyperCool technology is a two-stage direct-on-chip liquid cooling
system. This technology does not submerge all the IT equipment but rather connects directly to
the processing chips. The two-stage fluid evaporates as the chip requires cooling to obtain an
optimal operating temperature and is removed through a vapor line that connects to a vacuum
generator and then to a heat exchanger. HyperCool replaces the heat sinks and fans with the
liquid and vapor lines which increase computing density by transforming a 3U server into a 1U
server. [4] The transformation from a 3U air cooled server to the thin profile of a 1U server, by
implementing HyperCool technology, is displayed in Figure 3 & 4. The HyperCool system can
decrease a server rooms PUE lower than 1.06. [5] The system operates under vacuum pressure
allowing for leak protection while also lowering the boiling point of the working
fluid. ZutaCore holds patents for their technology (US10687441B2) which involves the vacuumbased thermal management system that works to cool a closed loop fluid by using latent heat
transfer. The working fluid is transferred between its liquid and gas phase while utilizing a
vacuum generator unit to maintain vacuum condition at the cooling zone. The amount of vacuum
generated is dependent on the operating temperature that is desired at the cooling zone. This
cooling method also involves a mechanical flow restrictor which is shown in Figure 5 and 6.
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Figure 3. Displaying the 3U server with fans and heat sinks used for air cooling before implementing the
ZutaCore HyperCool technology. [4]

Figure 4. Displays the server unit once it is retrofitted with the ZutaCore HyperCool technology, which
deletes the need for fans and heat sinks, reducing its space in a 19-inch rack to just 1 RU. [4]

Figure 5. Closed mechanical flow restriction device that ZutaCore utilizes in their HyperCool processor
cooling system. When the cooling zone does not require additional liquid for cooling, this device is
closed because of the low-pressure differential. [5]
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Figure 6. Displays the mechanical spring compressing which allows cooling liquid into the cooling zone
when there is a large enough pressure differential between the cooling zone and the upstream cooling
liquid. [5]

Green Revolution cooling (GRC): Green Revolution Cooling produces a single-stage
liquid immersion cooling tank called the ICEraq. Although the ICEraQ is a horizontal liquid cooling
bath, it is considered a market competitor due to its interesting design decisions. The ICEraQ’s
modular design allows datacenters to add more cooling tanks together as they scale which allows
for seamless growth. GRC utilizes a second water cooling loop, shown in Figures 7 and 8, that
extracts heat from the dielectric fluid through a heat exchanger and then releases this heat
through an evaporative cooling tower or a dry cooler outdoors. The downside to the evaporative
cooling tower is the efficiency of this system is dependent on the outside wet bulb temperature
making it more difficult to evacuate heat from servers in hot and humid
climates. The ICEraQ is an expandable design that is manufactured in different configurations,
ranging from 24U to 52U per rack with a cooling capacity ranging from 25 kW to 50 kW per rack.
[6] The ICEraQ uses GRC’s proprietary single-phase dielectric fluid called ElectroSafe.

Figure 7. Showing the two cooling loops and how they interact with each other, allowing for a PUE lower
than 1.05 which is competitive with two-stage immersion cooling systems. [6]
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Figure 8. Displays the process diagram of the primary and secondary cooling loops implemented in the
GRC ICRraQ liquid cooling system. [6]

2.3 Technical Research
2.2.1 Pump
There are two main categories of pumps available on the market: positive displacement and
dynamic pumps. Positive Displacement pumps operate by trapping a fixed volume of fluid in a
cavity and then forcing it through its discharge outlet. A dynamic pump (we will only consider on
a centrifugal pump for this application) transfers kinetic energy from the motor into the fluid via
a spinning impeller. Many types of positive displacement pumps exist, so a few main designs
were chosen to compare. A centrifugal pump was chosen as the baseline and the Positive
displacement pumps were compared in a table shown in Appendix C. Centrifugal pumps have
lower efficiencies than positive displacement pumps but have much lower operating and
maintenance costs associated with them. Section 4.1 in the concept design portion of this report
goes into greater detail about how we selected a pump for our system. The optimal pressure and
flowrate of the working fluid will be calculated and analyzed in the final design; these values will
then be used to find a pump that is specifically designed to meet the compact dielectric liquid
immersion project's needs.
2.2.2 Heat Exchanger
A heat exchanger that will meet the required cooling capacity while also meeting the customer
requirement of minimizing the impact on surrounding IT equipment is a technical challenge.
The tube-and-shell heat exchanger utilizes counterflow to efficiently remove heat from the
working fluid. The main downside to this heat exchanger is that it needs a secondary fluid loop
to be used to its maximum potential. Due to the way that data centers and server rooms are
structured, this is not a viable option.

8

The liquid-to-liquid plate heat exchanger works by running a secondary fluid over plates that are
heated by the working fluid to extract heat. Unfortunately, this solution, like the tube-and-shell
heat exchanger, requires a secondary fluid loop to be used efficiently.
The tube and fin heat exchanger works similarly to the liquid-to-liquid heat exchanger but uses
air to remove heat from the working fluid. A fan blows air over the fins to extract heat from the
working fluid that flows through the tubes.
The open tank liquid to liquid heat exchanger run a secondary fluid loop through the fluid
reservoir. The cool liquid in the heat exchanger extracts the heat from the hot fluid in the
reservoir. Unfortunately, like the liquid-to-liquid and the tube-and-shell heat exchanger, this heat
exchanger utilizes needs a secondary fluid loop to run making it an unviable option.
2.2.3 Dielectric Fluid
There are many dielectric fluids that are manufactured for cooling IT equipment, these fluids
break into two main categories: Hydrocarbons (mineral, white, and synthetic oils) and
Fluorocarbons. Some of the important thermophysical properties of different dielectric fluids are
shown in Table 1.
Table 1. Compares Thermophysical properties of common single-phase fluids used in liquid cooling IT
equipment along with reference materials for comparison. [7]

Oil based fluids are used primarily for single-stage liquid immersion cooling due to their
extremely high boiling point or no boiling point in the case of some synthetic oils. Oil based fluids
are combustible with mineral oils having the lowest flash point of about 115°C (239°F), while
synthetic oils can have flashpoints over 200°C (392°F), with viscosities increasing with higher
flashpoints. [7] Mineral oils have been known for their use in transformer cooling since the 1970’s
and have recently made an appearance in thermal management of data centers. Mineral oils are
used today because they are inexpensive while also being readily available. These chemicals are
byproducts of petroleum production and are not processed to high quality standards, therefore,
impurities such as sulfur within these fluids are often present. [7] These sulfur particles present
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a huge problem for datacenters because they bond with copper, creating copper sulfite salts.
These salts can bridge from one circuit to another, causing electronic failures due to short circuits.
White oils are mineral oils that have been further processed but still run the risk of sulfur
contamination.
Fluorocarbons are an attractive dielectric fluid because they do not have a flashpoint and are
highly compatible with most materials, due to the stability of their molecular structure. Mixing
of fluorocarbons and hydrocarbons can cause problems, and this can happen if a Fluorocarbon
fluid is used with IT equipment that has hydrocarbons in it. Fluorocarbon liquid immersion
systems usually consist of carbon filters to remove hydrocarbons, that are present on the
electronics, from the fluid. [7] According to the fluid manufacturer’s chief scientist Fluorocarbons
are highly toxic and are extremely difficult to use safely. They refer to fluorocarbon fluids as
“forever chemicals” because the same chemical that is manufactured today will be around in 500
years. Fluorocarbons are just beginning to be regulated and will most likely take the same route
as polychlorinated biphenyl (PCB), this chemical was used in a variety of thermal management
systems for its superior heat transfer properties but was banned in 1979 because of the negative
impact these chemicals had on the environment. [8] According to Schneider Electric, there
are five key parameters to consider while deciding on what kind of fluid to use: Total Cost of
Operation (TCO), Compatibility with IT equipment, Safety, Environmental impact, and IT
maintenance and handling. [7] A summary of Schneider Electric’s five key parameters can be
found in Table 2.
Table 2. Compares the difference between hydrocarbon Oils and Fluorocarbons for use in liquid
immersion cooling considering the five key attributes of choosing the correct working fluid to use in a
liquid immersion cooling system. [7]

10

Synthetic esters are another form of dielectric liquid that have been used in transformer cooling
for many decades. The use of synthetic esters in thermal management of data centers is
relatively new, consequently, these fluids have small amounts of performance data within data
centers. Synthetic esters are known to be environmentally friendly and biodegradable while
also offering great thermophysical properties, but the material compatibility testing is not
extensive and therefore offers an aspect of risk.
2.2.4 Chassis
The chassis that will contain the server equipment and the dielectric fluid, the dimensions of this
chassis are dependent on the size of the server being used for the prototype testing and
validation. The material that the chassis will be manufactured out of is dependent on the material
compatibility of the dielectric fluid being used within our system. The goal of this chassis is to be
large enough to fit a server within it, while having enough space for the dielectric fluid to
adequately cool a 1 kW server, being able to scale to 50 kW of heat for an entire rack. A variety
of standard rack sizes is shown in Figure 9 and was provided to our team by Dan Rodman. Our
team is attempting to utilize these standard dimensions with our compact chassis to ease the
burden of complete infrastructure renovation in existing data centers.

Figure 9. Displays multiple standard rack sizes used in the housing of tradition servers.
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3.0 Objectives
3.1 Problem Statement
ARIA Technologies, a telecommunications equipment supplier, [9] is looking for a way to remove
heat from server electronics by using a compact liquid immersion system with an electrical
insulating but thermal conductive fluid that can potentially be integrated into conventional 19
23-inch server racks. The increasing demand for high computing power data centers,
consequently, generates much more heat dissipation by the server units. Due to the dielectric
liquids' extremely high heat capacity compared to its current competitor, air, it allows for a much
higher density of computing power while having a much lower power usage effectiveness ratio
(PUE).

3.2 Boundary Sketch
The Boundary Sketch shown in Figure 10 is a visual representation of the scope of our project.
Contained inside the Boundary Line (dashed) are the variables we have control of in the design
process. Starting with the server unit; although we are not bound to a 19-inch width dimension,
we would like to meet that requirement so that the unit can easily fit into a conventional server
rack. [10] The unit will be filled with a dielectric fluid that will be circulated through the unit and
a heat exchanger at a low flowrate. This flowrate and the temperature of the fluid will be
monitored with their respective sensors. The pump, heat-exchanger, dielectric fluid, and
temperature/ flowrate sensors will all be selected to fit our sponsors wants/needs as outlined
in Section 2.1 of the Background. The Boundary Sketch shown in Figure 10 is a visual
representation of the scope of our project. Contained inside the Boundary Line (dashed) are the
variables we have control of in the design process. Starting with the server unit; although we
are not bound to a 19-inch width dimension, we would like to meet that requirement so that
the unit can easily fit into a conventional server rack. [10] The unit will be filled with a dielectric
fluid that will be circulated through the unit and a heat exchanger at a low flowrate. This
flowrate and the temperature of the fluid will be monitored with their respective sensors. The
pump, heat-exchanger, dielectric fluid, and temperature/ flowrate sensors will all be selected to
fit our sponsors wants/needs as outlined in Section 2.1 of the Background.
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Figure 10. Displaying the boundary sketch of project responsibilities.

3.3 Quality Function Deployment (House of Quality)
We used a House of Quality Diagram (Appendix B) to help narrow down what the most important
aspects of the project are. Starting on the left of the diagram, the different potential customers
are compared to the customer needs/wants. This relationship gives insight into what
wants/needs are most important and should be focused on. From this section, a strong emphasis
should be put on the following categories: Using 120V AC, active temperature and pressure
monitoring, easy access/room for cabling, and safety. In the center of the diagram, the
customer needs/wants are compared to the testing required for each need/want to be met. From
this section we can see the relationship between each test and how optimizing one component
will affect other components. On the right side of the diagram, the relationship between current
products and customer needs/wants reveals what is lacking in the market currently. Lastly, the
bottom of the diagram shows current products and how well they meet our specifications. The
testing requirements from the House of Quality will become the engineering specifications.
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3.4 Specifications Table
The Specifications Table shown in Table 3 lays out our requirements for each part of the design.
Single stage cooling is required, and the liquid must not go through any phase changes. The width
of the unit has a 19-inch target and volume of the unit is flexible, although the more compact the
better so more units can fit into a rack. Cooling capacity will need to be at least 50kW, but a
higher capacity is desirable. The pressure of the system is expected to be low but will not be a
large problem in our design if it is higher than expected. The unit must use a standard 120v plug
for the consumer to be able to easily use it without a converter. The fluid must be
dielectric for the electronics to be immersed without shorting out. The temperature should be
low to be safe in case of a leak; however, it is flexible to a degree (we do not want extremely hot
liquid). The system must be sealed to prevent leaks as well as keep contaminants out. Lastly, the
fluid must be non-flammable to ensure safety even if there is a leak. The volume of the unit is
rated High Risk because it will be difficult to fit all the customer wants into such a small package
without some compromise.
Table 3. Dielectric liquid Cooling Unit Specifications
Spec. #
Description
1
Single Stage Cooling
2
Volume
3
Width
4
Cooling capacity
5
Pressure
6
Electrical Power
7
Dielectric Fluid
8
Temperature
9
Sealed System
10
Safety
11
Flow rate

Specifications Table
Requirement/Target
Tolerance
no phase changes
n/a
1 Rack Unit
+3
19 in
+4
0.75 kW
MIN
25 psig
MAX
110-120 V
±0
Electrical Insulating
45 °C
+10
no air bubbles
n/a
non-flammable fluid
n/a
2 gpm
MAX

Risk*
L
H
L
L
M
L
L
M
L
L
L

Compliance**
I
A, I
A, I
A, T
A, T
S
I
A, T
I
I
A,T

* Risk of meeting specification: (H) High, (M) Medium, (L) Low
** Compliance Methods: (A) Analysis, (I) Inspection, (S) Similar to Existing, (T) Test

To meet our Specifications, the following tests will be used:
1. Use the manufacturers technical specifications of fluid
2. Measure volume/unit fits into a standard server rack
3. Measure width /unit fits into a standard server rack
4. Heating component in liquid bath is used to test cooling capacity along with
thermocouples
5. Pressure is tested by pressure gauge
6. Unit must be powered using a standard electrical outlet (plugs into wall socket)
7. Use the manufacturer’s technical specifications of fluid
8. Test temperature with a temperature with thermocouples in real time
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9. Immerse system in fluid and look for bubbles
10. Use the manufacturer’s technical specifications of fluid

4.0 Concept Design
The compact dielectric cooling system has one main function which is to utilize a dielectric liquid
to remove heat from high-capacity servers efficiently. This system has been divided into four subfunctions that can be conceptually designed and chosen independently from the other. These
four main sub-functions of the system are to: move the working fluid throughout the system,
remove heat from working fluid, remove heat from the IT equipment, and house the IT
equipment. The concept ideation process to find solutions to these sub-functions consisted of
extensive research regarding different solutions, functional decomposition, building concept
models, Pugh matrices, weighted decision matrices, and finally concept design decision making.
After decomposing our main function into four sub-functions, we performed substantial research
on all solution concepts. We then compared four to five possible solutions for each sub-function
using a Pugh Matrix. A Pugh matrix is a table designed to compare different functions based on
a datum. For the Pugh Matrices in Appendices C through F, one possible solution was chosen as
a datum marked by an “s” and all other possible solutions were rated with respect to the datum.
For the solutions that seem to work better than the datum for a specific design criterion are
marked with a “+”, similarly, the solutions that seem to be worse are marked with a “-“. After
comparing each possible design solution, a Weighted Decision Matrix was used to compare each
sub-function’s solutions further quantitatively.
The Weighted Decision Matrices in Appendices C through F assign weighted values to each
criterion and then scales each design rating (out of 5) that is assigned based on how well a specific
design meets the criteria provided. This gives our team a numerical result for each sub-function
design solution that helped us determine which solution would be the best choice. The design
decisions made for each sub-function are displayed in Table 4 and are clarified thoroughly in the
subsequent sections of this report.
Table 4. Displays the design direction for each sub-function that will make up the compact dielectric
cooling system.

Function
Move the working fluid
Remove heat from working fluid
Remove heat from the IT equipment
House the IT equipment

Design Decision
Centrifugal pump
Tube and fin Liquid-to-Air Heat exchanger
Fluid C
Horizontal chassis w/ fluid guide fins

4.1 Pump
When deciding on what type of pump to use, we first had to research what types of pumps are
available. We then compared them using a Pugh Matrix (Appendix C). After comparing each
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pump type, a Weighted Decision Matrix was used to further compare the pumps. The Weighted
Decision Matrix in Appendix C gives weighted values to each criterion and then multiplies it by
the rating (out of 5) given to each criterion. This gives our team a numerical result for each pump
that helped us determine which pump is the best choice. The ratings for each pump were based
on the following information:








The flowrate of the system will be relatively low, so all the pumps should be able to
handle it, with the centrifugal pump excelling.
The centrifugal pump, having the simplest design, will also be easiest to maintain. This is
because it has few parts compared to the others, which have many interacting parts to
function.
The positive displacement pumps are superior at moving viscous fluid, so they all have a
higher rating than the centrifugal pump. The net pressure suction head should not be a
problem for any one pump, but the centrifugal pump typically has a higher range than
the others.
The pumps with more moving parts are typically larger, with the piston pump being the
exception due to its lack of fins/blades.
When looking at cost, the centrifugal pump is usually far cheaper than the alternatives
due to simplicity.
As for material compatibility, none of the pumps should have an issue with the fluid, but the
centrifugal has the option to swap the impeller with relative ease.

As the Weighted Decision Matrix indicates, the centrifugal pump seems to be the best option due
to its flexibility, cost, and simplicity.

4.2 Heat Exchanger
The heat exchanger extracts the heat from the dielectric fluid before allowing it to recirculate
back into the system. Given the constraints of data centers, where the product will be installed,
we can only use liquid-to-air heat exchangers. Data centers do not have water lines that liquid
chillers need to operate in the rooms where these server racks are located. It would be too big
of a risk for the data centers to get these installed given how electronics and water do not mix.
Even if we could get these lines installed, it would require a major overhaul of the facility that is
out of scope for our project. That is why “air-chilled” is a major requirement and weighted so
heavily. The heat exchanger’s materials must also be compatible with dielectric fluids. This will
prevent the degradation of both the heat exchanger and the fluid. The other key requirement
was the cooling capacity. We expected the server to have a heat output of about 1 kW and set
this as the required minimum heat dissipation. Other important requirements include size, flow
capacity, leakless, cost and maximum pressure. The Heat Exchanger Weighted Decision matrix is
displayed in Appendix D.
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When researching heat exchangers, we focused on the following 4 options: tube-and-shell,
liquid-to-liquid plate exchanger, tube-and-fin exchanger, and open tank liquid-to-liquid
exchanger.

4.3 Dielectric Fluid
The dielectric fluid is the most important component of the compact dielectric cooling system.
The fluid’s function is to provide a medium in which heat is transferred from the IT equipment
and into the surroundings. The reason this function is the most important is because it will be in
contact with very expensive equipment and is the primary component that cools the IT
equipment when in operation. The process of choosing a versatile but specific fluid for thermal
management of data centers consisted of extensive research of experimental studies, customer
experiences, and conversations with different fluid manufacturers. The first design decision that
was made was to decide which type of fluid would be best for this compact cooling system by
comparing material compatibility, safety, environmental impact, heat capacity, cost, and
kinematic viscosity.
In Appendix E a functional Pugh matrix displays the comparison between the four main
manufacturers of four different types of dielectric fluid used for cooling electronics. The four
different types of fluids that were considered are: Fluid Manufacturer’s-Series A which is a
synthetic hydrocarbon oil, Green Revolution Cooling-ElectroSafe which is a white hydrocarbon
oil, Midel-MiVolt which is a synthetic Ester, and 3M-Fluorinert which is a fluorocarbon fluid.
Series A has extensive material compatibility experimental research which is useful when
implementing this fluid into a system that has a variety of materials within it. ElectroSafe, being
a white oil is not processed as thoroughly as it should be to interact with electronics and has had
customer backlash from the fluid ruining the customers GPU cards and circuit boards. MiVolt
primarily manufactures fluid for cooling transformers and have just recently gotten into
datacenter cooling. The synthetic ester is great for transformer cooling but has a problem
guaranteeing material compatibility for different plastics, rubbers and gaskets found on circuit
boards. 3M’s fluorocarbon fluid is an excellent choice for cooling electronics based on its
thermophysical characteristics but falls off the top seat due to its toxic chemical structure, large
environmental impact, and the fluids expensive price tag. Based on the information our team has
acquired, the Fluid Manufacturer’s, Series A, has the most desirable characteristics for our design
challenge, largely based on its vast guaranteed material compatibility, safety, and the fluids
extremely low environmental impact.
Within the Fluid Manufacturer’s Series A family, there are five different dielectric fluids used for
different IT thermal management scenarios. The five different fluids consist of Fluid A, Fluid B,
Fluid C, Fluid D, and Fluid E. The most influential characteristics of deciding between these five
fluids was their kinematic viscosities and their flash points. Both fluid characteristics increase as
the fluid identifying number increases. For example, Fluid A has a flashpoint of 190⁰C and a
viscosity of 8.3 cSt at operating temperature while Fluid E has a flashpoint of 280⁰C and a viscosity
of 67 cSt at operating temperature. The cost is also a factor of consideration when looking
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between these fluids and has a delta of about $10/liter between Fluid A and Fluid E. The design
decision of using Fluid C was made by comparing these five fluids in a weighted decision matrix
that is shown in Appendix E. Fluid C has one-half the viscosity of Fluid D which will [11][11] ￼￼
As shown in Table 5, Fluid C has a flash point of 228⁰C, which meets OCP’s minimum requirements
for flash point temperature and exceeds the suggested value of 200⁰C. Fluid C is the second least
expensive Series A fluid and costs $18/liter. While Fluid C meets all requirements of the design;
the fluid has a zero GWP, zero sulfur ppm, is about 95% biodegradable, is a non-toxic and nonhazard [12]. [12]
Table 5. Displays the Data Sheet for Fluid Manufacturer’s Series A dielectric fluids and their respective
specifications for comparison.
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4.4 Chassis
The chassis will function as the housing for the server while allowing a destination for the
dielectric fluid to remove heat from the hot electrical components within the server. This subfunction is the one and only sub-function that our team will be manufacturing. The design of the
chassis is a horizontal box with a sealable lid as shown in Figure 11. We debated between four
initial concepts before selecting the horizontal chassis design. The four initial concepts can be
found in Appendix F. The chassis will have plumbing connections for fluid to flow through, and a
cable interface for connecting IT cables into said server. The material used to manufacture the
chassis is dependent on material compatibility of the dielectric fluid used within it, which is
provided in the reference section. The design geometry of this component was developed from
the shape and size of conventional servers with maintenance accessibility in mind. The
preliminary dimensions will be 177.8 mm (7-inch) x 482.6 mm (19-inch) x 762 mm (30-inch), the
height and width dimensions are found by using 4 RU’s, as a maximum, of vertical space in the
rack while also being able to fit a 17.1-inch-wide server within the chassis and having enough
space for fluid to flow around the server. The depth of the server is a rough estimate that was
chosen based on the model that Dan Rodman suggested that our team design around. This server
is the Dell PowerEdge R6515 and has a depth of 657.25 mm (25.88-inch). [13] The remaining
101.6 mm (4-inch) allows our team to have space to develop an interface that will allow
watertight connections between cables and the server.

Figure 11. Displays the concept prototype horizontal chassis that will assist with fluid directional flow
and forced convection heat transfer.

4.5 Initial Design
The initial design incorporates the previous design decisions into a larger assembly. Figures 12
and 13 show a concept CAD model for the initial design. It outlines the cooling loop for the
system. The flow starts with the pump and then flows directly to the chassis. From there, the
fluid gets heated up and heads over to the heat exchanger with the fan. The heat exchanger cools
down the fluid and then it heads over to the reservoir from which the pump draws fluid. Once
there, the fluid goes down to the pump and the cycle is repeated once more. The system level
concept prototype is shown in Figure 14, displaying the chassis, heat exchanger, pump, warm
and cool dielectric fluid which is represented by the red and blue pipe cleaners. The Fluid
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reservoir is missing from the concept prototype and would theoretically be placed in between
the heat exchanger and the centrifugal pump. The concept prototype in Figure 15 shows the fluid
guide fins that are being proposed to being used and will perform two functions: used as a
placement bracket for the server and keeping the server off the bottom of the chassis, which will
allow more efficient heat transfer to take place.

Heat Exchanger
Server Chassis

Fluid Reservoir
Centrifugal Pump

Figure 12. Front View of Concept CAD

Figure 13. Rear View of Concept CAD
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Figure 14. Displays a concept prototype of how the immersion cooling system will be integrated
together.

Figure 15. Displays the interior of the chassis where the server will be held and fluid will flow through,
removing heat from the server.

4.6 Design Challenges
We anticipate a few challenges going forward with the design and manufacturing of the chassis.
The first and most important challenge will be to figure out how to seal the interface between
the cabling and the chassis. It is important that a user has access to the cable ports while the
server is running and does not have to drain the system to change the cables. For this to be
possible, we must figure out a way to seal the I/o ports so that they do not leak when cables are
not attached. Another challenge will be to make sure the chassis is sealed properly when being
assembled after manufacturing. This includes finding a seal that will fit on the lid.

5.0 Final Design
The final design of the compact dielectric cooling system is made up of five main sub-systems.
These five sub-systems consist of: a pump that pulls fluid from the reservoir and pushes this
fluid to the chassis, a heat exchanger that will remove heat from the dielectric fluid and dump
this heat into the surrounding air, the dielectric fluid that will be used as the medium of heat
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transfer between the server components and the surrounding air, a chassis that will hold the
server electronics, and finally the plumbing system that will connect the four other main subsystems together. The final design constraints and parameters are designed to the
specifications of the DELL R6515 per suggestion from Daniel Rodman at Aria Technologies. The
dielectric cooling system’s CAD assembly is shown in Figure 16 showing all main components of
the system. The chassis has a custom cable/chassis interface on the rear panel that is
customizable to fit any configuration of cables that are needed to run the DELL R6515 server
and is shown in both Figure 17 and Figure 18.

Figure 16. Displays a CAD assembly of the dielectric cooling system.
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The Cable/Chassis interface shown in Figures 17 and 18 is a customizable piece that is meant to pass any
necessary cables into the chassis while still allowing the cables to be removed/swapped out. The
interface is made up of cable glands that are clamped onto the cables and then secured onto the wall of
the chassis. This allows the user to be able to remove and replace any cable because they are not glued
or hardwired in. Also, valved quick-disconnects are a feature that allows the user to easily disconnect
the inlet and outlet plumbing without the chassis leaking or spilling any fluid. These features allow the
user to be able to do maintenance on the server without having to do any major deconstruction of the
chassis.

Figure 17. Displays the back end of the dielectric cooling system with fluid inlet and outlet, as well as
Cable/Chassis interface.

Figure 18. Displays the model of the Cable/Chassis interface
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The top view of the chassis shown in Figure 19 displays the configuration of parts inside the main
assembly. The original design intent was to have both the inlet and outlet of the chassis on the same
face as shown in Figure 17. However, our final design needed to be modified due to pressure loss caused
by the diameter of tubing we chose for the system. This led to the creating of a new outlet port that
allows flow into the reservoir without any issues.

Figure 19. Displays a top view of the chassis with the configuration of components.

5.1 Pump
We calculated that the system would require 1 – 19 ft of head at differing flowrates. This head is
for the overall system and is useful for narrowing down pump options. Initially, the pump will
have to overcome more head than that due to high loss components and elevation changes. Due
to the 4 ft of head loss from elevation changes and up to 15 ft of loss from components and
friction, we can expect a max of 19ft of head throughout the system.

24

The pump that will be used in the dielectric cooling system is an electric centrifugal pump and
will be purchased from McMaster-Carr. This pump has overall dimensions of 11 7/8” x 5 3/8” x 7
3/4” (Length x Width x Height) with an external housing made of bronze. This pump is powered
by a 120 VAC power cable and has a maximum head of 56 feet with a flowrate of 23 gallons per
minute. We will have to choke the flow using a valve to obtain the calculated flowrate of about
1 gallon per minute. While this is less efficient, the flow rate needs to be choked down to be
within the maximum flow rate of 2 gallons per minute that the heat exchanger is rated for and
to meet the hand calculations done to meet the cooling needs of the DELL R6515 which has a
heat dissipation rate of 750 Watts. Equation 1 displays the equation used to calculate the
pressure drop across the flow control valve that will be placed in series just after the pump within
the system. The remaining system components were modeled as a series of bends and pipes with
inner diameter of 10 millimeters while the chassis was modeled with a series of bent pipes with
a 50-millimeter inner diameter. Equation 2 shows the Energy equation used to find pressure drop
for each of the components due to major and minor head losses.

∆𝑃 =

Where,

𝑆𝐺 • 𝑄
𝐶

(EQ. 1)

Cv = Flow Coefficient
Q = Flow rate in US gpm
ΔP = Pressure loss in psi across the valve
SG = The ratio of the fluid density to the density of water
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Where,
Hloss = Head loss due to section of pipe in ft
P = Pressure
ρ = Density of fluid
g = Acceleration due to gravity
α = Flow regime factor (1 for Turbulent and 2 for Laminar)
V = Velocity of fluid
Z = Elevation
f = Friction factor

𝑘

𝑉
2𝑔

(EQ. 2)
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l = length of pipe
D = Diameter of pipe
k = Minor loss coefficient

5.2 Heat Exchanger
The heat exchanger that will be used is a liquid to air tube and fan heat sink that uses forced
convection to dissipate heat to the surrounding air. This heat exchanger is 9” x 9 3/16” x 4 9/16”
(Height x Width x Depth) made of 316 stainless steel with a cooling capacity of 1231 watts (4200
BTU/hr) and a maximum flow rate of 2 gallons per minute. This heat exchanger can be seen in
Figure 20. Given the heat capacity of the fluid and a desired temperature differential between
the air and the fluid of 5 – 10°C, we will have the pump run at about 0.75 – 1.25 GPM. This falls
within the maximum flowrate that this heat exchanger is rated for.

Figure 20. Displays the stainless-steel heat exchanger that will be implemented into the compact
dielectric cooling system.

5.3 Dielectric Fluid
The dielectric fluid that will be used to cool the electronics through sensible heat transfer will be
the Fluid Manufacturer’s Fluid C due to its cost, sufficient flashpoint, material compatibility and
its relatively low kinematic viscosity. Fluid C is electrically insulating while being a great thermal
conductor. This fluid has specific heat capacity of 2.21 KJ/kg*C at 45⁰C which is our desired
operating temperature suggested by Aria Technologies. The fluid also has a 228⁰C flashpoint
which exceeds the Open Compute Projects’ minimum required flashpoint of 150⁰C and their
commonly required flashpoint of 200⁰C.

5.4 Chassis
The chassis is the sub-system where the server resides, and the heat transferred from the server
to dielectric fluid takes place. The chassis will be manufactured out of polycarbonate because it
is stronger than both glass and acrylic while remaining transparent so the technician can make
sure the system is running as expected by inspection. Polycarbonate has also been tested and
proven to be a material that is compatible with the Fluid Manufacturer’s Fluid C dielectric fluid.
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The bottom, walls, and top will be cut from a ½"-thick polycarbonate sheet using the waterjet at
California Polytechnic State University’s Mustang 60 machine shop. The polycarbonate walls of
the chassis will be post-processed with a table saw to cut 45-degree corners for a more
presentable and quality assembly. A top view of the assembled structural prototype chassis base
can be seen in Figure 21.

Figure 21. Displays the assembly process used for the base of the structural prototype.

The top piece of the chassis will have a bleeder valve to allow for the dissipation of air trapped in
the chassis during start-up of the system. The top polycarbonate plate will also have 10 steel
draw latches, every 6 inches on the sides and every 3 inches in the front and back, that will
compress the top of the chassis to the base of the chassis. The chassis top and walls will be sealed
with a rectangular piece of polyurethane rubber gasket. The structural prototype chassis in Figure
22 is a 60% scale model of our final prototype which is why there are fewer draw latches on this
model. The draw latches provide an adequate clamping force between the chassis base and the
chassis top that creates an airtight seal during operation. The reason we chose to use draw
latches is for the convenience factor for maintenance crews and technician access to the server
components when the system is drained and powered off.
The design originally had fluid guide fins that were going to run beneath the server components,
but this design decision was removed from the final design after speaking with Dan from Aria
Technologies about how the server would be placed within the chassis. We originally assumed
that the server components would be removed from the server’s sheet metal casing, hence being
more readily exposed to the fluid flow stream. This assumption was incorrect, therefore, the
team pivoted and decided against the fluid guide fins due to the lack of convection heat transfer
we would have gained without the sheet metal casing being present.
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Figure 22. Displays the assembled structural prototype chassis with the steel latches, polyurethane
gasket and epoxy assembled base.

The chassis will utilize a plastic expansion drain plug at the bottom of the chassis in the case of
transportation or maintenance on the server components. The chassis/cable interface on the
front plate will be made up of a series of bulkhead connectors including: 1-video, 1-iDRAC direct
micro-USB, and 1- USB 2.0. The chassis/cable interface on the back plate will be made up of a
series of bulkhead connectors including: 2- 1GbE, 1-iDRAC network port, 1-serial, 1-video, and 2USB 3.0. The C13/C14 power cable will have an extension that is epoxied into the rear wall of the
chassis for both power ports, allowing for connection to power while pressurized. The main
concern with the chassis design is the potential for

5.5 Plumbing
The plumbing will be the connection between each of the main sub-systems. The plumbing that
will be used is hard Fluorinated ethylene propylene (FEP) plastic tubing with a 10 mm inner
diameter and 12 mm outer diameter. The tubing will connect the pump and reservoir to the
chassis where the cool dielectric fluid will remove heat from the server components. The warm
fluid will exit through the FEP tubing that leads to the heat exchanger to be cooled and another
length of the FEP tubing will run from the heat exchanger back to the reservoir.

6.0 Manufacturing Process
This manufacturing plan details the process by which the Verification Prototype was built. We
manufactured the chassis and cable gland housing but purchased the other components (heat
exchanger, pump, reservoir, gauges, valves, and plumbing) that make up the entire system. The
purchased parts were ordered though our sponsor and delivered subsequently to the Mustang
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60 shop. Figure 23 shows the CAD file that was used to waterjet the chassis pieces that we then
assembled the chassis base (bottom and side walls) using Lord 310A/B structural epoxy.
The steps that we followed to assemble the chassis and cable gland housing are detailed in
sections 6.1 and 6.2.

Figure 23. Chassis base, lid, and side walls in the orientation of how they will be cut from a ½” x 4’ x 4’
sheet of polycarbonate stock.

6.1 Manufacturing Steps
6.1.1 Chassis
We used the following processes to manufacture the chassis:
a) 2 - 21” x 30” top and bottom
i) Top
(1) Drilled a 19/32” hole for the air bleeder valve shown in Figure 24.

Figure 24. Displays the air bleeder valve installed in the lid.

b) 2 - 4” x 29” long sides
i)
Left side (shown in Figure 25)
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(1) Used 1.5” hole saw to cut a hole and epoxied 3/4” NPT stainless steel female
couplings into this hole.
(2) Drilled 1/8” for the thermocouple that reads the temperature of fluid at the
heat source. The thermocouple was then epoxied into this hole.

Figure 25. Displays the heating element installed within the ¾” NPT female coupling along with the
thermocouple installed to read its local temperature for testing.

ii)

Right side (Updated with redesign is shown in Figure 26.)
(1) Drilled 1/8” for the thermocouple that reads the temperature of
fluid leaving the chassis. The thermocouple was then epoxied into this
hole.
(2) Drilled 29/32” hole for new outlet plumbing and ¾” NPT thread
was tapped into the polycarbonate chassis wall.

Figure 26. Displays the outlet plumbing and thermocouple reading outlet temperature installed.

c) 2 - 4” x 21” front and back
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i) Front (shown in Figure 27)
(1) Drilled 1/8” for the thermocouple that reads the chassis temperature. The
thermocouple was then epoxied into this hole.

Figure 27. Thermocouple that was installed to read chassis fluid temperature.

ii) Back (shown in Figure 28)
(1) Drilled 17/64" and 1.25” holes for the cable gland fixture that was designed
in Solidworks and 3D printed in Mustang 60 machine shop.
(2) Drilled 1-3/32” holes for inlet/outlet quick disconnect and epoxied
3/8” NPT stainless steel female couplings into these holes.

Figure 28. Assembled back wall of the chassis with the inlet/outlet quick disconnects and the cable
gland.
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We used the following processes to assemble the chassis:
1) The 5 polycarbonate pieces that make up the chassis base were aligned and epoxied
together using wood clamps, shown in Figure 29, and allowed to set for 24 hours.

Figure 29. Epoxy setup for the chassis base

2) Once the base fully dried (24 hours later), we clamped the lid to the base and drilled out the
holes for the all-thread, using a jig, shown in Figure 30, ¼” from the outside edge of the
chassis. By drilling the holes in both the lid and base at the same time, we reduced
manufacturing error by ensuring that the holes would line up.

Figure 30. The jig used to drill holes for the all-thread was made from ½” thick wood, round mild steel
stock, and epoxy. The round stock was turned on a lathe and drilled out to fit the 13/64” drill bit and
then epoxied into a hole within the wood frame.
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3) After drilling out the holes in the polycarbonate chassis base and lid, we inserted the allthread into these holes with the Lord 310A/B structural epoxy, as shown in Figure 31.

Figure 31. All thread inserted and epoxied 1.25” into the chassis base walls and allowed to set for 24
hours with the chassis lid weight holding the all thread in place.

4) Once the all-thread has been placed, we screwed on the nuts at about an inch from the top
and placed the lid on the top of the all-thread. We set two 5-gallon containers of the
dielectric fluid on top of the lid and used them as down force to ensure the absence of airpockets within the epoxy, as shown in Figure 32.

Figure 32. Arrangement for setting all thread into side wall of polycarbonate chassis base.

5) We then used a 7/32” bit to drill holes into the mild steel strips of steel that are used as a
load distribution system that lines the perimeter of the chassis lid.

33

6) A leather hand punch was used to customize the ¼” thick neoprene gasket to fit
around all thread and in between the polycarbonate chassis base and lid, as shown in Figure
33.

Figure 33. Chassis and lid interface with neoprene gasket.

7) After using Lord 310A/B to assemble the base (bottom and four walls) of the chassis, we
performed the following processes on the chassis
8) We applied silicone, shown in Figure 34, to all internal joints to protect epoxy from
repetitive pressurization and addition leak protection.
9) Drilled 34 - 13/64” holes with a depth of 1.25”. These holes were drilled ¼” from the outside
wall, 1.5” from each corner and then every 3” on the straight, around the perimeter of the
chassis. These are drilled for #10-32 stainless steel all thread to provide adequate clamping
force to seal the lid to the base.

Figure 34. Displays the silicone applied to the internal joints of the chassis to protect the structural
epoxy while also preventing fluid leaks.
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Figure 35. #10-32 stainless steel all thread epoxied within the side wall of the chassis base.

6.1.2 Gasket
1. Using ¼” thickness, ½” width neoprene cord stock:
a. Punched holes in the same pattern as all thread using a leather punch, shown in
Figure 35, so the neoprene gasket has a tight fit around the all thread.
b. We cut relief notches in the four corners to prevent uneven bulging when the lid is
c. A square notch was cut at each end of the neoprene cord stock and adhered
together to finish the custom chassis base/lid gasket.
2. 1/8” thick x 1/2” wide mild steel strips were purchased and cut to fit the perimeter of
the chassis lid. This steel strip had 7/32” holes drilled in the same pattern as all thread to
assist with load distribution when the flange nuts are tightened onto the all thread,
sealing the lid to the base of the chassis. The final gasket and
sealing arrangement are shown in Figure 36.

Figure 36. Neoprene gasket assembled onto the chassis base.
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Figure 37. Stainless steel all thread and a flange nut are used to compress the neoprene gasket,
polycarbonate lid and mild steel stripping to create a liquid tight seal.

6.1.3 Reservoir
1. A 5-gallon high density polyethylene chemical container was purchased and modified to
work as an excess fluid reservoir to the system.
a. A hole was drilled into the lid to epoxy a 3/8” NPT female couplings into
the lid, which is where the pumps suction side plumbing connects, shown in Figure
38.
b. We installed a 1.5” fill plug to add fluid as needed, as shown in Figure 39.
c. We originally drilled and epoxied in the 3/8” chassis outlet hose to the reservoir but
since the 3/8” hose was adding too much flow restriction we connected the ¾”
chassis outlet hose to the reservoir, as shown in Figure 39.

Figure 38. Reservoir connected to suction side of pump.
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Figure 39. Fluid reservoir with the re-designed ¾” chassis outlet hose and the 1.5” fill plug installed.

6.1.6 Plumbing
1. Cut sections as needed for connection of different system components from 3/8”
hard fluorinated ethylene-propylene (FEP) clear tubing
a. Pump to throttling Valve (2 ft)
b. Throttling valve to flow meter (2.5 ft)
c. Flow meter to pressure gauge (1.5 ft)
d. Pressure gauge to heat exchanger (6 ft)
e. Heat exchanger to chassis (3 ft)
2. The redesign of the chassis outlet plumbing was 4 ft of ¾” clear vinyl hose, a ¾” gate
valve to regulate outlet flow and another 1 ft of the same hose that is connected to the
fluid reservoir.
6.1.7 Cart
1. The pump was bolted to the cart using 4 #10-32 bolts on lower shelf of the cart.
2. We then attached the reservoir to the inlet of the pump with 3/8” stainless steel pipe,
shut off valve, and union nut.
3. The heat exchanger was mounted using the angle iron on the front of the cart with the
fan facing out.
4. We mounted the chassis on the top of the cart using plastic L brackets on each corner.

6.3 Challenges and Discoveries
In the process of building both our structural and verification prototypes, we came across major
challenges that we needed to overcome for the system to operate properly. These are outlined
with actual changes we made during the manufacturing phase along with proposed changes we
would make in the future if time was available. Many design decisions and manufacturing
processes changed from the initial structural prototype design and throughout the entire
manufacturing phase of this project.
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The polycarbonate corners of the structural prototype chassis were mitered to create a clean
aesthetic on the outside, this proved to create a large error in the assembly of the chassis. For
our final verification prototype, we decided to just butt the chassis walls up to each other to
prevent leaks due to manufacturing and assembly errors.
While initially assembling the structural prototype chassis, there were issues with the epoxy
setting too fast, being too viscous to work with, and having an inefficient application nozzle. We
changed the epoxy from KwikWeld to Lord 310A/B structural epoxy, the new epoxy has a lower
viscosity, longer set time, and an extremely user-friendly application nozzle to make application
a cleaner and more precise process. The results were noticeable as our final prototype has a
much cleaner aesthetic appearance and a higher level of structural integrity. We had no issues
while applying the Lord 310A/B epoxy nor assembling the verification prototype chassis base. In
addition to replacing the epoxy, we added a silicone sealant on all internal joints of the chassis
base, this acted as a secondary seal to protect the epoxy from direct contact with the dielectric
fluid.
With our preliminary testing, we discovered that our original design of using steel draw latches
to compress our neoprene gasket would not work due to the inconsistent nature of the
application process. In the redesign of our chassis lid and base interface, we decided to drill
1.25 inches through the top of the chassis walls to epoxy #10-32 stainless steel threaded rods
into these holes. We then used 0.25-inch-thick neoprene cord stock to create a custom gasket
that would be compressed between the chassis base and lid. On top of the chassis lid, we used
0.125-inch-thick mild steel bars that are placed around the perimeter of the chassis lid to allow
for better load distribution and consequently, and even compression along the entire gasket.
The tightening of the stainless-steel flange nuts onto the rod provides the clamping force
required to seal the chassis lid and compress the gasket a little over 30% (0.08 inches) of its
original thickness.
Our original design for our inlet and outlet tubing was to be 3/8-inch ID throughout the entire
system. During our initial verification prototype testing, we noticed that we could not get the
fluid to flow correctly though the system. Our design was flawed and needed to be adjusted by
increasing the size of the chassis outlet tube to ¾-inch. We added a gate valve to the ¾-inch
tube to regulate the outlet flow rate of the chassis to meet the inlet flowrate. This design
change was successful but added a new design challenge of requiring a control system to adjust
the flow rate accurately and continually in and out of the chassis to keep the pressure within
the chassis at an equilibrium point.
During the cooling capacity testing, we found that there was not an adequate amount of
turbulence within the chassis to mix the hot and cool liquid together, therefore, a boundary
layer formed and the stratification of the fluid between the top and bottom half of the chassis.
This prevented the system from successfully expelling 750 watts of thermal energy to the
ambient air. There are two ways we think could fix this problem: (1) manufacture the chassis so
the inlet hose is at the top of the chassis wall to allow for natural convection to take place
through the entire chassis, when the cool inlet fluid falls to the bottom and the warm fluid rises
to the top. Also, placing the outlet hose at the top of the chassis wall so it pulls the hottest fluid
from the chassis allowing to maximize heat transferred from the dielectric to the ambient air.
(2) Place constant voltage fans within the chassis to disturb the boundary layer by adding
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turbulence into the system. This would assist in the mixing of the hot and cool fluid,
consequently, maximizing heat transferred out of the chassis and away from the server.
We also had issues making the cable gland housing leakproof. Through many iterations, we
eventually came to a final configuration and hardware that provided a leak-proof cable
interface. Using a flexible sealant over the PLA 3D printed assembly, O-rings, neoprene gasket,
and steel washers on the inside of the chassis we were able to prevent leaks through the
interface. We also put silicone inside of the chassis where the cable enters to allow for an extra
layer of sealant to prevent any liquid leaks. In the future, we would recommend using a CNC
machine to manufacture the two pieces of the cable/chassis interface out of aluminum. This
will increase the strength and durability of the part while also allowing for smaller tolerances
within the compression of the cables going through the cable interface part.

6.4 Budget
Our budget for our project did not originally have a set number but we wanted to keep it as
inexpensive as possible. Our original estimated cost was around $3,400, the big portion of this
cost was the fluid, pump, heat exchanger, and polycarbonate sheet. Our final project cost
was $4,320 due to design changes and unforeseen problems that surfaced during
manufacturing and testing. The final budget breakdown can be seen in the Bill of Materials in
Appendix I.

7.0 Design Verification
The way to verify that our design meets the requirements set out by Aria Technologies, we plan
to do a series of tests on both our structural and verification prototypes. The structural prototype
is a 60% scaled model of the verification prototype that is made from the same material,
polycarbonate, as the final prototype. The structural prototype is just a part of the entire system,
more specifically, just the chassis. This prototype is somewhat of a disposable prototype that
preliminary testing can be conducted on to prevent trivial mistakes on our final verification
prototype.
The structural prototype was used to test the manufacturing processes, gasket compression
testing, cable gland testing, and leak testing. The preliminary testing on the structural prototype
prevented many mistakes we would have otherwise made on our final verification prototype.
These design changes we made early on allowed for the main system testing, cooling capacity
testing, and pressure testing.
The final prototype’s tests revolve around the design parameters outlined in the FMEA. We have
two tests prepared to validate our design: cooling capacity and pressure tests.

7.1 System Cooling Capacity
The first and most important test that will be used to validate the design of our final prototype,
shown in Figure 40, will be testing of the systems cooling capacity. This test will require the
system to be in operation with a known heat load put into the system. This heat load will be in
the form of a heating cartridge with a known heat dissipation rate of 750 Watts that is mounted
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inside the chassis. This thermal load matches the heat dissipation rate given in the technical
specifications of the DELL R6515 server. A cartridge heater connected to a variable power source
will be used to convert electrical energy into thermal energy. This thermal energy will be
measured by the current and voltage applied to the heating element by a Variac. This heating
element will model a high-performance server that will output 750 - 1000 Watts of thermal load
while in operation. There will be three thermocouples placed at the inlet of the chassis, outlet of
the chassis, and one placed near the heating element. The thermocouples will be connected to a
data acquisition module that will give real time temperature readings, while also recording the
temperature data to a computer over a given sample of time for analysis after testing. This
temperature data will allow us to calculate and validate that the cooling capacity of the system
is rated for at least 750 watts of heat load. This test will also verify that the specification for
operating temperature of the system remains within the desired range of 45⁰C to 55⁰C given to
us by Dan Rodman at Aria Technologies. For the complete testing process, consult Appendix L.

Figure 40. Complete Verification Prototype used for testing and Expo

7.2 Pressure Test
In addition to the cooling capacity test, we have a pressure test for our system. This pressure will
be read from an inline pressure gauge that is placed just before the inlet of the chassis. This
pressure will read after the fluid is pumped through the throttling valve, flow meter, and
approximately 5 feet of tubing. The system design pressure should be 10 ± 4 psi at the inlet of
the chassis. Should the pressure exceed this, we will have to open the relief valve and turn the
pump off. This test will both verify that the system is a low-pressure system, as requested by Aria
Technologies, and validate the pump selection based on the system design. For the complete
testing process, consult Appendix M.
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8.0 Project Management
8.1 Process and Timeline
The design process was primarily driven by both the sponsor needs and the delivery dates for the
course. The process was divided into 3 main phases: design, build and test. The design phase was
primarily limited to Winter 2021 (January – March). The design phase was used to fully define
the problem, customer wants and initial design of the solution. During this phase, consistent
communication with the sponsor and consultant was paramount to make sure the best solution
is found to meet Aria’s requirements. At the end of this phase, the proposed solution was
checked and reviewed before manufacturing and ordering components for the assembly.
Once the proposed solution design was checked and reviewed, the build phase began. This phase
consisted of system manufacturing and ordering of components that cannot be manufactured
with our team's resources, such as: pumps, heat exchangers, and liquids. This phase mostly took
place during the end of spring 2021 quarter and beginning of fall 2021 (March – October). Due
to course limitations, we had limited access to the manufacturing facilities on campus during the
summer of 2021. We used the summertime to order parts that had long lead times and gain
possession of materials needed to finish manufacturing in fall 2021.
The final phase of our project was the testing phase, this phase consisted of validating and testing
of the final prototype. The goal of this phase was to show that our design met the specifications
and requirements of our sponsor, Aria Technologies.

8.2 Presentations
During the design process, several presentations took place to both inform the sponsor about
our progress and so that both the sponsor and peer members can provide feedback on the
design. The main presentations took place as mentioned in Table 5.
Table 6. Presentation with Accompanying Dates

Presentation Name

Date

Preliminary Design Review (PDR)

3/4/2021

Interim Design Review (IDR)

4/8/2021

Critical Design Review (CDR)

5/5/2021

Expo

11/19/2021

Final Design Review (FDR)

12/3/2021

All these presentations were open to the sponsor except for the Interim Design Review (IDR), this
was exclusive to the course members and the classes advisor. For a more in-depth analysis of the
schedule please see Appendix N. The PDR was the first review, which is where Aria Technologies
and gave us the greenlight to move forward with the chosen design along with feedback to help
point us in the correct direction of what they are looking for. Both Aria Technologies and our
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coach helped our team decide whether our design is viable or should be revised before moving
forward. CDR was the next review; this review explained an in-depth explanation of our design
to our sponsor and is where the sponsor gave us the green light to begin ordering parts and begin
the manufacturing phase of our final prototype. The critical design review laid out both the design
and the plan to buy and assemble parts during the build phase. Finally, the FDR is the final
presentation to the sponsor where our team details the results of our build and testing to the
sponsor. This presentation is the conclusion to the year-long senior project and all hardware will
be returned to Aria Technologies.

9.0 Conclusion
The scope of the project is laid out in this document and the proposed timeline has been
presented as well. The main goal was to present an in-rack cooling system for a server that has
the potential to be scaled up to include multiple servers in a rack.
The design of the compact dielectric cooling system consists of a centrifugal pump that will
operate between 0.75 and 1.5 gallons per minute while overcoming a system head of about 20
feet. The heat exchanger is a stainless-steel, liquid-to-air heat exchanger that is rated up to 2
gallons per minute with maximum cooling capacity of 1230 watts. The medium in which the heat
will be transferred from the IT equipment and out to the ambient air is Fluid Manufacturer’s Fluid
C synthetic hydrocarbon fluid. The chassis where the IT equipment will reside, and the sensible
heat transfer will take place will be manufactured out of ½” polycarbonate sheet with a custom
3D printed part used as an interface, between the cooling fluid and ambient air, for the server
cables to be accessible while the system is in operation. All the major system components will be
connected using 10-millimeter inner diameter tubing. The final prototype system dimensions and
cooling capacity is designed for the DELL R6515 server.
The manufacturing of the system was successful with changes along the way. There are many
problems that could have been avoided with the information we now have and is outlined in the
manufacturing chapter, 6.3 Challenges and Discoveries. Some of our main conclusions are that
we found that having a cooling capacity of 750 to 1000 watts of thermal load while retaining a
45⁰C to 55⁰C temperature range is attainable with some changes to our design. The problem of
fluid stratification within the chassis was the main cause of our system not being able to obtain
the cooling capacity goals set out by Aria Technologies. This conclusion was reached by the visual
investigation of a boundary layer separating the hot fluid and cool fluid separating halfway
between the top and bottom of the chassis. The footprint of the chassis met the specifications of
Aria with final dimensions of 21” W by 30” L by 5” Tall. The dimensions of our chassis be used in
a traditional 23” server rack making the integration of this product into existing data centers
attainable without putting strain on the other equipment.
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Appendixes
Appendix A Patent Research

Title
Server case with optical
input/output and/or wireless
power supply
(LiquidCool Solutions)
Method and apparatus to
manage coolant pressure and
flow for an array of liquid
submerged electronic devices
(LiquidCool Solutions)

Patent
Number

Description


US8089766B2




US9918408B2



Method of absorbing sensible

and latent heat with seriesUS10687441B2
connected heat sinks

(Zuta-Core)
Case and rack system for liquid

submersion cooling of
US8467189B2
electronic devices connected in
an array
(LiquidCool Solutions)
Liquid submerged, horizontal

computer server rack and
systems and method of cooling US10123463B2
such a server rack

(Green Revolution Cooling)

Liquid tight server housing that reduces
physical wires through chassis
Wireless transfer of power
A method to manage coolant pressure
and flowrate of the working fluid.
Provides uniform fluid pressure to all
servers.
Vacuum-based thermal management
system
Utilizes mechanical valves that are
controlled by pressure differentials
Liquid submersion cooling that allows for
electronic devices to be cooled in parallel

Independently operable
servers immersed in dielectric liquid in
a tank
Fluid connection between multiple tanks
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Appendix B Dielectric Cooling QFD
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Appendix C Pugh Matrix and Weighted Decision Matrix for Pump Selection
Pump Pugh Matrix
concept:

criteria:
flowrate
range
maintenance
viscosity range
head
size
Total:

centrifugal

gear

vane

screw

piston

s

-

-

-

-

s
s
s
s
0

+
s
s
-1

+
s
s
-1

+
+
-1

-5

Weighted Decision Matrix for Pump Selection
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Appendix D Pugh Matrix and Weighted Decision Matrix for Heat Exchanger Selection
Heat Exchanger Pugh Matrix

Function

Shell and Tube H.E.

Tube Fin Heat
Exchangers

Liquid to Liquid
Plate Cooler

Open Tank
Heat Exchanger

Cooling Capacity

S

-

S

-

Material
Compatibility

S

S

S

S

Flow Capacity

S

-

S

-

Leakless

S

S

S

S

Cost

S

+

+

-

Max Pressure

S

-

+

S

Size

S

-

+

+

Total

S

-3

3

-2

Heat Exchanger Weighted Decision Matrix
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Appendix E Pugh Matrix and Weighted Decision Matrix for Fluid Selection
Pugh Matrix for deciding the type of fluid that will be used.

Pugh Matrix for deciding Series A fluid that will be used.
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Weighted decision matrix Deciding which Series A fluid will be used.
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Appendix F Weighted Decision Matrix for Chassis Selection
Weighted decision matrix deciding which chassis configuration is the best.
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Appendix G Design Hazard Checklist
Compact In-Rack Dielectric Immersion Cooling System Hazard Checklist
Y

N

x

1. Will any part of the design create hazardous revolving, reciprocating, running,
shearing, punching, pressing, squeezing, drawing, cutting, rolling, mixing or
similar action, including pinch points and sheer points?

x

2. Can any part of the design undergo high accelerations/decelerations?

x

3. Will the system have any large moving masses or large forces?

x

4. Will the system produce a projectile?

x

5. Would it be possible for the system to fall under gravity creating injury?

x

6. Will a user be exposed to overhanging weights as part of the design?

x

7. Will the system have any sharp edges?

x

8. Will any part of the electrical systems not be grounded?

x

9. Will there be any large batteries or electrical voltage in the system above 40 V?

x

10. Will there be any stored energy in the system such as batteries, flywheels,
hanging weights or pressurized fluids?

x

11. Will there be any explosive or flammable liquids, gases, or dust fuel as part of
the system?

x

12. Will the user of the design be required to exert any abnormal effort or physical
posture during the use of the design?

x

13. Will there be any materials known to be hazardous to humans involved in
either the design or the manufacturing of the design?

x

x

14. Can the system generate high levels of noise?

x

15. Will the device/system be exposed to extreme environmental conditions such
as fog, humidity, cold, high temperatures, etc?

x

16. Is it possible for the system to be used in an unsafe manner?
17. Will there be any other potential hazards not listed above? If yes, please
explain on reverse.
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Description of Hazard

Planned Corrective Action

Rotating impeller of
centrifugal pump will have a
high acceleration on startup,
which could create a
pinching/shearing hazard

Make sure pump is off and
disconnected when being
setup/connected to system

System is heavy and will be
mounted into a rack

Make sure to mount rack before
filling with fluid to reduce weight
and test mounting points before
installation

System will be connected to
120V power input

5/20

Make sure to close server and only
plug in after mounting to avoid
touching server components while
server is running

System will be pressurized
due to pump moving liquid
through system

Make sure all seals are airtight and
system is turned off before opening
to ensure depressurization

The system will be utilizing
a centrifugal pump which
are known to produce noise.

Make sure operator has proper ear
protection.

Fluid has the potential to
reach temperatures up to 60
°C (140 °F).

Planned
Date

5/20

5/20

5/20

5/20
Have active temperature sensing in
place and protective gear for hands
before placing any hands within the
chassis. Also, try not to splash liquid
around.

5/20

Actual
Date
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Appendix H Manufacturing Plan

53

Appendix I Indented Bill of Materials
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Appendix J User Manual
Appendix K User Manual – Compact Dielectric Cooling System
This user manual details the assembly steps and the operation of the compact dielectric cooling system,
as well as the assembly of the cable interface.

System Assembly
The chassis body, shown in Figure 40, would have to be assembled in the order detailed below to ensure
proper operation of the system. The steps detailed below are to take place after the server, or
components are installed within the chassis.

Air bleeder Valve

Lid
Steel Bars

Gasket

Base
Stainless Steel Flange Nuts

Figure 41. Chassis Body (with components highlighted)
1. Align and push the all-thread posts through the gasket until the bottom of the gasket is laying
directly on the top of the edges of the base. The all-thread should be sticking out an inch from
the top of the gasket.
2. Align the all-thread with the holes in the lid and place the lid on top of the gasket. Do the same
with the steel bars and lay them on the lid. The bottom of the steel bars are labeled with their
location and an arrow that should be pointed towards the outer edge.
3. Once the lid and bars are placed, hand tighten nuts on all all-thread around the lid, as shown in
Figure 41. Once all the nuts are hand tightened on, use a socket wrench to tighten it down 2.5
turns to compress the neoprene gasket 30%, or 0.078 inches.
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Figure 42. Chassis with steel bars inserted and nuts being hand tightened
4. Connect all plumbing to its respective places. Figure 42 displays the 3/8-inch hose coming from
the outlet of the pump to the throttling valve, into the flow meter, through the pressure gauge,
wrapping around to the top (inlet) of the heat exchanger, the tubing then comes out of the heat
exchanger and into the chassis through the blue quick disconnect.

Figure 43. Plumbing connections and placement connecting the pump, throttling valve, flow meter,
pressure gauge, heat exchanger, and chassis.
Once the chassis inlet plumbing is connected, the pump suction plumbing should be connected as
shown in Figure 43. First connect the lid to the fluid reservoir and make sure the shut off valve is turned
in the off position (perpendicular to the line of flow). Then use channel locks to tighten the other half of
the stainless-steel plumbing into the suction side of the pump. Once both sides of the suction plumbing
are in their respective places, they can be connected by tightening the union nut on either end of the
two sides.
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Figure 44. Pump suction plumbing between the fluid reservoir and the pump.
5. The ¾ inch NPT outlet plumbing will be connected as shown in Figure 44 and Figure 45. The long
part of the outlet plumbing will be threaded into the ¾ inch tapped hole in the side of the
chassis, shown in Figure 44, and the short side of the outlet plumbing will be inserted into the
fluid reservoir, as shown in Figure 45.

Figure 45. ¾” NPT outlet connection between the chassis and ¾” plumbing. This plumbing leads to a ¾”
gate valve that controls outlet flow rate.
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Figure 46. Chassis outlet plumbing coming from the ball valve and connecting to the fluid reservoir. This
Figure also displays the systems fill hole, with blue plug.
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System Operation
For testing the system should be ran on two different electrical circuits to avoid too much current being
drawn. The power supply, controlling the heating cartridge, should be ran on one circuit while the pump
and heat exchanger fan should be running on the second circuit. If the system is being ran with no
power supply the system can be ran on a single circuit without pulling too much current through the
circuit.
1. Ensure the system is placed on level ground.
2. Ensure all the hosing and plumbing connections for the system are connected and tightly
secured.
3. Open the air bleeder valve on the top of the chassis lid, shown in Figure 46, and open the shut
off valve that is in the pump suction plumbing, shown in Figure 47.

Figure 47. Air bleeder valve located in the middle of the chassis lid.

Figure 48. Reservoir shut off valve located between the fluid reservoir and the suction side of the pump
should be in the open position, parallel with plumbing, during operation.
4. Shut off the gate valve located in the chassis outlet plumbing.
5. Use a funnel to fill the fluid reservoir, through the reservoir fill hole located across from the
chassis outlet hose and is shown in Figure 48, until is ¾ full (about 4 gallons).
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Figure 49. Fluid reservoir with chassis outlet hose connection and reservoir fill plug.
6. Turn on the power to both the pump and the heat exchanger.
7. Allow the pump to fill the chassis with the fluid that is in the reservoir and add fluid to the
reservoir until the chassis is full and the reservoir has roughly 3 gallons in it and re-insert the
reservoir fluid fill plug, blue screw in Figure 48.
8. Slightly open the gate valve in the chassis outlet hose and as the chassis continues to fill watch
the air bubble and keep incrementally opening the gate valve until the air bubble remains
constant in diameter, this is where a control system would be extremely helpful for the user.
Allow the air bubble to decrease to about 1 inch in diameter and then close the air bleeder
valve.
9. Once the system is stabilized, turn the power supply on and set it to 120V and 6.25 A.
10. This inputs 750 watts of energy into the system through the heating cartridge.
11. Take data as needed for testing.
12. Drain the system by opening the outlet gate valve 100%, unplug from the reservoir and fill the
dielectric fluid containers up one at a time.
13. Keep the pump on until there is only about 1.5 gallons remaining within the reservoir and shut
off to keep the pump from cavitating.
14. Drain until the outlet hose stops flowing, then remove lid and pore the remaining fluid into the
respective container.
15. Wipe down and put away for storage.
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Cable Interface
The cable interface is an integral part of our system. It ensures that the cables can go from the outside
of the chassis to the server that resides inside the chassis. The steps below explain the assembly of the
cable and chassis interface.
1. Find the cable gland necessary for the cable you are placing in the interface. Place the silicone in
the gland and insert the cable into it.

Figure 50. Silicone on fixture housing
2. Place silicone on both halves of the fixture housing, as shown in Figure 49. Place the cable gland
in the fixture and clamp it down.

Figure 51. Nut and Screw clamping the fixture housing around the cable gland
3. Put the 8-32 screws through the top holes, with the screw head going in the large countersunk
holes, as shown in Figure 51. On the mating fixture, insert the nut and tighten both until the
cable gland is completely compressed around the cable gland.
4. Once the cable gland is inserted, place silicone in the O-ring groove and then place the O-ring in
the groove.
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Figure 52. O-ring placement and fixture mounting on the wall
5. Using the ¼-20 screws, we will attach the fixture to the chassis as shown in Figure 52. Insert the
rubber washers on the screws in between the fixture and the chassis walls.
6. Once the screws are through the chassis, place the second set of rubber washers in between the
nut and chassis wall. Tighten down the nuts with a socket wrench.
7. Ensure the cable is secure in the gland, and the process is complete.
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Appendix L Cooling Test
Test Name: System Cooling Capacity
Purpose: The purpose of this test is to validate that the compact dielectric cooling system we
designed can remove 750 Watts of thermal energy from the server (We will be using a cartridge
heater with a known power source) and transferred into the ambient air through the liquid-toair heat exchanger.
Scope: This test should validate the system capacity to cool a high-performance server and
validate the following component design: the flow rate (pump), size of heat exchanger, and the
amount of fluid in the system.
Equipment: The entire system is running (Chassis built, pump wired and running, heat
exchanger wired and running, plumbing and fluid reservoir assembled, and thermocouples
installed) and the cartridge heating element plugged into known power source (variac). The
temperature data and power input data can be used to calculate the power that is being
converted into thermal energy and dispersed into the dielectric cooling system. A data
acquisition system (DAQ) with 3 type k thermocouples that will be placed at the inlet/outlet of
the chassis and 1 at the heat source.
Hazards:
1. Fluid leaks
2. Spinning fan blades on the heat exchanger
3. Heating element will be hot
4. Pump will pressurize fluid
PPE Requirements:
1. Safety glasses
2. Work gloves
Facility: The test will be conducted outside of the senior project room (Bonderson, room
110) where the system is stored.
Procedure:
1. Plug the heating cartridge into the Variac. Set the voltage to zero and do not turn on the
power.
2. Seal the chassis and turn the pump and heat exchanger on, get the system operating at
steady state, 1.5 gpm, before applying a voltage to the heat source.
3. Turn the DAQ on and plug the 3 - type k thermocouples in. Begin collecting data to ensure all
thermocouples are reading and to account for any bias error in the equipment.
4. Plug the Variac into the wall socket and raise the input voltage until the power output of the
heat source is 750 watts. Continue taking temperature data until the temperature of the chassis
reaches steady state.
6. Analyze the data by calculating the change in enthalpy of the fluid at the entrance and exit of
the chassis to show that the thermal energy sensibly dissipated can handle a minimum heat
load of 750 Watts at steady state flow.
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7. Perform uncertainty analysis and error propagation from the measurement equipment on
the measured data.
Results:
1.
Pass Criteria: The system dissipates 750 Watts of thermal energy at
steady state while maintaining a 45 ⁰C + 10 ⁰C temperature within the chassis.
2.
Fail Criteria: Cannot keep up with the heat load
and fluid temperature within the chassis rises above 55⁰C at steady state.
3.
3 samples of this test will show repeatability and validation of the design.
Test Date(s): November 15, 2021
Test Results:
The system approached a steady state temperature of 60⁰C after 200 minutes of testing, as
shown in Figure 53. This is higher than our goal temperature of 45 ⁰C + 10 ⁰C. The flow
separation of our fluid played a large part in not meeting our cooling capacity requirement. The
maximum flow rate that our system can achieve is 1.5 gpm when our max design flowrate was
2 gpm. Having a flow with a very low Reynolds number, consequently, there is very little fluid
agitation within our system chassis. The very viscous fluid separated between hot liquid, at the
top, and cool liquid, at the bottom. Figure 54 shows what the fluid inside the system chassis
looks like when 750 Watts of power is supplied to the heating cartridge and the system is
running at steady state operation. The lack of turbulent flow within the chassis prevented the
amount of heat transfer that is required to meet the cooling capacity requirements. A design
flaw is that the inlet and outlet connections are both located in the lower half of the chassis
wall which allowed the cool liquid from the heat exchanger to stay at the bottom and the hot
fluid to rise to the top. If the cool inlet fluid was positioned higher up the chassis wall, this
would allow for the fluid to flow through the hot fluid to transfer heat more evenly throughout
the chassis. If the outlet was positioned higher on the chassis wall, it would have allowed the
highest temperature fluid to be drawn out of the chassis and into the heat exchanger. With the
current design the outlet hose is drawing the cool liquid that resides on the bottom half of the
chassis and recirculating this, which is not allowing for maximum heat transfer to occur at the
heat exchanger. Along with the natural mixing of the different temperature liquid, if a servers
fans were used within the chassis, this would cause a more turbulent flow regime within the
chassis and would consequently mix the cool and hot fluid together allowing a better transfer
of heat. If these changes were implemented, we believe that the required cooling capacity
could be obtained.
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Figure 53. Results from testing the immersion cooling system with 750 watts of input power showing
that the system reaches a steady state temperature of about 60⁰C after 200 minutes

Figure 54. Fluid separating into different thermal layers when the heat source is applied, and the system
is running at a steady state.
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Appendix M Pressure Test
Test Name: Inline Pressure Test
Purpose: To ensure that our system stays within the designed pressure range and certify the
safety of the system operator.
Scope: This test will measure pressure of the system at different flow rates ranging from 0 to 2
gpm. The inline pressure gauge will read the range of pressures just before entering the
system’s chassis.
Equipment: Pressure gauge, flow meter, throttling valve
Hazards: Pressurized liquid
PPE Requirements: Gloves, Safety goggles
Facility: Bonderson (outside)
Procedure:
1. Make sure the system is filled with working fluid.
2. Ensure all connections are securely tightened.
3. Turn system on and allow to reach steady state (≈ 5 minutes).
4. Record initial pressure with the system flowrate at 0.25 gpm.
5. Open the throttling valve to increase flow from 0.25 gpm to 2 gpm in increments
of 0.25 gpm.
6. Shut down system and depressurize system.
Results: Pass Criteria = Pressure stays under 25 psi at a flowrate of 2 gpm.
Test Date(s): November 12, 2021
Test Results: The system ran below design pressure with a maximum pressure of 10 psi. We
could not get the system to flow more than 1.5 gpm and could be caused by having more head
loss in the system than designed for. The 3/8” hose used as the plumbing in the system is a
“non-bending” hose which was preferred because of crimping issues but we did not realize how
big the bending radius was and required us to use more hose than expected. This caused much
larger head loss due to friction as well as adding a Pressure gauge and a flow meter into our
system that accounts for added losses not originally in our calculations when sizing the pump.
This system will need a control system in the future because we have a gate valve to regulate
outlet pressure and a throttling valve regulating inlet pressure that is currently manually
adjusted. A control system would allow this system to autonomously adjust flow depending on
heat load requirements at various times.
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Performed By: Josh Hannaman, Marshall Reid, Salvador Landeros
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Figure 55. System Curve for System

Figure 56. Pressure gauge reading during test
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Appendix N Gantt Chart
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Appendix O Design Verification Plan & Report
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Appendix P Heat and Pressure Calculations
Pressure Calculations

74
Heat Calculations
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Appendix Q Technical Drawing Package
Manufactured Items
DEC 1000 – Exploded Chassis Assembly

76

DEC 1100 – Top Plate

77

DEC 1130 – Gasket

78

DEC 1140 – Steel Strip

79

DEC 1200 – Bottom Plate

80

DEC 1300 – Long Side (heater side)

81

DEC 1400 – Long Side (outlet side)

82

DEC 1500 – Front Plate

83

DEC 1600 – Back Plate

84

DEC 1800 – Exploded Cable Interface

85

DEC 1810 – Cable interface 3D print

86

Purchased Items
DEC 1110 – Bleeder Valve

87

DEC 1120 – Steel Threaded Rod

88

DEC 1121 – 10-32 locknut

89

DEC 1150 – Shelf Support

90

DEC 1310 – Heating Element

91
DEC 1320 – 3/4in Pipe Fitting

92

DEC 1610 – Quick Disconnect (female)

93

DEC 1620 – Quick Disconnect (male)

94

DEC 1811 – 10-32 Pan Head Screw

95

DEC 1812 – 10-32 Nut

96

DEC 1813 – O-ring

97

DEC 1814 – Neoprene Washer

98

DEC 1815 – 1 / 4 -20 screw

99

DEC 1816 – 1 / 4 -20 Nut

100

DEC 2000 – Heat Exchanger

101

DEC 2100 – L-shaped Rail

102

DEC 3100 – Drain Plug

103

DEC 4001 – Flow Adjustment Valve

104

DEC 4002 - Hose Clamps

105

DEC 4003 - Flowmeter

106

DEC 4004 – Pressure Gauge

107

DEC 4005 – T-junction

108

DEC 4006 – 3/8 NPT Threaded to Barb

109

DEC 4008 – Gate Valve

110

DEC 4010 – Vinal Tubing

111

DEC 4014 – 3 / 8 Threaded End Pipe

112

DEC 4016 – Union Nut

113

DEC 4017 – Lever Valve

114

DEC 7100 – Thermocouple

