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In this paper, we consider multicriteria and cardinality constrained multicut problems. Let
G be a graph where each edge is weighted by R positive costs corresponding to R criteria
and consider k source–sink pairs of vertices of G and R integers B1, . . . , BR . The problem
R-CriMultiCut consists in ﬁnding a set of edges whose removal leaves no path between
the ith source and the ith sink for each i, and whose cost, with respect to the jth criterion,
is at most B j , for 1 j  R . We prove this problem to be NP-complete in paths and
cycles even if R = 2. When R = 2 and the edge costs of the second criterion are all 1,
the problem can be seen as a monocriterion multicut problem subject to a cardinality
constraint. In this case, we show that the problem is strongly NP-complete if k = 1 and
that, for arbitrary k, it remains strongly NP-complete in directed stars but can be solved
by (polynomial) dynamic programming algorithms in paths and cycles. For k = 1, we also
prove that R-CriMultiCut is strongly NP-complete in planar bipartite graphs and remains
NP-complete in K2,d even for R = 2.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In [2], Bruglieri et al. study a generalization of the well-known minimum cut problem where an additional cardinality
constraint is considered. They show that the problems of ﬁnding a minimum cut of cardinality either equal to or greater
than a given value p are both strongly NP-hard. However, they ask whether the problem MinCutCard, where we look for
a minimum cut separating the source s and the sink t , and whose cardinality is at most p, can be solved in polynomial
time.
In fact, the decision version of this problem can be seen as a particular case of a multicriteria simple cut problem. In the
problem R-CriCut, we are given two vertices s and t , R edge-weight positive functions w1, . . . ,wR , R bounds B1, . . . , BR
and we look for a cut C which separates s and t such that wi(C) Bi ∀i ∈ {1, . . . , R}. For R = 2, if we set w2(e) = 1 ∀e ∈ E
and B2 = p, we obtain the decision version of MinCutCard. 2-CriCut has been shown strongly NP-complete for general
graphs in [10]. Besides, when we look for a global cut of the graph, i.e. a partition of the vertices into two connected
components, the problem is polynomial when the number of criteria is bounded [1].
Let MinMultiCutCard and R-CriMultiCut be generalizations of MinCutCard and R-CriCut respectively, deﬁned as the
cardinality constrained and the multicriteria versions of the multicut problem. Given a (directed or not) graph G = (V , E)
and a set T = {(s1, t1), . . . , (sk, tk)} of k distinct source–sink pairs of terminal vertices, a multicut C is a subset of E whose
removal leaves no (directed) path between si and ti for each i ∈ {1, . . . ,k}. Then, MinMultiCutCard and R-CriMultiCut
can be deﬁned from MinCutCard and R-CriCut respectively, by replacing “cut” by “multicut”. For ﬁxed k > 2, the minimal
multicut problem MinMultiCut (i.e. the optimization version of 1-CriMultiCut) is APX-hard both in undirected and in
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polynomial in directed trees [4].
Obviously, the diﬃcult cases of MinMultiCut are diﬃcult for MinMultiCutCard and R-CriMultiCut. The question is
then: do the polynomial cases of MinMultiCut remain polynomial when we add a cardinality constraint or when we
consider the multicriteria version?
We study these problems and provide some answers in this paper, which is divided into three sections.
The ﬁrst one deals with simple cut problems. We show that MinCutCard is strongly NP-hard thus settling one of the
open problems of Bruglieri et al. in [2]. Then, we prove that, in planar bipartite graphs, 2-CriCut is NP-complete and
R-CriCut is strongly NP-complete.
In Section 2, we show that MinMultiCutCard is strongly NP-hard in directed stars but remains polynomial in paths
(and directed paths) and cycles (and circuits).
In Section 3, we study R-CriMultiCut. We show that, in paths, this problem is strongly NP-complete and remains
NP-complete for R = 2.
2. Simple cut problems
As already mentioned, Bruglieri et al. study in [2] the problem of ﬁnding a minimal cut subject to a cardinality constraint.
However, MinCutCard (i.e. the case where we have an upper bound on the cardinality of the cut) was an open problem.
We show the following theorem:
Theorem 1.MinCutCard is stronglyNP-hard.
Proof. We use a reduction from Bisection [7]. Let G = (V , E) be an undirected graph with 2n vertices and m edges, and
let B be a given value. The problem is to decide if there exists a partition of V into two disjoint sets V1 and V2 such that
|V1| = |V2| = n and such that the number of edges with one endpoint in V1 and one endpoint in V2 is less than or equal
to B . Let Ibi be an instance of Bisection. We assume that B <m, otherwise Ibi would obviously have a solution.
We construct an instance Icut of the decision version of MinCutCard as follows (see Fig. 1): ﬁrst, let us assign weight 1
to the edges of G . Then, we add a vertex t and 2n edges of weight nm + n2 +m connecting t to each vertex of G . For each
vertex vi of G , we add a path qi of m+n vertices and we add m+n edges connecting each vertex of qi to vi . The edges of
qi and the edges connecting the vertices of qi to vi have a weight equal to (nm + n2 +m)n + (m + n)n +m. Finally we add
a vertex s and 2(m + n)n edges of weight 1 connecting s to all the vertices of the paths qi (i ∈ {1, . . . ,2n}).
We claim that there exists a solution for Ibi if and only if there exists a cut separating s from t such that w(C) 
(nm + n2 +m)n + (m + n)n + B and |C | n + (m + n)n + B .
If we have a solution of Ibi , we construct a solution for Icut in the following way. For each vertex vi of V1, we cut the
edge connecting vi to t . For each vertex vi of V2, we cut the edges connecting the vertices of qi to s. Moreover, we cut
the edges of G with one endpoint in V1 and one endpoint in V2. So, the cut separates {s} ∪ V1 ∪ {v ∈ qi | vi ∈ V1} from
{t} ∪ V2 ∪ {v ∈ qi | vi ∈ V2}. We have |C | |V1| + (m+n)|V2| + B = n+ (m+n)n+ B and w(C) (nm+n2 +m)|V1| + (m+
n)|V2| + B = (nm + n2 +m)n + (m + n)n + B .
Conversely, if we have a solution C of Icut , we construct a solution of Ibi in the following way: V1 is composed by the
vertices of G connected to s and V2 by the vertices of G connected to t . Note that no edge of weight (nm+n2 +m)n+ (m+
n)n +m can be in C since B <m and w(C) (nm + n2 +m)n + (m + n)n + B .
Let us begin by showing that |V1| = |V2| = n.
|V2| n, because otherwise, we have to cut at least n + 1 edges connecting vertices of G to t , so: w(C) (n + 1)(nm +
n2 +m) = (nm + n2 +m)n + (m + n)n +m > (nm + n2 +m)n + (m + n)n + B , which is not possible.
|V1|  n otherwise, we would have to cut at least (n + 1)(m + n) edges connecting vertices of qi to s (i/vi ∈ V2) so:
|C | (n + 1)(m + n) = (m + n)n +m + n > (m + n)n + B + n, and the cardinality constraint would be violated.
Thus, since |V1| + |V2| = 2n, we necessarily have |V1| = |V2| = n.
Fig. 1. The graph obtained for MinCutCard (|qi | =m + n).
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Finally, we have to show that the number of edges with one endpoint in V1 and one endpoint in V2 is less than or
equal to B . We have cut n edges connecting vertices of G to t and (m + n)n edges connecting vertices of qi to s (i|vi ∈ V2).
Moreover, the total number of edges in the cut is less than or equal to n+ (m+n)n+ B . Thus, the number of edges of G in
the cut is less than or equal to B . 
In [10], Papadimitriou and Yannakakis show that 2-CriCut, a problem more general than MinCutCard, is strongly NP-
complete in general graphs. Now, we give some complexity results concerning particular bipartite graphs.
Theorem 2. 2-CriCut isNP-complete in K2,d even when s and t are the two vertices of degree greater than two.
Proof. We use a reduction from Partition [6]. We are given a ﬁnite set A of d elements, a size s(a) ∈ N∗ for each a ∈ A
and a value S such that
∑
a∈A s(a) = S . The problem is to decide if there exists a subset A′ of A such that
∑
a∈A′ s(a) =∑
a/∈A′ s(a) = S2 . Let Ipart be an instance of Partition.
We construct an instance Icut of 2-CriCut as follows (see Fig. 2). Let G = (V1, V2, E) be a complete bipartite graph with
V1 = {s, t} (so that |V1| = 2) and |V2| = d. Thus, there are d disjoint paths Pa (a ∈ A) of length 2 linking s to t . For each
a ∈ A, let ea and e′a be the two edges of Pa . We set w1(ea) = w2(e′a) = 1 and w2(ea) = w1(e′a) = 2d · s(a). We claim that
there exists a solution for Ipart if and only if there exists a cut C such that w1(C) d + dS and w2(C) d + dS .
Indeed, suppose that we have a solution A′ for Ipart . Let us construct a solution C for Icut: for each a ∈ A′ we cut the
edge ea and for each a /∈ A′ we cut the edge e′a . Thus, there is exactly one edge of each Pa in C and we have w1(C) =∑
a∈A′ w1(ea) +
∑
a/∈A′ w1(e′a) =
∑
a∈A′ 1+ 2d
∑
a/∈A′ s(a) = |A′| + dS  d + dS and w2(C) =
∑
a∈A′ w2(ea) +
∑
a/∈A′ w2(e′a) =
dS + (d − |A′|) dS + d.
Conversely, suppose that we have a solution C for Icut . We construct a solution for Ipart as follows: for each path Pa , if
ea is cut then a ∈ A′ else a /∈ A′ . We must now verify that the constructed set A′ satisﬁes ∑a∈A′ s(a) =
∑
a/∈A′ s(a) = S2 .
Since C is a solution for Icut , we have w1(C) d + dS .
Furthermore, by construction we have w1(C)
∑
a∈A′ w1(ea) +
∑
a/∈A′ w1(e′a) = |A′| + 2d
∑
a/∈A′ s(a).
So, d + dS  |A′| + 2d∑a/∈A′ s(a) and we have:
∑
a/∈A′
s(a) S
2
+ d − |A
′|
2d
<
S
2
+ 1
Using the same arguments for w2 yields:
∑
a∈A′
s(a) S
2
+ |A
′|
2d
<
S
2
+ 1
Since
∑
a∈A s(a) = S , we necessarily have
∑
a∈A′ s(a) =
∑
a/∈A′ s(a) = S2 . 
Let Hi, j be the planar bipartite graph composed of two vertices connected by i disjoint paths of length j. For R-CriCut,
we show:
Theorem 3. 2d-CriCut is strongly NP-complete in H3d,d even when s and t are the two vertices of degree greater than two (thus
R-CriCut is stronglyNP-complete in planar bipartite graphs).
Proof. We use a reduction from 3-Partition [6]. Given a set A of 3d elements, a bound S and a size s(a) ∈ N∗ for each
a ∈ A such that ∑a∈A s(a) = dS , the problem is to decide if there exists a partition of A into d disjoint sets A1, . . . , Ad such
that, for each i ∈ {1, . . . ,d}, |Ai| = 3 and ∑a∈Ai s(a) = S . Let I3-part be an instance of 3-Partition.
We construct an instance Icut of 2d-CriCut as follows (see Fig. 3). Consider the graph H3d,d and let s and t be the
two vertices linked by the 3d disjoint paths Pa (a ∈ A) of length d. For each a ∈ A, let ea1, . . . , ead be the d edges of Pa .
For each i ∈ {1, . . . ,d}, wi(eai ) = 3d, wd+i(eai ) = 3ds(a) and for j = i, wi(eaj) = wd+i(eaj) = 1. The d ﬁrst criteria will ensure
that each set Ai contains exactly three elements whereas the d other criteria will ensure that
∑
a∈A s(a) = S . We claimi
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that there exists a solution for I3-part if and only if there exists a cut C such that wi(C)  12d − 3 ∀i ∈ {1, . . . ,d} and
wi(C) 3dS + 3d − 3 ∀i ∈ {d + 1, . . . ,2d}.
Suppose that we have a solution for I3-part . We construct a solution C for Icut as follows: if a ∈ Ai then we cut the
edge eai .
Then, wi(C) =∑a∈Ai wi(eai ) +
∑
a/∈Ai 1 = |Ai | · 3d + (|A| − |Ai|) = 9d + 3d − 3 = 12d − 3 ∀i ∈ {1, . . . ,d} and wd+i(C) =∑
a∈Ai wd+i(e
a
i ) +
∑
a/∈Ai 1 = 3d
∑
a∈Ai s(a) + |A| − |Ai | = 3dS + 3d − 3 ∀i ∈ {1, . . . ,d}.
Conversely, suppose we have a solution C for Icut . For each a ∈ A, there is at least one edge of Pa in C . From the set of
edges of Pa which are in C , we select arbitrarily one edge eai and place a in the set Ai . Let us begin by showing that for
each i ∈ {1, . . . ,d}, |Ai | = 3.
Let i ∈ {1, . . . ,d}. By construction: wi(C) ∑a∈Ai 3d +
∑
a/∈Ai 1 = 3d|Ai | + (3d − |Ai |). Besides, we necessarily have
wi(C) 12d − 3.
So, 3d|Ai | + (3d − |Ai |) 12d − 3 and thus:
|Ai | 3
This implies that |Ai | = 3 ∀i ∈ {1, . . . ,d}, since ∑i∈{1,...,d} |Ai| = 3d.
Finally, we have to prove that
∑
a∈Ai s(a) = S ∀i ∈ {1, . . . ,d}.
Let i ∈ {1, . . . ,d}. By construction, we have wd+i(C) ∑a∈Ai 3ds(a) +
∑
a/∈Ai 1 = 3d
∑
a∈Ai s(a) + (3d − 3). Besides, we
necessarily have wd+i(C) 3dS + 3d − 3.
So, 3d
∑
a∈Ai s(a) + (3d − 3) 3dS + 3d − 3 and thus:
∑
a∈Ai
s(a) S
Since
∑d
i=1
∑
a∈Ai s(a) =
∑
a∈A s(a) = dS , we have
∑
a∈Ai s(a) = S ∀i ∈ {1, . . . ,d}. 
Before studying the general problem R-CriMultiCut, we deal with MinMultiCutCard which can be seen as a special
bicriteria multicut problem.
3. Minimummulticut with cardinality constraint
Let (LPtree) be the following integral linear program associated with MinMultiCut in a tree:
(LPtree)
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Min
∑
e∈E
w(e)ze
s.t.
∑
e∈Pi
ze  1 ∀i ∈ {1, . . . ,k}
ze ∈ {0,1} ∀e ∈ E
Pi is the path between si and ti (i ∈ {1, . . . ,k}) and ze ∈ {0,1} is the decision variable whose value is 1 if and only if the
edge e is in the multicut.
If the tree is directed, the constraint matrix of (LPtree) is totally unimodular and MinMultiCut is polynomial in this case
[4]. Unfortunately, if we add the cardinality constraint
∑
e∈E ze  p, generally there is a gap between the integral optimal
value and the optimal continuous value (so the constraint matrix is not totally unimodular). In the instance given in Fig. 4,
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the optimal value is equal to 5 and is obtained for za = 1 and ze = 0 for all e = a (i.e. the only arc in the cut is a) while the
optimal continuous value is equal to 4 and is obtained for ze = 0.5 for all e ∈ E .
The graph of this instance being both a rooted tree and a directed star, one can wonder if MinMultiCutCard is still
NP-hard in graph topologies where the constraint matrix of MinMultiCut is totally unimodular. In this section, we show
that MinMultiCutCard becomes strongly NP-hard in directed stars (and thus in directed trees) but remains polynomial in
paths and cycles.
3.1. NP-hardness of MinMultiCutCard in directed stars
Let G = (V1, O , V2, E) be an arc-weighted directed stars where O is the only vertex of degree at least 2, V1 the set
of vertices without predecessors and V2 the set of vertices without successors. Without loss of generality, we assume that
there is at least one terminal on each vertex of V1 and V2, that there is no terminal on O and that there is a directed path
(of length necessarily equal to 2) between si and ti for each i in {1, . . . ,k}.
First, we introduce a new problem closely related to MinMultiCutCard in directed stars. Let G = (V1, V2, E) be an
undirected bipartite graph, w:(V1 ∪ V2) →N∗ be a weight function deﬁned on its vertices and α and p be two given values.
WeightedVCCard consists in ﬁnding a vertex cover in G whose weight is less than or equal to α and whose cardinality is
at most p.
Proposition 4.WeightedVCCard is equivalent to the decision version of MinMultiCutCard in directed stars.
Proof. We use the same kind of transformation as the one used by Garg et al. in [8] where they show that MinMultiCut
is APX-hard in undirected stars. For an instance I of the decision problem associated to MinMultiCutCard in an directed
star, we consider the demand graph H = (V1 ∪ V2, EH ): for each source–sink pair (si, ti) with si on the vertex v1 and ti
on the vertex v2, we connect the vertices v1 and v2. The weight of each vertex in H is the one of the arc linking the
corresponding vertex and O in G . Since we consider instances of MinMultiCutCard in directed stars without terminals
on O , H is necessarily bipartite. Conversely, for an instance of WeightedVCCard, we can easily construct an instance of the
decision problem of MinMultiCutCard where the graph is a directed star.
We claim that ﬁnding in H a vertex cover whose weight is less than or equal to α and cardinality is at most p, is
equivalent to ﬁnding a solution of I whose value is less than or equal to α and whose cardinality is at most p. Indeed,
cutting an arc e in G corresponds to selecting, in the vertex cover of H , the vertex corresponding to the endpoint of e in
V1 ∪ V2. 
Note that without cardinality constraint, ﬁnding a minimum vertex cover in a bipartite graph is a well-known polynomial
problem [9]. In [3], it is proved that:
Theorem 5 (Chen and Kanj). Let G = (V1, V2, E) be an undirected unweighted bipartite graph, let VCmin be the size of a minimal
vertex cover for G and let p and q be two given values such that p  VCmin, q VCmin and p+q VCmin. The problem of the existence
of a minimum vertex cover for G with at most p vertices in V1 and at most q vertices in V2 , isNP-complete.
We call this problem ChenVCCards and we modify it to obtain UnweightVCCardsEq, which consists in ﬁnding a min-
imum vertex cover for an undirected bipartite graph G = (V1, V2, E) with exactly p= vertices in V1, exactly q= vertices in
V2 and such that p= + q= = VCmin .
Proposition 6. UnweightVCCardsEq isNP-complete.
Proof. Let G = (V1, V2, E) be a bipartite graph with n vertices and let VCmin be the minimum size of a vertex cover for G .
Let I be an instance of ChenVCCards composed of G , p and q. Since p + q  VCmin , we have p  VCmin − q. So, we could
solve I by solving at most p instances of UnweightVCCardsEq: the ith instance of UnweightVCCardsEq is composed of G ,
p= = i and q= = VCmin− i (i ∈ {VCmin−q, . . . , p}). Clearly, there is a solution for one of the instances of UnweightVCCardsEq
if and only if I has a solution. 
Now, we can establish the complexity of MinMultiCutCard in directed stars:
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Theorem 7.MinMultiCutCard is stronglyNP-hard in directed stars.
Proof. First, we show that UnweightVCCardsEq is polynomial-time reducible to WeightedVCCard, which proves that
WeightedVCCard is strongly NP-complete. Then, using Proposition 4, we obtain that MinMultiCutCard is strongly NP-
hard in directed stars.
Let I be an instance of UnweightVCCardsEq consisting of G = (V1, V2, E), p= and q= . Let n = |V1| + |V2| and let VCmin
be the minimum size of a vertex cover for G . Recall that VCmin = p= + q= and that VCmin can be computed in polynomial
time.
We obtain an instance I ′ of WeightedVCCard in the following way (see Fig. 5): let us assign weight 1 to the vertices
of V1 and weight 2n2 + 2n + 1 to the vertices of V2. Then, for each vertex v of V2, we add 2n + 1 new vertices of weight
1 and we link them to v . Let V ′ be the set of the |V2|(2n + 1) new vertices and E ′ be the set of the new edges. Finally,
we obtain the vertex-weighted bipartite graph G ′ = (V1 ∪ V ′, V2, E ∪ E ′) and we claim that there exists a vertex cover for
G with p= vertices in V1 and q= vertices in V2 if and only if there exists a vertex cover for G ′ whose weight is at most
p= + (2n2 + 2n + 1)q= + (2n + 1)(|V2| − q=) and whose cardinality is at most p= + q= + (2n + 1)(|V2| − q=).
From a solution VCG for I , we build a solution for I ′: for each vertex v of V2 not selected in VCG , we add to VCG the
2n + 1 vertices of V ′ connected to v . This solution is a vertex cover for G ′ and contains exactly p= vertices of V1, q=
vertices of V2 and (2n + 1)(|V2| − q=) vertices of V ′ . So, its cardinality is equal to p= + q= + (2n + 1)(|V2| − q=) and its
weight is equal to p= + (2n2 + 2n + 1)q= + (2n + 1)(|V2| − q=).
Conversely, suppose that we have a solution VCG ′ for I ′ . We get a solution for I by deleting from VCG ′ the vertices of V ′ .
VCG ′ has at least q= vertices of V2 otherwise, the number of vertices of V ′ selected in VCG ′ would be at least (2n +
1)(|V2| − q= + 1) = 2n + 1 + (2n + 1)(|V2| − q=) > p= + q= + (2n + 1)(|V2| − q=) and the cardinality constraint would be
violated.
Besides, VCG ′ has at most q= vertices of V2 otherwise, the weight of VCG ′ would be greater than or equal to (2n2 + 2n+
1)(q= + 1) = n + (2n2 + 2n + 1)q= + (2n + 1)n + 1 > p= + (2n2 + 2n + 1)q= + (2n + 1)(|V2| − q=) which is not possible.
Thus, VCG ′ contains exactly q= vertices of V2. Since for each vertex v of V2 not selected in VCG ′ , VCG ′ must contain the
2n + 1 vertices of V ′ connected to v , VCG ′ contains at least (2n + 1)(|V2| − q=) vertices of V ′ .
Finally, VCG ′ contains at most p= vertices of V1 otherwise, the weight of VCG ′ would be greater than (p= + 1) + (2n2 +
2n + 1)q= + (2n + 1)(|V2| − q=) which is not possible. In fact, VCG ′ has exactly p= vertices of V1 otherwise, by selecting
the vertices of V1 and V2 from VCG ′ , we would obtain a vertex cover for G of size strictly less than VCmin which is not
possible. 
3.2. Some polynomial cases of MinMultiCutCard
We have shown that if we add a cardinality constraint to MinMultiCut, the problem becomes strongly NP-hard in
directed stars. However, in this section we prove that MinMultiCutCard remains polynomial in paths (directed paths) and
cycles (circuits). We also give dynamic programming algorithms for these problems.
MinMultiCutCard in directed paths is equivalent to MinMultiCutCard in paths because a directed path corresponds to
a path where all the edges are orientated in the same direction, inverting source and sink if needed.
In paths, the constraint matrix of (LPtree) is an interval matrix. It remains an interval matrix if we add the constraint∑
e∈E ze  p because we add a row of 1’s. Since an interval matrix is totally unimodular [11, Chapter 19], MinMultiCutCard
is polynomial in paths. To avoid using linear programming, we propose a dynamic programming algorithm which runs in
O (mk2) time.
In this section, we suppose that we have deleted “useless” edges and source–sink pairs:
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• For all i and j such that Pi is included in P j , we delete the source–sink pair (s j, t j): if Pi is cut by an edge e then P j
is also cut by e. To perform this reduction in O (n + k), we use a queue and an array. Initially, the queue and the array
are empty. We go through the path from left to right:
· Each time we encounter a source si , we enqueue the source–sink pair si − ti .
· Each time we encounter a sink ti , we dequeue all the source–sink pairs until si − ti is dequeued, and we add si − ti
to the array.
Finally, the array contains all the “useful” source–sink pairs and each source–sink pair has been seen twice.
• Consider now the path with only the useful source–sink pairs. If consecutive edges intersect the same set of paths Pi ,
we keep the edge with the smallest weight and delete the others: the deleted edges cannot be selected in an optimal
multicut since the edge with the smallest weight is necessarily more interesting. Going through the path from left to
right, each time we encounter a vertex without source and without sink, we keep the adjacent edge with the smallest
weight. So, this reduction can be done in O (n) time.
We also suppose that the source–sink pairs are sorted such that if i < j then si is “at the left” of s j (and thus ti is “at the
left” of t j).
Let c be the function of two variables α′ and α with 0 α′ < α  k such that c(α′,α) is equal to the weight of the lowest
weight edge belonging to (Pα′+1 ∩ Pα) \ Pα+1 if (Pα′+1 ∩ Pα) \ Pα+1 = ∅ (i.e. sα is on the left of tα′+1) and c(α′,α) = ∞
otherwise (see Fig. 6). Note that c(α′,α) is the weight of the “best” edge that has to be added to a multicut which separates
exactly the α′ ﬁrst source–sink pairs in order to obtain a multicut which separates exactly the α ﬁrst source–sink pairs.
We can now deﬁne the optimization function g .
Deﬁnition 8.
g : {0, . . . ,k} × {0, . . . , p} →N
g(0,0) = 0, g(α,0) = ∞ ∀α ∈ {1, . . . ,k} and g(α,β) = ∞ ∀β > α
g(α,β) = min
α′∈{0,...,α−1}
{
g(α′, β − 1) + c(α′,α)} for α  β > 0
Proposition 9. Let α ∈ {1, . . . ,k} and β ∈ {1, . . . , p}.
g(α,β) is equal to the weight of a minimum multicut of cardinality β which separates s1 and t1, . . . , sα and tα but not sα+1 and
tα+1 .
g(α,β) = ∞ if and only if such a multicut does not exist.
Proof. The proof is obtained by induction on β .
For β = 1, since for each α′ > 0 g(α′,0) = ∞, g(α,1) is equal to g(0,0) + c(0,α). We need an edge which separates
exactly the α ﬁrst source–sink pairs. If the set (P1 ∩ Pα) \ Pα+1 is empty, such an edge does not exist and we have
c(0,α) = ∞ so g(α,1) = ∞. Else, g(α,1) is equal to the weight of a minimum multicut of cardinality 1 which separates
exactly the α ﬁrst source–sink pairs.
Now, assume the proposition is true for a value β  1. The ﬁrst case we consider is when g(α,β + 1) = ∞. Suppose
that there exists a minimum multicut C of cardinality β + 1 which separates exactly the α ﬁrst source–sink pairs. Let e be
the edge of C which belongs to Pα . e is necessarily unique since C is minimum. Thus, there exists a multicut of cardinality
β separating exactly the α′ ﬁrst source–sink pairs where α′ is the number of source–sink pairs separated by C\{e}. So, by
induction we have g(α′, β) = ∞. Then, we necessarily have g(α,β + 1)  g(α′, β) + w(e) which leads to a contradiction.
Thus, C cannot exist.
Finally, we consider the second case where g(α,β +1) = ∞. Since g(α,β +1) is ﬁnite, there exists α1 and e1 ∈ (Pα1+1 ∩
Pα)\ Pα+1 such that g(α,β+1) = g(α1, β)+w(e1). By induction, g(α1, β) is equal to the weight of a multicut of cardinality
β which separates exactly the α1 ﬁrst source–sink pairs. If we add the edge e1 to this multicut, we get a multicut of
cardinality β + 1 which separates exactly the α ﬁrst source–sink pairs and whose weight is equal to g(α,β + 1). Let C be
an optimal multicut of cardinality β + 1 which separates exactly the α ﬁrst source–sink pairs. Since C is optimal, there is
exactly one edge e of Pα which belongs to C . Let α′ be the number of source–sink pairs separated by C\{e}. By induction,
g(α′, β) w(C\{e}) and from Deﬁnition 8, we have g(α,β + 1) g(α′, β) + w(e). So:
g(α,β + 1) g(α′, β) + w(e) w(C\{e})+ w(e) = w(C)
Thus, since C is minimum, we have g(α,β + 1) = w(C). 
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Corollary 10. The weight of a minimal multicut of cardinality at most p is equal to minβ∈{1,...,p} g(k, β).
In practice, the algorithm is divided into two parts:
• The ﬁrst part is a preprocessing step: for each α ∈ {1, . . . ,k} and for each α′ ∈ {0, . . . ,α − 1}, we calculate c(α′,α) by
looking for the edge of lowest weight in the set (Pα′+1 ∩ Pα) \ Pα+1.
• The second part is the computation of all the values of g by using the result of the preprocessing step.
The complexity of the ﬁrst step is O (mk2) since we consider k(k + 1)/2 = O (k2) pairs for (α′,α). In the second step,
it takes O (k) time to compute each value of g and we have to compute O (pk) values of g . Then, the second step takes
O (pk2) time. Since p = O (m), the global complexity of the algorithm is O (mk2) + O (pk2) = O (mk2).
Moreover, this algorithm can easily be extended to cycles and circuits.
Let G = (V , E) be a cycle, (s1, t1), . . . , (sk, tk) be k source–sink pairs and p be a given value. For each pair (si, ti) (i ∈
{1, . . . ,k}), there are two paths Pi and P ′i connecting si to ti and we assume that the length |Pi | of Pi is less than or equal
to |P ′i |. Let imin be such that |Pimin | = mini∈{1,...,k} |Pi |.
The algorithm for cycles consists in deleting successively each edge of Pimin and solving the resulting instance (whose
graph is now a path and in which we look for a minimum multicut of cardinality at most p − 1). At the end, we keep the
best solution among the |Pimin | computed solutions. The complexity of this algorithm is O (|Pimin |(m− 1)k2) = O (m2k2). The
algorithm is similar for circuits (in this case, there is exactly one path Pi between si and ti for each i ∈ {1, . . . ,k}).
4. Complexity results for the multicriteria version of the multicut problem
We now consider the problem R-CriMultiCut which, given a graph G = (V , E), R weight functions w1, . . . ,wR deﬁned
on the edges (arcs) of G and R bounds B1, . . . , Br (one for each criterion), consists in ﬁnding a multicut C such that
wr(C) Br ∀r ∈ {1, . . . , R}.
Since the decision problem associated to MinMultiCutCard is a particular case of 2-CriMultiCut, we obtain from The-
orem 7 that 2-CriMultiCut is strongly NP-complete in directed stars. However, what is the complexity of R-CriMultiCut
in directed paths and circuits (MinMultiCutCard being polynomial in these cases)?
Theorem 11. 2-CriMultiCut isNP-complete in paths.
Proof. We use a reduction from 2-CriCut in K2,d , where s and t are the two vertices of degree greater than two (see
Theorem 2). Let I be an instance of this problem, given by a bipartite graph G = (V1, V2, E) with V1 = {s, t} and |V2| = d,
two weight functions w1 and w2 deﬁned on the edges of G , and two integers B1 and B2. There are exactly d paths
P1, . . . , Pd of length 2 connecting s to t: let ei1 and e
i
2 be the edges of Pi , i ∈ {1, . . . ,d}.
We construct an instance I ′ of 2-CriMultiCut as follows (see Fig. 7). We consider a path G ′ with 2d edges
e′11 , e′12 , . . . , e′d1 , e′d2 . Let w ′1 and w ′2 be two weight functions deﬁned on the edges of G ′ such that, for each i ∈ {1, . . . ,d},
w ′1(e′ i1 ) = w1(ei1), w ′2(e′ i1 ) = w2(ei1), w ′1(e′ i2 ) = w1(ei2) and w ′2(e′ i2 ) = w2(ei2). We add d source–sink pairs such that, for each
i ∈ {1, . . . ,d}, the path connecting si to ti is composed by e′ i1 and e′ i2 .
A set of edges C (resp. C ′) is a cut for I (resp. a multicut for I ′) if and only if, for each i ∈ {1, . . . ,d}, ei1 ∈ C or ei2 ∈ C
(resp. e′ i1 ∈ C ′ or e′ i2 ∈ C ′). Hence, there exists a cut C for I such that w1(C) B1 and w2(C) B2 if and only if there exists a
Fig. 7. Transformation of an instance of 2-CriCut into an instance of 2-CriMultiCut.
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multicut C ′ for I ′ such that w ′1(C ′) B1 and w ′2(C ′) B2. Indeed, simply deﬁne C and C ′ as follows: for each i ∈ {1, . . . ,d},
for each j ∈ {1,2}, eij ∈ C if and only if e′ ij ∈ C ′ . 
When R is not bounded, we have:
Theorem 12. R-CriMultiCut is stronglyNP-complete in paths.
Proof. We use a reduction from 2d-CriCut in H3d,d (see Theorem 3). Let I be an instance of this problem, where s and t
are the two vertices of degree greater than two. Let w1, . . . ,w2d be the 2d weight functions deﬁned on the edges of H3d,d
and let B1, . . . , B2d be 2d given integers. There are exactly 3d paths P1, . . . , P3d of length d connecting s to t: let ei1, . . . , e
i
d
be the edges of Pi , i ∈ {1, . . . ,3d}.
We construct an instance I ′ of 2d-CriMultiCut as follows (see Fig. 8). We consider a path G ′ with 3d2 edges
e′11 , . . . , e′1d , . . . , e
′3d
1 , . . . , e
′3d
d . Let w
′
1, . . . ,w
′
2d be 2d weight functions deﬁned on the edges of G
′ such that, for each
i ∈ {1, . . . ,3d}, for each j ∈ {1, . . . ,d} and for each k ∈ {1, . . . ,2d} w ′k(e′ ij ) = wk(eij). We add 3d source–sink pairs such
that, for each i ∈ {1, . . . ,3d}, the path connecting si to ti is composed by e′ i1 , . . . , e′ id .
A set of edges C (resp. C ′) is a cut for I (resp. a multicut for I ′) if and only if, for each i ∈ {1, . . . ,3d} there exists
j ∈ {1, . . . ,d} such that eij ∈ C (resp. e′ ij ∈ C ′). Hence, there exists a cut C for I such that wk(C) Bk for each k ∈ {1, . . . ,2d}
if and only if there exists a multicut C ′ for I ′ such that w ′k(C
′) Bk for each k ∈ {1, . . . ,2d}. Indeed, simply deﬁne C and C ′
as follows: for each i ∈ {1, . . . ,3d}, for each j ∈ {1, . . . ,d}, eij ∈ C if and only if e′ ij ∈ C ′ . 
Besides, for R-CriMultiCut, we can easily obtain an instance in a cycle from an instance in a path by adding a source–
sink pair, whose source is on one of the extremities of the path and the sink on the other extremity, and by adding an edge
connecting the two extremities. So:
Corollary 13. In cycles, 2-CriMultiCut isNP-complete and R-CriMultiCut is stronglyNP-complete.
5. Conclusion
The main purpose of this paper was to study the complexity of cardinality constrained and multicriteria (multi)cut
problems in graph topologies where the (multi)cut problem is polynomial.
We have obtained some results about the (strong) NP-hardness of these problems and we have designed a polynomial
dynamic programming algorithm for MinMultiCutCard in paths. In particular, we have shown that MinCutCard, whose
complexity was open until now, is strongly NP-hard. Besides, we think that the algorithm for MinMultiCutCard could be
adapted to get a pseudo-polynomial algorithm for R-CriMultiCut when R is ﬁxed.
However, there are still some cases to study: the complexity of MinMultiCutCard in rooted trees is unknown and it
would be interesting to determine the complexity of MinCutCard in particular graphs such as planar graphs.
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