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AN IMPROVED NON-REGRESSIONCOEFFICIENTS METHOD IN FINDING SEA
SURFACE TEMPERATURE WITH AVHRR DATA
Gin-Rong Liu*, Pao-Cheng Kao**, Tsung-Hua Kuo*,
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ABSTRACT
Yu and Barton proposed a non-regression-coefficient method in
improving the accuracy of routine sea surface temperature retrievals
through satellite data, which are then applied to sea surface temperature estimation models such as MCSST or CPSST algorithms. Their
method involves a parameter called R 54(=∆T5/∆T 4), which is derived
from the ratio of neighborhood temperature variances from two
window channels in the thermal IR region. Due to the fact that
statistical calculations were used in the derivation for the value of R54,
the method is not applicable in various real cases. The aim of this
study is to retain the advantage of their method in terms of its physical
considerations and derivations, while providing an alternative in
improving the calculations of R 54. In this study, a spatial coherence
method is also used to mask cloudy areas, and an improved three-point
method was brought in to determine the clear-sky brightness
temperature. A NOAA-12 AVHRR data set partially covered with
clouds was used to estimate a 100 × 100 longitude-latitude SST map of
the Taiwan area, which were compared with 61 ship-measured SSTs,
as well as SST retrievals estimated by Chen, MCSST and CPSST. The
results reveal improvements in the 0.8K RMSE and 0.1K bias SST
map. The accuracy levels also grew higher, especially for partially
cloud-contaminated cases. Moreover, this study can further produce
maps regarding the amount of clouds present, or the temperature
distribution of the cloud-tops for related research.

INTRODUCTION
Sea surface temperature (SST) is a very important
parameter in meteorology and oceanography. SST data
are necessary in many related research topics. For
example, meteorologists can forecast changes in the
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atmospheric circulation by monitoring SST anomalies,
such as El Nino, which significantly influences the
global climate. This can be observed via satellite data
during their initial stages by detection of abnormal SST
warming in the South Pacific Ocean. SST maps can also
provide information to the fishing industry. For example,
the mullet fishing ground was generally formed at the
front boundary of 20~22°C as the isothern paralleled to
the costal line.
Various techniques and theorems for estimating
SSTs have been raised ever since the late 1960s (Curtis
and Rao, 1969). Smith et al. (1970) derived a statistical
histogram method to assess SST values from data in
clear sky conditions. Afterwards, some researchers
focused on multi-window techniques for atmospheric
correction to produce more accurate SST maps (Anding
and Kauth, 1972; Maul and Sidran, 1972). Throughout
the years, many efforts were made in improving the SST
estimation, and results clearly showed that through
satellite remote sensing, the accuracy could reach about
1.0K RMSE (Prabhakara et at., 1974; Chedin et at.,
1981; Chen, 1986). The U.S. National Environment
Satellite Data and Information Service (NESDIS)
adopted the Multi-channel Sea Surface Temperature
(MCSST) algorithm (McClain, 1980) in estimating the
global SST from NOAA AVHRR data. In 1988, Walton
proposed a non-linear SST algorithm called the Cross
Product Sea Surface Temperature (CPSST) for the estimation of the global SST. Generally, the method was
similar to MCSST, which both employed a regression
method in obtaining their respective coefficients. Yet,
his study showed that the CPSST could be more accurate than the MCSST in some extreme weather
conditions.
Hagan (1994) pointed out that SST estimations
from satellite data were primarily influenced by three
factors: the upwelling sea surface radiation flux, water
vapor, and the vertical atmospheric temperature/humidity profiles. In other words, algorithms which do not
correct the atmospheric factors properly, cannot accu-
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rately retrieve a SST map. Therefore, based on the
radiative transfer equation (RTE), Yu and Barton (1994)
derived a parameter, R 54, to overcome this difficulty by
using data from two window channels in the thermal IR
region. However, their algorithm was basically restricted to clear-sky cases only. Our study shows that
the algorithm induces some unreasonable R54 values for
pixels that are adjacent to the cloud boundary. In other
words, SST estimation by their method would produce
unreasonable SST values in clear-sky areas that are in
the vicinity of cloud pixels. Therefore, one of our
study’s goals is to retain the method’s physical aspects,
while improving the accuracy of the calculation of R54.
We will also show additional schemes in reducing the
SST estimation error. For example, the spatial coherence method and an improved three-point method will
be used to determine the brightness temperature for the
clear-sky area. Finally, a 10 0 × 10 0 longitude-latitude
SST map of the Taiwan area will be produced. The
accuracy of our algorithm study will be confirmed by
comparing our results to other researches.
METHODOLOGY
1. Calculation of R54
The MCSST algorithm can be expressed as
T s = α 0 + α 1T i + γ (T i − Tj)

(1)

where T s is the estimated SST, and T i and T j are the
brightness temperatures for the two thermal IR window
channels, respectively. If the AVHRR data are applied,
T i and T j refer to the brightness temperature of AVHRR
channels 4 and 5, and α 0, α 1 and γ are the regression
coefficients. Mathematically, the CPSST method has
the same function form as MCSST, except for the γ
value. The γ of CPSST can be expressed as

γ=

a 0 + a 1T j
b 0 + b 1T i + b 2T j

(2)

where T i and T j are the brightness temperatures at two
different wavelengths in the infrared window region,
and a 0 , a 1 , b 1 and b 2 are the regression coefficients.
Basically, the existing atmospheric effect at these two
channels did not show a significant difference, but still
contribution some difference in radiance observations.
Unlike the MCSST and CPSST methods, the algorithm of Yu and Barton (1994) can be written as follows

Ts = T0 = Tj +

C i (T i )
(T – T j )
C i (T i ) – R ji C j (T j ) i

where C i and C j are equal to

(3)

c'

2T
c'
C(T) = 22 e '
–2
(4)
T e c 2 T –1 T
where c '2 = υc 2, and υ is the observation frequency and
c 2 is a constant equaling 1.438833 K-cm.
For AVHRR data, R ji is equal to R 54, and can be
calculated through a statistical method

R 54 =

T (n) – T 5
∆T 5
= Σ( 5
)/N
∆T 4 s T 4(n) – T 4

(5)

where the selected s is equal to D/2 ≤ | T 4(n) − T 4 ≤ |
2D, D is the variance of ∆T4 in the window, and N is the
selected number of pixels. In the study of Yu and Barton
(1994), a selected window area of 50 × 50 pixels was
used. In most general cases, the neighborhood temperature variances and the variance of ∆T 4 in a single area
are both small. Thus, the values of R 54 become unreasonable when the selected area does not have a sufficient number of clear-sky pixels. In such a situation,
their method would fail for some pixels, especially in
partially cloudy areas. In order to improve their
algorithm, a modification of the derivation of R 54 must
be made.
Generally, the emissivity, ε 4 and ε 5 , of the sea
surface in the thermal infrared region (AVHRR channel
4 and 5) is very high and uniform, rendering it to be seen
as a blackbody, i.e. ε 4 = ε 5 = 1.0 (Dalu, 1985). Hence,
R 54 can be simplified as

R 54 ≅

∆T 5
∆T 4

(6)

The simplification of R54 will be examined later to
understand its validation.
2. Cloud filtering
In our study we derive a 0.5 o × 0.5 o longitudelatitude SST map from AVHRR data. In other words,
our procedure will use 50 × 50 pixels of AVHRR data to
determine one specific SST value. In order to correctly
distinguish the clear sky area from the cloudy area, the
spatial coherence method will be applied (Coakley and
Bretherton, 1982). Generally, the radiation flux over a
cloudy area will vary tremendously, even for a very
small size. On the other hand, the flux over the sea
surface varies slightly. Based on this aspect, by first
calculating the local mean and standard deviation for
every 2 × 2 pixel window and examining the values, we
can classify the windows into three types: clear, partly
cloudy and completely cloudy areas. In terms of statistical properties, the clear sky area has a high brightness
temperature mean and a low standard deviation. The
cloudy area has a low brightness temperature mean and
a low standard deviation. The partially cloudy area has
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a median mean and a high standard deviation. The
brightness temperature histogram for a cloud-contaminated area appears as a two-peak distribution. By
employing the spatial coherence method, these partially
cloudy pixels can be spotted and thrown away.
3. Determination of the mean brightness temperature
Although the mean SST can be roughly estimated
from the previous histogram, a more accurate method,
the three-point method, was also used to derive the SST
values. The advantage of this method is that we do not
need to know the maximum frequency (f 0 ) and the
standard deviation (σ0) beforehand. We assume that the
SST histogram has a normal distribution pattern, and we
choose any three points we prefer on the right wing of
the histogram. After inserting the temperatures (xi) and
frequencies (f(x i )) of the three points into the normal
distribution, we obtain:

f(x i ) = f 0exp (

– (x i – x 0)2
) i = 1,2 and 3
2σ 02

(7)

where x0 is the mean temperature and can be derived by
the equation.
DATA
We use the data of AVHRR channels 4 and 5 for
testing because the two channels are the so-called splitwindows. Generally speaking, the two windows are
barely influenced by atmospheric gases, except for water vapor. As the influence of water vapor on the two
channels is different, this makes it possible to take
advantage of this aspect by estimating and correcting
the water vapor effect.
The data used in this study are NOAA AVHRR
data, and was acquired and processed by the Meteorological Satellite Laboratory, Center for Space and Remote Sensing Research (CSRSR), National Central
University (NCU). The ship-measured SST data were
taken within 3 hours of the NOAA satellite pass. Taking
into account the data concurrence of ship-measured data
and the results conducted by Chen (1986), MCSST and
CPSST, the NOAA-12 and radiosonde data collected
during 1994 to 1995 were chosen in this study. Radiosonde data were utilized in the simulation, while the
ship-measured SST was used to examine the estimated
SST. Both sets of data came from the Central Weather
Bureau, Taiwan, ROC, and had already underwent error
checking. The ship-measured SST dated from July 1994
to May 1995, covered an area from 117°E to 135°W,
19°N to 43°N. Because the ship-measured SST and the
radiosonde data were taken individually, it was difficult
in coinciding the ship-SST and radiosonde readings to
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exactly the same temporal and spatial parameters.
Therefore, radiosonde data having a ship-measured SST
within three hours from an area of 0.5° × 0.5° longitudelatitude and were used. Generally, the other methods
Chen, MCSST and CPSST, we compared have a similar
methodology. All of them used the regression equation
to construct the relationships between SST truth and the
satellite-observed brightness temperatures. Basically,
the regression coefficients were related to the sampling
time, areas and methods.
SIMULATION AND ANALYSIS
We used 363 radiosonde data, ship-measured SSTs
and a Lowtran-7 model (Kneizys et al., 1988) to simulate the atmospheric transmittance and brightness temperatures observed by NOAA-12 AVHRR channels 4
and 5. By investigating these simulated data of the
transmittance ratio between channels 4 and 5, we can
thus evaluate and correct the SST estimated algorithm.
First, we calculated the R54 value from equation 6
from the simulated atmospheric transmittances from
AVHRR channels 4 and 5. The comparison is shown in
Figure 1 and can be expressed as follows:
R 54 (by Yu and Barton)

τ
= 1.0217 × (τ 5 ) − 0.0171732
4

(8)

where τ 4 and τ 5 are the atmospheric transmittance at

Fig. 1. A comparison of τ5/τ4 and R54 simulated from 363 radiosonde data
sets.
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AVHRR channels 4 and 5, respectively. This result
confirmed what we had pointed out earlier: R 54 can be
approximated by ( τ 5 / τ 4 ). For the AVHRR window
channels 4 and 5, the main absorbing gas is water vapor,
and the water vapor difference between the two channels can be seen as a indicator of the water vapor
amount, meaning that the atmospheric transmittance is
a exponential function of (T 4 − T 5 ). The simulated
transmittance and (T 4 − T 5) relationships are shown in
Figure 2 and 3, respectively, and may be regressed
further as follows

τ 4 = 1.06722 • exp[−0.474998 • (T 4 − T 5)]

(9)

τ5 = 1.14725 • exp[−0.474998 • (T4 − T5)]

(10)

ωi =

1
i = 4 and 5
ε i (v)τ i (v)

(11)

because

τ
R 54 ≅ τ 5 ∝ exp (T 4 – T 5) ≅ Σa n (T 4 – T 5)n
4
n = 1, 2, 3...

(12)

and

We replaced R 54 with ( τ 5/ τ 4) and estimated T s by
Equation (2). A comparison of the estimated Ts with the
ship-measured SST showed that one systematic bias
existed (Figure 4). The retrieved error, ∆T s , can be
derived by the error of ∆R 54,
∆T s =

1
[c ω − c 4ω 5
(c 4 – R 54c 5) 5 4

+ c 4ω 5(T 4 − T 5)]∆R 54,

Fig. 3. Same as Figure 2, except for channel 5.

Fig. 2. A comparison of AVHRR channel 4 transmittance and (T4 − T5).
The transmittance of channel 4 was simulated from 363 radiosonde
data sets.

Fig. 4. A comparison of the difference of ship-measured SST and retrieved
SST and (T4 − T5).
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where c 4 and c 5 are coefficients, ε (v) is the surface
emissivity at the frequency of v. Also, τ is the atmospheric transmittance. The bias is a polynomial function of (T 4 − T 5). Thus, we can correct the systematic
error by adding one polynomial function of (T 4 − T 5).
As the retrieved result’s accuracy would be influenced
by the radiometer instrument noise in real AVHRR data,
the polynomial function order can not be chosen too
high. In addition, higher order did not show lesser
physical meaning. Generally, the lower order of polynomial is the best choice even it has slight higher error.
In this study, the 2nd to 5th orders were tested.
RESULT AND DISCUSSION
A 10° × 10° area in a NOAA-12 image (path
#20999) of the Taiwan area, acquired on May 31, 1995,
was tested to derive the R54 values, in order to compare
our result to the performance of other studies. Both
methods in this study and the one of Yu and Barton’s
were processed. Figure 5 shows that our method can
compute the value of R54 for the entire image, except for
the upper one. We found that the upper image was
cloudy. On the other hand, the R 54 map derived by Yu
and Barton’s method (1994) showed some unreasonable
values around the outer parts of the cloudy areas (Figure
6). Comparisons of R 54 from other satellite data also
reveal this aspect and prove our R 54 approximation
computation to be valid.
Our simulation shows that the estimated SST must
be corrected by a polynomial function. The regression

Fig. 5. The R54 map derived by this study with NOAA AVHRR data
acquired on May 31, 1995.
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result for four different orders was compared (Table 1).
As discussed previously, an order that is too high will
not produce better corrections because of the instrument
noise inherent in AVHRR data. The comparison of the
RMSE and the bias showed that the 3rd order of the
polynomial would serve as the best correction for this
study.
We applied our SST estimation to real AVHRR
data, comparing it (indicated with ‘Liu’) to the shipmeasured SST and SSTs measured by Chen (1986),
CPSST and MCSST (Table 2, Figures 7 to 10),
respectively. Their RMSE and bias are also shown in
these figures. The tested area was the same as the
previous analysis area. The results showed that our
method obtained a 0.8K RMSE and 0.1K bias SST map,
establishing the fact that our results are more accurate
than the ones estimated by other algorithms.
Not only does the method produce better results, it
can also derive useful by-products, such as the temperature over the cloud-tops and the amount of clouds in a
map. Basically, the derivation of the temperature over
Table 1. The RMSE and bias for polynomial functions for
systematic error reduction. The tested orders are
from 2 to 5

Orders

RMS

bias

2
3
4
5

0.7972
0.7963
0.7966
0.7968

0.0969
0.0964
0.0975
0.0970

Fig. 6. Same as Figure 5, except by Yu and Barton’s method (1994).
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Table 2. Polynomial functions of Chen, MCSST and CPSST used in this study compared to our result

Methods
Chen(1986)
MCSST
CPSST

Algorithms
SST = −3.7383 + 3.8275 × Tb4 − 2.8122 × Tb5
SST = −10.05 + 1.0346 × Tb4+2.58 × (Tb4-Tb5)
SST = [(0.1761 × Tb5 − 47.56)/(0.1761 × Tb5 − 0.117 × Tb4 − 15.72)] × (Tb4 − Tb5 + 0.2) + Tb4

Fig. 7. A comparison of SST estimated by Chen (1986) and from shipmeasurements.

Fig. 9. A comparison of SST estimated by MCSST and from shipmeasurements.

Fig. 8. A comparison of SST estimated by CPSST and from shipmeasurements.

Fig. 10. A comparison of SST estimated with our improved method and
from ship-measurements.
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the cloud-tops is the same as the derivation of the SST,
but with the addition of some processes, because the
cloudy area histograms are not ideally normally
distributed. If only three sampling points are used to fit
the normal distribution of the brightness temperature
cloudy pixels, a higher error would be induced.
Therefore, we pick 9 points in random and discard the
points with a frequency near zero. We then compute the
mean and standard deviations for any three points chosen from the previous 9 points. Finally, we obtain 84
sets of mean and standard deviations and use them to
obtain a new histogram. The peak of this new histogram
is the temperature over the cloud-tops, and can be
further used to assess the amount present.

4.

5.

6.

7.

CONCLUSION
8.
The improvements show that our method can remove unreasonable R 54 values that appear in Yu and
Barton’s method (1994). Further comparisons also
show that we obtain better SST results. Moreover, a
systematic error that would appear in the SST estimation can be corrected by a 3rd order polynomial. Overall,
the improvements proposed in this study are practical
for real operational work because they can be more
easily and quickly processed for local areas as well as
for different climate conditions while keeping the physical meaning of their method.

9.
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