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QUASILOCAL ENERGY IN KERR SPACETIME
JIAN-LIANG LIU AND LUEN-FAI TAM1
Abstract. In this work we study the quasilocal energy as in [11]
for a constant radius surface in Kerr spacetime in Boyer-Lindquist
coordinates. We show that under suitable conditions for isometric
embedding, for a stationary observer the quasilocal energy defined
in [11] for constant radius in a Kerr like spacetime is exactly equal
to the Brown-York quasilocal energy [2]. By some careful esti-
mations, we show that for a constant radius surface in the Kerr
spacetime which is outside the ergosphere the embedding condi-
tions for the previous result are satisfied. We discuss extremal
solutions as described in [14]. We prove a uniqueness result. We
find all extremal solutions in the Minkowski spacetime. Finally,
we show that near the horizon of the Kerr spacetime for the small
rotation case the extremal solutions are trivial.
1. Introduction
In this work, we want to discuss the quasi-local energy (QLE) as
in [11, 12, 13, 14] for some spacelike surfaces on a Kerr-like space-
time. Let us recall the formulation of such a QLE. From the covariant
Hamiltonian formalism [5, 6], the conserved current is defined by the
Hamiltonian 3-form H(N) (on the space-like hypersurface) under the
infinitesimal diffeomorphism generated by N. The conserved quantity
is then the integration over the space-like region Ω which reduces to
the boundary integration of the total derivative term in H(N) on shell.
The field equations are preserved under any modification of the total
derivative term, which changes the boundary term and then changes
the value of the conserved quantity. Modifying the boundary term
implies a different boundary condition (corresponding to a different
pseudotensor expression) and the choice of reference (corresponding to
the frame choice of the pseudotensor). For a specific boundary expres-
sion, the choice of reference is still arbitrary. The difficulty comes from
choosing a reasonable reference. There are several different strategies
Date: February, 2016.
2010 Mathematics Subject Classification. Primary 83C40; Secondary 53C20.
1Research partially supported by Hong Kong RGC General Research Fund #CUHK
14305114.
1
2 Jianliang Liu and Luen-Fai Tam
for choosing the reference. We will follow the 4D isometric matching as
in [7, 8, 11, 12, 13]. The idea of the 4D isometric matching gµν
.
= g¯µν is
that the metric g¯µν of the background spacetime matches the physical
metric gµν on the quasi-local 2-boundary. One can imagine that there
is an observer in a specific spacetime who measures the conserved quan-
tity of the physical world. The matching of the metric may be regarded
as the calibration of the measurement on the 2-surface. Consequently,
the conserved quantity is obtained by the specific displacement vector
field N, e.g. energy conservation for a time-like displacement; linear
momentum for a space-like transition; angular momentum for a rota-
tion and the center-of-mass moment for a boost displacement.
We will focus on the quasi-local energy of the Kerr spacetime. The
background spacetime is chosen to be the Minkowski spacetime and
N to be the time-like Killing vector of the background. The reference
choice appears as the Jacobian of the background coordinate system,
which also determines the displacement.
The 4D matching gµν
.
= g¯µν gives 10 constraints on the 12 indepen-
dent unknowns of the Jacobian, and it reduces to two freedoms: one
corresponds to the 2-surface isometric embedding (we will call it “the
embedding freedom”) and the other to the displacement, or in other
words, the observer dependence (we will call it “the boost freedom”).
The 2-surface isometric embedding is unique up to one free function,
which is called “the admissible τ” in [9]. The other freedom is from the
remaining 7 constraints of the 8 unknowns. The Hamiltonian bound-
ary expression is then a functional of these two free choices. There
is no unique value of energy because different observers have different
measurements. One could find the critical value via the variation with
respect to the free choices [14, 13].
Consider the physical spacetime (M, g) so that the metric is a Kerr-
like metric:
(1.1) g = Fdt2 + 2Gdtdϕ+Hdϕ2 +R2dr2 + Σ2dθ2
where F,G,H,R,Σ are functions of r, θ only. The background we
choose is the Minkowski spacetime (M¯, g¯):
(1.2) g¯ = −dT 2 + dX2 + dY 2 + dZ2.
We use the Chen-Nester-Tung (CNT) quasi-local expression in [12, eq.
(4)], which is
(1.3) B(N) = 1
2κ
(∆Γαβ ∧ ιNηαβ + D¯βNα∆ηαβ),
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where κ = 8π, ιNηα
β =
√−gNµgβγǫαγµνdxν and ∆α := α − α¯ is the
difference of the physical field and the reference one. Note that the
second term includes ∆ηα
β := 1
2
(
√−ggβγ − √−g¯g¯βγ)ǫαγµνdxµ ∧ dxν ,
which vanishes for the 4D matching condition gµν
.
= g¯µν . The quasi-
local energy can then be simplified to
(1.4) E(N,Ω) =
∮
∂Ω
B(N) =
∮
S
1
2κ
∆Γαβ ∧ ιNηαβ.
In this work, we will consider the spacelike two surfaces S(r0) in M
given by r = r0, t = t0 where r0, t0 are constants. We consider embed-
dings in M¯ of the form:
(1.5) T = T (t, r, θ), X = ρ cos(ϕ+Φ), Y = ρ sin(ϕ+Φ), Z = Z(t, r, θ)
where ρ and Φ are functions of (t, r, θ). As mentioned above, the 4D
matching has two free choices, which will be chosen to be x = Tr, y =
Tθ. We choose N = ∂T . The next step is to find the critical value by
varying x, y. One then obtains ([11] (50) and (51))
(1.6)

yθ = −(Σ
2H)r
2HR2
x− ΣHθ − 2HΣθ
2HΣ
y
xθ =
Rθ
R
x+
(
(Σ2H)r
2HΣ2
− αβ + xyHθ
2Hℓ
)
y.
Substitute these equations into the QLE expression ([11], (48)), then
it becomes (see Appendix)
(1.7)
E(N,Ω(r); x, y) = −
∫ 2pi
0
(∫ pi
0
(
AHθ
D
xy
βℓ
+
A
D
α
ℓ
+
C
D
1
β
)
dθ
)
dϕ
where
(1.8)

A = Σ(HΣ2)r,
C = 2HR2 (HθθΣ−HθΣθ − 2Σ3)
D = 16πH
1
2R2Σ
α = (x2Σ2 +R2(y2 + Σ2))
1
2
β = (−H2θ + 4H(y2 + Σ2))
1
2
ℓ = y2 + Σ2.
Here Ω(r) is the domain in the time slice t = t0 with boundary S(r)
and E depends on the choice of x, y.
It is obvious that (1.6) has the trivial solution x ≡ 0, y ≡ 0, which
may be considered to correspond to a stationary observer. Our first
result is:
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Suppose S(r) has positive Gaussian curvature and can be isometri-
cally embedded in R3 as a surface of revolution, then E(N,Ω(r); 0, 0)
is exactly equal to the Brown-York QLE in [2].
It is easy to see that for the Kerr metric, in the slow rotation case,
S(r) satisfies the above embedding condition. In [11], using the slow ro-
tation approximation of Martinez [4], it was proved the E(N,Ω(r); 0, 0)
is equal to the Brown-York QLE in the slow rotation approximation.
It was also proved that E(N,Ω(r); 0, 0) is the Brown-York QLE for the
Schwarzschild metric. Our result says that in fact for the slow rotation
case in the Kerr spacetime, they are exactly the same.
One question is whether this is still true for a general rotation. Di-
rect computations show that in the extremal case for the Kerr metric,
the horizon has negative Gaussian curvature somewhere. In fact, it
is known [1] that the Kerr horizon cannot be embedded globally in
R
3 whenever a >
√
3m/2. Here a is the angular momentum per unit
mass and m is the mass. We always assume that a ≤ m. Physically
one would like to consider S(r) which is outside the ergosphere. Our
second result is:
For the Kerr spacetime, if r ≥ 2m, then S(r) has positive Gauss-
ian curvature and can be isometrically embedded in R3 as a surface of
revolution.
Hence our first result applies to this situation. In particular, we
obtain an explicit formula for the Brown-York quasi-local energy for
S(r).
Our next result is to consider solutions of (1.6) for Kerr spacetime.
For Minkowski spacetime, i.e. a = m = 0, then one can find nontrivial
solutions to (1.6), see [14]. In fact, one can find all the solutions in the
Minkowski spacetime. This follows from an uniqueness result. Namely,
we prove:
For the Kerr spacetime, two sets of solutions to (1.6) with bounded
derivatives are equal if they are equal at θ = 0 or at θ = π. In par-
ticular, the Minkowski spacetime, the solutions are of the form x =
−k cos θ, y = kr sin θ, where k is a constant.
Hence for the Minkowski spacetime, E(N,Ω(r); x, y) = 0 for all so-
lutions x, y to (1.6).
On the other hand, if there is a horizon, then we may only have
trivial solutions. Let r+ = m+ (m
2 − a2) 12 . We prove that:
If 0 ≤ a ≪ m and if r > r+ which is close enough to r+, then any
solution x, y to (1.6) with |xθ|, |yθ| being bounded must be trivial, i.e.
x ≡ 0, y ≡ 0.
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The organization of the paper is as follows: In section 2, we will
prove that under suitable conditions E(N,Ω(r); 0, 0) is equal to the
Brown-York QLE. In section 3, we will discuss the embedding problem
for surfaces S(r) in the Kerr spacetime. In section 4, we will discuss
the solutions to the system (1.6).
Acknowledgement: The authors would like to thank Prof. James M.
Nester for helpful discussions. The first author would like to thank
the visiting support by the School of Mathematical Sciences, Capital
Normal University and Morningside Center of Mathematics, Chinese
Academy of Sciences.
2. CNT QLE and Brown-York QLE
Let (M, g) be a Kerr like spacetime with g given as in (1.1), with
0 ≤ θ ≤ π, 0 ≤ ϕ < 2π. We assume that the slice Mˆ = {t = t0} is
spacelike, where t0 is a constant. Then the induced metric on Mˆ is:
gˆ = H2dϕ2 +R2dr2 + Σ2dθ2.
Let S(r0) be the surface r = r0 in Mˆ , where r0 is a constant. The
induced metric on S(r0) is given by
dσ2 = Σ2dθ2 +Hdϕ2.
We assume this is a closed surface.
Lemma 2.1. Let κ be the mean curvature of S(r0) with respect to the
unit normal ν = R−1∂r. Then
1
8π
∫
S(r0)
κdσ =
∫ 2pi
0
(∫ pi
0
Aα
Dℓ
dθ
)
dϕ
where A, α,D, ℓ are as in (1.8) with α being evaluated at x = 0, y = 0,
and dσ is the area element on S(r0).
Proof. Note that H,R,Σ are independent of ϕ. Let ∇ be the covariant
derivative of the slice. Then the mean curvature is
κ =− (H−1〈∇∂ϕ∂ϕ, ν〉+ Σ−2〈∇∂θ∂θ, ν〉) .(2.1)
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On the other hand,
〈∇∂ϕ∂ϕ, ν〉 =
1
R
〈∇∂ϕ∂ϕ, ∂r〉
=− 1
R
〈∂ϕ,∇∂ϕ∂r〉
=− 1
R
〈∂ϕ,∇∂r∂ϕ〉
=− 1
2R
∂r〈∂ϕ, ∂ϕ〉
=− Hr
2R
.
Similarly,
〈∇∂θ∂θ, ν〉 = −
(Σ2)r
2R
.
Hence
κ =
Hr
2HR
+
(Σ2)r
2Σ2R
=
ΣHr + 2HΣr
2HRΣ
=
A
2HRΣ3
.(2.2)
Hence ∫
S(r0)
κdσ =
∫ 2pi
0
(∫ pi
0
A
2HRΣ3
H
1
2Σdθ
)
dϕ
=
∫ 2pi
0
(∫ pi
0
A
2H
1
2RΣ2
dθ
)
dϕ
(2.3)
On the other hand, at x = 0, y = 0,∫ pi
0
Aα
Dℓ
dθ =
∫ pi
0
ARΣ
16πH
1
2R2Σ · Σ2dθ
=
∫ pi
0
A
16πRH
1
2Σ2
dθ
From the above two relations, the result follows. 
By direct computations, we have:
Lemma 2.2. The Gaussian curvature K of S(r0) is given by
K =
1
4
· −H (2HθθΣ
2 −Hθ(Σ2)θ − 4Σ4)− (4HΣ2 −H2θ )Σ2
Σ4H2
.
We want to isometrically embed the surface (S(r0), dσ2) in R3. Con-
sider the plane curve in the xz-plane, (η(θ), 0, ξ(θ)), with
(2.4) η(θ) = H
1
2
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(2.5) ξ(θ) =
∫ θ
pi
2
(−H2θ + 4HΣ2
4H
) 1
2
dθ.
Again we are fixing t = t0, r = r0. Assume that η(0) = η(π) = 0 and
assume that when we rotate the curve about z-axis we have a smooth
embedded closed surface in R3. Then the surface is given by
(2.6)
X(θ, ϕ) = (x(θ, ϕ), y(θ, ϕ), z(θ, ϕ)) = (η(θ) cosϕ, η(θ) sinϕ, ξ(θ)).
It is easy to see that
〈Xθ, Xθ〉 = Σ2, 〈Xθ, Xϕ〉 = 0, 〈Xϕ, Xϕ〉 = H.
Hence X is an isometric embedding of (S(r0), dσ2) in R3.
Lemma 2.3. Under the above assumptions and notations, we have
1
8π
∫
S(r0)
κ0dσ = −
∫ 2pi
0
(∫ pi
0
C
D
1
β
dθ
)
dϕ
where κ0 is the mean curvature with respect to the unit outward normal
of S(r0) when it is isometrically embedded in R3, and β is evaluated at
y = 0.
Proof. Let s be the arc length of the curve (η, 0, ξ). Since the embedded
surface is a surface of revolution, one of the eigenvalues λ1 of the second
fundamental form is [3, section 3.3]:
λ1 =
dξ
ds
1
η
=
ξ′
H
1
2
(
ds
dθ
)−1
=
1
2HΣ
(−H2θ + 4HΣ2) 12 .
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Using the expression for the Gaussian curvature K in Lemma 2.2,
the mean curvature in R3 is
κ0 =λ1 + λ2
=λ1 +
K
λ1
=
1
λ1
(λ21 +K)
=
1
λ1
[−H2θ + 4HΣ2
4H2Σ2
+
1
4
· −H (2HθθΣ
2 −Hθ(Σ2)θ − 4Σ4)− (4HΣ2 −H2θ )Σ2
Σ4H2
]
=
−H (2HθθΣ2 −Hθ(Σ2)θ − 4Σ4)
4 · 1
2HΣ
(−H2θ + 4HΣ2)
1
2 H2Σ4
=
− (2HθθΣ2 −Hθ(Σ2)θ − 4Σ4)
2Σ3 (−H2θ + 4HΣ2)
1
2
Hence
∫
S(r0
κ0dσ =
∫ 2pi
0
(∫ pi
0
− (2HθθΣ2 −Hθ(Σ2)θ − 4Σ4)
2Σ3 (−H2θ + 4HΣ2)
1
2
H
1
2Σdθ
)
dϕ
=
∫ 2pi
0
(∫ pi
0
−H 12 (2HθθΣ2 −Hθ(Σ2)θ − 4Σ4)
2Σ2 (−H2θ + 4HΣ2)
1
2
dθ
)
dϕ
At y = 0,
C
D
1
β
=
H
1
2 (2HθθΣ
2 −Hθ(Σ2)θ − 4Σ4)
16πΣ2(−H2θ + 4HΣ2)
1
2
.
From these two relations, we conclude that the lemma is true. 
Theorem 2.1. For the Kerr like metric (1.1), suppose the embedding
(2.4) is defined for the surface S with r =constant, t =constant, we
have
E(N,Ω(r); 0, 0) = mBY(S(r))
where mBY (S(r)) is the Brown-York mass (with respect to the slice
t=constant) of S(r).
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3. isometric embedding for surfaces in the Kerr spacetime
In this section, we will concentrate on the Kerr metric. The Kerr
like metric (1.1) now becomes:
(3.1)

F = −∆− a
2 sin2 θ
Σ2
,
G = −4mar sin
2 θ
Σ2
H =
sin2 θ
(
(r2 + a2)2 −∆a2 sin2 θ)
Σ2
,
R2 =
Σ2
∆
,
Σ2 = r2 + a2 cos2 θ
∆ = r2 − 2mr + a2.
Our aim is to discuss where the surface r =cosntant, t =constant has
positive Gaussian curvature and can be isometrically embedded in R3
as a surface of revolution. We always fix t = t0 and denote the surface
r =constant on the slice t = t0 by S(r) as before.
In the rest of this section, we assume that m = 1, 0 ≤ a ≤ m and
r ≥ r+ which is the largest root of △ = 0. We also use the following
notations:
(3.2)

s := sin θ;
c := cos θ;
ǫ :=
a
r
;
p :=
2ǫ2s2
r(1 + ǫ2c2)
q :=
1 + ǫ2
(1 + ǫ2c2)
.
Then
(3.3)

Σ2 = r2(1 + ǫ2c2)
△ = r2(1 + ǫ2 − 2
r
)
H = r2s2(1 + ǫ2 + p)
Lemma 3.1. We have
(i) (Σ2)θ = −2r2ǫ2cs;
(ii)
1
2r2
Hθ = cs
[
(1 + ǫ2) + p(1 + q)
]
; and
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(iii)
1
2r2
Hθθ = (c
2−s2) [(1 + ǫ2) + p(1 + q)]+2c2 [pq(1 + q) + s2ǫ2
(1 + ǫ2)
pq2
]
.
Proof. Note that
pθ =
2ǫ2
r
(
2cs
1 + ǫ2c2
+
ǫ2s2 · 2cs
(1 + ǫ2c2)2
)
=
4csǫ2
r
· 1 + ǫ
2
(1 + ǫ2c2)2
.
So
s2pθ = 2cspq; qθ =
2csǫ2
(1 + ǫ2)
q2.
Hence
1
r2
Hθ =2cs
(
1 + ǫ2 + p
)
+ s2pθ
=2cs
[
(1 + ǫ2) + p(1 + q)
]
.
Hence
1
2r2
Hθθ =(c
2 − s2) [(1 + ǫ2) + p(1 + q)]+ cs [pθ(1 + q) + pqθ]
=(c2 − s2) [(1 + ǫ2) + p(1 + q)]+ 2c2 [pq(1 + q) + s2ǫ2
(1 + ǫ2)
pq2
]
.

From (2.5), it is easy to see that a necessary condition so that the
spacelike surface r =constant, t =constant can be isometrically embed-
ded in R3 is: 4HΣ2 − H2θ > 0. To estimate this expression, we have
the following: (In the rest of the paper, E always denotes a quantity
which is bounded in absolute value by a constant which is independent
of r, a, θ provided r ≥ 1. Its meaning may vary from line to line).
Lemma 3.2.
4HΣ2−H2θ = 4r4s2
{
(1+ǫ2)s2+
2ǫ2s2
r
−2c2p(1+ǫ2)(1+q)−c2p2(1+q)2
}
.
Moreover,
(i) If r ≥ 2, then
4HΣ2 −H2θ ≥ r4s4
15
64
.
(ii) If r ≥ 1, then
4HΣ2 −H2θ = 4r4s4(1 + Eǫ2).
Quasilocal energy in Kerr spacetime 11
Proof.
4HΣ2 −H2θ
=4r4s2
[
(1 + ǫ2) + p
]
(1 + ǫ2c2)− 4r4c2s2 [(1 + ǫ2) + p(1 + q)]2
=4r4s2
{[
(1 + ǫ2)(1 + ǫ2c2) +
2ǫ2s2
r
]
− c2(1 + ǫ2)2 − 2c2p(1 + ǫ2)(1 + q)− c2p2(1 + q)2
}
=4r4s2
{
(1 + ǫ2)s2 +
2ǫ2s2
r
− 2c2p(1 + ǫ2)(1 + q)− c2p2(1 + q)2
}
.
This proves the first part of the lemma. (ii) follows from this immedi-
ately.
To prove (i), suppose r ≥ 2, then ǫ ≤ 1
2
.
(1 + ǫ2)s2+
2ǫ2s2
r
− 2c2p(1 + ǫ2)
=(1 + ǫ2)s2 +
2ǫ2s2
r
− 4c
2ǫ2s2(1 + ǫ2)
r(1 + ǫ2c2)
=
s2
1 + ǫ2c2
[
(1 + ǫ2)(1 + ǫ2c2) +
2ǫ2
r
(
s2 − ǫ2c2 − c2)]
≥ s
2
1 + ǫ2c2
[
(1 + ǫ2)(1 + ǫ2c2) + ǫ2
(−ǫ2c2 − c2)]
=s2q.
Since
p ≤ 1
4
s2; 1 ≤ q ≤ 5
4
,
we have
(1 + ǫ2)s2+
2ǫ2s2
r
− 2c2p(1 + ǫ2)(1 + q)− c2p2(1 + q)2
≥s2q − 2c2p(1 + ǫ2)q − c2p2(1 + q)2
≥s2q(1− 2 · 1
4
· 5
4
)− 81
256
s2
≥ 15
256
s2.
From this the lemma follows.

Using (2.4), (2.5) :
Corollary 3.1. Suppose r ≥ 2, or r ≥ r+ and ǫ is small enough, then
S(r) can be isometrically embedded in R3 as a surface revolution.
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Next we want to estimate the Gaussian curvature of S(r). We will
use the expression in Lemma 2.2. First, we have the following:
Lemma 3.3.
1
4r4
{
2HθθΣ
2 −Hθ(Σ2)θ − 4Σ4
}
=− 2s2 − ǫ2s2 − ǫ2c2s2 + p(1 + q) [3c2 + 2ǫ2c2 + ǫ2c4 − s2]
+ 2ǫ2c2s2pq.
Proof.
1
4r4
{
2HθθΣ
2 −Hθ(Σ2)θ − 4Σ4
}
=
{
(c2 − s2) [(1 + ǫ2) + p(1 + q)]+ 2c2 [pq(1 + q) + s2ǫ2
(1 + ǫ2)
pq2
]}
(1 + ǫ2c2)
+ ǫ2c2s2
[
(1 + ǫ2) + p(1 + q)
]− (1 + ǫ2c2)2
=
{
−2s2 − ǫ2s2 + (c2 − s2)p(1 + q) + 2c2
[
pq(1 + q) +
s2ǫ2
(1 + ǫ2)
pq2
]}
(1 + ǫ2c2)
+ ǫ2c2s2
[
(1 + ǫ2) + p(1 + q)
]
=
(−2s2 − ǫ2s2) (1 + ǫ2c2) + p(1 + q)(c2 − s2)(1 + ǫ2c2) + 2c2p(1 + q)(1 + ǫ2) + 2ǫ2c2s2pq
+ ǫ2c2s2(1 + ǫ2) + ǫ2c2s2p(1 + q)
=
(−2s2 − ǫ2s2) (1 + ǫ2c2) + p(1 + q){(c2 − s2)(1 + ǫ2c2) + 2c2 (1 + ǫ2)+ ǫ2c2s2}
+ 2ǫ2c2s2pq + ǫ2c2s2(1 + ǫ2)
=− 2s2 − ǫ2s2 − ǫ2c2s2 + p(1 + q) [3c2 + 2ǫ2c2 + ǫ2c4 − s2]
+ 2ǫ2c2s2pq.

Theorem 3.1. Suppose r ≥ 2, or r ≥ r+ and ǫ is small then the
Gaussian curvature of S(r) is positive.
Proof. By Lemma 2.2
K =
1
4
· −H (2HθθΣ
2 −Hθ(Σ2)θ − 4Σ4)− (4HΣ2 −H2θ )Σ2
Σ4H2
.
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By Lemmas 3.1, 3.2 and 3.3, we have
K˜ :=
1
4r6s2
{
−H (2HθθΣ2 −Hθ(Σ2)θ − 4Σ4)− (4HΣ2 −H2θ )Σ2}
≥(1 + ǫ2 + p)
{
2s2 + ǫ2s2 + ǫ2c2s2 − c2p(1 + q) [3 + 2ǫ2 + ǫ2c2]
− 2ǫ2c2s2pq
}
− (1 + ǫ2c2)
{
(1 + ǫ2)s2 +
2ǫ2s2
r
− 2c2p(1 + ǫ2)(1 + q)− c2p2(1 + q)2
}
(3.4)
It is easy to see that if ǫ≪ 1 and if r ≥ 1, then K > 0.
Suppose r ≥ 2, then p ≤ 1
4
, q ≤ 5
4
. So
ǫ2c2s2 − 2ǫ2c2s2pq =ǫ2c2s2(1− 2pq)
≥ǫ2c2s2(1− 5
8
)
=
3
8
ǫ2c2s2.
(3.5)
2s2(1 + ǫ2 + p)− s2(1 + ǫ2c2)(1 + ǫ2) =s2 (2 + 2ǫ2 + 2p− 1− ǫ2 − ǫ2c2 − ǫ4c2)
=s2
(
1 + ǫ2s2 + 2p− ǫ4c2)
≥s2(15
16
+ ǫ2s2 + 2p).
(3.6)
Now
−c2p(1 + q)(1 + ǫ2 + p) (3 + 2ǫ2 + ǫ2c2)+ 2c2p(1 + q)(1 + ǫ2c2)(1 + ǫ2)
=c2p(1 + q)
[
(1 + ǫ2)(2 + 2ǫ2c2 − 3− 2ǫ2 − ǫ2c2)− p (3 + 2ǫ2 + ǫ2c2)]
=c2p(1 + q)
[
(1 + ǫ2)(ǫ2c2 − 1− 2ǫ2)− p (3 + 2ǫ2 + ǫ2c2)]
Hence
− c2p(1 + q)(1 + ǫ2 + p) (3 + 2ǫ2 + ǫ2c2)+ 2c2p(1 + q)(1 + ǫ2c2)(1 + ǫ2)
+ c2p2(1 + q)2(1 + ǫ2c2)
=c2p(1 + q)(1 + ǫ2)(ǫ2c2 − 1− 2ǫ2) + c2p2(1 + q) [(1 + q)(1 + ǫ2c2)− (3 + 2ǫ2 + ǫ2c2)]
=c2p(1 + q)(1 + ǫ2)(−ǫ2s2 − 1− ǫ2)− c2p2(1 + q)(1 + ǫ2)
=c2p(1 + q)(1 + ǫ2)(−ǫ2s2 − 1− ǫ2 − p).
(3.7)
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By (3.4)–(3.7), using the facts that r ≥ 2, p ≤ ǫ2s2 ≤ 1
4
,ǫ2 ≤ 1
4
and
q ≤ 5
4
, we have
K˜ ≥(1 + ǫ2 + p)(ǫ2s2 + 3
8
ǫ2c2s2) + (
15
16
+ ǫ2s2 + 2p)s2
− (1 + ǫ2c2)ǫ2s2 − c2p(1 + q)(1 + ǫ2)(ǫ2s2 + 1 + ǫ2 + p)
=
3
8
ǫ2c2s2(1 + ǫ2) + ǫ2s2(1 + ǫ2) + (
15
16
+ ǫ2s2)s2 + s2p(ǫ2 +
3
8
ǫ2c2 + 2)
− (1 + ǫ2c2)ǫ2s2 − c2p(1 + q)(1 + ǫ2)2 − c2p(1 + q)(1 + ǫ2)(ǫ2s2 + p)
≥3
8
ǫ2c2s2(1 + ǫ2) + (
15
16
+ ǫ2s2)s2 − c2p(1 + q)(1 + ǫ2)2
+ pǫ2c2s2
(
1 +
3
8
+ 8− 9
4
· 5
4
· 2
)
≥ǫ2c2s2
(
3
8
+
14
16
· ǫ−2 − 9
4
· (5
4
)2
)
+
1
16
s2
≥ǫ2c2s2
(
3
8
+
14
16
· 4− 9
4
· (5
4
)2
)
+
1
16
s2
≥ 1
16
s2,
because ǫ−2 ≥ 4. From this it is easy to see that K > 0.

By Theorems 2.1, 3.1 and Corollary 3.1 we have the following:
Corollary 3.2. For r ≥ 2, or r ≥ r+ and ǫ≪ 1, the spacelike surface
S : r = constant, t = constant, the Brown-York quasilocal energy of S
is given by
mBY (S(r)) = E(N,Ω(r); 0, 0).
4. critical solutions to (1.6)
As described in the introduction, we obtain the QLE in E(N,Ω(r); x, y)
by finding critical value of x, y. Under the embedding of the form (1.5),
for the Kerr metric, x, y should satisfy (1.6). In this section, we want to
discuss the problems of existence and uniqueness of this system for the
Kerr metric. First of all, let us rewrite the system. Recall the system
(1.6) is:
(4.1)

yθ = −(Σ
2H)r
2HR2
x+
(
Σθ
Σ
− Hθ
2H
)
y
xθ =
Rθ
R
x+
(
(Σ2H)r
2HΣ2
− αβ + xyHθ
2Hℓ
)
y.
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We consider the Kerr metric with 0 ≤ a ≤ m. We will discuss the
system for r > 2m because of the results in section 3. As in that
section, let s = sin θ, c = cos θ, ǫ = a/r, p = (2mǫ2s2)/(r(1 + ǫ2c2)),
q = (1 + ǫ2)/(1 + ǫ2c2). Let
(4.2)
H˜ = r−2H = s2(1 + ǫ2 + p);
Σ˜2 = r−2Σ2 = 1 + ǫ2c2;
△˜ = r−2△ = 1 + ǫ2 − 2m
r
;
x˜ = △˜ 12x;
y˜ = r−1y;
ℓ˜ = r−2ℓ = y˜2 + 1 + ǫ2c2;
α˜ = r−1△˜ 12α = [(1 + ǫ2c2)(x˜2 + y˜2 + 1 + ǫ2c2)] 12 ;
β˜ = r−2β = 2s
[
(1 + ǫ2 + p)y˜2 + (1 + ǫ2 +
2mǫ2
r
)s2 − c2p(1 + q)(2(1 + ǫ2) + p(1 + q))
] 1
2
where we have used Lemmas 3.1 and 3.2. Note that α˜, β˜, ℓ˜ depend also
the functions x˜, y˜. Direct computations show that
(Σ2H)r
2HR2
= rP △˜
where P = (1 + 1
2
p+ q)/(1 + ǫ2 + p). Also,
(Σ2H)r
2HΣ2
=
1
r
P,
Rθ
R
= − ǫ
2cs
1 + ǫ2c2
Using Lemmas 3.1 one can check that (4.1) is equivalent to
(4.3)

y˜θ = −△˜ 12P x˜−
(
ǫ2cs
1 + ǫ2c2
+
c
s
(
1 +
pq
1 + ǫ2 + p
))
y˜
x˜θ = △˜ 12P y˜ − ǫ
2cs
1 + ǫ2c2
x˜− α˜β˜ + x˜y˜H˜θ
2H˜ℓ˜
y˜.
Since c/s and H˜θ/H will become infinite when θ → 0 or π, we cannot
use the apply standard theory to discuss the system. However, we still
have the following uniqueness result.
Theorem 4.1. Let x˜i, y˜i, i = 1, 2 be two sets of solutions to (4.3)
in [0, π] with bounded derivatives. Then y˜i(0) = y˜i(π) = 0, i = 1, 2.
Moreover, if x˜1(0) = x˜2(0) (or x˜1(π) = x˜2(π)), then x˜1 = x˜2, y˜1 = y˜2.
Proof. It is easy to see that P and ∆˜ are bounded below away from 0 in
[0, π]. By the first equation of the system, we conclude that |y˜i| ≤ c1s
for some constant c1, i = 1, 2. In particular, y˜i(0) = y˜i(π) = 0.
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Suppose x˜1(0) = x˜2(0) we want to prove that:
(4.4)
1
2
[(y˜1 − y˜2)2 + (x˜1 − x˜2)2]θ ≤ c2[(y˜1 − y˜2)2 + (x˜1 − x˜2)2]
for some constant c2 in [0, π/2]. Suppose this is true, then one can
conclude that [(y˜1− y˜2)2+(x˜1− x˜2)2] = 0 on [0, π/2]. Since the system
is well-behaved in (0, π) one can apply the uniqueness of solutions of
ODE to conclude that the proposition is true for this case. The case
that x˜1(π) = x˜2(π) is similar.
To prove (4.4), by the first equation of the system, in [0, π/2], we
have
1
2
[(y˜1 − y˜2)2]θ
=− △˜ 12P (x˜1 − x˜2)(y˜1 − y˜2)−
(
ǫ2cs
1 + ǫ2c2
+
c
s
(
1 +
pq
1 + ǫ2 + p
))
(y˜1 − y˜2)2
≤c3
[
(x˜1 − x˜2)2 + (y˜1 − y˜2)2
]
(4.5)
for some constant c3 > 0 because c = cos θ ≥ 0 in [0, π/2]. To estimate
1
2
[(x˜1− x˜2)2]θ, let us denote α˜(x˜i, y˜i, θ) by α˜i, and define β˜i, ℓ˜i similarly,
i = 1, 2.
One can check that
|α˜1 − α˜2| = |α˜
2
1 − α˜22|
α˜1 + α˜2
=
|(1 + ǫ2c2) (x˜21 + y˜21 − x˜22 − y˜22)|
α˜1 + α˜2
≤c4(|x˜1 − x˜2|+ |y˜1 − y˜2|)
(4.6)
for some constant c4 which may also depend on the bounds of the
solutions x˜i, y˜i, where we have used the fact that α˜i ≥ 1. Similarly,∣∣∣∣ 1
ℓ˜1
− 1
ℓ˜2
∣∣∣∣ = |y˜21 − y˜22|
ℓ˜1ℓ˜2
≤c5(|y˜1 − y˜2|)
(4.7)
for some constant c5 because ℓ˜i ≥ 1. By Lemma 3.2, we have
β˜i = r
−2βi ≥
(
15
64
) 1
2
s2
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for some constant c5 for r > 2m. So we have
|β˜1 − β˜2| =
∣∣∣β˜21 − β˜22∣∣∣
β˜1 + β˜2
=
4s2(1 + ǫ2c2) |y˜21 − y˜22|
β˜1 + β˜2
=
4s2(1 + ǫ2c2) |(y˜1 + y˜2)(y˜1 − y˜2)|
β˜1 + β˜2
≤c6s|y˜1 − y˜2|
(4.8)
for some constant c6 > 0, where we have used the fact that near θ =
0, π, |y˜i| ≤ c1s for some constant c1. By the second equation of (4.3),
and by (4.6)–(4.8), we have
1
2
[(x˜1 − x˜2)2]θ
≤ c7[(y˜1 − y˜2)2 + (x˜1 − x˜2)2] + (x˜1 − x˜2)
(
− α˜1β˜1 + x˜1y˜1H˜θ
2H˜ℓ˜1
y˜1 +
α˜2β˜2 + x˜2y˜2H˜θ
2H˜ℓ˜2
y˜2
)
=c7[(y˜1 − y˜2)2 + (x˜1 − x˜2)2]− α˜1β˜1 + x˜1y˜1H˜θ
2H˜ℓ˜1
(y˜1 − y˜2)(x˜1 − x˜2)
+
(
α˜2β˜2 + x˜2y˜2H˜θ
2H˜ℓ˜2
− α˜1β˜1 + x˜1y˜1H˜θ
2H˜ℓ˜1
)
(x˜1 − x˜2)y˜2
≤c8[(y˜1 − y˜2)2 + (x˜1 − x˜2)2]
for some constants c7, c8, where we have used the facts that |y˜i| ≤ c1s,
|β˜i| ≤ c9s2 for some constant c9. Combining the above inequality with
(4.5), we conclude that (4.4) is true. This completes the proof of the
theorem.

We apply the theorem to the Minkowski spacetime. In this case,
a = m = 0 and (4.3) becomes:
(4.9)

y˜θ = −2x˜− c
s
y˜
x˜θ = 2y˜ −
(
(x˜2 + y˜2 + 1)
1
2 (s2 + y˜2)
1
2
s(1 + y˜2)
+
x˜y˜c
s(1 + y˜2)
)
y˜.
For this system, nontrivial solution exists: x˜ = −k cos θ, y˜ = k sin θ,
k =constant, (see [11, 14]). So x = −k cos θ, y = kr sin θ solve (4.1).
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The nontrivial solution corresponds to the inertial observer. One can
look at the displacement vector (see [11] (58)). For the trivial solution
(k = 0), N = ∂t is the static observer ; for constant k, the displacement
vector is
N =
√
1 + k2∂t + k cos θ∂r − r−1k sin θ∂θ =
√
1 + k2∂t + k∂x′
for the coordinate transformation x′ = r cos θ, y′ = r sin θ. It is a
Lorentz transformation in the t − x′ plane of the static observer with
constant velocity −k/√1 + k2 in the x′ direction. One can check that
the E(N,Ω(r); x, y) = 0 in this case. This reflects the fact that each
inertial observer is equivalent and measures zero energy for Minkowski
spacetime. By Theorem 4.1, these are the only solutions for the system
(4.1).
Corollary 4.1. Let x, y be solutions to the system (4.1). Suppose the
derivatives of x, y with respect to θ are bounded, then x = −k cos θ,
y = kr sin θ.
Proof. This follows from Theorem 4.1 by letting k = −x(0).

Next we want to prove that in case a horizon exists, then (4.1) may
only have trivial solutions for a fixed r. With the same notations as
before. We still normalize so that 0 ≤ a ≤ m = 1. Also, r+ =
1 + (1− a2) 12 is the larger root of r2 − 2r + a2 = 0. We have:
Theorem 4.2. In the Kerr spacetime, for 8/3 > r > r+, if ǫ≪ 1, then
any solution to (4.1) with |xθ|, |yθ| being bounded must be the trivial
solution: x ≡ 0, y ≡ 0.
Before we prove the theorem, we need the following:
Lemma 4.1. For 8/3 > r > r+, if ǫ≪ 1, then (Σ
2H)r
2HΣ2
− αβ
2Hℓ
< 0 in
(0, π) for any x, y.
Proof. If ǫ is small, then
αβ
ℓ
≥Rβ
ℓ
1
2
=R
(
−H
2
θ
ℓ
+ 4H
) 1
2
≥R
(
−H
2
θ
Σ2
+ 4H
) 1
2
=
R
Σ
· 2r2s2(1 + E1ǫ2).
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Here and below Ei will denote a quantity which is bounded by a con-
stant independent of r, θ, a provided r ≥ 1. Since,
(4.10) (Σ2H)r = 2r
3s2
(
2(1 + ǫ2)−
(
1− 1
r
)
ǫ2s2
)
,
for 8
3
> r > r+, if ǫ≪ 1, then we have
1 +
a2
r2
− 2
r
<
1
4
.
Hence
(Σ2H)r
2HΣ2
− αβ
2Hℓ
≤ 1
2HΣ2
(
4r3s2(1 + E2ǫ
2)− 2r2s2ΣR(1 + E1ǫ2)
)
=
2r3s2
2HΣ2
2(1 + E2ǫ2)− 1 + E3ǫ2(
1 + a
2
r2
− 2
r
) 1
2

< 0
for θ ∈ (0, π). This completes the proof of the lemma. 
Proof of Theorem 4.2. Suppose x, y are solutions to the system in [0, π]
so that xθ, yθ are bounded in [0, π]. Then |y| ≤ c1s for some constant
c1 near θ = 0, π by the proof of Theorem 4.1. By Lemma 4.1, for
8/3 > r > r+, if ǫ≪ 1, then we have:
(xy)θ =−(Σ
2H)r
2HR2
x2 − ΣHθ − 2HΣθ
2HΣ
xy +
Rθ
R
xy +
(
(Σ2H)r
2HΣ2
− αβ + xyHθ
2Hℓ
)
y2
≤
(
Rθ
R
− ΣHθ − 2HΣθ
2HΣ
−Hθ · y
2
2Hℓ
)
xy
=− P (r, θ)xy − Hθ
2H
xy
(4.11)
where in the second line we have used Lemma 4.1 and the fact that
(Σ2H)r ≥ 0 by (4.10). Here
−P = Rθ
R
+
Σθ
Σ
− y
2Hθ
2Hℓ
which is bounded on [0, π]. Let Q =
∫ θ
pi
2
Pdθ. We need to be careful
here because Hθ/H is not integrable. However, Hθy/H is integrable
because |y| ≤ c1s near θ = 0, π. So Q is continuous on [0, π]. Hence we
have
(4.12) (xy expQ)θ ≤ −Hθ
2H
(xy expQ).
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Let Ψ = xy expQ. Then the above inequality is:
Ψθ ≤ −Hθ
2H
Ψ.
Suppose Ψ(θ0) ≤ −c10 for some c10 > 0 for some π > θ0 > π/2. Then
HθΨ ≥ 0 on [θ0, θ0 + δ] ⊂ [π/2, π) for some δ > 0 because Hθ(θ0) < 0.
Hence Ψ is decreasing on this interval, which implies Ψ ≤ −c10 in this
interval. Continuing in this way, we conclude that Ψ(π) ≤ −c10. This
is impossible because y(π) = 0 which implies Ψ(π) = 0. Hence we
conclude that Ψ ≥ 0 on [π/2, π].
Similarly, one can prove that Ψ ≤ 0 on [0, π/2]. In particular,
Ψ(π/2) = 0.
On the other hand, let
W (θ) =
∫ θ
pi
2
Hθ
2H
dθ
which is well defined on (0, π). Then we have
(Ψ expW )θ ≤ 0
on (0, π). Since Ψ expW = 0 at π/2, we have Ψ expW ≤ 0 on [π/2, π).
In particular, we have Ψ ≤ 0 on [π/2, π). Since Ψ ≥ 0 on [π/2, π),
we have Ψ ≡ 0 on [π/2, π). Similarly, one can prove that Ψ ≡ 0 on
(0, π/2]. To summarize, we have Ψ ≡ 0. This implies that xy ≡ 0.
Suppose x is never zero on (0, π), then we must have y ≡ 0. By the
first equation of (4.1), we conclude that x ≡ 0. This is a contradiction.
Hence x(θ0) = 0 for some θ0 ∈ (0, π). Since xy ≡ 0, by the second
equation in (4.1), we have
1
2
(x2)θ =
Rθ
R
x2,
which implies that x2 ≡ 0. By the second equation again, we have
y ≡ 0 because xy ≡ 0 and by Lemma 4.1, if θ ∈ (0, π)
(Σ2H)r
2HΣ2
− αβ
2Hℓ
< 0.
This completes the proof of the theorem. 
Quasilocal energy in Kerr spacetime 21
5. Appendix: derivation of (1.7)
Since we have the boundary expression (see [11] (48))
B(∂T ) =− α(HΣ
2)r
2κ
√
HR2Σ2
−
√
H
κ
(
Hθθ − 2ℓ
β
+
Rθxy
Rα
− xy
3β +HθαΣ
2
ℓαβΣ
Σθ
)
+
√
Hy
κα
xθ +
√
Hy(Hθα− xyβ)
κℓαβ
yθ,
(5.1)
we substitute (1.6) into (5.1) which becomes
B(∂T ) =− α(HΣ
2)r
2κ
√
HR2Σ2
−
√
H
κ
[
Hθθ − 2ℓ
β
+
Rθxy
Rα
− xy
3Σθ
ℓαΣ
− HθΣΣθ
ℓβ
− Rθ
Rα
xy −
(
(Σ2H)ry
2
2HΣ2α
− βy
2
2Hℓ
− xy
3Hθ
2Hℓα
)
(
−Hθy
ℓβ
+
xy2
ℓα
)(
−(Σ
2H)r
2HR2
x− ΣHθ − 2HΣθ
2HΣ
y
)]
=− α(HΣ
2)r
2κ
√
HR2Σ2
−
√
H
κ
[
Hθθ − 2ℓ
β
− HθΣΣθ
ℓβ
+
βy2
2Hℓ
+
H2θy
2
2Hℓβ
− HθΣθy
2
ℓβΣ
−(Σ
2H)ry
2
2HΣ2α
+
Hθ
ℓβ
(Σ2H)r
2HR2
xy − x
2y2
ℓα
(Σ2H)r
2HR2
]
,
where the terms with xy3 are canceled. By using β2 = 4Hℓ−H2θ , the
boundary term becomes
B(∂T ) =− α(HΣ
2)r
2κ
√
HR2Σ2
−
√
H
κ
[
Hθθ − 2ℓ+ 2y2
β
− HθΣθ(Σ
2 + y2)
ℓβΣ
−(Σ
2H)ry
2
2HΣ2α
+
Hθ
ℓβ
(Σ2H)r
2HR2
xy − x
2y2
ℓα
(Σ2H)r
2HR2
]
.
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By using ℓ = y2+Σ2 and α2 = x2Σ2+R2ℓ, it is further simplied to be
B(∂T ) = (HΣ
2)r
2κ
√
HR2Σ2
(
−α + R
2y2
α
+
x2Σ2y2
ℓα
)
−
√
H
κ
[
Hθθ − 2Σ2
β
− HθΣθ
βΣ
+
Hθ
ℓβ
(Σ2H)r
2HR2
xy
]
=− Σ(HΣ
2)r
2κ
√
HR2Σ
(α
ℓ
)
− 1
2κ
√
HR2Σ
[
2HR2(ΣHθθ − 2Σ3 −HθΣθ)
β
+
ΣHθ(Σ
2H)r
ℓβ
xy
]
=−
(
A
D
α
ℓ
+
C
D
1
β
+
AHθ
D
xy
βℓ
)
.
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