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1 . Introduction
Le modèle AR (autorégressif) a prouvé son efficacité
dans l'analyse spectrale du signal de parole . La raison
en est que la parole est, dans la plupart des cas,
produite par l'excitation des résonances acoustiques
du conduit vocal, et que celles-ci correspondent bien
à une fonction de transfert tout pôle .
Mais la production de la parole est en réalité bien
plus complexe. La source d'excitation glottale et le
couplage source/conduit peuvent de toute évidence
modifier la fonction de transfert du conduit vocal ǰ6ǰ .
Cette dernière peut elle-même présenter une structure
complexe, notamment une ou plusieurs paires pôle-
zéro, dans le cas où plusieurs cavités sont couplées
acoustiquement ǰ4, 5ǰ . C'est pourquoi on peut obser-
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Recursive methods for ARMA parameter estimation is attractive for speech spectrum analysis . ǰhese methods can
not be applied directly to speech analysis where the input signal (the excitation source of the vocal tract) is unknown .
In this paper, after clarifying the mechanism, in the case of unknown input signal, that limits the estimation
precision, we describe a solution based on the impuls detection and suppression in the residue . ǰhis approach can
improve the parameter estimation accuracy mainly for the case where the residue is close to an impuls train . It has
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ver dans le spectre du signal de parole des creux
marqués, des variations brusques ou des parties pla-
tes, qui sont difficiles à modéliser par un simple filtre
tout-pôle d'ordre limité ǰ8ǰ.
Afin d'améliorer la modélisation du spectre de parole,
on a été amené à introduire les modèles ARMA ǰ2,
3, 12ǰ. Depuis quelques années, de nombreux algo-
rithmes récursifs d'estimation des paramètres d'un
modèle ARMA ont été développés ǰ10, 14ǰ . Ils permet-
tent avantageusement de suivre les variations des
paramètres, d'en avoir une évaluation précise et d'esti-
mer simultanément les pôles et les zéros . Il paraît
donc intéressant de les appliquer à l'analyse spectrale
du signal de parole .
Cette application ne peut cependant pas être directe .
Rappelons que ces algorithmes d'identification sont
normalement conçus pour estimer les paramètres d'un
système inconnu, ou modèle, soumis à un signal d'ex-
citation connu. Or pour la parole, le signal d'entrée
ne nous est pas accessible !
Nous voulons montrer dans cet article, que lorsqu'on
ne connaît pas le signal d'excitation, la précision de
l'estimation des paramètres est très limitée . Il est clair
que l'ajustement des paramètres du modèle dépend
essentiellement du signal résiduel . Dans le cas où le
signal d'entrée est inconnu, celui-ci se retrouve dans
le signal résiduel et participe donc à l'erreur de prédic-
tion. Cette présence du signal d'entrée inconnu dans le
résidu perturbe le mécanisme d'ajustement, et diminue
fortement la précision de l'estimation. Ce point sera
repris de façon détaillée plus bas .
Après cet examen de l'influence du signal d'entrée
inconnu, nous présenterons une approche de la détec-
tion et de la suppression de l'excitation impulsionnelle
dans le résidu. On élimine ainsi l'influence du signal
d'entrée inconnu dans le résidu, augmentant par
là-même la précision de l'estimation. L'efficacité de
cette méthode dépend de la structure du résidu. Dans
le cas d'une excitation par un train d'impulsions, la
méthode est très efficace . Même lorsque l'excitation
est plus complexe et lorsqu'il existe une interaction
entre l'excitation et le système, cette méthode reste
efficace à condition que le résidu soit proche d'un
train d'impulsions . Nous examinerons enfin l'utilité
de cette méthode pour le signal de parole .
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2. Le modèle
2 . 1 . MOINDREǰ CARRÉǰ RÉCǰRǰIFǰ
Parmi les diverses formulations des algorithmes
récursifs, beaucoup peuvent se développer à partir de
la méthode des moindres carrés récursifs. Nous la
rappelons ici brièvement .
Le. relation entre l'entrée
ǰk
et la sortie
ǰk
d'un système
dynamique du type ARMA (p, q) peut se décrire par
p
	
4
ǰk 044-i+ L,. Ri uk-i
i=1 i=0
(1)
(
3
)
ǰk -- aiǰk-i+ L. Pi uk-i+ E
a i w k-i+wk
i=1 i=0 i=1
Nous cherchons à estimer les paramètres du système
(cti et
R
i) à partir de l'observation de l'entrée
uk
et de
la sortie yk. Pour réaliser cette estimation on utilise
un modèle ARMA de référence dont les paramètres
sont ai et b i , et l'on compare la sortie de ce modèle à
l'instant k,
ǰk
à la sortie observé yk. La sortie
yk
obtenue à partir des entrées et des sorties aux instants
précédents (u„ et y,,, n < k) est un prédicteur linéaire
de
ǰk
représenté par l'équation
p 9
ǰk -- aiǰk-i+ E
b i u
k-i
i=1 i=0
(4)
Aucun terme de bruit n'apparaît dans cette
équation car le bruit est inconnu . L'erreur de prédic-
tion est donc (fig . 1)
p 9
(5)
Ek =ǰk -
ǰk=ǰk+ aiǰk-i` E biuk-i
i=1 i=0
A (z)
Fig. 1 . - Identification d'un système dynamique par la méthode
des moindres carrés
. Le modèle ARMA est constitué par deux
filtres
p q
A(z)=1+ ai z - ` et B(z)= b i z - '
dont les paramètres a, et b ; sont ajustés de telle façon que l'erreur
de prédiction s soit minimale.
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En définissant
(6) 0=ǰa1, . . ., ap, b o , . ., bqǰ ǰ
(7 - )
(Pk-
ǰk-1, . . . ǰ` -
ǰk-p,
uk+
. . .
,
u
k-9ǰ
ǰ
on peut écrire les équations sous forme matricielle
(8)
(9)
Dans le cas des moindres carrés en « batch », on
acquiert les données sur un intervalle N (N > 2p) .
On peut ainsi obtenir N équations linéaires pour les
paramètres a i et b i avec k e ǰp + 1, p + Nǰ et alors
E=y-(DO
et
par
on obtient
(16)
C'est la solution bien connue de la méthode des moin-
dres carrés, appliquée initialement aux systèmes dyna-
miques par Kalman ǰ7ǰ.
On peut résoudre de façon récursive les équations des
moindres carrés à l'aide du lemme d'inversion de
matrice ǰ1ǰ. ǰupposons qu'à l'instant k on connaisse
déjà Pk = (Dǰ I) -1 et
êk
- 1 , pour les données suivantes
yk et uk, l'utilisation des équations récursives suivantes
permet d'obtenir directement une nouvelle estimation
des paramètres
0k=ek-l'+
1 + P
(Pk
, p
k tPk (J'k
-
tPk ek-1)
Pk
ab
k
ta
k Pk
( 18 )
Pk+1=Pk
ǰ
1
+ tPk Pk (Pk
Pour initialiser cet algorithme à l'instant k = 1, on
peut poser P 1 = c I et
e0
= 0 si c = Cte assez grande.
2 . 2. INǰRODǰCǰION Dǰ ǰIGNAL D'ENǰRÉE
Dans la méthode des moindres carrés, si l'on ne
connaît pas l'entrée u, il n'est plus possible d'estimer
(17)
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ǰ o
ǰk -
tPk
Ek=ǰk-(Pk 9
7ǰ
E=ǰE
p .fl,
., Ep+N1
y=Lǰp+1,
. .
. ,
ǰp+Nǰǰ
ǰ =ǰ(Pp+ 1 ' . . . ,
tPp+Nǰ
ǰ
En minimisant l'erreur quadratique
p+N
(14) J =
E
Ek = Eǰ E
k=p+1
ai
ao
=0
e=6
ê=((kǰ(D)-1 thǰy .
ǰupposons que la sortie soit bruité par wk (en général
il s'agit d'un bruit blanc gaussien)
(10)
(2)
ǰk =
ǰk+wk
avec
On peut donc écrire pour
ǰk
l'équation
(11)
(12)
p 9 p
correctement les paramètres (notamment les b i) . Pour
contourner cette difficulté, on peut songer à utiliser
le résidu comme estimation de l'excitation ǰ12ǰ . La
démarche précise est la suivante : supposons que les
paramètres soient correctement estimés ; alors le résidu
sera un bruit blanc . Ce dernier pouvant servir d'entrée
« équivalente », l'estimation des paramètres bi est
donc possible (fig . 2) .
ǰ
(20)
système
A (z)
B* (z)
E
Flg. 2. - Estimation des paramètres lorsque le signal d'entrée u est
inconnu. On utilise dans ce cas le résidu comme estimation du
signal d'entrée
. Notons
4
B * (z)= E b, z- ' .
,=1
A partir de ce principe, on peut construire un prédic-
teur dont l'équation du résidu est la suivante
P
	
q
ek=ǰk+ aiǰk-i - biEk-i
i=1 i=1
Notons que l'entrée inconnue u est remplacée par le
résidu E . On réécrit maintenant cette équation de la
façon suivante
Ek=- biEk-i+(ǰk+ aiǰk-i
)i=1 i=1
Ceci révèle que le résidu est la sortie d'un filtre autoré-
gressif excité par le signal issu du filtre A (z) . Ce filtre
autorégressif est défini par
(21) 1 = 1 = 1
B (z) l +B* (z) q
1+1 b i z`
i=1
Ainsi, le résidu correspond au signal filtré par les
filtres A (z) et 1/B (z) (fg. 3), équivalents au filtre
unique A (z)/B (z). La minimisation de
E correspond
donc au blanchissement du spectre du signal de sortie
u
E
système
A (z)
F
1
B
(z)
J
F9g. 3. -
Modèle équivalent à la figure 2,
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par le filtre A (z)/B (z). Autrement dit, on modélise le
signal par le filtre B (z)/A (z) . ǰi B* (z) = 0, c'est-à-dire
si B (z) = 1, on retrouve l'analyse par le modèle AR
classique .
3. Le problème de la précision de l'estimation
L'utilisation du résidu comme entrée estimée permet
d'obtenir un ensemble de coefficients a i et b i. Mais
sans information sur le signal d'entrée, même dans le
cas où celui-ci est simple, il n'est pas a priori évident
que l'estimation des paramètres soit toujours de
bonne qualité .
Dans la méthode des moindres carrés récursifs, l'ajus-
tement des paramètres du modèle, c'est-à-dire la mise
à jour du vecteur 8 ǰcf. équation (17)ǰ dépend de façon
critique du signal résiduel E, qui est en fait l'erreur
de prédiction . Ce mécanisme conduit à une bonne
précision de l'estimation car l'erreur de prédiction,
reflétant la différence entre le modèle et le système,
est en principe toujours minimisable . Elle peut même
attendre une valeur nulle s'il n'y a pas de bruit et si
le modèle est parfaitement correct .
En revanche, dans le cas où on utilise le résidu comme
entrée estimée, le rôle du résidu est complétement
différent . Même si les paramètres sont parfaitement
estimés, le résidu ne peut être nul : il sera de l'ordre
de grandeur du signal d'entrée (cf . fig. 3). Dans ce
cas le résidu comprend non seulement l'erreur de
prédiction proprement dite, mais également le signal
d'entrée inconnu.
Du point de vue du mécanisme d'ajustement qui ne
doit prendre en compte que l'erreur de prédiction,
cette présence du signal d'entrée dans le résidu est
indésirable. D'une part, le signal d'entrée, considéré
comme « blanc » et d'énergie déterminée, est non
minimisable et d'autre part, il est impossible pour le
mécanisme d'ajustement de le distinguer de l'erreur
de prédiction . En toute rigueur, l'ajustement devrait
être effectué à partir du signal Ek -uk.
Par conséquent, lorsque les paramètres sont encore
loin d'une estimation optimale, le résidu se compose
principalement de l'erreur de prédiction et le méca-
nisme est efficace pour l'ajustement du modèle . Mais
lorsque l'estimation est presque parfaite, la part de
l'erreur due à la différence entre modèle et système
devient minuscule et l'ajustement n'est plus efficace .
De ce fait, la précision de l'estimation est limitée .
De toute évidence, nous pouvons prévoir que cette
imprécision de l'estimation se manisfestera plus claire-
ment dans les zones où l'énergie est relativement faible
et où la structure du spectre est relativement complexe
comme, par exemple, au voisinage des paires pôle-
zéro .
A titre de test, nous avons étudié un système dont la
fonction de transfert possède deux pôles et une paire
pôle-zéro, c'est-à-dire un système ARMA (6,2)
(fig. 4) . La faible distance du pôle et du zéro de la
paire donne une zone spectrale difficile à estimer .
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Fig. 4. - ǰn système ARMA (6,2)
pour la génération des signaux
de test. (a) Répartition des pôles et des zéros . (b) Fonction de
transfert correspondante
. Notons que la paire pôle-zéro corres-
pond à une zone de fréquence où l'énergie est relativement faible
par rapport à celle correspondant aux pôles seuls .
Les signaux de test ont été produits avec deux types
d'excitation : un train d'impulsions de période égale
à 6,4 ms (64 échantillons pour une fréquence d'échan-
tillonnage de 10 kHz) et un bruit blanc gaussien . Dans
un premier temps, l'ordre du modèle était le même
que celui du système, c'est-à-dire 6 pour la partie AR
et 2 pour la partie MA .
Nous présentons les résultats de simulation aux figu-
res 5 (excitation imulsionnelle) et 6 (excitation par
bruit blanc) . En (a) on trouve les fonctions de
transfert calculées à partir des paramètres estimés au
cours de l'analyse, et tracées chaque cinq pas de
récursion. Les parties (b), (c) et (d) présentent de haut
en bas le signal d'entrée, le signal de sortie du système
et le signal résiduel .
Nous pouvons constater tout d'abord que dans le cas
de l'excitation impulsionnelle, l'estimation des deux
pôles principaux ne pose pas de problème, à l'inverse
de ce que l'on constate pour la paire pôle-zéro
(fig . 5 a) .
Pour la première période (64 échantillons) de l'ana-
lyse, l'estimation de la partie MA est nulle . Ceci est
dû au fait que l'information relative à la partie MA
n'existe que dans les q points suivants l'excitation
impulsionnelle. Or dans notre analyse, l'algorithme
ǰraitement du ǰignal
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(a)
(b)
(c)
L,	~L If ~
(d)
Fïg . 5. - Résultats de l'estimation. Cas d'une excitation par un
train d'impulsions . (a) Fonctions de transfert estimées, tracées
tous les cinq pas de calcul . (b) ǰignal d'excitation (ksǰ0, 255ǰ) .
(c) ǰignal de sortie du système . (d) ǰignal résiduel .
ne démarre que quelques points après le début de la
fenêtre comprenant la première impulsion d'excita-
tion. La raison de ce décalage est qu'il est nécessaire
de remplir le vecteur de données .
Au début de la deuxième période, on constate l'appa-
rition d'une impulsion relativement grande dans le
signal résiduel due à la présence de l'excitation
(a)
(b)
(c)
f
1 f
(d)
Fig. 6
. -
Résultats de l'estimation. Cas d'une excitation par un
bruit blanc. (a), (b), (c),
(d) : mêmes légendes que figure 5 .
(fig. 5 d) . Cette « fausse » erreur de prédiction per-
turbe l'ajustement des paramètres. Par conséquent,
l'estimation de la paire pôle-zéro n'est pas bonne .
On constate en outre que l'excitation par un bruit
blanc donne des résultats plus médiocres que l'excita-
tion par un train d'impulsions (fig . 6 a) . ǰur les fonc-
tions de transfert estimées, on ne voit pas apparaître
un quelconque indice de la paire pôle-zéro . De plus
la position des deux pôles fluctue légèrement au cours
du temps.
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Le signal d'entrée et le signal résiduel sont très ressem-
blants sauf pour les quelques dizaines de points ini-
tiaux (fig . 6 b, 6 d) . Comme dans le cas de l'excitation
impulsionnelle, c'est la présence du signal d'entrée
dans le résidu qui diminue la précision de l'estimation .
Mais la situation est pire dans ce cas du fait que la
perturbation est permanente .
4. La suppression d'impulsions dans le résidu
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Nous avons vu que le résidu, contenant le signal
d'entrée, agit de façon défavorable sur les performan-
ces de l'ajustement des paramètres . Malheureusement,
sans information sur le signal d'entrée, la séparation
dans le résidu de l'excitation et de l'erreur de prédic-
tion est impossible .
ǰignalons toutefois que nous avons le choix entre
deux alternatives pour traiter chaque échantillon du
résidu. ǰoit on le considère entièrement comme l'er-
reur de prédiction et on l'introduit dans le mécanisme
d'ajustement; soit on considère le résidu entièrement
comme excitation et dans ce cas on ne l'introduit
évidemment pas dans le mécanisme d'ajustement .
Aucune des deux solutions n'est optimale . Cependant
suivant la proportion des deux composantes du
résidu, l'une des alternatives peut se révéler mieux
adaptée .
Nous avons déjà vu, dans la section 3, que le choix
constant de la première alternative peut provoquer
une forte perturbation de l'ajustement et ai-si
conduire à une mauvaise estimation . De même, on
on ne peut pas s'en tenir partout à la deuxième
alternative, puisqu'on a besoin de l'erreur de prédic-
tion pour l'ajustement . ǰne question se pose alors
est-il possible de passer à certains instants de la pre-
mière solution à la seconde pour éviter une forte
perturbation de l'ajustement ? La réponse est diffé-
rente selon le type d'excitation employé .
4 . 1 . EǰCIǰAǰION PAR ǰN BRǰIǰ BLANC
Malgré les propriétés statistiquement simples d'un
bruit blanc, il est impossible de prédire à un instant
donné la valeur d'un échantillon . Ainsi, dans le cas
d'une excitation par un bruit blanc, on n'a pas de
moyen d'identifier le signal d'entrée dans le résidu et,
par conséquent, il n'est pas possible de passer de la
première alternative à la seconde .
4 . 2. EǰCIǰAǰION PAR ǰN ǰRAIN D'IMPǰLǰIONǰ
Dans le cas d'un train d'impulsions, le résidu
augmente brusquement à l'instant de l'excitation et la
valeur atteinte est en général bien supérieure à l'écart
type de l'erreur de prédiction sur une période . De
toute évidence, à cet instant précis, la deuxième solu-
tion est beaucoup plus raisonnable que la première .
Par ailleurs, les caractéristiques simples de l'excitation
permettent de la détecter facilement dans le résidu .
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Ainsi, la démarche suivante est envisageable : détecter
d'abord l'instant de l'excitation impulsionnelle et pas-
ser à cet instant de la première alternative à la
deuxième pour l'ajustement des paramètres .
La réalisation de cette démarche est présentée schéma-
tiquement à la figure 7 . Compte tenu de l'amplitude
de l'impulsion dans le résidu, un simple seuil suffit à
l'identifier . A l'instant de cette détection, l'erreur de
prédiction étant par définition nulle (puisque le résidu
est considéré comme excitation), il n'y a donc pas
d'ajustement des paramètres. Notons que l'actualisa-
tion de Pk ne sera pas influencée car elle est indépen-
dante de l'erreur de prédiction .
ǰk
Ek
°
=
ǰk-(Pk
ǰ
ek-1
k=9kǰ1+
	
Pk Pk
1 +
(pk
Pk (pk
PON k Pk
P 1ǰ-P k
1 + <P
ǰ
k Pk Pk
1
Ek=	 Ek
1 +
wk Pk q)k
I
Fig. 7. - . ǰchéma de l'algorithme proposé pour réaliser la suppres-
sion d'impulsions. Ici,
ek
-ǰa l, . . , a p, b l , . .
,
bqǰǰ ,
Pk - ǰ
ǰk-1, • , ǰk-q £k - 1 ,
ek =ǰk -'Pk ek-ǰ
l'erreur
a priori, et
Ek= ǰk -4pk ek,
l'erreur
a posteriori ǰ13ǰ.
Du fait qu'on supprime l'impulsion du résidu à l'ins-
tant de l'excitation, on appellera simplement cette
technique approche par suppression d'impulsions.
La figure 8 montre un résultat de simulation . Le
signal de test est le même que celui utilisé dans la
section précédente . L'influence du signal d'entrée
étant éliminée, l'estimation atteint maintenant une
bonne précision, notamment en ce qui concerne la
paire pôle-zéro (fig. 8a) . Le résidu est très faible
entre deux impulsions d'excitation successives
(fig. 8 d).
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(a)
(b)
(C)
(d)
Fig
. 8. - Résultats de l'estimation avec suppression d'impulsions .
(a), (b), (c), (d) : mêmes légendes que figure 5
.
4 . 3
. EǰCIǰAǰION PAR ǰNE FORME D'ONDE COMPLEǰE
Dans le cas plus général du signal de parole, l'excita-
tion périodique présente une forme d'onde complexe .
Il existe de plus une interaction entre l'excitation et
le système. Cette dernière modifie de façon non
linéaire la fonction de transfert du conduit vocal au
cours d'une période .
i
1
La question se pose donc : l'approche utilisant la
suppression d'impulsions reste-elle valable dans ce
cas ?
Cette question revient à s'interroger sur la possibilité
de trouver un filtre A (z)i B (z) pour lequel le résidu
est proche d'un train d'impulsions . On sait que c'est
AÂAA
t ǰ+
(a)
(b)
(c)
(d)
Fig. 9. - Résultats de l'estimation sans suppression d'impulsions .
Cas d'une excitation par une forme d'onde glottale . Les bandes
passantes de la fonction de transfert du système sont variables
pendant la phase d'ouverture des cordes vocales ǰ5ǰ. (a), (b) . (c),
(d) : mêmes légendes que figure 5 .
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impossible avec l'analyse LPC (modèle AR) classique .
Le filtre statique reflète uniquement les caractéristi-
ques moyennes du signal dans la fenêtre d'analyse .
De plus, il ne se rend pas compte des phases du
spectre du signal. La forme du résidu ne sera donc
pas celle d'un train d'impulsions . Pour ce type de
résidu, l'approche par suppression d'impulsions est
inapplicable .
f
1
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(a)
ÂÂÀA
(b)
(c)
(d)
Fig. 10. - Résultats de l'estimation avec suppression d'impulsions .
Mêmes excitation et système que figure 9 . (a), (b), (c), (d)
mêmes légendes que figure 5
.
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Dans l'algorithme récursif, le modèle est plus souple
la mise à jour pas à pas des paramètres du filtre
permet de suivre les variations au sein d'une période
du signal; le filtre possède des zéros ; les pôles ne sont
pas contraints de se placer à l'intérieur du cercle unité .
Nous pouvons espérer que le résidu sera plus proche
d'un train d'impulsions et que la méthode décrite
précédemment pourra être appliquée .
ǰn premier test a été réalisé sur un signal synthétique
incorporant l'influence de la source d'excitation et du
couplage source/conduit . Nous avons utilisé une
forme d'excitation typique de la source glottale . Pour
simuler le couplage, nous avons fait varier les bandes
passantes des résonances proportionnellement à l'ou-
verture de la glotte ǰ5ǰ .
En ce qui concerne le choix de l'ordre du modèle, il
est évident que ce dernier doit être supérieur à l'ordre
de la partie du système lié au conduit vocal, car le
modèle doit pouvoir représenter également la source
glottale . Dans notre signal synthétique, le modèle du
conduit vocal comprend six pôles et deux zéros. En
supposant qu'il faille au moins deux pôles pour modé-
liser la source, ainsi que deux pôles pour la variation
spectrale, l'ordre de la partie AR a été fixé à 10, et
l'ordre de la partie MA à 6 .
Nous présentons les résultats obtenus sans suppres-
sion d'impulsions à la figure 9 et avec cette suppres-
sion à la figure 10 .
Les principaux enseignements qui se dégagent sont
les suivants
La méthode par suppression d'impulsions dans le
résidu semble efficace : on constate que la paire pôle-
zéro est bien estimée (fig. 10 a) . Comme prévu, le
résidu ressemble bien à un train d'impulsions
(fig . 10 d). Ceci résulte à l'évidence de la souplesse
du modèle qui représente correctement l'ensemble du
système (conduit vocal, source et couplage) .
Par contre, sans cette suppression, la paire pôle-zéro
ne peut être estimée (fig . 9 a) . La perturbation du
mécanisme d'ajustement interdit une bonne estimation
des paramètres . Plusieurs valeurs élevées apparaissent
pour chacune des périodes dans le signal résiduel
(fig .
9d) .
4 .4. ANALǰǰE D'ǰN ǰIGNAL DE PAROLE NAǰǰREL
Nous avons effectué de nombreuses analyses sur des
signaux naturels. Les résultats semblent malheureuse-
ment moins satisfaisants que dans le cas de signaux
synthétiques. Nous présentons ici un exemple typique .
Il s'agit d'une voyelle nasale ǰâǰ prononcée par un
locuteur masculin. 30 ms de signal au centre de cette
voyelle ont été utilisées pour l'analyse. L'ordre du
modèle a été fixé à 12 pour la partie AR et à 6 pour
la partie MA .
Les résultats sont présentés aux figures 11 (sans
suppression d'impulsions) et 12 (avec suppression) .
On peut constater qu'une légère amélioration est obte-
nue par la suppression d'impulsions . Les fonctions de
transfert estimée revèlent plus nettement un zéro vers
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2,5 kHz, dès la deuxième période (fg . 12 a, d) . ǰur le
signal résiduel (fig . 12 c), on voit également qu'après
quelques valeurs élevées dans cette deuxième période,
le résidu diminue par rapport à ce que l'on observe
sans suppression d'impulsions (fig. 11 c) .
Mais, l'effet de la suppression d'impulsions est moins
net que précédemment : le résidu ne tend pas vraiment
vers un train d'impulsions (fig . 12 c). Ceci limite évi-
demment l'accroissement de la précision de l'estima-
tion .
Ces améliorations moins manifestes peuvent s'expli-
quer par les raisons suivantes
L'hypothèse principale de cette approche étant que
le résidu doit être proche d'un train d'impulsions,
l'adéquation du modèle et du système doit être très
bonne. Dans le cas de signal de parole, un filtre
ARMA semble insuffisant pour satisfaire cette exi-
gence. L'efficacité de cette méthode décroît rapide-
ment lorsque le modèle s'éloigne du système.
Le signal synthétique, bien que prenant en compte
l'influence de la source glottale et du couplage, est
encore trop simple par rapport à la complexité de la
parole naturelle, où la forme de l'onde glottale est
très variable et où le couplage s'effectue de manière
complexe. De plus le conduit vocal ne peut être vérita-
blement représenté par un filtre ARMA, car il existe
des facteurs souvent négligés et difficiles à modéliser
précisément comme, par exemple, le rayonnement aux
lèvres .
5. Conclusion
Nous avons étudié la précision de l'estimation dans
la modélisation du spectre de parole par un modèle
ARMA récursif, notamment les limites de celle-ci
lorsqu'on effectue l'estimation sans information sur
le signal d'excitation .
Après avoir montré que la présence d'une excitation
inconnue dans le résidu perturbe l'ajustement des
paramètres et limite la précision de l'estimation, nous
avons proposé une méthode par suppression d'im-
pulsions pour éliminer l'influence du signal d'excita-
tion dans le résidu. Cette méthode- a prouvé son
efficacité dans le cas où le système est véritablement
excité par un train d'impulsionss . Pour la parole syn-
thétisée incorporant une excitation glottale et le cou-
plage source/conduit vocal, cette méthode reste vala-
ble. En fait, dans tous les cas où le signal résiduel est
proche d'un train d'impulsions, on peut utiliser cette
méthode pour améliorer l'estimation des paramètres .
L'efficacité de cette approche semble limitée pour la
parole naturelle . Ceci est dû au fait que l'adéquation
du modèle au signal de parole est loin d'être parfaite
pour en assurer une analyse très fine. La complexité
du signal de parole semble exiger une modélisation
encore plus élaborée qui tient compte des effets non
linéaires .
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Résultats de l'estimation sans suppression d'impulsions
.
Cas d'un signal de parole naturelle
: voyelle ǰàǰ prononcée par un
locuteur masculin.
(a) ǰpectre estimé, tracé tous les cinq pas de
calcul.
(b) ǰignal de parole (25,6 ms)
. (c) ǰignal résiduel .
(d)
ǰpectre estimé au 140' pas de calcul
; et spectre FFǰ du signal .
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Résultats de l'estimation avec suppression d'impulsions
.
Même signal que figure 11 . (a), (b), (c),
(d) : mêmes légendes
que figure 11 .
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