Abstract Consider the over-determined system Fx = b where F ∈ R m×n , m ≥ n and rank (F) = r ≤ n, the effective condition number is defined by Cond_eff = involving both A and b, the new error bounds pertinent to Cond_eff are derived. Next, we apply the effective condition number to the solutions of Motz's problem by the collocation Trefftz methods (CTM). Motz's problem is the benchmark of singularity problems. We choose the general particular solutions
involving both A and b, the new error bounds pertinent to Cond_eff are derived. Next, we apply the effective condition number to the solutions of Motz's problem by the collocation Trefftz methods (CTM). Motz's problem is the benchmark of singularity problems. We choose the general particular solutions v L = 2 )θ with a radius parameter R p . The CTM is used to seek the coefficients d i by satisfying the boundary conditions only. Based on the new effective condition number, the optimal parameter R p = 1 is found. which is completely in accordance with the numerical results. However, if based on the traditional condition number Cond, the optimal choice of R p is misleading. Under the optimal choice R p = 1, the Cond grows exponentially as L increases, but Cond_eff is only linear. The smaller effective condition number explains well the very accurate solutions obtained. The error analysis in [14, 15] and the stability analysis in this paper grant the CTM to become the most efficient and competent boundary method.
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Introduction
Consider the over-determined system
where the matrix F ∈ R m×n and m ≥ n with full column rank, e.g., rank(F) = n. The traditional condition number in the 2-norm is defined by [5, 6, 28] ,
where σ max and σ min are the maximal and the minimal singular values, respectively. The Cond is often too large, to mislead the true stability of the numerical solutions obtained. Hence, we propose the following effective condition number for better stability analysis in [11, 12] ,
The effective condition number was first used in Rice [20] , and then studied in [3, 4] . Recently, we develop the effective condition number in [11, 12] , and apply it to the symmetric and positive definite matrix F ∈ R n×n from the finite difference method. In this paper, we will apply the effective condition number for over-determined systems from the spectral and Trefftz methods. Let the rank (F) = r ≤ n, for (1) and the perturbed system F(x + x) = b + b, there exists the bound in [11, 12] ,
Moreover, for (1) and the general perturbed system (A + A)(x + x) = b + b, where A(= F) ∈ R n×n is nonsingular, the errors from the perturbation of both matrix A and all vector b are given by ( [1, 8, 6 ])
where δ = A σ n < 1. The following errors are derived in [12] ,
The above bounds are valid for full column rank only; in the next section, new error bounds with rank deficiency will be explored. For numerical partial differential equations (PDEs), since the discretization errors are usually much larger than the errors resulting from solution methods, Cond_eff in (6) is dominate. Hence, we may use the effective condition number for stability analysis. In this paper, we will apply the effective condition number for the Trefftz solutions of Motz's problem, and seek the optimal choice of a parameter used in the particular solutions. This paper also illustrates that the Cond_eff is more advantageous than Cond for stability analysis. The collocation Trefftz method (CTM) has been proved to most effective method among several boundary methods in [14, 15] . However, only the error analysis is made, but no stability exists so far. This paper is devoted to the stability of the CTM, based on the effective condition number. Small effective condition number explains well the high accuracy of the CTM solutions, and strengthens the CTM. In contrast, the huge Cond is misleading.
In [17, 18] , Liu tried to use the domain's characteristic length (e.g., R p in (7)) for basis functions, and the accuracy and stability can be improved for the Trefftz method (TM). Motz's problem is the benchmark of singularity, and it has been used as the popular model for testing numerical partial differential equations (see [10] ). For Motz's problem, choose the admissible functions as in [17] ,
where d k are the coefficients to be sought, and R p is the radius parameter. On the other hand, the basic particular solutions are
with the coefficients D i . Since the convergence radius r = 2 of (8) is proved in [21] , Eq. (8) has been used for Motz's problem by many researchers (see [9, 10, [13] [14] [15] [16] 21] ). Obviously, Eq. (8) is a special case with R p = 1 of (7). In [17] , Liu found the better solutions at R p = 1.71 in (7) than (8) , based on condition number only. In this paper, based on the effective condition number, we will give a comprehensive study for R p used in (7) for Motz's problem by TM and CTM.
For the spectral methods and TM, choosing a suitable parameter (e.g., R p ) may be helpful for better accuracy and stability, but not for Motz's solutions. In preconditioner, such a technique is well known for better stability.
In this paper, both analysis and computation are carried, to confirm that the basis particular solutions are optimal (i.e., R p = 1) for Motz's problem by CTM. Next,
The Cond grows exponentially as L increases, but Cond_eff is only linear. The smaller effective condition number explains well the very accurate solutions obtained. The error analysis in [14, 15] and the stability analysis in this paper grant the CTM to become the most efficient and competent boundary method. This paper is organized as follows. In Sect. 2, for over-determined systems the effective condition number Cond_eff is defined, and the error bounds pertinent to Cond_eff are derived. In Sect. 3, the collocation Trefftz method (CTM) is used for Motz's problem, and the general particular solutions (7) are chosen. In Sect. 4, the bounds of Cond_eff with the parameter R p are derived, and the optimal radius parameter R p = 1 is found. In Sect. 5, the stability for CTM with R p = 1 is discussed in detail. In Sect. 6, numerical experiments are carried out, and in Sect. 7, a few remarks are made.
Effective condition number
For solving the over-determined system of linear algebraic equations, the traditional condition number was given in Wilkinson [28] , and then discussed in the monographs by Stewart [23, Chapter 3.3] and Higham [7, Chapter 7] . The condition number is used to provide the bounds of relative errors from the perturbation of both F and b. However, in practical applications, we only deal with a certain vectors b, and the true relative errors may be smaller, or even much smaller than the worst Cond indicates.
Such a case was studied in Chan and Faulser [3] and Christiansen and Hansen [4] , and called the effective condition number. However, the effective condition number was first proposed in Rice [20] in 1981, but the natural condition number was called. Below, we will explore the computational formulas to evaluate the effective condition number.
where the matrix F ∈ R m×n and m ≥ n. When there exists a perturbation of F and b, we have
Since the exact solutions in (9)- (11) may not exist, the solutions are considered as the least squares solutions: To seek x andx = x + x such that
First, for simplicity, we suppose the full column rank of F is n, and then extend the case for rank r ≤ n. Let matrix F be decomposed by the singular value decomposition
where matrices U ∈ R m×m and V ∈ R n×n are orthogonal, and matrix ∈ R m×n is diagonal with the positive singular values σ i in a descending order:
The traditional condition number in the 2-norm is defined by Golub and Van Loan [6, p. 223] ,
where σ max = σ 1 and σ min = σ n . Let us consider (10) .
where the expansion coefficients are
Hence, we have
Denote the pseudo-inverse matrix + ∈ R n×m of to be diagonal with the entries 1 σ i (see [6, 26] ). Hence, the pseudo-inverse matrix of F is given by F + = V + U T , and the least squares solution is expressed by
Also from (9) and (10),
Since U is orthogonal, we obtain
and 1
Hence, we obtain
where
1 In practical computation, the worst cases as in (20) Note that when vector b (i.e., x) is just parallel to the eigenvector u 1 , i.e.,
we have b = |β 1 | and Cond_eff = σ 1 σ n from (22) leads to the traditional Cond in (16) . However, the cases in (23) may not happen for the practical vector b. Hence, the effective condition number may provide a better upper bound of relative errors of the obtained x.
We may extend the above effective condition number for rank deficiency. Suppose rank(F) = r ≤ n. The singular values are denoted by
The traditional condition number, Cond =
, is defined by Van Loan [25] , and the effective condition number (22) is modified as
On the other hand, when the matrix F is positive definite and symmetric, the effective condition numbers of this paper are all valid if letting σ i = λ i , where λ i are the eigenvalues of F (see [11, 12] ). Below, we consider (11) with rank(F) = r ≤ n by the perturbation theory of matrix analysis. First from Wedin [27], Stewart [22] , Wang et al. [26] , and Sun [24] , we have the following lemma. 
Lemma 2.1 Let matrices
where the constant μ =
where Cond_eff is defined in (25), and the constant μ =
and then
It follows from Lemma 2.1 that
by noting that
. The desired result (28) is obtained from (31) and the proof is completed.
When rank(F) = n < m, we have from (28)
When m = n and rank(F) = n,
to give (6) in [12] . Note that the error bounds in (28) with the rank deficiency of F are given, while those in (32) and (33) are valid only for the full column rank of F. This is a development of effective condition number from [12] .
Collocation Trefftz method for Motz's problem
The spectral method and the Trefftz method using the particular solutions of PDEs can provide the extremely accurate solution, while the traditional Cond are often huge. Since Motz's problem is a benchmark of singularity problems, it has been used as a test model for many numerical methods (see [10] ). In Lu et al. [16] , the leading coefficient of the Motz's solution by the CTM can have 17 significant digits, while Cond = O(10 6 ). Such a puzzle can be clarified well by small effective condition number given in this paper. 
where S = {(x, y)| − 1 < x < 1, 0 < y < 1}, and u ν = ∂u ∂ν is the outward normal derivative to ∂ S. To solve (34), we may use the collocation Trefftz method (CTM) involving integration approximation. Choose the admissible solutions as
where d i are the unknown coefficients to be sought, and R p is the bounded radius parameter satisfying
In our previous study, we always choose (8) . Obviously, when R p = 1, Eq. (35) (i.e., (7)) leads to (8) , and there exists the relations between the coefficients d i and D i ,
Since the expansions (35) satisfy the Laplace equation and the boundary conditions at y = 0 already, the coefficients d i should be chosen to satisfy the rest of the boundary conditions,
as best as possible, where AB, BC and C D are shown in Fig. 1 . Denote the energy
where w is a positive weight. A good choice of the weight w = 1 L+1 can be found in [13] . Also denote by V L the set of the functions (35). The TM reads:
The equation (40) leads to the linear algebraic system
where x ∈ R L+1 is the unknown vector consisting of coefficients
, and b * ∈ R L+1 is the known vector resulting from the boundary condition u AB = 500 in (38), and the stiffness matrix, A ∈ R (L+1)×(L+1) , is symmetric and positive definite, but not sparse. By the Gaussian elimination without pivoting in [6] , the coefficients d i (i.e., x) can be obtained. Once the coefficients d i are known, the errors on
are computable. For the TM involving numerical quadrature, we may seekũ
The minimization ofĨ (v) also leads to a linear system as (41). This is a direct implementation to the TM involving numerical integration, called the normal method (NM). Now, we turn to the collocation Trefftz method (CTM). Suppose that the simplest central rule is chosen. The equations (38) can be performed at the boundary collocation nodes,
where h is the integration meshspacing of uniform subsections. Eqs. (45)- (47) are equivalent to (43) with the central rule (see [14, 15] ). When other rules such as the Gaussian rule are chosen, the collocation equations (45)- (47) are modified as
where the constants
The Eqs. (48)- (50) can be written in the matrix form
is the stiffness matrix, x ∈ R L+1 is the unknown vector consisting of the coefficients d i , and b ∈ R m is the known vector. The Eq. (51) is the over-determined system, and the Eq. (41) is its normal equation. Solving (51) directly is more advantageous for better stability (see [14, 15] ).
Bounds of effective condition number
In [16] , the error analysis of CTM is made for Motz's problem, to give the exponential convergence rates,
which are independent of R p . The main concern for choosing the radius parameter R p is that whether or not the instability may damage the accuracy of the Motz solution under a certain working digits. From our recent study [11, 12] , the stability analysis should be made, based on Cond_eff, but not on Cond.
In fact, the matrix F in (51) is given by F = BP −1 , where B ∈ R m×n is the stiffness matrix of the CTM from the basis particular solutions (8) , and P ∈ R n×n is the diagonal matrix given by P = Diag{. . . , (R p ) i− DenoteĨ
where (x, x) = x 2 ,Ã = F T F, the matrix F is given in (51), and the notations are
Suppose that the integration rules are chosen such that, to satisfy the following equivalence relations,
An analysis in [16] shows that the integration rules for (55) are not severe, even the simplest central rule may grant them. Hence, we have
to give the equivalence relations:
where λ max and λ min are the maximal and the minimal eigenvalues of A, respectively, defined by
In (58), the notations are given by
where v ∈ V L , and V L is the set of (35). In the following, C and c 0 are two constants independent of L and R p , but their values may be different in different places.
We have the following lemma. 
Then for (51) of the CTM for Motz's problem, there exist the lower bounds,
Proof We have from (61) and Babuska and Aziz [2, p. 21],
Also
In (64) and (65), the semi-norms and the negative norms in the Sobolev space are defined by, respectively
Hence, from (60), (64) and (65), there exists a constantc 0 > 0 independent of L such that
On the other hand, since v = 0 for v ∈ V L , we have from Oden and Reddy [19, p. 189 
Combining (66) and (67) yields
Denote the semi-disk with the radius ρ,
From the Green formula,
where ρ = {(r, θ)|r = ρ, 0 ≤ θ ≤ π } is the semi-circle. By calculus, from the orthogonality of cos(i +   1 2 )θ we obtain from (35)
Let ρ = 1, and consider two cases: R p ≤ 1 and R p ≥ 1. First when R p ≤ 1, for ρ = 1 we have
Combining (68)-(70) and (72) yields
Next, when R p ≥ 1, for ρ = 1 we have
to give
Hence we have
The desire results (62) and (63) follow from (57), (74) and (77). This completes the proof of Lemma 4.1.
Theorem 4.1 Let (61) hold. Then for (51) of the CTM for Motz's problem, there exist the bounds for the effective condition number:
Proof By noting (48), the vector b has the components
Since h ≤ C 1 m , where m is the dimension of b, we have
where we have used that α i O (1) . Also since d 0 = D 0 R p from (37), and since the true coefficient D 0 is known (see Table 2 ), we have
Hence, we have from Lemma 4.1, (81) and (82),
This is the desired results (78) and (79), and completes the proof of Theorem 4.1.
In computation, we choose w = 1 L , and for the sectorial S we can prove that μ = 1 (see [13] 
From Theorem 4.1 and Corollary 4.1, we find the optimal case at R p ≤ 1 for small Cond_eff. Then we may choose R p = 1. Since the errors (52) retain the same for different R p , we conclude theoretically that the basis particular solutions (8) (i.e., R p = 1) is optimal for Motz's problem by TM and CTM. Note that this conclusion is against [17] .
Stability for CTM of R p = 1
Based on the above analysis, we should choose R p = 1. In this section we also derive the bound of Cond for comparison. We have the following lemma.
Lemma 5.1 Suppose that for v ∈ V L , there exists a positive constant μ > 0 such that
Then for (51) of the CTM for Motz's problem, when R p = 1 there exists the upper bound,
Proof From (87) and the embedding theorem,
we obtain from (60)
Since v| y=0∧−1<x<0 = 0 for v ∈ V L , there exists the bound from the Poincare inequality,
where |v| 1,S is the semi-norm of v on S. Hence, we have from (90) and (91),
Moreover, since S ⊂ S ρ | ρ= √ 2 , we have from (71) with R p = 1 and
Combining (92) and (93) yields
Hence the maximal eigenvalue λ max (A) has the following bound,
The desired result (88) follows from (57), and this completes the proof of Lemma 5.1.
Based on Lemmas 4.1 and 5.1, we have the following theorem. 
In computation, we choose w = 1 L , and for the sectorial S we can prove that μ = 1 (see [13] ). Hence we have the following corollary from Lemmas 4.1 and 5.1. 
Corollary 5.1 indicates clearly that for the highly accurate solutions of Motz's problem by the CTM, the small Cond_eff is the correct criterion of numerical stability, but the huge Cond is misleading.
Numerical experiments
Choice of R p
In order to see the effects of R p in (7) on the errors and stability, new numerical experiments are carried out. We use the Gaussian rule with six nodes, and let M denote the number of integration nodes along AB. Hence m = 6M. First, we choose R p = 1, i.e., the basic particular solutions (8) . The errors and condition numbers are listed in Table 1 , where = u − u L . When L = 34 the Motz's solution by the CTM is given by the coefficients D i in Table 2 . This solution is the best in accuracy, stability and complexity of algorithms under double precision computation, compared with other TMs in [14] . Note that all computation in this paper is completed by the Fortran programs under double decision. From Table 1 , we can see the numerical asymptotes, Table 3 . From Table 3 , we can draw the following conclusions: √ 2, which is much smaller than the Cond at R p = 1; this result is consistent with [17] . However, the stability based on Cond is misleading, see Corollary 5.1. Table 1 Error norms, condition number and errors of leading coefficients from the CTM for Motz's problem for M = 30 along AB and R p = 1.0, where 0 * denotes the error less than the computer rounding errors in double precision From Tables 1 and 4 -6, we can find the following asymptotes: Equations (102) and (103) agree with (85) very well, but Eqs. (104) and (105) have a better performance than (86):
From the above analysis and computation, we conclude that the basic particular solutions (8) (i.e., R p = 1 in (7)) are optimal for Motz's problems by the CTM. From Table 1 we can see that
Equation (109) implies that the computed D 0 by the CTM is extremely accurate, in the sense that the error is less that the rounding error of computer. 
whereᾱ i ≥ᾱ > 0. Then there exists the bound 
Also from (21) we have
Combining (112) and (113) yields the desired result (111).
We choose R p = 1. From (108), Cond_eff = 30.2 may explain the highly accurate solution in Table 2 with L = 34, and Proposition 6.1 indicates that the D 0 has 16 significant digits, provided that b b is just the rounding error. This is the most cases. Occasionally, D 0 has 17 significant digits due to cancellation of rounding errors, or to x < 1 σ n b (see (20) ). Moreover, the singular values σ i and the coefficients β i are listed in Table 7 . From Table 8 , we can see the empirical rates
The Eq. 
We use the true coefficients in [10] , and compute Fx as the b on the right hand. By solving Fx = b, the approximate solutionx = x + x is obtained. Then we obtain x =x − x and b = Fx − b. Based on x, x, b, b, the Cond_true in (116) is obtained, and listed in Table 9 . It is interesting to note that Cond_true ≈ 1, and the bounds of the traditional Cond are too large and misleading. In contrary, the new Cond_eff O(L) is much close to Cond_true. From the viewpoint of Cond, there is a severe instability of the CTM for Motz's problem, but from the viewpoint of Cond_eff, its stability is very well. This is a significant contribution of the new effective condition number, not only to the CTM, but also to numerical partial differential equations. 
Concluding remarks
To end this paper, let us make a few final remarks.
1. For solving the over-determined system (1) the traditional condition number (2) in the 2-norm is defined for all b and b. In this paper, by following Chan and Fouler [3] and Rice [20] for the given vector b, we define the new effective condition numbers, to provide a better upper bound of the solution errors from the rounding perturbation. In Sect. 2, the error bounds pertinent to the effective condition number are derived in (28) , which can be applied to all kinds of numerical methods for linear algebraic equations, numerical differential equations and numerical integral equations. 2. We apply the effective condition numbers for the CTM for Motz's problem in [16] , where the highly accurate solutions are obtained with the exponential convergence rates. In this paper, we focus on the stability analysis, and drive the bounds,
, where L is the number of the singular particular functions used. The Cond_eff = O(L) explains well the highly accurate solutions in [16] ; while the huge traditional Cond is misleading. The results of effective condition number for the cracked beam problem in [16] are also similar; details are omitted. The TM is a popular method of boundary methods, and its study has become a very active subject in the last two decades. A review of its recent progress is given in Li et al. [14, 15] , where only the error analysis is made. This paper is the first time to provide the stability analysis of CTM. It is due to the error analysis in [14, 15] and the stability analysis in this paper that the CTM becomes the most efficient and competent boundary method. 3. Different radius parameter R p may have an influence on the errors of the leading coefficient D 0 , but not on the errors B and ∞,AB . Since their error bounds in (52) are independent of R p , the better choice on R p is relevant only to stability and the error of D 0 . The bounds of Cond_eff are derived in Section 3 for Motz's problem by the CTM. Moreover, the computed results and the theoretical bounds of Cond_eff are consistent with each other. 4. Based on Cond_eff and the error of D 0 , we conclude that the basic particular solutions (8) are optimal among (7) (see Table 3 ). The Motz solution in Table 2 with L = 34 and R p = 1 is the highly accurate and stable solution under the double precision. In particular, the leading coefficient D 0 is exact, in the sense that the error of D 0 is less than the rounding error of computer. These conclusions are against to those made in [17] , purely based on Cond. 5. In summary, the stability based on Cond_eff is a new development (see [11, 12] ), and a new interesting application is given in this paper. The effective condition number may provide a new trend of stability analysis for numerical linear algebraic equations and numerical partial differential equations.
