Text S1: Mixture models and Bayesian inference Mixture models represent linear combinations of distributions used to represent complex probability density functions (pdfs). These kind of models are particularly useful when the data generating distribution exhibits a hidden structure, which cannot be captured by a single pdf. This applies to examples where data instances are derived from two or more different distributions. In such a case the identity of the distribution responsible for generating a particular data instance can be represented as a hidden variable giving rise to a hierarchical model. The application of a mixture model seems natural in the analysis of PAR-CLIP data, because it can be assumed that all data instances (all observable T to C transitions) are derived from one out of two possible components. The first component encompasses all non-experimental causes, i.e. all transitions which are not derived by experimental induction and the second component accounts for experimentally induced observations. Hence, the entirety of all T to C transitions is the result of a data generating process in which a component is randomly chosen to generate a given data instance. Since we cannot observe which component actually generated the data instance, the challenge is to estimate the probability that either of the two components was responsible. For this reason the two pdfs are estimated using a Bayesian inference framework. In the Bayesian setting parameters that govern a model are considered to be random variables rather than constants fixed to a specific value. Hence, the parameters are distributed according to a pdf. One main goal in Bayesian inference is the estimation of this distribution by integrating the information of the observed data instances. For this purpose a prior distribution is chosen in order to reflect the prior belief about the parameters. In the method described in this work a uniform prior was chosen since there was no reason to assume that specific parameter values are more likely than others. In order to obtain the posterior pdf of a given parameter the prior is multiplied with the likelihood function, which accounts for the observed data instances and thereby changes the belief of the parameter values initially set to be uniform. Hence, the extent to which the belief in the parameters changes depends on the observations that were made. In cases of highly informative observations the posterior pdf will be closely centered around a specific value reflecting the extent to which the parameters are believed to take certain values. This is a major difference with respect to the maximum likelihood estimation, which returns a single value only. Since genomic positions used for the parameter estimation are not of equal coverage and hence convey different amount of information, a Bayesian approach was chosen in this work. Regions of higher coverage comprise more information regarding the position-dependent parameters, resulting in pdfs that are less spread around the given values. The Bayesian framework naturally accounts for the heterogenous information content in the data. For further information on the subject see [1, 2] .
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Text S2: Short introduction to wavelets analysis In many applications the representation of a signal that evolves in time (or space) in terms of its frequency components is desirable. The first mathematical framework applicable to study signals in either time or frequency was developed to become what is known as Fourier analysis. The use of the Fourier transform or its inverse allows the signal to be transformed between the different domains. However, the local frequency content of a signal cannot be captured in this way. The wavelet analysis provides the means to represent signals in both time and frequency (also called scale) domain thereby allowing to study local frequency properties. The wavelet transform of a signal can be understood as the inner product of the signal with a family of wavelets that are parameterized by shift and scale parameter. The shift parameter determines the location of the wavelet in time whereas the scale determines the length of its support and hence is equivalent to the frequency. The different wavelet coefficients (representing the inner product of the signal with a wavelet) therefore describe the different frequency components of the signal at different time points. Using the time-frequency representation of the signal, useful properties such as local signal-to-noise ratios can be computed. One important application is peak-calling where the goal is the detection of peaks corresponding to large amplitudes of the signal, possibly located within regions of high noise. Computing local signal-to-noise ratios can be achieved since, for a fixed time, the signal is represented by wavelet coefficients, which correspond to different scales and therefore provide more or less local approximations of the signal. Large scale wavelet coefficients correspond to rather global approximations and can be used to represent the local noise in the signal, whereas small scales result in local approximations. The comparison of the magnitudes of wavelet coefficients corresponding to similar time but different scales therefore results in local signal-to-noise ratio estimates. One major advantage of this approach is the consideration of local noise approximation. This strategy is favorable in cases where the noise is not constant and hence global noise estimates may lead to poor local approximations, resulting in suboptimal peak detection. For further information on the subject see [3] . 
