In this paper, we propose a new method for removing all the redundant inequalities generated by Fourier-Motzkin elimination. This method is based on Kohler's work and an improved version of Balas' work. Moreover, this method only uses arithmetic operations on matrices. Algebraic complexity estimates and experimental results show that our method outperforms alternative approaches based on linear programming.
Introduction
Computations with polyhedral sets play an important role in the analysis, transformation and scheduling of for-loops of computer programs. Of prime importance are (i) representation conversion of polyhedral sets: H-representation ↔ V-representation, (ii) projection of polyhedral sets, namely Fourier-Motzkin elimination and block elimination, (iii) redundancy removal, for which most works are use linear programming.
Fourier-Motzkin elimination is an algorithmic tool for projecting a polyhedral set on a linear subspace. It was proposed independently by Joseph Fourier and Theodore Motzkin, in 1827 and in 1936. The naive version of this algorithm produces large amounts of redundant inequalities and has a double exponential algebraic complexity. Removing all these redundancies is equivalent to give a minimal representation of the projected polyhedron. Leonid Khachiyan explained in [14] how linear programming (LP) can be used to remove all redundant inequalities, then reducing the cost of Fourier-Motzkin elimination to singly exponential time; however, Khachiyan does not give any running time estimate.
Instead of using linear programming, we are hoping to use matrix arithmetic operations in order to obtain an irredundant representation.
As we have mentioned above, the so-called block elimination method is another algorithmic tool to project a polyhedral set. This method needs to enumerate the extreme rays of a cone. Many authors have been working on this, see Nataĺja V. Chernikova [5] , Hervé Le Verge [16] and Komei Fududa [8] .
Other algorithms aiming at projecting polyhedral sets remove some (but not all) redundant inequalities with the help of extreme rays: see the work of David A. Kohler [15] . As observed by Jean-Louis Imbert in [9] , the method he proposed in this paper and that of Sergei N. Chernikov in [4] are equivalent. These methods are very effective in practice, but none of them can remove all redundant inequalities generated by Fourier-Motzkin Elimination. Egon Balas in [1] proposed a method to overcome that latter limitation. However, we found flaws in both his construction and its proof.
In this paper, we show how to remove all the redundant inequalities generated by Fourier-Motzkin Elimination combining Kohler's work and an improved version of Balas' work. Moreover, our method has a better algebraic complexity estimate than the approaches using linear programming.
Our main contributions are:
1. Based on Kohler's and Balas' works, we propose an efficient method for removing all redundancies in Fourier-Motzkin elimination; 2. We use simple matrix operations and avoid computing all the extreme rays of the so-called test cone, this latter task being time-consuming. 3. We give a single exponential complexity time for our method. 4. We propose a method for remove the redundant inequalities of the input system as well. 5. We implemented our method in the C language, within the BPAS library, and our experimental results show that our method outperforms competitive implementations.
This paper is organized as follows. Section 2 provides background materials. Section 3 explains our algorithm. To be more specific, Sections 3.1 and 3.2 presents Kohler's and improved Balas' works respectively. We will see that Kohler's method is effective but can not guarantee to remove all the redundant inequalities. Meanwhile, Balas's method consumes more computing resources but can remove all the redundant inequalities. The main algorithm and its complexity are presented in Section 3.3. Experimental results are reported in Section 4. In Section 5, we discuss related work and the flaws of construction and proof in the original work of Balas. Section 6 shows an application of Fourier-Motzkin elimination: solving parametric linear programming (PLP) problems.
Background
For simiplicity of complexity analysis, we constraint the coefficient field to the rational field Q all through this paper. However, all the methods introduced in this paper also work well over the real field R.
A set in Q n is said to be polyhedral if it is the intersection of a finite number closed half-spaces, i.e. P := {x ∈ Q n | Ax ≤ c} where A ∈ Q m×n and c ∈ Q m . Definition 1 Given a polyhedral set P := {x ∈ Q n | Ax ≤ c}, we call the set {Ax ≤ c} the representation of P . An inequality ax ≤ c ∈ {Ax ≤ c} is said redundant if ax ≤ c is implied by {Ax ≤ c} \ {ax ≤ c}. A representation of P with no redundant inequalities is said a minimal representation of P .
Further, the polyhedral set P is said a polyhedral cone if c = 0 holds, otherwise we wll use the term polyhedron (with polyhedra for the plural). Moreover, we call a bounded polyhedron polytope. In the following, we will first introduce some basic definitions and structural properties for the case of polyhedral cones before discussing the case of polyhedra. Many concepts are similar in the two cases, some with slight differences. For the polyhedral cone, we explain the double description method, which gives a way to convert between the H-representation and V-representation of polyhedral sets. Following with this, we briefly introduce the Fourier-Motzkin elimination associated with the historical set to project the polyhedral sets. Finally, we give the cost model we will use to analyze the complexity. We omit most of the proofs, for more details please refer to [8, 18, 20 ].
Definition and structure of polyhedral sets
We introduce the polyhedral sets and their properties. Most of them are from [6-8, 18, 20, 21] .
Polyhedral cone
In this subsection, we always use the polyhedral cone P := {x ∈ Q n | Ax ≤ 0} as the representative to introduce some properties fo the polyhedral cones.
We introduce the definition of pointed polyhedral cone to simplify the description of all the algorithms introduced in this paper.
Definition 2
The largest linear subspace contained in the polyhedral cone P is called the lineality space of P , written as LinearSpace(P ).
The lineality space of P is the intersection of the cone P with its negation, that is,
Definition 3 A polyhedral cone P is called pointed whenever it has a trivial lineality space, that is, when LinearSpace(P ) = {0} holds. Remark 1 When the set {Ax ≤ 0} has implicit equations, the polyhedral cone may be written as P := {x ∈ Q n |A 1 x = 0, A 2 x ≤ 0}, where A 1 ∈ Q m 1 ×n and A 2 ∈ Q m 2 ×n and {A 2 x ≤ 0} has no implicit equations. In this case, P is pointed if and only if
Let L be a linear subspace of Q n , the orthogonal complement of L, denoted as L ⊥ , is defined as L ⊥ := {y ∈ Q n |yx T = 0, ∀x ∈ L}.
In linear algebra, the direct sum of two subspace L 1 and L 2 in Q n , denoted as
In the following Lemma 2, we use the direct sum of the linear subspace L and the polyhedral set P ∩ L ⊥ , denoted as L ⊕ (P ∩ L ⊥ ), to represent the polyhedral set
Lemma 2 Any polyhedral cone P can be seen as the direct sum of its linearlity space L := LinearSpace(P ) and the intersection of P with the orthogonal complement L ⊥ of L, where P ∩ L ⊥ is a pointed cone. In other words, we have P = L ⊕ (P ∩ L ⊥ ).
Note that if L is generated by vectors x 1 , . . . , x m ∈ Q n , then its orthogonal complement can be obtained by
Lemma 2 tells us that, given an arbitrary polyhedral cone P , we can always turn it into a pointed cone by intersecting P with the orthogonal complement of its linearlity space. In the following, we always assume that the polyhedral cone we are considering is pointed.
Definition 4 A non-zero vector r is called a ray of the polyhedral cone P whenever λr ∈ P holds for any λ > 0. Two rays r and r ′ are said equivalent and we write r ≃ r ′ whenever r = λr ′ holds for some λ > 0.
Definition 5 A ray r is called an extreme ray of P whenever the set F := {x ∈ P |(∃ λ > 0) x = λr} is an one-dimensional face of P .
We say two (extreme) rays are distinct when they are not equivalent.
Remark 2 Definitions 4 and 5 do not require the polyhedral cone P to be pointed. In Section 2.1.2, we will use the concept of etxreme rays for polyhedral cones given by the conjunction of a system of linear equations of the form yA ′ = 0 and a system of linear inequalities of the form y ≥ 0 (where y ∈ Q m and A ′ is a matrix over Q). We note that polyhedral cones given in this way can be regarded as special case of the polyhedral cones considered in this section.
For any given vector t ∈ Q n and matrix A ∈ Q m×n , we define the zero set ζ A (t) as the set of row indices i such that A i t = 0, where A i is the i-th row of A. For simplicity, we use ζ(t) instead of ζ A (t) when there is no ambiguity.
Lemma 3 (Algebraic Test for Extreme Rays)
Let r be a ray of the pointed polyhedral cone P = {x ∈ Q n | Ax ≤ 0}. Then, r is an extreme ray of P if and only if rank(A ζ(r) ) = n − 1.
Lemma 4 (Combinatorial Test for Extreme Rays) Let r be a ray of the pointed cone P = {x ∈ Q n | Ax ≤ 0}. Then, r is an extreme ray if and only if for any ray r ′ of P , we have: ζ(r) ⊇ ζ(r ′ ) ⇒ r ′ ≃ r.
Lemmas 3 and 4 give two methods to test whether a vector is an extreme ray of a given pointed polyhedral cone or not.
Remark 3
In Section 3, we may need to check whether a ray r is an extreme ray of the polyhedral cone with form C := {y ∈ Q m |yA = 0, y ≥ 0}, where A ∈ Q m×n . Obviously, C is pointed. In Proposition 2.3 of [20] , Marco Terzer gave the following algebraic way to test the extreme ray of C, which follows directly from the above Lemma 3:
r := (r 1 , . . . , r m ) is an extreme ray of C if and only if rank(A ζ ) = |ζ| − 1, where ζ := {i |r i = 0} and |ζ| is the cardinality of the set ζ.
Definition 6
We say that the polyhedral cone P is generated by the vectors x 1 , . . . , x q ∈ Q n if P = Cone(x 1 , . . . , x q ) holds, where Cone(x 1 , . . . , x q ) := {λ 1 x 1 +· · · λ q x q | λ 1 , . . . , λ q ≥ 0}, that is, if P is the smallest convex cone containing x 1 , . . . , x q . A cone arising in this way is called finitely generated.
The following lemma can be found in many references [6, 7, 18, 21] :
Lemma 5 (Minkowski-Weyl Theorem) A convex cone is polyhedral if and only if it is finitely generated.
Lemma 5 tells us given the polyhedral cone P := {x ∈ Q n |Ax ≤ 0}, there exists finitely many vectors, say x 1 , . . . , x q ∈ Q n , generating P . That is, P = Cone(R) where R := [x 1 , . . . , x q ]. Thus, we have two representations for the polyhedral cone P : the H-representation {x ∈ Q n | Ax ≤ 0} and the V-representation Cone(R). Moreover, we say that (A, R) is a Double Description Pair or simply a DD pair. Particularly, we call A the representation matrix of P and R the generating matrix of P . We call R the minimal generating matrix when no proper sub-matrix of R is generating P .
Given the polyhedral cone P , it follows from Definition 5 that there is only finitely many distinct extreme rays. Let e be their number and x 1 , . . . , x e be one choice of the distinct extreme rays. Let R ∈ Q n×e be a matrix having those distinct extreme rays as columns, that is, R = [x 1 , . . . , x e ]. Then, we have the following lemma:
The pointed polyhedral cone P := {x ∈ Q n | Ax ≤ 0} is generated by its extreme rays, that is, P = {x ∈ Q n |(∃c ∈ Q e ) x = Rc and c ≥ 0}.
Recall that we assume that the polyhedral cone P := {x ∈ Q n |Ax ≤ 0} is pointed. Hence, it is generated by its extreme rays x 1 , . . . , x e ∈ Q n . We have P = Cone(R) and R is the minimal generating matrix. Computing (efficiently) the generating matrix R of P from the representation matrix A of P is the objective of the so-called double description method [8] , also known as Chernikova's algorithm [5, 16] .
In the following of this paper, we will use the following notations unless we clarify specially:
• Given a matrix A ∈ Q m×n , a set K ⊆ {1, . . . , m} and an integer i ∈ [1, m], denote A K and A i as the submatrix of A with row indices K and the i-th row of A, respectively. • Given a vector r ∈ Q n , denote PrimitivePart(r) ∈ Z n to be the primitive part of r obtained by: (i) let m ∈ Z be the least common multiplier of denominators of r, (ii) write mr = (r 1 , . . . , r n ), (iii) compute PrimitivePart(r) := mr/ gcd(r 1 , . . . , r n ).
Before we introduce the effecitve double description method, we need the definition of adjacency for extreme rays, after an elementary lemma, which we give here for the reader unfamiliar with polyhedral cones. Lemma 7 Given the polyhedral cone P := {x ∈ Q n |Ax ≤ 0}, let r be an extreme ray of the polyhedral cone P . Then, r cannot be expressed as the non-negative combination of any two rays in this cone which are distinct from r.
Proof ✄ Suppose there exists two rays v 1 , v 2 ∈ P which are distinct from r, and two non-negative number λ 1 , λ 2 ≥ 0 satisfying r = λ 1 v 1 + λ 2 v 2 . By Lemma 3, there exists a sub-matrix A ′ of A with n columns, satisfying rank(A ′ ) = n − 1 and A ′ r = 0. Thus,
Therefore, r is equivalent to either v 1 or v 2 since rank(A ′ ) = n − 1. This is a contradiction to v 1 and v 2 are distinct rays from r. ✁ Definition 7 Two distinct extreme rays r and r ′ of the polyhedral cone P are said to be adjacent if the minimal face of P contaning both contains no other extreme rays.
The following proposition tells us how to test whether two distinct extreme rays are adjacent or not:
Proposition 1 Let r and r ′ be two distinct rays of P . Then the following statements are equivalent:
1. r and r ′ are adjacent extreme rays; 2. (Algebraic Test) r and r ′ are extreme rays and rank(A ζ(r)∩ζ(r ′ ) ) = n − 2; 3. (Combinatorial Test) if r ′′ is a ray of P with ζ(r) ∩ ζ(r ′ ) ⊆ ζ(r ′′ ), then either r ′′ ≃ r or r ′′ ≃ r ′ .
Now we are safe to introduce the following algorithm:
Lemma 8 For any while-loop in Algorithm 1, the matrix R obtained at Lines 2 and 7 has at most O(m ⌊n/2⌋ ) columns. Moreover, we have R ≤ (n − 1) n A 2(n−1) , where A (resp. R ) is the largest absolute value of a coefficient in A (resp. R).
Proof ✄ Note that the matrix R in Line 2 is a minimal generating matrix for the polyhedral cone P K := {x ∈ Q n |A K x ≤ 0}, where K is obtained in Line 1. By Lemma 8 of [8] , every matrix R we obtained from Line 7 is a minimal generating matrix of the corresponding polyhedral cone P K∪{i} . The first claim follows since the number of extreme rays of P K∪{i} can be bounded by O((|K| + 1) ⌊n/2⌋ ) ≤ O(m ⌊n/2⌋ ), here |K| is the cardinality of the set K. The second claim is valid for Line 2 by Hadamard's inequality. We realize for any while-loop, P K is a pointed polyhedron. Again from [8] , any column of R in Line 7 is an extreme ray of P K∪{i} . By Lemma 3, there exists a submatrix A ′ ∈ Q (n−1)×n of A K∪{i} with rank(A ′ ) = n − 1, satisfying A ′ r = 0 for any column of R. Thus, By Proposition 6.6 of [19] , the second claim follows for all while-loops. ✁
Algorithm 1 DDmethod
Input: P := {x ∈ Q n | Ax ≤ 0}, where A ∈ Q m×n and P is a pointed polyhedral cone; Output: R, where R is the minimal generating matrix of P ;
1: (Initialize) Select an index set K ⊆ {1, . . . , m} consisting of n elements, such that the submatrix A K ∈ Q n×n of A is invertible;
2: Set R := A −1 K ∈ Q n×n . /* The following is an incremental construction of the minimal generating matrix */
Select an index i from {1, . . . , m} \ K;
5:
(Partition) Partition K as follows:
where r j denotes the j-th column of R;
6:
Let R be the set of all PrimitivePart(r j,j ′ ), for (j,
where R J + and R J 0 are submatrices of R consisting of the columns of R with indices in J + and J 0 , respectively.
8:
Let K := K ∪ {i}. 9: end while 10: return R.
Remark 4 Algorithm 1 also applies to the pointed polyhedron P ′ := {x ∈ Q m |Ax = 0, Bx ≤ 0} by rewriting P ′ as P ′ := {x ∈ Q m |Ax ≥ 0, Ax ≤ 0, Bx ≤ 0}. The bounds given in Lemma 8 remain the same.
In Section 3.2, we also need the following notion about polyhedral cones.
Definition 8 For the given polyhedral cone P ⊆ Q n , the polar cone induced by P is denoted PolarCone(P ) and given by:
The following property about the polar cone of P will be used in the proof of our procedure for removing all the redundant inequalities.
Lemma 9
Given the polyhedral cone P := {x ∈ Q n |Ax ≤ 0}, we have PolarCone(P ) = Cone(A T ). That is, the extreme rays of PolarCone(P ) are in one-to-one correspondence with the facets of P .
Proof ✄ This lemma follows obviously by definition of polar cone. ✁
Polyhedron
The following property for polyhedra in Q n can be found in many references [6, 7, 18, 21] :
Lemma 10 (Decomposition theorem for polyhedra) A set P of vectors in the Euclidean space Q n is a polyhedron if and only if P = Q + C for some polytope Q ⊆ Q n and
For the polyhedron P = {x ∈ Q n | Ax ≤ c}, the characteristic cone of P , denoted by CharCone(P ), is the polyhedral cone CharCone(P ) = {y ∈ Q n | Ay ≤ 0}. The lineality space of P , denoted by LinearSpace(p), is the lineality space of CharCone(P ), i.e.
If the lineality space has dimension zero, P is called pointed. Similarly to Lemma 2, any non-empty polyhedron can be represented by P = H ⊕ Q, where H = LinearSpace(P ) is the lineality space of P and Q := H ⊥ ∩ P is a pointed polyhedron. For simplicity, we assume that all polyhedra mentioned in this paper are pointed.
Our objective is to determine proj x ′′ (P ) from P . The following Lemma 11 gives a useful way taking advantage of the extreme rays of a cone associated with P . This is the main result behind Kohler's method, which will be introduced in Section 3.1.
Lemma 11 Let C := {y ∈ Q m | yA ′ = 0, y ≥ 0} be a polyhedral cone and S be the set of extreme rays of C. Then, the projected polyhedron proj x ′′ (P ) can be represented by {yA ′′ x ′′ ≤ yc | y ∈ S}.
Following the notation in Balas' paper [1] , we call the polyhedral cone C in Lemma 11 the projection cone of the polyhedron P w.r.t. the variables x ′ . When there is no ambiguity, we just call C the projection cone of P . For the proof of the results underlying our improved version of Balas' method, which we will introduce in Section 3.2, we need the following definition. Definition 9 Given the polyhedron P := {x ∈ Q n | Ax ≤ c}, define its homogenization, denoted as HomCone(P ), as
Proposition 2 (Minkowski, [17] ) Let Ax ≤ c be the representation of a polyhedron P , then the inequality A i x ≤ c i is redundant in the system if and only if the corresponding inequality A i x ≤ c i x last is redundant in the representation of HomCone(P ).
Farkas' lemma plays an essential role in testing the redundant inequalities. It has many slightly different but equivalent expressions. Here we only give one of them which comes from Corollary 7.1d of [18] .
Lemma 12 (Farkas' Lemma) Let A be a matrix and b be a vector. Then, there exisits a vector t ≥ 0 satisfying At = b if and only if yb ≥ 0 for each row vector y ≥ 0 with yA ≥ 0.
Rewrite Lemma 12 in the form that we will use later as: bx ≤ 0 is redundant w.r.t. Ax ≤ 0, that is bx ≤ 0 for each vector x with Ax ≤ 0, if and only if there exists a vector t ≥ 0 satisfying tA = b. This gives a criterion to test the redundancy in the representation of a polyhedral cone. The following lemma gives a criterion to test the redundancy in any polyhedron:
Ax ≤ c if and only if there exists a row vector t ≥ 0 and a number λ ≥ 0 satisfying b = tA and b 0 = tc + λ. Lemma 12,  this is equivalent to there exists t ∈ Q m , t ≥ 0 and λ ≥ 0 satisfying b = tA and b 0 = tc + λ. ✁
Fourier-Motzkin elimination
Given A ∈ Q m×p , B ∈ Q m×q and c ∈ Q m , we define the polyhedron Q := {(u, x) ∈ Q p+q | Au + Bx ≤ c}. Fourier-Motzkin elimination (FME) is a useful tool to project Q onto x-space. To give a brief introduction, denote by S 0 := {Au + Bx ≤ c} the representation of Q. By eliminating variables in u one by one, FME obtains the representation S p of proj x (Q).
To be consistent with the presentation of Kohler's method in Section 3.1, we state (the naive version of) FME in Algorithm 2 using Kohler's notion of historical set. The historical set of a given inequality ℓ, denoted as HistoricalSet(ℓ), produced by Algorithm 2 is the set of the row indices of the inequalities in the input system ℓ is combination of.
The worst complexity for the naive Fourier-Motzkin elimination can grow to double exponentional due to the large amount of redundant inequalities.
Algorithm 2 Fourier-Motzkin elimination associated with historical set
Input: (S 0 , u), where (i) S 0 := {Au + Bx ≤ c}; (ii) u := [u 1 , . . . , u p ] is the variables to be eliminated; Output: (S p , H p ), where (i) S p is the representation of the projected polyhedron P x (Q);
(ii) H p is the set of corresponding historical set for each inequality in S p ;
1: (Initialize the historical set) Set the historical set of the i-th inequality ℓ i in S 0 to be {i}, i.e. HistoricalSet(ℓ i ) := {i}.
2: for k from 1 to p do 3:
be the subset of S k−1 consisting of inequalities with positive, negative and zero coefficient w.r.t. u k , respectively.
4:
(Combine) For any pair of inequalities 
Cost model
In this paper, we will use the following cost model:
Let R be a commutative ring with identity. Let a, b ∈ R, we will need the following operations:
• Arith +,−,⋆,= (a, b): return a + b, a − b, a · b, true if a = 0 and false otherwise;
In particular, let R = Z. Denote M(k) : N → N to be the cost of the basic operations of type Arith and Quo: given a, b ∈ Z with |a|, |b| < 2 k , each of Arith ⋆ (a, b) and Quo(a, b) can be computed in O(M(k)) bit operations. The currently fastest algorithms allow M(k) = k log k log log k. From Theorem 1.5 of [19] , each of Arith +,−,= can be performed in O(k) bit operations and each of Arith ⋆ (a, b), Div(a, b) can be performed in O(M(k)) bit operations. We use the parameter θ such that the multiplication of two n × n intger matrices need O(n θ ) arithmetic operations.
For a given rational number a b (a = 0), we define the height, denoted as height( a b ), as the logarithm of the maximal absolute value of a and b, that is, height( a b ) := log max(|a|, |b|). In particularly, we define height(0) := 0. For a given matrix A ∈ Q m×n , define the height of A, denoted by height(A), as the maximal height of a coefficient in A.
In the following, we may give complexity in terms of M(k) = k log k log log k and B(k) := M(k) log k = O(k(log k) 2 log log k). For simplicity, we denote all the forms (log k) p (log log k) q (log log log k) r with finite numbers p, q and r as O(k ǫ ) for any sufficiently small positive number ǫ.
Lemma 14
Let A ∈ Z m×n be an integer matrix, the rank of A can be performed within O(mn θ+ǫ h 1+ǫ ) bit operations, where h is the height of A and ǫ > 0 is any sufficiently small number.
Proof ✄ From [19] , given the matrix A ∈ Z m×n , computing the GaussJordan transform of In this section, we propose a new version of Fourier-Motzkin elimination combining Kohler's method and an improved version of Balas' work. The former one is practically effective. However, it can not remove all the redundancies. That is why we need the latter one. All through this section, we will use
as the input polyhedron, where A ∈ Q m×p , B ∈ Q m×q and c ∈ Q m . Following the notations in Section 2.2, we use S 0 := {Au + Bx ≤ c} to denote the representation of Q.
The methods introduced in Sections 3.1 to 3.3 only apply to remove redundancy in the projected polyhedron. We will show how to remove the redundancy in the input system in Section 3.4.
Kohler's method
Given the polyhedorn Q := {(u, x) | Au + Bx ≤ c}, Lemma 11 showed how to get the representation of the projected polyhedron proj x (Q) by enumerating the extreme rays of the projection cone C := {y ∈ Q m |yA = 0, y ≥ 0}. To be more specific, proj x (Q) := {x | yBx ≤ yc, y runs through the extreme rays of C}. Instead of computing all the extreme rays of the cone C, Kohler's methods will take advantage of the historical set to check whether each newly generated inequality belongs to the set of {yBx ≤ yc | y runs through the extreme rays of cone C} or not. This is based on the property explained in Remark 3. Input: (S 0 , p, ℓ, H ℓ ), where (i) S 0 = {Au + Bx ≤ c}; (ii) p is the number of variables that have been eliminated; (iii) ℓ is an inequality in S p (obtained by Algorithm 2) for which we want to check whether or not it is redundant; (iv) H ℓ is the historical set of ℓ; Output: return true if ℓ is not redundant, false otherwise 1: if the number of elements in H ℓ is greater than p + 1 then 
Balas Algorithm
With some experiments, we found that Kohler's method is very effective, since it can remove "most" but not "all" of the redundant inequalities. To check the redundancy of the remaining inequalities in S (K) p , we propose an improved version of Balas' method. In this section, we will introduce this method and give thorough proofs to show that this method can remove all the redundant inequalities. Remember that we use Equation (1) as the input polyhedron. Here, we assume Q is pointed, that is, rank([A, B]) = p + q. Our objective is to find a minimal representation of proj x (Q). To achieve this, we need to lift the polyhedron Q to a space with higher dimension as follows:
• Construct B 0 : Assume that the first q rows of B, denoted as B 1 , are independent.
Denote the last m − q rows of B as B 2 . Add m − q columns, e q+1 , . . . , e m , to B, where e i is the i-th canonical basis in Q n with 1 in the i-th position and 0's anywhere else. B 0 has the following form:
• To keep the consistency of the symbols, let A 0 := A, c 0 := c.
• Construct Q 0 :
Here and after, we use x ′ to represent the vector x ∈ Q q , augmented by m − q variables (x q+1 , . . . , x m ). Since the extra variables, (x q+1 , . . . , x m ), are zeros, proj x (Q) and proj x ′ (Q 0 ) are isomorphic with the bijection Φ:
In the following, we will treat proj x (Q) and proj x ′ (Q 0 ) as the same polyhedron when there is no ambiguity.
For simplicity, we denote the above process as (A 0 , B 0 , c 0 ) := ConstructQ 0 (Q).
Define the cone W 0 as
This construction of W 0 is slightly different from the one in Balas' work [1] : we change
Similar with what has been mentioned in Balas' work, the extreme rays of the projected cone proj v,v 0 (W 0 ) can be used to construct to the minimal representation of the projected polyhedron proj x (Q). This will be shown in Proposition 4. To prove Proposition 4, we need some preparations first.
Lemma 18
For the polyhedron Q, the operations "computing the characteristic cone" and "computing projections" commutate. To be precise, we have: CharCone(proj x (Q)) = proj x (CharCone(Q)).
Proof ✄ By definition of characteristic cone, CharCone(Q) := {(u, x) | Au + Bx ≤ 0}, whose representation has the same left-hand side with the one of Q. The lemma is valid if we can show the representation of proj x (CharCone(Q)) has the same left-hand side with proj x (Q). Actually, this is obvious since the Fourier-Motzkin elimination depends only on the left-hand side. ✁
Lemma 19
The polar cone of HomCone(proj x (Q)) equals to
Proof ✄ By the definition of polar cone in Definition 8,
To show (v, −v 0 ) ∈ PolarCone(HomCone(proj x (Q))), we need to show any vector (x, x last ) ∈ HomCone(proj x (Q)) satisfying (v, −v 0 )·(x, x last ) ≤ 0. It is enough to consider the extreme rays of HomCone(proj x (Q)), which have forms (s, 1) or (s, 0). For the form (s, 1), we have s ∈ proj x (Q), that is, there exists u ∈ Q p , such that Au + Bs ≤ c. By the construction of Q 0 , we have
. . , s m ] with s q+1 = · · · = s m = 0. Thus, by Equation (4), we have (v, w)B −1
For the form (s, 0), we need to show vs ≤ 0. Since (s, 0) is an extreme ray of HomCone(proj x (Q)), we have s ∈ CharCone(proj x (Q)). By Lemma 18, there exists u ∈ Q p such that A 0 u + B 0 s ′ ≤ 0. Again by Equation (4),
Next, we claim the reversed direction. For any (y, −y 0 ) ∈ PolarCone(HomCone(proj x (Q))), yx ≤ y 0 for any x ∈ proj x (Q). Thus, yx ≤ y 0 is redundant w.r.t. the system {Au + Bx ≤ c}. By Lemma 13, there exists p ≥ 0, p ∈ Q m and λ ≥ 0 such that pA = 0, y = p · B,
The following statements are equivalent:
1. (0, 1) is an extreme ray of cone proj v,v 0 (W 0 );
2. x last ≥ 0 is non-redundant in the representation of HomCone(proj x (Q)).
Proof ✄ By Lemma 9, the extreme rays of the polar cone of HomCone(proj x (Q)) are in one-to-one correspondence with the facets, that is, the minimal representation, of HomCone(proj x (Q)). To be more specific, HomCone(proj x (Q)) = {(y, y 0 ) · (x, x last ) ≤ 0}, where (y, y 0 ) runs through the extreme rays of PolarCone(HomCone(proj x (Q))). Obviously, we have (0, 1) is an extreme ray of cone proj v,v 0 (W 0 ) is equivalent to (0, −1) is an extreme ray of cone proj ′ v,v 0 (W 0 ) = PolarCone(HomCone(proj x (Q))). Note that the extreme ray (0, −1) of the polar cone of HomCone(proj x (Q)) corresponds to x last ≥ 0 in the defining system of HomCone(proj x (Q)). The lemma follows easily. ✁ Remark 5 Corollary 2 tells us by our construction of W 0 , we may have at most one extra extreme ray (0, 1) of the cone proj v,v 0 (W 0 ) which does not correspond to some facet of proj x (Q). However, with the construction of W 0 in Balas' paper, this extra extreme rays of proj v,v 0 (W 0 ) can not be detected easily, which may lead to some redundant inequalities in the final output.
Proposition 4
The extreme ray of proj v,v 0 (W 0 ), except (0, 1), defines exactly the facets of proj x (Q). To be more specific,
Proof ✄ This proposition follows from Lemma 19, Corollary 2 and Proposition 2. ✁ From Proposition 4, finding the extreme rays of proj v,v 0 (W 0 ) is enough for finding a minimal representation of proj x (Q). Instead of computing all the extreme rays of proj v,v 0 (W 0 ), for each inequality tx ≤ t 0 in S (K) p , we will test whether (t, t 0 ) is an extreme ray of proj v,v 0 (W 0 ) or not. This only requires the representation (not necessarily minimal) of proj v,v 0 (W 0 ), which we will call as the redundancy test cone in the following.
With the representation of redundancy test cone proj v,v 0 (W 0 ), we can test the redundancy of all the inequalities in S Proof ✄ Denote by h the maximal height of A, B and c in the input system. We analyze the complexity step by step.
Algorithm 4 ConstructRedundancyTestCone
Input: (S 0 , u), where (i) S 0 = {Au + Bx ≤ c}; (ii) u is the list of variables aiming to be eliminated; Output: representation of the redundancy test cone proj v,v 0 (W 0 ); 1: Construct B 0 , A 0 and c 0 as shown at the begining of this subsection:
(A 0 , B 0 , c 0 ) := ConstructQ 0 (S); 2: Let v := (v 1 , . . . , v q ), w := (w 1 , . . . , w m−q ) and v 0 is a scalar variable;
, are the unsolved and solved variables, respectively. 4: Substitute the solved variables w ′′ into W 0 , we get a new polyhedral cone W 0 1 ; 5: Compute the projected cone proj v,v 0 (W 0 1 ) following Lemma 11; /* This is exactly the redundancy test cone proj v,v 0 (W 0 ). */ 6: return representation of proj v,v 0 (W 0 ).
Algorithm 5 RedundancyTest
remaining to test its redundancy. Output: ture if ℓ is irredundant, false otherwise 1: Extract M: the coefficient matrix of representation of proj v,v 0 (W 0 ); Extract (t, t 0 ): the coefficient vector of ℓ.
2: Let s := M(t, t 0 ) T ; 3: If some element in s is greater than 0, return false, otherwise, go to next step; 4: Let ζ(s) be the index set of zero elements; 5: if rank(M ζ(s) ) = n − 1 then return true; 6: else return false; 7: end if
Step 1 The complexity for this step can be negelected. However, we should notice the special structure of B 0 :
Step 2 Note that B −1 0 =
Therefore,
To give the complexity for this step, we need the following consecutive steps:
-
Step 3 The solutions to the equation system (v, w)B −1 0 A 0 = 0 can be obtained by computing the Gauss elimination of B −1 0 A 0 , which has rank q. Thus, the bit complexity for this step is at most
Moreover, the solved variables w ′′ can be expressed as the linear combinations of (w ′ , v), denoted as w ′′ = U 1 w ′ + U 2 v for some U 1 ∈ Q q×(m−q−p ′ ) and U 2 ∈ Q q×q . The absolute value of a coefficient in U 1 and U 2 can be bounded over by max(
Step 4 Substituting w ′′ into the following inequality system, we obtain the cone W 1 , which has form ) max( U 1 , U 2 ), from which we can easily deduce height (B 1 , B 2 , B 3 
Step 5 We follow Lemma 11 to obtain the representation of P v,v 0 (W 0 1 ), that is, we need to enumerate the extreme rays of the projection cone
Note that y 1 , . . . , y q ′ can be solved by the equations system in the representation of C. Therefore, to compute the extreme rays of cone C is equivalent to compute the extreme rays of
Applying Algorithm 1 to C ′ , we can obtain all the extreme rays of C ′ , and further of
Thus, the total bit complexity for Algorithm 4 will be 
Moreover, by Lemma 8, we can find at most
O((m−q ′ +1) ⌊ m−q ′ +1 2 ⌋ ) ≤ O((p+q +1) ⌊ p+q+1 2 ⌋ ) distinct extreme rays, each with height no more than O((m − q ′ )height(B 5 )) ≤ O((p + q) 1+ǫ (m ǫ q 1+ǫ + q 2+ǫ h)). That is, proj v,v 0 (W 0 ) can be represented by at most O((p + q + 1) ⌊ p+q+1O((q + 1)M(max(height(M), height(t, t 0 ))) ≤ O(m ǫ (p + q) 1+ǫ q 2+ǫ + (p + q) 1+ǫ q 3+ǫ h)) bit operations. Considering M ∈ Q d M ×(q+1) where d M ≤ O((p + q + 1) ⌊ p+q+1
Fourier-Motzkin elimination with removing all the redundant inequalities
In this section, we will give a final algorithm to remove all the redundant inequalities during the process of Fourier-Motzkin elimination. For convinence, we rewrite Equation (1) as For the polyhedron Q, given a variable order y 1 > · · · > y n , we aim to obtain its projections onto the coordinate space y i for any i : 1 ≤ i ≤ n, where y i := [y i , . . . , y n ]. The projected representation defined in Definition 10 is a good way to achieve this: Definition 10 ( [11] ) Given the polyhedron Q represented by Equation (5) and the variable order y 1 > · · · > y n , denote by Q (y 1 ) the inequalities in the representation of Q whose largest variable is y 1 . We call projected representation of Q w.r.t. the variable order y 1 > · · · > y n and denote by ProjRep(Q; y 1 > · · · > y n ) the linear system given by Q (y 1 ) if n = 1 and by the conjunction of Q (y 1 ) and ProjRep(proj y 2 (Q); y 2 > · · · > y n ) otherwise. To be more specific, ProjRep(Q; y 1 > · · · > y n ) := 1≤i≤n proj y i (Q) (y i ) , where proj y 1 (Q) = Q and proj y i (Q) (y i ) consists of the set of inequalities in the representation of proj y i (Q) whose largest variable is y i for i : 1 ≤ i ≤ n. We call Proof ✄ By Lemma 17, when p variables are eliminated, we will have ( m p+1 2 ) 2 pairs of inequalities in S + p and S − . For each newly generated inequality, we need to apply the Algorithm 7 Fourier-Motzkin elimination with removing all the redundant inequalities Input: (S 0 , y 1 > · · · > y n ) where (i) S 0 = {Ay ≤ c} is the input system at the begining; (ii) y 1 > · · · > y n is the variable. Output: ProjRep(Q; y 1 > · · · > y n ): the minimal projected representation of Q. S out := S out ∪ S =0 ; 10: end for 11: return S out . KohlerCheck (Algorithm 3) and RedundancyCheck(Algorithm 5) while we only need to compute the redundancy test cone once for each loop. By Lemmas 16, 20 and 21, the total complexity for Algorithm 7 will be
How to remove redundancy from the input system
The methods introduced above only applies to the representation of the projected polyhedron. Sometimes, we need to require the input system is irredundant, like when we project the integer points following Omega Test [10, 11] . In this subsection, we briefly introduce how to remove redundancy from the input system. We follow the notation used in Section 3.3 and denote the input system to be Q := {y ∈ Q n | Ay ≤ c}. By adding one extra inequality to Q, we get Q ′ := {(y 0 , y) | y 0 ≥ 0, Ay ≤ c}. Apply Algorithm 4 with ConstructRedundancyTestCone(Q, [y 0 ]), we can get the redundancy test cone proj v,v 0 (W 0 ). For each inequality a i y ≤ c i in {Ay ≤ c}, it is irredundant if and only if (a i , c i ) is an extreme ray of proj v,v 0 (W 0 ). This can be easily tested by the Algorithm 5: RedundancyTest(proj v,v 0 (W 0 ), a i y ≤ c i ).
Experiments
We implemented our methods in C language. For external libraries, we have used GMP for arithmetic operations, FLINT for matrix computations and CDD for finding cone's extreme rays.
We have compared the running time of different versions of our implementation against the command PolyhedralSet:-projection in Maple2017, the results are shown in Table 1 . #ine and #var represent the scale of our input system, i.e. number of inequalities and variables. KB-time and Maple time tell us the time to do the Fourier-Motzkin elimination. We can see our algorithm is much more efficient than the one in Maple.
As we have mentioned in previous sections, Kohler's method is very efficient. However, it can not always remove all the redundant inequalities, as what we can see from Table 2 . In this table, K-num and KB-num show the number of output system of Fourier-Motzkin elimination with only Kohler, with both Kohler and Balas methods respectively. The last column shows the number of inequalities with the naive Fourier-Motzkin elimination. Since the number of inequalities in the naive Fourier-Motzkin elimination will grow exponentially, for some examples, the code can not terminate properly due to the memory problem. The sub-columns num and level show the number of inequalities in the output system and the number of variables that have been eliminated when terminate. N/A means all the variables are eliminated and the code terminates normally.
Related work
During our study of the Fourier-Motzkin elimination, we found many related works. Fourier-Motzkin elimination is one way to do the projection of polyhedra. However, the main prolbem is that it will generate large amount of redudant inequalities, which make the naive version of Fourier-Motzkin elimination not effective in practice. Removing the redundancies is closed related to the Fourier-Motzkin elimination. There are many works which based on the linear programming to remove all the reduandancies [14] . However, we prefer some other ways that only use matrix arithmetic operations. Chernikov proposed a method to test the redundant inequalities with little added work in his paper [4] , which greatly improved the efficiency of Fourier-Motzkin elimination. Kohler proposed a method [15] which only use some matrix arithmetic operations to test the redundancy of inequalities. As observed by Imbert in his work [9] , the method he proposed in this paper and Chernikov's work and Kohler's work are equivalent. Even though these works are very effective, none of them can remove all the redundancies.
Besides Fourier-Motzkin elimination, block elimination is another algorithmic tool to t6  40  37  4773  3  t7  87  82  21384  3  t8  18  15  64386  4  t9  51  20  2048  5  t10  52  18  9039  3 project polyhedra. In this method, a projection cone is defined. The extreme rays of projection cone is used to compute the projected polyhedron. Kohler's work [15] belongs to this type. Although there exists efficient mehtods to enumerate the extreme rays of this projection cone, like double description methods [8] (also known as Chernikova's algorithm [5, 16] ), this method can not remove all the redundant inequalities.
Balas showed that if certain invertibility conditions are satisfies, then the extreme rays of the projection cone exactly defines the minimal representation of the projected polyhedron. As Balas mentioned in his paper, this method can be extended to any polytope. We observed that this method can be extended to all the pointed polyhedra. By some experiments, we found the theories and constructions in Balas' paper has some flaws:
1. In Balas' work, he defines the projection cone W 0 := {(v, w, v 0 ) ∈ Q q × Q m−q × Q | (v, w)B −1 0 A 0 = 0, −(v, w)B −1 0 c 0 + v 0 = 0, (v, w)B −1 0 ≥ 0} and claimed that vx ≤ v 0 defines a facet of the projected cone proj x (Q) if and only if (v, v 0 ) is an extreme ray of the redundancy test cone proj v,v 0 (W 0 ). However, we have a counter example for this. Please refer to http://www.jingrj.com/worksheet.html. In this example, when we eliminate two variables, proj v,v 0 (W 0 ) has 19 extreme rays while proj x (Q) has 18 facets. 18 of the 19 extreme rays of proj v,v 0 (W 0 ) give out the 18 facets of proj x (Q), while the remaining extreme ray gives out a redundant inequality w.r.t. the 18 facets. The main reason leading to this is due to the Fakars' lemma in the proof of Balas' paper. We improved this by changing −(v, w)B −1 0 c 0 + v 0 = 0 to −(v, w)B −1 0 c 0 + v 0 ≥ 0 and carefully showed the relations of extreme rays of proj v,v 0 (W 0 ) with the facets of proj x (Q), for the details please refer to Lemma 19 and proposition 4 and Corollary 2.
2. In Balas' paper, he suggested to enumerate the extreme rays of the redundancy test cone proj v,v 0 (W 0 ) to give out the minimal representation of proj x (Q), which is very consuming. Like Kohler's methods, we test the redundancy of the inequality vx ≤ v 0 in S (K) p by testing whether (v, v 0 ) is an extreme ray of the redundancy test cone proj v,v 0 (W 0 ).
Combining Kohler's method and the improved version of Balas' methods, we give out an algorithm to remove all the redundant inequalities produced by Fourier-Motzkin elimination. Even though this algorithm still have exponential complexity, we found it is very effective in practice, as what we have shown in Section 4.
The projection of polyhedra is a useful tool to solve the parametric linear programming, which plays an important role in analysis, transformation and scheduling for-loops of computer programs. Many work has been working on this [3, 12, 13 ].
Solving parametric linear programming problem with Fourier-Motzkin elimination
In this section, we will show how to use Fourier-Motzkin elimination to solve the parametric linear programming(PLP) problem.
Given a PLP problem: z(Θ) = min cx
where A ∈ Z m×n , B ∈ Z m×p , b ∈ Z m , and x ∈ Q n are the variables, Θ ∈ Q p are the parameters.
To solve this problem, first we need the following preprocess:
Let g > 0 be the greatest common divisor of elements in c. Through Gauss elimination, we can get a unimodular matrix U ∈ Q n×n satisfying [0, . . . , 0, g] = cU. Let t = U −1 x, the above PLP prolbem can be transformed to the following equivalent form: z(Θ) = min gt n AUt ≤ BΘ + b.
Applying Algorithm 7 to the constraints AUt ≤ BΘ+b with the variable order t 1 > · · · > t n > Θ, we obtain the ProjRep(Q; t 1 > · · · > t n > Θ), where Q ⊆ Q n+p is the polyhedron represented by AUt ≤ BΘ + b. Extract the representation of the projection proj tn,Θ (Q), denoted as Φ := Φ 1 ∪Φ 2 . Here we denote by Φ 1 the set of inequalities which have non-zero coefficient of t n and Φ 2 the set of inequalities which are free of t n . Since g > 0, to solve Equation (7), we only need to consider the lower bound of t n , which is very easy to get from Φ 1 .
Consider the Example 3.3 in [3]
:
We have (−2, −1)U = (0, 1), where U = 1 0 −2 − 1 . Let (t 1 , t 2 ) T = U −1 (x 1 , x 2 ) T , the above PLP prolbem is equivalent to min t 2 − 5t 1 − 3t 2 ≤ 9 − 2θ 1 + θ 2 , −t 2 ≤ 8 + θ 1 − 2θ 2 t 1 ≤ 4 + θ 1 + θ 2 , −t 1 ≤ 0, 2t 1 + t 2 ≤ 0 Let P denote the polyhedron represented by the above constraints. Applying Algorithm 7 to P with variable order t 1 > t 2 > θ 1 > θ 2 , we obtain the projected representation ProjRep(P ; t 1 > t 2 > θ 1 > θ 2 ), from which we can easily extract the representation of the projected polyhedron proj t 2 ,θ 1 ,θ 2 (P ):
