Abstract. Let k be an algebraically closed field of characteristic not 2 or 3, V a 3-dimensional vector space over k, R a 3-dimensional subspace of V ⊗ V , and T V (R) the quotient of the tensor algebra on V by the ideal generated by R. Raf Bocklandt proved that if T V (R) is 3-Calabi-Yau, then it is isomorphic to J(w), the "Jacobian algebra" of some w ∈ V ⊗3 . This paper classifies the w ∈ V ⊗3 such that J(w) is 3-Calabi-Yau. The classification depends on how w transforms under the action of the symmetric group S 3 on V ⊗3 and on the nature of the subscheme {w = 0} ⊆ P 2 where w denotes the image of w in the symmetric algebra SV . Surprisingly, as w ranges over V ⊗3 − {0}, only nine isomorphism classes of algebras appear as non-3-Calabi-Yau J(w)'s.
1. Introduction 1.1. It is generally agreed that the "best" non-commutative analogues of P 2 have homogeneous coordinate rings that are 3-dimensional Artin-Schelter regular algebras with Hilbert series (1 − t) −3 . If A is such an algebra, the category that plays the role of the category of quasi-coherent sheaves is QGr(A), the quotient of the category of graded A-modules by the Serre subcategory consisting of the graded modules that are the sum of their finite dimensional submodules. One of the first author's students has shown that for most such A, there is a 3-Calabi-Yau algebra A ′ such that Gr(A) ≡ Gr(A ′ ) and hence QGr(A) ≡ QGr(A ′
. If that result can be extended to all such A, then to understand all non-commutative analogues of P 2 it suffices to examine those arising from the 3-Calabi-Yau algebras of the form studied in this paper.
1.2. Throughout this paper, k is an algebraically closed field with char(k) ≠ 2, 3, V is a 3-dimensional k-vector space, T V and SV are the tensor and symmetric algebras on V , and R is a 3-dimensional subspace of V ⊗2 . We treat T V and SV as graded k-algebras with deg(V ) = 1, and give T V (R) the induced grading.
1.3. Calabi-Yau algebras. Let A be a graded k-algebra, A ○ its opposite algebra, and A e = A ⊗ A ○ . We consider A as a left A e -module via (a ⊗ b) ⋅ c = acb. If ν is an automorphism of A we denote by ν A 1 the left A e -module that is A as a graded vector space with action (a ⊗ b) ⋅ c = ν(a)cb. We say A is twisted Calabi-Yau of dimension d if it has a finite-length resolution as a left A e -module by finitely generated projective A e -modules and there is an isomorphism
of graded right A e -modules for some integer ℓ and some graded k-algebra automorphism ν. We call ν the Nakayama automorphism of A. (Some authors call ν −1 the Nakayama automorphism.) We say A is Calabi-Yau if it is twisted Calabi-Yau and ν = id A . If A is twisted Calabi-Yau of dimension d, then it has global dimension d.
When A is Calabi-Yau of dimension d we often say it is d-Calabi-Yau or d-CY.
1.4. Jacobian algebras. Fix a basis {x, y, z} for V . The cyclic partial derivative with respect to x of a word w in the letters x, y, z, is
where the sum is taken over all such factorizations. We extend ∂ x to T V by linearity. We define ∂ y and ∂ z in a similar way. The Jacobian algebra associated to w ∈ T V is J(w) ∶= T V (∂ x (w), ∂ y (w), ∂ z (w)) ,
i.e., T V modulo the ideal generated by the cyclic partial derivatives. The linear span,
(1-1) R w ∶= span{∂ x (w), ∂ y (w), ∂ z (w)}, does not depend on the choice of basis for V .
1.4.1. The following is a special case of a result due to Bocklandt.
Theorem 1.1. [6, Thm. 3.1] Every connected graded quadratic 3-Calabi-Yau algebra on three degree-one generators is isomorphic to J(w) for some w ∈ V ⊗3 .
The problem of classifying those w ∈ V ⊗3 for which J(w) is 3-Calabi-Yau has been of interest since Bocklandt's result. This paper solves the problem.
1.5. The classification. Suppose dim k (V ) = 3 and let w ∈ V ⊗3 − {0}. We write w for the image of w in S 3 V , and E ⊆ P 2 for the scheme-theoretic zero locus of w. If w ≠ 0, E is a cubic divisor. The classification of those w for which J(w) is 3-Calabi-Yau is given in Table 1 which we explain in § §1.5.1-1.5.5 below.
We use the symbols , , , , , , ∅ , and ∝, to denote the singular cubic divisors commonly denoted by these symbols.
1.5.1. Hessians. We write ∇ 2 (f ) for the matrix of second partial derivatives of f (x, y, z), and H(f ) for the determinant of ∇ 2 (f ). We call H(f ) the Hessian of f , and write H 2 (f ) for the Hessian of H(f ). Whether or not the Hessian of a function in SV is zero does not depend on the choice of basis for V .
Let f ∈ S 3 V . Let E ⊆ P 2 be the scheme-theoretic zero locus of f . The following facts are well-known and easy to verify. (Recall that k = k and char(k) ≠ 2, 3.)
• H 1.5.6. Effectiveness of the classification. The conditions in Table 1 are effective. Given w, it is routine to determine if H 2 (w) is zero, and routine to determine if E is singular. It is easy to determine whether c(w) and s(w) are equal or not. When E is ∅ or ∝ it is easy to decide if E ′ is a triangle of not: first determine h ∶= H(w) + 24µ(w) 2 w, then use the fact that the zero locus of h is a triangle if and only if H(h) is a non-zero multiple of h [7, Prop.4.5, p.68] . The other thing one needs to determine is j(E) when E is a smooth curve; i.e., given f ∈ S 3 V (in this paper f = w) compute j(E); solutions to this problem date back to the 1800's.
1.6. Before discussing the proof we need a little more notation and terminology.
We write P 2 for P(V * ) and N T for the transpose of a matrix N .
1.6.1. Standard algebras and the matrix Q. Let {x 1 , x 2 , x 3 } be a basis for V and
There is a unique 3 × 3 matrix M with entries in V such that f = Mx.
Following [2, p.34], we say T V (R) is standard if there are bases for V and R such that the entries in x T M are also a basis for R. In that case, there is a unique Q ∈ GL(3) such that x T M = (QMx) T .
1.6.2. The symmetrization map f ↦f . We write Sym m (V ) for the space of degreem symmetric tensors and S m V for the degree−m component of SV . The canonical homomorphism T V → SV , w ↦ w, restricts to an isomorphism Sym m (V ) → S m V for all m; we denote its inverse by f ↦f .
1.7.
The method of proof. The first step in our classification is Bocklandt's Theorem. The second step is to show that J(w) is 3-Calabi-Yau if and only if it is a 3-dimensional Artin-Schelter regular algebra. We then use the criterion in Theorem 1.4 to decide when J(w) is a 3-dimensional Artin-Schelter regular algebra.
1.7.1. Artin-Schelter regular algebras. A graded algebra A = A 0 ⊕A 1 ⊕⋯ is connected if A 0 = k. In that case we may consider k = A A ≥1 as a left, and as a right, graded A-module concentrated in degree zero. We say that A is Artin-Schelter regular of dimension d if it has finite GK-dimension, gldim(A) = d < ∞, and
for some ℓ ∈ Z. Commutative Artin-Schelter regular algebras are polynomial rings. Theorem 1.3 (Corollary 2.9). Let V be a 3-dimensional vector space and w ∈ V ⊗3 . Then J(w) is 3-Calabi-Yau if and only if it is a 3-dimensional Artin-Schelter regular algebra.
After proving Theorem 1.3 in §2, our strategy is to determine those w for which J(w) is Artin-Schelter regular of dimension 3. The main criterion for that is Theorem 1.4 which is due to Artin, Tate, and Van den Bergh.
Let M and x be as in §1.6.1. Let x ′ be another 3 × 1 matrix whose entries are a basis for V and M ′ another 3 × 3 matrix such that the entries in M ′ x ′ are a basis for R. If we treat M ′ and M as matrices with entries in SV , then the 2 × 2 minors of M and M ′ belong to S 2 V . The rank of M is ≥ 2 at all points in P 2 if and only if the same is true of M ′ because M ′ = P 1 MP 2 for some P 1 , P 2 ∈ GL(3).
is a 3-dimensional Artin-Schelter regular algebra if and only if it is standard in the sense of §1.6.1 and the common zero locus of the 2 × 2 minors of the matrix M in §1.6.1 is empty.
1.7.2. Quadratic Poisson brackets and the algebras A π,λ and A f,λ . A bivector field on a smooth manifold M is a section of ∧ 2 (T M ). If π is a bivector field with the property that the Nijenhuis-Schouten bracket, [π, π] N S , is zero, then the formula
to {⋅, ⋅} π for a unique bivector field π.
A quadratic Poisson bracket on SV is one such that {V, V } ⊆ S 2 V . Only quadratic Poisson brackets appear in this paper.
For each quadratic Poisson bracket {⋅, ⋅} π on SV and every λ ∈ k we define
, and
.
and f x , f y , f z , are the partial derivatives of f . (The Poisson brackets {⋅, ⋅} f are all the unimodular quadratic Poisson brackets on SV .) In this case, we write A f,λ for A π,λ . Thus, A f,λ is k⟨x, y, z⟩ modulo the relations
1.7.4. Although {⋅, ⋅} f and the isomorphism class of A f,λ depend on the basis for V our notation will not indicate that dependence. Proposition 2.11 shows that
1.8. Some consequences of the classification.
− {0}. Theorem 1.5 gives an elementary, though not always easy to check, criterion to determine whether a given J(w) is 3-Calabi-Yau. Often it is simpler to use the classification in Table 1 to determine whether J(w) is 3-Calabi-Yau. The nine algebras referred to in Corollary 1.6 are the J(w)'s that are not domains. Three of those nine algebras appear in §1.8.5. The other six are those labelled by a * in Table 2 . The latter six are the non-3-CY J(w)'s of the form T V (R) with R ∩ Sym 2 (V ) ≠ {0}; in those cases R ⊆ Sym 2 (V ).
Every
A f,λ is isomorphic to some J(w). In fact, A f,λ = J(w 0 −λf ) provided {⋅, ⋅} f and w 0 are defined with respect to the same basis for V .
If J(w) is isomorphic to some A π,λ , then it is isomorphic to A w,−µ(w) −1 . The existence of the isomorphism does not depend on the choice of basis for V provided the same basis is used to define {⋅, ⋅} w and w 0 , and hence µ(w) (cf. §1.5.4).
1.8.
3. An algebra J(w) is isomorphic to some A f,λ if and only if c(w) ≠ s(w), and in that case f = w; these are the J(w)'s in the right-most column of Table 1. 1.8.4. Up to isomorphism of algebras, the 3-CY algebras in the c(w) = s(w) column of Table 1 form a 1-parameter family together with three additional algebras. All algebras in that column are of the form
where f = w. Up to isomorphism of schemes, the cubic divisors on P 2 form a 1-parameter family, the smooth curves, together with eight singular curves. The algebra in (1-4) is not 3-CY when the zero locus of f is , , , , or . When the zero locus of f is , or ∅ or ∝, the algebra in (1-4) is 3-CY and isomorphic to
• J(xyz + zyx) with relations yz + zy = zx + xz = xy + yx = 0, or • J(xyz + zyx + 
Such an algebra is isomorphic to k⟨x, y, z⟩ modulo the relations
Since J(w) only depends on w when c(w) = s(w), each algebra arises from many different w. Table 1 can be stated as follows: if c(w) ≠ s(w) and E is , ∅ , or ∝, then J(w) fails to be 3-CY if and only if V has a basis {x, y, z} such that ∂ z w = xy (or, if and only if xy is zero in J(w)).
Preliminaries
Always, k denotes an algebraically closed field of characteristic not 2 or 3. On rare occasions we prove something involving m! or S m and when that happens we usually need to assume that char(k) does not divide m!. It will be obvious to the reader when this happens so we leave the reader to fill in that additional hypothesis. All vector spaces and algebras are defined over k. We write ⊗ for ⊗ k .
2.1. Notation. Let V be a finite dimensional vector space.
We make the following definitions:
T V ∶= the tensor algebra
SV ∶= the symmetric algebra
2.2.
The element w 0 and the map µ ∶ V
⊗3
→ k. Let {x, y, z} be a basis for V . The element
is a basis for Alt 3 (V ). A change of basis for V changes w 0 by a non-zero scalar factor (see Lemma 2.1 below). We note that J(w 0 ) = SV because ∂ x (w 0 ) = yz − zy, ∂ y (w 0 ) = zx − xz, and ∂ z (w 0 ) = xy − yx.
, there is a unique scalar µ(w) such that c(w) = µ(w)w 0 + s(w). This determines a linear map µ ∶ V ⊗3 → k that depends up to a non-zero scalar factor on the choice of basis for V . It is easy to compute µ(w) by using the following facts:
, and µ(s(w)) = µ(x
. Let kS 3 denote the group algebra of S 3 . We write 1, sgn, and 2, for the trivial representation, the sign representation, and the 2-dimensional irreducible representation, of kS 3 , respectively.
When m = 3, the elements c and s in kS 3 are c = 1 3
(1 + (123) + (321)) and
Since sg = s for all g ∈ S 3 , it follows that s 2 = s, c 2 = c, and cs = sc = s. The elements
form a complete set of mutually orthogonal central idempotents in kS 3 . If M is a left kS 3 -module, then sM = the sum of all submodules of M that are isomorphic to 1, (c − s)M = the sum of all submodules of M that are isomorphic to sgn,
The last equality follows from the fact that s + (c − s) + (1 − c) = 1. The second to last equality is proved by observing that cM ⊆ sM ⊕ (c − s)M because c = s + (c − s), and sM ⊕ (c − s)M ⊆ cM because s = cs and c − s = c(c − s).
The following facts are standard:
• Sym
Let {x, y, z} be a basis for V , and let w 0 be the element in §2.2. Then
Proof. We write
The result of applying c−s to either yzx, zxy, zyx, yxz, or xzy, is ±w 0 . On the other hand, (c − s)(
To summarize, if w is a word of length 3 in the letters x, y, z, then (c − s)(w) is a multiple of w 0 . Therefore (c − s)V ⊗3 = kw 0 . ◻ 2.3. Cyclic derivatives of elements in T V . Let x 1 , . . . , x n be a basis for V . Having fixed a basis for V , a word in T V is an element belonging to the multiplicative semigroup generated by x 1 , . . . , x n . We call x 1 , . . . , x n letters.
Let ε xi and ε ′ xi be the linear maps T V → T V such that for each word w
We write span{a, b, . . .} for the k-linear span of elements a, b, . . . , in a k-vector space.
. . , ε xn (u)} does not depend on the choice of basis for V . 
Since c, ε xi and ∂ xi , are linear maps, the lemma holds for all
Since ψ 1 , . . . , ψ n is a basis for V * it follows that
Thus, (2) is true for all u ∈ V ⊗m . Since ε xi is a linear map (2) holds for all u ∈ T V . (3) This follows from (1) and (2) . ◻
The next result is a special case of Lemma 2.3.
Lemma 2.4. Let {x 1 , . . . , x n } be a basis for V . Let g ∈ S 2 V . Let g i denote the partial derivative of g with respect to x i . If we view g i as an element in T V , then
, and f ↦f , are linear maps it suffices to prove the result when f = v 1 . . . v m where each v j ∈ {x 1 , . . . , x n }. We therefore assume that f is of this form.
Let x ∈ {x 1 , . . . , x n }. It follows from the expression forf in Lemma 2.3 that
The proof is complete. ◻ By Lemma 2.2(3), J(w) depends only on w and not on the choice of basis for V .
2.4.
We are now ready to prove that J(w) is 3-Calabi-Yau if and only if it is Artin-Schelter regular of dimension 3.
Proposition 2.6. Let {x 1 , . . . , x n } be a basis for V . Let
Proof. If m ≥ 1 and w ∈ V ⊗m , then
When w = c(w), this equality in conjunction with Lemma 2.2 gives
Because the entries in x T are a basis for V we can cancel the x T factors in the previous equality. Doing that gives the first equality in (2-4) . The second equality is proved in a similar way by using ε ′ xi in place of ε xi . ◻ Corollary 2.7. Suppose dim k (V ) = 3 and let w ∈ V
⊗3
− {0}. If the subspace R w ⊆ V ⊗3 spanned by the cyclic partial derivatives has dimension 3, then J(w) is standard in the sense of §1.6.1 and the matrix Q in §1.6.1 is the identity.
Proof. Fix a basis {x 1 , x 2 , x 3 } for V and adopt the notation in Proposition 2.6. By definition, J(w) is k⟨x 1 , x 2 , x 3 ⟩ modulo the ideal generated by the entries in Mx. By hypothesis, the entries in Mx are linearly independent . Since Mx = (x T M) T , J(w) is standard. Furthermore, the matrix Q with the property x T M = (QMx) T is the identity. ◻ Proposition 2.8. Let V be a 3-dimensional vector space, and R a 3-dimensional subspace of V ⊗2 . The algebra T V (R) is a twisted 3-Calabi-Yau algebra if and only if it is a 3-dimensional Artin-Schelter regular algebra. 
However, (1-2) implies that Hom A (−, A) applied to (2-5) gives a deleted resolution of k(ℓ). Because R is concentrated in degree 2, ℓ = 3; i.e., the minimal resolution is 0 
Proof. Suppose Θ ∶ T V (R) → A π,λ is a graded k-algebra isomorphism. Let θ be the restriction of Θ to V . Then (θ ⊗θ)(R) = R π,λ . Since (θ ⊗θ)(Sym
Since r and {u, v} are in Sym
therefore u is a multiple of v, or vice versa; but {u, u} = {v, v} = 0 so {u, v} = 0; therefore r = 0. Thus, R π,λ ∩ Sym
Proof. The notation θ(f ) in the statement of the proposition implicitly refers to the unique algebra automorphism SV → SV whose restriction to V is θ; i.e., θ also denotes that unique extension. Likewise, we use the letter θ to denote the unique automorphism T V → T V whose restriction to V is θ.
We write R f,λ det(θ) for the kernel of the map V
⊗2
→ A f,λ det(θ) , and R θ(f ),λ for the kernel of the map V
→ A θ(f ),λ . To prove the proposition we must show that
Fix a basis {x, y, z} for V . Elements in R f,λ det(θ) are of the form
Since θ is an automorphism of V
and R f,λ det(θ) and R θ(f ),λ have the same dimension, the equality in (2-6) holds. ◻ Lemma 2.12. Let π 1 and π 2 be bivector fields on V , and
Proof. We will write {⋅, ⋅} i for {⋅, ⋅} πi Clearly, R π 1 ,λ 1 = R π 2 ,λ 2 if and only if
for all u, v ∈ V . Since the function g ↦ĝ is an isomorphism from S 2 V to Sym
R π 1 ,λ 1 = R π 2 ,λ 2 if and only if λ 1 {u, v} 1 = λ 2 {u, v} 2 for all u, v ∈ V ; i.e., if and only if λ 1 π 1 = λ 2 π 2 . ◻ 2.6. Plane cubic curves. Our classification of 3-CY algebras uses the classification of plane cubic curves over k. We recall the facts we need and refer the reader to [8, Ch.4] for details. The scheme-theoretic zero loci of elements f and f ′ in S 3 V are isomorphic if and only if θ(f ) = f ′ for some θ ∈ GL(V ). "Standard" forms of f for each isomorphism class of cubic divisors can be found in [8, Ch.4] , for example. We modify some of the standard forms and use the forms in Table 2 .
If c(w) = s(w) and f = w ∈ S 3 V , then J(w) ≅ k⟨x, y, z⟩ (f x ,f y ,f z ) by Proposition 3.1. The defining relations for these algebras are in the right-most column of Table 2 . If w ∈ V ⊗3 − {0}, then R w ⊆ Sym 
Curve
f Relations for k⟨x, y, z⟩ (f x ,f y ,f z ) Table 2 . The algebras k⟨x, y, z⟩ (f x ,f y ,f z ) up to isomorphism.
2.6.1. In the last line of Table 2 , if β 3 ∈ {0, −8}, then E is ; if β 3 = 1, then j(E) = 0. Table 2 are not domains and therefore not 3-Calabi-Yau by Corollary 2.9. Proposition 5.1 shows that the other algebras in Table 2 In particular, if c(w) = s(w), then the defining relations for J(w) are {y, z} w = {z, x} w = {x, y} w = 0.
The algebras labelled by a * in
Proof. Let w 0 be the element in §2.2 defined with respect to the ordered basis {x, y, z}. Thus, c(w) = µ(w)w 0 + s(w). We have
here the last equality is given by Lemma 2.5. Since s(w) = w,
Similar formulae hold for ∂ y (w) and ∂ z (w). ◻ Theorem 3.2. Fix a basis {x, y, z} for V and let w 0 be the element in §2.2. Let f ∈ S 3 V , λ ∈ k, and w ∈ V ⊗3 .
(1) A f,λ = J(w 0 − λf ). 
These relations are the entries in Mx = M(x, y, z)
T where
Lemma 4.1. Let {x, y, z} be a basis for V , θ ∈ GL(V ), and g ∈ 0,
1 3
(1) A xyz+g,λ is 3-Calabi-Yau if and only if λ 
it follows from (4-1) that A f,λ is defined by the relations
(⇒) Suppose A f,λ is 3-Calabi-Yau. Then it is a domain by Corollary 2.9. If λ 2 were equal to 4, then exactly one of α and β would be 0 so A f,λ would not be a domain; this is not the case so we conclude that λ 2 ≠ 4. (⇐) Suppose λ 2 ≠ 4. Thus αβ ≠ 0. Let M denote the image of the matrix M in (4-2) in the ring of 3 × 3 matrices over SV .
By Corollary 3.3, A f,λ is standard in the sense of §1.6.1 so, by Theorem 1.4, A f,λ is a 3-dimensional Artin-Schelter regular algebra if and only if rank(M) ≥ 2 at all points of P 2 . Thus, to complete the proof of (1) it suffices to show that the common zero locus of the 2 × 2 minors of
is empty. Suppose p = (a, b, c) ∈ P 2 belongs to the common zero locus of the 2 × 2 minors of M. Therefore αβx 2 , αβy 2 , and 1 4 λ 2 g xx g yy + αβz 2 , vanish at p. In particular, a = b = 0. It follows that g xx (p) = g yy (p) = 0. Hence αβz 2 also vanishes at p, whence c = 0 also. Hence no such p exists.
(2) This follows from (1) because, by Proposition 2.11,
The next result tells us when J(w) is 3-Calabi-Yau under the assumption that c(w) ≠ s(w) because, then, J(w) = A w,−µ(w) −1 . Theorem 4.2. Suppose k is algebraically closed and char(k) ≠ 2, 3. Let λ ∈ k, f ∈ S 3 V , and let E ⊆ P 2 denote the zero locus of f .
(1) A f,λ is 3-Calabi-Yau when E is smooth.
(2) A f,λ is 3-Calabi-Yau when E is , , , , or .
Proof. Whether the Hessian of a function in SV is zero or not does not depend on the choice of basis for V . Therefore, to prove the last two sentences in the statement of the theorem it suffices to prove them for the f 's in Table 2 . This is easily done. If f = 0, then A f,λ is the polynomial ring on 3 indeterminates so is 3-Calabi-Yau. Hence, for the rest of the proof we assume that f ≠ 0.
Fix a 3 × 1 matrix x whose entries are a basis for V . Let M be the unique 3 × 3 matrix such that w 0 − λf = x T Mx. The entries in M belong to V ; we write M for M when we treat its entries as elements of SV .
By Corollary 3.3, A f,λ is standard in the sense of §1.6.1. Thus, by Theorem 1.4, A f,λ is Artin-Schelter regular of dimension 3 if and only if rank(M) ≥ 2 at all points of
by Proposition 2.11. It therefore suffices to prove the theorem for A θ(f ),λ for some θ ∈ GL(V ). This allows us to assume that f is one of the polynomials in Table 2 .
(1) Suppose E is a smooth cubic. Replacing f by a suitable θ(f ), θ ∈ GL(V ), we can assume that f = xyz + , −1). Since β 3 ≠ −1 we conclude that A f,λ is Artin-Schelter regular of dimension 3 and therefore 3-Calabi-Yau.
(2) Changing basis, we can, and do, assume that f is one of the first five polynomials in Table 2 . Arguing as in Lemma 4.1, it suffices to show that the common zero locus of the 2 × 2 minors
of M is empty. Suppose these three minors vanish at p = (a, b, c) ∈ P 2 . Since f is either
From the first equation in (4-4) , we see that a = 0. Therefore f zz (p) = f zx (p) = 0; from the second equation, we see that b = 0. It follows that f yy (p) = f xy (p) = 0; therefore c = 0. We conclude that the common zero locus of these three minors is empty. Hence A f,λ is Artin-Schelter regular of dimension 3. (1) If A f,λ is not 3-Calabi-Yau, then it is isomorphic to k⟨x, y, z⟩ modulo the relations (a) xy = yz = zx = 0, or x 3 , θ(z) = y, θ(x) = x, and θ(y) = z, extends to an isomorphism A f,2 → A f,−2 .
(2) Part (1) of this corollary shows that if A f,λ is not 3-Calabi-Yau, then it is not a domain. ◻
The classification when c(w) = s(w)
In §5 we assume c(w) = s(w).
If w
For the rest of §5, we assume that w ≠ 0; i.e., E is a cubic divisor on P 2 .
5.2. Since J(w) = J(c(w)) we can, and do, assume that w = c(w).
5.3. Because w = s(w), w =ŵ =f . By Lemma 2.5, the algebra A in the next result is J(f ) and is therefore standard if the kernel of the map V
⊗2
→ J(w) has dimension 3. It is easy to see that the kernel has dimension < 3 if and only if the zero locus of f is P 2 or or or if and only if H(w) = 0.
Proposition 5.1. Let w ∈ V ⊗3 be such that c(w) = s(w). Suppose that w ≠ 0 and let E ⊆ P 2 be the subscheme {w = 0}.
(1) If E is , , , , or , then J(w) is not a domain so is not 3-Calabi-Yau.
(2) If E is , ∅ , or ∝, then J(w) is 3-Calabi-Yau and therefore a domain. Proof. By Proposition 3.1, the hypothesis c(w) = s(w) implies that J(w) is defined by the relations {y, z} w = {z, x} w = {x, y} w = 0. Thus, if we write f = w,
by Lemma 2.5. (The linear span of f x , f y , and f z , does not depend on the choice of basis for V .)
As explained in §2.6, we can, and do, assume that f is one of the polynomials in Table 2 .
(1) In this case, J(w) is one of the first five algebras in Table 2 . One sees immediately from a glance at Table 2 that these algebras are not domains.
(2) Suppose E is , ∅, or ∝. Let f = xyz, f = xyz+ and let M be the matrix The isomorphism class of E is determined by its j-invariant which is
(3a) Suppose j(E) ≠ 0. By [2, p.38], the algebra with relations (5-3) is a 3-dimensional Artin-Schelter regular algebra and therefore a domain.
(3b) Suppose j(E) = 0. 3 Hence the relations for A are x 2 = y 2 = z 2 = 0 so A is not a domain and therefore not a 3-dimensional Artin-Schelter regular algebra.
(3c) This follows from (3a) and (3b). (4) Let A denote the set of A of the form (5-1) that are 3-Calabi-Yau. Let B denote the set of A of the form (5-1) that are not domains. Taken together, (1) and (2) show that if E is singular, then A is in A ∪ B. If E is smooth and j(E) = 0, then A ∈ B by (3b). If E is smooth and j(E) ≠ 0, then A ∈ A by (3a). Thus, every A of the form (5-1) belongs to A ∪ B. ◻ Theorem 5.2. Let w ∈ V ⊗3 − {0}.
(1) J(w) is 3-Calabi-Yau if and only if it is a domain.
(2) Up to isomorphism of algebras, there are exactly nine J(w)'s that are not 3-Calabi-Yau, namely the three algebras in §1.8.5, and the algebras in the rows of Table 2 labelled with a * .
Proof. Suppose c(w) = s(w). Then J(w) is isomorphic to one of the algebras in Table 2 that is not a domain. Taken together, the non-domains in Table 2 5.4. Clifford algebras. Let R = k[X, Y, Z] be the polynomial ring on three indeterminates of degree 2 and let M be a 3 × 3 symmetric matrix whose entries belong to kX + kY + kZ. Thus M = M 1 X + M 2 Y + M 3 Z with each M i a symmetric matrix in M 3 (k). The Clifford algebra over R associated to M is the algebra A(M ) ∶= R⟨x 1 , x 2 , x 3 ⟩ I where I is the ideal generated by the elements x i x j + x j x i = (M 1 ) ij X + (M 2 ) ij Y + (M 3 ) ij Z, 1 ≤ i, j ≤ 3.
Let K = k(X, Y, Z) = Fract(R). Since K ⊗ R A(M ) is the Clifford algebra over K determined by M it has basis {1, x 1 , x 2 , x 3 , x 1 x 2 , x 2 x 3 , x 3 x 1 , x 1 x 2 x 3 }. Hence A(M ) is a free R-module of rank 8 with the same basis. The proof is complete. ◻ Theorem 7.2. Let w ∈ V ⊗3 . If J(w) is 3-Calabi-Yau, then its point scheme is the subscheme H(w) + 24 µ(w) 2 w = 0 of P 2 .
Proof. Fix a basis {x, y, z} for V and define x ∶= (x, y, z) T . Suppose c(w) = s(w). Then J(w) ≅ k⟨x, y, z⟩ (f x ,f y ,f z )
where f = w. Since f x ∈ S 2 V , Lemma 2.4 tells us thatf x = f xx x+f xy y +f xz z. There are similar expressions forf y andf z . It follows that the relations for J(w) are the entries in Mx where
Hence the point scheme for J(w) is the zero locus of det(M); i.e., the zero locus of H(f ) = H(w). Since µ(w) = 0 when c(w) = s(w), the theorem is true when c(w) = s(w).
Since g x (p) = g y (p), o lie on the line g x (p)x + g y (p)y + g z (p)z = 0. This is the tangent line to D at p so p + p = 0; i.e., p is 2-torsion.
The claim is that if (α, β, γ) ∈ D, then θ(α, β, γ) = (α, β, γ) + (1, 1, c) . Since  (1, 1, c) is 2-torsion and −(α, β, γ) = (β, α, γ), this is equivalent to the claim that θ(α, β, γ) + (β, α, γ) + (1, 1, c) = o.
Both (β, α, γ) and (1, 1, c) lie on the line (αc − γ)x + (γ − cβ)y + (β − α)z = 0. A calculation shows that (α, γ − cβ 2 , βγ − cα 2 , c 2 αβ − γ 2 ) also lies on this line; but the latter point is θ(α, β, γ). Hence (7-1) holds. ◻ Proposition 7.4. Let w ∈ V ⊗3 . Suppose that c(w) = s(w) and that the zero locus of w is an elliptic curve whose j-invariant is non-zero. Then the point variety for J(w) is a smooth elliptic curve and its automorphism is translation by a point of order 2.
