A number of studies have shown that assimilation of satellite derived soil moisture using the ensemble Kalman Filter (EnKF) can improve soil moisture estimates, particularly for the surface zone. However, the EnKF is computationally expensive since an ensemble of model integrations have to be propagated forward in time. Here, assimilating satellite soil moisture data from the Soil Moisture Active Passive (SMAP) mission, we compare the EnKF with the computationally cheaper ensemble Optimal Interpolation (EnOI) method over the contiguous United States (CONUS). The background error-covariance in the EnOI is sampled in two ways: i) by using the stochastic spread from an ensemble open-loop run, and ii) sampling from the model spinup climatology. Our results indicate that the EnKF is only marginally superior to one version of the EnOI. Furthermore the assimilation of SMAP data using the EnKF and EnOI is found to improve the surface zone correlation with in-situ observations at a 95 % significance l evel. The EnKF assimilation of SMAP data is also found to improve root-zone correlation with independent in-situ data at the same significance level; however this improvement is dependent on which in-situ network we are validating against. We evaluate how the quality of the atmospheric forcing affects the analysis results by prescribing the land surface data assimilation system with either observation corrected or model derived precipitation. Surface zone correlation skill increases for the analysis using both the corrected and model derived precipitation, but only the latter shows an improvement at the 95 % significance level. The study also suggest that the EnOI can be used for bias-correction of the atmospheric fields where post-processed data are not available. Finally, we assimilate three different Level-2 satellite derived soil moisture products from ESA Climate Change Initiative (CCI), SMAP and SMOS (Soil Moisture and Ocean Salinity) using the EnOI, and then compare the relative performance of the three resulting analyses against in-situ soil moisture observations. In this comparison, we find that all three analyses offer improvements over an open-loop run when comparing to in-situ observations. The assimilation of SMAP data is found to perform marginally better than the assimilation of SMOS data, while assimilation of the ESA CCI data shows the smallest improvement of the three analysis products.
grid. In sequential DA algorithms it is assumed that there is no bias between the model and the 203 observations. Sequential DA methods only correct random errors, hence systematic errors in the land 204 DA system need to be removed. In land DA this is often done by matching the statistical moments of 205 the observations to that of the model, e.g., [49, 50] . The ACTIVE and PASSIVE products are delivered 206 as daily products, and they are a composite of different satellite overpasses at a given date. To avoid The range of the ACTIVE product is given in percent, 0 − 100 %. The ACTIVE data are converted 212 to volumetric SM using the model minimum and maximum SM for a given grid-cell. For the conversion 213 to volumetric SM we only use model timestamps where we also have observational data; this is to 214 ensure a close as possible model and observation climatology. The PASSIVE product is given in 215 volumetric SM and does not need any additional unit conversion.
216
To handle the bias between the model and observations we rescale the observations using 217 cumulative distribution function matching (CDF-matching) as in [50, 51] . In this study we assume 218 that the biases between the satellite derived SSM and modelled SSM are close to being stationary [12] , 219 which means that we can use a lumped CDF-approach. If the biases are seasonally varying this 6 of 29 assumption could lead to remaining biases and dampening of short-term variability in the satellite 221 derived SSM, as pointed out by, e.g., [52] .
222
On the technical side the CDF-matching is performed for each individual grid-cell independently, 223 and requires that a given grid-cell has more than 200 observations over the whole time-period. 224 Otherwise, all the values at that particular grid-cell are discarded. The CDF-matching works by 225 ranking the observations and model values for an individual grid-cell at a specific time e.g., 09 UTC.
226
By taking the difference between the modelled and observed ranked datasets and then fitting a 5th 227 order polynomial to these points we can find the new observed value by adding this difference to the 228 old observed value. The CDF-matched observations will then have a CDF which is matched with the 229 CDF of the model for that grid-cell and time of the day. Atmosphere diffusion scheme (ISBA-DF) [54] [55] [56] . Vertical transport of water is solved using the mixed 234 form of Richard's equations while the soil temperature is solved using the one-dimensional Fourier 235 law. The ISBA model also includes soil freezing [57] and an explicit snow scheme [58] . Fourteen 236 vertical layers are used over a depth of 12 m depending on grid-cell characteristics. The depth of the 237 different layers are the same as in [13] . Layer one is a skin layer, we use layer two (between 0.01 and 238 0.04 m) as the model equivalent of the observation layer. The time-step for the LSM is set to 30 min, 239 output is saved at 3 h intervals. In this work we only use one sub-grid patch where the parameters for several soil parameters are derived from the clay and sand fraction using formulas from Noilhan and 248 Lacarrere [61] . The hydraulic conductivity and soil water potential are related to the liquid soil water 249 content through the Clapp and Hornberger relations. Grid-cell orography is computed in SURFEX by 250 aggregating the GTOPO 1 km resolution elevation dataset to the 25 km model grid. combines an ensemble of model states (x N ) with the observations y. For both the EnKF and EnOI we 263 apply a 3 hourly assimilation window, and this is to ensure that the model forecast SSM is as close as 264 possible to the satellite derived SSM. The EnKF analysis equation is written as:
Here x a i is the analysis for ensemble member i; x f i is the forecast state; y is the vector of observations
266
and H linearly maps the state vector to observation space. The Kalman gain K is given as:
In which R is the observation error-covariance matrix; B f is the forecast error-covariance matrix and
268
B a is the analysis error-covariance matrix. The analysis error-covariance is updated according to:
for the EnKF, where I is the identity matrix. In the EnKF the model error-covariance matrix B f is stored
270
and manipulated implicitly via an ensemble x N of N model states, and is given by:
where x is the ensemble mean defined as
In the above equations A represents the deviations from the ensemble mean. The EnKF used here
273
is currently a 1-D scheme with independent soil columns in the x and y directions. The observation 274 operator is set to: H = (0, 1, 0, 0), so that it only selects the cross-correlations between the observation 275 layer and layers 1,3 and 4. 
Ensemble Optimal Interpolation (EnOI)

277
In the EnKF equations above, the background error-covariance is modified in the analysis step, and A of the background error-covariance. The EnOI equations are given as:
and the background error-covariance is:
Here A is the deviation from the ensemble mean of the prescribed model spread. using a uniform spatial random variable and a standard deviation of ±10 %.
340
The setting of observation errors is based on the assumption of a linear relationship between 341 the dynamic range of SM values and the errors [63, 69] . This relationship is given as (θ fc − θ wilt ),
342
where θ fc is the field capacity and θ wilt is the wilting point, they both depend on the soil texture and Table 2 .
361
The output SM is given for the eight top soil layers, which represent the first metre of soil. We 362 create a surface zone soil moisture (sfzsm, layers 1 to 2) and a root-zone soil moisture (rzsm, layers 1 to 363 8) product, from weighting the different layers according to their depth. We use two sets of skill metrics 364 to evaluate our experiments; one is the internal DA diagnostics, which check that the conditions for 365 applying the different DA algorithms are met and also that the output is reasonable given the errors 366 set in the system. Especially, we make sure that the biases in the system are removed and that the 367 expected model and observation errors correspond to the actual errors. To diagnose the settings of the 368 model and observation errors we compute the standard deviation of the normalized innovations. This 369 metric is given as:
Here O is the observations and F is the model forecast. If this metric is larger than 1 the actual errors are 371 said to be underestimated, and overestimated if it is smaller than 1 [18, 27] . In addition, we compute the 372 lagged auto-correlation between the O-F pairs for each assimilation window, then take the average over or not the system is bias free and close to behaving optimally [18] .
377
The other metrics we use are the Pearson correlation coefficient (R), and the unbiased root In this section, we compare the EnKF vs EnOI using output information from the DA system, these skill 388 metrics indicate how and if the DA system is performing according to its underlying assumptions. First 389 we compute the domain average filter performance, this is done separately for each of the assimilation 390 windows, then a final aggregation is applied to give the domain average for a given day. EnOI-Clim (not shown). In general, the filters are moving the model forecast closer to the observations 395 (the O-F difference is on average larger than the O-A difference). From Fig. 2 a) , we interpret the system as close to bias free (long term mean close to zero), thus the CDF-matching has removed most 397 of the systematic errors between the model and satellite data. Eq. ( 1) 
489
A difference plot of the eOL_MERRA2 -EnKF_MERRA2 (∆R) correlations is given in Fig. 5 b) .
490
Here we note that regions in Fig. 5 a) showing lower R-values, tend to have a positive ∆R, while for 
495
For the EnOI_MERRA2, in Fig. 5 c) Fig. 7 and Table 3 .
502
The EnOI_MERRA2-Clim in Fig. 5 d) shows a band going from north-west to south-east where
503
there is little change in R; and this region is also the region with the smallest standard deviation of the 504 increments in Fig. 4 . For the EnOI_MERRA2-Clim there are more stations with negative values for the 505 ∆R, than for the EnKF and EnOI. The root-zone eOL_MERRA2 SM correlations with the in-situ networks are given in Fig. 6 a) ; statistics for the root-zone SM can be found in Fig. 7 b) and Table. 3.
511
The EnKF_MERRA2 ∆R in Fig. 6 b) does not show as much improvement as for the surface zone.
512
There are more stations with a negative impact and the size of the negative impact is larger than for the EnOI_MERRA2 DA analysis are also in the Midwest (see Fig. 6 c) ). For the EnOI_MERRA2-Clim in The summary statistics of the eOL, EnKF, EnOI and EnOI-Clim assimilation of SMAP data are 524 given in Fig. 7 and Table 3 . In Fig. 7 a) Table 3 show the domain average root-zone correlation between the EnKF, EnOI, 
in the root-zone than the eOL_NLDAS, however the difference is not statistically significant. Here, the
545
EnOI_NLDAS Clim has the best skill, most likely because of the small corrections done by the filter in Overall, there were small differences between the EnKF and EnOI filters, while the EnOI-Clim 561 had the lowest correlation skill (Table 3 ). The small differences between the EnKF and EnOI can 562 be explained by two things: i) the relatively long time-window between observations in the same 563 grid-cell allows the spread in the EnKF to approach that of the EnOI, and ii) the non-chaotic behaviour 564 of the system suppresses the importance of the initial conditions in the forward model integrations.
565
Points i) and ii) imply that it is limited how different a forward integration of an ensemble (EnKF)
566
can be from that of a single model trajectory (EnOI). Skill improvements were smaller when utilizing 567 observation corrected forcing (NLDAS), however, we did see that when utilizing a model derived 568 forcing (MERRA-2) and land DA, we were able to get comparable skill between the land DA analysis In Fig. 8 a) we have plotted the surface zone unbiased root mean square difference (ubrmsd),
572
between the eOL (using MERRA-2 forcing) and the SCAN (triangles) and USCRN (circles) networks. Figures 10 a-d) present a summary of the ubrmsd statistics for all stations and stations 595 located in regions favourable for soil moisture DA. For the surface zone, in Fig. 10 a) close to that of the eOL_NLDAS.
606
A root-zone ubrmsd target value of 0.04 m 3 m 3 is set in the literature for SMAP-L4 products 607 over favourable areas [38, 47] . It is useful to compare our analysis results with that of the SMAP-L4 608 requirements. From the summary statistics in Fig. 10 d) we see that the SMAP-L4 requirement are 609 met for all three filters over the USCRN stations using MERRA2 forcing. For the model runs using 
613
Interpreting the improvements in ubrmsd is difficult, because for dry regions the ubrmsd is 614 naturally low, since the variability of SM for dry regions is low [17, 47] . Looking at the spatial 615 distribution of the surface zone ∆ubrmsd, in Fig. 8 b) Figure 11 a-b) and Table 4 show the summary of the domain average surface and root-zone (Table 4) .
638
For the EnOI_NLDAS analysis, only assimilation of SMAP data slightly improves the correlation when 639 compared to the eOL run. The SMOS assimilation stays neutral, while the assimilation of the ESA CCI 640 product has a decrease in skill compared to the eOL (Table 4 ). Summary statistics for the the root-zone 641 correlations with in-situ data are found in Table 4 and in Fig. 11 b) SMAP-L2 and SMOS-L2 analysis to yield better results than the ESA CCI analysis is that they are more sensitive to soil moisture (L-band), while most of the observations utilized in the ESA CCI product 654 were C-band, for both the active and passive data. There is reason to expect that when the ESA CCI 655 product integrates more SMAP and SMOS data, the skill of the ESA CCI assimilation will increase.
656
The assimilation of SMAP and SMOS showed slightly better performance for SMAP than for SMOS. 
Conclusions
666
In this study we first compared three different data assimilation (DA) methods, the EnKF, the
667
EnOI and the EnOI-Clim by assimilating the SMAP-L2 soil moisture (SM) product over the contiguous
668
United States (CONUS) using MERRA-2 meteorological forcing. The correlation and ubrmsd skill 669 of the resulting DA analysis was evaluated against independent in-situ data from the Soil Climate 
