Abstract
Introduction
While totally endoscopic surgery limits trauma and reduces post-operative recovery times, it provides the surgeon a limited keyhole view of the operating field delivered by the endoscope. This confined vision greatly increases the difficulty of locating landmarks necessary for the operation; e.g. a target artery hidden by fat or the position of a stenosis along an artery in cardiac surgery [6] .
As described in [3] , we propose to enhance the surgeon's endoscopic vision with overlaid cartographic information indicating the position of the targets with respect to the field of view [1] . The available augmented reality systems based on 3D laparoscopy [2, 5] use 3D position sensors and are not designed for robotically-assisted surgery.
Because of the displacement of organs during operation, the problem of registration in the operating room can not be solved solely by using a priori knowledge of the position of the endoscope with respect to the patient. Hence the overall proposed approach consists in registering the 3D surface model of the organs observed by the stereoscopic endoscope with a pre-operative surface model; for example, in heart * Thanks to the following persons and institutions for providing data for our experiments and feedback: Alain Carpentier, Renaud Séverac-Bastide, Didier Blanchard, Hôpital Européen Georges Pompidou; Kenneth Salisbury, Gary Guthart, Intuitive Surgical.
surgery a time variant model of the heart obtained by the fusion of preoperative information extracted from standard angiographic sequences [7] and MRI or CT-scan data.
In this paper we only describe the initial step of the overall process which consists in building a 3D surface model of the observed organs. For one endoscopic position, the 3D surface of the organ is learned by separating the instruments moving in the foreground of the observed scene. A global 3D surface model can be obtained by exploring the surgical volume with a newly adapted protocol. After the learning stage is completed, the instruments can be removed from the endoscopic images ("diminished reality") by foreground/background separation.
Material and methods
Even if the tools are robotized, other manuallycontrolled instruments are present in the operating field. Our method is general and does not use any prior information regarding the position of the instruments.
The per-operative images are acquired with the stereoscopic endoscope delivering the 3D vision of the operating field to the surgeon. The endoscope is calibrated with a planar calibration grid observed from different points of view [8] .
Stereoscopy
First, the endoscopic images are rectified and a correlation-based stereo algorithm is used to obtain a 3D reconstruction of the scene in the frame of the endoscope. This reconstruction -the reconstructed scene presents some holes because of the correlation errors -is considered as the input measure of a learning process, as was used for tracking of people in [4] .
Learning the surface of the organs
The z-position (in the frame of the current position of the endoscope) of each point on the surface of the organs is individually modelled as a Gaussian distribution (mean and standard deviation) corrupted by z-values of foreground instruments moving in the operating field. The z-values obtained from each new stereo pair (when the correlationbased stereo was successful) are classified according to the current z-statistics of the corresponding organ vertex. The z-value is integrated in the organ model only if it is either within the standard deviation of the corresponding model point, or further away from the observer. Hence, instruments that were inside the operating field at the beginning of the acquisition can be removed from the reconstruction. Everything that is not classified as part of the organ model is considered as belonging to the foreground. At each step, the classification map is filtered with morphological operators to correct the artifacts of segmentation. 
Removing the instruments from the operating field
The learning of z-statistics of the surface of the organs provides the ability to continously classify pixels of new stereo pairs. Those not belonging to the organ model can be replaced by the last pixel value of the surface organ model leading to the masking of instruments. Moreover, this would enhance the integration of the coronary tree model in the endoscopic images by drawing arteries behind the instruments and view these through the surface of the organs.
Results
The first experiments were performed on image sequences of a plastic heart and on true per-operative sequences with the Cardiac Surgery team at Hôpital Européen Georges Pompidou, Paris, France using the da Vinci TM surgical system. Figure 1 shows a left endoscopic in vivo image and the result of the classification. The black pixels could not be classified because of the correlation errors in the stereoscopy algorithm or because of the poor quantity of useful data in the sequence (on the top centre of the image, the correlation often failed on a foreground moving tissue). The 3D scene shows the instant reconstruction of the tools on the learned surface of the organ in the background. There are some imperfections due to specular reflections, but the reconstruction of the instruments is not our main objective.
Discussion and future trends
We have presented a method for building a 3D model of the surface of the organs observed by a stereoscopic endoscope, despite the existence of instruments in the operating field. A more global reconstruction of the observed organ requires the fusion of small surface patches. We are working on the estimation of the endoscopic motion from stereo tracking of points of interest (if manually controlled) or from the robot's articular coordinates if the endoscope is robotized. The choice of an appropriate representation and parametrisation of the reconstructed surface would allow to reduce the complexity of the data fusion problem and to deal with the difficult problem of the organ's motion.
Then the registration of the surface of the organs with pre-operative segmentation results will introduce new realtime challenges. We hope to run this whole image processing loop at 1Hz, with a parallel implementation of the algorithms, but overlaying at video rate will require to compensate endoscope and organ motion.
