In many structural dynamics applications only low mode respons~ is of interest. For these cases the use of implicit unconditionally stable.algorithrns is generally preferred over conditionally stable algorithms.
Conditionally stable algorithms require that the size of the time step employed be inversely proportional to the highest frequency of the discrete system. In practice this is a severe limitation as accuracy in the lower modes can be attained with time steps which are very large compared with the period of the highest mode.
For unconditionally stable algorithms a time step may be selected independent of stability considerations and thus can result in a substantial saving of cornputational effort.
In addition to being unconditionally stable, when only low mode response is of interest it is often advantageous for an algorithm to possess some form of numerical dissipation to damp-out any spurious participation of the higher modes.
Examples of algorithms commonly used in structural dynamics which possess these properties are Houbolt's method [1] , the Wilson 8-rnethod [2] and the Newmark family of methods restricted to parameter values of y > 1/2 see [ 3]. 2 and B ~ (y+l/2) j4
The Newmark family of methods allows the amount of dissipation to be continuously controlled by a parameter other than time step. For example, .. · 2 .
set B = (y+l/2) /4 and y > 1/2; then the amount of dissipation, for a fixed time step, is increased by increasing y. On the other hand, the dissipative properties of this family of algorithms is considered to be inferior to both the Houbolt and the Wilson methods, since the lower modes are affected too strongly.
(It seems all of these algorithms adequately damp the highest modes;
2.
see Bathe and Wilson [2] ).
In the Wilson method, 8 must be selected greater than or equal to 1.37 to maintain unconditional stability. .It is recommended in [ 2] that 8 = 1. 4 be employed as further increasing 8 reduces accuracy and further increases ' dissipation; but even for 8 = 1.4 the method is highly dissipative. For example, it is suggested in [2] that to accurately integrate a mode, 100 time steps be taken per period, whereas the generally employed rule-of-thumb is ten steps per period for nondissip~tive algorithms. From this we conclude that the Wilson method is generally too dissipative in the lower modes, requiring a time step be taken that is smaller than that needed for accuracy.
Houbolt's method is even more highly dissipative than Wilson's method and does not permit parametric control over the amount of dissipation present.
Thus despite its shortcoming, the Wilson method is considered by many to be the best available unconditionally stable one-step algorithm when numerical dissipation is desired.
Since it seemed that the commonly used unconditionally stable, dissipative algorithms of structural dynamics all possessed some drawbacks, a research effort was undertaken to see if an improved one-step method could be constructed.
The requirements of the desired algorithm were delineated as follows:
1. It should be unconditionally stable when applied to linear problems.
2.
It should possess numerical dissipation which can be controlled by a parameter other than the time step. In particular, no numerical dissipation should be possible.
3. The numerical dissipaton should not affect the lower modes too strongly.
We have been able to develop an algorithm which achieves the above requirements and this paper is devoted to a description of its properties.
In Section The present developments are summarized in Section 4.
4.
ANALYSIS
Consider the linear undamped matrix equation~ of structural dynamics
where M is the mass matrix, K is the. stiffness matrix, F is the vector of external forces (a given function of time),~ is the displacement vector and We are interested in obtaining approximate solutions of (1) by one-step difference methods. To this end consider the,family of algorithms defined by the following relations:
where N is the number of time steps, ~t = T/N, d , v and a are the approximan -n ~n tions to u(t), u(t) and u(t), respectively, in which t = n ~t,·F = F(t), n n -n n To analyze systems such as (1), or equivalently (3a), it is convenient to invoke the property of orthogonality of.the·eigenvectors and reduce down to a single degree-of-freedom. Employing the obvious notations, the singledegree-of-freedom analogs of (1) and (3a) - (3c) are:
Dissipative and dispersive characteristics of the above algorithm can be evaluated in terms of the. solution it generates to simple pilot problems in which F = 0. In these cases (Sa) -(Sc) can be succintly written in the recur- The velocities and accelerations may be eliminated by repeated use of (6a) to obtain a difference equation in terms of the displacements:
Comparison of (9) with (7) indicates that the discrete solution.has the
i=l where the c.'s are determined from the initial data.
l.
The explicit definition of A for the family of algorithms defin·ed by (5)
Explicit forms corresponding to· (8) and (9), respectively, can be computed 
where (18) It is clear from (17) and (18) It is a standard exercise to show that the algorithms defined by (5) are convergent, i.e., fort fixed and n = t /~t, d + u(t) as ~t + 0. n n n n i.· 0 0 u u 4 4 0 6 ~ 9 6
A. consequence of convergence ·is that '--there exists an n > 0 such that if c 0 < n < nc then (7) has two complex conjugate roots these circumstances the principal roots of (7) are and the solution of (9) only be determined from the discrete solut:i_on of an.initial-value problem, see [2] .
This entails post-processing involving approximate interpolation to ascertain consecutive peak values. Since ~ is defined in terms of the principal roots, it seems to be the preferable meas\}re of dissipation . . The period of the discrete solution T can also be determined analytically from (20b) , rather than by solving initial-value problems and approximately ascertaining consecutive peak values.
In the sequel we shall show that the dissipation incurred by positive values of a is not too effective. Its qualitative beh~vior is the same as that of linear visco-qs ¢iamping; see Hilber [6] . However, by appropriately combining negative a-dissipation with particular ~alues of S and y a oneparameter family of algorithms with the attributes enumerated in the intro-2 duction can be constructed. .Specifically, we take S = (1-a) /4 and
Then the invariants of the amplification matrix become to be well understood.) On the other hand, in the: J:imit S1 + 00 , for fixed a ~ 1, (22) becomes (23) The roots of (23) are real and are depicted in Figure 1 as functions of a.
This figure indicates that the proposed algorithm is stable in the limit ~t/T + oo whenever -1/2 ~ a $ 0. It is clear from Figure 1 that decreasing a below -1/3 increases the spectral radius. Moreover, it was found by numerical experimentation that for small ~t/T, ~ cannot be increased by reducing a below -1/3.. Thus we conclude that .the range of practi,cal interest is 12.
COMPARISON OF DISSIPATIVE ALGORITHMS '·-:
Spectral radius is an important measure of stability and dissipation. 
