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and system (3) becomes
X˙ = pX ,
Y˙ = pY ,
Z˙ = pZ ,
p˙X =−X+2εX(Y 2+Z2),
p˙Y =−Y +2εY (X2+Z2)
p˙Z =−Z+2εZ(X2+Y 2).
(5)
The periodic orbits are the most simple non–trivial so-
lutions of a differential system. Their study is of particular
interest because the motion in their neighborhood can be de-
termined by their kind of stability. In general it is very diffi-
cult to study analytically the existence of periodic orbits and
their kind of stability for a given Hamiltonian system. In this
work we use the averaging theory of first order for comput-
ing periodic orbits and their kind of stability, see Appendix
A for a summary of this theory. The averaging theory allows
to find analytically periodic orbits of this galactic model (5)
in any positive Hamiltonian level. Roughly speaking, this
method reduces the problem of finding periodic solutions of
some differential system to the one of finding zeros of some
convenient finite dimensional function.
Our main result about the periodic orbits of the Hamil-
tonian system (5) is summarized as follows.
Theorem 1 For ε > 0 sufficiently small at every positive
Hamiltonian level H = h the galactic-type Hamiltonian sys-
tem (5) has 18 periodic solutions (X(t,ε),Y (t,ε),Z(t,ε),
pX (t,ε), pY (t,ε), pZ(t,ε)) given by
X(t,ε) = r∗ cos t+O(ε),
Y (t,ε) = ρ∗ cos(t+α∗)+O(ε),
Z(t,ε) = R∗ cos(t+β ∗)+O(ε),
pX (t,ε) = r∗ sin t+O(ε),
pY (t,ε) = ρ∗ sin(t+α∗)+O(ε),
pZ(t,ε) = R∗ sin(t+β ∗)+O(ε),
(6)
where r∗,ρ∗,R∗,α∗,β ∗ are




h, α∗ = pi/3,4pi/3, β ∗ = pi/3,
(ii) r∗ =
√
h, ρ∗ = 0, R∗ =
√





h, R∗ = 0, α∗ = 0,pi , β ∗ = pi/3,
(iv) r∗ = ρ∗ = R∗ =
√
2h/3 and (α∗,β ∗) are given by
(−pi/3,−2pi/3), (2pi/3,−2pi/3), (−2pi/3,−pi/3),
(pi/3,−pi/3), (−pi/3,pi/3), (2pi/3,pi/3), (−2pi/3,
2pi/3), (pi/3,2pi/3), (0,0), (pi,0), (0,pi), (pi,pi).
Moreover on each Hamiltonian level H = h the 18 periodic
solutions are unstable.
Theorem 1 is proved in section 2 using the averaging
theory of first order. Note that the change of variables is only
a scale transformation, for ε > 0 the original system (3) and
the transformed systems (5) have essentially the same phase
portrait. Note that system (5) for ε > 0 sufficiently small is
close to an integrable one.
Caranicolas in [4] using a semi–numerical method found
4 families of periodic orbits for system (5). These 4 families
of periodic orbits are straight line periodic orbits living on
the invariant sets q1 = ±q2 = ±q3. These 4 families corre-
spond to the 4 families (α∗,β ∗)∈{(0,0),(pi,0),(0,pi),(pi,pi)}
of Theorem 1, but we additionally have obtained 12 new
families of periodic solutions parameterized by h.
In [4] also was studied the Hamiltonian (1) with
H1 = H1(q1,q2,q3, p1, p2, p3) =−(q1+q2)q23. (7)








In order to apply the averaging method of second or-
der to system (8) we introduce a small parameter ε by the
change of the variables (q1,q2,q3, p1, p2, p3) = (εX ,εY,εZ,
ε pX ,ε pY , ε pZ). Since this change of coordinates is ε−2-












(X2+Y 2+Z2)− ε(X+Y )Z2,
and system (8) becomes
X˙ = pX ,
Y˙ = pY ,
Z˙ = pZ ,
p˙X =−X + εZ2,
p˙Y =−Y + εZ2,
p˙Z =−Z+2ε(X+Y )Z.
(9)
Our main result about the periodic orbits of the Hamil-
tonian system (9) is summarized as follows.
Theorem 2 For ε > 0 sufficiently small at every positive
Hamiltonian level H = h the galactic–type Hamiltonian sys-
tem (9) has 8 periodic solutions (X(t,ε),Y (t,ε),Z(t,ε), pX (t,
ε), pY (t,ε), pZ(t,ε)) given by (6)where r∗,ρ∗,R∗,α∗,β ∗ are
given by





h/3, R∗ = 2
√














































(730−70√87)h, α∗ = pi,β ∗ =±pi/2.
Moreover on each Hamiltonian level H = h the two periodic
solutions given by conditions (i) are linearly stable; while
the 6 ones given by conditions (ii)–(iv) are unstable.
The proof of Theorem 2 is given in Section 3.
Using his semi–numerical method Caranicolas found in
[4] two families of rectilinear periodic solutions on the in-
variant sets q1 = q2 = ±q3/2. These two families corre-
spond to the two families (i) of Theorem 2. Additionally we
obtain 6 new families of periodic solutions parameterized by
the Hamiltonian level h.
From the statements of Theorems 1 and 2 it follows that
the initial conditions for the different periodic orbits in every
positive Hamiltonian level H = h found in those theorems
change continuously only with h, so in the phase space of
the corresponding Hamiltonian systems these periodic orbits
live on cylinders parameterized by h.
As we shall see one of the main problems for applying
the averaging theory for studying the periodic orbits of a
given differential system is to find the changes of variables
which allow to write the original differential system in the
normal form for applying the averaging theory. For more
details in this direction see the book [11].
In [15]-[17] dynamics aspects has been studied in Hamil-
tonian systems in 2D and 3D, in particular the existence of
periodic orbits, escapes and chaos was considered.
2 Proof of Theorem 1
For proving Theorem 1 we shall apply Theorem 3 to the
Hamiltonian system (5). Generically the periodic orbits of a
Hamiltonian system with more than one degree of freedom
are on cylinders filled of periodic orbits parameterized by
the value h of Hamiltonian level. Therefore we cannot apply
directly Theorem 3 to a Hamiltonian system, because the Ja-
cobian of the function f defined in the Appendix A always is
zero. Then we must apply Theorem 3 to every Hamiltonian
level where the periodic orbits generically are isolated. For
more details on the families of periodic solutions of Hamil-
tonian systems see [1].
First we change the Hamiltonian (4) and the equations
of motion (5) to convenient generalized polar coordinates
in such a way that for ε = 0 we have a pair of harmonic
oscillators. Thus we consider the change of variables
X = r cosθ , Y = ρ cos(θ +α), Z = Rcos(θ +β ),
pX = r sinθ , pY = ρ sin(θ +α), pZ = Rsin(θ +β ),
(10)
with (r,θ ,ρ,α,R,β ) ∈R+×S1×R+×S1×R+×S1. Note
that this is a change of variables when r,ρ and R are posi-
tive, and that this change of coordinates is not canonical. So
we lose the Hamiltonian structure of the differential equa-
tions. Moreover doing this change of variables appear in the
system the angular variables θ ,α and β . Later on the vari-
able θ will be used for obtaining the periodicity necessary
for applying the averaging theory.




[−r2 cos2(θ)(R2 cos2(β +θ)+
ρ2 cos2(α+θ)
)−R2ρ2 cos2(α+θ)cos2(β +θ)] ,
(11)
and the equations of motion are given by
r˙ = 2εr sinθ cosθ
(
R2 cos2(β +θ)+ρ2 cos2(α+θ)
)
,



























Note that the derivatives on the left hand side of these equa-
tions are with respect to the time t, and that the system is
not periodic in t. For ε > 0 sufficiently small in a neigh-
borhood of r = ρ = R = 0 we have that θ˙ > 0. In such a
neighborhood we take θ as the new independent variable,
and we denote by a prime the derivative with respect to θ .
The angular variables α ,β cannot be used as the indepen-
dent variable because the new differential system would not
have the normal form (23) for applying the averaging theory
given in Theorem 3.
Fixing the value of the first integralH at h such that 2h−
r2 − R2 > 0, solving equation (11) with respect to ρ , and
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expanding ρ in Taylor series of ε , we obtain
ρ =
√




cos2(β +θ)− (−2h+ r2+R2)cos2(α+θ)(




We write the differential system (r′,R′,α ′,β ′), substitute
in it the expression of ρ given in (12), and expanding in
Taylor series in ε , we obtain the differential system





R′ = −εRsin(2(β +θ))[r2 cos2(θ)−(−2h+ r2+R2)cos2(α+θ)]+O(ε2)
= F12+O(ε2),















Clearly system (13) satisfies the assumptions of Theorem 3,
and it has the normal form (23) of the averaging theory with
F1 = (F11,F12,F13,F14).
The function F1 is analytic and 2pi–periodic in the vari-
able θ , the independent variable of system (13). In order
to apply the averaging theory of first order described in the
Appendix A we must calculate the averaged function f1 =
( f11, f12, f13, f14)where f1 j = f1 j(r,R,α,β ) for j= 1,2,3,4.


















































2h− r2−R2)− (r2−R2)(cos(2β )+2)] .
We compute the real solutions (r∗,R∗,α∗,β ∗) of the sys-
tem f1 j(r,R,α,β ) = 0 for j = 1,2,3,4. It is important to re-
member that at order 0 in ε we have ρ =
√
2h− r2−R2,
so we must to have present that r,R and ρ cannot be si-
multaneously zero. Solving the first equation of (14) we ob-
tain the following possibilities. First case r= 0; second case
sin(2α) 6= 0 and r =√csc(2α)[(2h−R2)sin(2α)+R2 sin(2β )];
third case sin(2α) = 0 and R = 0; and finally fourth case
sin(2α) = 0 and sin(2β ) = 0.
Case I: r = 0. From equation f12 of (14) we have R(R2−
2h)sin(2(α−β )) = 0.
Subcase I.1: R= 0. From equation f12 of (14) we get h[cos(2α)
+2]/2, so r = R= 0 is not a solution.
Subcase I.2: R =
√
2h. From equation of f14 in (14) we ob-
tain h[cos(2β )+ 2]/2, then r = 0 and R =
√
2h is not solu-
tion.
Subcase I.3: α = β + kpi/2 with k ∈ Z. Then equations f12
and f14 of (14) become(
2h−R2)((−1)k cos(2β )+2)+R2(cos(2β )− (−1)k)= 0,
−(−1)k2(2h−R2)sin2(β )+R2 cos(2β )+2R2 = 0.
Solving this system we verify that k must be even, i.e. k= 2l
and the solutions are R∗ =
√
h, β ∗ = ±2pi/3,±pi/3, α∗ =
lpi+β . Note that in this case ρ∗ =
√
h, and the correspond-
ing Jacobian satisfies




These families of periodic solutions can be reduced only to
two periodic solutions, because they are the same in first
order approximation, so we have proved item (i).
Case II: r=
√
csc(2α) [(2h−R2)sin(2α)+R2 sin(2β )] and




[−2h+R2 sec(α)(−cos(α−2β ))+R2] sin(2β ) = 0,
where we get R = 0, or −2h+R2 secα(−cos(α − 2β ))+
R2 = 0, or sin(2β ) = 0.
Subcase II.1: If we consider the case R = 0, then equation
f12 can be written as− 12h(cos(2α)+2) = 0, therefore there
is no solutions.
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Subcase II.2: The equation−2h+R2 secα(−cos(α−2β ))+
R2 = 0 has the solution R=
√
2h/(1− sec(α)cos(α−2β ).
Substituting these values of r and R in equations f12 and f14
we obtain the system
− 34hcotα cscβ sin(α−2β )csc(α−β ) = 0,
− 34hcscα cotβ sin(2α−β )csc(α−β ) = 0.
Under the restriction sinα sinβ sin(α − β ) 6= 0, we obtain
the solutions r∗ = ρ∗ = R∗ =
√
2h/3, with (α∗,β ∗) given
by (−pi3 ,− 2pi3 ), ( 2pi3 ,− 2pi3 ), (− 2pi3 ,−pi3 ), (pi3 ,−pi3 ), (−pi3 , pi3 ),
( 2pi3 ,
pi
3 ), (− 2pi3 , 2pi3 ), (pi3 , 2pi3 ). It is verified that the Jacobian
at these solutions satisfies




Therefore Theorem 3 guarantees the existence of 8 periodic
solutions and then we have proved part of (iv).
Subcase II.3: Here we have β = kpi/2 with k ∈ Z. Then
r =
√
2h−R2 and substituting this value in equation f14
we arrive to the equation −(h−R2)((−1)k + 2)/2 = 0. So
R=
√
h. Next we substitute the value of β and R in equation
f12 and we obtain that k must be even, i.e. k = 2l and then
α = ±2pi/3,±pi/3, β = lpi . Therefore r = √h. Moreover
the Jacobian at these solutions satisfies




These families of periodic solutions can be reduced only to
two periodic solutions, because they are the same in first
order approximation, so we have proved item (ii).
Case III: sin(2α) = 0 and R= 0, or equivalently, α = kpi/2
with k ∈ Z. Then equation f12 writes (2h− 2r2)[cos(2α)+
2]/4 = 0. So then r =
√
h. Equation for f14 implies −h
(−
2(−1)k sin2β+ cos(2β ) + 2)/4 = 0, where we get that k
must be even, i.e. k = 2l with l ∈ Z, and β =±2pi/3,±pi/3
and α = lpi . We verify that the Jacobian at these solutions
satisfies




By the same arguments as in the previous cases we conclude
the proof of (iii).
Case IV: sin(2α) = 0 and sin(2β ) = 0, or equivalently, α =
kpi/2 and β = mpi/2 with k,m ∈ Z. Therefore f13 = 0, and













Solving this system we get that k = 2l, m = 2n, so α = lpi ,
β = npi with l,n ∈ Z, and r∗ = R∗ =√2h/3. In any of these
points we have that the Jacobian at this critical point satisfies
|Dr,R,α ,β ( f11, f12, f13, f14)|(r∗,R∗,α∗,β ∗)|=−h4.
These periodic solutions can be reduced to only four peri-
odic solutions, so we conclude the proof of(iv).
The proof of the second part of the theorem is as follows.
For the family (i) we have that the characteristic polynomial
of the linearization of the averaged system associated to (14)





























We verify that one of the roots is λ1 =
√
3/4h> 0. Thus the
two periodic orbits of (i) are unstable.















h2 λ + 98h
4.
Using the criterium described in [14] we obtain that for each
h > 0 this polynomial has complex roots with positive real
part, thus the periodic orbits are unstable.
The characteristic polynomial for any solution in (iii) is

















−h4. Since p3(0)< 0 and p3(λ )→+∞ as λ →+∞, it fol-
lows that p3(λ ) as at least one positive root, thus the periodic
orbits of (iii) are unstable.
The characteristic polynomial for the first 8 solutions of
(iv) is







































Since p4,1(0)< 0 and p4,1(λ )→+∞ as λ →+∞, it follows
that p4,1(λ ) has at least one positive root, thus these periodic
orbits are unstable. For the rest of the solutions in (iv), the
characteristic polynomial is

















3i]h/4), the corresponding periodic orbits are unstable. In
short we have proved Theorem1.
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3 Proof of Theorem 2
We continue using the polar coordinates given in (10), and
we observe that in the Hamiltonian levelH = h of the Hamil-




(r2+ρ2+R2)−ε cos2(β+θ) [r cosθ +ρ cos(α+θ)] ,
(15)
and the equations of motion writes
r˙ =−εR2 sinθ cos2(β +θ),
ρ˙ =−εR2 sin(α+θ)cos2(β +θ),
R˙= εRsin(2(β +θ))(r cosθ +ρ cos(α+θ)),
θ˙ =−1+ ε 1
r











In order to write this system as a periodic differential sys-
tem, we take the variable θ as the new independent variable,
and we use a prime to denote the derivative with respect to
θ . The angular variables α and β cannot be used as inde-
pendent variable because the new differential system would
not be in the normal form for applying the averaging theory
described in Theorem 3.
Of course the new system has now only five equations
because we do not need the θ˙ equation. Writing it in Taylor
series of ε , we get




R4 sinθ cosθ cos4(β +θ)+O(ε3),




R4 cosθ sin(α+θ)cos4(β +θ)+O(ε3),




R3 cosθ sin(β +θ)cos3(β +θ)(r cosθ+
ρ cos(α+θ))+O(ε3),
α ′ = ε
1
rρ




R4 cosθ cos4(β +θ)(ρ cosθ − r cos(α+θ))+
O(ε3),
(16)













Therefore system (16) is 2pi–periodic in the variable θ . In
order to apply Theorem 3 we fix the value of the first integral
at h > 0, and by solving equation (15) for ρ and expanding













·[(−2h+ r2+R2)cos2(α+θ)+ r2 cos2 θ]+O(ε3).
(17)
Using this value of ρ in equations (16), we obtain the fol-
lowing 4–dimensional differential system
r′ = −εR2 sinθ cos2(β +θ)− ε2R
4
r
sinθ cosθ cos4(β +θ)
+O(ε3)
= εF11+ ε2F21+O(ε3),







2h− r2−R2 sin(β +θ)·(
cosθ
√
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Using the notation x= (r,R,α,β ) ∈ D= (0,√2h)×
×(0,√2h)×R×R and t = θ , system (18) has the normal
form of the averaging of Theorem 3.
In system (18) r and ρ cannot be zero, so for r > 0
and ρ > 0 the functions F1 = (F11,F12,F13,F14) and F2 =
(F21,F22,F23,F24) are analytical and 2pi–periodic in θ , being
θ the independent variable of system (18). After some com-
putations and since the components of F1 are trigonometric
polynomials of degree 3 in the variables cosθ and sinθ , we
observe that the averaging theory of first order does not ap-
ply because the average functions of F1 are identically zero,
i.e.
f1(r,R,α ,β ) =
∫ 2pi
0
(F11,F12,F13,F14)dθ = (0,0,0,0) .
Now we proceed to calculate the function f2 of the Ap-





[DrRαβF1(θ ,r,R,α,β ).y1(θ ,r,R,α ,β )+
F2(θ ,r,R,α ,β )]dθ ,
(19)
where

































3sin(θ −α+2β )+ sin(3θ +α+2β )+










































3sin(θ −α+2β )+ sin(3θ +α+2β )+











−6r√2h− r2−R2 sin(α−2β )+
4r sinα
√










3R2)cos(α−2β )+ r√2h− r2−R2(−16h+16r2+17R2)cosα+24hr2 cos(2(α−β ))
−24hr2 cos(2β )−12hR2 cos(2β )−8hR2−
12r4 cos(2(α−β ))+12r4 cos(2β )−12r2R2·
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(20)
























The next step is to find the zeros (r∗,R∗,α∗,β ∗) of f2(r,R,
α ,β ), and then we must check that the Jacobian determinant
|Dr,R,α ,β f2(r∗,R∗,α∗,β ∗)| 6= 0.
Since R2 is a common factor in (20) we must elimi-
nate the case R = 0 (because the Jacobian is zero if R = 0),
and also we must eliminate the case r = 0 (because r ap-
pears in some denominators). Consequently ρ 6= √2h. In
order to solve system (20) and due to its complexity we
use the Groebner basis. In the expressions of the numera-
tors of the functions f2 j for j = 1,2,3,4 we use ρ instead
of
√
2h− r2−R2. Then the system whose zeros we must
study becomes polynomial in the variables r, ρ , R, cosα ,
sinα , cos(β ), sin(β ), we denote these polynomials by h j
for j = 1,2,3,4. Thus we compute the Groebner basis of
the functions h1, h2, h3, h4, h5 = cos2α + sin2α − 1, h6 =
cos2β + sin2β −1 and h7 = ρ2− (2h− r2−R2) in the men-























and the third function is given in the Appendix B due to
its extension. Note that is a polynomial in the mentioned
variables of degree 2 in the variable sinβ , and of degree 30
in the variable ρ .






















and it is not difficult to check that the polynomial of de-
gree 20 in the variable ρ which appears as factor in (21) has
no real roots in the interval (0,
√
2h). From (21) and (22)
we obtain that sinβ = 0, i.e. β = 0,pi , for the solutions ρ∗j
for j = 1,2,3. Now we consider the third polynomial of the
Groebner basis given in Appendix B, and we substitute in it
the value of ρ∗4 obtaining that sinβ =±1, i.e. β =±pi/2.
For each value of ρ∗j we compute R =
√
2h− r2−ρ2,
and substituting it in the equation of f11 we obtain for j =
1,2,3,4 that sinα = 0, i.e. α = 0,pi . Continuing the analysis
as in the proof of Theorem 1 we get the solutions (i)–(viii)
given in the statement of Theorem 2.







whose roots are ±i4√5h/3 and ±i4√5/3h/3. So the peri-
odic solutions of (i) and (ii) are linearly stable. For (iii)–(vi)










This polynomial has two real solutions (one positive and one
negative) and two pure imaginary pure, therefore the peri-
odic solutions of (iii)–(vi) are unstable.










Again this polynomial has two real solutions (one positive
and one negative) and two pure imaginary pure, therefore
the periodic solutions of (vii) and (viii) are unstable. This
completes the proof of Theorem 2.
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4 Conclusions
The objective of this work is to prove the existence of peri-
odic orbits and its type of stability, in the galactic Hamilto-
















where H1 is either −(q21q22+q21q23+q22q23), or −(q1+q2)q23.
The families of periodic orbits of these two 3–dimensional
galactic–type Hamiltonian systems started to be studied in
[4].
We have used an important tool from the area of dynam-
ical systems, the averaging theory for studying the existence
of periodic orbits and their stability, and we have applied it
for studying the families of periodic solutions of the Hamil-
tonian systems defined by the two previous Hamiltonians.
Our main results are summarized in Theorems 1 and 2.
In Theorem 1 we have recuperated the four families of
straight line periodic orbits found by Caranicolas in [4], but
we also have obtained 12 new families of periodic solutions
parameterized by the value of the Hamiltonian, and we also
have proved that these 16 families of periodic orbits are un-
stable in each Hamiltonian level.
In Theorem 2 we again reobtained the two families of
straight line periodic orbits found by Caranicolas, but we
have obtained 6 new families of periodic solutions param-
eterized by the value of the Hamiltonian. Furthermore we
have proved that the 2 families of straight line periodic or-
bits are linearly stable and the other 6 families of periodic
orbits are unstable in each Hamiltonian level.
Appendix A: Averaging theory of first and second order
In this section we recall the results of the averaging theory
that we have used for proving the results of this paper. For a
general introduction to the averaging theory see Chapter 11
of the book [13], and mainly the book [11]. The averaging
theory up to second order stated in what follows, with the
weak assumptions used, was proved in [3].
Theorem 3 Consider the differential system
x˙(t) = εF1(t,x)+ ε2F2(t,x)+ ε3R(t,x,ε), (23)
where F1, F2 :R×D→Rn, R :R×D× (−ε f ,ε f )→Rn are
continuous functions, T -periodic in the first variable, and D
is an open subset of Rn. Assume that the following hypothe-
ses (i) and (ii) hold.
(i) F1(t, ·) ∈ C1(D) for all t ∈ R, F1, F2, R and DxF1 are
locally Lipschitz with respect to x, and R is differentiable















(ii) For V ⊂ D an open and bounded set and for each ε ∈
(−ε f ,ε f )\{0}, there exists a∈V such that f1(a)+ε f2(a)
= 0 and dB( f1 + ε f2,V,a) 6= 0 (the Brouwer degree of
f1+ ε f2at a).
Then for |ε|> 0 sufficiently small, there exists a T−periodic
solution x(t,ε) of the system such that x(0,ε)→ a when ε→
0.
As usual we have denoted by dB( f1+ε f2), the Brouwer
degree of the function f1 + ε f2 : V → Rn at its zero a, for
more details on the Brouwer degree see [2]. A sufficient con-
dition for showing that the Brouwer degree of a function f
at its zero a is non–zero, is that the Jacobian of the function
f at a (when it is defined) is non–zero, see for more details
[6].
If the function f1 is not identically zero, then the zeros
of f1+ ε f2 are essentially the zeros of f1 for ε sufficiently
small. In this case, Theorem 3 provides the so-called aver-
aging theory of first order.
If the function f1 is identically zero and f2 is not identi-
cally zero, then the zeros of f1+ ε f2 are the zeros of f2. In
this case, Theorem 3 provides the so-called averaging the-
ory of second order.
In the case of the averaging theory of first order, we con-
sider in D the averaged differential equation








Then Theorem 3 gives information about the stability or in-
stability of the periodic solution x(t,ε). In fact, it is given
by the stability or instability of the equilibrium point p of
the averaged system (24). In fact, the singular point p has
the stability behavior of the Poincare´ map associated to the
periodic solution x(t,ε). In the case of the averaging theory
of second order, i.e., f1 ≡ 0 and f2 non-identically zero, we
have that the stability and instability of the periodic orbit cy-
cle ϕ(t,ε) coincide with the type of stability or instability of
the equilibrium point p of the averaged system
y˙= ε2 f2(y), y(0) = x0, (25)
i.e., it is the same that the singular point p associated to
the Poincare´ map of the periodic solution ϕ(t,ε), see for
instance the Chapter 11 of [13].
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