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1. INTRODUCTION 
In Reference [1] the question of existence of solutionswas considered for a generalized 
optimization problem. In this paper, necessary conditions for a generalized solution 
to be optimal will be derived. Since the method of proof will closely follow that of 
Hestenes [2] for optimal control problems, the generalized problem will be posed 
somewhat differently than in [1]. The two can easily be shown to be equivalent. 
Let T be an open interval of the real line, V an open set in E ~, B an open set in E~. 
Let o~" = i f (t ,  x)} be a set of (n + 1)-dimensional vector-valued functions defined 
on T • V. Let T~ and Tl(b) be two functions defined for b in B with range in T. 
Let X~ and Xl(b) be two functions defined for b in B with range in V. We will call 
x: x(t), f ( t ,  x), b 
a solution if x(t) is an absolutely continuous function in V for t in T, f ( t ,  x) is in o~', 
b is in B and 
2J(t) = if(t,  x(t)) (t o ~ t ~ d; j = I,..., n), (1.1) 
t" = T,'(b), x(t 0 = X"(b) (s = O, 1). (1.2) 
Among all such solutions we seek one for which 
gl g*  
1o(X) = j j0 ( t ,  x(t)) dt -- rain. (1.3) 
This formation corresponds to a generalization of the control problem of Lagrange, 
whereas the formulation in [1] corresponds to the control problem of Mayer. 
2. NECESSARY CONDITIONS 
Assmne there exists a function k(t), integrable on T, such that, for every f in o~', 
f ( t ,  x) andft,  (i = 1 ..... n) is Lebesgue-integrable in t on T for fixed x in V, (2.lap 
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{f ( t ,x ) - - f ( t ,y ) [  <~k( t ) lx - -y [  ( t ,x ) , ( t ,y )eT  x V, (2.1b) 
If(t, x) [ < k(t) (t, x) ~ T • V. (2.1c) 
We omit the qualification "almost everywhere" here and elsewhere, since it is clear 
where it applies. 
Assume that .~- has the property that, i ff l  and f2 belong to .~" and T" is any sub- 
interval of T, the function 
c( r ' ) f  ~ + C(T -- T ' ) f  , 
also belongs to #', where C is the characteristic function. We also assume that T'(b) 
and Xs(b) have continuous partial derivatives with respect o b on B. 
THEOREM 2.1. Let x o afford a strong minimum to Jo in the class of solutions. Then 
there exist multipliers Ao, pl(t) ..... p,(t) such that, if we set 
H(t, x,f ,  p) = per ~ -- ~q~fo: (2.2) 
(1) The multipliers Ao , p~(t) do not vanish simultaneously and A o >7 0; 
(2) On x o the multiplier p,{t) satisfy 
~.(t) = --H,,; (2.3) 
(3) the inequality 
H(t, Xo(t),f(t, xo(t)) , p(t)) ~ H(t, x(t), fo(t, xo(t)), p(t)) (2.4) 
holds for all f in  o~; 
(4) the transversality condition 
[ - -H dT" + p~(t") dX~'] "1.,,~ ~ 0 (2.5) 
is an identity in dbo on x o . 
We will prove the theorem for the case where the functions f ( t ,  x) are piecewise 
continuous in t and where conditions (1.2) are fixed and do not depend on b. Extension 
to include conditions (1.2) is just as in [2], and to where f ( t ,  x) is integrable in t 
is as in [3]. 
Define 
By hypothesis, A/ ,  
t o ~< t -N< t ~ of 
A/ (  t ) = t, Xo( t ) ) (2.6) 
( i ,y = 1 ..... . ) .  
o t Bj(t) = -~ fo ( ,  xo(t)) (2.7) 
Be are integrable on t o ~< t ~ t x. Let q(t) be solutions on 
~, + qjAiJ(t) = B~(t), q~(t ~ = O, (2.8) 
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Then q(t) is an absolutely continuous function which satisfies (2.8). If x is a solution, 
d 
d-t (q'x~) = B,x '  + q~(f i  __ A/xO" 
Set 
F o = fo  _ Bjx~ - -  q~(f~ - -  A /xO,  (2.9) 
co  = q , ( tOx, , .  (2.1o) 
By assumption, F ~ is integrable, 
,t d , 
,1 # 
= GO + j ?P ( t ,  x(t)) dt 
-A  
for all solutions x. Hence, 
Let Pie(t) be solutions of 
Then, for any solution x, 
Now set 
For every solution x, 
J~ - L(Xo) = z#)  - I#o).  
P .  = -P~47,  P~j(tl) = ~,~. 
d 
a-/(P,~x0 = P,i(fJ a~x~). 
F ~ = P , j ( f J  - -  A~Jxk), 
G i = - - rp  r X'~s38=l 
L t j ' ,  ! "~ Ja~0 '  
, t  
J t  = G ~ + f ,o F~ dr. 
J, = G' + f oF'(t, x(t)) at 
f JS~O I 
(2.11) 
(2.12) 
(2.13) 
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Therefore, if xJ(t ~ = X ~~ Ji = 0 if and only if xJ(t 1) = X ~1. We note that Fp was 
constructed so that, along x o , 
OFP/ex ~ = 0 (p = O, 1,..., n). (2.14) 
Let K be the set of all vectors ko of the form 
kp = Fp(t, Xo(t)) -- FoP(t, xo(t)) (p = O, 1,..., n), (2.15) 
where t is a point of continuity of fo(t, Xo(t)) on (t ~ t 1) and Fp is given by (2.9) for 
p = 0 and by (2.12) for p >/1.  
LEMMA 2.1. The class K is a derived set far Jp at X o . 
Suppose for a moment he temma has been proved. Then, by Theorem 6.1 of [2], 
there exists multipliers A o ~ 0, A 1 ,..., )q~, not all zero, such that the inequality 
L(k) = a~k~ > 0 (p = O, 1 ..... ~) 
holds for every vector k in the closure of K. 
Setting 
F = AdYP, 
where Fp is obtained from (2.15), we see that 
F(t, xo(t)) >~ Fo(t, xo(t)) (2.16) 
for all f in  o~'except ossibly at discontinuities offo(t, xo(t)). By continuity considerations 
it holds there also. 
Set 
where 
H(t ,x , f ,p )  = p~f~ --  ~of ~ 
pt(t) = --AjP,~(t) --  Aoq,(t ). 
Then (2.3) and (2.4) follow from the definitions of Pit(t), qi(t) and Fp and inequality 
(2.16). 
We now return to the proof of Lemma 2.1. Let k I .... , kN be a set of N vectors of 
the form (2.15) in K. Then 
kfl = Ffl(tj , Xo(t~) ) - -  FoP(t~ , xo(tj)) (2.17) 
where we can assume 
tl ~ t~ <~ "" ~ t~.  
Define 
T~=t l ,T~=t~+el+. . .+E j_~ ( j - - l ,  .... AT), 
where 0 ~ E t ~ 3. We choose 8 so that t i %- N8 < t 1 and Ti < T~ if t~ < t~. Let 
M(r be the complement on [t ~ t 1] of this set of ~ntervals, 
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Let f~(t, x)(j = 1 ..... N) be the functions appearing in Fj in (2.17). 
Set 
~'( t ,  x, ~) - ' t - - f , (  ,x) 
= fo'(t, x) 
Then the equations 
have solutions 
( Tj ~ t ~ Tj + ~j; j = 1 ..... N) 
(t in M(,)). 
~ = 6i(t, x, ~), xt(t ~ = X i~ 
x% ~) (t o <~ t <~ #; 0 <~ ~ <~ ~) 
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for 3 sufficiently small. Also x(t, O) = Xo(t ), and the derivatives x,j(t, ~) are uniformly 
bounded piecewise continuous functions of t. The functions 
~uo(~) = L (x (~) )  - L(xo) 
are of class C' for e ~< 3. To prove the lemma we need only prove that at e = 0 the 
relation 
eTto/ee, = kj, (j ---- 1 ..... N) 
holds (see [2], Section 6). Setting ~t = 0 (i # j), we see that 
~o(~) = r + o,,(0 
where 
td:j+r 
q~o(e) = Jr, [FI(t' x(t, e)) --  Fo"(t, xo(t)) ]dt  
and 
0~(~) = fM(,) [F~176 x(t, ~)) - -  Foo(t, xo))] dt. 
Note that ~rto(O ) = O. We have that at ~ = 0 
O0/aEj = 0 
where the last equation follows from (2.12) and the boundedness of the partial 
derivative of x(t, E) with respect o r 
This completes the proof of Lemma 2.1, hence also of Theorem 2.1. In the special 
case where o~- is the set of functions given by 
f ( t ,  x) = g(t, x, u(t)) 
for u(t) in an appropriate class of control functions, the conclusions of Theorem 2.1 
reduce to the conditions for optimal control problems as given in [2]. 
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