Abstract-We propose a general synchronous model of lattice random fields which could be used similarly to Gibbs distributions in a Bayesian framework for image analysis, leading to algorithms ideally designed for an implementation on massively parallel hardware. After a theoretical description of the model, we give an experimental illustration in the context of image restoration.
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INTRODUCTION
HE use of random fields in practical problems involving complex interactions in high-dimensional systems is, by now, a widespreaded technique. The range of applications includes statistical mechanics, spatial statistics, image analysis, neural network modeling, etc. Models which are employed generally have recourse to the Gibbs representation of the field, by means of a potential. This representation, which is simple and natural, has found applications in many situations, since the evidence of its feasibility in a Bayesian context has been made explicit in the pioneering paper [12] .
Most of the time, it is necessary to use Monte Carlo sampling of the distribution. This simulation step often induces a major slowing down of the methods, and many attempts have been made to reduce the computation time A large number of papers are devoted to the determination of more efficient algorithms than the commonly used ones (see, for example, [26] , [25] , [10] , [6] , [24] , [23] ). Other attempts aim at finding a more efficient computer implementation of existing simulation methods, and researchers have studied the possibility of using a parallel hardware ( [12] , [22] ). The efficiency of a rigorous parallel implementation rapidly decreases as the complexity of the involved interactions increases, and hence the obtained improvement in efficiency is apparently unsatisfactory. On the other hand, a nonrigorous parallelization of the sampling algorithm must be done with care, and the study of the random fields which are simulated in that way requires the introduction of a formalism which, is different from the Gibbsian one.
Synchronous invariance has been studied by several authors. Theoretical results may be found in [7] , [8] , [16] , [17] , [18] , [20] . Some practical applications, in the context of neural networks may be found in [2] , [3] , [4] , [19] . A study of massive parallelization of simulated annealing is done in [27] . As it will be clear from the discussion below, there seems to be some incompatibility between the possibility of general modeling with synchronous fields, and their ability in being used in practical situations, especially within a Bayesian context.
The purpose of this paper is to propose a new way of modeling synchronous fields, different from those which have been studied so far, and which will offer the advantages of being both general and of feasible practical use, as will be illustrated by experimental results in image restoration. This modeling will in particular require the introduction of Monte-Carlo Markov chains of order q ≥ 1.
The paper is organized as follows. In the next section, we shall recall some basic facts of Gibbs field modeling. This will serve as a motivation for the introduction of synchronous distributions, as well as a statement of needed prerequisites, since results related to Gibbs representation will be used also for synchronous modeling. We then give the definition of the synchronous models we propose, which will be called m-periodic synchronous fields, for some m ≥ 2. We then discuss the feasibility of these models in a Bayesian framework, and show how parameter estimation may be achieved. We end the paper with the presentation of experiments on image restoration. fined after normalization with respect to a given state a OE F, in the sense that is l C (x) = 0 whenever x s = a for some s OE C. The representation of positive random fields using a potential is called the Gibbs representation of the field.
This formulation, by means of a sum of simple, localized, interaction terms, make these models easy to design and interpret in situations where many elementary features interact. The wideness of their expansion is also linked to the powerful flexibility they exhibit when used within a Bayesian framework. In such a framework, an original model is designed, the prior distribution. The observation is a partial or noisy version of some realization of the prior, and classical Bayesian procedures may be employed on the basis of the posterior distribution, which is the prior conditional on the observation. A remarkable property of Gibbs modeling is that, if the prior is associated with a known potential, and under mild conditions on the process under which the observation is obtained, the posterior distribution is also associated with a potential which may be very easily deduced from the original one. For practical purposes, this robustness property is an essential feature of the Gibbs representation.
Random fields rarely lend themselves to any kind of analytical exploration. To obtain some quantitative information, simulation is required, and Monte Carlo sampling is an unavoidable step in most of the practical procedures. Moreover, because of the large size of the set W, static simulation cannot be employed, and feasible sampling procedures are dynamic, in the sense that they generate an ergodic Markov chain which converges in distribution to the desired random field. Apart from the "cluster algorithms," which are designed for a limited class of models, (cf. [6] , [25] , [26] ), these dynamic methods implement a sequence of single site random updatings. A precise presentation of the panel of such algorithms may be found in [11] , [25] . They all work in the following way: at each time, a site s OE S is selected. Letting x be the current configuration, only its state at s will be updated, the new value y s being drawn according to some transition probability p s (x, y s ). Such algorithms require a large amount of computer time which is very often prohibitive for real-time applications.
These algorithms may be partially parallelized, since it is allowed to synchronously update two sites s and t provided that p s (x, y s ) does not depend on x t nor p t (x, y t ) on x s , but this is often unefficient, especially in the case when complex interactions are modeled, which is typical in image analysis, or in the design of neural networks.
A complete parallelization of a single site updating scheme is wrong in the sense that it fails to simulate the desired Gibbs distribution: if at each time, all sites are synchronously updated according to p s (x, y s ), the obtained sequence of configurations converges in distribution to something which is not the original one, and for which it is most of the time impossible to compute the Gibbs representation. To study (and use) this kind of distributions, it is necessary to introduce an alternative formalism.
SYNCHRONOUS RANDOM FIELDS
Introduction
We therefore consider the situation when all sites are updated at the same time, the updating rule at s OE S being described by a local transition probability p s (x, y s ). More formally, we will say that DEFINITION 1. A transition probability P = (P(x, y) We restrict ourselves to the situation when P(x, y) > 0 for all x, y OE W. In such a case, P being a positive transition probability, there exists a unique invariant probability distribution p, i.e., such that, for all y OE W, p(y) = Â xOEW p(x)P(x, y). This invariant distribution will be called the synchronous random field associated to P.
Synchronous fields are thus simulated by a massive parallelization of a local updating scheme: starting with x at time n, the new configuration y at time n + 1 is generated by synchronously sampling the value of y s at site s according to the probability p s (x, .). The question is then whether such fields may be efficiently designed and used in practice. In general, an explicit computation of the invariant distribution is a very difficult task so that synchronous fields are so far only implicitely defined. Things become a little easier when the reversibility property is true:
for some p. In this case, the distribution p is invariant under P, and (2) provides an almost closed form for p (cf. [21] , [2] , [9] ). It seems therefore that restricting to the reversible case is preferable in order to handle practical problems. But, as proved in [16] 
with h st (a, b) = h ts (b, a) for all s and t in S and all a, b in F. The obtained class is too small for efficient modeling of real data. Unfortunately, dropping the reversibility assumption greatly complicates the practical problems. For example, we do not know how to incorporate efficiently nonreversible synchronous fields within a Bayesian framework. We are therefore in a context within which we cannot conciliate generality of the model and feasibility.
Our way to step out of this situation is to allow the choice of the new state at site s to depend on more than one past configuration of the field. This requires using generalized Markov chains, which is done below, where we also introduce a proper generalization of the reversibility condition in this new context. We however start with a formal definition, which do not refer to synchronous sampling, but has the advantage of being concise. 
Periodic Synchronous Random Fields
Interpretation in Terms of Sampling
We now show the relation between this definition and synchronous Markov chains of order q = m -
, º, X n-1 . In the synchronous framework, this leads the following definition (we use negative indices to mark the reference to past configurations of a Markov process).
DEFINITION 4. A synchronous transition probability P of order q is a function which associates to each q-tuple of configurations x(-q), º, x(-1) a probability distribution P(x(-q),
º, x(-1) ; .) on W which can be decomposed as
) is a probability distribution on F. Then, consider the process (X(n), n ≥ 1) of configurations in W which is defined as follows. Its m -1 first components X(1), º, X(m -1) are arbitrary, and for n ≥ m, let i = i(n) be the element of the class of n modulo m which is in {1, º, m}, so that n = km + i(n). Then, define the probability of X(n) = x given the values of X(p), p < n to be
Such a process is in fact a reformalization of the Gibbs sampler algorithm, in the special case when m OE ' m . It is well-known that this algorithm simulates m, so that the joint distribution X(km + 1), º, X(k(m + 1)) converges to m when k tends to infinity. But, by circular permutation invariance, the probability in (4) may be written under the form (since
for a transition probability P from W m-1 to W which is independent on n, and, since it is the case for m i , this transition probability splits as a product of the kind (for any (x(1), º, x(m -1)) OE W m-1 , and any x OE W):
the p s being local transition kernels from W m-1 to F.
Thus, the process X(n) is a homogeneous Markov chain of order m -1, for which the transition from X(p), p < n to X(n) is done by synchronously updating all X s (n).
Conversely, let P be a transition probability of order m -1 which synchronously updates all the sites, and which is positive. Let m be its m-step probability in stationary regime, i.e., m is the distribution of X(n + 1), º, X(n + m) for the stationary Markov chain associated to P. Then, the distribution p of X(n) is m-periodic as soon as m satisfies property (a) in Definition 2. This alternative definition of mperiodicity clearly is equivalent to the first one.
Remark
Dropping assumption a) in Definition 2, leading to Definition 3, induces a loss in sampling efficiency of the marginal distribution p. Indeed, assume that a) is not true. To sample from p, one needs to sample from the compound distribution m, which means simulating a distribution on W m , whereas we are only interested in the law of the first component. The m -1 remaining components, x(2), º, x(m), appear as auxilliary variables: the simulation goes by iteratively simulating x(1), º, x(m) in this order an infinite number of time, each x(i) being updated from the current configurations by synchronously updating all the sites; when the stationary regime is reached, a new realization of p is only obtained when x(1) is updated, that is one synchronous step out of m.
On the contrary, when permutation invariance is true, all components of m follow the same marginal distribution, so that a new realization of p is obtained after each synchronous updating.
The notion of partially synchronous fields will be needed when we shall address the issue of sampling from a posterior distribution, in a Bayesian context or for parameter estimation. 
General Expression of the m-Step Distribution
where
We therefore may write
. (7) where l s s m 
A Simpler Parametric Form
Without loss of generality, it is possible to restrict the above description in order to obtain a simpler representation of synchronous fields. The description is built from a potential on F
S
, that is (cf. Section 2) a family l = (l C , C Ã S) of functions such that l C (x) only depends on x s , s OE C. The order of the potential l is by definition the cardinality of the larger C for which l C ∫ / 0. Let l be a potential of order m. Let C Ã S with |C|£ m, and order its elements in C = {c 1 
The integers between parentheses being taken modulo m.
For l, l¢
still with the convention m + 1 = 1. We finally define a distribution m on W m by
This distribution depends on a parameter a > 0 and on the potential l. It is easily checked that it satisfies conditions a) and b) in Definition 2. Moreover, the following is proved in [30] . In other terms, by increasing the complexity of the construction above, we can model any positive random field on W. It is moreover proved in [30] that such a construction is locally identifiable, so that two distinct (close enough) potentials provide distincts random fields. This is not the case for the general formulation of Section 3.4, which is redundant.
It must be noted that the proof of Theorem 1 is not constructive. Given a Gibbs random field, we do not know how to explicitely compute the synchronous version. This is why we must see synchronous random fields as an alternative way for modeling the data, and not as a tool for approximating existing models, like Markov random fields. From this point of view, our approach is closer from the one in [13] than from the one in [15] .
Examples
• As a first example, with m = 2, consider the synchronous Ising model, defined on F = {-1, 1}, and S Ã ‫ޚ‬ 2 , which is associated to the local updatings (since m = 2, we write elements of W 2 as (x, y) instead of (x(1), x(2))): 
SYNCHRONOUS SAMPLING OF THE POSTERIOR DISTRIBUTION
Introduction
When introducing m-synchronous models, our purpose was to design a model which could be efficiently used in a Bayesian context, while being general enough to represent complex phenomena. The last point is ensured by the theorems proved in [30] , and we now address the first one, that is, the robustness of the model when passing to a posterior distribution. As noticed in the introduction, this issue may be considered as essential to measure the practical usefulness of a model. A little more general case would be when the noise is also modeled by a synchronous distribution, still independent from x o .
Assume that the observation is some function For a given probability distribution p on W, and a given observation x OE W¢, we are concerned with the issue of sampling from the posterior distribution
p(.|x).
In particular, we may ask whether, when the prior is synchronous, the posterior remains a distribution which may be efficiently simulated.
Sitewise Perturbation
We restrict to the following important particular case in which the computation of x from x is performed sitewise, i.e., x s only depends on x s (so that b s is a function from F to G). In this context, we can prove the following 
Since m[x|x (2) The preceding argument is not valid when the condition b s (x) = b s (x s ) is relaxed. Although this condition is true for a large range of applications, there remain some significant cases for which it is not satisfied. One of the most important, especially in the context of image restoration, is the case of blurring. The next section addresses the case of linear blurring with additive Gaussian white noise.
Restoration of Blurred Pictures
In this section, the state space F is equal to the real line R. The random fields are assumed to have densities with respect to Lebesgue measure on W, which are given by the same kind of formulae as in the finite case, with the required integrability assumptions.
We assume that the observation is obtained through the equation
where ⑀ is some Gaussian white noise of variance s 2 , and h st are the coefficients of a point-spread function around s. A particular case is when s 2 = 0, in which the restoration problem reduces to deblurring the picture. In order to restore the original picture from the observed x, the problem is still to devise an efficient sampling algorithm of the posterior distribution. The previous method cannot be applied in this context, unless h st = 0 for s π t. The difficulty comes from the fact that, when expressing the energy of the conditional distribution of x given x, there appears a term Â(x s -Â t h st x t ) 2 , yielding interactions between x s and x t for t π s. In the following proposition, we show how a very simple trick can be used to overpass this problem.
PROPOSITION 2. Assume that p is m-periodic and that x is given
by ( 
a being large enough for this quadratic form to be positive. Assume that u is independent of the other fields 
This provides the desired structure for the conditionnal distribution of z, z , x(2), º, x(m) given x, which is the distribution m we were looking for. o
Remark
• The choice of the constant a in (15) can be made as follows. Note that the larger a is, the smaller u s can be, according to (15) . Since u = ( z -z)/2, it is clear that, in order to let z and z rapidly evolve during sampling, one should try to use small values of a, provided (15) remains positive. Assume, for simplicity, that h st = h ts . A sufficient condition for a symmetric matrix (m st ) to be positive is that for all s, m ss > Â tπs |m st |. Applying this condition to quadratic form in (15) provides, after simple computations: a > (Â t h st ) 2 . Since, most of the time, for "physical" blurs, Â t h st < 1, one can take a slightly larger than one.
PARAMETER ESTIMATION
The problem is the following: Assume that we have a parametric model for a family p q of m-synchronous random fields. Denote by m q the corresponding m-step distribution. Consider a realization x of p q * , for an unknown q * , and define the observation x to be a function x = b(x) like in the preceding section. We want to infer the value of q * from this observation.
We are therefore in a situation of partial observation. But the crucial remark here is that, even if the realization x is completely observed (b = identity), the quantity which can be easily modeled is the m-step distribution m q , and since only one coordinate of m is observed, we may still consider that we are in a context of partial observation.
To simplify, let's assume that m q c h is an exponential family, which can be obtained, for example, by letting the potential l in Section 3.5 linearly depend on the parameter q.
With this condition, (m q ) has the form:
. , . being the usual scalar product on R d , and Q a sufficient statistics with values in R d .
There exist several methods for estimating parameters in the case of partially observed Gibbs fields. We refer to [29] for a review. Here we describe maximum likelihood estimation.
Let y q (x) = p q (b -1 (x)) be the probability distribution of x.
Standard computations lead to the equation
Stochastic gradient algorithms may be devised to solve d dq y x q log b g = 0 (cf. [28] ). The need for using stochastic approximation methods comes from the fact that the expectations in (16) cannot be analytically computed, and must be estimated by Monte Carlo sampling. Algorithms in [28] (or [14] ) mix computations of the gradient increments and Monte Carlo approximations in a way we shall not detail here. But, to keep within the framework of fast, parallel computations, we must check that both expectations in (16) are computable with a synchronous procedure. But, to compute the first one, one needs to simulate m q , which is a synchronous procedure by construction. For the second one, sampling from the posterior is required, and we therefore need to make one of the assumptions of the preceding section for this to be feasible.
EXPERIMENTS
Introduction
We now present examples to illustrate Sections 4.2 and 4.3 and consider the restoration of noisy pictures. The first example is very simple, and deals with binary pictures modeled with the synchronous Ising distribution, degraded with so-called channel noise (flipping of a site with a fixed probability). We compute marginal posterior modes by synchronously sampling the posterior distribution, following Section 4.2.
The second example deals with gray-leveled blurred pictures; we show the results of the method described in Section 4.3 for deblurring and restoring the observation. For this purpose, we use a prior which incorporates an edge process, to help restoring discontinuities. This is standard when Markov random fields are used, but a little more intricate in our case, because we are working on the com-pound distribution, and therefore need to also consider auxillary processes. Details are given in Section 6.3.
Synchronous Ising Model
In this section, we consider independent noise. We let the original field X be binary, and follow the synchronous Ising distribution given in (12) . The observed field, x, is obtained from x through the degradation process
• x s = -x s with probability ⑀
• x s = x s with probability 1 -⑀.
Let a, b, and h = 0 be the parameters which define the prior distribution. The posterior distribution, i.e., the conditional distribution of x given x is, according to Section 4. In Fig. 1 , an original image x has been simulated with given (known) values of a and b, and has then been degraded with a known value of ⑀. The restored picture $ x is computed by marginal posterior modes, i.e., $ x s is the state (-1 or 1) which is the most likely at site s according to the posterior distribution. It is, of course, estimated by synchronous sampling of the posterior. One can note the restoration is an overregularization of the original picture, which is typical for the MPM approach. Note that, although their realizations look somewhat similar, the synchronous Ising model is not to be considered as an approximation of the usual Ising model. This would be true if we let a tend to infinity, which would have no practical interest, since this would freeze the sampling. However, it is important to let a > 0 in the synchronous model. If a = 0, it is not difficult to show that the obtained synchronous distribution is the superposition of an usual Ising model on even sites (the sites (i, j) such that i + j is even) and another independent Ising model on odd sites, which visually yields a checkerboard effect.
Blurred Gray-Level Images
We now present experiments made in the case of blurred images, as in Section 4.3, where the observations were given by (14) x s = Â t h st x t + ⑀ s , with (⑀ s ) independent Gaussian with mean 0 and variance s 2 .
Model
We include, as it is standard in image modeling, edge elements within the prior distribution. Thus, we define two hidden fields, (h s , s OE S) and (v s , s OE S), with values in {0, 1}, respectively, indicating the presence of a horizontal edge (h s = 1) or vertical edge (v s = 1). More precisely, if s = (i ,j) is the representation of s on the image grid, h s indicates an edge between (i, j) and (i -1, j), and v s between (i, j) and (i, j -1). To shorten notation, we set (i -1, j) = s.h and (i, j -1) = s.v. We shall also write e = (h, v). The prior distribution is therefore defined on the set of all configurations of (x, e). According to the synchronous approach, we define the prior by means of the compound distribution m, and therefore introduce auxilliary variables.
We use interactions of order two for the gray-level process, and interactions of order four for the edge process. This means that the compound distribution m must be a function of the kind: m = m(x, y, e(1), e (2) , e(3), e(4)). In fact, since we are using a mixed model, in which the edge process and the gray-level process cannot play a similar role, m will satisfy conditions a) and b) in Definition 2 only with respect to x and y when the edges are fixed, and with respect to e(1), º, e(4) when x and y are fixed.
The density of m is given by 1 1 In fact, when we will be considering the posterior, for which this problem disappears, we will let d tend to 0 (see also the first remark in Section 6.3.4). The second sum, which is weighted by a positive parameter k, forces gray-level variables x s and y s to have values which are not too far apart. This allows us to interpret the third and fourth terms as terms forcing the differences of gray-level at neighboring pixels to be small unless an edge separates them. The parameter q 0 appears like a threshold below which this difference should be in the absence of edge.
For the experiments, we have heuristically fixed the values of t, k, and q 0 . This is more or less made possible by the simplicity of this part of the model.
In fact, the most complex part of the modeling lies in the definition of the edge energy Q. We follow the approach of Section 3.5 and start with considering a potential which involve interactions of order four at most. To define this potential, we consider nine types of edge configurations (isolated edges, lines, parallels, corners, long lines, "T," "U," "X," and "O"; cf. Fig. 2) . To each such configuration, a function of the potential is equal to a constant parameter if all sites in the configuration have an edge, and to 0 if not. The model is required to be stationary and isotropic, so that nine constant parameters have to be chosen, one for each type of configuration.
From this potential, which is classical for Gibbs field models in image processing, we shall build the synchronous potential associated to m. The computations follow exactly the formulas which have been given in Section 3.5. They are easy, although lengthy, and we just describe, as an illustration, the part of Q which corresponds to edge configurations of type "T." In the original potential, they correspond to one of the functions
, where b t is the constant parameter which is associated to "T"-shaped configurations. The principle is to decouple these products over the components of the compound distribution, and to average translated products to ensure permutation invariance. For example, the first of this terms yields, in the energy Q: a f a f a f a f a f a f ,
The other types of configurations can be handled in the same way, yielding the complete expression of Q. For this complicated model, there is little chance to be able to correctly fix the parameters by hand, and we have used a training procedure to estimate them. For this, we have selected a small set of images. These images had little noise, and an elementary detector has been used to estimate their edges. Then these images have been artificially degraded, and parameters have been estimated in order to recover the original edges from the noisy pictures (using the stochastic gradient technique of Section 5).
Sampling the Posterior
The posterior distribution of the whole process given x is proportional to exp --These four steps are performed in sequence, but each of them corresponds to massively parallel iterations.
Results
We give some results of experiments with varying degrees of degradation of the image. They are organized as follows: (left: Noisy picture; center: Estimated edges; right: Restored picture).
The noise is Gaussian, additive, with variance 200 or 500, the image being coded in gray levels between 0 and 255. To blur it, we used a 5 ¥ 5 Gaussian filter given by h st = c.exp(-ʈs -tʈ 2 /2z) if max(|s 1 -t 1 |, |s 2 -t 2 |) £ 2, and 0 if not, c being a normalization ensuring that Â t h st = 1. The positive number, z, gives the blurring level: There is no blur if z = 0, and one obtains a uniform moving average if z is large. Fig. 3 provides the original pictures which have been used in the experiments (an office and an egg). The other ones provide the noisy version, the reconstructed edges and the restored picture. Fig. 6 provides restorations performed quential model than for the synchronous one (approximately two times less). This must however be compared to the decisive acceleration brought by the synchronous model when implemented on a parallel harware. Note that, in this case, because of the blur of size 5 ¥ 5, the parallel sampling of the sequential posterior distribution is completely unefficient, since updating a pixel may be done only if its 80 nearest neighbours are clamped.
Remarks
• We used a prior a little more complex than the one given in (17), because we imposed some a priori boundedness constraints to x s and y s , namely, that they should stay within some specified interval [A s , B s ], A s , and B s being estimated as the minimum and maximum values of x t in some neighbourhood of s. In this case, d = 0 can be chosen already at this stage.
• When no noise is added, and the problem consists only in deblurring, the same method may be employed. This is illustrated in Fig. 2 . In this case, we still use a nonvanishing, small value of s 2 , the corresponding term in (18) being considered as a regularizing term, designed to cope with the ill-posedness of the deblurring problem.
