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Abstract
We show that Petersson products of any pair of elliptic modular forms of weight 12 and of any pair of
Siegel modular forms of degree 2 and weight 1 have an expression as the residue of a Dirichlet series of
Rankin–Selberg type. This generalizes a well-known property of cuspidal Petersson products.
© 2006 Elsevier Inc. All rights reserved.
1. Introduction
The Petersson scalar product is usually defined assuming that at least one of the two involved
modular forms is a cusp form. Of course, this condition is not necessary for the convergence
of the relevant integral. In this note we shall indeed consider two specific instances where the
Petersson product is defined for any pair of modular forms, namely the case of elliptic modular
forms of weight 12 , and the case of Siegel modular forms of degree 2 and weight 1. We shall show
that it is possible to express the Petersson product of any pair of such modular forms in terms of
the residue at s = k, where k is the weight, of a suitable Dirichlet series of Rankin–Selberg type.
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〈F,G〉 = c · Ress=kR(F,G; s), (1)
for a suitable constant c. This extends a classical property of the cuspidal Petersson products.
The proofs are based in both cases on the combined use of certain differential operators and
the Rankin–Selberg unfolding method. More precisely, given a pair of modular forms F,G for a
congruence subgroup Γ , we shall get our results by evaluating convolution integrals of the type
∫
FΓ
EΓ ·(F,G)dμ, (2)
where FΓ , EΓ , , dμ denote a suitable fundamental domain, Eisenstein series of weight 0,
differential operator, and invariant measure, respectively. Actually, we shall be mainly concerned
with the case of subgroups of Hecke type. However, as we sketch in the final Remark 3.2, the
given proofs work also for general congruence subgroups.
The paper is organized as follows. In Section 2 we deal with the case of elliptic modular forms.
We recall few basic notions and we prove the main result of the section, which is Theorem 2.2. We
also give an easy application concerning orthogonality properties of theta series in Corollary 2.3.
Moreover, in Remark 2.1 we discuss the bilinear form which is defined, for any weight, by
taking the residue of the above Rankin–Selberg convolution (2). In this way, one gets a non-
degenerate bilinear form which (up to some constant depending on the weight) formally extends
the usual Petersson product. By evaluating the norm of classical (holomorphic) Eisenstein series
of even weight, we show that this bilinear form in general is not definite. This rather singular
result was previously obtained by Zagier in [13] as an application of a theorem concerning the
“renormalized” Rankin–Selberg transform for a certain class of automorphic functions which are
not of rapid decay. It should be also possible to give a different proof of Theorem 2.2 by means
of this method developed by Zagier. Section 3 is then devoted to the case of Siegel modular
forms of degree 2. Here the main result (Theorem 3.1) basically follows from [7]. In fact, in
that paper Maass already introduced the convenient differential operator and studied its interplay
with the Rankin–Selberg convolution. Lastly, as in the elliptic case, we state in Corollary 3.2 an
orthogonality result for theta series associated with not rationally equivalent quadratic forms.
Weissauer gave in [12] a complete characterization of square-integrable Siegel modular forms
(i.e. modular forms whose norm w.r.t. the Petersson product is finite). It should be possible and
interesting to extend the investigations of the present paper to other cases of not cuspidal modular
forms of “intermediate weight,” that is having weight k and degree n such that k < n 2k. On
the other hand, we wish also to mention that for singular and almost singular modular forms
(i.e. with n  2k) which may be expressed as linear combinations of theta series attached to
lattices belonging to a fixed quadratic space, it is possible to prove relations like (1) by using a
completely different approach, based namely on theta-liftings and the Siegel–Weil formula (see
[1] for details).
2. Modular forms of weight 12
Let H = H1 be the upper half-plane {z = x + iy ∈ C | y > 0}. Given integers N  1, 2k  0
and a Dirichlet character χ modulo N , we denote by Mk(Γ0[N ], χ) the space of modular forms
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Γ0[N ] =
{
M =
(
a b
c d
)
∈ SL(2,Z)
∣∣∣∣ c ≡ 0 mod N
}
,
and the character χ . For any pair of modular forms f,g ∈ Mk(Γ0[N ], χ) such that f ·g is a cusp
form, the Petersson product is defined as
〈f,g〉 = 1[SL(2,Z) : Γ0[N ]]
∫
FN
f gyk d∗z,
where FN is a fundamental domain for H modulo Γ0[N ] and d∗z is the invariant measure
y−2 dx dy. A classical result is that the above product can be expressed in terms of a certain
Dirichlet series. More precisely, Petersson proved in [8] that the Dirichlet series
R(f, g; s) :=
∑
n1
anbnn
−s ,
associated with f (z) =∑n0 an exp (2πinz) and g(z) =∑n0 bn exp (2πinz), has a meromor-
phic continuation to all s and
〈f,g〉 = c · Ress=kR(f, g; s), (3)
with a suitable constant c.
We know that the cuspidality condition which appears in the definition of the Petersson prod-
uct is not necessary for modular forms of weight 12 (see, for instance, [11]). What we are then
going to show in this section is that relation (3) actually holds for any pair of modular forms of
weight 12 for Γ0[N ]. To reach our aim we need to consider the so-called non-Euclidean Laplacian
 := 4y2 ∂
∂z
∂
∂z
,
where ∂
∂z
:= 12 ( ∂∂x − i ∂∂y ) and ∂∂z := 12 ( ∂∂x + i ∂∂y ). It is well known that  is a SL(2,R)-
invariant operator acting on smooth functions on the upper half-plane. In other words, (f ◦γ ) =
(f ) ◦ γ for any smooth function f : H → C and γ ∈ SL(2,R).
Proposition 2.1. Let f,g :H → C be holomorphic functions. Let k be a real parameter. Consider
also H := f gyk . Then
(H) =K(f, g)+ k(k − 1)H, (4)
where K(f, g) denotes the residual term 4 ∂f
∂z
∂g
∂z
yk+2 + 2ik( ∂f
∂z
g − f ∂g
∂z
)yk+1.
Proof. The result follows from a straightforward computation. One has just to keep in mind the
Cauchy–Riemann equations. 
We may now make use of (4) to evaluate Petersson products.
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respect to the even Dirichlet character χ modulo N . Then the Dirichlet series R(f, g; s) has a
meromorphic continuation to all s and
〈f,g〉 = π
6
· Ress=1/2R(f, g; s). (5)
Proof. It follows from [6, Theorem 3, p. 283] on the symmetry of the non-Euclidean Laplacian
(see also p. 350) that
∫
FN
(H)d∗z = 0. (6)
We may get the same relation from [10, Theorem 2.1] as well. Using Shimura’s notation, one
may realize  by considering the operator LZρ (in the case of irreducible Hermitian symmetric
spaces of “type C,” i.e. associated with a symplectic group), where ρ is the trivial representation
of C∗, and Z = C (more precisely, Z is the linear dual of C). Thus, from (4) we get
∫
FN
H d∗z = 4
∫
FN
K(f, g)d∗z, (7)
where K(f, g) = 4 ∂f
∂z
∂g
∂z
y5/2 + i( ∂f
∂z
g − f ∂g
∂z
)y3/2.
SinceK(f, g) is a Γ0[N ]-invariant function of rapid decay, we may evaluate the corresponding
integral by means of the Rankin–Selberg method. Let us then introduce the Eisenstein series of
weight zero for Γ0[N ] defined by
EN(z, s) =
∑
α∈Γ 1∞\Γ0[N ]
ys
∣∣j (α, z)∣∣−2s (
(s) > 1),
where Γ 1∞ :=
{(±1 b
0 ±1
) ∈ SL(2,Z)} and for any α = ( a b
c d
) ∈ SL(2,R) and z ∈ H, j (α, z) :=
cz + d . It is well known that EN(z, s) admits a meromorphic continuation to C with a simple
pole at s = 1 of constant residue (see [2, Theorem 9.2]). Now, applying the usual unfolding
argument gives
∫
FN
EN(z, s)K(f, g)d∗z = 2
∫
Γ 1∞/H
ysK(f, g)d∗z =
∞∫
0
A0(f, g;y, s)dy
y
,
where
A0(f, g;y, s) = 2
1∫
0
(
4
∂f
∂z
∂g
∂z
y3/2+s + i
(
∂f
∂z
g − f ∂g
∂z
)
y1/2+sdx
)
= 2
∑
anbn exp (−4πny)
(
(4πn)2y3/2+s − 4πny1/2+s).n>0
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∫
FN
EN(z, s)K(f, g)d∗z = 2(Γ (
3
2 + s)− Γ ( 12 + s))
(4π)s−1/2
R
(
f,g; s − 1
2
)
. (8)
In conclusion, R(f, g) can be meromorphically continued and we find
〈f,g〉 = 1
Ress=1 EN(z, s)[SL(2,Z) : Γ0[N ]] Ress=1/2R(f, g; s). (9)
It is maybe worthwhile noting that, since
EN(z, s) =
∑
γ∈Γ0[N ′]\Γ0[N ]
EN ′
(
γ 〈z〉, s)
for any N |N ′, the constant factor does not depend on N . However, a direct computation shows
that
1
Ress=1 EN(z, s)[SL(2,Z) : Γ0[N ]] =
π
6
.
We know indeed that [SL(2,Z) : Γ0[N ]] = N∏p|N(1 + p−1). Furthermore, we may evaluate
Ress=1 EN(z, s) by considering the Fourier expansion of EN(−z−1, s). Each Fourier coefficient
has an expression in terms of confluent hypergeometric functions and singular series (see [2,4,9]
for further details). Moreover, since we are only interested in the behavior at the pole s = 1, it is
enough to compute the 0th coefficient, which namely is
b(0;y, s) = N−122−2sπy1−s Γ (2s − 1)
Γ (s)Γ (s − 12 )
ζ ∗N(2s − 1)
ζ ∗N(2s)
,
where ζ ∗N(s) = Γ ( s2 )
∏
(p,N)=1(1 + p−s)−1. 
As an easy consequence of Theorem 2.2 we get a statement concerning orthogonality prop-
erties of theta series. For any even primitive character ψ of conductor r(ψ) = r and any integer
t  1, we put
θψ,t (z) =
∞∑
n=−∞
ψ(n) exp
(
2πitn2z
)
.
It is well known that θψ,t ∈ M1/2(Γ0[4r2t], χtψ), where χt is the quadratic character associated
with the field extension Q(
√
t ) ⊃ Q. Moreover, the main result of [11] is that, given an integer
N ≡ 0 mod 4 and an even Dirichlet character χ modulo N , a basis of the space M1/2(Γ0[N ], χ)
is provided by {θψ,t | (ψ, t) ∈ Ω(N,χ)}, where Ω(N,χ) is the set of pairs (ψ, t) such that
4r2t |N and ψ is the primitive character associated with χχt .
Corollary 2.3. Let (ψ, t), (ψ ′, t ′) ∈ Ω(N,χ). If t is not equivalent to t ′ modulo a square, then
θψ,t is orthogonal to θψ ′,t ′ w.r.t. the Petersson inner product. Otherwise, if t = m2t ′ for m ∈ Z,
and ψ = ψ ′, 〈θψ,t , θψ,t ′ 〉 = 4ψ(m)√ ′ .m t
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defining, for any pair f,g ∈ Mk(Γ0[N ], χ) with k = 0,1
〈〈f,g〉〉 := (k(1 − k))
−1
[SL(2,Z) : Γ0[N ]]
∫
FN
K(f, g)d∗z. (10)
By applying the Rankin–Selberg method as in the proof of Theorem 2.2, we see that (10) defines
a non-degenerate bilinear form on Mk(Γ0[N ], χ), which, for a suitable constant ck depending
only on the weight, may be again expressed as
〈〈f,g〉〉 = ck · Ress=kR(f, g; s).
We wish to underline the fact that Zagier, using a rather different approach, studied the same
extended bilinear form in [13].
A curious feature of the bilinear form 〈〈·,·〉〉 is that it is in general not definite. This fact,
which was also already observed in [13], can be checked by working out explicitly the “norm”
〈〈E(k),E(k)〉〉 of the Eisenstein series of even weight k > 2 (and level N = 1). We recall that,
E(k)(z) := 1 + γk
∑
n>1
σk−1(n) exp(2πinz),
where γk = −Bk2k (Bk , the kth Bernoulli number) and σk−1(n) =
∑
r|n rk−1. A computation along
the lines of the proof of Theorem 2.2 yields namely
〈〈E(k),E(k)〉〉 = π3
Γ (k)
(4π)k
γ 2k Ress=k
∑
n>0
σk−1(n)2
ns
.
By using well-known properties of the Dirichlet series
φ(k)(s) =
∑
n>0
σk−1(n)
ns
= ζ(s)ζ(s − k + 1),
we see that
Ress=k
∑
n>0
σk−1(n)2
ns
= Ress=k ζ(s)ζ(s − k + 1)
2ζ(s − k + 2)
ζ(2s − 2k + 2)
= (Ress=k ζ(s)ζ(s − k + 1))(Ress=1 ζ(s)ζ(s − k + 1))
ζ(2)
= ζ(k)(−1)
k/2+121−kπ2−kΓ (k − 1)ζ(k − 1)
ζ(2)
.
Hence, we obtain that the extended bilinear form on Mk(SL(2,Z),1) (k > 2, even) is positive
definite if and only if k ≡ 2 mod 4.
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operator
δ := k
2iy
+ ∂
∂z
= yk ∂
∂z
yk.
It is indeed not difficult to show that, for any pair of modular forms f,g ∈ Mk(Γ0[N ], χ), we
have the following (formal) relations:
〈
δ(f ), δ(g)
〉= k
4
〈f,g〉,
〈
δ(f ), δ(g)
〉= k2
4
〈f,g〉 + 1
4[SL(2,Z) : Γ0[N ]]
∫
FN
K(f, g)d∗z,
which imply (7).
3. Siegel modular forms of degree 2 and weight 1
We consider now the space M1(Γ 20 [N ], χ) of Siegel modular forms of degree 2 and weight 1
for the Hecke subgroup of level N
Γ 20 [N ] =
{
M =
(
A B
C D
)
∈ Sp(2,Z)
∣∣∣∣ C ≡ 0 mod N
}
,
with respect to a Dirichlet character χ modulo N . A well-known result proved by Weissauer
[12] implies M1(Γ 20 [N ], χ) ⊆ L2(Γ 20 [N ] \H2) (as usual, H2 := {Z = X+ iY ∈ Mat(2,C) | Z =
tZ, Y > 0} is the Siegel upper half-space of degree 2). In other words, for any pair of functions
F,G ∈ M1(Γ 20 [N ], χ), the Petersson inner product
〈F,G〉 := 1[Sp(2,Z) : Γ 20 [N ]]
∫
F2,N
F (Z)G(Z)det(Y )d∗Z,
converges. In the above integral, F2,N denotes a fundamental domain for Γ 20 [N ] \ H2, Z =
X + iY , and d∗Z is the invariant symplectic measure det (Y )−3 dX dY .
If the modular forms F(Z) and G(Z) have the Fourier expansions
F(Z) =
∑
M0
a(M) exp
(
2πiσ (MZ)
)
, G(Z) =
∑
M0
b(M) exp
(
2πiσ (MZ)
)
(here σ denotes the trace) then the Dirichlet series of Rankin–Selberg type associated with F
and G is
R(F,G; s) :=
∑ a(M)b(M)
(M)det(M)s
, (11){M}
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matrices of size 2 and (M) is the number of integral units of M .
It is well-known that for cusp forms F and G the Petersson product 〈F,G〉 can be expressed
as a residue of this Dirichlet series (see [3]). As we now state, the same holds for non-cuspidal
modular forms.
Theorem 3.1. Let F,G ∈ M1(Γ 20 [N ], χ), then the Dirichlet series R(F,G; s) can be meromor-
phically continued to the whole complex plane and
〈F,G〉 = π
720
· Ress=1R(F,G; s). (12)
Proof. The result is essentially a consequence of [7]. Let us first fix some notation. We denote
by ∂
∂X
and ∂
∂Y
the 2 × 2 matrices whose components are
(
∂
∂X
)
i,j
= (1 + δi,j )
2
∂
∂Xi,j
,
(
∂
∂Y
)
i,j
= (1 + δi,j )
2
∂
∂Yi,j
,
where δi,j is Kronecker’s delta. Then, as usual, we put
∂
∂Z
= 1
2
(
∂
∂X
− i ∂
∂Y
)
,
∂
∂Z
= 1
2
(
∂
∂X
+ i ∂
∂Y
)
.
Following Maass [7], we may now construct the following Sp(2,R)-invariant differential opera-
tors acting on holomorphic functions on H2
Φ1 = σ
(
(Z −Z)t
(
(Z −Z) ∂
∂Z
)
∂
∂Z
)
,
Φ2 = det(Z −Z)5/2 det
(
∂
∂Z
)
det
(
∂
∂Z
)
det(Z −Z)−1/2,
R = Φ2 − 14 (Φ1 − I ),
where σ denotes the trace, and I is the identity.
Basically, by means of R we are able to remove annoying “singular terms” in the inner product
we wish to evaluate. In fact, as Maass shows, we have the following identities:
R
[
det (Y )F (Z)G(Z)
]
=
∑
M1,M20
M1+M2>0
a(M1)b(M2)R
[
det (Y ) exp
(
2πiσ
(
(M1 −M2)X
)− 2πσ(M1 +M2)Y )],
(13)∫
det(Y )−1R
[
det (Y )F (Z)G(Z)
]
dX = R0
[
ξ0(F,G;Y)
]
, (14)[0,1]×[0,1]×[0,1]
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R0 = det (Y )det
(
∂
∂Y
)
det(Y )det
(
∂
∂Y
)
and
R0
[
ξ0(F,G;Y)
]= ∑
M>0
a(M)b(M)R0
[
exp
(−4πσ(MY))].
Further, let E2,N (Z, s) be the Eisenstein series for Γ 20 [N ] of weight 0, that is, by definition,
E2,N (Z, s) :=
∑
α∈Γ 2∞\Γ 20 [N ]
det(Y )s
∣∣J (α,Z)∣∣−2s
(

(s) > 3
2
)
,
where Γ 2∞ =
{(
A B
0 D
) ∈ Sp(2,Z)}, and J (α,Z) := det(CZ + D) for α = (A B
C D
) ∈ Sp(2,R) and
Z ∈ H2. A basic point is that the Eisenstein series E2,N (Z, s) has a meromorphic continuation
to C with a simple pole at s = 3/2 of constant residue (see [2, Theorem 9.2]). We may then take
into account the integral
ξN(F,G; s) :=
∫
F2,N
E2,N
(
Z, s + 1
2
)
R
[
F(Z)G(Z)det(Y )
]
d∗Z. (15)
By applying the Rankin–Selberg unfolding method one gets
ξN(F,G; s) =
∫
M2
det (Y )s−3/2R0
[
ξ0(F,G;Y)
]
dY, (16)
whereM2 denotes the space of Minkowski reduced 2 × 2 positive matrices. A direct evaluation
of the r.h.s. of (16) then yields
ξN(F,G; s) = s2
(
s − 1
2
)2
(4π)1/2−2sΓ (s)Γ
(
s − 1
2
)
R(F,G; s). (17)
Hence, from the integral representation (17), we obtain the meromorphic continuation of the
Dirichlet series R(F,G; s) and
Ress=3/2 E2,N (Z, s)
∫
F2,N
R
[
F(Z)G(Z)det (Y )
]
d∗Z
= 1 Ress=1R(F,G; s). (18)32π
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∫
F2,N
Φi
[
F(Z)G(Z)det(Y )
]
d∗Z = 0 (i = 1,2). (19)
For these relations, which are analogous to (6), we may refer the reader again to Theorem 2.1
in [10]. With the same notation used by Shimura to state his result, we may express the op-
erators Φi as L
Zi
ρ (in the case of irreducible Hermitian symmetric spaces of “type C”), where
ρ is the trivial representation of GL(2,C), Z1 is the dual of the vector space T of symmetric
2 × 2 complex matrices, and Z2 is the 1-dimensional subspace of the vector space of quadratic
homogeneous maps on T spanned by the determinant.
By combining (18) and (19) we can finally write
〈F,G〉 = 2
−3π−1
Ress=3/2 E2,N (Z, s)[Sp(2,Z) : Γ 20 [N ]]
Ress=1R(F,G; s). (20)
The constant factor in the r.h.s. of (20) is a priori not depending on N . However, a direct compu-
tation shows that
2−3π−1
Ress=3/2 E2,N (Z, s)[Sp(2,Z) : Γ 20 [N ]]
= π
720
.
As in the degree 1 case, this last identity may be obtained by considering the 0th Fourier coeffi-
cient of the Eisenstein series E∗2,N (Z, s) = E2,N (−Z−1, s). Such coefficient is given by
N−32−4s+5π3 det (Y )3/2−s Γ (2s − 2)Γ (2s − 1)
π1/2Γ (s)Γ (s − 12 )2Γ (s − 1)
ζ ∗N(2s − 2)ζ ∗N(4s − 3)
ζ ∗N(2s)ζ ∗N(4s − 2)
.
(See [2,4,9] for further details.) We also recall from [5] that
[
Sp(2,Z) : Γ 20 [N ]
]= N3 ∏
p|N
2∏
ν=1
(
1 + p−ν). 
Remark 3.1. Weissauer considers in [12] only integral weights. However, his argument seems to
be valid in the half-integral weight case as well. If we assume this, we have that all modular forms
of degree 2 and weight 3/2 whose co-rank is 1 are square integrable (for the definition of co-
rank, we refer to [12, p. 186]). Unfortunately, we could not evaluate the corresponding Petersson
products by means of the above procedure. In fact, it turns out that the equation analogous to
(18)—which we would obtain by considering the relevant differential operator R = R(3/2) and
then applying the Rankin–Selberg method—just collapses to a trivial identity (“0 = 0”).
Similarly to Section 2, a statement concerning orthogonality of theta series follows from The-
orem 3.1.
F.L. Chiera / Journal of Number Theory 122 (2007) 13–24 23Corollary 3.2. Let S1 and S2 be two even positive definite quadratic forms of rank 2 and level
dividing N . Assume that S1 and S2 are not rationally equivalent. Then, if the corresponding theta
series
ϑ(Sj ,Z) =
∑
G∈Z(2,2)
exp
(
πiσ
(
Sj [G]Z
))
(j = 1,2),
belong to the same space of modular forms M1(Γ 20 [N ], χ), they are orthogonal with respect to
the Petersson inner product.
Remark 3.2. Even though in the present paper we have considered only modular forms with
respect to the Hecke subgroups, we wish to stress the fact that the given proofs work for general
congruence subgroups as well. Of course, to apply the Rankin–Selberg method, suitable Eisen-
stein series have to be taken into account. Namely, for a congruence subgroup Γ  Sp(m,Z)
(m = 1,2), we consider
EΓ (Z, s) =
∑
γ∈Γ∞\Γ
(γ 〈Z〉)s (Z ∈ Hm),
where Γ∞ := Γ ∩ Γ m∞ . Then, it is shown in [2] that all the Eisenstein series EΓ (Z, s) have a
simple pole with constant residue at s = m+12 . In general, we could not explicitly evaluate such a
residue. However, it is possible to prove statements analogous to Theorems 2.2 and 3.1. One has
just to observe that
[
Γ∞ : Γ ′∞
]
EΓ (Z, s) =
∑
γ∈Γ ′\Γ
EΓ ′
(
γ 〈Z〉, s),
for any Γ ′  Γ of finite index. Indeed, the index [Γ m∞ : Γ∞] appears in the general unfolding
procedure.
Orthogonality relations as those in Corollaries 2.3 and 3.2 could also be easily derived for
pairs of theta series belonging to the same space of modular forms Mm/2(Γ,χ), which do not
have Fourier coefficients relevant to rationally equivalent matrices.
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