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We theoretically investigate spin dynamics in Rashba spin-orbit materials. In the limit of small momentum
scattering (ballistic regime), spin relaxation is dictated by dephasing that arises from the combination of energy
broadening and a non-uniform spin precession frequency. For graphene, we find that spin transport strongly
depends on both the magnitude and direction of electron momentum, and that spin lifetimes are short even for
modest energy scales, on the order of those seen experimentally. These results not only offer a deeper insight
into the nature of spin dephasing and relaxation in graphene, but can also be used as a stepping stone for the
investigation of spin dynamics in other forms of Dirac matter and two-dimensional systems exhibiting Rashba-
induced spin split bands.
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Introduction. Following the initial description of Rashba
spin-orbit coupling (SOC) in two-dimensional (2D) electron
gases [1], the understanding of band structure and spin dy-
namics in the presence of Rashba SOC has been essential for
the proposal of spintronic devices such as the Datta-Das spin
transistor [2], and for the prediction of fundamental physi-
cal phenomena such as the intrinsic spin Hall effect [3–5].
The properties of Rashba SOC allow for the manipulation
of spin states by electrostatic means, making it possible to
perform elementary operations and thus paving the way to-
wards non-charge-based computing and information process-
ing technologies [6]. Beyond traditional III-V semiconduc-
tor quantum wells – such as InAs or InGaAs – 2D graphene
and monolayers ofMoS2 and other group-VI dichalcogenides
have recently raised a lot of interest. In addition to their pre-
dicted long spin lifetimes [7, 8], the possibility to harness
proximity effects or to couple the spin and valley degrees of
freedom makes these materials very interesting from both a
fundamental and a technological perspective [9, 10]. From a
practical point of view, understanding the relaxation mecha-
nisms and spin lifetimes in clean materials is a prerequisite
to realizing spintronic devices, since they determine the up-
per time and length scales on which spin devices can oper-
ate. In Rashba SOC materials, the spin lifetime is normally
dictated by the Dyakonov-Perel (DP) mechanism [11], where
SOC induces spin precession of charge carriers. After many
scattering events the randomization of the precession leads to
dephasing and a loss of the spin signal, with a spin relaxation
time s / 1=p (p is the momentum scattering time). This
scaling behavior contrasts with the Elliot-Yafet (EY) mecha-
nism [12], for which s / p. The EYmechanism is usually at
play in disordered metals, but its contribution in the presence
of Rashba SOC has been proposed for graphene [13].
Rashba SOC in graphene is predicted to be small, on the
order of eV [14], leading to theoretical spin lifetimes in the
micro- to millisecond range [7]. In contrast, experimental val-
ues in graphene range from a few hundred ps to a few ns for
non-local Hanle measurements [15]. Various extrinsic mech-
anisms have been proposed to explain this discrepancy, in-
cluding strain deformations [16], adsorbed metallic adatoms
[17, 18], or magnetic resonances [19]. In most of the ex-
periments and theories, and whatever the assumed relaxation
mechanism (either DP or EY), the loss of spin polarization
is inherently driven by impurity-induced momentum scatter-
ing, and is applicable to the situation where s  p. How-
ever, in materials with long mean free path, impurity scatter-
ing might cease to dominate the spin relaxation. To date, there
is a lack of theoretical description of spin decoherence in such
a regime, where charges can propagate ballistically over long
distances.
This Letter presents a study of spin dynamics in Rashba
SOC materials, in the limit of vanishing momentum scatter-
ing. We find that spin relaxation is induced by dephasing aris-
ing from energy broadening in combination with a nonuni-
form spin precession frequency. Using graphene as a case
study, we show that its particular spin-split band structure can
yield short spin lifetimes, even for modest values of energy
broadening and Rashba SOC. s is also shown to be strongly
anisotropic with respect to the direction of charge propaga-
tion. Finally, s exhibits a characteristic ”inverted-W” shape
as a function of charge density, mediated by the characteristics
of the Rashba spin-split band structure.
Spin relaxation in clean systems. When momentum scatter-
ing becomes negligible, spin relaxation can arise from quan-
tum dephasing, where an oscillating signal loses strength due
to mixing with other signals of different phase or frequency.
The spin of a charge carrier will precess around an effective
magnetic field ~Beff induced by the SOC. If the magnitude or
direction of ~Beff depends on the energy or momentum of the
charge carriers, and if they occupy a distribution of energies
or momenta, then the total spin signal will consist of a mix of
frequencies and phases, and dephasing will occur. To see this
more explicitly, consider the example shown in Fig. 1. Here
we assume that the spin precession frequency in an arbitrary
system varies linearly with energy, !(E) = !0 + E. We
also assume that the charge carriers occupy a Lorentzian dis-
tribution in energy, L(E) = =[  (E2 + 2)], where  is the
half-width at half-maximum (HWHM). It is straightforward
2FIG. 1. (color online) (a) Convolution of an energy-dependent spin
precession frequency (right axis) and a Lorentzian energy broadening
(left axis). The HWHM of the Lorentzian is , and the variation of
the spin precession freqency is . (b) This yields an exponentially-
decaying cosine, with frequency !0 and decay time 1=.
to show that the total spin signal is
s(t) = L(E)  cos(!(E)t) = e t  cos(!0t); (1)
where  represents the convolution integral [20]. In general,
Eq. (1) indicates that the combination of energy broadening
and nonuniform spin precession leads to a decay of the spin
signal due to dephasing, with a relaxation rate proportional
to both the broadening  and the variation of the precession
. For a continuous distribution of charge carriers the decay
is irreversible, i.e., the magnitude of the signal will never re-
cover to its original value. In reality, a finite number of charge
carriers will occupy a discrete set of energies, but this will
also give an irreversible decay if the carriers are randomly dis-
tributed in energy. It is only for the case of a fully commensu-
rate set of frequencies that the decay becomes reversible. For
example, if the integral in Eq. (1) were replaced with a uni-
form sum, then the spin signal would exhibit a recovery time
proportional to 1=E, whereE is the uniform energy spac-
ing. We also note that the decay is not necessarily exponential,
but rather depends on the broadening function and the varia-
tion of the precession frequency. For example, replacing the
Lorentzian in Eq. (1) with a Gaussian distribution gives a time
decay of exp( (t)2=2), where  is the standard deviation
[20], while a Fermi distribution yields a decay of t= sinh(t),
where  = kT and kT is the thermal energy [21].
Band structure of graphene with SOC. Since a nonuniform
precession frequency can lead to spin relaxation in a clean
system, we now examine the band structure of graphene in the
presence of SOC. Considering a single -orbital per carbon
atom, the tight-binding Hamiltonian of this system is
H^ =  t
X
hiji
cyi cj + i
2p
3
VI
X
hhijii
cyi~s  (~dkj  ~dik)cj
+ iVR
X
hiji
cyi~z  (~s ~dij)cj ;
(2)
where ~s are the Pauli spin matrices, t is the nearest-neighbor
hopping, VI is the intrinsic SOC, and VR is the Rashba SOC,
induced by a transverse electric field or a substrate [22].
Putting Eq. (2) into the spin+pseudospin basis and taking the
FIG. 2. (color online) Band structure of graphene with SOC. (a) The
conduction band and (b) the spin splitting of the conduction band
over the entire Brillouin zone. (c) Spin splitting of the conduction
band near the K point. (d) Splitting of the conduction band near the
K and K’ points for the armchair and zig-zag directions. Inset: slice
of the band structure near the K point (bands are labeled 1 to 4).
Fourier transform yields
H^ =
2664
  0 i+
    i  0
0 i    
 i+ 0  
3775 ; (3)
where  =  teiky2b=3  [1 + 2e ikyb cos(kxa)],  =
VR  eiky2b=3  [1 + 2e ikyb cos(kxa  2=3)],  =  VI 
[2 sin(2kxa)   4 cos(kyb) sin(kxa)], kx and ky are the mo-
menta along the x- and y-directions, a =
p
3=2  acc, b =
3=2  acc, and acc is the carbon-carbon distance [23, 24].
In Fig. 2 we plot the band structure of this system, assum-
ing t = 2.7 eV, VI = 2.31 eV, and VR = 25 eV [14]. Figure
2(a) shows the conduction band over the entire Brillouin zone,
with the characteristic Dirac cones at the six corners and trig-
onal warping appearing at higher energies. To see the impact
of SOC, in Fig. 2(b) we plot the spin splitting of the conduc-
tion band over the entire Brillouin zone. The splitting is zero
at the   and M points. What is most interesting, however,
is the splitting near the K and K’ points. A zoom of this is
shown in Fig. 2(c) around the K point, and highlights a highly
nonuniform and anisotropic splitting. This is shown in more
detail in Fig. 2(d), where the splitting is plotted as a func-
tion of momentum along the zig-zag and armchair directions
for both the K and K’ valleys. Along the armchair direction,
the splitting increases rapidly away from the Dirac point and
saturates at a constant value. However, along the zig-zag di-
rection the splitting does not saturate, but instead exhibits a
3FIG. 3. (color online) Spin dynamics in graphene with SOC. (a)
Cosine weights, (b) Sine weights, and (c) Precession frequency vs.
momentum k, starting from the K valley and moving along the zig-
zag direction. (d)-(f) Time-dependent spin polarization for selected
values of k. The spin is projected along the z-axis.
slower variation after the initial rapid rise. As we will show
in the next sections, this complex and nonuniform behavior is
responsible for the fast spin dephasing and relaxation that we
can observe in this clean graphene system.
Spin dynamics of graphene with SOC. To understand the
connection between the band structure and spin relaxation,
we first explicitly consider the connection between the band
structure and the spin dynamics of charge carriers in a clean
system. Starting with H^jii = ijii, where i and jii are
the eigenvalues and eigenvectors of H^ , the time-dependent
spin polarization of an initial state j 0i can be written as
~p(t) =
X
i
~Aii +
X
i>j
[ ~Aij cos(!ijt) + ~Bij sin(!ijt)]; (4)
where !ij = (i   j)=h, ~Aij( ~Bij) is the real (imaginary)
part of h 0jiihij~sjjihj j 0i, and the sums run over all
eigenstates at a given momentum k. The spin polarization
consists of two terms – a constant term that depends on the
polarization of each band, hij~sjii, and an oscillating term
whose frequencies are determined by the splitting between the
bands, !ij = (i   j)=h. The weights ~Aij and ~Bij of the
oscillating terms are determined by the spin-mediated overlap
between bands, hij~sjji.
As illustrated in Fig. 2, H^ depends strongly on the mo-
mentum k, and therefore so will the spin precession. This is
shown more explicitly in Fig. 3, where we plot the weights,
frequencies, and spin dynamics of charge carriers for different
values of k along the zig-zag direction near the K point. Since
the spin polarization of each eigenstate lies in the xy-plane,
we consider polarization along the z-axis for the precession
study. Fig. 3 show two different regimes. At large values of
k, the spin dynamics is dominated by transitions between the
two valence bands (bands 1 and 2, labeled in the inset of Fig.
2(d)) and the two conduction bands (bands 3 and 4). In this
regime, !21 and !43 are nearly identical, leading to the regu-
lar oscillation in Fig. 3(f). At lower values of k, !21 and !43
diverge, resulting in the beating pattern shown in Fig. 3(e).
As k approaches zero, the dynamics switch from being domi-
nated by !21 and !43 to being dominated by !32 and !41. At
the transition point, the dynamics are governed by a combina-
tion of all four frequencies, giving the complex precession in
Fig. 3(d).
The transition between the low- and high-k regimes can
be understood by considering the eigenstates of H^ . Because
VR > VI , for illustrative purposes we consider a continuum
version of H^ with only Rashba SOC, H^0+ H^R = hvF~ ~k+
R(~  ~s), where vF is the Fermi velocity, ~ are the pseu-
dospin Pauli matrices, and R is the Rashba strength. Assum-
ing k along the zig-zag (+x) direction, the eigenstates at large
k are jji  [1 j ij ijj ]T , where j =  1(+1) for
bands 1 and 2 (3 and 4), and j =  1(+1) for bands 2 and 3
(1 and 4). The spin polarization of each eigenstate is (0; j ; 0)
and the pseudospin polarization is (j ; 0; 0). Looking back at
Eq. (4), the weights of the oscillating terms are then propor-
tional to hijszjji = (1+ij)(1 ij). Thus, in the high-k
regime, precession only occurs between eigenstates with the
same pseudospin and opposite spin, i.e., only between the two
conduction bands (!43) and the two valence bands (!21). At
small k, the Rashba term H^R dominates and the eigenstates
become j1;4i  [0 1 i 0]T and j2;3i  [1 0 0 i]T .
In this regime, spin-pseudospin coupling is strong, as the spin-
up and spin-down components of each eigenstate are located
entirely on opposite sublattices [18]. It is clear that the con-
duction/valence bands no longer overlap, while the overlap
between bands 1 and 4 (2 and 3) dominate the spin dynamics.
Spin relaxation in graphene with SOC. As shown in Fig.
3, the spin dynamics strongly depends on k near the Dirac
point, with much weaker dependence at higher k. Using Eq.
(1), we can predict that spin relaxation should be fast near
the Dirac point and slower at higher energies. Looking at
Fig. 2, a strong anisotropy in the spin relaxation is also antic-
ipated. Along the zig-zag direction, the precession frequency
away from the Dirac point varies slowly but continuously
with energy, indicating that s should saturate to a constant
value. However, along the armchair direction the precession
frequency remains constant, suggesting that s should diverge
away from the Dirac point. For transport in all directions si-
multaneously, we must account for both energy broadening
and the anisotropy in k. Similar to the single-direction cases,
s should be small near the Dirac point and increase at higher
energies. However, at higher energies the spin precession also
becomes strongly direction-dependent, resulting in increased
dephasing due to the mixing in k and eventually leading to a
decrease in s.
To verify these qualitative predictions, numerical calcula-
tions of spin dephasing and relaxation are performed. We
compute the time and energy-dependent spin polarization of
an initial state j 0i as [18]
~p(E; t) =
1
2

P
k[h (t)j~s(E   H^)j (t)i+ h.c.]P
kh (t)j(E   H^)j (t)i
; (5)
4FIG. 4. (color online) Spin relaxation in graphene with SOC. (a) The
spin dynamics at an energy of 100 meV reveal a complex behavior.
(b) Energy-dependent spin relaxation time for various transport di-
rections.
where j (t)i = U(t)j 0i, U(t) =
P
j jjihj je ijt=h,
(E   H^) = Pj jjihj jg(E   j), and g is a broadening
function that can be Lorentzian, Gaussian, a Fermi distribu-
tion, etc. The sum represents a sample over k-space, and can
be along a single direction or over the entire Brillouin zone.
We extract s from the time dependence of ~p(E; t) at each en-
ergy. As shown in Fig. 4(a), the dynamics is too complex to
fit to a simple decaying cosine, as in Eq. (1). Instead, we de-
fine s to be the time at which the envelope function of ~p(E; t)
falls below e 1.
Fig. 4(b) presents s as a function of energy, consider-
ing transport along the zig-zag and armchair directions and in
all directions simultaneously. A Lorentzian broadening with
 = 13:5 meV is assumed, together with initial polarization
along the z-axis. As seen in this figure, the numerical results
confirm our qualitative predictions of s. Along the armchair
direction, s diverges with increasing energy, reaching 4 s
at 300 meV. However, near the Dirac point the dephasing is
still strong enough to limit s to 14 ns. Along the zig-zag di-
rection, s saturates to 6 ns with a slightly lower value of 3
ns at the Dirac point. For transport in all directions, dephas-
ing is much stronger due to the orientation dependence of the
spin dynamics, giving s between 380 ps and 1.2 ns. A char-
acteristic ”inverted-W” shape is observed with a high-energy
downturn of s(E) resulting from the increased anisotropy of
the spin splitting, as pictured in Figs. 2(c) and (d).
Discussion and conclusions. Spin lifetime has been found
to be dictated by dephasing effects, which result from the
combination of energy broadening and nonuniform spin pre-
cession. Spin relaxation has been also shown to be highly
anisotropic (Fig. 4), suggesting possible design of efficient
graphene spintronic devices for instance by collimating the
injected charge carriers [27]. In Fig. 4(b), s exhibits a char-
acteristic ”inverted-W” shape as a function of energy when
mixing over all directions of k. Although there is no momen-
tum scattering in these calculations, this situation does quali-
tatively mimic the randomization of the momentum direction
in a disordered system. Thus, the inverted-W shape of s(E)
should be preserved in presence of stronger impurity scatter-
ing [18, 25]. The results of Fig. 4 finally assume a Lorentzian
broadening, which in the ballistic regime would be induced by
scattering processes randomizing the phase of the electrons
without strongly altering their momentum. We note that for
all types of broadening s / 1=, meaning that the results of
Fig. 4(b) scale linearly with the inverse of the Rashba SOC
strength. For thermal broadening the spin lifetime is given by
s = 2:7=(kT ), which yields s = 5:2 ns for kT = 13:5
meV (T = 160 K).
Beyond graphene, the methodology and conclusions should
be applicable to the understanding of spin dynamics in other
Rashba SOCmaterials, including 2D electron gases [28], elec-
tronic excitations in 2D transition metal dichalcogenides [8],
or Rashba-split surface states of topological insulators [29].
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