Abstract: Binary Robust Independent Elementary Feature (BRIEF) is designed to be a very simple and efficient feature point descriptor for image. In this paper, compressive sensing theory is used in proposing the reason why it works and guiding the parameter determination of BRIEF. It is proved in this paper BRIEF is the Binarization of Compressive Sensing Sampling. Also, with theoretical basis for BRIEF, there is guidance for us to design new descriptors.
Introduction
Local feature descriptors are widely used in pattern recognition and movement tracking in computer vision field. There are all kinds of local feature descriptors. Haar-like Feature [1] is very famous for its good performance in face recognition. Following it, Scale-invariant feature transform(SIFT) [2] is now a cutting edge. Amazed by its fantastic performance and robustness against scaling and rotation, for a long time it is believed the complexity of the SIFT is a necessary for a good performance. So on top of SIFT, people developed Speeded up robust features(SURF) [3] and PCA-SIFT [4] . BRIEF [5] was a shock to the field of local feature descriptors, as it is such a simple descriptor which can provide incredible good performance. But yet there is no explanation for it. In [6] , the author called BRIEF "LSH on Kendalls Tau" and by imitating the design of BRIEF proposed a new descriptor called Locally Uniform Comparison Image Descriptor(LUCID).
Compressive Sensing is a very hot area of research recently. The sparsity consideration provided by this theory are widely used in sparse sensing, denoising and real-time tracking [7] .
Being such a breakthrough in the field, however, BRIEF is never well explained by any theory why it is efficient, and the theoretical basis provided in [6] is very complex and not straight forward and can't explain the efficiency. In this paper, a connection between this smartly designed local feature descriptor and the theory of compressive sensing which is very solid in theoretical basis is made. And another perspective of how to design a binary local descriptor is proposed. As shown in Fig.1 , every bit of BRIEF is formed by taking pairs of points from a patch randomly and compare their pixel intensity. If the first point is of smaller pixel intensity, then the bit is 1, otherwise, it is 0.
Compressive Sensing and Measurement Matrix
Compressive Sensing: Compressive Sensing [8] is a brand new method for data acquiring and sampling. According to it, if the signal is sparse or sparse after transformation, the signal can be project on to a low dimensional space with a measurement matrix while the projection of the signal keeps all the information of the original signal. By solving an optimization problem, the original signal can be reconstructed from the few projections.
Consider , in which according to [9] the sufficient condition for reconstructing is .
The reconstruction of is equal to solving a l1 minimization problem, And when , Gaussian random matrix follows RIP by great possibility. c is a very small positive number according to [10] .
2) Bernoulli random matrix is defined similar to Gaussian random matrix except that every element of A follows Bernoulli distribution:
Also, when , Bernoulli random matrix follows RIP by great possibility.
3) Part orthogonal matrix can also be used as measurement matrix. Part Fourier matrix is a special Part orthogonal matrix. Part orthogonal matrix is developed in the following way:
Pick M rows of U to form a M×M matrix V.
Normalize V to get part orthogonal matrix A. When the size of A is fixed, sparsity K should follow:
where , when , it is a Part Fourier matrix. where T is a Toeplitz matrix and C is a cyclic matrix. They are formed as follows:
Form a random vector
Cycle the vector times to form the rest rows.
Normalize through columns to form measurement matrix A. 6) Sparse random matrix is formed as follows:
Form a zero matrix A For each column(or row) of A, choose positions and change the elements to non-zero elements.
BRIEF Is Binarization of Compressive Sensing Sampling
Since first introduced, people are puzzled why feature descriptor as simple as BRIEF can do such good job. In [6] , BRIEF is proved by the author to be "LSH on Kendall's Tau". It is a nice explanation how it is designed, but still, it can't show why it works so effectively. Here we propose another much simpler explanation of BRIEF. That makes the matrix a Sparse random matrix with a fixed d=2 for each row with the largest element 1 and the smallest element -1.
In [11] , a way to find the lower bound for M in Sparse random matrix where all the non-zero elements are positive is calculated to be:
where is the smallest non-zero element and is the largest non-zero element in A, l is the number of non-zero elements in each row, and K is the sparsity of the image. Here we prove this equation also works when there are negative elements in sparse random matrix. It is quite obvious that the good performance of BRIEF comes from the high reconstruction performance of compressive sensing. Since BRIEF follows the rules for compressive sensing sampling procedure, BRIEF can keep almost all the information to reconstruct the patch, so it is no longer a surprise it can be used as a feature descriptor for pattern recognition or movement tracking and can do a good job. This will be illustrated in the experiment.
Experiment and Results
In this part, the performance of BRIEF is shown here as illustrated above.
Data Set
Here we use the data set used to test BRIEF in [5] . (1) (2) (3) (4) (5) (6) Fig. 2 . A group of images from the data set, (1) is the origin image, the others are images with different perspective changes.
Experiment and Parameters
The patch size here is . As the measurement matrix for BRIEF has 2 non-zero elements on each row (a -1 and a +1), we compare it to other binary feature descriptor with measurement matrix which are similar to that but with more elements on each row. We tests these binary feature descriptors with different number of bits. The FAST feature points as in Fig. 3 are extracted from the first image of the group, then with the homographs provided along with the data set, we transform the feature points into position in other images in the group. Take Fig. 2(2) as an example, by taking 512 of the feature points from Fig. 2(1) and find the 512 corresponding points in Fig. 2(2) , the descriptor is calculated for each point. Then by comparing the distances between a point from Fig. 2(1) and all the points from Fig. 2(2) , we can find the point in Fig. 2(2) linked by the descriptor to the point from Fig. 2(1) . Then we count the percentage of the link that are correct. That's the result reflects the performance of the descriptor. This method is also used in [5] . Fig. 3 . Example of the Fast feature points.
Results
With the PCA methods, we are able to calculate , thus .
In this part, the result of the experiment is shown. For each point in the result, 5 experiments are run respectively, and the result is their average. From Fig. 4 we can see that for the same measurement matrix, the more bits offers better results. Also it is quite clear that when the measurement matrix is sparse enough, has no effectson , which fits the theory in (2.3.2). The specific results are shown in Table 1 .
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Conclusion
In this paper, the nature of BRIEF is analyzed from the view of Compressive Sensing. We proved BRIEF is the Binarization of Compressive Sensing Sampling. From the Compressive Sensing point of view, it is quite straight forward to understand why BRIEF's performance is so good. We also did experiment to test the theory. And with the theory we developed above, whenever in the future, there comes a new more effective measurement matrix for compressive sensing, it is possible for us to come up with a new binary feature descriptor which we can use like BRIEF into pattern recognition and movement tracking tasks.
