Abstract: A solution of the Bayesian recursive relations by the particle filter approach is treated. The stress is laid on the sample size setting as the main user design problem. The Cramér-Rao bound was chosen as a tool for setting the sample size for the three basic types of the state estimation, for filtering, prediction and smoothing. The mean square error matrices of particle filter state estimates for different sample sizes and the CR bounds are compared. Quality of the particle filters and their computational load are illustrated in a numerical example.
INTRODUCTION
State estimation of discrete-time nonlinear dynamic systems from noisy measurement data has been a subject of considerable research interest for the last three decades. Bayesian approach can be used for design of the general solution of the state estimation problem. The closed form solution of the Bayesian recursive relations (BRR) is available only for a few special cases. Thus, it is necessary to provide some analytical or numerical approximations. The detailed discussion of the development of practical nonlinear estimators is proceeded e.g. in Sorenson (1974) , Kulhavý (1996) .
In nineties a significant approach to nonlinear filter synthesis using simulation Monte Carlo (MC) methods appeared (Liu and Chen, 1998) . Simplicity of the MC approach is the main reason for attractivity of these methods in nonlinear estimation. Concerning on-line estimation, the most important representative of this approach is particle filter (Gordon et al., 1993) , (Pitt and Shephard, 1999) which approximates the posterior probability density function (pdf) by weighted random samples. The samples are sometimes called particles which the filter was named after, and can be looked upon as a grid of points covering the state space. Nonetheless the sample size of the filter is insufficiently specified issue and thus should be subject of research interest. There are some indirect recommendations to set out the sufficient sample size e.g in statistical learning theory (Vidyasagar, 2001) , however their application in particle filters has not been satisfactorily solved.
An alternative approach to setting sample size for filtering pdf by filtering CR bound was presented in Šimandl and Straka (2001) . The aim of the paper is to extend the result for multi-step prediction and smoothing pdf.
The paper is organized as follows: The usage of the particle filter in state estimation is introduced in Section 2, computation of the CR bound in nonlinear estimation is dealt with in Section 3 and usage of the CR bound in determination of the sample size is discussed in Section 4. Further, the numerical illustration of sample size determination procedure is provided in 
. Now, the filtering step given by (3) can be described. Considering the set of weighted samples 
Due to equality of samples x0 , where x0
The prediction step related to (4) 
As it can be seen, to evaluate
it is necessary to evaluate all approximative filtering pdf's up to time instant l,
Note that the filter is initialized by the set S 0 of random samples that are equally weighted due to assumed knowledge of the initial pdf p ¢ x 0£ that samples were generated from.
The aforesaid procedure of approximative filtering pdf, prediction pdf and smoothing pdf generation often suffers from samples degeneration that decreases approximation quality. Therefore the algorithm of the particle filter often involves the so called resampling step which is intended to rejuvenate the samples. It removes samples that have very small weights and thus contain "unimportant" information and boosts influence of the important samples with higher weights. The new resampled set of equally weighted samples consists of samples that are drawn from the old set of samples according to the weights.
It is necessary to mention the fact that the presented algorithm is very similar to the well known bootstrap filter. A more sophisticated algorithm should use importance function that involves new measurement into particles generation. It is also advisable to incorporate a MCMC procedure (Markov Chain Monte Carlo) (Godsill et al., 2001) after resampling which improves positioning of the particles in the state space. Nevetherless the presented way of sample size specification can be used for all different types of particle filter.
To summarize, the basic computation scheme of the particle filter follows:
where x0
ν. This set represents the prior pdf p
Update:
The filter updates the weights using the new received measurement z k so that 
ν. This step is repeated until the required set S k ) l is obtained. It is obvious that this basic scheme of the particle filter is relatively simple, nevertheless the crucial parameter ν defining the sample size and strongly affecting approximation quality is not sufficiently specified. A procedure for sample size setting is designed for filtering problem in Šimandl and Straka (2001) where determination of a feasible sample size is based on filtering CR bound.
To extend the result for prediction and smoothing, the predictive and smoothing Cramér-Rao (CR) bound (Šimandl et al., 2001) will be chosen for determination of a feasible sample size of the predictive and smoothing particle filters. Hence, the recursive relations for filtering, predictive and smoothing CR bounds will be presented in the next section.
CR BOUND FOR NONLINEAR FILTERING
The CR bound is the standard lower bound in parameter estimation (Kerr, 1989) defined as the inverse of the Fisher Information Matrix (FIM). The idea of the CR bound for random parameters can be applied to the state estimation problem for nonlinear stochastic dynamic systems, (Bobrovsky et al., 1987) , (Doerschuk, 1995) . This section is based on (Šimandl et al., 2001) where the recursive relation for computation of filtering, multi-step predictive and smoothing CR bounds are derived.
Consider nonlinear systems (1), (2) with Gaussian initial conditions and Gaussian disturbances, where Q k , R k are non-singular matrices. To simplify notations, the nabla operator will be used
The filtering, predictive and smoothing CR bounds
The state history x k may be interpreted as a vector of parameters of the random measured vector z k . In this case the FIM J ¦ (6) provided that the derivatives and expectation exist.
Knowledge of the
is fundamental for derivation of recursive relations for the filtering, the predictive and the smoothing CR bounds
The detailed description of the above outlined derivation is provided in Šimandl et al. (2001) . The CR bound sets the limit of cognizability of the state of the stochastic dynamic system and thus it may serve as a gauge for evaluating the filter performance quality.
l be arbitrary filtering, predictive and smoothing point estimates of the state. Conditional-mean values generated by the particle filter will be preferred in this paper.
The mean-square error matrices (MSEMs) Π k
The MSEMs are bounded by the filtering CR bound
and the smoothing CR bound C k ) l as follows:
To compute (6) the following notation for n n matrices will be introduced:
Considering the nonlinear system (1), (2), the relations (13) - (17) have the following form:
Then the recursive relations for the filtering, the predictive and the smoothing CR bounds are given by:
THE USE OF CR BOUND IN PARTICLE
FILTER DESIGN Accuracy of the particle filter is affected by the sample size. Usually the sample size is determined ad hoc by the filter designer. A more technical approach can be based on comparing the MSEMs obtained from the particle filters with different sample sizes and confronting them with the CR bound. This procedure allows to set a feasible sample size.
To compare accuracy of the particle filter with different sample sizes the following criterion utilizing the CR bound was chosen: Both the MSEM of a state estimate and the CR bound are computed using the MC simulation method. After carrying M experiments for the system (1), (2) with k (23), (24) and (26) with the matrices
L k replaced by their estimates; e.g. the estimate of K k 1 k k 1 is computed as: m which is always greater than or equal to the filtering, prediction and smoothing CR bound. The greater the difference is, the worse is quality of the filter. It is necessary for MC estimation of the CR bound and MSEMs to specify sufficient number of MC runs. The number of MC runs can be chosen such that further increasing of MC runs influences results very slightly.
NUMERICAL ILLUSTRATIONS
The proposed procedure of determination the sample size for the particle filter will be presented for a nonlinear stochastic system. Consider the nonlinear system with two-dimensional
with the state noise e k
The state is observed by the scalar measurement z k described by the measurement equation:
The measurement z k is influenced by the measurement noise v k with pdf v k 
