We consider estimation of the transition operator P of a Markov chain and its transition density p where the eigenvalues of P are assumed to decay exponentially fast. This is for instance the case for periodised multidimensional diffusions observed in low frequency. We investigate the performance of a spectral hard thresholded Galerkintype estimator for P and p, discarding most of the estimated eigenpairs. We show its statistical optimality by establishing matching minimax upper and lower bounds in L 2 -loss. Particularly, the effect of the dimension d on the nonparametric rate improves from 2d to d compared to the case without eigenvalue decay.
Introduction
We consider a reversible, aperiodic and irreducible Markov chain (X i ) i∈N with the d-dimensional torus T d as state space. The dynamics of this chain are described by its transition operator,
We are interested in nonparametric estimation of the transition density p(·, ·) and thus the transition operator P , too. Estimating p for a general class of Markov chains has been thoroughly studied, e.g. [3, 5, 9, 23, 34] . If p ∈ H s , where H s denotes the L 2 -Sobolev space of smoothness s, the L 2 -minimax rates for estimating p are
Here we use the additional information provided by assuming that P has an approximately low rank structure to improve these rates. Precisely, since (X i ) i∈N0 is reversible, P is self-adjoint with respect to the invariant measure µ and has an eigendecomposition,
and we assume that the eigenvalues λ k decay exponentially fast, in the sense that for constants c, C > 0.
This assumption is motivated by periodised diffusion processes for which it is fulfilled by virtue of Weyl's law [11, 14, 15, 16, 40] . Indeed, for a 1-periodic Lipschitz continous vector field b(x) = (b 1 (x), . . . , b d (x)) and a scalar 1-periodic σ(x) define the multi-dimensional diffusion process
and consider its periodised version
Then P = P 1 is one instance of the Feller semigroup (P t ) t∈R+ with infinitesimal generator L : H 2 → L 2 , and one obtains that P = exp(L) where L is given by
The operator L is, assuming reversibility, self-adjoint with respect to the invariant measure µ and elliptic. Hence, Weyl's law [15] applies and states that its k-th eigenvalue is of order −k 2 d . This implies the exponential decay of the eigenvalues of P .
Such a decay of the eigenvalues is also observed empirically in applications such as molecular dynamics (see e.g. [33] ). This has prompted practitioners and applied mathematicans to estimate only the first few eigenpairs of P and discard the rest in their analysis [7, 10, 19, 33, 35, 36, 37] . However, often no theoretical guarantees are provided and it is not clear whether their procedures are optimal from a statistical point of view.
Low rank assumptions for Markov chains have only recently began to be considered in the statistical literature, primarily in the finite state case [25, 41] . In these works it is assumed that the transition matrix has a low rank structure. They use a rank constrained MLE and a rank constrained least squares estimator respectively and show their near optimality. Moreover, [41] extend their result to continous state space Markov chains. By contrast, they assume that P has fixed (constant) rank whereas we assume decay of the eigenvalues. This leads to a more difficult analysis in our setting as one has to take bias due to discarding eigenvalues into account.
We investigate a modified version of one popular method from molecular dynamics for the estimation of P , where the number of eigenpairs kept is chosen in a data driven way. Considering a Galerkin-type estimator [13, 35, 36] we use techniques from low rank matrix estimation [6, 18, 21] . Particularly we show that hard thresholding eigenvalues yields minimax optimal L 2 -rates
over the class of reversible Markov chains with exponentially decaying eigenvalues. This improves the dependence on the dimension d from 2d to almost d compared to the case without eigenvalue decay. Moreover, our analysis reveals that our algorithm keeps at most C log(n) d 2 eigenpairs of the estimated transition operator, thus justifying the commonly used approach to discard most of them. Simulations complement our theoretical results and show the improved performance when thresholding eigenvalues. 
Main results

Basic Notation
Let
we denote the space of square integrable functions (with respect to λ) on T d equipped with euclidean inner product ·, · and corresponding L 2 norm · L 2 . We also denote the euclidean inner product for any finite dimensional vector space by ·, · and the corresponding norm by · 2 . For any probability measure µ on T d if µ has a density with respect to the Lebesgue measure, we denote it in slight abuse of notation by µ, too. Moreover, when considering functions in
, we use the canonical scalar product and denote it by ·, · µ with corresponding norm · L 2 (µ) . · L ∞ denotes the L ∞ -norm. · F and · F,µ denote the Hilbert-Schmidt (Frobenius) norms of operators on L 2 and L 2 (µ), respectively, while · ∞ and · ∞,µ denote the spectral norm for the λ and µ scalar products, respectively. For s ∈ N we define the Sobolev space of smoothness s as
For s / ∈ N, H s is defined through interpolation or equivalently through Fourier methods (see Chapter I.9 in [26] or Section 7 in [2]). For s > 0 we will also use the Hölder-spaces C s equipped with Hölder-norm · C s . We also employ the same notation for vector fields f = (f 1 , . . . , f d ). For example f ∈ C s means that
When (X i ) i∈N0 is a Markov chain with invariant measure µ and transition density p(x, y) we denote by V f the µ-variance x f (x)− y f (y) µ (y) dy 2 µ (x) dx.
) and V f for the variance of f (X 0 , X 1 ).
Assumptions on the model
We assume that we observe a Markov chain (X i ) 0≤i≤n with state space T d and we introduce a set of Markov chains denoted by M(s) = M(s, C µ , c µ , C 1 , C 2 , . . . , C 6 ) fulfilling the following assumptions:
A1: (X i ) i∈N0 is irreducible, aperiodic and has invariant reversible measure µ which has a density which we will also denote by µ A2: The invariant measure µ is bounded away from 0 and ∞, i.e. for constants
and that the pairs of norms · L 2 and · L 2 (µ) , · F and · F,µ , and · ∞ and · ∞,µ , respectively, are equivalent. We assume that X 0 ∼ µ. Recall, that the transition operator P is defined on L 2 (µ) by
We assume that P is an integral operator with kernel p(x, y), the transition density. We make the following assumption on p:
A4: C 2 > p(x, y) > 0 for all x, y ∈ T d and for a constant C 2 > 1 .
This implies that the transition probabilites are in L 2 , and that therefore the transition operator is a Hilbert-Schmidt operator. As the chain is reversible, P is self-adjoint for the µ-scalar product, and thus P has a functional eigendecomposition: there exists an orthonormal basis (e k ) k∈N of L 2 (µ) and a non-negative decreasing sequence (λ k ) k∈N such that,
Having obtained the representation (1) it is thus natural to formulate the remaining assumptions on the eigenvalues and eigenfunctions. We assume that P has an approximately low rank structure with exponential decay of the eigenvalues and that the eigenfunctions obey a certain degree of smoothness.
A5:
The k-th eigenvalue (counting multiplicity) is bounded by
for positive constants C 3 and C 4 . A6: The spectral gap γ := 1 − λ 1 is bounded away from zero by some constant C 5 > 0.
A7:
The eigenfunctions (e k ) fulfill e k H s < ∞ for the same s ≥ d as in A3 and k λ 2 k e k 2 H s ≤ C 6 for some constant C 6 > 0. When considering the class M(s) = M(s, C µ , c µ , C 1 , . . . , C 6 ) we will surpress the dependence on all parameters except s, since they, treating them as constants, do not change the minimax rate as long M(s) has non-empty interior. We will also write that p ∈ M(s) or P ∈ M(s) if it is the transition density or the transition operator of a Markov chain in M(s), respectively.
Periodised diffusion processes (which have also been considered in [1, 28, 39] ) fulfill these assumptions under mild conditions on σ and b detailed in the Lemma below. The proof follows after an application of Weyl's law for operators with non-smooth coefficients due to [15] and p.d.e. theory for elliptic operators from [28] .
C s−1 and b C s−1 are bounded by a constant C > 0 for some s ≥ 2, then p ∈ M(s).
Construction of the estimator
Here we describe how to obtain estimators for p and P given observations (X i ) 0≤i≤n , using a Galerkin approach. This method has also been employed for estimating the drift and volatility functions in a scalar diffusion model in the seminal paper by Gobet et. al. [13] and the first part of our construction is closely related. Instead of estimating p in the functional space, the Galerkin approach estimates the action of P on a suitable approximation space and one obtains a plug-in estimators for p and P . Lemma 2.2. For any non-negative integral operator P whose kernel p satisfies assumption A4 and for any orthonormal basis
In particular this defines an isometry between P and p.
Working with P instead of p is advantageous because we can fully use its lowrank nature. We construct our estimator as a modified version of the estimator described by Gobet et. al. [13] : Let Ψ jk , j ∈ N ∪ {−1}, k ∈ Z d be a tensorized and sufficiently smooth (with regularity greater than s) periodic wavelet basis of T d . For convenience, we denote this basis {Ψ λ } where λ = (j, k 1 , . . . , k d ) is a multi index. We define V J as the linear span of wavelets up to resolution level J,
and denote by V J the corresponding space of wavelet coefficients. The dimension of V J is bounded by C2
Jd . One can find the construction of such a wavelet basis for instance in chapters 4.3.4 and 4.3.6 in [12] . C s ≤ C for some constants c, C > 0. As in [13] , we will use bold letters for the coefficient expansions in the wavelet basis (Ψ λ ) of functions and operators in and on L 2 . These denote vector and matrix like elements. The corresponding functions and operators -which do not depend on the basis -are in italic. In the case of vectors or matrix elements whose coefficients are only defined for |λ| ≤ J, such asR J , we will sometimes consider them as elements in the whole sequence space. This is done through setting the undefined coefficients to 0. Let now J be a resolution level which we will choose later. Following [13] we construct a first estimatorR J with coefficients :
The ergodic theorem implies that each of these coefficients converges almost surely to its expectation,
We thus also introduce R J which is defined as the expectation ofR J , i.e.
we can define R, the limit of R J (with respect to the HilbertSchmidt norm). Note that R is defined through the L 2 (µ)-inner product and therefore
We need to match the scalar products to estimate P . Let G be the Gram operator with corresponding sequence representation
If we estimate G −1 we are thus able to estimate P. Following [13] , we define
This estimator has merits discussed in [13] :
JRJ is self adjoint for theĜ Jscalar product, and has eigenvalue at most 1. From here on, our approach differs from that in [13] . In their setting, recovering the first non-trivial eigenpair is sufficient, as the drift and volatility functions are identified in terms of this eigenpair and the invariant measure. Since our objective is to estimate p and P we have to consider all eigenpairs instead. By assumption A5 P is approximately low rank and hence R J , the matrix of projected coefficients of GP , is an approximately low rank matrix. For this reason we use the general scheme for estimating low rank matrices brought forward by [21] and threshold the eigenvalues ofR J . This yields which eigenpairs should be discarded in a data driven way. SinceR J is symmetric, it has an eigendecomposition
whereλ k denote the k-th eigenvalue ofR J andê k the corresponding eigenvector. We define the spectral hard threshold estimator at level α,R J =R J (α) as,
Finally, we define the estimator for the action of P on V J as
We have the relation
and hence we estimate P byP which we define as
This also yields an estimator for p by plug-in, given bỹ
We finally choose for a constant C > 0 and for · denoting the ceiling function,
to obtain the theoretical results in Theorem 2.3 in the next section.
Remark 2 ( From P to P τ ). Practioneers are often interested in obtaining estimates for the transition operator,
and its transition density p τ , τ > 1, for example for simulating or visualizing the Markov chain at a coarser timescale. Given the estimatorP in (3) one can obtain an estimator for p τ as follows: if τ ∈ N and τ ≤ c log(n) one can use the plug-in estimator (P) τ and the induced estimator for p τ in (5) to obtain similar theoretical results as in our main result, Theorem 2.3 (up to logarithmic factors). If τ > C log(n) it suffices to estimate the invariant density µ as in this case all eigenvalues except the first one are of smaller order than 1/n. Remark 3 (Spectral hard thresholding vs. matrix lasso). To prove that the spectral hard thresholding estimator (2) obtains the desired convergence rates we show that it is close to the matrix lasso. The latter can be shown to attain the optimal rates by applying general theory from [21] and [27] . However, we propose to use the spectral hard thresholding estimator (2) where practical as it performed better in our simulations and is closer to the approach used in practice where no shrinkage is applied to the kept eigenpairs. In situations where n (and thus 2 Jd ) is extremely large it might not be feasible to compute the eigendecomposition ofR J in (2) anymore. The matrix lasso can still be used as it can be computed more efficiently using stochastic gradient descent techniques.
Remark 4 (Adaptivity). The correct choice of J depends on the smoothness parameter s. In practice s is unknown, but one can use for instance Lepski's method to adapt to s. The proof that this works is a straightforward adaptation of results of [8] .
Convergence rates -minimax upper and lower bounds
We now give our main theoretical result for the estimatorp of the transition density p constructed in (5) . The upper bounds attained in L 2 -loss for estimating p match the lower bounds and are therefore minimax optimal, showing that the logarithmic factors are inherent in the information-geometric structure of the problem. Heuristically this can be explained by the need to estimate approximately log(n) d decay where the L 2 minimax rates are n − s 2s+2d (e.g. [9, 24] ) one sees that the effect of the dimension on the rate improves, up to the logarithmic factor, from 2d to d. Theorem 2.3. Suppose that we observe (X i ) 0≤i≤n drawn from a stationary Markov Chain with p ∈ M(s) for some s ≥ d. Then, for the estimatorp defined in (5) and a constant C > 0 we have, for n large enough, with probability at
Moreover, the following minimax lower bound holds: for constants c, p 0 > 0,
The proof of the upper bounds forp in (7) is based on an application of concentration inequalities for Markov chains from [32] , combined with an -net argument to obtain tight bounds for the spectral norm rate ofR J and an application of the general theory for penalized matrix lasso type estimators [21] . The lower bound (8) requires different arguments compared to the case without decay. There an application of Assouad's Lemma and flipping coefficients suffices [9] . Instead, here we adapt an idea from [22] to our nonparametric setting by using projection matrices to infuse the low rank structure of P .
Remark 5 (Rates for P and its eigenpairs). Our bounds for p−p L 2 imply, by isometry, lower and upper bounds of the same order for P −P F . The eigenpairs of P can be determined by considering the estimator (3) and computing its eigenpairs with respect to theĜ J -scalar product. Using our bounds on the spectral norm, pertubation theory for eigenvectors [20] and removing the logfactor in the choice of the resolution level in (6) , one can show that this procedure estimates the k-th eigenpair with accuracy n
Remark 6 (Eigenvalue decay). Assuming that log(λ k ) ≤ −ck 2 d is natural as this is motivated through Weyl's law [15] . However, in principle one can consider different scenarios of eigenvalue decay and with a different choice of the resolution level in (6) the estimatorp is still minimax optimal. For example if one assumes log(λ k ) ≤ −ck β one obtains nearly the same rate as in (7) with d/2 substituted by 1/β in the logarithmic factor. When polynomial decay, λ k ≤ ck −β , is assumed one obtains for β ≥ Additionally the proof of Theorem 2.3 reveals that the rank ofP in (3) is bounded by approximately log(n) d 2 , implying the same low rank structure for P . This justifies the approach of practioneers such as [7, 10, 19, 36] to dismiss most eigenpairs in their analysis.
Lemma 2.4. Under the conditions of Theorem 2.3, we have for the estimator P given in (4), for some constant C > 0, that, on the same event of probability
on which (7) holds,
Numerical Experiments
In this section we illustrate our theoretical findings with simulated data from two diffusion processes. We consider one-dimensional, real valued OrnsteinUhlenbeck and Cox-Ingersoll-Ross (CIR) processes. Our theoretical findings are constrained to Markov chains with compact state space and thus, strictly speaking, do not apply for those. However, due to their drift pushing both of these processes close to the origin, all of our simulated observations where in fact bounded by 1.5 and 2.5 for the Ornstein-Uhlenbeck and CIR processes respectively, effectively confining them to a compact set. Therefore we believe that the use of our methodology is justified here. The Ornstein-Uhlenbeck process is given by
and the CIR process by,
In each case we generated observations at discrete time steps X 0 , X 1 , . . . , X n . For the Ornstein-Uhlenbeck process we simulated X 0 , X 1 , . . . , X n exactly whereas we used the Euler-Maruyama scheme with step size 0.005 to generate the CIR process. The transition density of the Ornstein-Uhlenbeck process is the density of a Gaussian random variable and given by,
whereas for the CIR process the transition density is the density of a non-central χ 2 -distribution and can be expressed as, 
For the Ornstein-Uhlenbeck process we choose c = 0 and b = 2 and for the CIR-process c = b = 2.
In the plots one can see that spectral hard thresholding eigenvalues reduces the noise level and smoothes the estimated transition density. This allows to use a larger resolution level than would be optimal for the non-thresholded estimator and thus to estimate finer details of the transition densities. 
Proofs
Throughout the results and proofs, the constants involved will be denoted by C and c; we will not always keep track of them and they may change from equation to equation. However one can check that they can be bounded by functions of constants defining the model in A1-A7. (7) and Lemma 2.4
Upper bounds, proof of
Variance bounds forR J in spectral norm
Here we prove the following lemma, giving a spectral norm bound forR J − R J . 
imsart-generic ver. 2014/10/16 file: Galerkin_estimator_fin2.tex date: August 30, 2018 Proof. Generalizing formula (24) in Lemma 19 in [29] by using the Markov chain concentration inequalities from [32] we obtain the following Lemma. The proof can be found in the Appendix.
Lemma 3.2. Assume n > 2 C5 and 2 3Jd ≤ cn for a constant c > 0. Then for another constant C > 0 and ∀u ∈ V J ,
where f (x) := x + 1 + √ x + 1.
We now use an -net argument to obtain a bound on the spectral norm. Arguing as in [6] we have, since V J has dimension C2 Jd , that there exists a 
Thus, by Lemma 3.2 and a union bound we obtain,
Applying this with x = 1 + C ln (9) finishes the proof.
Variance bounds forP J in Frobenius norm
Since the matrix we are estimating is nearly low-rank, we apply an eigenvalue thresholding method to construct a good estimator in Frobenius norm. As an intermediate step we consider the matrix lassǒ
where S denotes the set of all symmetric R dim(V J )×dim(V J ) -matrices, · 1 denotes the Schatten-1-norm, α = C 2 Jd n for some large enough constant C > 0, and where the second equality follows by the same argument as (3.2) on p. 2312 in [21] . Then, arguing exactly as in Theorem 1 in [27] we obtain that whenever
We next find an adequate S in (14) to establish good bounds. For any rank r approximation P r of P , R r,J := π λ J GP r π λ J is also a low rank approximation of R J and fulfills R r,J − R J F ≤ C P r − P F . We now introduce a sequence of approximations of P :
This provides a sequence of approximations R r,J of R J satisfying
We recall that by assumption A5 λ k ≤ C 3 exp −C 4 k 2/d . Denote by · the ceiling function and set r = C log
+ 2 for C > 0 large enough. With this choice we obtain that
If d ≥ 3, we use integration by parts
and it remains to bound F d for d = 2 and d = 1. For y ≥ 1 we have that F 1 (y) ≤ F 2 (y) = exp(−y 2 /2) and therefore we obtain overall that
Since rank(R r,J ) = r, (14) implies therefore that, with probability at least 1 − 4e
We now prove that the hard thresholded estimatorR J achieves the same rate by showing that it is close to the soft thresholded estimatorŘ J . We first decomposê R J into the sum of a perturbation and a low rank matrix:
The sum of the last two terms is in spectral norm bounded by C 3 exp −C 4 r 2/d + α/2 on the event of interest. Picking r = C log(1/α) d/2 for some large enough C, we deduce that the perturbation has spectral norm at most α and by Lidski's inequality we have for any k > r, that the eigenvalues ofR J are smaller than 0 + α. Therefore we obtain, sinceŘ J andR J have the same rank, that
We conclude that at most C log (n) d/2 eigenvalues are different, each by at most α and thus we obtain
Correction of the scalar product
For consistent estimation of P we need to correct the limit R of matrices R J for the influence of the invariant measure. Even though it is impossible to construct a good low rank, symmetric approximation of the Gram matrix G in spectral norm, this does not matter and estimating G J , the Gram matrix restricted to the space V J , is sufficient. Arguing as in Lemma 3.1, the estimatorĜ J satisfies, with probability at least 1 − 4e
The fact that the invariant density is bounded away from 0 implies that inf u =1 G J u ≥ c, which proves that G J has a bounded inverse. On the event Ĝ J − G J ∞ ≤ c/2 , we have by Lidski's inequality that
Therefore, for any u ∈ V J we have that
We bound both terms separatly, starting with the first one. As the transpose of an operator A is the operator A T such that, ∀u, v, A T u, v = u, Av , transposition depends on the scalar product used. For any Hilbert-Schmidt operator A, we denote A T,µ the transpose for the µ scalar product, and A T the transpose for the λ scalar product. These are linked by
Using this, denoting by Id the identity operator, we bound
Jackson's inequality and the fact that for s > d/2 H s is a Banach algebra implies:
Therefore we obtain
We deal with the second term in a similar way :
Both P − π µ J P F and P − P π λ J F are thus bounded by C2 −Js , finishing the proof.
Rates of convergence forP
The new estimator of P, corrected for the proper scalar product, isP =Ĝ −1 JRJ . Combining (16) with (18) we have that, for n large enough, with probability at
arguing again as in the proof of (18) Thus, combining (21) and the bias bound in Lemma 3.3 together with the optimal resolution level from (6) we obtain that with probability at least 1 −
The identification between P and P is isometric, and therefore, this proves the rates for estimation of P . By Lemma 2.2 the correspondence between P and p is also isometric, and thus the estimatorp achieves the same L 2 -rates as in (22) on the same high probability event. This ends the proof of (7) in Theorem 2.3. Moreover, on that high probability event, rank P ≤ C log (n) d 2 . This is a direct consequence of the low rank ofR J on the event of high probability considered here, established in (17) . This proves Lemma 2.4.
Lower bounds, proof of (8)
In this section, we prove the minimax lower bounds showing that the rates attained by our estimator are optimal.
We first construct a sufficiently rich sub-set M ⊂ M(s) of transition densities. Let π 0 be the λ-orthogonal projector onto constants. Let (Ψ λ ) λ be a s-regular orthonormal periodic wavelet family with at least one vanishing moment and compactly supported. Let (R J ) be for each J a maximal subset of wavelets of resolution J such that two different wavelets in R J have disjoint support. We have that |R J | ≥ c2
Jd . Let W J = span (Ψ ∈ R J ). Let G k,J denote the set of all k-dimensional subspaces of W J . For every element S ∈ G k,J , we denote π S the orthogonal projector from L 2 to S, and define P S = π 0 + ηε n π S , with ε n = (log n)
and for η > 0 a constant. The following lemma shows that these P S are contained in M(s) for an appropriate choice of k and J:
Then for any choice of constants defining M(s) such that M(s) = ∅, we can choose positive constants c ε , c k and c J , such that for n large enough ∀S ∈ G k,J P S is contained in M(s).
Proof. We carefully check that A1-A7 are fulfilled. We first check A1-A4 together. Let b = (f i ) 1≤i≤k be an orthonormal basis of S. Complete it into b = (f i ) 1≤i≤|R J | an orthonormal basis of W J and let f i,λ = f i , Ψ λ be the change of coordinate matrix between (Ψ λ ) λ∈R J and b. Then
Note that this formula implies that λ is the invariant measure and thus A1−A3 once we have proved that p S defines a probability density. Since the Ψ λ have disjoint support,
Since s ≥ d 2 Jd ε n goes to 0 as n grows, implying that for any c > 0, for n large enough, 0 < 1 − c ≤ p S (x, y) ≤ 1 + c. Moreover, p integrates to 1 and hence p is indeed a probability density and A1-A4 follow. Moreover, by definiton of P S the first eigenvalue is 1, the next k eigenvalues are ηε n and the remaining eigenvalues are zero. With our choices of k and ε n we thus obtain A5. Likewise A6 is fulfilled as the spectral gap is precisely 1 − ηε n which can be made arbitary close to one. Finally, by the relation
Js f i L 2 which holds for arbitrary f i ∈ W J (see equation 4 .166 and following in chapter 4.3.6 in [12] ) we obtain that
for n large enough and thus A7 holds.
We now choose a maximal subset M of G k,J such that for any two projections in M , denoted by S 1 and S 2 we have that,
for a constant c 0 > 0. By proposition 8 in [31] we have for some universal constants c, C > 0 that,
We finally add the element p 0 = 1 to M .
We now apply Theorem 2.5 in [38] and check that its conditions are fulfilled for our choices of k and ε n . For p S ∈ M denote by P n S the probability measure for the markov chain (X 0 , . . . , X n ) with transition density p S and invariant measure 1. We first show that we can control the Kullback-Leibler divergence K(P n S , P n 0 ) defined for two probability measures P and Q with densities dP and dQ respectively as,
dQ(x) dP(x) P is absolutely continous with respect to Q ∞ else by the squared L 2 -norm of p S − p 0
Indeed,
Further evaluating the last equation we find,
We can decompose p S = 1 + ε n H b . Then, since log (1 + ε n H b ) ≤ ε n H b , we have that
Thus, ordering the elements p S ∈ M from 0 to |M | with p 0 = 1 and denoting by P n i the respective probability measure for the chain (X 0 , . . . , X n ), we obtain that
The bound (24) on |M | and our choices of k and J described in Lemma 3.4 then imply
by choosing η small enough. Thus, using also (23) , all conditions of Theorem 2.5. in [38] are met and we obtain (8) . Moreover, the same lower bound holds for P .
Appendix
Proof of Lemma 2.1
The condition σ −2 b = ∇B for some B ∈ C 2 implies, by Theorem 4.2 in [17] , that the chain X t is reversible with invariant measure satisfying µ ∝ e B . This identity and the bounds on the C s−1 norms of b and σ −2 imply µ ∈ H s and that c ≤ µ ≤ C for constants c, C > 0. Moreover, irreducibility and aperiodicity follow by the upper and lower bounds on p below and thus A1−A3 are fulfilled. Assumption A4 follows by estimates for the heat kernel, see e.g. Theorem 1.1 in [30] and by noting that x =x+Z d Ce −c x −y 2 2 is summable for every x, y ∈ T d . Also note that these estimates yield p(x, y) > c > 0 uniformly for x, y ∈ T d . Assumption A5 is implied by Weyl's law for elliptic operators with non-smooth coefficients on closed manifolds, Theorem 3.1. in [15] . Particularly, A5 follows by inverting formula (3.4) in [15] applied to the infinitesimal generator L,
(with m = 1 there) and by noting that the eigenvalues of P are the exponentiated eigenvalues of L. A6 follows from arguing as [1] in the proof of Theorem 6, using exercise 7 on p. 493 in [4] instead of the cited Lemma 2.3 there and the lower bound on p from above.
We now show that assumption A7 is fulfilled. Adapting Lemma 11 in [28] to our situation with non-constant but scalar σ is straightforward and we obtain that there exists a C = C( σ
where L −1 (f ) denotes the solution u to the inhomogenous p.d.e. Lu = f . Since e k , 1 µ = 0 for k > 0 we can use this repeatedly for the eigenfunctions e k which fulfill L −1 e k = log(λ k )e k . This implies that
where the last inequality follows by using Weyl's law again (Theorem 3.1 in [15] ). Therefore we obtain that,
and A7 follows.
Proof of Lemma 2.2
We split this proof in two parts: we first show the mapping is an isometry from Hilbert-Schmidt operators to its image endowed with the L 2 × L 2 -norm, and then prove that its sends the transition operators into their respective transition probabilities.
Lemma 4.1. The following function
is an isometry from the space of Hilbert-Schmidt operators on L 2 endowed with the Hilbert-Schmidt norm to a subset of L 2 × L 2 .
Proof. We first assume that a finite number of A λ,λ are non-zero; this ensures that we work with proper functions and justifies exchanging summation and integration. The general case follows using a density argument. For A with a finite number of non-zero coefficients we have that,
Lemma 4.2. The function
sends a transition operator P into its transition density p.
Proof. We show that P T , the transition operator for the kernel T (P ), equals P . We have for any f, g ∈ L 2 that
As δ x P = p (x, ·), P defines the kernel p, concluding the proof.
Proof of Lemma 3.2
We first extend Theorem 12 from [29] to our situation by using the results of [32] .
Lemma 4.3. Let (X i ) be a Markov Chain on a state space A with reversible measure µ, transition probabilities p and spectral gap γ. Let µ 2 be the measure defined by µ 2 (d (x 1 , x 2 )) = µ (dx 1 ) p (x 1 , dx 2 ) and F be a set of L 2 (µ 2 ) functions on A × A, such that F is a subset of a linear space of dimension D, and such
. Then :
Proof. By Lemmas 4.4, 4.5, 4.6 and 4.7 we may apply Theorem 10 from [32] to functions of the bivariate chain (X i , X i+1 ) i∈N0 . Particularly the invariant measure of this chain is dµ 2 = µ(dx)p(x, dy) and its pseudo spectral gap γ ps can, by Lemma 4.7, be bounded away from 0 by γ 2 , where γ is the spectral gap of the chain (X i ) i∈N0 . The rest of the proof follows as the proof of Theorem 12 in [29] .
The rest of the proof is now similar to the proof of Lemma 19 in [29] . We use the identity
and introduce the following set of functions
to rewrite the previous equation in the form:
We upper bound both
and
We now apply Lemma 4.3, with 
C2
Jd . Using also the assumption 2 3Jd ≤ cn this yields
Moreover, the same result holds forĜ J . Indeed, define:
Then it holds that,
As before we obtain that, g v 2
Jd/2 and the rest of the proof follows as above.
Other proofs
4.4.1. On the bivariate chain (X i , X i+1 )
Here we prove that the pseudo-spectral gap of the bivariate chain (X i , X i+1 ) is bounded away from zero and that the other assumptions required for Theorem 3.10 in [32] are met. Then the chain (X i , X i+1 ) is µ 2 -irreducible: For any a in A 2 := A × A, for any C ⊂ A 2 such that µ 2 (C) > 0, ∃n such that P ((X n , X n+1 ) ∈ A | (X 0 , X 1 ) = a) > 0.
Proof. Let C be a set such that µ 2 (C) > 0 and denote T η the set of x such that:
For some η > 0 we have µ (T η ) > 0 (otherwise by Fubini, µ 2 (C) ≤ η for all η > 0, which contradicts µ 2 (C) > 0). Then, starting with any a = (x 0 , x 1 ), the original chain being µ-irreducible, there exists a n such that P (X n ∈ T η | X 1 = x 1 ) = ε > 0. Therefore P ((X n , X n+1 ) ∈ C | X 1 = x 1 ) ≥ ηε > 0 which implies Lemma 4.5. Let (X i ) i∈N be a Markov chain defined on T d . Suppose that it has invariant measure µ with invariant density µ and transition densities p(x, y) > 0 ∀ x, y ∈ T d . Define the measure µ 2 on T d 2 as the measure with density µ(x)p(x, y). Then the Markov chain (X i , X i+1 ) i∈N0 is µ 2 -aperiodic.
Proof. First note that since µ 2 is absolutely continous with respect to the Lebesgue measure on T d , µ 2 -aperiodicity is implied by λ-aperiodicity. Suppose now that the chain (X i , X i+1 ) i∈N is T -periodic with respect to λ. Then there exists a set A ⊂ T p (x 1 , y 2 ) × · · · × p (y T , y T +1 ) 1 ((y T , y T +1 ) ∈ A) dy 2 · · · dy T +1 = 1 This is a contradiction since y T ,y T +1 1 ((y T , y T +1 ) ∈ A c ) dy T dy T +1 > 0 and p (y k , y k+1 ) > 0.
Lemma 4.6. The measure µ 2 on A 2 with density µ 2 (x, y) = µ(x)p(x, y) is the invariant measure for (X i , X i+1 ) i∈N0 if µ is the invariant density for the original Markov Chain (X i ) and p its transition density.
Proof. Denote by p 2 the transition probability for the chain (X i , X i+1 ). Then we have that, Remark 7. The chain (X i , X i+1 ) i∈N0 is a priori not reversible even if the original chain (X i ) i∈N0 is reversible.
Lemma 4.7. Using the conditions and notations of Lemma 4.4, let P 2 be the transition operator of the Markov Chain (X i , X i+1 ). The pseudo-spectral gap γ ps (P 2 ) = max k∈N γ((P * ) k P k ) k is at least γ/2 where γ denotes the spectral gap of the chain X i .
Proof. For the bivariate chain (X 2i , X 2i+1 ) we denote by P 2,2 its transition operator. Note that the invariant measure of this chain is µ 2 . Lemma 24 in [29] states that if ∀f satisfying E [f ] = 0 we have P f L 2 ≤ ρ f L 2 then the same result holds replacing P by P 2,2 on functions of two variables, the first seen as X 1 , the second as X 2 . Now, note that: This proves, since the largest second term in the eigenvalues of P
