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Abstract
The goal of this paper is twofold. First we prove a rigidity estimate, which generalises the
theorem on geometric rigidity of Friesecke, James and Mu¨ller to 1-forms with non-vanishing
exterior derivative.
Second we use this estimate to prove a kind of spontaneous breaking of rotational symme-
try for some models of crystals, which allow almost all kinds of defects, including unbounded
defects as well as edge, screw and mixed dislocations, i.e. defects with Burgers vectors.
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1 Introduction
Condensed matters in solid state usually have the structure of a crystal: The molecules are
arranged in some regular pattern. Real crystals are in fact not perfectly regular, but form a
perturbation of the pattern. They also have defects. One can describe a crystal using the
fundamental approach of statistical mechanics. Some probability distributions determine the
location of the molecules. Their local interaction should specify the distribution. One wants
to extract the global behaviour of the crystal from these local interactions. This is not well
understood in a mathematically rigorous sense yet.
One question to tackle is whether the crystal globally preserves or breaks symmetries of the
local interactions. Richthammer showed that the translational symmetry is preserved in a quite
general two-dimensional setting, see [R-07]. But in the case of rotational symmetry one expects
a different outcome: rotational symmetry should be broken. Merkl and Rolles showed this for
a toy model of a crystal without defects in [MR-09]. This was extended by Heydenreich, Merkl
and Rolles in [HMR-14] to a model which allows simple defects.
In the present work, it is shown that the rotational symmetry is broken (in a weaker form)
for a class of models where almost all kinds of defects are allowed. Let us describe this class
informally. A model consists of a tessellation, some local Hamiltonians, a measure for the surface
of the defects and some parameters. The crystal shall have a favourite structure, which depends
on the considered matter and is described by the tessellation. Thus the molecules form locally a
perturbation of the tessellation. A local perturbation costs some energy, which is described by the
local Hamiltonians. As already mentioned, the crystal may have various defects. In particular,
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there may be edge, screw and mixed dislocations, i.e. defects with Burgers vectors, as well as
large unbounded defects. We only require that the size of a defect is larger than an arbitrary
small, but fixed number. A defect is punished proportional to the size of its surface. This can
be interpreted as a surface tension. Moreover, there is a chemical potential which favours a large
number of molecules.
Let us be a bit more precise. The crystal lives in a d-dimensional box (d ≥ 2) of size N (with
periodic boundary), and the centre of the molecules are given by a random set P of points in
the box. A point configuration P determines a set T of tiles, which are locally a perturbation of
the tessellation. Furthermore, it determines the quantity S measuring the surface of the defects.
The local Hamiltonian Hloc() gives the energy costs of the perturbed tile  in any way which
fulfil a reasonable inequality. Then the global Hamiltonian is defined by
Hσ,m,N (P) :=
∑
∈T
Hloc() + σS −m|P|
with σ > 0 and m ∈ R. The three addends describe the local perturbation, the surface energy
and a chemical potential. Using a Possion Point Process µ in the box as reference measure, the
probability measure Pβ,σ,m,N is given by
dPβ,σ,m,N :=
1
Zβ,σ,m,N
e−βHβ,σ,m,N dµ
with inverse temperature β > 0 and partition sum Zβ,σ,m,N . Then we show (Theorem 3.1) that
there exists σ0(N,m)  N2 +m such that for all m ≥ m0
lim
β→∞
lim sup
N→∞
sup
σ≥σ0(N,m)
Eβ,σ,m,N
[
inf
R∈SO(d)
1
|T |
∑
∈T
‖V −R‖2L2()
]
= 0 ,
where V : ∪T → Rd×d measures point-wise the deformation (rotation and scaling) of the crystal.
Thus the crystal is globally close to a constant rotation R ∈ SO(d), i.e. there is a long-range
order in the crystal. But if the local Hamiltonians and the surface measure are chosen rotational
invariant, which is possible and reasonable, the global Hamiltonian is rotational symmetric.
Therefore the rotational symmetry is broken.
In order to prove this result, we follow the approach of Heydenreich, Merkl and Rolles. Their
main ingredient is the theorem on geometric rigidity of Friesecke, James and Mu¨ller [FJM-02,
Theorem 3.1]. We first prove a more general rigidity estimate described below and apply it to
prove the result stated above, using a more or less similar technique as Heydenreich, Merkl and
Rolles.
The main constraint of our theorem is that the limit is not uniform in the box size: σ0
depends on N . But with the chosen method this is the best possible result, since one constant
in the rigidity estimate is not scale-invariant. In order to get results uniform in the size of the
box, one might have to use much more involved approaches like renormalisation.
The already mentioned rigidity estimate is the other goal of this article. Results on geometric
rigidity go back to a theorem of Liouville. It states that if the derivative of a smooth function
v : Rd ⊇ M → Rd is point-wise a rotation, then the function is globally a rigid motion, i.e. its
derivative is everywhere the same rotation. A major step further was the now classical rigidity
estimate of Friesecke, James and Mu¨ller [FJM-02, Theorem 3.1]. They bounded the L2-distance
of the derivative from a constant rotation by a constant times the L2-distance from the whole
rotation group SO(d). This was further generalised by Mu¨ller, Scardia and Zeppieri to fields
with non-zero curl, at least in dimension d = 2, see [MSZ-13, Theorem 3.3].
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Here we consider matrix-valued functions V : M → Rd×d on an open, connected and bounded
set M ⊂ Rd with smooth boundary in dimension d ≥ 2. We also identify such a function line by
line with a vector of 1-forms. We show (Theorem 2.1) that the L2-distance of V from a single
constant rotation R ∈ SO(d) is bounded by the sum of a constant times the L2-distance of V
from the rotation group SO(d) and another constant times the Lp-norm (with p ≥ 2d/(2 + d))
of the (component-wise) exterior derivative dV of V . We also determine the scaling of the
constants (Lemma 2.4). Note that one of them is not scale-invariant. If V = dv for some
function v : M → Rd (which implies dV = 0), this estimate reduces to [FJM-02, Theorem 3.1].
It is also an extension of [MSZ-13, Theorem 3.3], which handles the case d = 2 and p = 1.
This rigidity estimate is the content of Chapter 2. In Chapter 3 we state the considered
class of crystal models accurately and prove the result on the spontaneous breaking of the ro-
tational symmetry. Finally we give two examples of concrete models. First we consider the
two-dimensional triangular lattice. This yields a model analogous to the model considered in
[HMR-14]. Then we draw our attention to a crystal whose favourite structure is the d-dimensional
cubic lattice.
2 A Rigidity Estimate
2.1 Statement of the Rigidity Estimate
Let d ≥ 2. We work with functions mapping to Rd×d defined on an open, connected and
bounded set M ⊂ Rd with smooth boundary. We identify such a matrix-valued function V =
(Vij)1≤i,j≤d line by line with a vector V = (Vi)1≤i≤d of 1-forms Vi =
∑d
j=1 Vijdxj . Then the
exterior derivative dV = (dVi)1≤i≤d is a vector of 2-forms with components dVi =
∑
k<l(∂kVil −
∂lVik)dxk ∧ dxl if the derivatives exist. For p ≥ 1, its p-norm is defined by
‖dVi‖pLp(M) :=
∑
k<l
∥∥∂kVil − ∂lVik∥∥pLp(M) and ‖dV ‖pLp(M) := d∑
i=1
‖dVi‖pLp(M) .
We say that V ∈ L2(M,Rd×d) satisfies dV ∈ Lp(M) for some p ≥ 1 if there exist smooth
functions V n ∈ L2(M,Rd×d), n ∈ N, such that V n → V in L2 as n → ∞ and such that
(dV n)n∈N is a Cauchy sequence in Lp. In that case we define dV := Lp- limn→∞ dV n. This limit
is well-defined by the following remark.
Remark. For k ∈ N0, let L2Ωk(M) denote the space of k-forms on M whose coefficients are in
L2(M). Other spaces of k-forms are defined analogously. Let ν ∈ L2Ω1(M) be a 1-form. Then a
2-form ω is the exterior derivative of ν in the weak sense, i.e. dν = ω, if 〈ν, δχ〉 = 〈ω, χ〉 holds for
all 2-forms χ ∈ C∞c Ω2(M), where the codifferential δ is the adjoint operator to d. Therefore the
weak exterior derivative is unique. In particular, if there are smooth 1-forms νn ∈ C∞Ω1(M)
such that νn → ν in L2 and dνn → ψ in Lp for a 2-form ψ ∈ LpΩ2(M), then ψ = ω = dν. Thus
the limit is well-defined.
Note that we did not require that the weak exterior derivative ω of ν is in Lp, but we imposed
the possibly stronger condition that we can approximate ν with smooth 1-forms whose exterior
derivatives converge in Lp. It is not relevant for our purposes whether these two conditions are
equivalent.
Now we can state the rigidity estimate of this paper.
Theorem 2.1. Let d ≥ 2 and M ⊂ Rd be open, connected and bounded with smooth boundary.
Let further p ≥ 2d/(2 + d). Then there exist constants C1 = C1(M) and C2 = C2(M,p) such
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that for all V ∈ L2(M,Rd×d) with dV ∈ Lp(M) there exists a rotation R ∈ SO(d) with
‖V −R‖L2(M) ≤ C1‖ dist(V,SO(d))‖L2(M) + C2‖dV ‖Lp(M) .
Theorem 2.1 also holds if M is a finite box with periodic boundary conditions:
Corollary 2.2. Let [M ] be a d-dimensional torus with d ≥ 2. Let further p ≥ 2d/(2 + d). Then
there exist constants C1 = C1([M ]) and C2 = C2([M ], p) such that for all V ∈ L2([M ],Rd×d)
with dV ∈ Lp([M ]) there exists a rotation R ∈ SO(d) with
‖V −R‖L2([M ]) ≤ C1‖ dist(V,SO(d))‖L2([M ]) + C2‖dV ‖Lp([M ]) .
Remark 2.3. The formulation of Theorem 2.1 is not the most general one. It should also hold
if M is an open, connected and bounded set with a more general boundary. In the proof, we
will apply Lemma 3.2.1 in the book [S-95] of Schwarz. He considers manifolds with smooth
boundary. Though not formally stated, his results also hold if the boundary is only piecewise
smooth. In [MMM-08] Mitrea, Mitrea and Monniaux considered similar problems as in [S-95],
but for domains with Lipschitz boundary. Unfortunately they do not state the exact lemma we
need. Since a smooth boundary is sufficient for our purposes, we stick to that case, where the
needed lemma is explicitly stated in the literature.
It is also possible to generalise Theorem 2.1 in another direction. If M is a flat manifold,
which means that all transition maps are just translations, then it makes sense to speak about
global rotations. Theorem 2.1 immediately generalises to compact connected flat manifolds using
a straightforward generalisation of Lemma 2.7 to such manifolds.
We also determine the scaling of the constants in the theorem and in the corollary above.
Lemma 2.4. Assume that Theorem 2.1 holds on M ⊆ Rd, d ≥ 2, for some p ≥ 1 with constants
C1(M) and C2(M,p). Let η > 0. Then Theorem 2.1 holds on ηM for p with constants
C1(ηM) = C1(M) and C2(ηM, p) = η
d
2− dp+1 C2(M,p) .
The same statement is true if M ≡ [M ] is a torus as in Corollary 2.2.
Therefore C1 is scale invariant, but C2 is not (except if p = 2d/(2 +d)). These scaling properties
will become relevant in Section 3.
Remark 2.5. The assumption p ≥ 2d/(2 +d) is best possible. Indeed, if we had p < 2d/(2 +d),
then dp− 2d+ 2p < 0, which is equivalent to d2 − dp + 1 < 0. Thus, by Lemma 2.4, the constant
C2(ηM, p) would tend to zero as η →∞. But the latter is impossible.
Indeed, consider some smooth V : Rd → Rd×d such that first V (x) ∈ SO(d) for all x ∈ Rd,
second V (x) = R0 for all x ∈ Rd with |x| ≥ 1 (for some fixed R0 ∈ SO(d)) and third V being not
constant on B1(0). Then ‖dV ‖Lp(B1(0)) > 0 by Liouville’s Theorem. Let M = B1(0) and let η be
large. Then infR∈SO(d) ‖V −R‖L2(ηM) ≥ c for some constant c > 0 since its argmin converges to
R0. Moreover, dV (x) = 0 for |x| > 1, which implies that ‖dV ‖Lp(ηM) = ‖dV ‖Lp(B1(0)) ∈ (0,∞)
is constant (for η > 1). Theorem 2.1 states that 0 < c/‖dV ‖Lp(B1(0)) ≤ C2(ηM, p). Therefore
C2(ηM, p)→ 0 as η →∞ is indeed impossible.
2.2 Proof of the Rigidity Estimate
Let A ⊆ Rd such that B ⊆ A ⊆ B for an open set B ⊆ Rd (where B denotes the closure of B).
Let further n ∈ N, k ∈ N0 and p ≥ 1. Then W k,p(A,Rn) denotes the Sobolev space of functions
f : A→ Rn such that all partial derivatives up to order k exist in the weak sense and have finite
p-norm. In particular, W 0,2(A,Rn) = L2(A,Rn).
For the proof of the rigidity estimate, we use a covering argument. Therefore we need
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Lemma 2.6. Let A1, A2 ⊆ Rd such that Bj ⊆ Aj ⊆ Bj for an open set Bj ⊆ Rd, j ∈ {1, 2},
and λ(A1 ∩ A2) > 0 and λ(A2) < ∞, where λ denotes the Lebesgue-measure. Assume that, for
j ∈ {1, 2}, there exists a constant cj > 0 such that for all V ∈W 1,2(Aj ,Rd×d) with dV = 0 there
exists a rotation Rj ∈ SO(d) with
‖V −Rj‖L2(Aj) ≤ cj‖ dist(V,SO(d))‖L2(Aj) .
Then there exists a constant C > 0 such that for all V ∈ W 1,2(A1 ∪ A2,Rd×d) with dV = 0
there exists a rotation R ∈ SO(d) with
‖V −R‖L2(A1∪A2) ≤ C‖ dist(V,SO(d))‖L2(A1∪A2) .
Proof. We set
C =
√( 4λ(A2)
λ(A1 ∩A2) + 2
)(
c21 + c
2
2
)
< ∞ .
Let V ∈ W 1,2(A1 ∪ A2,Rd×d) with dV = 0 and let R1 and R2 be rotations associated to the
restriction of V to A1 and A2, respectively. In the following calculation, we first use that R1−R2
is constant. Then we apply the inequality (a + b)2 ≤ 2(a2 + b2) and the fact that the L2-norm
on increasing sets increases. Finally we plug in the assumptions. This yields
‖R2 −R1‖2L2(A2) = λ(A2)|R2 −R1|2 =
λ(A2)
λ(A1 ∩A2)‖R2 −R1‖
2
L2(A1∩A2)
≤ λ(A2)
λ(A1 ∩A2) · 2
(‖R2 − V ‖2L2(A1∩A2) + ‖V −R1‖2L2(A1∩A2))
≤ 2λ(A2)
λ(A1 ∩A2)
(‖R2 − V ‖2L2(A2) + ‖V −R1‖2L2(A1))
≤ 2λ(A2)
λ(A1 ∩A2)
(
c22‖ dist(V,SO(d))‖2L2(A2) + c21‖ dist(V,SO(d))‖2L2(A1)
)
≤ 2λ(A2)
λ(A1 ∩A2)
(
c21 + c
2
2
)‖ dist(V,SO(d))‖2L2(A1∪A2) .
We set R = R1 and estimate using again elementary inequalities, the assumptions and finally
the just obtained estimate of ‖R2 −R1‖L2(A2)
‖V −R1‖2L2(A1∪A2) ≤ ‖V −R1‖2L2(A1) + ‖V −R1‖2L2(A2)
≤ ‖V −R1‖2L2(A1) + 2
(‖V −R2‖2L2(A2) + ‖R2 −R1‖2L2(A2))
≤ c21‖ dist(V,SO(d))‖2L2(A1) + 2c22‖ dist(V,SO(d))‖2L2(A2)
+ 2‖R2 −R1‖2L2(A2)
≤ 2(c21 + c22)‖ dist(V,SO(d))‖2L2(A1∪A2) + 2‖R2 −R1‖2L2(A2)
≤
( 4λ(A2)
λ(A1 ∩A2) + 2
)(
c21 + c
2
2
)‖ dist(V,SO(d))‖2L2(A1∪A2) ,
which proves the lemma.
The case dV = 0 of Theorem 2.1 is preponed into the following lemma. It looks almost like
the rigidity estimate of Friesecke et al., but it handles closed 1-forms. In contrast, [FJM-02,
Theorem 3.1] considers only exact 1-forms.
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Lemma 2.7. Let d ≥ 2 and M ⊂ Rd be open, connected and bounded with Lipschitz boundary.
Then there exists a constant C(M) such that for all V ∈W 1,2(M,Rd×d) with dV = 0 there exists
a rotation R ∈ SO(d) with
‖V −R‖L2(M) ≤ C(M)‖ dist(V,SO(d))‖L2(M) .
Proof. We show this lemma by a covering argument. For x ∈ M , let Ax ⊆ M be a contractible
open neighbourhood of x in M . Since M is compact, there exists a finite subcover of (Ax)x∈M of
M . Since M is connected, we can arrange the subcover A1, . . . , AK such that Ak ∩
⋃k−1
l=1 Al 6= ∅
for all k ∈ {2, . . . ,K}. These sets have positive Lebesgue measure. Moreover, for each k ∈
{1, . . . ,K}, there is an open set Bk such that Bk ⊆ Ak ⊆ Bk. Let Ck = C(Bk) be the constant
in the rigidity estimate [FJM-02, Theorem 3.1] of Friesecke, James and Mu¨ller associated to Bk.
Note that it does not matter whether we use Ak or Bk in their rigidity estimate.
Let V ∈ W 1,2(M,Rd×d) with dV = 0. Let k ∈ {1, . . . ,K}. Since Ak is contractible, there
exist vk ∈W 2,2(Ak,Rd) with V = Dvk on Ak. Of course, the functions vk need not fit together
to a global function v. Nevertheless, for each k ∈ {1, . . . ,K}, there exists a rotation Rk ∈ SO(d)
such that
‖Dvk −Rk‖L2(Ak) ≤ Ck‖ dist(Dvk,SO(d))‖L2(Ak) .
Using Lemma 2.6, we show by induction on k, that there exist constants C˜k (independent of
V ) and rotations R˜k such that
‖V − R˜k‖L2(⋃kl=1 Al) ≤ C˜k‖dist(V,SO(d))‖L2(⋃kl=1 Al)
for all k ∈ {1, . . . ,K}, which implies the theorem since ⋃Kl=1Al = M .
Now we are ready to prove the main rigidity estimate.
Proof of Theorem 2.1. The case d = 2 and p = 1 is already covered by Mu¨ller et. al. in [MSZ-13,
Theorem 3.3]. Therefore we may assume p > 1.
First we prove the theorem for V ∈ W 1,p(M,Rd×d). We claim that this implies V ∈
L2(M,Rd×d). Indeed, M is bounded, and if 2d/(2 + d) ≤ p ≤ 2 then 1 ≤ p ≤ 2 ≤ dp/(d − 1p).
Therefore Sobolev’s Lemma (see [S-95, Theorem 1.3.3(b)], for instance) states that
‖V ‖L2(M) = ‖V ‖W 0,2(M) ≤ C3‖V ‖W 1,p(M) (1)
for some constant C3 = C3(M,p) > 0.
Let i ∈ {1, . . . , d}. Considering the ith line Vi as a 1-form, we look for 1-forms Wi which
solve of the equation
dWi = dVi
Obviously, Wi = Vi is a solution. Moreover, dVi ∈ W 0,pΩ2(M), which is the space of 2-forms
with coefficients in W 0,p(M). According to Lemma 3.2.1 of [S-95] we choose a solution Wi ∈
W 1,pΩ1(M) such that
‖Wi‖W 1,pΩ1(M) ≤ C4‖dVi‖W 0,pΩ2(M) (2)
for some constant C4 = C4(M,p) > 0. Note that [S-95, Lemma 3.2.1] requires p > 1. Therefore
this was assumed in the beginning of the proof. Since this lemma is stated for compact ∂-
manifolds1, we worked on M . Note that M is a compact ∂-manifold since M is open and
bounded with smooth boundary.
1A ∂-manifold is a complete manifold with boundary equipped with an oriented smooth atlas, see [S-95,
Definition 1.1.2]
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Now we define Ui := Vi − Wi. Then dUi = dVi − dWi = 0. We set W = (Wi)1≤i≤d,
U = (Ui)1≤i≤d. By Lemma 2.7, there exist a constant C1, only depending on M , and a rotation
R ∈ SO(d) such that
‖U −R‖L2(M) ≤ C1‖dist(U,SO(d))‖L2(M) .
Using the triangle inequality twice and in between the assertion just above, we estimate
‖V −R‖L2(M) = ‖W + U −R‖L2(M)
≤ ‖U −R‖L2(M) + ‖W‖L2(M)
≤ C1‖ dist(U,SO(d))‖L2(M) + ‖W‖L2(M)
= C1‖ dist(V −W, SO(d))‖L2(M) + ‖W‖L2(M)
≤ C1‖ dist(V,SO(d))‖L2(M) + (C1 + 1)‖W‖L2(M)
Combining estimate (1) for W , i.e. Sobolev’s Lemma, and estimate (2) yields
‖W‖L2(M) ≤ C3‖W‖W 1,p(M) ≤ C3C4‖dV ‖W 0,p(M) = C3C4‖dV ‖Lp(M) .
By setting C2 = (C1 + 1)C3C4, we arrive at
‖V −R‖L2(M) ≤ C1‖ dist(V,SO(d))‖L2(M) + C2‖dV ‖Lp(M) .
which proves the theorem in the case V ∈W 1,p(M,Rd×d).
For general V ∈ L2(M,Rd×d) with dV ∈ Lp(M), we use a sequence V m ∈ C∞(M,Rd×d),
m ∈ N, which converges point-wise almost everywhere and with ‖V − V m‖L2(M) → 0 and
‖dV − dV m‖Lp(M) → 0 as m → ∞. Then also ‖ dist(V,SO(d)) − dist(V m,SO(d))‖L2(M) → 0
and the theorem follows.
Proof of Corollary 2.2. Let v1, . . . , vd ∈ Rd be vectors such that [M ] = Rd
/{z1v1 + . . . + zdvd |
z1, . . . , zd ∈ Z} and define M := {λ1v1 + · · · + λdvd | λ1, . . . , λd ∈ [0, 1)}. We choose a ball
B ⊆ Rd such that B ⊇ M . Moreover, let M˜ be the union of n translated copies of M such
that M˜ ⊇ B (with some suitable n ∈ N). We identify any function on [M ] with the function
on M evaluated at the corresponding representatives and extend it periodically to M˜ . Applying
Theorem 2.1 to the ball B yields
‖V −R‖L2([M ]) ≤ ‖V −R‖L2(B)
≤ C1(B)‖ dist(V,SO(d))‖L2(B) + C2(B, p)‖dV ‖Lp(B)
≤ C1(B)‖ dist(V,SO(d))‖L2(M˜) + C2(B, p)‖dV ‖Lp(M˜)
=
√
nC1(B)‖ dist(V,SO(d))‖L2([M ]) + p
√
nC2(B, p)‖dV ‖Lp([M ]) ,
where we used M ⊆ B ⊆ M˜ and the facts that all functions are periodically extended to M˜ and
that M˜ consists of n copies of M . Therefore the corollary follows with C1([M ]) =
√
nC1(B) and
C2([M ], p) = p
√
nC2(B, p).
Finally we proof the behaviour of the constants under scaling.
Proof of Lemma 2.4. Let M˜ := ηM be the scaled domain. Let V˜ ∈ L2(M˜,Rd×d) with dV˜ ∈
Lp(M˜). We define V ∈ L2(M,Rd×d) by V (x) := V˜ (ηx), x ∈M .
A change of variables yields∫
M
|V (x)−R|2 dx =
∫
M
|V˜ (ηx)−R|2 dx = η−d
∫
M˜
|V˜ (y)−R|2 dy
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and therefore
‖V −R‖L2(M) = η− d2 ‖V˜ −R‖L2(M˜) .
Analogously,
‖ dist(V,SO(d))‖L2(M) = η− d2 ‖dist(V˜ , SO(d))‖L2(M˜) .
Moreover, dV (x) = η dV˜ (ηx) and thus∫
M
|dV (x)|p dx =
∫
M
ηp |dV˜ (ηx)|p dx = ηp−d
∫
M˜
|dV˜ (y)|p dy ,
which implies dV ∈ Lp(M) and
‖dV ‖Lp(M) = η1−
d
p ‖dV˜ ‖
Lp(M˜)
.
Using Theorem 2.1 on M , we conclude
‖V˜ −R‖
L2(M˜)
= η
d
2 ‖V −R‖L2(M)
≤ η d2C1(M)‖ dist(V,SO(d))‖L2(M) + η d2C2(M,p)‖dV ‖Lp(M)
= C1(M)‖ dist(V˜ , SO(d))‖L2(M˜) + C2(M,p)η
d
2 +1− dp ‖dV˜ ‖
Lp(M˜)
.
Since V˜ was arbitrary, we can choose C1(ηM) = C1(M) and C2(ηM, p) = η
d
2− dp+1C2(M,p), as
desired. The proof for the torus is analogous.
3 Spontaneous Rotational Symmetry Breaking
Let us start with an informal description of the crystal. The crystal is given by random points
in a box ΛN , which are the centres of the molecules. Thus there is no reference lattice. We
assume that the crystal has a favourite structure which should be interpreted as a property of
the considered material. This structure is given by a fixed tessellation of Rd. The random points
P determine a set T of tiles such that each tile in T is an enlarged ε-perturbation of a standard
tile and such that T locally looks like the given tessellation. The perturbed tiles need not cover
the whole box ΛN . The remaining “holes” are the defects. Almost all defects are feasible. We
only require that each defect has a minimum size, i.e. the boundary of a defect does not come
closer than 3ρ to itself (for some fixed ρ ∈ (0, 1)). But the defects may be arbitrarily large and
may also have Burgers vectors. Thus there may exist edge, screw and also mixed dislocations.
We assume that the crystal is connected and sufficiently large, i.e. its size is comparable to the
size of the box.
The distribution of the points is given in the Gibbsian setting using a Poisson Point Process
as reference measure. The Hamiltonian consists of three parts. The first part is given by some
local Hamiltonians which measures the energy costs due to local deformations of the crystal.
These local Hamiltonians are part of the model and shall fulfil a reasonable inequality. They can
be given by a pair-potential using adjacent points, for instance (cf. Section 3.4). The second part
can be interpreted as a surface energy. It punishes defects proportional to their surface. The
last part of the Hamiltonian can be thought as a chemical potential; increasing it favours more
points. Then we show that, in an appropriate limit, the local deformation of the crystal is close
to a constant rotation.
The organisation of this chapter is as follows. In Section 3.1 we define the model in detail.
After an overview we describe first the tessellation and then the crystal. Thereafter, we define
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the local deformation of the crystal as well as the Hamiltonian and the corresponding probability
measure. Then we state the main theorem in Section 3.2, which will be proved in Section 3.3.
The structure of the proof is explained in the beginning of that section. Finally, we give two
examples of concrete models in Section 3.4.
3.1 Definition of the Model
First we outline the components of our model.
1. A periodic locally finite tessellation of Rd, whose tiles are closed polytopes (maybe of
different types).
2. A parameter ε > 0, which measures the size of the allowed deformation of the crystal.
3. A parameter ρ ∈ (0, ρmax), which is a lower bound of the size of a defect.
4. A constant c0 > 0, which is a relative lower bound on the number of the tiles of the crystal.
5. Some local Hamiltonians, which measure the local deformation of a tile, and constants
c1 > 0, c
R
2 ∈ R satisfying a certain inequality (cf. (5) below).
6. A function S, which measures the surface of the defects, and a constant c3 > 0 satisfying
a certain condition (cf. (6) below).
In the following subsections, we describe the model accurately.
3.1.1 The Underlying Tessellation
We choose a tessellation M of the space Rd, d ≥ 2, with the following properties. Each tile
 ∈ M is a closed polytope. There are finitely many different types i ∈ I of tiles. If two tiles
have the same type, then their geometric shape and size as well as the types and the placement
of their neighbouring tiles are identical. We allow different tile types since they naturally arise
if one considers a densest sphere packing in dimension d ≥ 3, for instance. The tessellation shall
be locally finite and B0-periodic for a finite box B0 which is the image of the cube [0, 1]
d under
some linear map L. Thus the vectors Lej , j = 1, . . . , d, span the box B0 (where ej denotes the
jth unit vector).
Throughout we fix some ε > 0, ρ ∈ (0, ρmax) and c0 > 0, where ρmax := 1 ∧min{dist(, ˜) |
, ˜ ∈M, ∩ ˜ = ∅}/3.
For each i ∈ I, we choose a fixed tile of type i in B0, which we denote by i. Denoting its
corners by s1, . . . , sni , we define the set
Nε(i) :=
{
 = hull{x1, . . . , xni} | xl ∈ Rd s.th. |xl − sl| ≤ ε, 1 ≤ l ≤ ni, ∧λ() ≥ λ(i)
}
of all enlarged perturbed tiles. Moreover, we define the “special Euclidean group” SEε(i) of
Nε(i) by
SEε(i) :=
{
a+R · | a ∈ Rd, R ∈ SO(d),  ∈ Nε(i)
}
.
In the following, a “standard” tile (as in M) is denoted by , while a perturbed tile is denoted
by . Moreover, if T is a set of tiles, we define ∪T := {x ∈ Rd | ∃ ∈ T : x ∈ }.
3.1.2 The Crystal
Let N ∈ N. Let the torus
ΛN := Rd
/{
N(z1Le1 + . . .+ zdLed) | z1, . . . , zd ∈ Z
}
be the “universe” of the crystal, with periodic boundary conditions. Moreover, let Ω˜,F , µ be a
suitable probability space and for ω ∈ Ω˜ let
P = P(ω) = {X1, . . . , X|P|} ⊂ ΛN
9
Figure 1: A random point configuration (with periodic boundary condition)
be Poissonian points, which shall model the centres of the molecules of the crystal; this means
that X1, X2, . . . is a sequence of iid random variables which are uniformly distributed on ΛN and
independent of |P|, and µ(|P| = k) = e−λ(ΛN )λ(ΛN )k/k!, k ∈ N0. Note that we suppress the
N -dependency of Ω˜ and P (and of Ω and T defined later) to simplify the notation as N is clear
from the context.
The molecules of the crystal shall compose a perturbation of the tessellation which may
have all kinds of defects. We will define the set T = T (ω) of perturbed tiles. The following
construction is a bit complicated, but has the advantage that an upcoming condition is quite
simple; the condition ensures that a point configuration is admitted. First we define a set Tˆpsbl
which contains all possibly perturbed tiles whose corners are taken from the point configuration.
Here we do not impose any condition on the relative locations of the perturbed tiles to each
other. But we do impose such conditions in the next step, in which we define when a subset
T˜ ⊆ Tˆpsbl is called a locally M-like set of tiles: locally, the relative locations of the tiles must
be such as in M. Finally we define a particular locally M-like set of tiles T , which is the set
containing all perturbed tiles of the crystal. It is a maximal locallyM-like set of tiles under the
conditions that it is connected and that the tiles are not too close to each other (at the boundary
of the defects).
Before stating the precise definitions, we give an example. The underlying tessellation is
just the two-dimensional triangular lattice. We start with a random point configuration (with
periodic boundary condition) which is illustrated in Figure 1. Then the set Tˆpsbl of all possibly
perturbed tiles contains all triangles (3 points connected by lines) in Figure 2, regardless whether
they are white or grey shaded. Note that there is a quadrilateral just right to the upper right
grey shaded area. It is not included in Tˆpsbl as it is not a triangle. Similarly, the big 13-gon
is not included, but the triangle inside is. In the grey shaded regions, Tˆpsbl does not look like
the triangular lattice since the triangles do overlap or there is an interior vertex with five or
seven adjacent triangles. Therefore, we have to omit some triangles in the grey shaded regions in
order to get a locally M-like set of tiles. Finally, the crystal T is drawn in Figure 3. It contains
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Figure 2: The set Tˆpsbl of perturbed triangles which does not look like M in the grey shaded
regions
Figure 3: The crystal T with defects grey shaded and the surface points ∂P in dark grey
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all white triangles. The grey shaded regions (including the grey triangle) are the defects of the
crystal. The triangle formed by the three points inside the huge defect is not included since the
crystal must be connected. Furthermore, Tˆpsbl contains two triangles using the point inside the
upper right defect. But they are not included in T since otherwise some triangles would be too
close to each other.
Now we state the precise definitions. Let
Tˆpsbl :=
{
 = hull{Xj1 , . . . , Xjk} | {j1, . . . , jk} ⊂ {1, . . . , |P|}, ∃ i ∈ I :  ∈ SEε(i)
}
be the set of all possibly perturbed tiles. Any subset T˜ ⊂ Tˆpsbl is called a locally M-like set
of tiles, if for j = 1, . . . , jT˜ (with some jT˜ ∈ N), there are are sets T˜j ⊂ Tˆpsbl, Mj ⊂ M and
continuous bijective maps
vj : ∪T˜j → ∪Mj
mapping each tile  ∈ SEε(i) to a tile a+i ∈Mj (with some a˜ ∈ Rd) such that
T˜ =
jT˜⋃
j=1
T˜j
and the sets T˜j do overlap, i.e. all intersections ∪T˜j ∩ ∪T˜j′ consist only of whole tiles if they are
not empty. Thus T˜ is a locally M-like set of tiles if it looks locally like M. Now we define
T = T (ω) to be a largest subset of Tˆpsbl such that
(i) T is a locally M-like set of tiles,
(ii) ∪T is connected,
(iii) if  ∩ ˜ = ∅ then even dist(, ˜) > 3ρ holds for all , ˜ ∈ T and
(iv) for all  ∈ T , all faces F of  and for all ˜ ∈ T with F * ˜ there exists a point x ∈ F
such that dist(x, ˜) > 3ρ.
Here “a largest subset” is understood as a subset whose cardinality (number of tiles) is maximal
under all subsets with these properties. In fact, there need not exist a unique largest subset. In
that case, we choose one of them according to some fixed rule.
A tile  ∈ T inherits its type from the corresponding tile inM using the bijections introduced
above. We denote it by ı().
Furthermore, we define the set of surface points of P as follows:
∂P := {x ∈ P | x ∈ ∂∪T or x /∈ V(T )} , (3)
where ∂∪T denotes the topological boundary of the set ∪T and V(T ) is the set of points of P,
which are vertices of any tile  ∈ T . In the example above, the surface points are drawn in
grey in Figure 3. Note that there are surface points which are not vertices of any tile. We will
call such surface points also exterior points (though they can also lie inside the crystal, as one
of them does in the example). Such points are possible, but will be unlikely.
We need only one condition on the set P. We namely require that the crystal has a minimum
size. Thereto we define the space of admitted configuration to be
Ω := {ω ∈ Ω˜ | |T | ≥ c0Nd} .
Then Ω 6= ∅ for large enough N (even for all N ∈ N if c0 ≤ 1) as restricting M to ΛN yields
an allowed point configuration. Thereto we had to choose ρ < ρmax ≤ min{dist(, ˜) | , ˜ ∈
M, ∩ ˜ = ∅}/3. Otherwise even the points of M would not compose a huge crystal.
Note that we do not require a minimal distance between two points and that there may exist
points inside a tile which do not belong to the tile. But all such points are included in the
surface points ∂P, which consists not only of the surface vertices of T , but also of the points not
belonging to any tile.
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3.1.3 The Local Deformation of the Crystal
Now we define a random function V = V (ω) ∈ L2(∪T ,Rd×d) which measures the local defor-
mation (rotation and scaling) of the crystal. Thereto, for i ∈ I, we partition the tile i into
simplices i,1, . . . ,i,Ji . For any  ∈ SEε(i) we define the bijective map
v : → i (4)
such that its restriction to v−1 [i,j ] is affine linear for each j ∈ {1, . . . , Ji}. Using these maps,
we define
V : ∪T → Rd×d, x 7→ ∇v(x) if x ∈  .
Note that the Jacobi matrix ∇v is not well-defined on the boundary of the pre-image of a
simplex; but since these boundaries have zero Lebesgue measure, this is irrelevant. Then V is a
piecewise constant function on ∪T . Though it is locally defined as a derivative, it is, in general,
globally not a derivative, since there may be defects with Burgers vectors.
3.1.4 The Hamiltonian
We assume that some local Hamiltonians
Hiloc : Nε(i)→ R , i ∈ I ,
are given which are continuous and fulfil
∃ c1 > 0 ∃ cR2 ∈ R ∀ i ∈ I ∀ ∈ Nε(i) :
Hiloc()−Hiloc(i) ≥ c1‖ dist(∇v,SO(d))‖2L2() + cR2
(
λ()− λ(i)) . (5)
A tile  ∈ T satisfies  ∈ SEε(ı()). Therefore  = a+R · ˜ for some a ∈ Rd, R ∈ SO(d) and
˜ ∈ Nε(ı()) . If several choices of a, R and ˜ are possible, we choose one of them according
to some fixed rule. We extend Hiloc, i ∈ I, to T by setting H ı()loc () := H ı()loc (˜).
Let further a quantity S : Ω → R be given which measures the number of surface points of
the crystal in the following sense:
∃ c3 > 0 ∀N ∈ N ∀ω ∈ Ω : c3|∂P| ≤ S and ∂P = ∅ ⇒ S = 0 . (6)
Now we define the Hamiltonian
Hσ,m,N (ω) :=
∑
∈T
H ı()loc () + σS −m|P| (7)
for σ > 0, m ∈ R and N ∈ N. The first addend measures the local energy of the crystal caused by
the perturbation ofM. The term σS represents the surface energy. Finally, m can be interpreted
as a chemical potential. Using this Hamiltonian we define for β > 0, σ > 0, m ∈ R and N ∈ N
the partition sum
Zβ,σ,m,N :=
∫
Ω
e−βHσ,m,N dµ (8)
and the probability measure Pβ,σ,m,N via
dPβ,σ,m,N
dµ
:=
1
Zβ,σ,m,N
e−βHσ,m,N . (9)
Let Eβ,σ,m,N denote the expectation with respect to Pβ,σ,m,N .
Note that Pβ,σ,m,N is well-defined as Zβ,σ,m,N ∈ (0,∞), at least for large enough N . Indeed,
the lower bound on Hσ,m,N provided by Lemma 3.8 below implies Zβ,σ,m,N <∞ (cf. the remark
after that lemma). Furthermore, Lemma 3.11 below implies Zβ,σ,m,N > 0 for large enough N .
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3.2 The Main Result
Now we are ready to state the main result.
Theorem 3.1. There exist m0 ∈ R and constants c4, c5 > 0 and cR6 ∈ R depending only on the
model, but not on m, σ, β or N , such that the rotational symmetry of the crystal is broken in
the following sense:
∀m ≥ m0 : lim
β→∞
lim sup
N→∞
sup
σ≥σ0(N,m)
Eβ,σ,m,N
[
inf
R∈SO(d)
1
|T |
∑
∈T
‖V −R‖2L2()
]
= 0
where σ0(N,m) := c4N
2 + c5m+ c
R
6.
The main constraint of this theorem is that the estimate is not uniform in the size of the
box since σ0 depends on N . Thus it does not carry over to infinite-volume limits. The reason
for that N -dependency lies in the scaling behaviour of the constants in Theorem 2.1 as stated in
Lemma 2.4. It is not possible to get better results using the chosen method.
Another constraint is that we assumed or rather conditioned on the event that the size of the
crystal is comparable to the box size, i.e. |T | ≥ c0Nd. Whether this event has large probability
is a different topic and not discussed in this article. But one might expect that its probability
is large if the chemical potential m is large enough. Then more points are more likely and they
should form more tiles, since otherwise they are surface points which are punished with σ ≥ m.
Let us further remark, that the crystal consists only of enlarged perturbed tiles, i.e. the
Lebesgue measure of any perturbed tile must not be smaller than the Lebesgue measure of the
corresponding standard tile. Therefore, it is not possible to cover the whole box with more tiles
than the standard tessellation would need. This may be considered as a hard-core condition.
Furthermore, the whole perturbed tile must be ε-close to a standard tile. For instance, the
postulate that only the edge lengths are close to the corresponding standard edge lengths might
not be enough.
Moreover, we assume in the definition of T that each defect has a minimum size: non-adjacent
tiles must have distance larger than 3ρ. This condition is crucial to extend V into the defects.
We also assume by definition that the crystal is connected. This assumption is necessary. If
the crystal consists of two components, for example, there is no reason why one could use the
same rotation R for both components. Indeed, the second component could be a rotated copy
of the first one.
Finally, we equipped the box ΛN with periodic boundary conditions. This has in particu-
lar the advantage that configurations without defects have no boundary, which is a technical
relaxation, especially in Lemma 3.11. Otherwise, the periodic boundary is not essentially used.
Despite these constraints, especially the non-uniformity in N , Theorem 3.1 has the feature
that it handles almost all kinds of defects, including unbounded and dislocation defects. Up to
the author’s knowledge, it is the first result on spontaneous symmetry breaking allowing such
general defects.
3.3 Proof of the Main Result
Before we start the proof, we give an overview. Generally, we prove Theorem 3.1 using more or
less the same approach as Heydenreich, Merkl and Rolles used in [HMR-14]. But the implemen-
tation of that approach is different.
One main difference is that we work directly on the level of the derivatives: Indeed V is
matrix-valued and locally the derivative of a function v. But globally, V need not be any
14
derivative. Moreover, v is the inverse of the corresponding function in [HMR-14]. This is due
to the fact that there is no reference lattice.
First we extend the function V into the defects in Subsection 3.3.1. Thereto we use a tube-
neighbourhood of ∪T . This extension is different to the extension in [HMR-14] since we consider
different kinds of defects. In Subsection 3.3.2 we define the standard configuration and estimate
the cardinality of some subsets of P and T ; this section has no counterpart in [HMR-14]. Af-
terwards, in Subsection 3.3.3, we prove an estimate for the Hamiltonian, which is an analogue
to [HMR-14, Lemma 3.2]. Though its proof is different, it uses the same general idea, namely
to apply a rigidity estimate. In Subsection 3.3.4 a lower bound for the partition sum is proven,
which is used in Subsection 3.3.5 to receive an upper bound for the internal energy. The proofs
of these results, which are analogues to [HMR-14, Lemma 3.1] and [HMR-14, Lemma 3.3], re-
spectively, use ideas from their proofs. Finally, in Subsection 3.3.6, we prove a corollary which
states the main result in different forms and also implies Theorem 3.1.
In the following we need quite a lot different constants. Unless explicitly stated, they are
all uniform constants. Almost all of them depend on the model, i.e. on the tessellation, the
local Hamiltonians, the surface measure S or on the constants ε, ρ, c0, c1, c
R
2, c3. But they are
independent of m, σ, β, N and ω.
The constants in the lemmas and in the proofs are numbered separately. The constants in
the lemmas are needed globally. Though we need the constants in the proofs only locally, they
are numbered in ascending order to avoid confusion. Most of the constants are positive, but
some can be any real number. In that case the constant has a little R as superscript.
3.3.1 Extension into the Defects
First we want to extend the random function V = V (ω) ∈ L2(∪T ,Rd×d), which measures the
local deformation of the crystal, into the defects. We receive a random function also denoted by
V = V (ω) with V ∈ L2(ΛN ,Rd×d) and dV ∈ Lp(ΛN ), p ≥ 1. For a set A ⊆ ΛN , let Ac := ΛN \A
denote the complement of A in ΛN .
We define a ρ-tube-neighbourhood ∂0ρ∪T of ∪T using a homeomorphism
g = (g∂ , gt) : ∂
0ρ∪T → ∂∪T × [0, 1]
such that ∂0ρ∪T ⊆ (int∪T )c, g(x) = (x, 0) for all x ∈ ∂∪T and such that dgt exists and is
uniformly bounded. Though not formally required, one can imagine ∂0ρ∪T as the set of points
whose distance from ∪T is at most ρ. Then g is some parametrisation of this set. This is also
the reason for the notation. The proof of the existence of such a homeomorphism is given in
Lemma 3.2 below. The main ingredient is a vector field w defined on ∂∪T , which exists since
the distance of two disjoint tiles is greater than 3ρ by the definition of T .
This construction is schematically drawn in Figure 4. The crystal is the white area outside
and the defect consists of the hatched area and of the area with arrows. The latter one is the
ρ-tube-neighbourhood ∂0ρ∪T . We will extend the function V , which is already defined in the
white area, into the defects by setting it constant inside the hatched area and by interpolating
inside the area with arrows.
In order to extend V , we choose a rotation R˜ = R˜(ω) ∈ SO(d) uniformly at random, inde-
pendently of P. We could also use a fixed rotation; but if it is chosen uniformly at random, the
random variable V is rotational invariant. Moreover, let V˜ n : ∪T → Rd×d, n ∈ N, be smooth
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R˜V
Figure 4: A defect (with arrows or hatched) of the crystal (white, outside), the ρ-tube-neigh-
bourhood (with arrows) and the vector field w (the arrows)
functions which converge to V on ∪T . First we extend V˜ n to V n as follows:
V n(x) :=

V˜ n(x) if x ∈ ∪T
(1− gt(x))V˜ n(g∂(x)) + gt(x)R˜ if x ∈ ∂0ρ∪T
R˜ if x ∈ (∪T )c ∩ (∂0ρ∪T )c .
Finally, we define V as the L2-limit of V n. This limit exists and is independent of the choice of
the sequence V˜ n. Moreover, Lemma 3.3 below implies that dV ∈ Lp(ΛN ), p ≥ 1.
Now we prove the existence of the homeomorphism g.
Lemma 3.2. There exists a constant c7 > 0 such that for all N ∈ N and ω ∈ Ω, there exists a
Lipschitz-continuous homeomorphism
g = (g∂ , gt) : ∂
0ρ∪T → ∂∪T × [0, 1]
with Lipschitz-continuous inverse such that first ∂0ρ∪T ⊆ (int∪T )c, second g(x) = (x, 0) for all
x ∈ ∂∪T and finally dgt exists with |dgt| ≤ c7.
Proof. For any z ∈ Rd \ 0, we can decompose a vector w ∈ Rd into
w = w⊥z + w‖z
where w‖z is the orthogonal projection of w onto zR and w⊥z := w − w‖z. This decomposition
is linear in w.
In order to construct the homeomorphism, we will define a vector field w : ∂∪T → Rd. The
boundary of ∪T is Lipschitz as it consists of (d−1)-dimensional polytopes. Thus there exist open
sets Wj ⊂ Rd covering ∂∪T , open sets U˜j ⊂ Rd−1 and compatible Lipschitz continuous bijective
maps hj : (−2, 2)×U˜j →Wj mapping {0}×U˜j to ∂∪T , (−2, 0)×U˜j to int(∪T ) and (0, 2)×U˜j to
(∪T )c, j ∈ J . We can further assume that for all x, y ∈ ∂∪T with |x−y| ≤ 2ρ, there exists j ∈ J
with x, y ∈Wj , because |x− y| ≤ 2ρ implies that x and y belong to the same tile or to adjacent
tiles (the distance of non-adjacent tiles is greater than 3ρ by the definition of T ). Note that the
angles between two adjacent polytopes are uniformly bounded away from zero. Indeed, if the
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defect is locally due to a missing tile, this follows from the fact that all tiles are ε-perturbations
of the given tessellation; and if the defect is locally an inserted wedge, i.e. it comes locally from
a slit, then the angle of that wedge is bounded away from zero by condition (iv) in the definition
of T . Therefore the Lipschitz constants of (hj)j∈J can be uniformly bounded for all N ∈ N and
ω ∈ Ω.
We define the vector field w˜ : ∂∪T → Rd by pushing the field u(z) = (1, 0, . . . , 0), z ∈ {0}×U˜j
forward with hj , i.e. w˜(x) := hj [(1, 0, . . . , 0) + h
−1
j (x)] − x for suitable j, x ∈ ∂∪T . Then w˜ is
uniformly Lipschitz and |w˜| is uniformly bounded away from zero and infinity (in ω and x). Now
we scale w˜ to lower its Lipschitz constant and size. This yields a vector field w : ∂∪T → Rd such
that for all x, y ∈ ∂∪T :
(i) x+ tw(x) /∈ ∪T for all t ∈ (0, 1]
(ii) |w(x)− w(y)| ≤ c27|x− y|
(iii) c28 ≤ |w(x)| ≤ ρ
(iv) |w(y)⊥(y−x)| ≥ |w(y)|/c26 if 0 < |x− y| ≤ 2ρ.
for some universal constants c26, c27, c28 > 0 satisfying
(1 + c26)c27 < 1 and ρ+
√
2c27 < 1 . (10)
Condition (iv), which is scale-invariant, already holds for w˜: since |x− y| ≤ 2ρ implies x, y ∈ Uj
for some j, we can use u(h−1j (y)) = (1, 0, . . . , 0) ⊥ h−1j (x) − h−1j (y) and the Lipschitz property
of hj to derive (iv). Conditions (iii) and (ii) and Equation (10) are be fulfilled by scaling (c26
and ρ < ρmax ≤ 1 are already fixed). Condition (i) follows from (iii) since the distance between
two disjoint tiles is greater than 3ρ by the definition of T .
Using the vector field w, we define the function
f : ∂∪T × [0, 1] → ΛN
(x, t) 7→ x+ tw(x) ,
which will be the inverse of the homeomorphism g. It is Lipschitz-continuous since∣∣f(x, t)− f(y, s)∣∣ = ∣∣(x− y) + t(w(x)− w(y)) + (t− s)w(y)∣∣ ≤ (1 + c27)|x− y|+ ρ|t− s|
by properties (ii) and (iii) of w.
We will also derive a reverse Lipschitz condition to conclude that f is injective and its inverse
is also Lipschitz-continuous. Thereto let x, y ∈ ∂∪T and t, s ∈ [0, 1]. First we assume x 6= y. We
estimate using the triangle inequality and the Lipschitz continuity of w∣∣x− y + (t− s)w(y)∣∣ ≤ ∣∣x+ tw(x)− y − sw(y)∣∣+ t∣∣w(y)− w(x)∣∣
≤ ∣∣f(x, t)− f(y, s)∣∣+ c27|x− y| . (11)
Pythagoras’ Theorem yields that∣∣x− y + (t− s)w(y)∣∣2 = ∣∣x− y + (t− s)w(y)‖(x−y)∣∣2 + ∣∣(t− s)w(y)⊥(x−y)∣∣2
≥ ((1− ρ)|x− y|)2 + ∣∣(t− s)w(y)⊥(x−y)∣∣2 (12)
since |(t− s)w(y)‖(x−y)| ≤ |w(y)| ≤ ρ.
The inequality
√
2
√
a2 + b2 ≥ (a+ b) yields (12) without the squares, but with an additional√
2 on the left hand side. Combing this with (11) yields
√
2
∣∣f(x, t)− f(y, s)∣∣ ≥ (1− ρ)|x− y|+ ∣∣(t− s)w(y)⊥(x−y)∣∣−√2c27|x− y|
=
(
1− (ρ+
√
2c27)
)∣∣x− y∣∣+ ∣∣w(y)⊥(x−y)∣∣∣∣t− s∣∣ . (13)
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Note that ρ+
√
2c27 < 1 by (10).
Now if |x − y| ≤ 2ρ, then |w(y)⊥(x−y)| ≥ |w(y)|/c26 ≥ c28/c26. Otherwise |w(y)⊥(x−y)| ≥ 0
and 12 |x− y| ≥ ρ ≥ ρ|t− s|. Therefore, in both cases (13) implies∣∣f(x, t)− f(y, s)∣∣ ≥ c29(|x− y|+ |t− s|) (14)
for some constant c29 > 0. Now we consider the case x = y. Then∣∣f(x, t)− f(y, s)∣∣ = ∣∣x+ tw(x)− y − sw(y)∣∣ = |t− s||w(x)| ≥ c28|t− s|
by property (iii). Thus (14) also holds in that case.
Inequality (14) implies that f is indeed injective. Moreover, property (i) implies ∂0ρ∪T :=
im f ⊆ (int∪T )c. We define
g : ∂0ρ∪T → ∂∪T × [0, 1] , z 7→ f−1(z)
as the inverse of f . Then g(x) = (x, 0) for all x ∈ ∪T holds by definition. Furthermore, (14)
implies that g is Lipschitz continuous. Thus the existence of dgt as well as the bound |dgt| ≤ c7
for some c7 > 0 follow.
Finally in this section, we prove a bound of dist(V,SO(d)) and dV .
Lemma 3.3. There exists a constant c8 > 0 such that for all N ∈ N and ω ∈ Ω and λ-almost
all x ∈ ΛN
dist(V (x),SO(d))2 ≤ c8 and |dV (x)| ≤ c8 .
Proof. First we note that V and V n are uniformly bounded on ∪T and therefore also on ∂∪T
since any tile  ∈ T is, up to translation and rotation, ε-close to ı(). Moreover, R˜ is uniformly
bounded since SO(d) is compact. Thus V n and therefore V is uniformly bounded on the whole
ΛN , which implies the first inequality.
For the second inequality, we first note that since V ∪T is locally the derivative of a continuous
piecewise affine linear function, we could also choose V˜ n locally as a derivative. Therefore dV = 0
on ∪T . Moreover, dV = 0 on (∪T )c ∩ (∂0ρ∪T )c since R˜ is constant. Finally, we calculate for
x ∈ ∂0ρ∪T
dV n(x) = (1− gt(x))dV˜ n(g∂(x))− dgt(x) ∧ V˜ n(g∂(x)) + gt(x)dR˜+ dgt(x) ∧ R˜
= −dgt(x) ∧
(
V n(g∂(x))− R˜
)
since dV˜ n = 0 on ∪T since V˜ n is locally a derivative. Since |dgt| ≤ c7 by Lemma 3.2, since V n
and R˜ are uniformly bounded and since V n → V , the second inequality follows.
3.3.2 Cardinality of Subsets of P and T
In this section, we give some definitions and some lemmas, which estimate the cardinality of
several subsets of P and T .
First we define the standard configuration ϕ ∈ Ω with points Q and tiles U as a fixed element
of Ω such that the crystal is exactly the tessellation M. More precisely, using the notation
V(MΛN ) for the vertices of M inside ΛN , we require
Q := P(ϕ) = V(MΛN ) and thus U := T (ϕ) =MΛN .
The choice of ρ < ρmax ensures the last equation and ϕ ∈ Ω (if N is large enough, depending on
c0).
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Figure 5: The boundary tiles (light grey), the surface points (grey) and the exterior points (with
circle) of a crystal with defects (dark grey area)
We will need some subsets of T and P. We define the set of boundary tiles by
∂T := { ∈ T :  ∩ ∂∪T 6= ∅}
and for i ∈ I the set
T i := { ∈ T : ı() = i} ,
which consists of all tiles of type i (recall that ı() denotes the type of ). Obviously, U i denotes
the set of all tiles of type i in U , i ∈ I. Let us further recall that we already defined the surface
points ∂P in (3) as follows:
∂P := {x ∈ P | x ∈ ∂∪T or x /∈ V(T )} ,
where ∂∪T denotes the topological boundary and V(T ) is the set of points of P, which are
vertices of any tile  ∈ T . Furthermore, we need the notation
Pext := {x ∈ P | x /∈ V(T )}
for the exterior points. Note that the exterior points, which are not contained in any perturbed
tile of T , are contained in the set of surface points. Note further that the standard configuration
has empty boundary, i.e. ∂Q = ∅ and ∂U = ∅.
These sets are illustrated in Figure 5. It shows the example of a crystal used in Section 3.1.2.
The defects are shaded in dark grey. The boundary tiles are light grey shaded. All surface points
are drawn in grey. The five surface points which also are exterior points are marked with a circle.
Note that one of the exterior points is inside the crystal but is not a vertex of any tile.
Similarly to the tile types, we may also partition the vertices V(M) of M into types j ∈ J ,
depending on their adjacent tiles. The assignment of the types to the tiles and vertices shall in
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particular imply that, for all i, l ∈ I, j ∈ J the quantities
bi,l :=
∑
˜∈M
ı(˜)=l
1i∩˜6=∅ , eij :=
∑
x∈V(M)
(x)=j
1x∈i , fij :=
∑
∈M
ı()=i
1xj∈ (15)
are well-defined, finite and independent of the choice of i of type i and xj ∈ V(M) of type j,
respectively. These quantities are interpreted as follows: bi,l denotes the number of neighbouring
tiles of type l to a tile of type i, and eij denotes the number of adjacent vertices of type j to a
tile of type i, and finally fij denotes the number of adjacent tiles of type i to a vertex of type j.
In fact, we need the different vertex types only in this section; therefore the letter j may
denote various index variables later. But the letter i will only be used for a tile type.
The following lemma shows that the number of tiles of type i is bounded by the number of
such tiles in the standard configuration, up to an error in terms of the number of boundary tiles.
Lemma 3.4. There exists a constant c9 > 0 such that for all N ∈ N, ω ∈ Ω and i ∈ I the
following inequality holds:
|T i| ≤ |U i|+ c9 |∂T | .
Proof. First we show that there exist constants ci,l > 0, i, l ∈ I, and c9 > 0 such that for all
N ∈ N and ω ∈ Ω ∣∣ci,l|T l| − |T i|∣∣ ≤ c9 |∂T | . (16)
Let i, l ∈ I. We define the quantity
A :=
∑
∈T i
∑
˜∈T l
1∩˜ 6=∅ .
By the definition of bi,l in equation (15), it follows that, for all  ∈ T i,
0 ≤
∑
˜∈T l
1∩˜ 6=∅ ≤ bi,l and even
∑
˜∈T l
1∩˜6=∅ = bi,l if  ∈ T i \ ∂T .
Summing over all  ∈ T i yields
0 ≤ bi,l|T i| −A =
∑
∈T i
(
bi,l −
∑
˜∈T l
1∩˜6=∅
)
≤ bi,l|∂T ∩ T i| ≤ bi,l|∂T | .
Analogously, it follows that
−bl,i|∂T | ≤ A− bl,i|T l| ≤ 0 .
Adding these two inequalities, we get
−bl,i|∂T | ≤ bi,l|T i| − bl,i|T l| ≤ bi,l|∂T | (17)
Now we observe that either bi,l = 0 = bl,i or bi,l 6= 0 ∧ bl,i 6= 0 since bi,l counts the tiles of type l
adjacent to a tile of type i. In the latter case, we can define ci,l := bl,i/bi,l ∈ (0,∞) and receive∣∣|T i| − ci,l|T l|∣∣ ≤ max{1, ci,l} |∂T | (18)
by equation (17).
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In the general case, there is a sequence i = i0, i1, . . . , in = l with some n ≤ |I| such that
bik−1,ik 6= 0 for all k ∈ {1, . . . , n} since the tessellation M is connected. Therefore we can define
ci,l :=
∏n
k=1 cik−1,ik ∈ (0,∞). Using a telescope sum it follows that∣∣|T i| − ci,l|T l|∣∣ = ∣∣∣|T i| − n∏
k=1
cik−1,ik |T l|
∣∣∣ = ∣∣∣ n∑
j=1
( j−1∏
k=1
cik−1,ik |T ij−1 | −
j∏
k=1
cik−1,ik |T ij |
)∣∣∣
≤
n∑
j=1
j−1∏
k=1
cik−1,ik ·
∣∣∣|T ij−1 | − cij−1,ij |T ij |∣∣∣
(18)
≤
n∑
j=1
j−1∏
k=1
cik−1,ik max{1, cij−1,ij} |∂T | ≤ c9 |∂T | ,
where c9 is the supremum of the last sum over all possible choices of the sequence i0, i1, . . . , in.
For the last line, we used the already covered case bij−1,ij 6= 0. Thus claim (16) follows.
Using λ() ≥ λ(i) for all i ∈ I and  ∈ Nε(i), we estimate∑
i∈I
|T i|λ(i) =
∑
∈T
λ(ı()) ≤
∑
∈T
λ() ≤ λ(ΛN ) = λ(∪U) =
∑
i∈I
|U i|λ(i)
since the standard configuration covers the whole box with standard tiles. Therefore there exists
i0 = i0(ω) ∈ I with |T i0 | ≤ |U i0 |.
Let i ∈ I. Using claim (16) it follows that
|T i| ≤ ci,i0 |T i0 |+ c9|∂T | ≤ ci,i0 |U i0 |+ c9|∂T | = |U i|+ c9|∂T | .
The last equality again follows from claim (16), applied to U , since ∂U = ∅.
In the next two lemmas, we use the relation  to indicate that the quotient of the left and
of the right is uniformly in N ∈ N and ω ∈ Ω bounded away from zero and infinity. But we also
state the inequalities we need in the sequel explicitly. First we show that different measurements
of the boundary have approximately equal size.
Lemma 3.5. There are constants γi > 0, i ∈ I, such that
|∂P \ Pext|  |P \ Pext| −∑
i∈I
γi|T i|  |∂T |  λ(∂0ρ∪T ) .
In particular it is shown that there are constants c10 > 0, c11 > 0 and γi > 0, i ∈ I, such that
for all N ∈ N and ω ∈ Ω
(a) |∂P| ≥ |P| −∑i∈I γi|T i| ≥ 0,
(b) |∂T | ≤ c10
(|P| −∑i∈I γi|T i|) and
(c) λ(∂0ρ∪T ) ≤ c11|∂T |.
Proof. First we show |∂P \ Pext|  |P \ Pext| −∑i∈I γi|T i|. Thereto, we partition all points P
into the points Pj of type j ∈ J and into the exterior points Pext. Of course, a point in P \Pext
inherits its type from the corresponding point in M. Since eij =
∑
x∈Pj 1x∈ is the number of
vertices of type j adjacent to any tile  ∈ T of type ı() = i (including the boundary tiles), see
equation (15), it follows that
eij |T i| =
∑
x∈Pj
∑
∈T i
1x∈ . (19)
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We observe that eij = 0 iff fij = 0 and define
γi :=
∑
j∈J
1
|Ij |
eij
fij
1fij 6=0 (20)
with Ij := {i ∈ I | fij 6= 0}. Note that Ij 6= ∅. Therefore
|P| − |Pext| −
∑
i∈I
γi|T i| =
∑
j∈J
|Pj | −
∑
i∈I
∑
j∈J
1
|Ij |
eij
fij
1fij 6=0|T i| =
∑
j∈J
(
|Pj | −
∑
i∈Ij
1
|Ij |
eij
fij
|T i|
)
=
∑
j∈J
∑
i∈Ij
1
|Ij |
(
|Pj | − eij
fij
|T i|
)
(19)
=
∑
j∈J
∑
i∈Ij
1
|Ij |
∑
x∈Pj
(
1− 1
fij
∑
∈T i
1x∈
)
(21)
Now we examine the expression
Ai(x) := 1− 1
fij
∑
∈T i
1x∈
for x ∈ Pj . Since fij counts number of tiles of type i adjacent to a vertex of type j, it follows
that Ai(x) = 0 if x /∈ ∂P and Ai(x) ≤ 1 in general. Therefore we can continue (21) as follows:
|P \ Pext| −
∑
i∈I
γi|T i| (21)=
∑
j∈J
∑
i∈Ij
1
|Ij |
∑
x∈Pj
Ai(x) ≤
∑
j∈J
∑
i∈Ij
1
|Ij | |P
j ∩ ∂P| = |∂P \ Pext| ,
which is one of the two desired inequalities. By adding |Pext|, this also shows the main inequality
of Assertion (a) since Pext ⊂ ∂P; “≥ 0” follows from (b).
For the other inequality, we define Pj∗ := {x ∈ Pj | ∃ i ∈ Ij :
∑
∈T i 1x∈ < fij}. We
observe that x ∈ Pj∗ for some j if a tile is missing which should be adjacent to x. Thus Pj∗ ⊆ ∂P.
If x ∈ ∂P \ ⋃j Pj∗ , then the defect at x is induced by a slit. In that case there is a vertex
y ∈ ∂P \ Pext adjacent to x such that a tile is missing at y, i.e. y ∈ Pj∗ for some j. Since the
vertex degree is uniformly bounded, we conclude∑
j∈J
|Pj∗ | ≥ c30|∂P \ Pext| (22)
for some c30 > 0. For x ∈ Pj∗ , let i0(x) be the smallest i ∈ Ij with
∑
∈T i 1x∈ < fij . It follows
that
Ai(x) ≥ |I|c311i=i0(x)
for x ∈ Pj ∩ ∂P with c31 := 1|I| min
{
1
fij
| i ∈ Ij , j ∈ J
}
. Plugging this into (21) yields
|P \ Pext| −
∑
i∈I
γi|T i| =
∑
j∈J
∑
i∈Ij
1
|Ij |
∑
x∈Pj
Ai(x) ≥
∑
j∈J
∑
i∈Ij
1
|Ij |
∑
x∈Pj∗
|I|c311i=i0(x)
= c31
∑
j∈J
|I|
|Ij |
∑
x∈Pj∗
∑
i∈Ij
1i=i0(x) = c31
∑
j∈J
|I|
|Ij |
∑
x∈Pj∗
1
≥ c31
∑
j∈J
|Pj∗ | ≥ c30c31 |∂P \ Pext| , (23)
as desired. We used (22) in the last step.
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Second we show |∂P \ Pext|  |∂T |. For all x ∈ ∂P \ Pext there exists at least one  ∈ ∂T
with x ∈ . Therefore
|∂P \ Pext| ≤
∑
x∈∂P\Pext
∑
∈∂T
1x∈ ≤
∑
i∈I
∑
∈(T i∩∂T )
∑
j∈J
∑
x∈Pj
1x∈
(15)
=
∑
i∈I
∑
∈(T i∩∂T )
∑
j∈J
eij ≤ |∂T | max
i∈I
{∑
j∈J eij
}
.
Conversely, for each  ∈ ∂T , there exists at least one x ∈ ∂P \ Pext with x ∈ . Therefore
|∂T | ≤
∑
∈∂T
∑
x∈∂P\Pext
1x∈ ≤
∑
j∈J
∑
x∈(Pj∩∂P)
∑
i∈I
∑
∈T i
1x∈
(15)
=
∑
j∈J
∑
x∈(Pj∩∂P)
∑
i∈I
fij ≤ |∂P \ Pext| max
j∈J
{∑
i∈I fij
}
.
This and (23) imply Assertion (b) with c10 := maxj∈J
∑
i∈I fij/(c30c31).
Finally, we show |∂T |  λ(∂0ρ∪T ). For a set A ⊂ Rd, let O(A) = λd−1(∂A) denote the
surface area of A. Using the Lipschitz continuous homeomorphism g, we conclude that
ρO(∪T )  λ(∂0ρ∪T ) .
Moreover,
O(∪T ) ≤
∑
∈∂T
O() ≤ c32 |∂T |
for some constant c32 > 0 since the surface area of a tile is uniformly bounded. But for the
other direction one has to be careful, since there may exists boundary tiles which do not have a
face which is part of ∂∪T . But let ∂∗T denote the set of boundary tiles having a face which is
contained in ∂∪T . Since for each tile  ∈ ∂T \ ∂∗T there exists a tile ˜ ∈ ∂∗T with  ∩ ˜ 6= ∅
and since each tile ˜ ∈ ∂∗T intersects at most maxi,l∈I bi,l other tiles, there is a constant c33 > 0
such that |∂∗T | ≥ c33|∂T |. Since the area of a face of a tile is at least c34 > 0 (say),
O(∪T ) ≥ c34 |∂∗T | ≥ c34c33 |∂T |
follows. Combining all three displayed formulas in this paragraph yields the claim, which in
particular implies Assertion (c).
Now we observe that the size of the crystal is comparable to the size of the box, where we
can understand each size in two different senses.
Lemma 3.6. It is true that
|T |  |P \ Pext|  Nd  λ(ΛN ) .
In particular, there are constants c12, c13, c14, c15, c16, c17 > 0 such that for all N ∈ N and
ω ∈ Ω
(d) c12N
d ≤ |P \ Pext| ≤ c13Nd,
(e) |T | ≤ c14Nd,
(f) |T | ≥ c15 λ(ΛN ) and λ(ΛN ) ≥ c16 |T |,
23
(g) λ(ΛN ) = c17N
d.
Proof. Since ΛN consists of N
d copies of the box B0, Assertion (g) follows with c17 = λ(B0) > 0.
Now note that c0N
d ≤ |T | holds by the definition of Ω. Moreover, λ() ≥ λ(ı()) for all
 ∈ T implies
min
i∈I
λ(i) |T | ≤
∑
∈T
λ() ≤ λ(ΛN ) .
Thus we have shown that |T |  Nd  λ(ΛN ) as well as Assertions (e) and (f).
Finally, Lemma 3.5 implies |P \ Pext| ≥ ∑i∈I γi|T i| ≥ mini∈I γi |T |. The other direction
follows from the two facts that each point in P \ Pext is a corner of a tile of T and that the
number of vertices per tile is bounded. This also yields Assertion (d).
3.3.3 Estimates for the Hamiltonian
The goal of this subsection is to prove the following estimate for the Hamiltonian, which is an
analogue to [HMR-14, Lemma 3.2]. Thereto we define
m0 := max
i∈I
{(
Hiloc(i)− (cR2 − |cR2|)λ(i)
)
/γi
}
, (24)
where the constants γi > 0 depend only on the tessellation and are specified in (20) above.
Lemma 3.7. There exist c4, c5 > 0, c
R
6 ∈ R and c20 > 0 such that for all m ≥ m0, N ∈ N and
σ ≥ σ0(N,m) = c4N2 + c5m+ cR6 and for all ω ∈ Ω there exists a random rotation R = R(ω) ∈
SO(d) with
Hσ,m,N (ω)−Hσ,m,N (ϕ) ≥ c20 ‖V −R‖2L2(ΛN ) .
We partition the proof of Lemma 3.7 into several lemmas. For better readability and shorter
formulas, we omit the indexes σ,m,N of Hσ,m,N sometimes in the proofs, but not in the state-
ments of the lemmas.
Lemma 3.8. There exist constants c18 > 0 and c
R
19 ∈ R such that for all m ≥ m0, σ > 0, N ∈ N
and ω ∈ Ω it is true that
Hσ,m,N (ω)−Hσ,m,N (ϕ) ≥ c1‖ dist(V,SO(d))‖2L2(∪T ) +
(
σc3 − c18m− cR19
)(|P| −∑
i∈I
γi|T i|
)
.
Remark. Lemma 3.8 and Lemma 3.5(a) imply Hσ,m,N ≥ Hσ,m,N (ϕ) +α|P| with α = min{σc3−
c18m− cR19, 0} ≤ 0. Therefore
Zβ,σ,m,N ≤ e−βHσ,m,N (ϕ)
∫
Ω
e−βα|P|dµ < ∞
since the exponential moment of the Poisson distributed random variable |P| exists. The con-
clusion also holds for m < m0 as Hσ,m,N = Hσ,m0,N − (m−m0)|P|.
Proof. Using first the definition (7) of Hσ,m,N , second the assumption (5) on the local Hamilto-
nians Hiloc and assumption (6) on the quantity S (note ∂Q = ∅) and finally Lemma 3.5(a), we
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estimate
Hσ,m,N (ω)−Hσ,m,N (ϕ) =
=
∑
∈T
(
H ı()loc ()−H ı()loc (ı())
)
+
∑
i∈I
|T i|Hiloc(i)−
∑
i∈I
|U i|Hiloc(i)
+σS(ω)− σS(ϕ)−m|P|+m|Q|
≥
∑
∈T
(
c1‖ dist(∇v,SO(d))‖2L2() + cR2
(
λ()− λ(ı())))+∑
i∈I
(|T i| − |U i|)Hiloc(i)
+σc3|∂P| −m
(|P| − |Q|)
≥ c1‖dist(V,SO(d))‖2L2(∪T ) + cR2
∑
∈T
(
λ()− λ(ı()))+∑
i∈I
(|T i| − |U i|)Hiloc(i)
+σc3
(|P| −∑
i∈I
γi|T i|
)−m(|P| −∑
i∈I
γi|T i|
)
+m
(|Q| −∑
i∈I
γi|T i|
)
. (25)
Now we bound the term cR2
∑
∈T
(
λ()−λ(ı())) from below using the fact λ() ≥ λ(ı())
for all  ∈ T . If cR2 ≥ 0, we are done with bounding by 0, but cR2 < 0 is also possible. The just
mentioned fact implies
λ(∪T ) +
∑
i∈I
|T i|λ(i) ≤ 2λ(∪T ) ≤ 2λ(ΛN ) = 2
∑
i∈I
|U i|λ(i) .
Subtracting 2
∑
i∈I |T i|λ(i) from this inequality yields∑
∈T
(
λ()− λ(ı())) ≤ 2∑
i∈I
(|U i| − |T i|)λ(i) .
Altogether, it follows that
cR2
∑
∈T
(
λ()− λ(ı())) ≥ (cR2−|cR2|)∑
i∈I
(|U i| − |T i|)λ(i) (26)
since cR2 − |cR2| = −2|cR2| if cR2 < 0 and cR2 − |cR2| = 0 if cR2 ≥ 0.
Moreover, Lemma 3.5(a) for ϕ yields |Q| = ∑i∈I γi|U i| since ∂Q = ∅. Therefore
m
(|Q| −∑
i∈I
γi|T i|
)
= m
∑
i∈I
γi
(|U i| − |T i|) . (27)
Plugging (26) and (27) into (25) yields
Hσ,m,N (ω)−Hσ,m,N (ϕ) ≥ c1‖ dist(V,SO(d))‖2L2(∪T ) + (σc3 −m)
(|P| −∑
i∈I
γi|T i|
)
+
∑
i∈I
(|U i| − |T i|)(mγi + (cR2−|cR2|)λ(i)−Hiloc(i)) (28)
Since mγi + (c
R
2−|cR2|)λ(i)−Hiloc(i) ≥ 0 for m ≥ m0 by the choice of m0 in (24), we can
first use Lemma 3.4 and then Lemma 3.5(b) and receive∑
i∈I
(|U i| − |T i|)(mγi + (cR2−|cR2|)λ(i)−Hiloc(i)) ≥
≥ −c9|∂T |
∑
i∈I
(
mγi + (c
R
2−|cR2|)λ(i)−Hiloc(i)
)
= −c9|∂T |(mc35 + cR36)
≥ −c9c10
(|P| −∑
i∈I
γi|T i|
)
(mc35 + c
R
36)
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for constants c35 > 0 and c
R
36 ∈ R with mc35 + cR36 > 0 for m ≥ m0. Inserting this into (28) yields
the claim, namely
Hσ,m,N (ω)−Hσ,m,N (ϕ) ≥ c1‖ dist(V,SO(d))‖2L2(∪T ) +
(
σc3 − c18m− cR19
)(|P| −∑
i∈I
γi|T i|
)
with constants c18 := 1 + c9c10c35 > 0 and c
R
19 := c9c10c
R
36 ∈ R.
Lemma 3.9. For all p ∈ [2d/(2 + d), 2], there exist constants c20 > 0 and c21(p) > 0 such that
for all N ∈ N and ω ∈ Ω there exists a random rotation R = R(ω) ∈ SO(d) with
c1 ‖ dist(V,SO(d))‖2L2(∪T ) ≥ c20 ‖V −R‖2L2(ΛN ) − c21(p)N2+d−
2d
p λ
(
∂0ρ∪T ) 2p .
Proof. By Corollary 2.2 and Lemma 2.4, there exists a random rotation R = R(ω) ∈ SO(d) such
that
‖V −R‖L2(ΛN ) ≤ C1‖ dist(V,SO(d))‖L2(ΛN ) +N
d
2− dp+1C2(p)‖dV ‖Lp(ΛN ) (29)
with scale-invariant constants C1 = C1(Λ1) and C2(p) = C2(Λ1, p).
Since V = R˜ ∈ SO(d) on (∪T )c ∩ (∂0ρ∪T )c and Lemma 3.3, it follows that
‖dist(V,SO(d))‖2L2(ΛN ) = ‖dist(V,SO(d))‖2L2(∪T ) + ‖ dist(V,SO(d))‖2L2(∂0ρ∪T )
≤ ‖dist(V,SO(d))‖2L2(∪T ) + c8 λ(∂0ρ∪T ) (30)
and, also using dV = 0 on ∪T ,
‖dV ‖2Lp(ΛN ) = ‖dV ‖2Lp(∂0ρ∪T ) =
(∫
∂0ρ∪T
|dV |p dλ
) 2
p ≤ c28λ
(
∂0ρ∪T ) 2p . (31)
Using 2p − 1 ≥ 0 (since p ≤ 2) at ∗ yields for all y ≥ 0:
y = 0 ∨ y > ρd ⇔ y = 0 ∨ ρ−dy > 1 ∗⇔ y = 0 ∨ ρd− 2dp y 2p−1 > 1 ⇔ ρd− 2dp y 2p ≥ y .
With y = λ(∂0ρ∪T ) (note y ≥ ρd if y 6= 0) it follows that
λ(∂0ρ∪T ) ≤ ρd− 2dp λ(∂0ρ∪T ) 2p . (32)
Inserting the combination of (30) and (32) as well as (31) into the squared version of (29) yields
‖V −R‖2L2(ΛN ) ≤ 2C21‖ dist(V,SO(d))‖2L2(∪T ) + 2Nd−
2d
p +2c37(p)λ
(
∂0ρ∪T ) 2p
for some constant c37(p) > 0. Thus the lemma follows by a little rearrangement and renaming
of constants.
Lemma 3.10. For all m ≥ m0, σ > 0, N ∈ N and ω ∈ Ω there exists a random rotation
R = R(ω) ∈ SO(d) such that
Hσ,m,N (ω)−Hσ,m,N (ϕ) ≥ c20 ‖V −R‖2L2(ΛN ) + c3
(
σ − σ0(N,m)
)(|P| −∑
i∈I
γi|T i|
)
with σ0(N,m) = c4N
2 + c5m+ c
R
6 for some constants c4, c5 > 0 and c
R
6 ∈ R.
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Proof. Lemma 3.8 and Lemma 3.9 together state that
H(ω)−H(ϕ) ≥ c20‖V−R‖2L2(ΛN )+
(
σc3−c18m−cR19
)(|P|−∑
i∈I
γi|T i|
)−c21(p)N2+d− 2dp λ(∂0ρ∪T ) 2p
for all p ∈ [2d/(2 + d), 2]. Therefore we have to estimate λ(∂0ρ∪T ) 2p from above. We start the
estimate with Lemma 3.5(c) to get a bound in terms of |∂T |. Then we use two different bounds:
On the one hand we use Lemma 3.5(b), i.e. |∂T | ≤ c10(|P|−
∑
i∈I γi|T i|), and on the other hand
we use the bound |∂T | ≤ |T | ≤ c14Nd, provided by Lemma 3.6(e). This yields
λ
(
∂0ρ∪T ) 2p ≤ (c11|∂T |)1+( 2p−1) ≤ c11 2p c10(|P| −∑
i∈I
γi|T i|
)(
c14N
d
) 2
p−1
Since N2+d−
2d
p N
2d
p −d = N2 for all p, the choice of p does not matter. We choose p = 2 (i.e.
2
p = 1). Setting c4 := c21(2)c11c10/c3, we conclude
H(ω)−H(ϕ) ≥ c20‖V −R‖2L2(ΛN ) +
(
σc3 − c18m− cR19 − c4c3N2
)(|P| −∑
i∈I
γi|T i|
)
,
which implies the lemma with c5 := c18/c3 > 0 and c
R
6 := c
R
19/c3 ∈ R.
Let us remark that a choice p > 2 would give a worse result. Though Lemma 3.9 would
also work with an additional λ(∂0ρ∪T )1-term, the factor N2+d− 2dp would be worse than N2 and
could not be compensated by |∂T | 2p−1 since |∂T | may be small.
Proof of Lemma 3.7. This lemma is an immediate corollary to Lemma 3.10 since σ−σ0(N,m) ≥
0 and |P| −∑i∈I γi|T i| ≥ 0 by Lemma 3.5(a).
3.3.4 A Lower Bound for the Partition Sum
In this section we prove the following lower bound of the partition sum, which is an analogue to
[HMR-14, Lemma 3.1].
Lemma 3.11. For all γ > 0 and m ∈ R there exist a constant c22(γ,m) > 0 and an N0(γ,m) ∈ N
such that for all N ≥ N0(γ,m), β > 0 and σ > 0 one has
Zβ,σ,m,N ≥ e−Nd[βγ+c22(γ,m)]e−βHσ,m,N (ϕ) .
Proof. The proof uses the idea of the proof of [HMR-14, Lemma 3.1], namely to restrict the
integral to a set of blurred configurations. But we have to blur a configuration slightly differently
to the standard configuration since we have to ensure that the Lebesgue measure of the blurred
tiles is not smaller than the Lebesgue measure of the corresponding standard tile.
We start the proof with some preliminaries. Let us recall thatM is B0-periodic for some box
B0, which is the image of the cube [0, 1]
d under some linear map L. For r ∈ (0, ε4 ) and N ∈ N
such that b N1+r c ≥ d 4εe =: n0 we define a configuration ϕr with vertices Qr and tiles Ur as follows
(we suppress the N -dependency in the notation). It looks almost like the given tessellation M,
but is a bit enlarged. The domain ΛN is partitioned into boxes Bk, k ∈ {1, . . . , b N1+r c}d which
are slight enlargements of B0 = L
[
[0, 1]d
]
. In each box-direction Lej (with unit vector ej), there
are b N1+r c − n0 boxes scaled by the factor (1 + r), followed by n0 boxes scaled by O/n0, with
“off-cut” O := N − (1 + r)(b N1+r c − n0). Thus box Bk, with k ∈ {1, . . . , b N1+r c}d, has length
lkj in box direction Lej , j ∈ {1, . . . , d}, where lkj = |Lej |(1 + r) if 1 ≤ kj ≤ b N1+r c − n0 and
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Figure 6: The configuration ϕr for the triangular lattice
lkj = |Lej |O/n0 else. Now ϕr is defined such that QrBk= V(lk · M) and similarly for Ur. At
the separation hyperplanes between the scales, the points are moved a little bit, such that all
tiles, which intersects such a separation hyperplane are scaled like the box which is to the “left”
in the corresponding coordinate direction.
Figure 6 illustrates the configuration ϕr in the case where M is the triangular lattice. In
that case, B0 is a rhombus consisting of two triangles. The white boxes are the boxes scaled by
1 + r and build the “bulk”. In contrast, the grey shaded boxes are in the “off-cut” and scaled by
larger factors which may also differ in different directions. We have to use this “off-cut-boxes”
to ensure that T (ϕr) completely fills the domain ΛN , whose size is a natural number times the
size of B0 (in each direction).
Moreover, we blur the configuration ϕr a little bit and define the set
Ar :=
{
ω ∈ Ω˜ | ∃ bijective f : P(ω)→ Qr : ∀x ∈ P(ω) : |x− f(x)| < r2
}
of all configurations whose points are r/2-close to Qr. Then we claim that all configurations in
Ar are admitted configurations without any defect, i.e. Ar ⊂ Ω and ∂P = ∅ on Ar. Since
O = N − (1 + r)(b N1+r c − n0)
{≤ N − (1 + r)( N1+r − 1− n0) = (1 + r)(1 + n0)
≥ N − (1 + r)( N1+r − n0) = (1 + r)n0
we conclude 1 + r ≤ On0 and
1 ≤ 1 + r − 2 · r2 ≤ On0 + 2 · r2 ≤ (1 + r)(1 + 1n0 ) + r = 1 + 2r + 1n0 + rn0 ≤ 1 + ε
as n0 ≥ 4ε and r ≤ ε4 . By the definition of the set Ar, the distance between two points in P(ω)
for any ω ∈ Ar is in [1 + r − 2 · r2 , On0 + 2 · r2 ] times the distance of the corresponding points in
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Q. Thus the estimate above shows that all tiles are, up to translation, in Nε(i) for some i ∈ I
and the claim follows.
Furthermore, there exists a constant c38 > 0 such that∣∣Hiloc()−Hiloc(i)∣∣ ≤ c38 (33)
for all i ∈ I and  ∈ Nε(i) since the image of the compact set Nε(i) is compact as Hiloc is
continuous.
Now we begin with the actual proof. Let γ > 0 and m ∈ R. We choose r ∈ (0, ε4 ) ∩ (0, 12 ) so
small that
r(mdc39 + c40) ≤ γ3 (34)
for some constants c39, c40 > 0 defined below and that for all i ∈ I and  ∈ N2r(i)∣∣Hiloc()−Hiloc(i)∣∣ ≤ γ3c14 , (35)
which is possible since Hiloc, i ∈ I, are continuous. Furthermore, we choose N0 ∈ N \ {1} large
enough such that b N01+r c ≥ d4εe = n0 and such that
1
N0
(
c38c41 +mdc39 + c40
) ≤ γ3 (36)
for some constant c41 > 0 defined below. Let N ≥ N0. Now we estimate µ(Ar), where Ar is the
set of blurred configurations defined above. Since the number of points is Poisson distributed and
independent from the location of the points, which are iid and uniformly distributed, it follows
that
µ(Ar) = µ(|P| = |Qr|) ·
λ(U r
2
(0))
λ(ΛN )
|Qr| ·
λ(U r
2
(0))
λ(ΛN )
(|Qr| − 1) · . . . ·
λ(U r
2
(0))
λ(ΛN )
1
= e−λ(ΛN )
λ(ΛN )
|Qr|
|Qr|! ·
(λ(U r
2
(0))
λ(ΛN )
)|Qr| · |Qr|! = e−c17Nd+|Qr| log λ(U r2 (0))
≥ e−Nd·c42(r) (37)
for some constant c42(r) > 0 only depending on r since λ(ΛN ) = c17N
d and |Qr| ≤ c13Nd by
Lemma 3.6, Assertions (g) and (d). Note that c42(r)→∞ since λ(U r2 (0))→ 0 as r → 0.
In the following, we estimate the difference of the Hamiltonians of any configuration in Ar
and the standard configuration. Thereto we call Tbulk the set of tiles which are in a box which is
scaled by (1 + r) in all directions. The set of all other tiles is called Toff. Since n0 is fixed, there
is a uniform constant c41 > 0 such that |Toff| ≤ c41Nd−1. It follows that, for all ω ∈ Ar,
H(ω)−H(ϕ) =
∑
∈Tbulk
(
H ı()loc ()−H ı()loc (ı())
)
+
∑
∈Toff
(
H ı()loc ()−H ı()loc (ı())
)
+
∑
i∈I
|U ir|Hiloc(i)−
∑
i∈I
|U i|Hiloc(i) + σ0− σ0−m|Qr|+m|Q|
≤ γ3c14 |Ur|+ c38c41Nd−1 −
∑
i∈I
(|U i| − |U ir|)Hiloc(i) +m(|Q| − |Qr|) (38)
using also the estimates (35), |Tbulk| ≤ |Ur| and (33). Let c39 := |V(MB0)| and ci43 := |U i∩MB0|
be the number of vertices and tiles of type i, respectively, in B0 (of the standard configuration
ϕ). Then:
|Q| = c39Nd , |Qr| = c39
⌊
N
1+r
⌋d
, |U i| = ci43Nd and |Qir| = ci43
⌊
N
1+r
⌋d
.
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Therefore we estimate using 11+r ≥ (1− r) and (1− x)d ≥ 1− dx for x = r + 1N ∈ (0, 1), which
can be derived with Taylor expansions,
|Q| − |Qr| = c39
(
Nd − b N1+r cd
) ≤ c39Nd(1− ( 11+r − 1N )d)
≤ c39Nd
(
1− (1− r − 1N )d) ≤ c39Nd(1− (1− d(r + 1N )))
= dc39
(
r + 1N
)
Nd . (39)
Analogously, we receive
|U i| − |U ir| ≤ dci43
(
r + 1N
)
Nd ,
which implies
−
∑
i∈I
(|U i| − |U ir|)Hiloc(i) ≤ ∑
i∈I
(|U i| − |U ir|)∣∣Hiloc(i)∣∣
≤
∑
i∈I
dci43
(
r + 1N
)
Nd
∣∣Hiloc(i)∣∣ = c40(r + 1N )Nd (40)
with c40 :=
∑
i∈I dc
i
43|Hiloc(i)| > 0. Using |Ur| ≤ c14Nd, (40) and (39) for the first inequality
and (36) and (34) for the second inequality, we continue the estimate (38) as follows:
H(ω)−H(ϕ) ≤ γ3c14 c14Nd + c38c41Nd−1 + c40
(
r + 1N
)
Nd +mdc39
(
r + 1N
)
Nd
= Nd
(
γ
3 +
1
N
(
c38c41 +mdc39 + c40
)
+ r(mdc39 + c40)
)
≤ Nd(γ3 + γ3 + γ3 ) = γNd . (41)
Finally, we estimate the partition sum using first (41) and then (37) to conclude the proof:
Zβ,σ,m,N =
∫
Ω
e−βH(ω) µ(dω) ≥ e−βH(ϕ)
∫
Ar
e−β(H(ω)−H(ϕ)) µ(dω)
≥ e−βH(ϕ)e−βγNdµ(Ar)
≥ e−βH(ϕ)e−βγNde−Nd·c42(r) = e−Nd[βγ+c22(γ,m)]e−βH(ϕ)
with c22(γ,m) := c42(r(γ,m)) > 0. Note that c22(γ,m)→∞ as γ → 0 or m→∞.
3.3.5 An Upper Bound for the Internal Energy
In this section, we obtain an estimate of Eβ,σ,m,N [
1
|T | (Hσ,m,N (·)−Hσ,m,N (ϕ)]. Thereto we will
need a lower bound on ‖V −R‖2L2(ΛN ), which can be expressed as a sum over all edges of all tiles
in T . It turns out that taking the sum just over all edges of a suitable spanning tree is enough.
But we also need to trace back the types of the edges. Therefore we introduce spanning trees of
T labelled by edge types.
We define the label set Σ as the union of all edges of i, i ∈ I, regarded as vectors in Rd
(each edge induces two vectors with opposite orientation). Let TΣn be the set of trees with n
vertices labelled by elements of Σ. We denote the label of a vertex k by ξk. We can consider
a tree T ∈ TΣn as a rooted tree with root 1. Then, for each l ∈ {2, . . . , n}, there exists a
unique kT (l) ∈ {1, . . . , l−1} such that kT (l) ∼ l in T . For ω ∈ Ω, we define the function
η : {1, . . . , |P \ Pext|} → {k ∈ N | Xk ∈ P \ Pext} as the unique increasing bijection between
these sets.
For a labelled tree T ∈ TΣn and ω ∈ Ω with n = |P \ Pext|, we define the graph G(T, T ) as
follows: The vertex set is {Xη(k), k = 1, . . . , n}; two such vertices Xη(k) and Xη(l), 1 ≤ k < l ≤ n,
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form an edge, if k = kT (l) (i.e. k ∼ l in T ) and if there is a tile  ∈ T such that Xη(k), Xη(l) ∈ 
and ξl = v(Xη(l)) − v(Xη(k)), where v :  → ı() is the affine linear map defined in (4).
Thus G(T, T ) can be viewed as a graph isomorphic to a sub-graph of T using vertices of P \Pext
such that the label of a vertex coincide with the type of an adjacent edge in T .
A labelled tree T ∈ TΣ|P\Pext| is called a labelled spanning tree of T if G(T, T ) is a spanning
tree of T , viewed as a graph with vertices P \ Pext and edges formed by the edges of all tiles.
In that case we write T ./ T . Since ∪T is connected, there exists a labelled spanning tree
T ∈ TΣ|P\Pext|: just take any spanning tree and label the vertices accordingly level by level,
beginning with the vertices adjacent to the root (whose label is irrelevant).
Lemma 3.12. There is a constant c23 > 0 such that for all N ∈ N, R ∈ SO(d), ω ∈ Ω and
T ∈ TΣ|P\Pext| with T ./ T the following estimate holds:
‖V −R‖2L2(ΛN ) ≥ c23
|P\Pext|∑
l=2
∣∣(Xη(l) −Xη(kT (l)))−Rtξl∣∣2
Proof. Let  ∈ T . Let Sim() := {v−1 [ı(),j ] | j = 1, . . . , Jı()} be the set of simplices on which
v is affine linear. For a simplex 4 ∈ Sim(), let 4η : {0, . . . , d} → {k ∈ N | Xk is a vertex of 4}
be the unique increasing bijection between these sets.
In the following estimate for a single simplex we simple write xk for X4η (k), k = 0, . . . , d. We
have
v(x) = V4x+ z4 , x ∈ 4 ,
for some V4 ∈ Rd×d and z4 ∈ Rd since v is affine linear on 4. Using this and |Ry| = |y| because
of R ∈ SO(d), it follows that∑
0≤k<l≤d
∣∣(xl − xk)−Rt(v(xl)−v(xk))∣∣2 = ∑
0≤k<l≤d
∣∣R(xl − xk)− (v(xl)−v(xk))∣∣2
=
∑
0≤k<l≤d
∣∣R(xl − xk)− ((V4xl + z4)− (V4xk + z4))∣∣2
≤
∑
0≤k<l≤d
|R− V4|2|xl − xk|2 ≤ c44|R− V4|2 (42)
for some uniform constant c44 > 0 since the size of a tile is uniformly bounded.
Therefore we can estimate using the fact that the size of a simplex is uniformly bounded
‖V −R‖2L2(ΛN ) ≥
∑
∈T
‖V −R‖2L2() =
∑
∈T
∑
4∈Sim()
λ(4)|V4 −R|2
(42)
≥
∑
∈T
∑
4∈Sim()
λ(4)
c44
∑
0≤k<l≤d
∣∣(X4
η (l)
−X4
η (k)
)−Rt(v(X4η (l))−v(X4η (k)))
∣∣2
≥ c23
n∑
l=2
∣∣(Xη(l) −Xη(kT (l)))−Rtξl∣∣2
for some c23 > 0. We obtained the last inequality by restricting the sum, which is taken over
all edges of all simplices, to edges in G(T, T ); note that ξη−1(4η (l)) = v(X4η (l)) − v(X4η (k)) if
{X4
η (k)
, X4
η (l)
} is an edge of G(T, T ) since T ./ T .
The following lemma is an analogue to [HMR-14, Lemma 3.3].
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Lemma 3.13. There exist constants c24 > 0 and β0 > 0 such that for all m ≥ m0 and all δ > 0
there exist N0(δ,m) ∈ N and cR25(δ,m) ∈ R such that for all N ≥ N0, σ ≥ σ0(N,m) and β ≥ β0
the following estimate holds:
Eβ,σ,m,N
[
1
|T |
(
Hσ,m,N (·)−Hσ,m,N (ϕ)
)] ≤ δ + 1β exp (−Nd[β c08 δ + c24 log β − cR25(δ,m)])
Proof. We use some ideas of the proof of [HMR-14, Lemma 3.3]. Let δ > 0 and m ≥ m0. We set
N0(δ,m) = N0(γ,m) as in Lemma 3.11 with γ =
c0
8 δ. Let N ≥ N0(δ,m) and σ ≥ σ0(N,m). We
set
Ω>δ :=
{
ω ∈ Ω : Hσ,m,N (ω)−Hσ,m,N (ϕ) > δ|T |
}
and
Ω≤δ :=
{
ω ∈ Ω : Hσ,m,N (ω)−Hσ,m,N (ϕ) ≤ δ|T |
}
.
First we estimate
Eβ,σ,m,N
[
1
|T |
(
H(·)−H(ϕ))1Ω≤δ] ≤ Eβ,σ,m,N[ 1|T |δ|T |1Ω≤δ] ≤ δ . (43)
The estimate on Ω>δ is much more involved. Using the inequality xe−x ≤ e−x/2 for x =
β(H(ω) − H(ϕ)) and |T | ≥ 1, we estimate similarly as in the proof of Markov’s Inequality
(writing shortly E for Eβ,σ,m,N ):
E
[
1
|T |
(
H(·)−H(ϕ))1Ω>δ] = e−βH(ϕ)Zβ,σ,m,N
∫
Ω>δ
1
|T |
(
H(ω)−H(ϕ))e−β(H(ω)−H(ϕ)) µ(dω)
≤ e
−βH(ϕ)
βZβ,σ,m,N
∫
Ω>δ
e−
β
2 (H(ω)−H(ϕ))e
β
4 (H(ω)−H(ϕ)−δ|T |) µ(dω)
≤ e
−βH(ϕ)
βZβ,σ,m,N
∫
Ω
e−
β
4 (H(ω)−H(ϕ)+δ|T |) µ(dω)
≤ e
−βH(ϕ)
βZβ,σ,m,N
e−
β
4 δc0N
d
∫
Ω
e
− β4 c20‖V−R‖2L2(ΛN ) dµ , (44)
where we used Lemma 3.7 and |T | ≥ c0Nd in the last step. Now we partition Ω into Ωn := {ω ∈
Ω : |P \Pext| = n}, n ∈ N. Using Lemma 3.12, we estimate the integral in the last line restricted
to Ωn ∫
Ωn
e
− β4 c20‖V−R‖2L2(ΛN ) dµ
≤
∑
T∈TΣn
∫
Ωn
1T./T exp
[
− β4 c20c23
n∑
l=2
∣∣(Xη(l) −Xη(kT (l)))−Rtξl∣∣2]dµ
≤
∑
T∈TΣn
∫
ΛnN
exp
[
− β4 c20c23
n∑
l=2
∣∣(xl − xkT (l))−Rtξl∣∣2] dx1λ(ΛN ) · · · dxnλ(ΛN ) (45)
where we used 1T./T ≤ 1 and the fact that Xη(k), 1 ≤ k ≤ n, are independent and uniformly
distributed on ΛN . For each tree T , we define the matrix MT = (Mkl)kl ∈ Rn×n as follows:
Mkk = 1, Mkl = −1 if k = kT (l) and Mkl = 0 else. Then detMT = 1 since all diagonal entries
are 1 and MT is a lower triangular matrix as kT (l) < l. Using the transformation
y = MTx−Rtξ
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with x = (x1, . . . , xn)
t, y = (y1, . . . , yn)
t and ξ = (0, ξ2, . . . , ξn)
t, we continue
(45) =
∑
T∈TΣn
1
λ(ΛN )n
∫
y[ΛnN ]
exp
[
− β4 c20c23
n∑
l=2
|yl|2
]
dy1 . . . dyn
≤
∑
T∈TΣn
λ(y1[ΛN ])
λ(ΛN )n
(∫
Rd
e−
β
4 c20c23|y2|2 dy2
)n−1
=
∑
T∈TΣn
1
λ(ΛN )n−1
( 1
βc45
) d
2 (n−1)
= nn−2|Σ|n(λ(ΛN )(βc45) d2 )−(n−1) (46)
with c45 := c20c23/(8pi). In the last line we used first y1[ΛN ] = ΛN and second |TΣn | = nn−2|Σ|n
by Cayley’s formula.
Lemma 3.6, Assertions (g) and (d), state that λ(ΛN ) = c17N
d and Ωn = {|P \Pext| = n} = ∅
if n /∈ A := [c12Nd, c13Nd] ∩ N, respectively. Therefore (46) implies, with c46 = c45d2 c17/(c13Σ),∫
Ω
e
− β4 c20‖V−R‖2L2(ΛN ) dµ ≤
∑
n∈A
nn−2|Σ|n(λ(ΛN )(βc45) d2 )−(n−1)
≤
∑
n∈A
|Σ|−1
( c13Nd|Σ|
c17Nd(βc45)
d
2
)n−1
=
∑
n∈A
|Σ|−1(c46β d2 )−(n−1)
≤ (c13 − c12)Nd|Σ|−1
(
c46β
d
2
)−(c12Nd−1)
≤ e−Nd[c24 log β−cR47] (47)
for β ≥ β0 := c46− 2d > 0 and some constants c24 > 0 and cR47 ∈ R.
Using Lemma 3.11 and (47), we estimate (44) further:
Eβ,σ,m,N
[
1
|T |
(
H(·)−H(ϕ))1Ω>δ] ≤ 1β e+Nd[βγ+c22(γ,m)]e− β4 δc0Nde−Nd[c24 log β−cR47]
= 1β exp
(−Nd[β c04 δ − βγ + c24 log β − cR47 − c22(γ,m)])
= 1β exp
(−Nd[β c08 δ + c24 log β − cR25(δ,m)]) (48)
with γ = c08 δ and c
R
25(δ,m) = c
R
47 + c22(
c0
8 δ,m) ∈ R. The combination of (43) and (48) yields the
conclusion of the lemma.
3.3.6 Results
Corollary 3.14. The following statements hold for all m ≥ m0:
lim
β→∞
lim sup
N→∞
sup
σ≥σ0(N,m)
Eβ,σ,m,N
[
1
|T |
(
Hσ,m,N (·)−Hσ,m,N (ϕ)
)]
= 0 (49)
lim
β→∞
lim sup
N→∞
sup
σ≥σ0(N,m)
Eβ,σ,m,N
[
1
|T | infR∈SO(d)
∑
∈T
‖V −R‖2L2()
]
= 0 (50)
lim
β→∞
lim sup
N→∞
sup
σ≥σ0(N,m)
Eβ,σ,m,N
[
1
λ(ΛN )
inf
R∈SO(d)
‖V −R‖2L2(ΛN )
]
= 0 (51)
Proof. Let δ > 0. We define
f(β, δ,m) := β c08 δ + c24 log β − cR25(δ,m) .
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Then limβ→∞ f(β, δ,m) = ∞ for fixed δ and m. Lemma 3.13 states that for all β ≥ β0 and
N ≥ N0(δ,m)
sup
σ≥σ0(N,m)
Eβ,σ,m,N
[
1
|T |
(
Hσ,m,N (·)−Hσ,m,N (ϕ)
)] ≤ δ + 1β e−Ndf(β,δ,m) ≤ δ + 1β e−f(β,δ,m)
if f(β, δ,m) > 0 (which is fulfilled for large enough β). Therefore
sup
N≥N0(δ,m)
sup
σ≥σ0(N,m)
Eβ,σ,m,N
[
1
|T |
(
Hσ,m,N (·)−Hσ,m,N (ϕ)
)] ≤ δ + 1β e−f(β,δ,m) ,
which implies
lim sup
β→∞
lim sup
N→∞
sup
σ≥σ0(N,m)
Eβ,σ,m,N
[
1
|T |
(
Hσ,m,N (·)−Hσ,m,N (ϕ)
)] ≤ lim
β→∞
(
δ + 1β e
−f(β,δ,m)) = δ
and therefore claim (49) with “≤ 0” instead of “= 0” and with “lim sup” instead of “lim” since
δ > 0 was arbitrary.
Lemma 3.7 states that there exists R(ω) such that
inf
R∈SO(d)
‖V (ω)−R‖2L2(ΛN ) ≤ ‖V (ω)−R(ω)‖2L2(ΛN ) ≤ 1c20
(
Hσ,m,N (ω)−Hσ,m,N (ϕ)
)
.
Thus we can estimate using also Lemma 3.6(f)
0 ≤ Eβ,σ,m,N
[
1
|T | infR∈SO(d)
∑
∈T
‖V −R‖2L2()
]
≤ Eβ,σ,m,N
[
1
c15λ(ΛN )
inf
R∈SO(d)
‖V −R‖2L2(ΛN )
]
≤ Eβ,σ,m,N
[
1
c15c16|T | infR∈SO(d)
‖V −R‖2L2(ΛN )
]
≤ 1c15c16c20 Eβ,σ,m,N
[
1
|T |
(
Hσ,m,N (·)−Hσ,m,N (ϕ)
)]
.
Therefore, the already proven version of claim (49), namely the one with “≤ 0” and “lim sup”,
implies the real claim (49) as well as claims (50) and (51).
Proof of Theorem 3.1. It is exactly statement (50) of Corollary 3.14 above.
3.4 Some Concrete Models
In this section, we want to give two concrete models to which we can apply the results of
the previous sections. Thereto we have to choose all components stated in the beginning of
Section 3.1. First we consider a model on the triangular lattice which is an analogue to the
model considered in [HMR-14]. Then we work with the d-dimensional cubic lattice. Other
models can be constructed similarly.
3.4.1 Two-dimensional Triangular Lattice
As already stated, the following model is an analogue to [HMR-14]. Thus we work with their
set-up and fix
(a) a real-valued potential function φ defined in an open interval containing 1 such that φ is
twice continuously differentiable with φ′′ > 0 and φ′(1) = 0,
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(b) an α > 0 so small that φ is defined on [1 − α, 1 + α] and that [HMR-14, Corollary 2.4]
holds and
(c) an ` ∈ (1− α/2, 1 + α/2).
This are almost literally the same assumptions as in [HMR-14, page 3]. We only use the letter
φ for the potential since V has a different meaning here.
We identify C and R2 and work on the triangular lattice A2 = Z + τZ with τ = eipi/3 and
edges formed by nearest neighbours. In the following, we choose the components of our model.
1. Let us define the tessellationM of R2 first. All tiles will have the same type, i.e. I = {1}.
Therefore we omit the superscript i = 1 in the following. Let the standard tile  be the
triangle with vertices s1 := 0, s2 := `1 and s3 := `τ , i.e.
 :=
{
λ1`+ λ2`τ | λ1.λ2 ≥ 0, λ1 + λ2 ≤ 1
}
.
Then the tessellation M is given by
M := { = z + ξ | z ∈ `A2, ξ ∈ {1, τ}} .
2. We choose the parameter ε ∈ (0, α4 ) arbitrary.
3. We choose the parameter ρ ∈ (0, `3 ) arbitrary.
4. We choose the parameter c0 > 0 arbitrary.
5. The local Hamiltonian is induced by the potential φ and defined by
Hloc : Nε() → R
 = hull{x1, x2, x3} 7→ 12
(
φ(|x1 − x2|) + φ(|x2 − x3|) + φ(|x3 − x1|)
)
where x1, x2, x3 are the corners of . Since |x1 − x2| ≤ |x1 − s1|+ |s1 − s2|+ |s2 − x2| ≤
`+ 2ε < 1 + α and similarly |x1 − x2| ≥ 1− α and for the other vertex-pairs we conclude
that Hloc is well-defined. Moreover, it inherits continuity from φ. Lemma 3.15 below
shows that inequality (5) is fulfilled.
6. Finally we define the quantity S measuring the surface of the crystal by
S := |∂P|
such that condition (6) is obviously fulfilled (with c3 = 1).
The upcoming lemma shows that the local Hamiltonian indeed fulfils inequality (5).
Lemma 3.15. There are constants c1 > 0 and c
R
2 ∈ R (depending on φ) such that inequality (5)
holds for all  ∈ Nε(), i.e.
Hloc()−Hloc() ≥ c1‖ dist(∇v,SO(2))‖2L2() + cR2
(
λ()− λ()) ,
where v is the affine linear map mapping  to .
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Proof. This is a more or less direct consequence of Corollary 2.4 in [HMR-14]. Let x1, x2 and
x3 be the corners of  ∈ Nε(i). By the definition of Hloc, we have
Hloc()−Hloc() = 12
(
φ(|x1 − x2|) + φ(|x2 − x3|) + φ(|x3 − x1|)− 3φ(`)
)
. (52)
Moreover, [HMR-14, Corollary 2.4] states (in our notation)
φ(|x1−x2|)+φ(|x2−x3|)+φ(|x3−x1|)−3φ(`)−p(`)
(
λ()−λ()) φ dist(`−1∇ω,SO(2))2 (53)
where p(`) = 2
√
3φ′(`)/` and ω is the affine linear map mapping 0 7→ x1, 1 7→ x2 and τ 7→ x3.
Since v is the affine linear map mapping x1 7→ 0, x2 7→ ` and x3 7→ `τ , we conclude
v ◦ ω = ` Id and therefore `−1∇ω = (∇v)−1 . (54)
Now we use the following fact: For all A ∈ R2×2 which are close to SO(2) one has
dist(A−1,SO(2))2  dist(A,SO(2))2 .
Applying this fact to A = ∇v, which is close to SO(2) as |xj − sj | ≤ ε (j = 1, 2, 3), yields
dist(`−1∇ω,SO(2))2  dist(∇v,SO(2))2 . (55)
since (∇v)−1 = `−1∇ω by (54). Combining equations (52), (53), (55) and λ()  1 yields the
lemma.
We recall the definition of the Hamiltonian and the probability measure in the end of Sec-
tion 3.1. Thereto let β > 0, σ > 0, m ≥ m0 and N ∈ N. We define the Hamiltonian
Hσ,m,N :=
∑
∈T
Hloc() + σS −m|P|
and the probability measure Pβ,σ,m,N via
dPβ,σ,m,N
dµ
:=
1
Zβ,σ,m,N
e−βHσ,m,N with Zβ,σ,m,N :=
∫
Ω
e−βHσ,m,N dµ .
One may be bothered by the fact that edges inside the crystal T appear twice in the Hamiltonian
whereas boundary edges appear only once. But this disturbance can be fixed using the following
alternative tilde-versions. Let us define the Hamiltonian
H˜σ,m,N :=
∑
x,y∈P
x∼y in T
φ
(|x− y|)+ σ|∂P| −m|P| .
where x ∼ y in T iff there exists  ∈ T with x, y ∈  and x 6= y. Then the probability measure
P˜β,σ,m,N is defined via
dP˜β,σ,m,N
dµ
:=
1
Z˜β,σ,m,N
e−βH˜σ,m,N with Z˜β,σ,m,N :=
∫
Ω
e−βH˜σ,m,N dµ .
We denote the expectation with respect to Pβ,σ,m,N with Eβ,σ,m,N and the expectation with
respect to P˜β,σ,m,N with E˜β,σ,m,N .
Then we have the following corollary to Theorem 3.1.
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Corollary 3.16. There exist m0 ∈ R and σ0(N,m)  N2 +m such that the rotational symmetry
of the crystal is broken in the following sense:
∀m ≥ m0 : lim
β→∞
lim sup
N→∞
sup
σ≥σ0(N,m)
Eβ,σ,m,N
[
inf
R∈SO(2)
1
|T |
∑
∈T
‖V −R‖2L2()
]
= 0
as well as
∀m ≥ m0 : lim
β→∞
lim sup
N→∞
sup
σ≥σ0(N,m)
E˜β,σ,m,N
[
inf
R∈SO(2)
1
|T |
∑
∈T
‖V −R‖2L2()
]
= 0
holds.
Proof. For Eβ,σ,m,N , this is exactly the statement of Theorem 3.1. For E˜β,σ,m,N , we observe
that ∣∣Hσ,m,N − H˜σ,m,N ∣∣ ≤ ∣∣∣ ∑
x,y∈∂P
x∼y in T
1
2φ
(|x− y|)∣∣∣ ≤ c48|∂P| = c48S
with c48 := 3 supt∈[1−α,1+α] |φ(t)|. Therefore
H˜σ,m,N ≥ Hσ,m,N − c48S =
∑
∈T
Hloc() + (σ − c48)S −m|P| = Hσ−c48,m,N
and analogously
H˜σ,m,N ≤ Hσ+c48,m,N .
Thus Z˜β,σ,m,N ≥ Zβ,σ+c48,m,N and
E˜β,σ,m,N
[
inf
R∈SO(2)
1
|T |
∑
∈T
‖V −R‖2L2()
] ≤ ∫
Ω
e−βHσ−c48,m,N
Zβ,σ+c48,m,N
inf
R∈SO(2)
1
|T |
∑
∈T
‖V −R‖2L2() dµ
Moreover, we observe that the lower bound of the partition sum in Lemma 3.11 does not depend
on σ since Hσ,m,N (ϕ) is independent of σ. Thus we can apply the proof of Theorem 3.1 for
Pβ,σ−c48,m,N if σ − c48 ≥ σ0(N,m) to conclude that the appropriate limit of the right hand side
is 0. Therefore the corollary for E˜σ,m,N follows if we enlarge σ0(N,m) by c48.
3.4.2 Cubic Lattice in d Dimensions
Finally we give an example on the cubic lattice in dimension d ≥ 2. First we note that a cube is
not stabilized by fixing all its edge lengths: it can be arbitrarily flat. Thus there is no chance to
be close to SO(d) if only the edge lengths are specified. Therefore we specify the lengths of the
diagonals, too. Though not required, we use all diagonals in order to simplify the presentation.
The following model is quite similar to the model on the triangular lattice; thus we do not present
all technical details.
We define D := {A ⊂ {1, . . . , 2d} : |A| = 2}. This set is used to index a pair or “double” of
vertices of a cube, or the corresponding edge or diagonal. We shortly write kj ∈ D for {k, j} ∈ D.
Similarly as for the model on the triangular lattice, we fix
(a) a tuple of real-valued potential functions φkj , kj ∈ D, defined in an open interval contain-
ing 1 such that each φkj is twice continuously differentiable with φ
′′
kj > 0 and φ
′
kj(1) = 0,
(b) an α > 0 so small that each φkj is defined on [1− α, 1 + α] and that Lemma 3.17 below
holds and
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(c) an ` ∈ (1− α/2, 1 + α/2).
Using this input, we define the model according to the set-up in Section 3.1. First we choose
the parameters ε ∈ (0, α4 ), ρ ∈ (0, `3 ) and c0 > 0 arbitrary. The tessellation M will be induced
by the lattice `Zd. Again there is only one tile type such we can omit the superscript i. The
standard tile  is the cube  = {(z1, . . . , zd) ∈ Rd | 0 ≤ z1, . . . , zd ≤ `}; its corners are denoted
by s1, . . . , s2d . Then M := {z +  | z ∈ `Zd}. If a perturbed cube  ∈ Nε() has corners
x1, . . . , x2d , we define its local Hamiltonian using the given potential functions as follows:
Hloc() :=
∑
kj∈D
φkj
( |xk − xj |
`−1|sk − sj |
)
.
Thus we allow different potentials for different edges or diagonals. Similarly to the example on
the triangular lattice we conclude that Hloc is well-defined and continuous; Lemma 3.17 below
shows that inequality (5) is fulfilled. Again we define the quantity S measuring the surface of
the crystal by S := |∂P| such that condition (6) is obviously fulfilled. We still need
Lemma 3.17. For sufficiently small α > 0, there are constants c1 > 0 and c
R
2 ∈ R such that
inequality (5) holds for all  ∈ Nε(), i.e.
Hloc()−Hloc() ≥ c1‖ dist(∇v,SO(d))‖2L2() + cR2
(
λ()− λ()) ,
where v is the affine linear map mapping  to .
Proof. The proof is quite similar to the proofs of Lemma 2.2, Lemma 2.3 and Corollary 2.4 in
[HMR-14]. In fact, it generalises their arguments to higher dimensions. Therefore, we present
not all technical details.
Let a tile  ∈ Nε() with corners x1, . . . , x2d be given. We abbreviate
ξkj :=
|xk − xj |
`−1|sk − sj |
for kj ∈ D. There exists a twice continuously differentiable function
f : R|D|+ → R with λ() = f
(
ξkj : kj ∈ D
)
for  ∈ Nε(). Using a Taylor expansion around (`, . . . , `), we conclude
λ()− λ() =
∑
kj∈D
∂kjf(`, . . . , `) (ξkj − `) +O
(∑
(ξkl − `)2
)
.
Note that b := infkl ∂kjf(`, . . . , `) > 0 since increasing an edge length increases the volume. It
follows that
b
∑
kj∈D
|ξkj − `| ≤
∑
kj∈D
∂kjf(`, . . . , `) |ξkj − `| ≤ |λ()− λ()|+O
(∑
(ξkl − `)2
)
.
Now we use sup|φ′kj(l)| ≤ α sup|φ′′kj(l)|, where the suprema are taken over all kj ∈ D and
l ∈ [1− α/2, 1 + α/2], to conclude∑
kj∈D
φ′(`)(ξkj − `) ≥ − sup|φ′kj(l)|
∑
kj∈D
|ξkj − `|
≥ −αb sup|φ′′kj(l)|
(
λ()− λ() +O(∑(ξkl − `)2)) .
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Note that we can ignore the absolute value of |λ() − λ()| since λ() ≥ λ() holds for all
 ∈ Nε(). Applying Taylor’s Theorem to φkj , kj ∈ D, yields with the just obtained estimate
Hloc()−Hloc() =
∑
kj∈D
(
φkj(ξkj)− φkj(`)
)
=
∑
kj∈D
(
φ′kj(`) (ξkj − `) + 12φ′′kj(`) (ξkj − `)2 + o
(
(ξkj − `)2
))
≥ −αb sup|φ′′kj(l)|
(
λ()− λ())+ inf[ 12φ′′kj(l)]∑kj∈D(ξkj − `)2
+ o
(∑
(ξkj − `)2
)− αb sup|φ′′kj(l)|O(∑(ξkl − `)2)
≥ cR2
(
λ()− λ())+ c49 ∑
kj∈D
(ξkj − `)2 (56)
with cR2 = −α sup|φ′′kj(l)|/b ∈ R and some constant c49 > 0 for small enough α > 0 since
inf 12φ
′′
kj(l) > 0, where the infimum is taken over all kj ∈ D and l ∈ [1− α/2, 1 + α/2].
It remains to bound
∑
kj∈D(ξkj − `)2 in terms of ‖ dist(∇v,SO(2))‖2L2(). Thereto we
consider any simplex 4 ⊂  such that v is affine linear on 4. Let D˜ = D˜4 ⊂ D denote the
corresponding set of vertex pairs of the simplex. Let kj ∈ D˜. Setting M := (∇v)−1, which
is constant on 4, yields xk − xj = M(sk − sj) as v maps xk to sk and xj to sj . Using also
`−2|sk − sj |2  1 we conclude
ξkj − `  `−2|sk − sj |2(ξ2kj − `2) = |xk − xj |2 − |sk − sj |2
= |M(sk − sj)|2 − |sk − sj |2 = 〈(sk − sj), (M∗M − Id)(sk − sj)〉
We define a norm ‖Q‖s of a symmetric d× d-matrix Q by
‖Q‖s :=
√∑
kj∈D˜
〈(sk − sj), Q(sk − sj)〉2 .
This is obviously a semi-norm; since (sk − sj), kj ∈ D˜, are the edges of a simplex, it even is a
norm. As in the proof of [HMR-14, Lemma 2.3] we conclude ‖M∗M − Id ‖s  dist(M,SO(d)).
Thus we have shown that∑
kj∈D˜
(ξkj − `)2  ‖M∗M − Id ‖2s  dist(M,SO(d))2  dist(∇v,SO(d))2
since ∇v = M−1 is close to SO(d) (for small α) because  is an ε-perturbation of . Using
the facts that the Lebesgue measure of any simplex of  is of order 1 and that each diagonal
belongs only to a finite number of simplexes, we conclude∑
kj∈D
(ξkj − `)2 &
∑
4
∑
kj∈D˜4
(ξkj − `)2 
∑
4
‖ dist(∇v,SO(d))‖2L2(4)
= ‖ dist(∇v,SO(d))‖2L2() .
Inserting this inequality into (56) completes the proof.
It follows that all assumptions in Section 3.1 are fulfilled. Therefore the very last corollary
needs no further proof.
Corollary 3.18. The rotational symmetry of the crystal model on the cubic lattice introduced
above is broken in the sense of Theorem 3.1.
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