Background: 40 K plays a significant role in the radiogenic heating of earth-like exoplanets, which can affect the development of a habitable environment on their surfaces. The initial amount of 40 K in the interior of these planets depends on the composition of the interstellar clouds from which they formed. Within this context, nuclear reactions that regulate the production of 40 K during stellar evolution can play a critical role. Purpose: In this study, we constrain for the first time the astrophysical reaction rate of 40 K(n,p) 40 Ar, which is responsible for the destruction of 40 K during stellar nucleosynthesis. We provide to the nuclear physics community high-resolution data on the cross-section and angular distribution of the 40 Ar(p,n) 40 K reaction. These are important to various applications involving 40 Ar. The associated reaction rate of the 40 Ar(p,n) 40 K process addresses a reaction rate gap in the JINA REACLIB database in the region of intermediate-mass isotopes Methods: We performed differential cross-section measurements on the 40 Ar(p,n) 40 K reaction, for six energies in the center-of-mass between 3.2 and 4.0 MeV and various angles between 0 • and 135 • . The experiment took place at the Edwards Accelerator Laboratory at Ohio University using the beam swinger target location and a standard neutron time-of-flight technique. We extracted total and partial cross-sections by integrating the double differential cross-sections we measured. Results: The total and partial cross-sections varied with energy due to the contribution from isobaric analog states and Ericson type fluctuations. The energy-averaged neutron angular distributions were symmetrical relative to 90-deg and consistent with the theoretical predictions of the statistical model. Based on the experimental data, local transmission coefficients were extracted and were used to calculate the astrophysical reaction rates of 40 Ar(p,n) 40 K and 40 K(n,p) 40 Ar reactions. The new rates were found to vary significantly from the theoretical rates in the REACLIB library. We implemented the new rates in network calculations to study nucleosynthesis via the slow neutron capture process, and we found that the produced abundance of 40 K is reduced by up to 10% compared to calculations with the library rates. At the same time, the above result removes a significant portion of the previous theoretical uncertainty on the 40 K yields from stellar evolution calculations. Conclusions: Our results support that the destruction rate of 40 K in massive stars via the 40 K(n,p) 40 Ar reaction is larger compared to previous estimates. The rate of 40 K destruction via the 40 K(n,p) 40 Ar reaction now has a dramatically reduced uncertainty based on our measurement. This result directly affects the predicted stellar yields of 40 K from nucleosynthesis, which is a critical input parameter for the galactic chemical evolution models that are currently employed for the study of significant properties of exoplanets. *
I. INTRODUCTION
K is a very long-lived naturally occurring radioisotope of potassium. The slow beta decay rate that transforms it into 40 Ar gives it important roles beyond that of the enrichment of the interstellar medium. One such role is in the area of nucleocosmochronology [1] . A possibly more exciting role, however, is related to the evolution of habitable environments in earth-like extrasolar planets. 40 K is typically found in the interiors of exoplanets, a remnant of the nucleosynthesis events that enriched the interstellar gas cloud and, in turn, gave birth to the main-sequence star that such exoplanets typically orbit. The decay of 40 K is an exothermic process that generates heat. It is hence found among other radioactive elements responsible for keeping an Earth-like planet's mantle hot for the billions of years following its birth. This so-called radiogenic heating and its evolution since a planet's formation are critically connected to the initiation and sustainability of any tectonic activity of the earth-like planet as well as of other planetary functions that control CO 2 levels in a planet's atmosphere. Processes that affect the emission and absorption of greenhouse gases on a planet control the balance of heat and influence habitability [2] . It has been shown that it is the initial composition of a planet in long-lived radioactive elements and particularly the quantities upon the formation of 40 40 K during s-process nucleosynthesis. The main avenues for destruction of 40 K are through the (n, p) and (n, α) reaction rates (solid black arrows). In this work we infer the 40 K(n,p) 40 Ar rate from a study of the 40 Ar(n,p) 40 K reaction (dashed black arrow).
that are critical parameters in the evolution towards a habitable environment [2, 3] .
In massive stars, 40 Ar and 40 K are mainly created through neutron capture reactions. The abundances of the two isotopes are connected since they share a common reaction flow during helium, carbon, and neon burning. Nucleosynthesis calculations have shown that the abundances of the two isotopes are mutually sensitive to the reaction rates responsible for their destruction [4] . For 40 K these rates are the 40 K(n,α) 37 Cl and 40 K(n,p) 40 Ar reactions. An example of a reaction flow involving these rates in the context of a simple model of weak s-process nucleosynthesis is shown in Fig.1 . 40 Ar is converted back to 40 K via the 40 Ar(p,n) 40 K reaction, a process that needs, however, temperatures of the order of 5 GK to switch on.
A search in the JINA REACLIB library [5] -we used REACLIB v2.2-commonly used for astrophysics applications reveals a shocking lack of experimental data on (p,n) and (n,p) reactions for intermediate-mass nuclei with atomic numbers between Z=14 and Z=33 and 30<A<70. The only available experimental data in the library are those for 41 K(p,n) 41 Ca and its timeinverse rate for 41 Ca(n,p) 41 K. A detailed study of the 40 Ar(p,n) 40 K reaction at energies into -or close to-the Gamow window allows to set constraints on both the direct and the inverse astrophysical reaction rates and to improve the accuracy of relevant abundance predictions for the astrophysics applications mentioned above. 40 Ar is an increasingly more valuable gas used in various scientific fields. In the last two decades, 40 Ar has found extended use in neutrino physics experiments due to its low cost, non-reactive nature, and relatively easy purification process. Purified 40 Ar, is used in Liquid Argon Time Projection Chambers (LArTPCs) which are integrated in neutrino tracking detector systems such as MicroBooNE [6] , ICARUS [7] , and LArIAT [8] . These systems are optimized for detecting accelerator, solar, and supernovae neutrinos for experiments relevant to neutrino physics and astrophysics. 40 Ar has used in accelerator physics technological applications. Such uses of 40 Ar include its placement in stripping gas-targets in tandem accelerators [9] , and in testing stable beams in low-and high-energy linear accelerator facilities such as ReA3 at the Facility of Rare Isotope Beams (FRIB) and Linac3 at CERN.
In the context of the last two applications, studies on proton and neutron-induced reactions on 40 Ar at MeVscale energies, are useful in the development of diagnostics tools, for testing experimental setups [10] , and for background characterization [11] in long-baseline experiments. Currently, the only available experimental data for the 40 Ar(p,n) 40 K reaction at energies below 20 MeV, come from low energy neutron yield measurements for the determination of reaction thresholds, Q-values, and Isobaric Analog States [12] [13] [14] [15] . The energy resolution of some of these earlier works is comparable to the data presented here, but the absolute quantification of the crosssection was not a primary goal of the authors. The work of Young et al. [15] deserves particular mention, since it includes an attempt at the measurement of the total cross-section using a long counter. While a plot is given, the authors acknowledge the non-quantified systematic uncertainty in the energy dependence of their neutron detector's efficiency and do not tabulate the cross-section. Presumably, the unknown energy dependence of the efficiency is the reason that the work of Young et al. is not included in any database of cross-section data for the p,n reaction.
In this work, we present for the first time a complete set of high-resolution experimental data on the 40 Ar(p,n) 40 K reaction excitation function and its angular distribution. We extract the absolute total cross-section, as well as partial cross-sections of the 40 Ar(p,n x ) 40 K, (x=0,1,2) reactions to the ground and two first levels of excitation of 40 K. We compare the cross-sections and the angular distributions with the theory and find that the results are consistent with the predictions of the statistical model. In particular, we explain the details of the excitation function in the context of the phenomenon of isobaric analog states and Ericson-type fluctuation theory, which are applicable in our case. We use the experimental data to extract local values for the proton -40 Ar transmission coefficients. From the experimental crosssection data, we calculate the experimentally constrained astrophysical reaction rate for the 40 Ar(p,n) 40 K reaction. Using detailed balance, we extract the reaction rate for the destruction of 40 K via the 40 K(n,p) 40 Ar and find it significantly different from the recommended library rate that is based on theory. Finally, by implementing the extracted rates in network calculations, we study s-process nucleosynthesis and find that the produced abundance of 40 K is ∼10% lower compared to calculations with the REACLIB rates.
We have divided the article into four sections. In Sec-tion II, we describe the experimental setup that we used for the measurement of differential cross sections and angular distributions at Ohio University. In Section III, we discuss the details of the data analysis and the extraction of neutron efficiencies, while in Section IV, we summarize the results and compare them with the statistical model calculations. In addition, we discuss the implications of this study in s-process nucleosynthesis and show results from network calculations. The conclusions of our work are summarized in Section V.
II. EXPERIMENTAL SETUP
The experiment was carried out at the 4.5 MV tandem accelerator of the Edwards Accelerator Laboratory using the beam swinger capability of the facility [16] . Pulsed proton beams at energies between 3.5 and 4.2 MeV were delivered from the tandem accelerator into a cylindrical gas-cell target at the end of the swinger magnet, as shown in Fig 2. The cylindrical body of the gas-cell was 3cm in length and had a 9mm internal diameter. A set of beam collimators upstream of the gas-cell provided a beam spot of ∼4 mm in diameter at the target position, while a 1 mm-thick gold layer at the bottom of the cylinder served as a beam stopper. To keep the beam-induced neutron background as low as possible, the entrance window of the gas-cell was made out of high purity (∼99.5%) aluminum and was 10.37±0.04 µm-thick. The thickness and composition of the aluminum foil were determined via Rutherford backscattering spectroscopy (RBS) and proton-induced x-ray emission (PIXE) analysis at Ohio University. During the data taking phase of the experiment, the gas-cell was filled with natural argon gas (99.999%) and was pressurized at 198±5 Torr. This pressure corresponded to an areal density of (1.97±0.0099)·10 19 atoms/cm 2 for 40 Ar, while the purity of the gas was verified with a residual gas analyzer (RGA) at the end of the experiment. Lower (98 Torr) and higher (414 Torr) pressures than the one for data taking were also used to understand the qualitative features of the cross-section and its fluctuating character. The use of various pressures and, consequently, target thicknesses allowed us to interpret the neutron spectra in terms of the interplay between energy resolution of the experiment and fluctuations in the cross-section.
For the detection of neutrons, we used a plastic scintillator detector that is similar to the Low Energy Neutron Detector Array (LENDA) bars [17] . The size of the detector's crystal was 31×4.5×2.5 cm (Length × Height × Width), which is 1 cm longer compared to a standard LENDA bar. We placed the bar inside the neutron time-of-flight tunnel at a distance of 5 m from the gas target. The swinger magnet, which can rotate around the center of the target at angles between 0 • ≤ θ lab 180 • , defined the angle θ lab of the detector relative to the beam axis. During the experiment, the neutron detector was oriented horizontally relative to the ground [16] ). The beam swinger allows the beam axis to rotate around the target center, making possible measurements of neutron yields at various reaction angles without the need for multiple neutron flight paths. The swinger is part of the 4.5 MV Tandem accelerator of Ohio University.
(see Fig 2) . Having the crystal in this position, we were able to achieve an angular resolution of 0.25 • in θ lab . The uncertainty in timing due to the crystal's length was less than 0.5 ns. The intrinsic timing resolution of LENDA is also less than 0.5 ns [17] . Therefore, the pulsing and bunching of the beam dominated the timing uncertainty, which we measured using the neutron spectra to be no more than 2 ns.
For determining the neutron angular distributions, we performed measurements at various angles between 0 • and 135 • . While the swinger magnet can rotate up to 180 • , the system's supporting materials upstream of the gas-cell significantly shadowed the target for θ lab > 135 • . For this reason, we did not use in this study any measurements at larger angles than 135 • .
To determine the intrinsic efficiency of LENDA at the neutron energies of the experiment, we performed an efficiency calibration measurement using the neutron spectrum of the 9 Be(d,n) reaction for a thick Be-target. The 9 Be(d,n) reaction is a suitable and well-characterized source of neutrons for calibrating neutron detectors in the energy range 0.1 ≤ E n ≤ 11.7 MeV due to its high neutron flux at the low-and high-energy ends [18] [19] [20] . In this measurement, we used a 7 MeV deuterium beam at θ lab =0 • , while the position of LENDA remained the same as described above.
In addition to the neutron detector, a 4.5×5.0 cm LaBr 3 :Ce scintillator was used to detect gamma rays associated with the 40 Ar(p,n) reaction. The detector was mounted at 90 • relative to the beam axis and was 18cm away from the target. Gamma spectra from the LaBr detector and particularly the yields of the gamma transitions associated with the excited levels of 40 K were used for qualitative analysis and cross-verification of the neutron detector results. These data were invaluable in comprehending the detailed characteristics of the neutron spectra, as described in the analysis section.
For getting a detailed picture of the photon emission as a function of proton energy, the gamma-ray data were collected separately from the time-of-flight measurements. In this way, we were able to increase the energy resolution by lowering the gas pressure in the cell and take smaller energy steps. Twenty-five spectra were collected in total for beam energies between 3.4 to 4.0 MeV (with 25 keV step), while the pressure in the gas-cell was 98±5 Torr.
III. DATA ANALYSIS
We extracted the total cross-section of the 40 Ar(p,n) 40 K by summing all the partial cross-sections of the (p, n x ) exit channels populating the ground and excited levels of 40 K. To obtain the partial cross-sections, we followed the procedures outlined below to integrate the experimental double differential cross sections over the angle θ. Fig. 3 shows schematically the portion of the 40 K level scheme that is relevant for our study at energies between 3.0 and 4.0 MeV in the center-of-mass system along with the associated neutron transitions n 0−3 assuming a reaction proceeding via the formation of a 41 K compound nucleus. The kinetic energies of the emitted neutrons from the various (p, n x ) channels are expected to range between 0.1 and 1.6 MeV.
Within the limits of the timing resolution of the system as well as the energy resolution of the incident beam, the peaks from the (p, n 0 ) and (p, n 1 ) channels were not expected to be resolved in the neutron spectra due to their small difference in neutron time-of-flight. As a result, cumulative angular distributions and partial cross-sections were obtained for the (p, n 0,1 ) channels. Neutron peaks in our spectra corresponding to these two channels spanned the energy range of 1.0 E n0,n1 1.6 MeV.
For the (p, n 2 ) and (p, n 3 ) channels, the resolution of the system was adequate to separate their neutrons that were expected in the combined energy range of 0.1 E n2,n3 0.9 MeV. The fact that we observed no neutrons (or gamma rays) from the (p, n 3 ) channel suggests that the corresponding partial cross-section was too low compared to the sensitivity of our experiment. Within our experimental uncertainties, the contribution of the (p, n 3 ) channel to the total cross-section was con- sidered negligible compared to the dominant (p, n 2 ) channel.
The differential cross sections at angle θ and energy E were calculated using the following relation:
where I n is the number of detected neutrons, τ d and n are correction factors for the dead-time of the electronics system and the intrinsic efficiency of LENDA, respectively, N t is the areal density of the target nuclei, N p is the total number of beam particles impinging the target during the measurement, and ∆Ω is the solid angle of the detector. The number of detected neutrons I n was extracted from the time-of-flight spectra after applying particular thresholds levels in the output pulse heights of the detector. By doing this, we were able to obtain the corresponding neutron efficiencies n from the LENDA efficiency data (see Section III A). By collecting at least four data points for each angular distribution and converting the data to the center-ofmass system, a least-squares fit was then applied using Legendre polynomial expansions of the form:
where P i is the i th order Legendre polynomial. Having properly reproduced the angular distributions in the range from 0 • to 180 • , the total cross sections were obtained by integrating the fit functions. The total cross-section values and associated uncertainties were estimated using a Monte-Carlo sampling technique that took into account the experimental errors of the differential cross-section measurements. In this analysis, the angular distribution data points were randomly varied within the limits of their error-bars. For each randomly chosen configuration of points, an integrated angular distribution was obtained. By repeating this process N-times, we were able to create a distribution of angle-integrated cross-sections where its standard deviation (σ) and mean value (µ) were used to determine the final values of the cross-section and its error. In order to assure that all the possible fit functions are taken into account in the estimate of the final errors, the data points were varied according to a flat random distribution. Fig. 4 , shows an example of an angular distribution that was analyzed with the Monte-Carlo method we describe here. All the distributions were fitted using Legendre polynomials up to the second order. In cases of symmetrical distributions, only the even terms of the expansion were included (e.g., Fig.4 ). Any uncertainties associated with the integration method on the fit functions were negligible.
In the following subsections, we provide details on the analysis of the neutron efficiency necessary for the quantification of the cross-section in equation 1. We also describe the analysis of gamma-ray spectra used to extract relative gamma-ray yields and to interpret the crosssection results qualitatively.
A. Neutron Efficiency

Extraction of the detector efficiency curve
The neutron time-of-flight spectrum of the 9 Be(d,n) reaction that we obtained with the LENDA detector for the efficiency measurement is presented in Fig. 5 . From the neutron time-of-flight, the kinetic energy of the neutrons was then deduced from:
where τ is the neutron time-of-flight, L is the flight path, c is the speed of light, and m n =939.57 MeV. We extracted the efficiency curve by comparing the measured neutron yields at each energy bin, with the "standard" yields from this reaction. The standard yields were obtained from J.W. Meadows [20] , while the measured yields were calculated as:
where I n is the total number of counts in a particular bin, N b is the integrated beam current during the run, ∆Ω is the solid angle of the detector, and ∆E is the bin size. A comparison between the neutron yields from LENDA and those from the reference study is displayed in Fig. 6 . By adjusting the bin sizes accordingly, the efficiency at each energy bin was given from the ratio:
The extracted efficiency curve is presented in Fig. 7 , where two different threshold levels were applied to the light output of the detector in offline analysis. The main uncertainties on the efficiency data were introduced by the beam current integration and the reference neutron yields. The errors on the reference yields fluctuated between 2-5% [20] , while for the beam current integration, an error of 10% was adopted based on conservative estimates. Overall, the final efficiency curve in the energy region of interest was determined within an uncertainty of 8%.
Determination of efficiency for low energy neutrons
Due to the finite energy resolution of our system, which was dominated by the energy loss of the beam in the target, the widths of the neutron peaks from the 40 Ar(p,n) reaction were about 100 keV. While the time-of-flight resolution was enough to separate the energies of neutrons coming from the target within 10 keV, all the neutrons within the 100 keV range would be included inside a single neutron peak. The energy resolution did not affect the analysis of the high energy neutron peaks (E n >0.8 MeV) negatively as the efficiency is relatively constant within 100 kev at these energies (see Fig. 7 for the efficiency at a threshold of 30 keV ee ). The sharp drop of LENDA's intrinsic efficiency for E n < 0.4 MeV, however, complicated the determination of absolute yields for the low energy neutron peaks (0.2 < E n < 0.4 MeV) in which the shape of the rapidly increasing efficiency was convoluted with that of the reaction yield. In other words, the energy width of each TOF-peak at low neutron energies corresponded to a significant variation of the neutron efficiency. We decoupled the effect of the varying efficiency inside the low energy neutron peaks by dividing them into intervals of 10-15 keV. For each one of these energy intervals, a weighting factor w i was obtained by dividing the number of counts in that interval over the total number of counts on the neutron peak. Having extracted a set of weighting factors, the cumulative efficiency of neutron detection for the events in each peak was calculated from the bin-wise yield as: (Table I) . where N is the number of intervals, and i is the intrinsic efficiency of LENDA at the corresponding energy of the i th interval.
B. Gamma-ray spectra
We used Gamma-ray spectra to study the characteristic gamma-rays from the 40 Ar(p,n) reaction, as well as to cross-check the time-of-flight data. Fig. 8 , shows a gamma spectrum from the LaBr 3 detector for E lab = 3.8 FIG. 6. Neutron yields from the 9 Be(d,n) reaction. The reference spectrum has been adopted from [20] . The intrinsic efficiency of the LENDA bar is reflected in the difference between the two curves. Each data point marks the center of the corresponding energy bin.
MeV. The majority of the detected gamma-rays came from interactions of the proton beam with the argon gas, the aluminum window of the gas-cell, and the surrounding materials along the beamline. The 770 keV peak from the 40 Ar(p,n 2 ) channel was present in the spectrum through all the measurements and was used to monitor the fluctuations of the cross-section. The 29.8 keV gamma-rays from the first excited state of 40 K were also identified; however, they could not be easily resolved from the background photons in the low-energy region. In contrast with the first two excited states, the promi- nent gamma-rays from the (p, n 3 ) channel at 891 keV, were completely absent from the spectra. This was an indication that the partial cross-section of this channel is too low.
By determining the counting rates for the 770 keV gamma rays, we were able to investigate the behavior of the excitation function as a function of proton energy. This was done by extracting gamma-ray yields for the (p, n 2 ) channel at various incident energies. To avoid any systematic uncertainties associated with the dead-time of our electronics system, the yields were calculated relative to the 844 keV gammas-rays from the 27 Al(p,pγ 1−0 ) reaction. Differential cross sections for the inelastic scattering on 27 Al at 90-deg and incident energies between 3.0 and 4.0 MeV, were retrieved from M.Chiari et al. [21] through the Ion Beam Analysis Nuclear Data Library (IBANDL) [22] . By using the 844 keV gamma-ray peak of aluminum as a reference, the relative yield factor Y γ of the 40 Ar(p,n 2 − γ) channel at each incident energy was calculated as:
where I γ and I Al are the number of detected photons with energies 770 keV and 844 keV, respectively, [dσ/dΩ] Al is the differential cross-section of the 27 Al(p,pγ 1−0 ) reaction at the corresponding incident energy, and A E is a correction factor that takes into account the efficiency and the solid angle of the detector, as well as the areal density of 40 Ar in the gas target.
IV. RESULTS AND DISCUSSION
A. Qualitative interpretation of neutron and gamma spectra, and statistical fluctuations A remarkable feature of the experimental data was the fluctuating character of the cross-section. We observed fluctuations through both the yield of the 770 keV gamma-ray of the (p, n 2 ) channel, and the neutron yield in the peaks of the time-of-flight spectra. The character of the fluctuations we observed in each case was dependent on the energy resolution of the corresponding measurement. Fig. 9 , shows the relative yield of the 770 keV gamma-ray as a function of beam energy. The 25 keV resolution of this phase of the measurement reveals a rapidly varying gamma-ray yield for reaction energies above 3.2 MeV in the center-of-mass, consistent with the known T=5/2 Isobaric Analog States (IAS) of 41 Ar in 41 K [23] . The IAS strength is mixed with the T=3/2 natural 41 K states that have a much narrower width. This second contribution to the fluctuating character of the average cross-section is revealed in detail using the higher-resolution neutron time-of-flight spectra of Fig. 10 , that are taken with two different pressures (198 and 414 Torr) of the argon target gas. Both spectra correspond to the same incident energy and detector angle but have different argon target thicknesses. The proton energy of the beam after traversing the aluminum window of the gas target is 3.6 MeV. The energy resolution of the proton beam is 90 and 170 keV for the low and high-pressure case, respectively, and is dominated by the energy that the beam particles lose in the target gas before the onset of the nuclear reaction. Hence, in Fig. 10 , the blue spectrum corresponds to reaction energies in the range of 3.4-3.6 MeV, while the red spectrum corresponds to the range of 3.5-3.6 MeV. Both neutron spectra, therefore, correspond roughly to the peak at the higher energy part of the gamma-ray spectrum of Fig. 9 . For a non-fluctuating excitation function, the (p, n x ) peaks in both spectra ( Fig. 10 ) would have the same single-peak shape with an energy spread defined by the folding of the IAS resonance width and the neutron energy resolution. The partial excitation functions, however, are characterized by overlapping resonance-like structures, and the shape of the peaks changes according to the fraction of the excitation function covered in each measurement. The comparison of the two neutron spectra of Fig. 10 suggests that the shape of the neutron peaks is strongly affected by the folding of Ericson fluctuations with the IAS resonances, and the energy resolution of the measurement. As the beam energy loss increases in the target with the increased pressure, the portion of the excitation function probed increases too. As a result, the corresponding neutron peak becomes broader in energy (or time-of-flight), and the neutron yields reproduce a fluctuating excitation function for a broader energy range than before.
The energy resolution of the neutron peaks depends on the timing resolution of the system. Considering the kinetic energies of the neutrons and the geometry of our system, the neutron time of flight energy resolution during this experiment was of the order of 10 keV or less. For example, for the low energy neutron peaks that appear in Fig. 10 (right side) , the resolution is ∼2.5 keV. Consequently, the statistical fluctuations of the cross-section are reproduced by the neutron yields in great detail and are seen in Fig. 10 superimposed on the IAS strength. The fine structure we observed in the neutron spectra is typical of the region of nuclei we are studying and we attribute it to statistical fluctuations of the partial cross sections [24] . The observation of these structures is also in agreement with previous work in the literature using the 40 Ar(p,n), (p,p), and (p,α) reactions [15, 23] that report on the superposition of the two types of contributions. Statistical fluctuations are expected in compound nuclear reactions that proceed via highly-excited overlapping states in the compound system and are in agreement with various other studies of nuclear reactions in this mass region where statistical fluctuations of the partial cross-sections were reported in literature [25] [26] [27] .
As discussed in [24] , the level interference effects corresponding to Ericson fluctuations impact both the partial cross-sections and the angular distributions. The partial angular distributions tend to be asymmetric relative to 90-deg, while the cross-sections tend to fluctuate as a function of energy with a period equal to the average width Γ of the populated states. If the number of exit channels is small, the total cross-section is also affected. These effects are reduced when many exit channels are integrated or when the energy resolution of the measurement is much larger than Γ. As we will see in the following subsections, the results of our study agree with the predictions of the statistical fluctuations theory. The agreement is evident in the partial cross-sections and angular distributions, as well as in the result for the total cross-section. While the observed fluctuations are of particular interest, reporting a detailed fluctuation analysis of the results is complicated, particularly in the presence of the isobaric analog resonance states, and would be outside of the scope of this article. This analysis is therefore left to be incorporated in future work. Here, we aim at the extraction of the reaction rate based on the measured energy averaged partial and total cross-sections.
B. Differential, partial, and total cross sections The measured partial cross sections for six energies are presented in Fig. 12 . The corresponding values are listed in Table I . All energies correspond to the centerof-mass energy in the middle of the target, after taking into account the energy loss in the aluminum window and the argon gas. Energy losses were calculated using the Monte-Carlo software SRIM [28] .
A prominent drop of the cross-section is observed in all the neutron channels at around 3.6 MeV. This trend is consistent with the variation of the gamma-ray yields from the (p, n 2 ) channel (see Fig. 9 for E p > 3.4 MeV) in which Ericson fluctuations are seen folded into the broader T=5/2 isobaric analog resonance structure of 41 Ar as discussed in the previous section. The 50 keV resolution of the total cross-section measurement results in a smoothing of the fluctuating character of the crosssection. The uncertainties on the partial cross-section determination fluctuated between 12.0-13.5 % in σ 0,1 and 14.0-22.5 % in σ 2 . For the total cross-section σ tot , the corresponding uncertainty range is 9.0-11.5 %. The extracted differential cross sections are given in Table II . Their uncertainties varied between 15.0-33.0 %. In general, uncertainties above 20.0 % mainly corresponded to measurements of low energy neutrons (E n 0.4 MeV) from the (p, n 2 ) channel. This happened because the kinetic energies of those neutrons lie in a region where the intrinsic efficiency of LENDA changes rapidly (e.g., for E cm =3.37 MeV, 200< E n <400 keV). Due to the convolution of the detector's efficiency with the neutron yields for those data points (see Section III A), the total uncertainty was increased.
Overall, the primary sources of uncertainty were the beam current integration (10 %), the intrinsic neutron efficiency (10-20 %), the solid angle subtended by the neutron detector(4 %), and in some cases the peak integration which contributed to the error up to 15 %. Any systematic uncertainties associated with the shadowing of the target at 135-deg were estimated to be much smaller than any statistical error at this angle and were not treated separately.
In Fig. 11 , we present all the neutron angular distributions. The distributions of the (p, n 2 ) channel were found to vary as a function of energy and tended to be asymmetrical relative to 90-deg. According to the theory of statistical fluctuations [24] , this behavior is expected for the distributions of individual channels. However, any features associated with this phenomenon should vanish when the distributions are averaged over a sufficiently large energy interval or when various exit channels are taken into account. The latter is demonstrated by the symmetrical distributions of the (p, n 0,1 ) channels, which change smoothly with energy. Furthermore, by looking at the energy averaged distributions (see Fig. 13 ) the profound asymmetries on the (p, n 2 ) channel also vanish. This is an indication that the observed fluctuations of the cross-sections are purely statistical.
C. Theoretical calculations
To reproduce the experimental data, we performed statistical model calculations for incident energies between 3.0 and 4.0 MeV in the center-of-mass system, by using the Hauser-Feshbach code TALYS 1.9 [29] . In these calculations, we adopted the semi-microscopic Optical Model Potential (OMP) of Jeukenne-Lejeune-Mahaux [30] , while for the description of level densities and gamma-ray strength functions we used the Back-shifted Fermi gas model [31] , and the Brink-Axel model [32, 33] respectively. We obtained no significant variation of the calculation results when we tried different models for level densities and gamma-strength functions. Regarding the nuclear masses involved, we have implemented the most recently evaluated atomic mass data [34] .
The three exit channels which are competing in the p + 40 Ar reaction, are the (p, p), (p, n), and (p, a). The parameters of the optical model for each one of the three possible particles in the exit channel (neutrons, protons, and alphas) are expected to influence the result of the cross-section calculation. To get a better description of the partial cross-sections for the (p, n) channel, we adjusted the OMP transmission coefficients only for neutrons and alphas. The alpha-nucleus optical potential is typically more uncertain than the proton-nucleus one (see e.g., [35] ). Therefore, to limit the number of tuned parameters, the corresponding proton transmission coefficients remained unchanged. The transmission coefficients were adjusted using the keyword 'Tljadjust' of TALYS, while all the other parameters in the code remained fixed. The 'Tljadjust' parameter allows the user to multiply the transmission coefficients with a different factor for each particle and orbital angular momentum L. The range of L-values for which we calculated the transmission coefficients depends on the populated spins in the compound system. We applied corrections up to the maximum L that was given by the models used in the TALYS calculation for the energy range of our interest. The limit of L max was 5 for neutrons, and 11 for alphas. The optimum set of multiplication factors for the transmission coefficients was extracted based on the quality of the cross-section fits. For the different input parameters, the fit quality was evaluated by using Pearson's chi-squared formula:
where E j and O j are the experimental and theoretical cross-sections respectively.
Calculations of Cross-Sections and Angular distributions
The results from the statistical model calculations are summarized in figures 12 and 13.
Since the cross-sections were characterized by significant fluctuations, the data cannot be precisely reproduced within the Hauser-Feshbach framework that calculates energyaveraged cross-sections. We expect, however, that the energy-averaged angular distributions will be reproduced accurately in shape and magnitude, and the general trend of the cross-sections variation as a function of energy should be reproduced reasonably. Here we make a comparison between theoretical and experimental crosssections. We evaluate the agreement of the calculation with data using the chi-square deviation of the two (see Eq. 8).
By using the default -tabulated-parameters for the real and imaginary OMP components in TALYS, all the corresponding partial cross-sections were overestimated. To investigate the impact of the existing uncertainties on these parameters, we repeated the calculations after varying the JLM normalization factors λ V (real central), λ V 1 (real isovector), λ W (imaginary central), and λ W 1 (imaginary isovector) within their suggested limits [30] . The maximum variations of the theoretical cross-sections are presented as error-bands in Fig.12 . On average, the deviations from the best fit-line were around 20% for FIG. 11. Neutron angular distributions from 40 Ar(p,n0,1) and 40 Ar(p,n2) channels at various incident energies. All the energies and the differential cross-sections are given in the centerof-mass system.
(p, n 0,1 ), and 100% (factor of two) for (p, n 2 ). The latter disagreement amplifies the discrepancy between theory and experiment for the total cross-section, which was of the order of 30%.
For getting a more accurate description of the partial cross-sections within the statistical model approach, we FIG. 12. Experimental and theoretical cross-sections for the 40 Ar(p,n) 40 K reaction. The theoretical cross-sections have been calculated using the TALYS code as described in the text. The error-band shows the maximum variations of the calculations due to uncertainties in the tabulated JLM optical potential parameters include with TALYS (default label). The "modified" model, is a calculation in which the neutron and alpha transmission coefficients using the same tabulated JLM parameters [30] , were adjusted to properly reproduce the experimental data. modified the initial alpha and neutron transmission coefficients as described at the beginning of this section. Specifically, we increased all the alpha transmission coefficients by a factor of 2.2, while for neutrons, we decreased them by 60% for L=0,1 and 10% for L>1. The final transmission coefficients are given in Tables IV,V,VI.
The partial cross-sections of the (p, n 0,1 ) channels were found to be equally sensitive to all the involved transmission coefficients. On the other hand, the (p, n 2 ) channel was mainly sensitive to the L=0 and L=1 components. For this reason, the main modifications to the neutron transmission coefficients were done for the low L-values. This can be explained by the fact that in our models, the populated spin distribution in the compound system peaks at J=2.5. Since the 2nd excited state of the residual nucleus ( 40 K) has J=2, an outgoing neutron from this transition is more likely to have L=0 or L=1.
By using the modified transmission coefficients, we calculated the neutron angular distributions for the various exit channels. The results are presented in Fig. 13 , where the calculated distributions are compared with the exper- A better agreement between the results, is observed when the modified transmission coefficients are used (see also Fig. 12 ).
imental data. To minimize the effects of the statistical fluctuations, we compared the energy averaged distributions. The average was evaluated over the range 3.33-3.92 MeV in the center-of-mass system. The theoretical angular distributions were found to be in a better agreement with the experimental data when the modified transmission coefficients were used. This result is consistent with the calculations on the partial and total cross sections and verifies the aptness of our modifications. The fact that a significant part of the observed discrepancies on the total cross sections was related to the (p, n 2 ) channel, highlights the importance of analyzing individual exit channels when constraining nuclear models.
Astrophysical reaction rates
In Fig. 14, we present the calculated astrophysical reaction rate for the 40 Ar(p,n) 40 K reaction, using the modified transmission coefficients from this study. The calculation was performed in TALYS using the keyword "astro y". In this mode, TALYS calculates the reaction rate for the target in the ground state as well as in a distribution of excited states populated according to a Boltzmann distribution. The detailed results are given in Table III . The current calculation of the thermonuclear rate is based on the experimental cross-section that we measured in this work using proton energies between 3 and 4 MeV. The equivalent neutron energies for the reverse reaction that destroys 40 K, i.e., the exothermic 40 K(n,p) 40 Ar reaction, would lie between 1.0 and 1.6 MeV. Considering the Maxwell-Boltzmann distribution widths (and the Gamow-Window for protons), the energies that we performed the measurement correspond to astrophysical temperatures above 4.5 GK. By comparing the experimentally constrained rate with the one of REACLIB (see Fig. 14) , we observe that above 4.5 GK the two rates differ by over a factor of two. In the range below 1 GK, which is relevant to stellar nucleosynthesis, the difference is over 80%.
To extract the reaction rate of the 40 K(n,p) 40 Ar reaction, we used the detailed balance condition [36] :
where N A συ are the corresponding reaction rate for the forward and reverse reactions (N A is the Avogadro number), A and J are the mass numbers in a.m.u and the ground state spins of the involved nuclei, k is the Boltzmann constant, T is the temperature, Q (p,n) is the Q-value of the endothermic reaction, and G(T ) are the . For temperatures below 0.4 GK an exponential extrapolation was applied as described in the text. In the same graph, the reaction rate from the REACLIB library is also displayed. (Bottom) Comparison between the two reaction rates. The vertical axis corresponds to the ratio RateT ALY S / RateREACLIB. temperature-dependent partition functions that correspond to the excited state spectrum of the Ar and K nuclei. Using this formula both the ground and excited states in the entrance and exit channel of the reaction are taken into account in the calculation of the time-reverse reaction rate. The results of these calculations are given in Table III , along with the partition functions that we used. Since the calculated rate of the (p,n) reaction for T<0.4 GK is zero, no rates could be extracted for the reverse reaction at those temperatures. To extend our data-set to temperatures below 0.4 GK, which are relevant for stellar nucleosynthesis, we applied an exponential extrapolation. The extrapolation was done based on the calculated rates at the temperature range between 0.4 and 1 GK, and we consider it adequately accurate for temperatures above 0.2 GK. In Fig 15, we compare the extracted rate for the 40 K(n,p) 40 Ar reaction with the recommended values adopted in the REACLIB V2.2 library. The extrapolated data are displayed with the dashed line for temperatures between 0.2 and 0.4 GK. In the range between 0.2 -10 GK, the two rates differ by -up to-60%. This discrepancy is expected to have implications on stellar nucleosynthesis calculations for the abundance of 40 K produced by the s-process, as the 40 K(n,p) 40 Ar reaction is partially responsible for its destruction.
FIG . 16 . Mass fraction of 40 K produced by s-process for different rates of the 40 K(n,p) 40 Ar reaction. The grey error-band highlights the sensitivity of the mass fraction of 40 K on the variation of the library rate by a factor of two. The lower panel displays the ratio of the two mass fractions when the numerator of the ratio corresponds to the calculations using the REACLIB rate. The new experimentally constrained rate suggests a factor of 1.39 increase in the destruction rate of 40 K, and a close to 10% reduction in the production of 40 K after a period of 10 5 yrs.
Network Calculations
During the stellar evolution of a massive star, 40 K can be created both through fusion reactions during carbon and neon burning and via neutron capture reactions in the helium-burning core (s-process) [37] . The latter mechanism can also occur in the thermally unstable He inter-shells of asymptotic giant branch (AGB) stars [38] . The s-process in massive stars is considered to be the dominant mechanism. In any case, due to the existence of these various components, an accurate calculation of stellar yields for 40 K is a rather tricky task. Furthermore, considering the destruction of s-process materials due to the mixing of shells in the stellar interior, the situation becomes even more complicated. Nevertheless, by studying each of the above components individually, any inaccuracies on determining the stellar yields can be reduced. We can get an insight into the potential effect of the reaction rates measured in this work on abundance calculations by considering a simple case of nucleosynthesis for 40 K. Here, we focus on the study of s-process nucleosynthesis in the context of the classical model [39] , and we investigate the impact of the 40 K(n,p) 40 Ar reaction on the abundance of 40 K.
Single-zone network calculations were performed using TABLE III. Experimentally constrained reaction rates based on the cross-sections of this study. For the (p, n) reaction, all the rates below 0.4 GK are zero. The reverse (n, p) rate was calculated by applying the detailed balance conditions (see Section IV C 2). For temperatures below 0.4 GK, the reverse rate was extracted by doing exponential extrapolation (see Fig. 15 ). Taking into account the experimental errors, the tabulated reaction rates are given within an uncertainty of 15%. The corresponding partition functions for thermalized 40 Ar and 40 K targets were calculated in TALYS.
Reaction Rate (cm 3 s −1 mol −1 ) Partition Functions T (GK) 40 Ar(p,n) 40 K 40 K(n,p) 40 Ar GAr(T*) GK (T*) 0.2 0.000000E+00 (1 the open-source code NucnetTools [40] . For the initial zone-composition, we considered the solar abundances up to 58 Fe [41] . The temperature and mass density of the zone were set to 0.3 GK and 1000 g/cm 3 , respectively, while during the calculation, the neutron density was fixed to 10 8 neutrons/cm 3 . These conditions were derived based on the classical s-process model approach [39, 42] . The reaction network included all the relevant (n, γ), (n, p), (n, α), β + , and β − reactions, while the corresponding thermonuclear reactions rates were retrieved from the JINA REACLIB library. In this calculation, the system evolved for ∼10 5 years. Fig. 16 , shows the time evolution of the mass fraction of 40 K according to the above network calculation. During the evolution of the system, the mass fraction of 40 K peaks at two different times. That happened because the reaction flow through 40 K depends on the abundance evolution of the lighter elements in the reaction chain. The latter is affected by the initial zone composition, which adds an extra level of complexity in the calculation. To investigate the impact of the 40 K(n,p) 40 Ar reaction on the final 40 K yields, we repeated the calculation using the extracted thermonuclear rate from this study. The corresponding rate at 0.3 GK, was obtained after extrapolating the calculated data for temperatures below 0.4 GK, as described in the previous section. Based on the trend of the extrapolated curve, the induced error on the reaction rate at 0.3 GK was estimated to be within the experimental error of 15%. The blue error-band in Fig. 16 represents the upper-limit of this error.
The results of this network calculation show that the abundance of 40 K produced by s-process within a period of time of 10 5 years is overestimated by up-to 8.5±1.2 % when the REACLIB library rate is used. Previous studies on stellar nucleosynthesis [4] , revealed sensitivity of the order of 20-30% for the stellar yields of 40 K depending on the choice of theoretical reaction rate. The result was based on a comparison between the rate currently adopted by JINA REACLIB and the previously recommended calculation [43] . Those yield variations were linked to the individual reaction rates that are responsible for the formation and destruction of 40 K. It is generally considered in the community that Hauser-Feshbach calculations are supposed to be accurate within approximately a factor of two. In the present study, we provide an experimental rate for the 40 K(n,p) 40 Ar reaction. The well-defined uncertainty of the order of 15% for the experimental rate at the energies of interest is a significant improvement over the typical factor-of-two uncertainty of the calculated rate. The reduction in uncertainty is illustrated in Fig. 16 . Even though many factors must be taken into account to obtain accurate final stellar yields, our measurement provides a significant constraint the uncertainties associated with the destruction rate of 40 K and can be used to inform future studies of the relevant s-process component of 40 K nucleosynthesis.
V. CONCLUSION
We measured the total and partial cross-sections of the reaction 40 Ar(p,n) 40 K for incident proton beam energies between 3.0 -4.0 MeV. We found that all the crosssections vary considerably as a function of energy within our experimental resolution. In individual neutron channels, the shapes of the angular distributions were affected by statistical fluctuations. These variations in the crosssection were found to be consistent with theoretical predictions and previous work available in the literature.
To reproduce the experimental data using the Hauser-Feshbach theory, we extracted an improved set of neutron, proton, and alpha transmission coefficients from statistical model calculations. Based on these optimum transmission coefficients, improved astrophysical reaction rates were calculated for the 40 Ar(p,n) 40 K and 40 K(n,p) 40 Ar reactions.
The new reaction rates were found to be considerably higher than the rates currently available in REA-CLIB. Using the experimentally constrained rates, we performed network calculations to investigate the implications of this result on s-process nucleosynthesis of 40 K. We found that the abundance of 40 K can be overestimated by ∼10% when using the REACLIB rate in network calculations. The experimental measurement removes a significant portion of the previous theoretical uncertainty on the 40 K yields from stellar evolution calculations.
The initial mass fraction of 40 K during the formation of a cosmochemically earth-like exoplanet affects the time evolution of the radiogenic heating of the planet. The heating rate has implications on the planet's geological activity, greenhouse gas recycling in the planet's atmo-sphere, and eventually to the planet's habitability. Currently, age-dependent predictions for such crucial phenomena are made by using galactic chemical evolution (GCE) models. The results from our study can improve the predictions of stellar yields of 40 K at the time of the planet's formation, a critical input parameter for such GCE models.
Future measurements with proton energies below 2.5 MeV would provide useful information for the crosssections inside the Gamow-Window for stellar temperatures. Such studies would further constrain the rate of the 40 K(n,p) 40 Ar reaction during stellar nucleosynthesis. Also, measurements on the 40 K(n,α) 37 Cl reaction at astrophysical energies would be particularly useful. Constraining all the relevant reaction channels which are responsible for the destruction of 40 K during stellar evolution, will further improve the accuracy of the astrophysical models in predicting the stellar yields of 40 K. 0.000000E+00 0.000000E+00 0.000000E+00 0.000000E+00 0.000000E+00 0.000000E+00 0.33248 0.000000E+00 0.000000E+00 0.000000E+00 0.000000E+00 0.000000E+00 0.000000E+00 0.44331 0.000000E+00 0.000000E+00 0.000000E+00 0.000000E+00 0.000000E+00 0.000000E+00 0.55414 1.095406E-30 9.621986E-32 6.748104E-33 4.118114E-34 0.000000E+00 0.000000E+00 0.66497
