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Abstract
We study the estimation of integral type functionals
∫ t
0 f(Xr)dr for a func-
tion f and a d-dimensional càdlàg process X with respect to discrete observa-
tions by a Riemann-sum estimator. Based on novel semimartingale approxima-
tions in the Fourier domain, central limit theorems are proved for L2-Sobolev
functions f with fractional smoothness and continuous Itô semimartingales
X. General L2(P)-upper bounds on the error for càdlàg processes are given
under weak assumptions. These bounds combine and generalize all previously
obtained results in the literature and apply also to non-Markovian processes.
Several detailed examples are discussed. As application the approximation of
local times for fractional Brownian motion is studied. The optimality of the
L2(P)-upper bounds is shown by proving the corresponding lower bounds in
case of Brownian motion.
1 Introduction
Let X = (Xt)0≤t≤T be an R
d-valued stochastic process with càdlàg paths on a
filtered probability space (Ω,F , (Ft)0≤t≤T ,P). The goal of this paper is to estimate
occupation time functionals
Γt (f) =
∫ t
0
f (Xr) dr, 0 ≤ t ≤ T,
for a function f from discrete observations of X at tk = k∆n, where ∆n = T/n and
k = 0, . . . , n. Integral-type functionals of this form are important tools for studying
the properties of X and appear therefore in many fields (see e.g. Chesney et al.
(1997), Hugonnier (1999), Mattingly et al. (2010), Catellier and Gubinelli (2016)).
The most important case for applications is the occupation time ΓT (1A) for a Borel
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set A, which measures the time that the process spends in A. From a statistical point
of view, occupation time functionals are also used to study functionals with respect
to the invariant measure µ of an ergodic process X, because T−1ΓT (f) →
∫
fdµ as
T →∞ by the ergodic theorem under appropriate regularity assumptions (Dalalyan
(2005), Mattingly et al. (2010)).
The natural estimator for discrete observations is the Riemann-sum estimator
Γ̂n,t (f) = ∆n
⌊t/∆n⌋∑
k=1
f(Xtk−1).
It has been applied in the statistics literature, for instance, in order to estimate
the occupation time (Chorowski (2015)) or functionals of the local time of a diffu-
sion process (Florens-Zmirou (1993), Jacod (1998)). The obtained error bounds for
Γt(f)− Γ̂n,t(f) are often suboptimal and very specific to the problem at hand. The
approximation error has to be determined also, if Γ̂n,t(f) is used for simulating from
the law of Γt(f). For this, the Xtk actually have to be approximated by some X
n
tk
,
obtained for example by an Euler-scheme (Mattingly et al. (2010)). The increasing
availability of exact simulation methods, however, alleviates this problem to some
extent (Beskos and Roberts (2005)). Jacod et al. (2003) considered the Riemann-
sum estimator for f(x) = x in order to find the rate of convergence of the integrated
error
∫ t
0
(Xr −X⌊r/∆n⌋∆n)dr for semimartingales with jump discontinuities, because
in this case the error Xt − X⌊t/∆n⌋∆n does not converge to zero in the Skorokhod
sense. Estimation of occupation time functionals, where the process is not observed
directly, has been considered for example by Li et al. (2013), when X is the volatility
of an Itô semimartingale.
The theoretical properties of Γ̂n,t(f) have been studied systematically only in
few works and only for rather specific processes X and functions f . Consistency as
∆n → 0 follows from Riemann approximation already under weak assumptions. A
central limit theorem for Itô semimartingales and f ∈ C2(Rd) was proven in the
monograph of Jacod and Protter (2011, Chapter 6) with rate of convergence ∆n.
This is much faster than the ∆
1/2
n -rate when approximating f(Xt) by f(X⌊t/∆n⌋∆n)
for continuous X. Interestingly, the weak limit depends only on ∇f and therefore
it seems that the CLT might also hold for C1(Rd)-functions. The proof, however,
works only for f ∈ C2(Rd), using Itô’s formula.
For less smooth functions no CLT has been obtained so far. Instead, several
authors considered L2(P)-bounds for the estimation error Γt(f) − Γ̂n,t(f). For α-
Hölder functions f and 0 ≤ α ≤ 1 the rate of convergence ∆(1+α)/2n , up to log
factors, has been obtained by Malliavin calculus for one dimensional diffusions
(Kohatsu-Higa et al. (2014)) and by assuming heat kernel bounds on the transition
densities for Markov processes in Rd (Ganychenko (2015); Ganychenko and Kulik
(2014)). The only result for indicator functions, which is of high importance for
applications, is the surprising rate ∆
3/4
n for one-dimensional Brownian motion and
indicators f = 1[a,b), a < b (see Ngo and Ogawa (2011)). Interestingly, this corre-
sponds to the Hölder-rate for α = 1/2. A partial explanation combining the different
rates was given by Altmeyer and Chorowski (2016) which considered f in fractional
L2-Sobolev spaces using a specific analysis with respect to stationary Markov pro-
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cesses. It is not clear if similar results hold generally in higher dimensions or for
different processes. Note that all studied processes until now are Markov processes.
In this work we study the estimation of occupation time functionals from sev-
eral different points of views. Related to the classical work of Geman and Horowitz
(1980) on occupation densities, a central idea is to rewrite the error Γt(f)− Γ̂n,t(f)
as
(2pi)−d
∫
Ff (u)
( ⌊t/∆n⌋∑
k=1
∫ tk
tk−1
(
e−i〈u,Xr〉 − e−i〈u,Xtk−1〉
)
dr
)
du
by inverse Fourier transform under suitable regularity assumptions. Together with
a pathwise analysis of the exponentials e−i〈u,Xr〉 and with functions f having suffi-
ciently regular Fourier transforms this is just the right idea to control the estimation
error. The pathwise analysis is inspired by the one-step Euler approximations of
Fournier and Printems (2008). These ideas allow us in Section 2 to extend the cen-
tral limit theorem of Jacod and Protter (2011) to L2-Sobolev functions f ∈ H1(Rd)
and non-degenerate continuous Itô semimartingales with the same rate of conver-
gence ∆n. The proof is based on tight bounds for the Itô-correction term in Itô’s
formula. Note that a function f ∈ H1(Rd) is not necessarily continuous for d > 1.
For less smooth functions it is in general not possible to prove central limit the-
orems, because the bias becomes degenerate asymptotically. Instead, Section 3 pro-
vides non-asymptotic upper bounds for the L2(P)-error Γt(f)− Γ̂n,t(f) and general
d-dimensional càdlàg processes X under weak assumptions. Only the smoothness
of the bivariate distributions of (Xh, Xr) in 0 ≤ h < r ≤ T is required, i.e. either
the joint densities or the characteristic functions are differentiable in h and r. This
allows us to prove the rate ∆
(1+s)/2
n for a large class of d-dimensional processes and
L2-Sobolev functions with fractional smoothness 0 ≤ s ≤ 1. In particular, this covers
the previous results for Hölder and indicator functions. We therefore obtain a unify-
ing mathematical explanation for the different rates. Several examples demonstrate
the wide applicability of these upper bounds, for example to Markov processes, but
also to fractional Brownian motion. These results are used to prove, to the best of
our knowledge, unknown rates of convergence for approximating the local times of
fractional Brownian motion. Note that the L2(P)-bounds also yield improved bounds
for the so-called weak approximations E[Γt(f)−Γ̂n,t(f)], which are of key importance
in Monte-Carlo simulations (cf. Gobet and Labart (2008)).
Rate optimality is addressed in Section 4. We prove the corresponding lower
bounds for the L2(P)-error in case of L2-Sobolev functions and d-dimensional Brow-
nian motion. In this case we can even conclude the efficiency of the Riemann-sum
estimator in terms of its asymptotic variance.
We want to emphasize that the L2(P)-bounds are not only optimal and explicit
with respect to their dependence on ∆n, but also with respect to T . This allows for
approximating functionals
∫
fdµ in an ergodic setting with respect to the invariant
measure µ at the optimal rate T−1/2 by the estimator T−1Γ̂n,T (f), independent of∆n
being fixed or ∆n → 0. We therefore believe that our results may be instrumental
in bridging the gap between results in statistics obtained for high-frequency and
low-frequency observations. In fact, the results in Section 3 have been crucial for
approximating
∫ t
0
1[a,b)(Xr)dr, a < b, with respect to a one-dimensional stationary
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diffusion X in an effort to find a universal estimator for the volatility process which
is minimax optimal at high and low frequency (cf. Chorowski (2015)). Moreover, it
is well-known that, under suitable regularity assumptions, T−1ΓT (f) converges to∫
fdµ at the rate T−1/2. This is the same rate as for T−1Γ̂n,T (f). This suggests that
our results can also be applied to transfer results obtained in statistics for continuous
observations to discrete observations by approximating the corresponding integral
functionals.
Proofs can be found in the appendix. Let us first introduce some notation. ‖·‖
and ‖·‖∞ always denote the Euclidean and sup norms on Rd (or Rd×d), while ‖·‖Lp
and ‖·‖Lp(P) for p ≥ 1 are the Lp norms on Lp(Rd) and Lp(P). C∞c (Rd) is the
space of smooth functions with compact support and S(Rd) is the space of Schwartz
functions which decay rapidly at infinity. Denote by Cs(Rd) for s ≥ 0 the space of
⌊s⌋-times differentiable functions whose partial derivatives of order ⌊s⌋ are (s−⌊s⌋)-
Hölder continuous. D([0, T ],Rd) is the Skorokhod space on [0, T ]. Moreover, C and
Cp always denote positive absolute constants which may change from line to line.
We write a . b for a ≤ Cb. Zn = OP(an) means for a sequence of random variables
(Zn)n≥1 and real numbers (an)n≥1 that a
−1
n Zn is tight, while Zn = oP(an) means that
a−1n Zn −→ 0 in probability.
2 Central limit theorems
We will derive in this section central limit theorems for the error Γt(f)− Γ̂n,t(f) as
∆n → 0 with 0 ≤ t ≤ T and T fixed. We assume that (Ω,F , (Ft)0≤t≤T ,P) satisfies
the usual conditions and that X is a d-dimensional continuous Itô semimartingale
of the form
Xt = X0 +
∫ t
0
brdr +
∫ t
0
σrdWr, 0 ≤ t ≤ T, (2.1)
whereX0 is F0-measurable, (Wt)0≤t≤T is a standard d-dimensional Brownian motion,
b = (bt)0≤t≤T is a locally bounded R
d-valued process and σ = (σt)0≤t≤T is a càdlàg
Rd×d-valued process, all adapted to (Ft)0≤t≤T .
The central limit theorems are based on the concept of stable convergence
(Rényi (1963)), which we recall now. For more details and examples refer to
Jacod and Shiryaev (2013) or Podolskij and Vetter (2010). Let (Yn)n≥1 be a se-
quence of random variables on a probability space (Ω,F ,P) with values in a Polish
space (E, E). We say that Yn converges stably to Y , written Yn st−→ Y , if Y is defined
on an extension (Ω′,F ′,P′) of the original probability space and if (Yn, U) d−→ (Y, U)
for all F -measurable random variables U . Stable convergence implies convergence in
distribution and allows for standardizing estimators when the parameter of interest
is random (cf. Remark 2.2). If Zn and Z are stochastic processes on [0, T ], we fur-
ther write (Zn)t
ucp−−→ Zt for sup0≤t≤T ‖(Zn)t − Zt‖ P−→ 0. Proving stable convergence
with respect to stochastic processes is generally quite difficult. Our main tool will
be Theorem 7.28 of Jacod and Shiryaev (2013).
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2.1 CLT for C2-functions
We first review the basic situation when f ∈ C2(Rd). The following is a special case
of Theorem 6.1.2 of Jacod and Protter (2011) for continuous X.
Theorem 2.1. Let f ∈ C2(Rd). Then we have the stable convergence
∆−1n
(
Γt (f)− Γ̂n,t (f)
)
st−→ f (Xt)− f (X0)
2
+
1√
12
∫ t
0
〈
∇f (Xr) , σrdW˜r
〉
(2.2)
as processes on D([0, T ],Rd), where W˜ is a d-dimensional Brownian motion defined
on an independent extension of (Ω,F , (Ft)0≤t≤T ,P).
In order to explain the main ideas of the proof consider the decomposition Γt (f)−
Γ̂n,t (f) =Mn,t(f) +Dn,t(f), where
Mn,t (f) =
⌊t/∆n⌋∑
k=1
∫ tk
tk−1
(
f (Xr)− E
[
f (Xr)| Ftk−1
])
dr, (2.3)
Dn,t (f) =
⌊t/∆n⌋∑
k=1
∫ tk
tk−1
E
[
f (Xr)− f
(
Xtk−1
)∣∣Ftk−1] dr. (2.4)
By the martingale structure of Mn,t(f) and Itô’s formula it is easy to check using
Theorem 7.28 of Jacod and Shiryaev (2013) that
∆−1n Mn,t (f)
st→ 1
2
∫ t
0
〈∇f (Xr) , σrdWr〉+ 1√
12
∫ t
0
〈
∇f (Xr) , σrdW˜ r
〉
(2.5)
holds for n→∞ as processes on D([0, T ],Rd), where W˜ is a d-dimensional Brownian
motion defined on an independent extension of (Ω,F , (Ft)0≤t≤T ,P). In fact, here
f ∈ C1(Rd) is sufficient (for a proof see Proposition A.4). With respect to Dn,t(f)
it can be shown by Itô’s formula that
∆−1n Dn,t(f)
ucp−−→ f (Xt)− f (X0)
2
− 1
2
∫ t
0
〈∇f (Xr) , σrdWr〉 . (2.6)
In particular, ∆−1n Dn,t(f) is not negligible asymptotically. Summing up ∆
−1
n Mn,t(f)
and ∆−1n Dn,t(f) as well as the corresponding limits yields the theorem. It is inter-
esting to note that the CLT implies the stable convergence of ∆−1n (Γt(f)− Θ̂n,t(f))
to 1/
√
12
∫ t
0
〈∇f(Xr), σrdW˜ r〉, where
Θ̂n,t (f) = ∆n
⌊t/∆n⌋∑
k=1
f
(
Xtk−1
)
+ f (Xtk)
2
is the trapezoid rule estimator. Therefore Θ̂n,t(f) is actually the more natural esti-
mator for Γt(f). In particular, Γ̂n,t(f) and Θ̂n,t(f) have the same rate of convergence.
This is not true generally for deterministic integrands. We will see in Section 4 that
both estimators are rate optimal and that the asymptotic variance in (2.2) is effi-
cient.
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Remark 2.2. From a statistical point of view Theorem 2.1 can be ex-
ploited to obtain a feasible central limit theorem. More precisely, the estima-
tor ÂV ART (f) = 1/12
∑n
k=1〈∇f(Xtk−1), Xtk − Xtk−1〉2 converges in probabil-
ity to 1/12
∫ T
0
‖σ⊤r ∇f(Xr)‖2dr, which is equal to Var(1/
√
12
∫ T
0
〈∇f(Xr), σrdW˜ r〉).
The stable convergence and the continuous mapping theorem therefore yield
∆−1n (ÂV ART (f))
−1/2(ΓT (f) − Θ̂n,T (f)) d−→ N(0, 1). This can be used to derive
asymptotic confidence intervals for Θ̂n,T (f).
2.2 CLT for Fourier-Lebesgue functions
Interestingly, the weak limit in (2.2) is also well-defined for less smooth functions.
The argument above, however, cannot be applied, since it relies on Itô’s formula. In
order to study the limit of ∆−1n Dn,t(f) for more general f , note that we can write
f (Xr)− f
(
Xtk−1
)
= (2pi)−d
∫
Ff (u)
(
e−i〈u,Xr〉 − e−i〈u,Xtk−1〉
)
du (2.7)
for sufficiently regular f , where Ff(u) = ∫ f(x)ei〈u,x〉dx is the Fourier transform of
f . In principle, we can now study e−i〈u,Xr〉− e−i〈u,Xtk−1 〉 instead of f(Xr)− f(Xtk−1).
The error can be calculated exactly, if the characteristic functions of the marginals
Xr are known. For the general Itô semimartingale X in (2.1), however, this is a
difficult issue. Instead, the key idea is to replace the marginals Xr for some ε =
ε(u, n) by the close approximations Xr−ε + br−ε(r − ε) + σr−ε(Wr −Wr−ε), whose
distributions are Gaussian conditional on Fr−ε. This idea is inspired by the one-step
Euler approximation of Fournier and Printems (2008). For this σ needs to be non-
degenerate and the approximation error has to be sufficiently small. We therefore
work under the following Assumption.
Assumption 2.3 (SM-α-β). Let 0 ≤ α, β ≤ 1. There exists a constant C and a
sequence of stopping times (τK)K≥1 with τK →∞ as K →∞ such that
E
[
sup
0≤r≤t
‖σ(s+r)∧τK − σs∧τK‖2
]
≤ Ct2α, E
[
sup
0≤r≤t
‖b(s+r)∧τK − bs∧τK‖2
]
≤ Ct2β
for all 0 ≤ s, t ≤ T with s+ t ≤ T . Moreover, the process ((σtσ⊤t )−1)0≤t≤T is almost
surely bounded.
The smoothness assumptions on σ and b are rather general and appear frequently
in the literature (see e.g. Jacod and Mykland (2015), Jacod and Protter (2011, Sec-
tion 2.1.5)). They exclude fixed times of discontinuities, but allow for non-predictable
jumps. The assumptions are satisfied, if σ and b are themselves Itô semimartingales
(with α = 1/2 or β = 1/2) or if their paths are Hölder continuous with regularity α
or β. In particular, they hold with α = β = 1/2 if X is a diffusion process such that
σt = σ˜(Xt), bt = b˜(Xt) with Lipschitz continuous functions σ˜, b˜.
The right hand side in (2.7) shows that it is natural to assume that the Fourier
transform of f is integrable, which leads to the the Fourier-Lebesgue spaces. They
appear in the form below for example in Catellier and Gubinelli (2016).
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Definition 2.4. Let s ∈ R, p ≥ 1 and denote by FLs,p(Rd) := {f ∈ Lp(Rd) :
‖f‖FLs,p < ∞} the Fourier-Lebesgue spaces of order (s, p) with norm ‖f‖FLs,p =
(
∫ |Ff(u)|p(1 + ‖u‖)spdu)1/p. Denote by FLs,ploc(Rd) the localized Fourier-Lebesgue
spaces which contain all functions f such that fϕ ∈ FLs,p(Rd) for all ϕ ∈ C∞c (Rd).
This definition assumes implicitly for f ∈ FLs,p(Rd) that the Fourier transform
Ff exists as a function in Lp(Rd). For p = 1 we just write FLs(Rd) (or FLsloc(Rd))
and ‖f‖FLs. For p = 2 the spaces Hs(Rd) := FLs,2(Rd) (or Hsloc(Rd) := FLs,2loc(Rd))
are the fractional L2-Sobolev spaces of order s with norm ‖·‖Hs := ‖·‖FLs,2. In
particular, a function f ∈ Hs(Rd) is ⌊s⌋-times weakly differentiable. By properties
of the Fourier transform it can be shown for s ≥ 0 that FLsloc(Rd) ⊂ Cs(Rd),
Cs(Rd) ⊂ Hs−εloc (Rd) for any ε > 0 and Hsloc(Rd) ⊂ FLs
′
loc(R
d), if s > s′ + d/2.
Note that we can gain in regularity for some functions by considering larger p. For
example, the Fourier transforms of the indicator functions 1[a,b], a < b, decay as |u|−1
for |u| → ∞ and thus 1[a,b] ∈ FL0−(R), but also 1[a,b] ∈ H1/2−(R). Similarly, x 7→
e−|x| lies in FL1−(R) and in H3/2−(R). For another example of negative regularity
see Theorem 3.14. More details on these spaces can be found in Adams and Fournier
(2003), Di et al. (2012) and Triebel (2010).
If f ∈ FLsloc(Rd) for s ≥ 1, then f ∈ C1(Rd) such that (2.5) remains true. More-
over, we will prove for sufficiently smooth σ and b that also the limit for ∆−1n Dt,n(f)
in (2.6) remains valid. This yields the wanted CLT. For a concise statement we use
the trapezoid rule estimator from the last section.
Theorem 2.5. Assume (SM-α-β) for 0 ≤ α, β ≤ 1. Let s > 2−2α, s ≥ 1, s+β > 1.
Then we have for f ∈ FLsloc(Rd) the stable convergence
∆−1n
(
Γt (f)− Θ̂n,t (f)
)
st−→ 1√
12
∫ t
0
〈
∇f (Xr) , σrdW˜ r
〉
as processes on D([0, T ],Rd), where W˜ is a d-dimensional Brownian motion de-
fined on an independent extension of (Ω,F , (Ft)0≤t≤T ,P). The feasible central limit
theorem of Remark 2.2 remains valid.
This result is remarkable since it is only based on regularity assumptions for f ,
σ and b. In particular, for smoother coefficients the conditions on f can be relaxed.
For α > 1/2, f ∈ FL1loc(Rd) is allowed. For α ≤ 1/2 there is a trade-off between
the regularities of f and σ. The theorem also extends to L2-Sobolev functions for
sufficiently large regularity, because Hsloc(R
d) ⊂ FLs′loc(Rd), if s > s′ + d/2.
Remark 2.6. We want to emphasize that, as the proof of Theorem 2.5 reveals, it
is not possible to argue as in Section 2.1 by using a more general Itô formula for
f ∈ C1(Rd), for example by Russo and Vallois (1996).
2.3 CLT for L2-Sobolev functions
The proof of Theorem 2.5 does not apply to all C1(Rd)-functions. The weak limit,
however, is also well-defined for f ∈ H1loc(Rd). A minor issue in this case is that the
random variables f(Xr) depend on the version of f that we choose in its equivalence
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class in L2loc(R
d). This problem disappears if f is continuous or if Xr has a density.
Note that H1(Rd) ⊂ C(Rd) only for d = 1. Interestingly, it can be shown by the
methods of Romito (2017), which are in turn also inspired by Fournier and Printems
(2008), under Assumption (SM-α-β) that the marginals Xr have Lebesgue densities
pr for r > 0.
In order to extend the central limit theorem to f ∈ H1loc(Rd), we need to make
the following stronger assumption.
Assumption (X0). X0 is independent of (Xt − X0)0≤t≤T and Lebesgue density µ.
Either, Fµ ∈ L1(Rd), or Fµ is non-negative and µ is bounded.
This assumption can be understood in two ways. First, the independence and the
boundedness of µ imply that the marginals Xr have uniformly bounded Lebesgue
densities. Second, f itself becomes more regular, as by independence E[Γt(f)|(Xr −
X0)0≤r≤t] =
∫ t
0
(f ∗ µ˜)(Xr −X0)dr with µ˜(x) = µ(−x). Unfortunately, this property
can not be used directly in the proof.
We can show under this assumption that (2.5) remains true for f ∈ H1loc(Rd).
Moreover, for f ∈ Hsloc(Rd) and sufficiently large s ≥ 1 we can prove that∆−1n Dn,T (f)
converges to (2.6) in probability. This convergence is not uniform in 0 ≤ t ≤ T
anymore. Therefore the weak convergence is not functional and holds only at the
fixed time T .
Theorem 2.7. Assume (SM-α-β) for 0 ≤ α, β ≤ 1 and (X0). Let s > 2−2α, s ≥ 1,
s+ β > 1. Then we have for f ∈ Hsloc(Rd) the stable convergence
∆−1n
(
ΓT (f)− Θ̂n,T (f)
)
st−→ 1√
12
∫ T
0
〈
∇f (Xr) , σrdW˜ r
〉
,
where W˜ is a d-dimensional Brownian motion defined on an independent extension
of (Ω,F , (Ft)0≤t≤T ,P). The feasible central limit theorem of Remark 2.2 remains
valid.
Because of independence, Assumption (X0) can be relaxed by randomizing the
initial condition and a coupling argument. This yields the following corollary.
Corollary 2.8. Assume (SM-α-β) for 0 ≤ α, β ≤ 1. Let s > 2 − 2α, s ≥ 1,
s+ β > 1. For any function f ∈ Hsloc(Rd) there exists a set E ⊂ Rd such that Rd\E
has Lebesgue measure 0 and such that the stable convergence in Theorem 2.7 holds
for all X0 = x0 ∈ E.
This result generalizes Theorem 2.1 considerably. The set E depends in general
on the function f , i.e. it can change if we consider a different function f˜ with f = f˜
almost everywhere. If f has a bit more regularity, then the CLT holds for all initial
values.
Corollary 2.9. Assume (SM-α-β) for 0 ≤ α, β ≤ 1. Let s > 2 − 2α, s > 1. Then
we have the stable convergence in Theorem 2.7 for any f ∈ Cs(Rd) and all initial
values X0 = x0 ∈ Rd.
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Note that here s is strictly larger than 1. In a way this generalizes Theorem 2.5,
because FLs(Rd) ⊂ Cs(Rd) for s ≥ 1. On the other hand, the stable convergence in
Theorem 2.5 is functional, while Corollary 2.9 proves stable convergence at a fixed
time.
Remark 2.10. In some cases it is possible to derive similar CLTs for f ∈ Hsloc(Rd)
with 0 ≤ s < 1. For example, we have f = 1[a,∞) ∈ H1/2−loc (R) and the proof of
Theorem 2.7 implies a CLT for ∆
−3/4
n (ΓT (fε) − Γ̂n,T (fε)), where fε = f ∗ ϕε with
ϕ ∈ C∞c (Rd), ϕε = ε−1ϕ(ε−1(·)) and ε = ∆1/2n . The limiting distribution is similar
to Corollary 3.4 of Ngo and Ogawa (2011) and involves local times of X. The rate
∆
3/4
n will be explained in the next section. It is not possible to extend this to a CLT
for ∆
−3/4
n (ΓT (f)− Γ̂n,T (f)), as the error ΓT (f − fε) − Γ̂n,T (f − fε) is only of order
OP(∆
3/4
n ).
3 Upper bounds for less smooth functions
The aim of this section is to derive finite sample upper bounds on ‖ΓT (f) −
Γ̂n,T (f)‖L2(P) with explicit dependence on ∆n, T and f . The function f is possibly
much rougher than in the last section. It is therefore not possible to use arguments
based on Taylor’s theorem such as Itô’s formula. Except for special cases, it is im-
possible to prove central limit theorems for ΓT (f)− Γ̂n,T (f) in this case (cf. Remark
2.10). Instead of using martingale arguments, the results here are based on direct
calculations with respect to the distribution of X. The following is inspired by the
proof of Ganychenko (2015, Theorem 1).
We always assume that X = (Xt)0≤t≤T is a càdlàg process with respect to
(Ω,F , (F)0≤t≤T ,P), not necessarily a semimartingale or a Markov process. Then
‖ΓT (f)− Γ̂n,T (f)‖2L2(P)
=
n∑
k,j=1
∫ tk
tk−1
∫ tj
tj−1
E
[ (
f (Xr)− f
(
Xtk−1
)) (
f (Xh)− f
(
Xtj−1
)) ]
dhdr.
Assume that the bivariate distributions of (Xa, Xb), a < b, have Lebesgue densities
pa,b. Under suitable regularity assumptions the expectation in the last display can
be written as∫ r
tk−1
(∫
f (x) f (y)
(
∂bph,b (x, y)− ∂bptj−1,b (x, y)
)
d (x, y)
)
db
=
∫ r
tk−1
∫ h
tj−1
(∫
f (x) f (y) ∂2abpa,b (x, y) d (x, y)
)
dadb. (3.1)
From this we can obtain general upper bounds on ‖ΓT (f) − Γ̂n,T (f)‖2L2(P). Their
structure reflects that the distributions of (Xa, Xb) degenerate for a = b, therefore
requiring a different argument.
Proposition 3.1. Assume that the joint densities pa,b of (Xa, Xb) exist for all 0 <
a < b ≤ T .
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(i) Assume that b 7→ pa,b(x, y) is differentiable for all x, y ∈ Rd, 0 < a < b < T ,
with locally bounded derivatives ∂bpa,b. Then there exists a constant C such
that for all bounded f with compact support
‖ΓT (f)− Γ̂n,T (f)‖2L2(P)
≤ C∆n
∫
(f (y)− f (x))2
( n∑
k=1
∫ tk
tk−1
ptk−1,r (x, y) dr
+
∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
(
|∂rph,r (x, y) |+ |∂rptj−1,r (x, y) |
)
dhdr
)
d (x, y) .
(ii) In addition, assume that a 7→ ∂bpa,b(x, y) is differentiable for all x, y ∈ Rd and
0 < a < b < T , with locally bounded derivatives ∂2abpa,b. Then we also have
‖ΓT (f)− Γ̂n,T (f)‖2L2(P)
≤ C∆2n
∫
(f (y)− f (x))2
(
∆−1n
n∑
k=1
∫ tk
tk−1
ptk−1,r (x, y)dr
+
∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
∣∣∂2hrph,r (x, y)∣∣ dhdr)d (x, y) .
Concrete upper bounds can be obtained from this by combining the smoothness
of f with bounds on ∂bpa,b and ∂
2
abpa,b. Another way for getting upper bounds comes
from formally applying the Plancherel theorem to (3.1). Denote by ϕa,b = Fpa,b
the characteristic function of (Xa, Xb). Under sufficient regularity conditions (3.1)
is equal to
(2pi)−2d
∫ r
tk−1
∫ h
tj−1
(∫
Ff (u)Ff (v) ∂2abϕa,b (u, v)d (u, v)
)
dadb.
This yields the following version of the last proposition.
Proposition 3.2. Let ϕa,b be the characteristic functions of (Xa, Xb) for 0 ≤ a, b ≤
T with ϕa,a(u, v) = ϕa(u+ v) for u, v ∈ Rd.
(i) Assume that b 7→ ϕa,b(u, v) is differentiable for 0 < a < b < T , u, v ∈ Rd, with
locally bounded derivatives ∂bϕa,b. Then there exists a constant C such that for
all f ∈ S(Rd)
‖ΓT (f)− Γ̂n,T (f)‖2L2(P)
≤ C∆n
∫
|Ff (u)| |Ff (v)|
( n∑
k=1
∫ tk
tk−1
gtk−1,r(u, v)dr
+
∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
(|∂rϕh,r (u, v)|+ ∣∣∂rϕtj−1,r (u, v)∣∣) dhdr)d (u, v) ,
with gtk−1,r(u, v) = |ϕr,r(u, v)|+ |ϕtk−1,r(u, v)|+ |ϕtk−1,tk−1(u, v)|.
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(ii) In addition, assume that a 7→ ∂bϕa,b(u, v) is differentiable for all u, v ∈ Rd and
0 < a < b < T , with locally bounded derivatives ∂2abϕa,b. Then we also have
‖ΓT (f)− Γ̂n,T (f)‖2L2(P)
≤ C∆2n
∫
|Ff (u)| |Ff (v)|
(
∆−1n
n∑
k=1
∫ tk
tk−1
∫ tk
tk−1
(|∂rϕh,r (u, v)|
+
∣∣∂rϕtk−1,r (u, v)∣∣)dhdr + ∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
∣∣∂2hrϕh,r (u, v)∣∣ dhdr)d (u, v) .
The second proposition is useful if the characteristic functions ϕa,b are explicitly
known, while the densities pa,b are not. This is true for many Lévy or affine processes.
Moreover, it can be easier to find upper bounds on characteristic functions than for
the respective densities. Note that the second proposition does not require the joint
densities pa,b to exist. This is relevant, for instance, when studying jump processes
without marginal densities (cf. Example 3.12). In some cases both propositions apply
and the results can differ as we will see in the next section.
We will now study several concrete examples of processes X and function spaces
for f and derive explicit upper bounds.
3.1 Markov processes
Let X be a continuous-time Markov process on Rd with transition densities ξh,r,
0 ≤ h < r ≤ T , such that E[g(Xr)|Xh = x]=
∫
g(y)ξh,r(x, y)dy for x ∈ Rd
and all continuous, bounded functions g. Denote by Px0 the law of X condi-
tional on X0 = x0. The joint density of (Xh, Xr), conditional on X0 = x0, is
ph,r(x, y; x0) = ξ0,h(x0, x)ξh,r(x, y). The necessary differentiability conditions on ph,r
from Proposition 3.1 translate to assumptions on ξh,r. The following heat kernel
bounds are similar to the ones in Ganychenko (2015).
Assumption 3.3. The transition densities ξh,r for 0 ≤ h < r < T satisfy one of
the following conditions:
(A) The function r 7→ ξh,r(x, y) is continuously differentiable for all x, y ∈ Rd and
there exist probability densities qr on R
d satisfying
sup
x,y∈Rd
|ξh,r (x, y)|
qr−h (y − x) ≤ 1, supx,y∈Rd
|∂rξh,r (x, y)|
qh−r (y − x) ≤
1
h− r . (3.2)
(B-γ) Let 0 < γ ≤ 2. In addition to (A), the function h 7→ ∂rξh,r(x, y) is continu-
ously differentiable for all x, y ∈ Rd and the qh satisfy
sup
x,y∈Rd
|∂2hrξh,r (x, y)|
qr−h (y − x) ≤
1
(r − h)2 . (3.3)
Moreover, if γ < 2, then supx∈Rd
(‖x‖2s+dqh(x)) . h2s/γ for 0 < s ≤ γ/2,
while
∫ ‖x‖2sqh(x)dx . hs for 0 < s ≤ γ/2 = 2.
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These conditions are satisfied in case of elliptic diffusions with Hölder continuous
coefficients with qh(x) = c1h
−d/2e−c2‖xh
−1/2‖2 and γ = 2 for some constants c1, c2.
They are also satisfied for many Lévy driven diffusions with qh(x) = c1h
−d/γ(1 +
‖xh−1/γ‖γ+d)−1 and 0 < γ < 2 (Ganychenko et al. (2015)). Different upper bounds
in (3.2), (3.3) are possible yielding different results below.
Based on Proposition 3.1 we recover the main results of Ganychenko (2015) and
Ganychenko et al. (2015). For 0 ≤ s ≤ 1 denote by ‖f‖Cs the Hölder seminorm
supx 6=y
‖f(x)−f(y)‖
‖x−y‖s
.
Theorem 3.4. Let n ≥ 2 and x0 ∈ Rd. Let X be a Markov process with transition
densities ξa,b.
(i) Assume (A). There exists a constant C such that for every bounded f
‖ΓT (f)− Γ̂n,T (f)‖L2(Px0) ≤ C‖f‖∞T
1/2∆1/2n (log n)
1/2 .
(ii) Assume (B-γ) for 0 < γ ≤ 2. There exists a constant C such that for f ∈
Cs(Rd) with 0 ≤ s ≤ γ/2
‖ΓT (f)− Γ̂n,T (f)‖L2(Px0) ≤ C‖f‖CsT
1/2
{
∆
1+2s/γ
2
n , 2s/γ < 1,
∆n (logn)
1/2 , 2s/γ = 1.
Up to log factors the rate of convergence (for fixed T ) is ∆
(1+2s/γ)/2
n for f ∈
Cs(Rd), interpolating between the worst-case rates ∆
1/2
n and the “best” rate ∆n.
Interestingly, smaller γ means faster convergence for the same smoothness s.
Remark 3.5. The T 1/2-term in the upper bound is optimal and appears in almost
every other example below (observe however Theorem 3.13). If X is ergodic with
invariant measure µ, then this can be used to estimate functionals
∫
fdµ with re-
spect to µ by the estimator T−1Γ̂n,T (f) with optimal rate T
−1/2, independent of
any condition on the discretization order ∆n, i.e. there is essentially no difference
between the high and the low frequency setting. This generalizes Theorem 2.4 of
Altmeyer and Chorowski (2016) considerably, since stationarity is not required.
Theorem 3.4 yields for f = 1[a,b], a < b, only the rate ∆
1/2
n (logn)1/2. This cannot
explain the ∆
3/4
n -rate obtained for Brownian motion in Ngo and Ogawa (2011). In
order to find a unifying view consider now f ∈ Hs(Rd), 0 ≤ s ≤ 1.
Theorem 3.6. Let X be a Markov process with transition densities ξa,b and bounded
initial density µ.
(i) Assume (A). There exists a constant C such that for f ∈ L2(Rd)
‖ΓT (f)− Γ̂n,T (f)‖L2(P) ≤ C‖µ‖1/2∞ ‖f‖L2T 1/2∆1/2n (log n)1/2 .
(ii) Assume (B-γ) for 0 < γ ≤ 2. There exists a constant C such that for f ∈
Hs(Rd) with 0 ≤ s ≤ γ/2
‖ΓT (f)− Γ̂n,T (f)‖L2(P) ≤ C‖µ‖1/2∞ ‖f‖HsT 1/2

∆
1+2s/γ
2
n , γ < 2, 2s/γ < 1,
∆
1+s
2
n (log n)
1/2 , γ = 2,
∆n (log n)
1/2 , 2s/γ = 1.
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While the regularity of f is now measured in the L2-Sobolev sense, we still
obtain the interpolating rate ∆
(1+2s/γ)/2
n up to log factors. Since Cs(K) ⊂ Hs−(Rd)
for compacts K ⊂ Rd and because f = 1[a,b] ∈ H1/2−(R), this theorem also yields
the rates ∆
(1+2s/γ)/2−
n for s-Hölder functions on compacts and ∆
3/4−
n (up to log
factors) for indicators. By an explicit interpolation as in Theorems 3.5 and 3.6
of Altmeyer and Chorowski (2016) this can be improved to ∆
(1+2s/γ)/2
n and ∆
3/4
n ,
respectively. By considering L2-Sobolev spaces we therefore unify the different rates
obtained for Markov processes. The log factors in Theorem 3.6 can be removed in
many cases (cf. Section 3.2).
Remark 3.7. (i) The role of µ in the proof of Theorem 3.6 is to ensure that the
marginals have uniformly bounded densities ph, i.e. sup0≤h≤T‖ph‖∞ ≤ ‖µ‖∞.
This is necessary, because the bounds in Assumption 3.3 degenerate at 0.
Otherwise it is not even clear that ‖ΓT (f)‖L2(P) < ∞ for f ∈ L2(Rd). If
supx∈Rd
∫ T
0
ξ0,r(x)dr < ∞, then the initial distribution can be arbitrary. This
holds, for instance, when d = 1 and qh(x) = c1h
−1/2e−c2‖xh
−1/2‖2 .
(ii) A different possibility for removing the initial condition is to wait until T0 > 0
such that XT0 has dispersed enough to have a bounded Lebesgue density. The
proof of Theorem 3.6 can then be applied to ‖∫ T
T0
f(Xr)dr−Γ̂n,T0,T (f)‖L2, where
Γ̂n,T0,T (f) is a Riemann-sum estimator taking only observations in [T0, T ] into
account.
(iii) A similar argument as in the proof of Corollary 2.8 shows ΓT (f)− Γ̂n,T (f) =
OPx0(an) for almost all initial conditions X0 = x0 ∈ Rd, where an corresponds
to the rates in Theorem 3.6 up to an additional log factor.
3.2 Additive processes
Let Y = (Yt)0≤t≤T be an additive process on R
d with Y0 = 0 and local character-
istics (σ2t , Ft, bt), where σ
2 = (σ2t )0≤t≤T is a continuous R
d×d-valued function such
that σ2t is symmetric for all t, b = (bt)0≤t≤T is a locally integrable R
d-valued func-
tion and (Ft)0≤t≤T is a family of positive measures on R
d with Ft({0}) = 0 and
sup0≤t≤T{
∫
(‖x‖2 ∧ 1)dFt(x)} < ∞ (cf. Tankov (2003, Section 14.1)). The incre-
ments Yr − Yh, 0 ≤ h < r ≤ T , are independent and have infinitely divisible distri-
butions. In particular, the corresponding characteristic functions are eψh,r(u), u ∈ Rd,
by the Lévy-Khintchine representation (Tankov (2003, Theorem 14.1)), where the
characteristic exponents ψh,r(u) are given by
i
∫ r
h
〈u, bt〉 dt− 1
2
∫ r
h
‖σ⊤t u‖2dt+
∫ r
h
∫ (
ei〈u,x〉 − 1− i 〈u, x〉1{‖x‖≤1}
)
dFt (x) dt.
Applying Proposition 3.2 yields the following result. The independence in (X0) is
always satisfied, because Y has independent increments.
Theorem 3.8. Let T ≥ 1. Consider the process Xt = X0+Yt, where Y = (Yt)0≤t≤T
is an additive process with local characteristics (σ2t , Ft, bt) as above and such that X0
satisfies (X0).
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(i) Let 0 < γ ≤ 2 and assume that |∂rψh,r(v)| ≤ c(1 + ‖v‖)γ+βr and |eψh,r(v)| ≤
ce−c‖v‖
γ(r−h) for a constant c and all 0 ≤ h < r ≤ T , v ∈ Rd and some
0 ≤ βr ≤ β∗ ≤ γ/2 with 0 < γ + βr ≤ 2. Then there exists a constant Cµ such
that for f ∈ Hs(Rd) with β∗/2 ≤ s ≤ γ/2 + β∗
‖ΓT (f)− Γ̂n,T (f)‖L2(P) ≤ Cµ‖f‖HsT∆
1
2
+
s−β∗/2
γ−β∗
n .
If Fµ ∈ L1(Rd), then Cµ = C‖Fµ‖1/2L1 and otherwise Cµ = C‖µ‖1/2∞ . If even
|∂rψh,r(v)| ≤ c‖v‖γ+βr , then the same upper bound holds with T 1/2 instead of
T .
(ii) If |∂rψh,r(v)| ≤ c, then we have for f ∈ L2(Rd)
‖ΓT (f)− Γ̂n,T (f)‖L2(P) ≤ Cµ‖f‖L2T∆n.
The same upper bound holds with T 1/2 instead of T , if c1 ≤ ρ(v) ≤ ∂rψh,r(v)≤
c2ρ(v) ≤ 0 for a bounded function v 7→ ρ(v) and constants c1 ≤ c2.
By the comments before Remark 3.7 we can obtain from this upper bounds for
Hölder and indicator functions. The condition |∂rψh,r(v)| ≤ c(1 + ‖v‖)γ+βr gives
an additional degree of freedom in order to account for time-inhomogeneity (cf.
Example 3.11). Note that there are no log terms as compared to Theorem 3.6. The
smaller γ/2 + β∗, the less smoothness is necessary for f to achieve a ∆n rate.
Remark 3.9. In some situations it is sufficient to consider directly Xt = Yt. This is
true, for instance, if d = 1 and γ > 1 (cf. Remark B.3). For different d or γ it follows
in (i) that YT0 for any T0 > 0 has a density pT0 with FpT0 ∈ L1(Rd). Similarly to
Remark 3.7(ii) the proof of Theorem 3.8 can then be applied to ‖∫ T
T0
f(Xr)dr −
Γ̂n,T0,T (f)‖L2. For OP bounds and almost all initial values X0 = x0 ∈ Rd refer to
Remark 3.7(iii).
We study now a few examples.
Example 3.10 (Non-vanishing Gaussian part). Assume that Y has local char-
acteristics (σ2t , Ft, 0) with sup0≤r≤T‖(σrσ⊤r )−1‖ < ∞. Then γ = 2, β∗ = 0 and
|∂rψh,r(v)| . ‖v‖2 (cf. Sato (1999, Equation (8.9))). Part (i) of Theorem 3.8 there-
fore yields up to a constant the upper bound ‖f‖HsT 1/2∆(1+s)/2n for f ∈ Hs(Rd) with
0 ≤ s ≤ 1, thus improving on Theorem 3.6.
Example 3.11 (γ-stable processes). Let ψh,r(v) = −c
∫ r
h
‖v‖γ+βtdt with c, γ, βr as in
Theorem 3.8. A process with these characteristic exponents exists if β is continuous.
X is a generalized symmetric γ-stable process with stability index γ+βr changing in
time. For d = 1 it is a multistable Lévy motion (cf. Example 4.1 in Falconer and Liu
(2012)). If β∗ = 0, then X is just a symmetric γ-stable process and Theorem 3.8
yields the upper bound ‖f‖HsT 1/2∆1/2+s/γn for f ∈ Hs(Rd) and 0 ≤ s ≤ γ/2. Again,
this improves on Theorem 3.6.
Example 3.12 (Compound Poisson process). Let X be a compound Poisson pro-
cess. Then ψh,r(v) = (r − h)
∫
(ei〈v,x〉 − 1)dF (x) for all 0 ≤ h < r ≤ T and a finite
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measure F . Observe that the marginals Xr do not have Lebesgue densities unless X0
does. Since ρ(v) := ∂rψh,r(v) =
∫
(ei〈v,x〉 − 1)dF (x) is bounded in v, part (ii) of the
theorem yields the upper bound ‖f‖L2T∆n for all f ∈ L2(Rd). The improved bound
applies, if F is symmetric (cf. Section 3.1 of Altmeyer and Chorowski (2016)).
3.3 Fractional Brownian motion
Let B = (Bt)0≤t≤T be a fractional Brownian motion in R
d with Hurst index 0 <
H < 1. This means that the d component processes (B
(m)
t )0≤t≤T for m = 1, . . . , d
are independent and centered Gaussian processes with covariance function c(h, r) :=
E[B
(m)
h B
(m)
r ] =
1
2
(r2H + h2H − (r− h)2H), 0 ≤ h ≤ r ≤ T . If H = 1/2, then B is just
a Brownian motion. For H 6= 1/2 it is an important example of a non-Markovian
process which is also not a semimartingale.
Theorem 3.13. Let T ≥ 1, n ≥ 2. Consider the process Xt = X0 + Bt, where
(Bt)0≤t≤T is a fractional Brownian motion with Hurst index 0 < H < 1 and where
X0 satisfies (X0). Then there exists a constant Cµ as in Theorem 3.8 such that for
any f ∈ Hs(Rd) and 0 ≤ s ≤ 1
‖ΓT (f)− Γ̂n,T (f)‖L2(P) ≤ Cµ‖f‖Hs
{
TH∆
1+s
2
n , H ≥ 1/2,
T 1/2∆
1+2sH
2
n , H < 1/2.
Again, from this we can obtain upper bounds for Hölder and indicator functions
(cf. comments before Remark 3.7). It is interesting that the rate remains unchanged
but the dependency on T differs for H > 1/2, while this effect is reversed for
H < 1/2. The dependency on H is optimal. Indeed, if f is the identity, then for
some constant C
‖ΓT (f)− Γ̂n,T (f)‖L2(P) ≥ C
{
TH∆n, H > 1/2,
T 1/2∆
1+2H
2
n , H < 1/2.
(3.4)
Remark 3.9 applies here as well in order to relax the assumption onX0. In particular,
we can directly consider Xt = Bt if d = 1. Comparing the theorem (at least for
H < 1/2) to Example 3.11 suggests that there is a more general result for self-
similar processes with self-similarity index α and upper bound ‖f‖HsT 1/2∆1/2+αsn .
The key idea in the proof is that fractional Brownian motion is locally nondeter-
ministic. There are many more processes (and random fields) with this property. In
principle, the proof of the theorem will apply in these cases as well, as long as the
time derivatives of Φh,r(u, v) can be controlled. This holds, for instance, for multi-
fractional Brownian motion with time varying Hurst index H(t) (cf. Boufoussi et al.
(2007)) and stochastic differential equations driven by fractional Brownian motion
(cf. Lou and Ouyang (2017))
We will now apply Theorem 3.13 to approximate local times from discrete data.
Let d = 1 and let (LaT )a∈R be the family of local times of B until T which satisfies
the occupation time formula
∫ T
0
g(Br)dr =
∫
R
g(x)LxTdx for every continuous and
bounded function g (cf. Nualart (1995, Chapter 5)). We can write LaT = δa(LT ) for
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a ∈ R, where δa is the Dirac delta function. Note that δa ∈ H−1/2−(R) has negative
regularity. Theorem 3.13 therefore suggests the rate T 1/2∆
1/4
n (for H = 1/2). This
turns out to be almost correct.
Theorem 3.14. Let T ≥ 1, n ≥ 2, d = 1. Let Xt = Bt, where (Bt)0≤t≤T is
a fractional Brownian motion with Hurst index 0 < H < 1. Consider fa,ε(x) =
(2ε)−11(a−ε,a+ε)(x) for x, a ∈ R and ε = ∆αHn with αH = 32 · H1+H − ρ when H ≥ 1/2
and αH = H − ρ when H < 1/2 for any small ρ > 0. Then we have for some
constant C, independent of a, that
‖LaT − Γ̂n,T (fa,ε)‖L2(P) ≤ C
TH∆
3
4
· 1−H
1+H
−ρ
n , H ≥ 1/2,
T 1/2∆
1−H
2
−ρ
n , H < 1/2.
For Brownian motion the rate ∆
1/4
n is already contained in Jacod (1998) and the
corresponding L2(P)-bound in Kohatsu-Higa et al. (2014, Theorem 2.6). For H close
to 1 the rate of convergence becomes arbitrarily slow, because the paths of B are
almost differentiable and the occupation measure becomes more and more singular
with respect to the Lebesgue measure.
4 Lower bounds
We will now address the important question if the upper bounds for ‖ΓT (f) −
Γ̂n,T (f)‖L2(P) derived in the last two sections are optimal. Optimality here means
that the upper bounds cannot be improved uniformly for all f belonging to a given
class of functions. For this it is sufficient to find a candidate f where the error
‖ΓT (f) − Γ̂n,T (f)‖L2(P) matches the upper bound up to an absolute constant. The
only explicit lower bound in the literature has been established by Ngo and Ogawa
(2011) for Brownian motion in d = 1 and indicator functions f = 1[a,b], matching
the upper bound ∆
3/4
n .
Apart from optimality with respect to the Riemann-sum estimator, it is interest-
ing from a statistical point of view to ask for optimality across all possible estimators.
Note that ‖ΓT (f)− Γ̂n,T (f)‖L2(P) is bounded from below by
inf
g
‖ΓT (f)− g‖L2(P) = ‖ΓT (f)− E [ΓT (f)| Gn]‖L2(P), (4.1)
where Gn = σ(Xtk : 0 ≤ k ≤ n) and where the infimum is taken over all
Gn-measurable random variables. If f is the identity, then it is well-known that
E[ΓT (f)|Gn] = Θ̂n,T (f), where Θ̂n,T (f) is the trapezoid rule estimator from Section
2.1 (see e.g. (Diaconis, 1988)). If f ∈ H1(Rd), then this still holds approximately.
The methods from Section 2 allow for identifying the limit of the right hand side in
(4.1) as n→ ∞, yielding an explicit lower bound valid for all f ∈ H1(Rd). For the
L2-Sobolev spaces Hs(Rd) with 0 < s < 1 such a universal result is not possible. In-
stead, we derive a lower bound for an explicit candidate matching the upper bound
established in Example 3.10.
Theorem 4.1. Let T ≥ 1 and let Xt = X0+Wt, where (Wt)0≤t≤T is a d-dimensional
Brownian motion and where X0 satisfies (X0).
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(i) We have for any f ∈ H1(Rd) the asymptotic lower bound
lim inf
n→∞
(
∆−1n ‖ΓT (f)− Γ̂n,T (f)‖L2(P)
)
≥ lim inf
n→∞
(
∆−1n inf
g
‖ΓT (f)− g‖L2(P)
)
= E
[
1
12
∫ T
0
‖∇f (Xr)‖2dr
]1/2
,
where the infimum is taken over all Gn-measurable random variables.
(ii) Let fα ∈ L2(Rd), 0 < α < 1, be the L2(Rd) function with Fourier transform
Ffα (u) = (1 + ‖u‖)−α−d/2, u ∈ Rd. Then fα ∈ Hs(Rd) for all 0 ≤ s < α, but
fα /∈ Hα(Rd). Moreover, fα satisfies for all 0 ≤ s < α the asymptotic lower
bound
lim inf
n→∞
(
∆
− 1+s
2
n ‖ΓT (fα)− Γ̂n,T (fα)‖L2(P)
)
≥ lim inf
n→∞
(
∆
− 1+s
2
n inf
g
‖ΓT (fα)− Γ̂n,T (fα)‖L2(P)
)
> 0.
For d = 1 the lower bounds also hold for Xt = Wt (cf. Remark 3.9). Interestingly,
the asymptotic lower bound in (i) corresponds exactly to the asymptotic variance
obtained for the CLTs in Section 2. This proves the asymptotic efficiency of Γ̂n,T (f)
and Θ̂n,T (f) for f ∈ H1(Rd). Note that Brownian motion is a major example for the
upper bounds derived in the last section.
The key step in the proof is to calculate the conditional expectation E[ΓT (f)|Gn],
which reduces to Brownian bridges interpolating between the observations. The
same calculations hold when X is a Lévy process with finite first moments (cf.
Jacod and Protter (1988, Theorem 2.6)) and similarly when X belongs to a certain
class of Markov processes (cf. Chaumont and Uribe Bravo (2011)).
Appendix A: Proofs of Section 2
In the following, T is fixed and ∆n → 0 as n → ∞. Consider first the following
preliminary observations.
A.1 Localization
By a well-known localization procedure (cf. Jacod and Protter (2011, Lemma 4.4.9))
and Assumption (SM-α-β) it is sufficient to prove the central limit theorems under
the following stronger Assumption.
Assumption (H-α-β). Let 0 ≤ α, β ≤ 1. There exists a constant K such that almost
surely
sup
0≤t≤T
(‖Xt‖+ ‖bt‖+ ‖σt‖+ ‖(σtσ⊤t )−1‖) ≤ K
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and such that for all 0 ≤ s, t ≤ T with s+ t ≤ T
E
[
sup
0≤r≤t
‖σs+r − σs‖2
]
≤ Ct2α, E
[
sup
0≤r≤t
‖bs+r − bs‖2
]
≤ Ct2β .
In this case we only have to consider f with compact support. Indeed, if f ∈
FLsloc(R
d) (f ∈ Hsloc(Rd)), is replaced by f˜ = fϕ for a smooth cutoff function ϕ with
compact support in a ball BK+ε = {x ∈ Rd : ‖x‖ ≤ K + ε} of radius K + ε, ε > 0,
and ϕ = 1 on BK , then f˜ = f on BK and f˜ ∈ FLs(Rd) (f˜ ∈ Hs(Rd)).
A.2 Preliminary estimates
We will use different approximations forX. For ε > 0 and t ≥ 0 let tε = max(⌊t/ε⌋ε−
2ε, 0) and define the processes
Xt (ε) =
∫ t
0
b⌊r/ε⌋εdr +
∫ t
0
σ⌊r/ε⌋εdWr,
X˜t (ε) = Xtε + btε(t− tε) + σtε(Wt −Wtε).
Then the following estimates hold by the Burkholder-Davis-Gundy inequality. The
reason for introducing X˜(ε) instead of X(ε) is the first inequality in (iii) which
improves on the second.
Proposition A.1. Let p ≥ 1. Assume (H-α-β) for 0 ≤ α, β ≤ 1. Then the following
holds for some absolute constant Cp and all 0 ≤ s, t ≤ T with s+ t ≤ T :
(i) E [‖Zs+t − Zs‖p] ≤ Cptp/2 for Z = X,X(ε), X˜(ε)
(ii) E[‖Xs+t −Xs − (Xs+t(ε)−Xs(ε))‖p] ≤ Cptp/2εαp,
(iii) E[‖Xt − X˜t(ε)‖p] ≤ Cp(ε(β+1)p + ε(α+1/2)p), E[‖Xt −Xt(ε)‖p] ≤ Cp(εβp + εαp),
(iv) E[‖Xs+t −Xs − (X˜s+t(ε)− X˜s(ε))‖p] ≤ Cptp/2
(
ε(β+1/2)p + εαp
)
.
The main estimates for the proofs of Theorems 2.5 and 2.7 are collected in the
following lemma.
Lemma A.2. Assume (H-α-β) for 0 ≤ α, β ≤ 1 and let either f ∈ C1(Rd) have
compact support or assume (X0) in addition and let f ∈ H1(Rd) have compact
support. Then it follows with κf = ‖∇f‖∞ or κf = ‖f‖H1 for k = 1, . . . , n and
tk−1 ≤ r ≤ tk, uniformly in r and k:
(i) E[‖∇f(Xr)‖2] = O(κ2f),
(ii) E[〈∇f(Xtk−1), Xr −Xr(∆n)〉2] = o(∆nκ2f),
(iii) E[(f(Xr)− f(Xtk−1)− 〈∇f(Xtk−1), Xr −Xtk−1〉)2]= o(∆nκ2f),
(iv) E[‖∇f(Xr)−∇f(Xtk−1)‖2] = o(κ2f ),
(v) E[supt |
∑⌊t/∆n⌋
k=1
∫ tk
tk−1
(tk − r −∆n/2)E[〈∇f(Xr), br〉|Ftk−1]dr|] = o(∆nκ2f).
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Proof. For f ∈ C1(Rd) we only prove (v). The other statements follow from the
boundedness of ∇f and Proposition A.1. (v) follows immediately for bounded and
continuous b, because 〈∇f(Xr), br〉 can be approximated uniformly at the left end
〈∇f(Xtk−1), btk−1〉. For bounded b let gε be continuous and adapted processes such
that sup0≤t≤T ‖gε,t‖ <∞ uniformly in ε and E[
∫ T
0
‖bh− gε,h‖dh] → 0 as ε→ 0. Then
(v) holds for gε and by approximation also for b.
For f ∈ H1(Rd) we argue differently. Under (X0) the marginals Xr have uni-
formly bounded Lebesgue densities pr. Hence (i) follows from
E
[‖∇f (Xr)‖2] = d∑
m=1
∫
(∂mf (x))
2 pr (x) dx . ‖f‖2H1. (A.1)
With respect to (ii) consider first f ∈ S(Rd). By inverse Fourier transform and
F(∇f)(u) = iuFf(u), u ∈ Rd, it follows that 〈∇f(Xtk−1), Xr − Xr(∆n)〉2 is equal
to
(2pi)−2d
(∫
Ff(u)i 〈u,Xr −Xr (∆n)〉 e−i〈u,Xtk−1−X0〉e−i〈u,X0〉du
)2
= −(2pi)−2d
∫
Ff(u)Ff (v) 〈u,Xr −Xr (∆n)〉
· 〈v,Xr −Xr (∆n)〉 e−i〈u+v,Xtk−1−X0〉e−i〈u+v,X0〉d (u, v) .
As X0 and (Xt −X0)0≤t≤T are independent, E[〈∇f(Xtk−1), Xr −Xr(∆n)〉2] is up to
a constant bounded by(∫
|Ff (u)| |Ff (v)| ‖u‖‖v‖ |Fµ (u+ v)| d (u, v)
)
E
[‖Xr −Xr(∆n)‖2] ,
which is of order o(∆n‖f‖2H1) by Lemma A.3 (see below) and Proposition A.1. This
yields (ii) for f ∈ S(Rd). For f ∈ H1(Rd) consider a sequence (fm)m≥1 ⊂ S(Rd)
converging to f with respect to ‖·‖H1. Then ‖Xr −Xr(∆n)‖ ≤ ‖Xr‖+ ‖Xr(∆n‖ .
1 + ‖Wr −Wtk−1‖. Independence yields∣∣‖〈∇f(Xtk−1), Xr −Xr(∆n)〉‖L2(P) − ‖〈∇fm(Xtk−1), Xr −Xr(∆n)〉‖L2(P)∣∣
. E[‖∇ (f − fm)
(
Xtk−1
)‖2]1/2E[(1 + ‖Wr −Wtk−1‖)2]1/2 . ‖f − fm‖H1 → 0,
as m → ∞. Hence (ii) also holds for f ∈ H1(Rd). With respect to (iii) consider
again first f ∈ S(Rd). Arguing by inverse Fourier transform, the left hand side is
because of Taylor’s theorem bounded by∫ 1
0
E
[〈∇f (Xtk−1 + t (Xr −Xtk−1))−∇f (Xtk−1) , Xr −Xtk−1〉2] dt
.
∫
|Ff (u)| |Ff (v)| ‖u‖‖v‖E [gn (u) gn (v)] |Fµ (u+ v)| d (u, v)
· E [‖Xr −Xtk−1‖4]1/2 ,
where gn(u) = supr,h:|r−h|≤∆n
∫ 1
0
|1 − e−it〈u,Xr−Xh〉|2dt and where we applied the
Cauchy-Schwarz inequality twice. Lemma A.3 together with E[‖Xr −Xtk−1‖4]1/2 =
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O(∆n) shows that the left hand side in (iii) is for f ∈ S(Rd) up to a constant
bounded by
∆n
∫
|Ff (u)|2 ‖u‖2E [g2n (u)]1/2 du.
A similar approximation argument as for (ii) yields the same bound for f ∈ H1(Rd).
gn(u) is bounded in n and u and converges P-almost surely to 0 as n→∞ for any
u ∈ Rd. By dominated convergence the last display is thus of order o(∆n). This
yields (iii). (iv) is proved similarly. For (v) and bounded and continuous b the claim
follows from
〈∇f(Xr), br〉 − 〈∇f(Xtk−1), btk−1〉
= 〈∇f(Xr), br − btk−1〉+ 〈∇f(Xr)−∇f(Xtk−1), btk−1〉,
part (iv) and (A.1). For bounded b argue as in part (v) for f ∈ C1(Rd).
Lemma A.3. Let ξ ∈ L1(Rd) ∩ L2(Rd) and let µ be a probability density on Rd.
(i) If Fµ ∈ L1(Rd), then∫
|ξ (u) ξ (v)| |Fµ (u+ v)| d (u, v) . ‖Fµ‖L1‖ξ‖2L2.
(ii) If Fµ is non-negative and µ is bounded, then the upper bound is instead
‖µ‖∞‖ξ‖2L2.
(iii) If µ is the density of the N(0, Id)-distribution, then∫ p∏
j=1
|ξ (uj)| Fµ
(
p∑
j=1
uj
)
d (u1, . . . , up) . ‖ξ‖pL2.
Proof. By a density argument we can assume that ξ, µ ∈ S(Rd) and that Fµ is
non-negative in (ii). Let g, h ∈ L2(Rd) with Fg(u) = |ξ(u)|, Fh(u) = |Fµ(u)| such
that the d(u, v) integral is equal to∫
Fg (u)Fg (v)Fh (u+ v) d (u, v) =
∫
Fg (u− v)Fg (v)Fh (u) d (u, v)
=
∫
(Fg ∗ Fg) (u)Fh (u) du =
∫
Fg2 (u)Fh (u) du = C
∫
g2 (u)h (u) du,
(A.2)
where we used the Plancherel Theorem in the last line. If Fµ ∈ L1(Rd), then the
last line is bounded by
C‖g‖2L2‖h‖∞ . ‖ξ‖2L2 sup
u∈Rd
∣∣∣∣∫ Fh (x) ei〈u,x〉dx∣∣∣∣ . ‖Fµ‖L1‖ξ‖2L2.
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If, on the other hand, Fµ is non-negative, then h(u) = FFh(−u) = µ (−u) and
therefore (A.2) is bounded by
C‖g‖2L2‖h‖∞ . ‖µ‖∞‖ξ‖2L2.
This shows (i) and (ii). With respect to (iii) the left hand side of the claimed
inequality can be written as
∫
(Fg ∗ · · · ∗Fg)(u)Fµ(u)du, where Fg ∗ · · · ∗Fg is the
p-fold convolution product. Since Fg ∗ · · · ∗ Fg = Fgp, this is also equal to∫
F (gp) (u)Fµ (u) du = C
∫
gp (u)µ (u) du =
∫ (F (Fg) (u)F (Fµ1/p) (u))p du
=
∫ (F (Fg ∗ Fµ1/p) (u))p du . (∫ ∣∣Fg ∗ Fµ1/p (u)∣∣p/(p−1) du)p−1
. ‖Fg‖pL2 = ‖ξ‖pL2,
where we applied in the first equality the Plancherel Theorem and for the last two
inequalities the Hausdorff-Young and the Young inequalities, because Fg ∈ L2(Rd)
and Fµ1/p ∈ Lq(Rd) for any q > 0.
A.3 Proof of Theorem 2.5
It is enough to show the CLT in (2.2) for f ∈ FLsloc(Rd), which immediately yields
the claim in terms of Γt(f) − Θ̂n,t(f). Recall the decomposition Γt(f) − Γ̂n,t(f) =
Mn,t(f)+Dn,t(f) with Mn,t(f) and Dn,t(f) as in (2.3) and (2.4). By the localization
argument in A.1 and because FLs(Rd) ⊂ C1(Rd) for s ≥ 1 the proof follows from
the following two propositions.
Proposition A.4. Assume (H-α-β) for 0 ≤ α, β ≤ 1. Let f ∈ C1(Rd) have compact
support. Then we have the stable convergence
∆−1n Mn,t (f)
st→ 1
2
∫ t
0
〈∇f (Xr) , σrdWr〉+ 1√
12
∫ t
0
〈
∇f (Xr) , σrdW˜ r
〉
as processes on D([0, T ],Rd), where W˜ is a d-dimensional Brownian motion defined
on an independent extension of (Ω,F , (Ft)0≤t≤T ,P).
Proposition A.5. Assume (H-α-β) for 0 ≤ α, β ≤ 1. Let s > 2 − 2α, s ≥ 1,
s+ β > 1. Then we have for f ∈ FLs(Rd) with compact support that
∆−1n Dn,t (f)
ucp−−→ 1
2
(f (Xt)− f (X0))− 1
2
∫ t
0
〈∇f (Xr) , σrdWr〉 . (A.3)
We note in the proofs precisely where Lemma A.2 is used. This will allow us
later to deduce Theorem 2.7 by small modifications.
Proof of Proposition A.4. We write Mn,t(f) =
∑⌊t/∆n⌋
k=1 Zk and M˜n,t(f) =∑⌊t/∆n⌋
k=1 Z˜k for random variables
Zk =
∫ tk
tk−1
(
f (Xr)− E
[
f(Xr)| Ftk−1
])
dr, (A.4)
Z˜k =
∫ tk
tk−1
〈∇f(Xtk−1), Xr (∆n)− E [Xr (∆n)| Ftk−1]〉 dr. (A.5)
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Z˜k “linearizes” Zk with respect to f . The proof is based on the following statements
for 0 ≤ t ≤ T :
∆−1n sup
0≤t≤T
∣∣∣Mn,t (f)− M˜n,t (f)∣∣∣ P−→0, (A.6)
∆−2n
⌊t/∆n⌋∑
k=1
E
[
Z˜2k
∣∣∣Ftk−1] P−→13
∫ t
0
‖σ⊤r ∇f(Xr)‖2dr, (A.7)
∆−2n
⌊t/∆n⌋∑
k=1
E
[
Z˜2k1{|Z˜k|>ε}
∣∣∣Ftk−1] P−→0, for all ε > 0, (A.8)
∆−1n
⌊t/∆n⌋∑
k=1
E
[
Z˜k
(
Wtk −Wtk−1
)⊤∣∣∣Ftk−1] P−→12
∫ t
0
∇f(Xr)⊤σrdr, (A.9)
∆−1n
⌊t/∆n⌋∑
k=1
E
[
Z˜k
(
Ntk −Ntk−1
)∣∣∣Ftk−1] P−→0, (A.10)
where (A.10) holds for all bounded (R-valued) martingales N which are orthogonal
to all components of W . (A.6) yields Mn,t(f) = M˜n,t(f) + oucp(∆n). The claim
follows thus from the remaining statements (A.7) through (A.10) and Theorem 7.28
of Jacod and Shiryaev (2013).
We prove now the five statements above. Mn,t(f)− M˜n,t(f) is a discrete martin-
gale such that by the Burkholder-Davis-Gundy inequality
E
[
sup
0≤t≤T
(
Mn,t (f)− M˜n,t (f)
)2 ]
≤
n∑
k=1
E
[(
Zk − Z˜k
)2]
.
Decompose any such Zk − Z˜k into∫ tk
tk−1
(
Ak,r − E
[
Ak,r| Ftk−1
])
dr (A.11)
+
∫ tk
tk−1
〈∇f (Xtk−1) , Xr −Xr(∆n)− E [Xr −Xr(∆n)| Ftk−1]〉 dr, (A.12)
where Ak,r = f(Xr) − f(Xtk−1) − 〈∇f(Xtk−1), Xr − Xtk−1〉. The second moment
of (A.12) is bounded by 2∆n
∫ tk
tk−1
E[〈∇f(Xtk−1), Xr − Xr(∆n)〉2]dr = o(∆3n) us-
ing Lemma A.2(ii). The same order follows for the second moment of (A.11) from
Lemma A.2(iii). This yields (A.6). In order to prove the remaining statements ob-
serve first by the (stochastic) Fubini theorem that Z˜k is equal to
〈∇f(Xtk−1),
∫ tk
tk−1
(tk − r)(br − E[br|Ftk−1])〉dr
+ 〈∇f(Xtk−1), σtk−1
∫ tk
tk−1
(tk − r)dWr〉.
The first term is of smaller order than the second one. By Itô isometry, because σ
is càdlàg and from Lemma A.2(i), (iv) it therefore follows that the left hand side in
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(A.7) is equal to
∆n
3
⌊t/∆n⌋∑
k=1
‖σ⊤tk−1∇f
(
Xtk−1
)‖2 + oP (1) = 1
3
∫ t
0
‖σ⊤r ∇f (Xr)‖2dr + oP (1) .
With respect to (A.8) note that |Z˜k| > ε implies ‖
∫ tk
tk−1
(tk−r)dWr‖ > ε′ for some ε′ >
0 and sufficiently large n because of the Cauchy-Schwarz inequality. Consequently,
it follows from Lemma A.2(i) and independence that
E
[
Z˜2k1{|Z˜k|>ε}
]
. E
[‖∇f(Xtk−1)‖2](∆4n + E[‖∫ tk
tk−1
(tk − r) dWr‖4
])
,
which is of order O(∆4n), thus implying (A.8). The left hand side of (A.9), on the
other hand, is equal to Rn +
∆n
2
∑⌊t/∆n⌋
k=1 ∇f(Xtk−1)⊤σtk−1 with E[‖Rn‖] = o(1) by
Itô’s isometry (applied coordinatewise). (A.9) follows then from σ being càdlàg and
A.2(iv). The same argument shows that the left hand side in (A.10) is of order
oP(1).
Proof of Proposition A.5. Lemma A.6(i) below shows
Dn,t (f) =
∆n
2
⌊t/∆n⌋∑
k=1
E
[
f(Xtk)− f(Xtk−1)
∣∣Ftk−1]+ oucp(∆n). (A.13)
In order to find the limit of this sum, write it as
∆n
2
⌊t/∆n⌋∑
k=1
E
[
Ak| Ftk−1
]
+
∆n
2
⌊t/∆n⌋∑
k=1
E
[
Bk| Ftk−1
]
, (A.14)
where Ak = f(Xtk)− f(Xtk−1)− Bk and Bk = 〈∇f(Xtk−1), Xtk −Xtk−1〉. Note that
by the Burkholder-Davis-Gundy inequality
E
[
sup
0≤t≤T
∣∣∣∣ ⌊t/∆n⌋∑
k=1
(
E
[
Ak| Ftk−1
]−Ak) ∣∣∣∣2] . n∑
k=1
E
[
A2k
]
,
which is of order o(∆n) by Lemma A.2(iii). Therefore, (A.14) is up to an error of
order oucp(∆n) equal to
∆n
2
⌊t/∆n⌋∑
k=1
(
f (Xtk)− f
(
Xtk−1
))
+
∆n
2
⌊t/∆n⌋∑
k=1
(
E
[
Bk| Ftk−1
]− Bk) ,
The first sum is just ∆n
2
(f(X⌊t/∆n⌋)−f(X0)) = ∆n2 (f(Xt)−f(X0))+oucp(∆n), while
the second one is equal to
∆n
2
⌊t/∆n⌋∑
k=1
∫ tk
tk−1
〈∇f (Xtk−1) , (E [br| Ftk−1]− br)〉 dr
− ∆n
2
⌊t/∆n⌋∑
k=1
∫ tk
tk−1
〈∇f (Xtk−1) , σrdWr〉 .
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This is equal to −∆n
2
∫ ⌊t/∆n⌋
0
〈∇f(Xr), σrdWr〉 + oucp(∆n) and the claim follows. In
the second line use Lemma A.2(iv) and for the first line note that it is a discrete
martingale of order oucp(∆n) by the Burkholder-Davis-Gundy inequality and Lemma
A.2(i).
We now state and prove the lemmas used above.
Lemma A.6. Assume (H-α-β) for 0 ≤ α, β ≤ 1. Let s > 2− 2α, s ≥ 1, s+ β > 1.
Then we have for f ∈ FLs(Rd) with compact support that
Dn,t (f)− ∆n
2
⌊t/∆n⌋∑
k=1
E[f(Xtk)− f(Xtk−1)|Ftk−1 ] = oucp(∆n).
Proof. Consider first f ∈ S(Rd). By applying Itô’s formula and the Fubini theorem
the left hand side in the statement is equal to Dn,t(1, f)+Dn,t(2, f), where Dn,t (1, f)
and Dn,t (2, f) are defined by
⌊t/∆n⌋∑
k=1
∫ tk
tk−1
(
tk − r − ∆n
2
)
E
[ 〈∇f(Xr), br〉 ∣∣∣∣Ftk−1]dr,
⌊t/∆n⌋∑
k=1
∫ tk
tk−1
(
tk − r − ∆n
2
)
E
[
1
2
d∑
l,m=1
∂2lmf (Xr)
(
σrσ
⊤
r
)
(l,m)
∣∣∣∣Ftk−1]dr.
We will show that
E
[
sup
0≤t≤T
|Dn,t(1, f) +Dn,t(2, f)|
]
. o (∆n‖f‖FLs) + ∆n
∫
|Ff (u)| (1 + ‖u‖)s gn (u) du, (A.15)
with gn as in Lemma A.7 below. Choose now any sequence (fm) ⊂ S(Rd) converging
to f ∈ FLs(Rd) with respect to ‖·‖FLs. This means, in particular, that fm converges
to f uniformly. Therefore (A.15) also holds for f . The properties of gn and dominated
convergence therefore imply the claim.
In order to show (A.15) note first that E[sup0≤t≤T |Dn,t(1, f)|] = o(∆n‖f‖FLs)
follows already from Lemma A.2(v). With respect to Dn,t(2, f) write Σt = σtσ
⊤
t and
fix l, m = 1, . . . , d. For f ∈ S(Rd) it is always justified to exchange integrals in the
following calculations. We can write ∂2lmf(Xr) = −(2pi)−d
∫ Ff(u)ulume−i〈u,Xr〉du
such that
Dn,t (2, f) = −(2pi)−d
∫
Ff (u)ulumQn,t (u) du,
where
Qn,t(u) =
⌊t/∆n⌋∑
k=1
∫ tk
tk−1
(
tk − r − ∆n
2
)
E
[
e−i〈u,Xr〉Σr
(l,m)
∣∣Ftk−1] dr.
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Consequently, because of
E
[
sup
0≤t≤T
∣∣∣∣∫ Ff (u)ulumQn,t (u) du∣∣∣∣] ≤ ∫ |Ff (u)| ‖u‖2E[ sup
0≤t≤T
|Qn,t (u)|
]
du,
the remaining part of (A.15) follows from Lemma A.7.
The following lemma is stronger than necessary here. This will become useful for
Theorem 2.7 and Corollary 2.9.
Lemma A.7. Assume (H-α-β) for 0 ≤ α, β ≤ 1. Let s > 2− 2α, s ≥ 1, s+ β > 1.
Then we have for any p ≥ 1 and uniformly in u ∈ Rd that
‖ sup
0≤t≤T
Qn,t (u)‖Lp(P) ≤ Cp∆n (1 + ‖u‖)s−2 gn (u) ,
where supn≥1 supu∈Rd |gn(u)| <∞ and gn(u)→ 0 for all u ∈ Rd as n→∞.
Proof. The proof is separated into five steps.
Step 1. Let 0 < ε ≤ 1 and define tε = max(⌊t/ε⌋ε − 2ε, 0) for 0 ≤ t ≤ T .
tε projects t to the grid {0, ε, 2ε, . . . , ⌈T/ε⌉ε} such that t − tε ≤ 3ε and t − tε ≥
min(2ε, t). Later, we will choose ε depending on n and u, i.e. ε = ε(u, n). Define
the process X˜t (ε) = Xtε + btε(t− tε) + σtε(Wt −Wtε). Assumption (H-α-β) implies
E[(Σt
(l,m)−Σ(l,m)tε )p] . εαp and Proposition A.1 yields E[‖Xt− X˜t(ε)‖p] . (ε(β+1)p+
ε(α+1/2)p). Define
Qn,t (ε, u) =
⌊t/∆n⌋∑
k=1
∫ tk
tk−1
(
tk − r − ∆n
2
)
E
[
e−i〈u,X˜r(ε)〉Σ(l,m)rε
∣∣∣Ftk−1] dr.
The Lipschitz-continuity of x 7→ eix therefore yields
‖ sup
0≤t≤T
(Qn,t (u)−Qn,t (ε, u))‖Lp(P)
. ∆n
(∫ T
0
E
[∣∣∣e−i〈u,Xr〉Σ(l,m)r − e−i〈u,X˜r(ε)〉Σ(l,m)rε ∣∣∣p] dr)1/p
. ∆n (1 + ‖u‖)s−2 gn,1(u),
with gn,1(u) = (1 + ‖u‖)2−s(εα + ‖u‖ε1+β + ‖u‖ε1/2+α). We study now Qn,t(ε, u).
Step 2. With respect to the new grid {0, ε, 2ε, . . . , ⌈T/ε⌉ε} and 0 ≤ t ≤ T let
Ij(t) = {k = 1, . . . , ⌊t/∆n⌋ : (j − 1)ε < tk ≤ jε}, 1 ≤ j ≤ ⌈T/ε⌉,
be the set of blocks k ≤ ⌊t/∆n⌋ with right endpoints tk ≤ t inside the interval
(j−1)ε, jε]. Then Qn,t (ε, u) =
∑⌈T/ε⌉
j=1 Rj,t(u)+
∑⌈T/ε⌉
j=1 E[Aj,t(u)|F(j−1)ε] for Rj,t(u) =
Aj,t(u)− E[Aj,t(u)|F(j−1)ε] and where
Aj,t(u) =
∑
k∈Ij(t)
∫ tk
tk−1
(
tk − r − ∆n
2
)
ξr,kdr, ξr,k = E
[
e−i〈u,X˜r(ε)〉Σ(l,m)rε
∣∣∣Ftk−1] ,
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such that Aj,t(u) is Fjε-measurable for fixed u. We want to show that
sup0≤t≤T |
∑⌈T/ε⌉
j=1 Rj,t(u)| is negligible. Note first that Ij(t) = ∅ for t ≤ (j − 1)ε and
Ij(t) = Ij(T ) for t > jε. Therefore, Aj,t(u) = 0 for t ≤ (j−1)ε and Aj,t(u) = Aj,T (u)
for t > jε. Denote by j∗ the unique j ∈ {1, . . . , ⌈T/ε⌉} with (j − 1)ε < t ≤ jε.
Then
∑⌈T/ε⌉
j=1 Rj,t(u) = Bj∗−1(u) + Rj∗,t(u), where Bm(u) =
∑m
j=1Rj,T (u) de-
fines a complex-valued martingale (Bm(u))m=0,...,⌈T/ε⌉ with respect to the filtration
(Fmε)m=0,...,⌈T/ε⌉. The Burkholder-Davis-Gundy inequality then yields
E
[
sup
0≤t≤T
∣∣∣∣ ⌈T/ε⌉∑
j=1
Rj,t (u)
∣∣∣∣p] . E[ sup
m∈{0,...,⌈T/ε⌉}
|Bm (u)|p + sup
0≤t≤T
|Rj∗,t (u)|p
]
. E

⌈T/ε⌉∑
j=1
|Aj,T (u)|2
p/2
+ E [ sup
0≤t≤T
|Aj∗,t (u)|p
]
.
If ε < ∆n, then each Ij(t) contains at most one block k and for tk−1 ≤ r ≤ tk ≤ jε
we have necessarily tk−1 ≤ (j − 1)ε = rε. Hence, |ξr,k| . |E[e−i〈u,σrε(Wr−Wrε)〉|Frε]| ≤
e−
‖u‖2
2K
ε by Assumption (H-α-β) and thus |Aj,t(u)| . ∆2ne−
‖u‖2
2K
ε. Moreover, there are
clearly at most ∆−1n many non-empty Ij(t). Consequently in this case the last display
is up to a constant bounded by ∆
3p/2
n e−
‖u‖2
2K
εp.
Assume in the following that ε ≥ ∆n. Then Ij(t) contains at most Cε∆−1n many
blocks k and therefore
E
[
sup
0≤t≤T
|Aj∗,t (u)|p
]
. ∆pnε
p. (A.16)
Moreover,
E
[( ⌈T/ε⌉∑
j=1
|Aj,T (u)|2
)p/2]2
≤ E
[( ⌈T/ε⌉∑
j=1
|Aj,T (u)|2
)p]
. ∆2pn
⌈T/ε⌉∑
j1,...,jp=1
∑
k1,k′1∈Ij1 (T )
· · ·
∑
kp,k′p∈Ijp (T )
∫ tk1
tk1−1
∫ tk′
1
tk′1−1
· · ·
∫ tkp
tkp−1
∫ tk′p−1
tk′p−1
∣∣E [ξr1k1ξr′1k′1 · · · ξrpkpξr′pk′p]∣∣ d (r1, r′1, . . . , rp, r′p) .
Fix j and k1, k
′
1, . . . , kp, k
′
p, r1, r
′
1, . . . , rp, r
′
p. Let r and h be the largest and second
largest indices in the set {rl, rl′ : 1 ≤ l ≤ p} with corresponding blocks k, k˜ such
that tk−1 ≤ r ≤ tk, tk˜−1 ≤ h ≤ tk˜. Without loss of generality assume h ≤ r. If
tk−1 ≤ rε < tk, then∣∣E [ξr1k1ξr′1k′1 · · · ξrpkpξr′pk′p]∣∣ . E [|ξr,k|] . e− ‖u‖22K ε.
If, on the other hand, h ≤ rε < tk−1 ≤ r < tk, then∣∣E [ξr1k1ξr′1k′1 · · · ξrpkpξr′pk′p]∣∣ . E [|E [ξr,k| Frε]|] . e− ‖u‖22K ε.
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In the two cases rε < tk−1 ≤ h ≤ r < tk and rε < h < tk−1 ≤ r < tk conditioning on
Fh instead gives∣∣E [ξr1k1ξr′1k′1 · · · ξrpkpξr′pk′p]∣∣ . E [∣∣E [e−i〈u,σrε(Wr−Wh)〉∣∣Fh]∣∣] . e− ‖u‖22K |r−h|.
As ε ≥ ∆n, it follows that
∑
k∈Ij(T )
∫ tk
tk−1
1dr ≤ ε. In all, we conclude that
E[(
∑⌈T/ε⌉
j=1 |Aj,T (u)|2)p/2]2 is up to a constant bounded by
∆2pn
εpe− ‖u‖22K ε + εp−1 ⌈T/ε⌉∑
j=1
∑
k,k˜∈Ij(T )
∫ tk˜
tk˜−1
∫ tk
tk−1
e−
‖u‖2
2K
|r−h|drdh
 .
By symmetry in r, h we find for u 6= 0 that
⌈T/ε⌉∑
j=1
∑
k,k˜∈Ij(T )
∫ tk˜
tk˜−1
∫ tk
tk−1
e−
‖u‖2
2K
|r−h|drdh
≤ 2
⌈T/ε⌉∑
j=1
∑
k˜∈Ij(T )
∫ tk˜
tk˜−1
∫ jε
h
e−
‖u‖2
2K
(r−h)drdh
.
⌈T/ε⌉∑
j=1
∑
k˜∈Ij(T )
∫ tk˜
tk˜−1
1dh‖u‖−2
(
1− e− ‖u‖
2
2
(ε+∆n)
)
. ‖u‖−2
(
1− e− ‖u‖
2
2
(ε+∆n)
)
,
because 1 − e− ‖u‖
2
2
(jε−h) ≤ 1 − e− ‖u‖
2
2
(ε+∆n) for tk˜−1 ≤ h ≤ jε and k˜ ∈ Ij(T ).
Combining the estimates for ε < ∆n and ε ≥ ∆n in all we have shown in this step
that
‖ sup
0≤t≤T
Qn,t (ε, u)‖Lp(P) . ∆n (1 + ‖u‖)s−2 gn,2 (u)
+ ‖ sup
0≤t≤T
⌈T/ε⌉∑
j=1
E
[
Aj,t (u)| F(j−1)ε
]‖Lp(P)
with
gn,2(u) = (1 + ‖u‖)2−s(∆1/2n e−
‖u‖2
2K
ε
+ ε1/2−1/(2p)‖u‖−1/p
(
1− e− ‖u‖
2
2
(ε+∆n)
)1/(2p)
+ ε).
Step 3. We need to use two martingale decompositions. Write
⌈T/ε⌉∑
j=1
E
[
Aj,t (u)| F(j−1)ε
]
=
⌈T/ε⌉∑
j=1
R
(1)
j,t (u) +
⌈T/ε⌉∑
j=1
R
(2)
j,t (u) +
⌈T/ε⌉∑
j=1
E
[
Aj,t (u)| F(j−3)ε
]
,
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where R
(1)
j,t (u) = E[Aj,t(u)|F(j−1)ε] − E[Aj,t(u)|F(j−2)ε], R(2)j,t = E[Aj,t(u)|F(j−2)ε] −
E[Aj,t(u)|F(j−3)ε]. The arguments in step 2 can be applied to
∑⌈T/ε⌉
j=1 R
(1)
j,t (u) and∑⌈T/ε⌉
j=1 R
(2)
j,t (u) instead of
∑⌈T/ε⌉
j=1 Rj,t (u). Moreover, for r ≤ 3ε observe that rε = 0.
Hence E[Aj,t(u)|F(j−3)ε] is for j ∈ {1, 2, 3} up to a constant bounded by∑
k∈Ij(t)
∫ tk
tk−1
(
tk − r − ∆n
2
)
e−
‖σ⊤0 u‖
2
2
rdr . ∆n
∫ ε
0
e−
‖u‖2
2K
rdr ≤ ∆nε.
We conclude that
‖ sup
0≤t≤T
⌈T/ε⌉∑
j=1
E
[
Aj,t (u)| F(j−1)ε
]‖Lp(P)
. ∆n (1 + ‖u‖)s−2 gn,2 (u) + ‖ sup
0≤t≤T
⌈T/ε⌉∑
j=4
E
[
Aj,t (u)| F(j−3)ε
]‖Lp(P).
Step 4. For tk−1 ≤ r ≤ tk and k ∈ Ij(t), j ≥ 4, note that rε = (j − 3)ε. Hence
E[ξr,k|F(j−3)ε] = YkVr,k, where
Vr,k = e
−i〈u,b(j−3)ε(r−tk−1)〉−
‖σ⊤
(j−3)ε
u‖2
2
(r−tk−1),
Yk = e
−i〈u,X(j−3)ε+b(j−3)ε(tk−1−(j−3)ε)〉−
‖σ⊤
(j−3)ε
u‖2
2
(tk−1−(j−3)ε)Σ
(l,m)
(j−3)ε.
Since also tk−1− (j− 3)ε > ε, it follows that |Yk| . e− ‖u‖
2
2K
ε. Moreover,
∫ tk
tk−1
(tk− r−
∆n
2
)YkVtk ,kdr = 0. We therefore conclude that
∑⌈T/ε⌉
j=4 E[Aj,t(u)|F(j−3)ε] is bounded
by
∆n
⌈T/ε⌉∑
j=4
∑
k∈Ij(t)
∫ tk
tk−1
|Yk| |Vr,k − Vtk ,k| dr
 . ∆2n (1 + ‖u‖)2 e− ‖u‖22K ε.
Consequently, it follows with gn,3(u) = ∆n(1 + ‖u‖)4−se− ‖u‖
2
2K
ε that
‖ sup
0≤t≤T
⌈T/ε⌉∑
j=4
E
[
Aj,t (u)| F(j−3)ε
]‖Lp(P) . ∆n (1 + ‖u‖)s−2 gn,3 (u) .
Step 5. The four previous steps combined show that ‖sup0≤t≤T Qn,t(u)‖Lp(P) is up to
a constant bounded by ∆n(1+ ‖u‖)s−2gn(u) with gn(u) = gn,1(u)+ gn,2(u)+ gn,3(u).
Set ε = ε (u, n) := min (νn‖u‖−2, 1) for νn = 2K log(1+ ‖u‖3∆1/2n ). Hence 0 < ε ≤ 1
and ε → 0 for fixed u. Choose C ≥ 1 large enough to ensure that ε(u, n) < 1 for
‖u‖ > C and n = 1 (and thus for all n). For ‖u‖ ≤ C this means ε ≤ νn‖u‖−2 . ∆1/2n
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and supu:‖u‖≤C gn(u) = o(1). For ‖u‖ > C, on the other hand, it follows that
gn,1 (u) . ‖u‖2−s
(‖u‖−1−2βν1+βn + ‖u‖−2αν1/2+αn ) ,
gn,2 (u) . ‖u‖2−s
(
∆1/2n
(
1 + ‖u‖3∆1/2n
)−1
+ ‖u‖−1ν1/2−1/(2p)n
(
1− e− ‖u‖
2
2
(ε+∆n)
)
+ ‖u‖−2νn
)
,
gn,3 (u) . ‖u‖4−s∆n
(
1 + ‖u‖3∆1/2n
)−1
.
The assumptions that 2 − s− 2α < 0, s ≥ 1, s + β > 1 and the fact that νn grows
in u only logarithmically imply that sup‖u‖>C gn(u) is bounded in n. Consequently,
supn≥1 supu∈Rd gn(u) is bounded. Moreover, for fixed u with ‖u‖ > C it follows that
gn(u)→ 0 as n→∞. This proves the claim.
A.4 Proof of Theorem 2.7
Similar to Theorem 2.5 it is sufficient to prove the following two propositions for
f ∈ Hs(Rd).
Proposition A.8. Assume (H-α-β) for 0 ≤ α, β ≤ 1 and (X0). Then we have for
f ∈ H1(Rd) the stable convergence
∆−1n Mt,n (f)
st→ 1
2
∫ t
0
〈∇f (Xr) , σrdWr〉+ 1√
12
∫ t
0
〈
∇f (Xr) , σrdW˜ r
〉
(A.17)
as processes on D([0, T ],Rd), where W˜ is a d-dimensional Brownian motion defined
on an independent extension of (Ω,F , (Ft)0≤t≤T ,P).
Proposition A.9. Assume (H-α-β) for 0 ≤ α, β ≤ 1 and (X0). Let s > 2 − 2α,
s ≥ 1, s+ β > 1. Then we have for f ∈ Hs(Rd) that
∆−1n DT,n (f)
P−→ 1
2
(f (XT )− f (X0))− 1
2
∫ T
0
〈∇f (Xr) , σrdWr〉 . (A.18)
Note that the convergence in the second proposition is not functional as com-
pared to Proposition A.5. Since the weak limit in (A.17) is a continuous process,
convergence with respect to the Skorokhod topology and thus the stable convergence
also hold at t = T (Billingsley (2013)). This yields the CLT in (2.2) for f ∈ Hs(Rd)
and at the fixed time T .
Proof of Proposition A.8. The proof of Proposition A.4 can be repeated word by
word, since Lemma A.2 applies also to f ∈ H1(Rd). We only have to argue differently
for (A.8), because ∇f(Xr) may not be bounded.
As
∫ tk
tk−1
(tk − r)dWr is independent of Ftk−1 , it follows from the Cauchy-
Schwarz inequality that E[Z˜2k1{|Z˜k|>ε}|Ftk−1 ] is up to a constant bounded by
‖∇f(X(k−1)∆n)‖2E[(∆4n + ∆3nY 2k )1{‖∇f(X(k−1)∆n )‖∆3/2n (1+|Yk|)>ε′}|Ftk−1] for ε
′ > 0 and
with Yk ∼ N(0, 1) independent of Ftk−1 . Since the marginals have uniformly bounded
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Lebesgue densities (uniform in time), it follows that the first moment of the left hand
side in (A.8) is up to a constant bounded by∫
‖∇f (x)‖2E
[(
∆n + Y
2
1
)
1{
‖∇f(x)‖∆
3/2
n (1+|Y1|)>ε′
}
]
dx.
This converges to 0 by dominated convergence, implying (A.8).
Proof of Proposition A.9. The proof follows as the one of Proposition A.5, because
Lemma A.2 applies also to f ∈ H1(Rd). We only have to use Lemma A.10 instead of
Lemma A.6, while also replacing all oucp-expressions by the respective oP-terms.
Lemma A.10. Assume (H-α-β) for 0 ≤ α, β ≤ 1 and (X0). Let s > 2− 2α, s ≥ 1,
s+β > 1. Then we have for f ∈ Hs(Rd) with compact support, s ≥ 1 and s > 2−2α,
that
Dn,T (f)− ∆n
2
n∑
k=1
E[f(Xtk)− f(Xtk−1)|Ftk−1] = oP(∆n).
Proof. Using the notation from Lemma A.6 we only have to show for f ∈ S(Rd)
that
E [|Dn,T (1, f) +Dn,T (2, f)|]
. o (∆n‖f‖Hs) + ∆n
(∫
|Ff(u)|2 (1 + ‖u‖)2s g2n (u) du
)1/2
, (A.19)
with gn as in Lemma A.7. This can be extended to f ∈ Hs(Rd) by an approximation
argument as in Lemma A.6.
E[|Dn,T (1, f)|] = o(∆n‖f‖Hs) follows from Lemma A.2(v). With respect to
Dn,T (2, f) write
Dn,T (2, f) = −(2pi)−d
∫
Ff (u)ulume−i〈u,X0〉Q˜n,T (u) du
with
Q˜n,T (u) =
⌊t/∆n⌋∑
k=1
∫ tk
tk−1
(
tk − r − ∆n
2
)
E
[
e−i〈u,Xr−X0〉Σ(l,m)r
∣∣Ftk−1] dr.
This corresponds toQn,T (u) in Lemma A.7 withXr−X0 instead ofXr. Consequently,
the independence from (X0) shows that E[|Dn,T (2, f)|2] is equal to
(2pi)−2d
∫
Ff (u)Ff (v)Fµ (u+ v)ulumvlvmE
[
Q˜n,T (u) Q˜n,T (v)
]
d (u, v)
.
∫
|Ff(u)|2 ‖u‖4E
[∣∣∣Q˜n,T (u)∣∣∣2] du,
by Lemma A.3. The remaining part of (A.19) follows therefore from Lemma A.7.
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A.5 Proof of Corollary 2.8
Proof. Without loss of generality we can assume in the following that F and the
corresponding extensions are separable. In fact, it is enough to prove stable con-
vergence for separable F , essentially because the σ-fields generated by X, b and
σ are separable (see Jacod and Shiryaev (2013, Theorem IX 7.3) for details). As-
sume first that X0 = 0. On a suitable extension as in Theorem 2.7, denoted by
(Ω′,F ′, (F ′t)0≤t≤T ,P′), let Fn(X, x0) be defined as the random variables
∆−1n
(∫ T
0
f (Xr + x0) dr −∆n
n∑
k=1
1
2
(
f
(
Xtk−1 + x0
)
+ f (Xtk + x0)
))
and let F (X, σ, W˜ , x0) =
√
1/12
∫ T
0
〈∇f(Xr + x0), σrdW˜ r〉, where Fn and F are
measurable functions and x0 ∈ Rd. The stable convergence in the claim is equiv-
alent to E[Ug(Fn(X, x0))] → E[Ug(F (X, σ, W˜ , x0))] for any continuous bounded
function g : R → R and any bounded F -measurable random variable U (cf.
Podolskij and Vetter (2010)). We have to show that this holds for almost all x0 ∈ Rd.
Let (Ω′′,F ′′, (F ′′t )0≤t≤T ,P′′) be another extension of (Ω,F , (Ft)0≤t≤T ,P) such
that there is a random variable Y
d∼ N(0, Id), with the d-dimensional identity
matrix Id, which is independent of F and such that Y is F ′′0 -measurable. On
this space the process (Xt + Y )0≤t≤T satisfies Assumption (X0). Without loss
of generality (Ω′,F ′, (F ′t)0≤t≤T ,P′) also extends this space. Theorem 2.7 yields
E[Ug(Fn(X, Y ))] → E[Ug(F (X, σ, W˜ , Y ))] for all continuous and bounded g and
all F ′′-measurable random variables U . By independence of Y and F this holds in
particular for all F -measurable U independent of Y .
By a coupling argument (cf. Kallenberg (2002, Corollary 6.12)) there are (again
on another extension of the probability space) X˜, Y˜ , σ˜, B, U˜ with (X, σ, W˜ , Y, U)
d∼
(X˜, σ˜, B, Y˜ , U˜) such that Y˜ is independent of (X˜, σ˜, B, U˜) and (Fn(X˜, Y˜ ), U˜) −→
(F (X˜, σ˜, B, Y˜ ), U˜) almost surely. By conditioning on Y˜ = x0 and using independence
this implies that E[Ug(Fn(X, x0))] −→ E[Ug(F (X, σ, W˜ , x0))] for PY˜ -almost all x0 (by
dominated convergence for conditional expectations, cf. Kallenberg (2002, Theorem
6.1)). Since Y˜
d∼ Y d∼ N(0, 1), this holds for almost all x0. In particular, this holds
for all g ∈ Cc(Rd), i.e. all continuous functions with compact support. Since this
space is separable and because F is separable, this implies the claim (cf. Theorem
Kallenberg (2002, 5.19)).
A.6 Proof of Corollary 2.9
As in Theorem 2.7 we only have to consider the CLT for the Riemann-sum estimator.
Let Sn(f, x0) = ∆
−1
n (
∫ T
0
f(Xr + x0)dr−∆n
∑n
k=1
1
2
(f(Xtk−1 + x0))) for x0 ∈ Rd and
S(f, x0) = 1/2(f(XT )−f(X0))+
√
1/12
∫ T
0
〈∇f(Xr+x0), σrdW˜ r〉. The dependence
on X, σ and W˜ is suppressed. Consider first the following lemma.
Lemma A.11. Assume (H-α-β) for 0 ≤ α, β ≤ 1 and X0 ∼ N(0, Id) independent
of (Xt − X0)0≤t≤T such that (X0) holds. Let s > 2 − 2α, s ≥ 1. Then we have for
f ∈ Cs(Rd) with compact support that ‖Sn(f,X)‖Lp(P) ≤ Cp (‖f‖∞ + ‖∇f‖∞).
31
Proof. Recall the decomposition Sn(f, x0) = ∆
−1
n Mn,T (f) + ∆
−1
n Dn,T (f) from The-
orem 2.7. Similar as in the proof of Proposition A.4 it follows that
E
[
Mpn,T (f)
]
. E
[(
Mn,T (f)− M˜n,T (f)
)p]
+ E
[
M˜pn,T (f)
]
. ∆pn‖∇f‖p∞.
For this use the bounds on (A.11), (A.12) and use slightly modified statements
of Lemma A.2. With respect to Dn,T (f) we argue as in Lemma A.10 (note that
f ∈ H1+ε(Rd) for some small ε > 0).
Write Dn,T (f) as D˜n,T (1, f) + D˜n,T (2, f), where D˜n,T (1, f) and D˜n,T (2, f) are
defined just as Dn,T (1, f) and Dn,T (2, f) in Lemma A.6, but with tk−r−∆n2 replaced
by tk − r. It follows similar to Lemma A.2(v) that ‖D˜n,T (1, f)‖Lp(P) . ∆n‖∇f‖∞.
Moreover, if f ∈ S(Rd), then
D˜n,T (2, f) = −(2pi)−d
∫
Ff (u)ulume−i〈u,X0〉Q˜n,T (u) du
with Q˜n,T (u) as in Lemma A.10, but also with tk− r− ∆n2 instead of tk− r. Assume
first that p ≥ 2 is even. Then we find from independence via (X0) with µ being the
density of N(0, Id) that ‖D˜n,T (2, f)‖pLp(P) is bounded by
(2pi)−pd
∫ p∏
j=1
(|Ff (uj)| ‖uj‖2)Fµ
(
p∑
j=1
uj
)∣∣∣∣∣E
[
p∏
j=1
Q˜n,T (uj)
]∣∣∣∣∣ d (u1, . . . , up) .
Because of |E[∏pj=1 Q˜n,T (uj)]| ≤ ∏pj=1‖Q˜n,T (uj)‖Lp(P), Lemmas A.7 and A.3 this is
up to a constant bounded by ‖f‖H1 . ‖f‖∞ + ‖∇f‖∞. If p is not even or p = 1,
then we have instead ‖D˜n,T (2, f)‖Lp(P) ≤ ‖D˜n,T (2, f)‖1/2L2p(P) . ∆n(‖f‖∞ + ‖∇f‖∞).
This is the claimed bound for ‖D˜n,T (2, f)‖Lp(P) if f ∈ S(Rd). For f ∈ Cs(Rd) use a
density argument. Together with the bound on ‖Mpn,T (f)‖Lp(P) and ‖D˜n,T (1, f)‖Lp(P)
this yields the claim.
Proof. As in the proof of Proposition 2.8 assume X0 = 0 such that X + x0 has
initial value x0 ∈ Rd. Observe further that f ∈ Cs(Rd) ⊂ H1loc(Rd) and Sn(f,X +
x0) = Sn(fx0 , X) with fx0(x) = f(x + x0). It is sufficient to prove the claim under
Assumption (H-α-β) for f with compact support (cf. Section A.1).
The claim is equivalent to (Sn(f, x0), U)
d−→ (S(f, x0), U) for all x0 ∈ Rd and
any F -measurable real-valued random variable U . For this note that, since f is
continuous, gn(x0) = (Sn(f, Y + x0), U) defines a sequence of continuous stochastic
processes (gn(x0))x∈Rd. Similarly, g(x0) = (S(f, Y + x0), U) defines a continuous
stochastic process (g(x0))x0∈Rd . We will show below that (gn(x0))x0∈Rd
d−→ (g(x0))x∈Rd
with respect to the sup norm on Rd. By a coupling argument as in the proof of
Corollary 2.8 this means that (Sn(f, y + x0), U)x0∈Rd
d−→ (S(f, y + x0), U)x0∈Rd for
almost all y ∈ Rd. Since point evaluations are continuous with respect to the sup
norm, and because y + x0 runs through all of R
d, this implies the claim of the
corollary.
In order to show (gn(x0))x0∈Rd
d−→ (g(x0))x∈Rd let Y d∼ N(0, Id) be defined on an
appropriate extension of (Ω,F , (Ft)0≤t≤T ,P) as in Corollary 2.8. The processX+Y +
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x0 then satisfies Assumption (X0) for any x0 ∈ Rd. By linearity of f 7→ Sn(f, Y +x0),
the convergence of the finite dimensional distributions of (gn(x0))x0∈Rd follows from
Theorem 2.7 and the Cramér-Wold Theorem (Kallenberg (2002, Corollary 5.5)).
With respect to tightness, observe for any x0, y0 ∈ Rd by linearity and the last
lemma that
‖gn (x0)− gn (y0)‖Lp(P) . ‖Sn (f, Y + x0)− Sn(f, Y + y0)‖Lp(P)
. ‖fx0 − fy0‖∞ + ‖∇fx0 −∇fy0‖∞ . ‖x0 − y0‖s,
because ∇f is (1 − s)-Hölder continuous and has compact support. Choose p ≥ 1
such that ps > d. From the Kolmogorov-Chentsov criterion for tightness on C(Rd)
(Kallenberg (2002, Corollary 16.9)) we therefore obtain the tightness of (gn(x0))x0∈Rd
and thus the claimed weak convergence (gn(x0))x0∈Rd
d−→ (g(x0))x∈Rd.
Appendix B: Proofs of Section 3
Observe first the following lemma, which will be used frequently.
Lemma B.1. Let 0 < a < b ≤ T and α, β ≤ 2. It follows that
n∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
(b− a)−α a−βdadb .

log2 n, α = 1, β = 1,
T 1−α log n, α < 1, β = 1,
T 1−α∆1−βn , α < 1, β > 1,
T 2−α−β, α < 1, β < 1.
The same holds when α and β are switched.
Proof. The sum is equal to ∆2−α−βn
∑n
k−1>j≥2(k − 1 − j)−α
∫ j
j−1
a−βda, which is
bounded by ∆2−α−βn (
∑n
k=1 k
−α)(
∫ n
1
a−βda). If α = 1, then the sum is of order log n,
while it is of order n1−α when α < 1 and just finite when α > 1. The same state-
ments hold for the integral, depending on β. Considering all possible combinations
yields the claim.
B.1 Proof of Proposition 3.1
Proof. Write ‖ΓT (f) − Γ̂n,T (f)‖2L2(P)= A1 + A2 + A3, where A1 =
∑
|k−j|≤1Mk,j,
A2 = 2
∑
k−1>j≥2Mk,j and A3 = 2
∑
k>2Mk,1 and where
Mk,j =
∫ tk
tk−1
∫ tj
tj−1
E
[(
f (Xr)− f
(
Xtk−1
)) (
f (Xh)− f
(
Xtj−1
))]
dhdr.
Applying the Cauchy-Schwarz inequality several times yields A1+A2+A3 . S1+S2,
where S1 = ∆n
∑n
k=1
∫ tk
tk−1
E[(f(Xr) − f(Xtk−1))2]dr and S2 =
∑
k−1>j≥2 |Mk,j|. It
follows that
S1 = ∆n
∫
(f (y)− f (x))2
(
n∑
k=1
∫ tk
tk−1
ptk−1,r (x, y) dr
)
d (x, y) .
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The following idea generalizes Equation (8) of Ganychenko (2015) to arbitrary pro-
cesses. For (i) consider tj−1 < h < tj < tk−1 < r < tk and let gh,tj−1,b(x, y) =
ph,b (x, y) − ptj−1,b (x, y). The Fubini theorem implies for bounded f with compact
support that Mk,j is equal to∫ tk
tk−1
∫ tj
tj−1
∫ r
tk−1
∫
f (x) f (y) ∂bgh,tj−1,b (x, y) d (x, y) dbdhdr.
By interchanging integration and differentiation the inner integral is equal to
∂b(
∫
f(x)f(y)gh,tj−1,b(x, y)d(x, y)). Observe that
∫
gh,tj−1,b(x, y)dy is independent of
b. Consequently, ∂b(
∫
f 2(x)gh,tj−1,b(x, y)d(x, y)) = 0. This holds similarly if f
2(x) is
replaced by f 2(y), because
∫
gh,tj−1,b(x, y)dx = 0. It follows that Mk,j is equal to
−1
2
∫ tk
tk−1
∫ tj
tj−1
∫ r
tk−1
∫
(f (y)− f (x))2 ∂bgh,tj−1,b (x, y) d (x, y) dbdhdr
and S2 is up to a constant bounded by
∆n
∫
(f (y)− f (x))2
( ∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
∣∣∂rgh,tj−1,r (x, y)∣∣ dhdr
)
d (x, y) .
Together with the bound for S1 this yields (i). For (ii) it follows similarly that Mk,j
is equal to
− 1
2
∫ tk
tk−1
∫ tj
tj−1
∫ r
tk−1
∫ h
tj−1
(∫
(f (y)− f (x))2 ∂2abpa,b (x, y)d (x, y)
)
dadbdhdr.
(ii) follows from the bound on S1 and because S2 is up to a constant bounded by
∆2n
∫
(f (y)− f (x))2
( ∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
∣∣∂2hrph,r (x, y)∣∣ dhdr
)
d(x, y).
B.2 Proof of Proposition 3.2
Proof. As in the proof of Proposition 3.1 it is sufficient to bound S1 + S2. For
f ∈ S(Rd) we can write f(Xr) = (2pi)−d
∫ Ff(u)e−i〈u,Xr〉du for all 0 < r < T . It
follows that E[(f(Xr)− f(Xtk−1)(f(Xh)− f(Xtj−1))] is equal to
(2pi)−2d
∫
Ff (u)Ff (v)E
[ (
e−i〈v,Xr〉 − e−i〈v,Xtk−1 〉
)
·
(
e−i〈u,Xh〉 − e−i〈u,Xtj−1 〉
)]
d (u, v) .
With ϕh,h(u, v) = E[e
i〈u+v,Xh〉] the expectation is for all h, r, tk−1, tj−1 equal to
ϕh,r (u, v)− ϕtj−1,r (u, v)− ϕh,tk−1 (u, v) + ϕtj−1,tk−1 (u, v). (B.1)
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For (i) this implies by symmetry in u, v that S1 is up to a constant bounded by
∆n
∫
|Ff (u)| |Ff (v)|
(
n∑
k=1
∫ tk
tk−1
gtk−1,r (u, v)dr
)
d (u, v) (B.2)
with gtk−1,r(u, v) as in the statement. Let g˜h,tj−1,b(u, v) = ∂bϕh,b(u, v)−∂bϕtj−1,b(u, v).
Then (B.1) is for tj−1 < h < tj < tk−1 < r < tk equal to
∫ r
tk−1
g˜h,tj−1,b(u, v)db.
Therefore S2 is up to a constant bounded by
∆n
∫
|Ff (u)| |Ff (v)|
( ∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
∣∣g˜h,tj−1,r (u, v)∣∣ dhdr
)
d (u, v) .
This yields (i). With respect to (ii) note that the last argument also applies to r = h,
k = j such that (B.2) is bounded by
∆n
∫
|Ff (u)| |Ff (v)|
(
n∑
k=1
∫ tk
tk−1
∫ tk
tk−1
∣∣g˜h,tk−1,r (u, v)∣∣ dhdr
)
d (u, v) ,
giving a bound on S1. For S2 note that (B.1) is equal to
∫ r
tk−1
∫ h
tj−1
∂2abϕa,b(u, v)dadb.
This yields (ii), because S2 is up to a constant bounded by
∆2n
∫
|Ff (u)| |Ff (v)|
( ∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
∣∣∂2hrϕh,r (x, y)∣∣ dhdr
)
d (u, v) .
B.3 Proof of Theorem 3.4
Proof. If f is bounded, then fm(x) = f(x)1{‖x‖≤m} defines a sequence of bounded
functions with compact support converging to f pointwise with ‖fm‖∞ ≤ ‖f‖∞ for
all m. If f is Hölder-continuous, then we can similarly find a sequence (fm)m≥1 ⊂
C∞c (R
d) converging to f pointwise with ‖fm‖Cs ≤ ‖f‖Cs. In both cases it follows Px0
almost surely that ΓT (fm)− Γ̂n,T (fm) → ΓT (f)− Γ̂n,T (f) as m→∞ by dominated
convergence. The lemma of Fatou implies
‖ΓT (f)− Γ̂n,T (f)‖2L2(Px0) ≤ lim infm→∞ ‖ΓT (fm)− Γ̂n,T (fm)‖
2
L2(Px0)
.
It is therefore sufficient to prove the theorem for bounded f with compact support.
Conditional on x0 the random variables (Xh, Xr), h 6= r, have the joint densities
ph,r(x, y; x0) = ξ0,r(x0, x)ξh,r(x, y), x, y ∈ Rd. Moreover, the heat kernel bounds in
Assumption 3.3 imply
|ph,r (x, y; x0)| ≤ qr−h (y − x) qh (x− x0) ,
|∂rph,r (x, y; x0)| ≤ 1
r − hqr−h (y − x) qh (x− x0) ,∣∣∂2hrph,r (x, y; x0)∣∣ ≤ ( 1
(r − h)2 +
1
(r − h) h
)
qh (x− x0) qr−h (y − x) .
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Then
∫
(
∑n
k=1
∫ tk
tk−1
ptk−1,r(x, y; x0)dr)d(x, y) = T and Lemma B.1 yields∫ ( ∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
(
|∂rph,r (x, y; x0) |+ |∂rptj−1,r (x, y; x0) |
)
dhdr
)
d (x, y)
.
∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
(r − h)−1dhdr . T log n.
Applying Proposition 3.1(i) to ph,r(·; x0) yields the claim in (i) for bounded f . For
(ii), on the other hand, the moment conditions on qa imply that
∫ ‖y − x‖2sqa(x−
x0)qb−a(y−x)d(x, y) . (b−a)2s/γ for 0 < s ≤ γ/2. Consequently, Lemma B.1 yields
for ∆−1n
∫ ‖y − x‖2s(∑nk=1 ∫ tktk−1 ptk−1,r(x, y; x0)dr)d(x, y) up to a constant the upper
bound ∆−1n
∑n
k=1
∫ tk
tk−1
(r − tk−1)2s/γdr and also∫
‖y − x‖2s
( ∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
∣∣∂2hrph,r (x, y; x0)∣∣ dhdr)d (x, y)
.
∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
(
(r − h)2s/γ−2 + (r − h)2s/γ−1 h−1
)
dhdr.
For 2s/γ < 1 Lemma B.1 implies for the sum of these two upper bounds the order
O(T∆
2s/γ−1
n + T 2s/γ log n), while it is O(T log n) for 2s/γ = 1. In the first case note
that
T 2s/γ logn = T∆2s/γ−1n
(
T 2s/γ−1∆1−2s/γ
)
logn ≤ T∆2s/γ−1n
logn
n1−2s/γ
,
which is of order O(T∆
1+2s/γ
n ), i.e. there is no log n-term. This implies (ii) for f ∈
Cs(Rd).
B.4 Proof of Theorem 3.6
Proof. Note that L2(Rd) = H0(Rd). For f ∈ Hs(Rd), 0 ≤ s ≤ 1, let (fm)m≥1 ⊂
C∞c (R
d) be a sequence of functions converging to f with respect to ‖·‖Hs with
‖fm‖Hs ≤ ‖f‖Hs. Then ‖ΓT (f)− Γ̂n,T (f)‖2L2(P) is bounded by
2‖ΓT (f − fm)− Γ̂n,T (f − fm)‖2L2(P) + 2‖ΓT (fm)− Γ̂n,T (fm)‖2L2(P).
Then ‖ΓT (f − fm)‖L2(P) .
∫ T
0
E[
∫
(f(x)− fm(x))2pr(x)dx]1/2dr, where the marginal
densities pr satisfy sup0≤r≤T |pr(x)| = sup0≤r≤T |
∫
ξ0,h(x0, x)µ(x0)dx0| ≤ ‖µ‖∞. It
follows that ‖ΓT (f − fm)‖L2(P) is up to a constant bounded by ‖f − fm‖L2 , which
converges to 0 as m → ∞. A similar argument shows ‖Γ̂n,T (f − fm)‖L2(P) → 0 as
m→∞. It is therefore sufficient to prove the theorem for f ∈ C∞c (Rd).
The random variables (Xh, Xr), h 6= r, have the joint densities ph,r(x, y) =
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pr(x)ξh,r(x, y), x, y ∈ Rd and the heat kernel bounds in Assumption 3.3 imply
|ph,r (x, y)| ≤ ‖µ‖∞qr−h (y − x) ,
|∂rph,r (x, y)| ≤ ‖µ‖∞ 1
r − hqr−h (y − x) ,∣∣∂2hrph,r (x, y)∣∣ ≤ ‖µ‖∞( 1
(r − h)2 +
1
(r − h)h
)
qr−h (y − x) .
Then
∫
f 2(x)(
∑n
k=1
∫ tk
tk−1
ptk−1,r(x, y)dr)d(x, y) . ‖µ‖∞‖f‖2L2T and it follows by
Lemma B.1 that∫
f 2 (x)
( ∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
(
|∂rph,r (x, y) |+ |∂rptj−1,r (x, y) |
)
dhdr
)
d (x, y)
. ‖µ‖∞‖f‖2L2
∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
(r − h)−1dhdr . ‖µ‖∞‖f‖2L2T log n.
By symmetry the same holds with f 2(y) instead of f 2(x). Applying Proposition
3.1(i) along with the trivial bound (f(x)−f(y))2 ≤ 2f(x)2+2f(y)2 therefore yields
(i). For (ii) we distinguish the cases γ < 2 and γ = 2. Let first 0 < s ≤ γ/2 < 1.
In this case, the L2-Sobolev norm defined via the Fourier transform is equivalent to
the Slobodeckij-norm
‖f‖H˜s =
(
‖f‖2L2 +
∫
(f (x)− f (y))2
‖x− y‖2s+d d (x, y)
)1/2
, (B.3)
i.e. ‖f‖H˜s . ‖f‖Hs (cf. Di et al. (2012) for more details). Similar to the proof of
Theorem 3.6 the moment conditions on qa imply for 0 < s ≤ γ/2 that
∆−1n
∫
(f (y)− f (x))2
(
n∑
k=1
∫ tk
tk−1
ptk−1,r(x, y)dr
)
d(x, y)
≤ ‖f‖2Hs∆−1n sup
x,y∈Rd
(
n∑
k=1
∫ tk
tk−1
‖y − x‖2s+dptk−1,r(x, y)dr
)
. ‖f‖2Hs∆−1n
(
n∑
k=1
∫ tk
tk−1
(r − tk−1)2s/γ dr
)
,∫
(f (y)− f (x))2
( ∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
∣∣∂2hrph,r (x, y)∣∣ dhdr)d (x, y)
≤ ‖f‖2Hs sup
x,y∈Rd
(
‖y − x‖2s+d
∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
∣∣∂2hrph,r (x, y)∣∣ dhdr)
. ‖f‖2Hs
( ∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
(r − h)2s/γ−1 h−1dhdr
)
.
We surprisingly recover the same upper bounds as in the proof of Theorem 3.6. This
yields the claim in (ii) for 0 < s ≤ γ/2 < 1. Consider now γ = 2 and 0 < s ≤ 1.
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Unfortunately, the Slobodeckij-norm is not equivalent to the ‖·‖Hs-norm when s = 1.
We already know from (i) that the operator ΓT−Γ̂n,T is a continuous linear operator
from L2(Rd) to L2(P). It is therefore sufficient to show that it is also a continuous
linear operator from H1(Rd) to L2(P). Indeed, as the Sobolev spaces Hs(Rd) for
0 ≤ s ≤ 1 form interpolation spaces, the general claim is obtained by interpolating
the operator norms of ΓT − Γ̂n,T for s = 0 and s = 1 (cf. Adams and Fournier (2003,
Theorem 7.23)). For s = 1 we have f(y)− f(x) = ∫ 1
0
〈∇f(x+ t(y − x), y − x〉 dt. It
follows for any 0 < h < r < T that∫
(f (y)− f (x))2 qr−h (y − x) d (x, y)
≤
∫ 1
0
(∫
‖∇f (x+ t (y − x))‖2‖y − x‖2qr−h (y − x) d (x, y) dt
)
=
∫
‖∇f (x+ tz)‖2‖z‖2qr−h (z) d (x, z) . ‖f‖2H1 (r − h) ,
using
∫ ‖x‖2qa(x)dx . a. Proposition 3.1(ii) therefore implies
‖ΓT (f)− Γ̂n,T (f)‖2L2(P) . ‖µ‖∞‖f‖2H1
(
∆n
n∑
k=1
∫ tk
tk−1
(r − tk−1) dr
+∆2n
∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
(
(r − h)−2 + h−1) dhdr).
Using the bounds from above yields the claim in (ii) for s = 1.
B.5 Proof of Theorem 3.8
Y is independent of F0 and thus of X0. Therefore the characteristic function of
(Xh, Xr) at (u, v) ∈ R2d for 0 ≤ h < r ≤ T is ϕh,r(u, v) = ϕ˜h,r(u, v)Fµ(u+v), where
ϕ˜h,r(u, v) = e
ψh,r(v)+ψ0,h(u+v) is the characteristic function of (Yh, Yr). ψh,r(u) is for
almost all r differentiable with
∂rψh,r(u) = i 〈u, br〉 − 1
2
‖σ⊤r u‖2 +
∫ (
ei〈u,x〉 − 1− i 〈u, x〉1{‖x‖≤1}
)
dFr (x) ,
and also ∂2hrψh,r(u) = 0. Hence
∂rϕh,r(u, v) = ∂rψh,r (v) ϕ˜h,r(u, v)Fµ(u+ v), (B.4)
∂2hrϕh,r (u, v) = (∂hψh,r (v) + ∂hψ0,h (u+ v)) ∂rψh,r (v) ϕ˜h,r(u, v)Fµ(u+ v).
ϕh,r as well as the derivatives ∂rϕh,r and ∂
2
hrϕh,r satisfy the assumptions of Propo-
sition 3.2(i) and (ii). Consider first the following lemma.
Lemma B.2. Fix u, v ∈ Rd such that v 6= 0 and ‖u+ v‖ 6= 0 and let
Un =
∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
(|ϕ˜h,r(u, v)|+ ∣∣ϕ˜tj−1,r(u, v)∣∣) dhdr,
Vn =
n∑
k=1
∫ tk
tk−1
∫ tk
tk−1
(|ϕ˜h,r (u, v)|+ ∣∣ϕ˜tk−1,r (u, v)∣∣) dhdr.
Then we have the following under the assumptions of Theorem 3.8(i):
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(i) (1 + ‖v‖)γ+β∗Un . T 2(1 + ‖v‖)β∗/2(1 + ‖u‖)β∗/2.
(ii) (1 + ‖v‖)γ+β∗Vn . T∆n (1 + ‖v‖)γ/2+β
∗
(1 + ‖u‖)γ/2+β∗ .
(iii) ((1 + ‖v‖)2γ+2β∗ + (1+ ‖v‖)γ+β∗(1 + ‖u+ v‖)γ+β∗)Un . T 2(1 + ‖v‖)γ/2+β∗(1 +
‖u‖)γ/2+β∗.
Proof. Observe first the following estimates:∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
|ϕ˜h,r(u, v)| dhdr
.
∫ T
0
∫ T
0
e−c‖v‖
γ |r−h|−c‖u+v‖γ (h∧r)dhdr
. ‖v‖−γ
∫ T
0
(
1− e−c‖v‖γ (T−h)) e−c‖u+v‖γhdh . {‖v‖−γT,‖v‖−γ‖u+ v‖−γ. (B.5)
The same holds when ϕ˜h,r(u, v) is replaced by ϕ˜tj−1,r(u, v). Let first ‖v‖, ‖u+v‖ ≥ 1.
Then (1 + ‖v‖)γ+β∗ ≤ ‖v‖γ+β∗/2‖u‖β∗/2 + ‖v‖γ+β∗/2‖u+ v‖β∗/2 and the last display,
together with T ≥ 1 and β∗/2 ≤ γ, yields (i). The same is true if ‖u + v‖ ≤ 1, as
‖u+v‖β∗/2 ≤ 1. If ‖v‖ < 1, then (i) holds trivially, because |ϕ˜h,r(u, v)| ≤ 1. Observe
next that Vn is bounded by
2∆2n
n∑
k=1
e−c‖u+v‖
γ tk−1 . ∆n
∫ T
0
e−c‖u+v‖
γhdh .
{
T∆n,
∆n‖u+ v‖−γ.
(B.6)
Let first ‖u+v‖ ≥ 1. Then (1+‖v‖)γ+β∗ ≤ ‖v‖γ/2+β∗/2‖u‖γ/2+β∗/2+‖v‖γ/2+β∗/2‖u+
v‖γ/2+β∗/2. The last display, together with T ≥ 1 and β∗/2 ≤ γ, yields (ii). Again,
this remains true if ‖u+ v‖ < 1. With respect to (iii) let ‖v‖, ‖u+ v‖ ≥ 1. Then it
follows from ‖u+ v‖β∗ . ‖u‖β∗ + ‖v‖β∗ that
‖v‖2γ+2β∗ + ‖v‖γ+β∗‖u+ v‖γ+β∗
≤ ‖v‖3/2γ+β∗‖u‖γ/2+β∗ + ‖v‖3/2γ+β∗‖u+ v‖γ/2+β∗ + ‖v‖γ+2β∗‖u+ v‖γ
+ ‖u+ v‖γ‖u‖β∗‖v‖γ+β∗ .
(B.5) together with β∗/2 ≤ γ implies (iii). The same holds when ‖u + v‖ < 1 as
before. For ‖v‖ < 1 the trivial bound from above applies.
Proof of Theorem 3.8. Since Y and X0 are independent, the marginals Xr have uni-
formly bounded densities pr(x) ≤ ‖µ‖∞, x ∈ Rd, even if the distributions of Yr have
no densities. By the argument at the beginning of the proof of Theorem 3.6 it is
therefore enough to show the claim for f ∈ S(Rd).
Consider first the claim in (i). We only have to show it for s = β∗/2 and s =
γ/2 + β∗. As in the proof of Theorem 3.6, the general claim for β∗/2 ≤ s ≤ γ/2 +
β∗ follows by interpolation. Let u, v ∈ Rd. Then for any 0 ≤ h, r ≤ T it holds
|gh,r(u, v)| . |Fµ(u+ v)| with g from Proposition 3.2(i). Moreover, by assumption
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|∂rψh,r(v)| ≤ c(1 + ‖v‖)γ+β∗ . Lemma B.2(i) and Proposition 3.2(i) therefore imply
that ‖ΓT (f)− Γ̂n,T (f)‖2L2(P) is up to a constant bounded by
T 2∆n
∫
|Ff(u)| |Ff (v)| (1 + ‖u‖)β∗/2(1 + ‖v‖)β∗/2 |Fµ(u+ v)| d (u, v) . (B.7)
Lemma A.3 shows for this the upper bound T 2∆n‖f‖2Hs, implying the claim for
s = β∗/2. With respect to s = γ/2 + β∗ it follows similarly by Lemma B.2(ii) and
(iii), Proposition 3.2(ii) and Lemma A.3 that ‖ΓT (f) − Γ̂n,T (f)‖2L2(P) is up to a
constant bounded by T 2∆n‖f‖2Hs. This is the claimed bound for s = γ/2 + β∗. To
see that the improved bound holds note that |∂rψh,r(v)| ≤ c‖v‖γ+βr simplifies the
calculations in Lemma B.2, since there is no need to distinguish the cases ‖v‖ ≥ 1
or ‖v‖ < 1.
At last, consider (ii). From |∂rψh,r(v)| . 1 it follows immediately that ϕh,r(u, v)
and the time derivatives ∂rϕh,r(u, v), ∂
2
hrϕh,r(u, v) are bounded by T
2|Fµ(u+v)|. As
T ≥ 1, Proposition 3.2(ii) and Lemma A.3 imply the claim. If c1ρ(v) ≤ ∂rψh,r(v) ≤
c2ρ(v) ≤ 0 for all 0 ≤ h, r ≤ T , then |ϕ˜h,r(u, v)| ≤ e−cc2ρ(v)|r−h|−cc2ρ(u+v)(r∧h) and∑
k−1>j≥2
∫ tk
tk−1
∫ tk
tk−1
|∂rϕ˜h,r(u, v)|dhdr is up to a constant bounded by
n∑
k=1
∫ tk
tk−1
∫ tk
h
(−ρ (v)) e−cc2ρ(v)(r−h)drdh .
n∑
k=1
∫ tk
tk−1
(
e−cc2ρ(v)(tk−h) − 1) dh,
and similarly for ∂rϕ˜tk−1,r(u, v), while
∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
|∂2hrϕ˜h,r(u, v)|dhdr is up
to a constant bounded by
∫ T
0
∫ T
h
(−ρ(v))e−cc2ρ(v)(r−h)drdh. The first expression is of
order O(T∆n) and the second one of order O(T ). Again, the claim follows from
Proposition 3.2(ii) and Lemma A.3.
Remark B.3. If d = 1 and γ > 1, β∗ = 0, then the proof applies to Xt = Yt. Indeed,
replace T by
∫ T
0
e−c‖u+v‖
2hdh in (B.5) and (B.6). Together with a slightly different
argument for ‖v‖ < 1 this yields e.g. instead of (B.7) the bound
T∆n
∫ T
0
∫
|Ff(u)| |Ff (v)| e−c‖u+v‖2hd (u, v)dh
≤ T∆n
∫ T
0
∫
|Ff(u)|2 e−c‖u+v‖2hd (u, v)dh . ‖f‖2HsT 2∆n.
This works, because u 7→ e−c‖u‖γh is integrable and because ∫ T
0
h−1/γdh is finite.
B.6 Proof of Theorem 3.13
The characteristic function of (Xh, Xr) at (u, v) ∈ R2d for 0 ≤ h < r ≤ T is
ϕh,r(u, v) = ϕ˜h,r(u, v)Fµ(u + v), where ϕ˜h,r(u, v) is the characteristic function of
(Bh, Br). As B is a Gaussian process, it follows that ϕ˜h,r(u, v) is equal to e
− 1
2
Φh,r(u,v)
with Φh,r(u, v) = ‖u‖2h2H + ‖v‖2r2H + 2 〈u, v〉 c (h, r). Since fractional Brownian
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motion is locally nondeterministic (cf. Pitt (1978, Proposition 7.2)), there exists a
constant c > 0 independent of u, v, r, h such that
Φh,r (u, v) = Var (〈v, Br〉+ 〈u,Bh〉) = Var (〈v, Br − Bh〉+ 〈u+ v, Bh〉)
≥ c
(
‖v‖2 (r − h)2H + ‖u+ v‖2h2H
)
Consequently, ϕ˜h,r(u, v) ≤ e−c‖v‖2(r−h)2H−c‖u+v‖2h2H . Moreover,
∂rϕh,r(u, v) = −1
2
∂rΦh,r(u, v)ϕh,r(u, v),
∂2hrϕh,r (u, v) =
(
− 1
2
∂2hrΦh,r (u, v) +
1
4
∂rΦh,r (u, v)∂hΦh,r (u, v)
)
ϕh,r (u, v) ,
∂rΦh,r (u, v) = 2H(‖v‖2 + 〈u, v〉)r2H−1 − 2H 〈u, v〉 (r − h)2H−1,
∂2hrΦh,r (u, v) = 2H (2H − 1) 〈u, v〉 (r − h)2H−2 .
We first prove a lemma. Denote for any function (r, h) 7→ g(r, h) and fixed u, v ∈ Rd
by Un(g) the sum
∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
g(r, h)ϕ˜h,r(u, v)dhdr.
Lemma B.4. Let T ≥ 1 and assume (X0). Fix u, v ∈ Rd\{0} and let 0 < H < 1,
H 6= 1/2. Consider for 0 < h < r < T the functions g1(r, h) = (r−h)2H−1, g2(r, h) =
h2H−1, g3(r, h) = (r−h)4H−2, g4(r, h) = (r−h)2H−2, g5(r, h) = (r−h)2H−1h2H−1 and
g6(r, h) = r
2H−1h2H−1. Then we have the following estimates with absolute constants:
(i) (‖v‖2 + ‖v‖‖u+ v‖)(Un(g1) + Un(g2)) . T ,
(ii) (‖v‖2 + ‖v‖‖u+ v‖)(Un(g3) + Un(g4)) . T 2H or . T∆2H−1n when H > 1/2 or
H < 1/2,
(iii) (‖v‖ + ‖u + v‖)2(Un(g5) + Un(g6)) . T 2H or . T∆2H−1n when H > 1/2 or
H < 1/2,
(iv) (1 + ‖v‖)∑nk=1 ∫ tktk−1 ∫ tkh (r2H−1 + (r − h)2H−1)ϕ˜h,r(u, v)drdh . T 2H∆n.
Proof. We need to bound the integrals in Un(gi) in several different ways. Observe
for 0 ≤ a < b ≤ T and q = 2H − 1, 4H − 2, 1 the following estimates for R(q)a,b,v :=∫ b
a
rqe−
1
2
‖v‖2r2Hdr:
R
(2H−1)
a,b,v . ‖v‖−2
(
e−
1
2
‖v‖2a2H − e− 12‖v‖2b2H
)
.

‖v‖−2,
‖v‖−1(b2H − a2H)1/2,
b2H − a2H ,
(B.8)
R
(4H−2)
a,b,v .
{
‖v‖−2 ∫ b
a
r2H−2dr
‖v‖−1 ∫ b
a
r3H−2dr
.
{
‖v‖−2 (b2H−1 − a2H−1) ,
‖v‖−1(b3H−1 − a3H−1), (B.9)
R
(1)
a,b,v .
{
‖v‖−1 ∫ b
a
r−Hdr
b− a .
{
‖v‖−1(b1−H − a1−H),
b− a, (B.10)
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where we used that supv∈Rd‖v‖prpHe−
1
2
‖v‖2r2H = supx≥0 xe
− 1
2
x2 < ∞ for any p ≥ 0.
It follows from (B.8) and (B.10) that Un(g1) is bounded by∫ T
0
∫ T
h
(r − h)2H−1 e−c2(‖v‖2(r−h)2H+‖u+v‖2h2H)drdh ≤ T
{
‖v‖−2,
‖v‖−1‖u+ v‖−1.
The estimate for g2 follows in the same way. For g3 and H > 1/2 it follows similarly
from (B.9), (B.10), T ≥ 1 and Lemma B.1 that
Un (g3) .
∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
{ ‖v‖−2 (r − h)2H−2
‖v‖−1‖u+ v‖−1 (r − h)3H−2 h−H
}
dhdr
. T 2H
{
‖v‖−2,
‖v‖−1‖u+ v‖−1,
while for H < 1/2
Un (g3) . T∆
2H−1
n
{
‖v‖−2,
‖v‖−1‖u+ v‖−1.
The estimates for g4 follow similarly (they are even easier). With respect to g5 the
integrals decompose and (B.8) and (B.10) yield for Un(g5) the bound
R
(2H−1)
0,T,v R
(2H−1)
0,T,u+v . T
2H

‖v‖−2,
‖v‖−1‖u+ v‖−1,
‖u+ v‖−2.
(B.11)
For Un(g6), on the other hand, the same equations imply for H > 1/2 the upper
bound ∫ T
0
∫ T
h
R
(2H−1)
h,T,v h
2H−1e−c2‖u+v‖
2h2Hdh . T 2H
{
‖u+ v‖−2,
‖v‖−1‖u+ v‖−1,
and for H < 1/2 by r2H−1h2H−1 ≤ h4H−2 and Lemma B.1
∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1

‖u+ v‖−2h2H−2
‖u+ v‖−1‖v‖−1 (r − h)−H h3H−2
‖v‖−2r−2Hh4H−2
 dhdrdhdr
. T∆2H−1n

‖u+ v‖−2,
‖v‖−1‖u+ v‖−1,
‖v‖−2,
because T ≥ 1 and because 1 . log n . ∆2H−1n . Observe that we did not prove any
bound on ‖v‖2Un(g6) for H > 1/2. For this, we need a different upper bound on
ϕ˜h,r(u, v). If ‖u + v‖ ≥ ‖v‖, then ϕ˜h,r(u, v) ≤ e−c2‖v‖2(r−h)2H−c2‖u+v‖2h2H is clearly
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bounded by e−c2‖v‖
2h2H . As r2H−1h2H−1 . (r−h)2H−1h2H−1 + h4H−2 for H > 1/2, it
thus follows from (B.11) and Lemma B.1 that
Un (g6) . Un (g5) + ‖v‖−2
∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
h4H−2dhdr . T 2H‖v‖−2.
If ‖u + v‖ < ‖v‖, however, then ϕ˜h,r(u, v) ≤ e−c2(‖v‖2r2H+‖u‖2h2H ). To see why
this holds note that in this case necessarily 〈u, v〉 ≥ 0 by elementary geomet-
ric considerations. But then Φh,r (u, v) ≥ ‖u‖2h2H + ‖v‖2r2H , since also c(h, r) =
E[(Yr − Yh)Yh] + h2H ≥ 0 (recall that increments of fractional Brownian motion
are positively correlated when H > 1/2). From the new bound and (B.8) follows
immediately that
Un (g6) .
∫ T
0
∫ T
h
R
(2H−1)
h,T,v h
2H−1e−c2‖u‖
2h2Hdh . T 2H‖v‖−2.
Finally, with respect to (iv), (B.8) yields
n∑
k=1
∫ tk
tk−1
∫ tk
h
(r2H−1 + (r − h)2H−1)ϕ˜h,r(u, v)drdh . T 2H∆n.
Arguing as for Un(g6) with the different upper bounds for ϕ˜h,r(u, v), it follows that
the left hand side is bounded by ‖v‖−1T 2H∆n. This yields (iv).
Proof of Theorem 3.13. As in the proof of Theorem 3.8 it is sufficient to prove the
claim for f ∈ S(Rd) and s ∈ {0, 1}. The conclusion follows by interpolation. We
consider only H 6= 1/2, since the case H = 1/2 corresponds to Brownian motion
and is already covered by Example 3.10.
Let 0 ≤ h < r ≤ T and u, v ∈ Rd. From ‖u‖ ≤ ‖v‖ + ‖u + v‖ it follows that
|∂rΦh,r(u, v)| . (‖v‖2 + ‖v‖‖u + v‖)((r − h)2H−1 + h2H−1). Lemma B.4(i) there-
fore implies that
∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
(|∂rϕh,r(u, v)|+ |∂rϕtj−1,r(u, v)|)dhdr is of order
O(T ). Moreover, |gtk−1,r(u, v)| . |Fµ(u + v)| for all 1 ≤ k ≤ n and tk−1 ≤ r < tk
with g from Proposition 3.2(i). Applying Proposition 3.2(i) and Lemma A.3 shows
that ‖ΓT (f) − Γ̂n,T (f)‖2L2(P) is up to a constant bounded by CµT∆n‖f‖2L2. With
T ≤ T 2H for H > 1/2 this yields the claimed bound for s = 0. With respect to s = 1
note first that
|∂rΦh,r (u, v)| . (1 + ‖u‖) (1 + ‖v‖)
(
(‖v‖+ 1) r2H−1 + (r − h)2H−1
)
,
|∂rΦh,r (u, v)∂hΦh,r (u, v)| . (1 + ‖u‖) (1 + ‖v‖) (‖v‖+ ‖u+ v‖)2
· (r2H−1h2H−1 + (r − h)2H−1 h2H−1)
+ (1 + ‖u‖) (1 + ‖v‖) (‖v‖2 + ‖v‖‖u+ v‖) (r − h)4H−2 ,∣∣∂2hrΦh,r (u, v)∣∣ . (1 + ‖u‖) (1 + ‖v‖) (r − h)2H−2 .
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Lemma B.4(ii), (iii) and (iv) imply
∆−1n
n∑
k=1
∫ tk
tk−1
∫ tk
tk−1
(|∂rϕh,r(u, v)|+ |∂rϕtk−1,r(u, v)|)dhdr
. (1 + ‖u‖) (1 + ‖v‖) (‖v‖+ 1)T 2H |Fµ (u+ v)| ,∑
k−1>j≥2
∫ tk
tk−1
∫ tj
tj−1
|∂2hrϕh,r(u, v)|dhdr
. (1 + ‖u‖) (1 + ‖v‖) |Fµ (u+ v)|
{
T 2H , H > 1/2,
T∆2H−1n , H < 1/2.
This yields the claim for s = 1 by applying Proposition 3.2(ii) and Lemma A.3 as
above.
B.7 Proof of Theorem 3.14
Proof. fa,ε ∈ H1/2−ρ(R) for any small ρ > 0 with ‖fa,ε‖H1/2−ρ . ε−1+ρ. By the
triangle inequality and Theorem 3.13 (Assumption (X0) can be removed for d = 1,
cf. Remark 3.9) ‖LaT − Γ̂n,T (fa,ε)‖L2(P) is bounded by
‖LaT − ΓT (fa,ε)‖L2(P) + ‖ΓT (fa,ε)− Γ̂n,T (fa,ε)‖L2(P)
. ‖LaT − ΓT (fa,ε)‖L2(P) + ε−1+ρ
{
TH∆
3
4
− ρ
2
n , H ≥ 1/2,
T 1/2∆
1+H
2
−ρH
n , H < 1/2.
By the occupation time formula (cf. Geman and Horowitz (1980)) and
∫
fa,ε(x)dx =
1 it follows that ‖LaT − ΓT (fa,ε)‖2L2(P) is equal to E[(LaT −
∫
fa,ε(x)L
x
Tdx)
2] =
E[(1
2
∫ 1
−1
(LaT − Lεx+aT )dx)2]. Equation Pitt (1978, (4.1)) implies (together with the
proof of Pitt (1978, Theorem 4)) that E[(LaT − LbT )2] . (a − b)2ξ for all 0 < ξ <
1
2H
(1−H). Consequently, ‖LaT −ΓT (fa,ε)‖L2(P) . ε
1
2H
(1−H)−ρ. Optimizing in ε yields
the claim.
Appendix C: Proof of Theorem 4.1
Consider first the following two lemmas.
Lemma C.1. Assume (X0). For f ∈ H1(Rd) we have
‖ΓT (f)− E [ΓT (f)| Gn]‖2L2(P) = ∆2nE
[
1
12
∫ T
0
‖∇f(Xr)‖2dr
]
+ o
(
∆2n‖f‖2H1
)
.
In particular, ∆−2n ‖ΓT (f)−E[ΓT (f)| Gn]‖2L2(P) converges to E[ 112
∫ T
0
‖∇f(Xr)‖2dr] as
n→∞.
Proof. By independence of X0 and (Xr − X0)0≤t≤T the σ-algebra Gn is also gen-
erated by X0 and the increments Xtk − Xtk−1 , 1 ≤ k ≤ n. The independence
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of increments and the Markov property then imply for tk−1 ≤ r ≤ tk that
E[f(Xr)|Gn] = E[f(Xr)|Xtk−1, Xtk ]. The same argument shows that the random
variables Yk =
∫ tk
tk−1
(f(Xr)− E[f(Xr)|Gn])dr are uncorrelated. Therefore
‖ΓT (f)− E [ΓT (f)| Gn]‖2L2(P) =
n∑
k=1
E
[
Y 2k
]
=
n∑
k=1
E
[
Vark
(∫ tk
tk−1
f (Xr) dr
)]
,
where Vark(Z) is the conditional variance of a random variable Z with respect to the
σ-algebra generated by Xtk−1 and Xtk . In order to linearize f , note that the random
variable Vark(
∫ tk
tk−1
f(Xr)dr) = Vark(
∫ tk
tk−1
(f(Xr)− f(Xtk−1))dr) can be written as
Vark
(∫ tk
tk−1
〈∇f (Xtk−1) , Xr −Xtk−1〉 dr)+ κn
+Vark
(∫ tk
tk−1
(
f (Xr)− f
(
Xtk−1
)− 〈∇f (Xtk−1) , Xr −Xtk−1〉)dr),
where κn is the corresponding crossterm of the decomposition. From Lemma A.2(ii)
and (iii) it follows that the first and the last term are of order o(∆3n‖f‖2H1) and
O(∆3nan(f)) = O(∆
3
n‖f‖2H1), respectively, and thus by the Cauchy-Schwarz inequal-
ity κn = o(∆
3
n‖f‖2H1). Hence, ‖ΓT (f)− E[ΓT (f) |Gn]2L2(P) is equal to
n∑
k=1
E
[
Vark
(∫ tk
tk−1
〈∇f (Xtk−1) , Xr〉 dr
)]
+ o
(
∆2n‖f‖2H1
)
.
Conditional on Xtk−1 , Xtk , the process (Xr)tk−1≤r≤tk is a Brownian bridge starting
from Xtk−1 and ending at Xtk . In particular, E[Xr|Xtk−1 , Xtk ] = Xtk−1+ r−tk−1∆n (Xtk−
Xtk−1) (see e.g. Karatzas and Shreve (1991, 6.10)). The stochastic Fubini theorem
and Itô isometry thus imply that the last display is equal to
n∑
k=1
E
〈∇f (Xtk−1) , ∫ tk
tk−1
(
tk − r − ∆n
2
)
dXr
〉2+ o (∆2n‖f‖2H1)
=
∆3n
12
n∑
k=1
E
[‖∇f (Xtk−1)‖2]+ o (∆2n‖f‖2H1)
=
∆2n
12
∫ T
0
‖∇f(Xr)‖2dr + o
(
∆2n‖f‖2H1
)
,
where the last line follows from Lemma A.2(iv).
Lemma C.2. Assume (X0). Fix 0 ≤ s < α and let ϕ(x) = (2pi)−d/2e−‖x‖2/2 for
x ∈ Rd. Consider the approximations fα,ε = fα ∗ ϕε, where ϕε = ε−dϕ(ε−1(·)) and
ε = ∆
1
2
· 1−s
1−α
n . Then the following statements hold as n→∞:
(i) ‖ΓT (fα − fα,ε)− E [ΓT (fα − fα,ε)| Gn]‖2L2(P) = o(∆1+sn ),
(ii) ‖ΓT (fα,ε)− E [ΓT (fα,ε)| Gn]‖2L2(P) = O(∆2n‖fα,ε‖2H1) = O(∆1+sn ),
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(iii) lim infn→∞(ε
2−2αE[ 1
12
∫ T
0
‖∇fα,ε(Xr)‖2dr]) > 0.
Proof. Applying (4.1) from right to left and Theorem 3.13 for the function f = fα−
fα,ε ∈ L2(Rd) shows that the left hand side of the equation in (i) is up to a constant
bounded by ∆n‖fα − fα,ε‖2L2 . The Plancherel theorem and Fϕε(u) = Fϕ(εu) yield
that this is equal to
(2pi)−d∆n‖Ffα (1−Fϕε)‖2L2 . ∆nε2α
∫
‖u‖−2α−d
(
1− e− ‖u‖2
2)
du.
The du-integral is finite and therefore the last line is of order O(∆nε
2α) = o(∆1+sn ),
because α > s, implying (i). Similarly, applying (4.1) from right to left and Theorem
3.13 for the function f = fα,ε ∈ H1(Rd), the left hand side of the equation in (ii) is
up to a constant bounded by ∆2n‖fα,ε‖2H1 . As above this can be bounded from the
Plancherel theorem by
(2pi)−d∆2n
∫
|Ffα (u)|2 |Fϕ (εu)|2 (1 + ‖u‖)2 du
. ∆2nε
2α−2
∫
(ε+ ‖u‖)2−2α−d e− ‖u‖2
2
du
. ∆2nε
2α−2
∫ ∞
0
(ε+ ‖r‖)1−2α e− r2 2dr.
As α < 1, the dr-integral is finite for ε = 0 and thus the last line is of order
O(∆2nε
2α−2) = O(∆1+sn ). This is the claimed order in (ii). Finally, with respect to
(iii), denote by pr the marginal density of Xr. Then we have by the Plancherel
theorem, applied componentwise, for any T0 > 0 that E[
1
12
∫ T
0
‖∇fα,ε(Xr)‖2dr] is
bounded from below up to a constant by∫ T
T0
(∫
‖∇fα,ε(x)p1/2r (x)‖2dx
)
dr
= (2pi)−2d
∫ T
T0
(∫
‖
∫
Ffα (u− y)Fϕ (ε (u− y)) (u− y)hr (y) dy‖2du
)
dr,
where hr(y) = 2
d/2(2pi)d/4rd/4e−‖y‖
2r is the Fourier transform of p
1/2
r . The substitu-
tion εu 7→ u then yields that the du-integral above is equal to
ε2α−2
∫
‖
∫
νε (u− εy)hr (y)dy‖2du = ε2α−2
∫
‖(νε ∗ hr,ε) (u)‖2du,
for hr,ε(u) = ε
−dhr(ε
−1u) and νε(u) = u(ε + ‖u‖)−α−d/2e−‖u‖2/2. Interestingly, νε ∈
L1(Rd) ∩ L2(Rd) for all ε ≥ 0 as α < 1. As also hr,ε ∈ L1(Rd), Young’s inequality,
also applied componentwise, implies that∫
‖((νε − ν0) ∗ hr,ε) (u)‖2du ≤ ‖hr,ε‖2L1
(∫
‖(νε − ν0) (u)‖2du
)
.
Since ‖hr,ε‖2L1 . r−d/2, ‖νε(u)‖ ≤ ‖ν0(u)‖ and νε(u) → ν0(u) for any u ∈ Rd we
therefore conclude by dominated convergence that the last line is of order o(r−d/2).
46
Moreover, it follows again by the Plancherel theorem with Fhr,ε(x) = (2pi)dp1/2r (εx)
that
∫ ‖(ν0 ∗ hr,ε) (u)‖2du = (2pi)d ∫ ‖Fν0 (x)‖2pr (εx) dx. Letting ε → 0 yields the
convergence to (2pi)d/2 r−d/2
∫ ‖Fν0 (x)‖2dx. By Pythagoras we thus find for any
r > T0 > 0 that also
∫ ‖(νε ∗ hr,ε) (u)‖2du → cr−d/2 for some constant 0 < c < ∞.
Consequently,
lim inf
n→∞
(
ε2−2αE
[
1
12
∫ T
0
‖∇fα,ε(Xr)‖2dr
])
&
∫ T
T0
r−d/2dr,
which is bounded from below as T0 > 0.
Now we prove the theorem.
Proof of Theorem 4.1. The first and the second inequality in (i) are clear. The limit
in the last equality follows from Lemma C.1. With respect to (ii) observe that
‖ΓT (fα)− E [ΓT (fα)| Gn]‖2L2(P) = ‖ΓT (fα − fα,ε)− E [ΓT (fα − fα,ε)| Gn]‖2L2(P)
+ κn + ‖ΓT (fα,ε)− E [ΓT (fα,ε)| Gn]‖2L2(P),
where κn is the crossterm of the expansion. From Lemma C.2 it follows that the
first term is of order o(∆1+sn ), while the third one is of order O(∆
1+s
n ). Therefore,
the crossterm is via the Cauchy-Schwarz inequality itself of order o(∆1+sn ). Hence,
Lemma C.1 implies that lim infn→∞∆
−(1+s)
n ‖ΓT (fα)−E[ΓT (fα)|Gn]‖2L2(P) is equal to
lim inf
n→∞
∆−(1+s)n ‖ΓT (fα,ε)− E [ΓT (fα,ε)| Gn]‖2L2(P)
= lim inf
n→∞
(
∆1−sn E
[
1
12
∫ T
0
‖∇fα,ε(Xr)‖2dr
])
+ lim inf
n→∞
(
o
(
∆−(1+s)n ∆
2
n‖fα,ε‖2H1
))
.
From part (ii) of Lemma C.2 it follows that the last term is 0, while part (iii) implies
the wanted lower bound for the first term, as ∆1−sn ε
2α−2 = 1.
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