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Abstract-In this paper, a constrained optimization method, called the Dynamic-Q method, is 
presented. Simply stated, the method consists of applying an existing dynamic trajectory optimiza- 
tion algorithm to successive spherical quadratic approximations of the actual optimization problem. 
The Dynamic-Q algorithm has the advantage of having minimal storage requirements, thus making it 
suitable for problems with large numbers of variables. The Dynamic-Q method is tested and results 
obtained are compared to results for a sequential quadratic programming (SQP) method. Indications 
are that the new method is robust and efficient, and particularly well suited to practical engineering 
optimization problems. @ 2002 Elsevier Science Ltd. All rights reserved. 
Keywords-constrained optimization, Successive approximations, Sequential quadratic program- 
ming. 
1. INTRODUCTION 
An efficient constrained optimization method is presented in this paper. The method, called 
the Dynamic-Q method, consists of applying a dynamic trajectory optimization algorithm to 
successive quadratic approximations of the actual optimization problem. This method may be 
considered as an extension of the recently published unconstrained SQSD method [l] to one 
capable of handling general constrained optimization problems. 
Due to its efficiency with respect to the number of function evaluations required for conver- 
gence, the Dynamic-Q method is primarily intended for optimization problems where function 
evaluations are expensive. Such problems occur frequently in engineering applications where 
time-consuming numerical simulations may be used for function evaluations. Amongst others, 
these numerical analyses may take the form of a computational fluid dynamics (CFD) simulation, 
a structural analysis by means of the finite element method (FEM), or a dynamic simulation of a 
multibody system. Because these simulations are usually expensive to perform, and because the 
relevant functions may not be known analytically, standard classical optimization methods are 
normally not suited to these types of problems. Also, as will be shown, the storage requirements 
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of the Dynamic-Q method are minimal. No Hessian information is required. The method is 
therefore particularly suitable for problems where the number of variables n is large. 
In the next section of this paper, sequential quadratic programming (SQP) methods are briefly 
discussed to allow for comparison with the proposed method. Next, the Dynamic-Q methodology 
is presented as well as the dynamic trajectory “leap-frog” algorithm, which is used for solving the 
quadratic subproblems. Finally, the Dynamic-Q method is tested and its performance compared 
to that of an SQP method. 
2. SEQUENTIAL QUADRATIC PROGRAMMING METHODS 
Sequential quadratic programming (SQP) methods have been developed over the past thirty 
years, and are generally considered to be some of the most efficient algorithms available today. 
Based on Lagrangian methods, it can be shown that the solution x* of the nonlinear equality 
constrained optimization problem 
m$ f(x); x=(Ic1,zz ,..., Xn)E!Rn, 
subject to h(x) = 0, 
(I) 
where f(x) and h(x) are, respectively, a scalar and a vector function of x, can be obtained 
by solving, at successive approximations xi to x*, a sequence of corresponding quadratic pro- 
gramming (QP) subproblems (QP[i], i = 0,1,2,. . ) containing linearized constraints and of the 
following form (superscript T means transpose): 
rnp f (xi) + VT f (xi) s + $iTWis, 
(2) 
where Wi = V2f (xi) + XiTV2h(xi), with Xi denoting the associated vector of Lagrange mul- 
tipliers. The solution to subproblem QP[i] is denoted by si and the point at which the next 
subproblem QP[i + l] is constructed is xi+’ = x2 + si. If successful, the SQP method yields a 
subject to VTh (xi) s + h (xi) = 0, 
sequence x0, x1, x2,. . . that converges to x*. The particular QP subproblem given here is one of 
a number of possible forms that may be chosen. 
Based on the above argument, a simple SQP algorithm is as follows [2]. 





Select initial point x0 and initial Lagrange multipliers X0. Set i := 0. 
Solve the quadratic programming subproblem QP[i] corresponding to (2) to determine si 
and Xi+i. 
Set xi+i := xi + ai. 
If termination criteria are satisfied, stop; else set i := i + 1 go to Step 2. 
Numerous authors have proposed modifications and variations to the above basic algorithm. 
There are four areas in which the differences are most prominent. The first of these is the way 
in which inequality constraints are also included in the algorithm. For optimization problems 
containing inequality constraints, an active set strategy may be used. This strategy can be 
implemented in one of two ways, either on the original problem or by including all of the inequality 
constraints in the QP subproblem, and applying an active set strategy to the subproblem. The 
second point of difference lies in the way the QP subproblem is solved. Almost any method for 
nonlinear programming, such as the augmented Lagrangian method or the dual method, may be 
specially adapted to the solution of the QP subproblem. A third way in which SQP algorithms 
differ from each other is in the computation of second derivatives of the problem. In the above 
simple SQP algorithm, it is necessary to evaluate the second derivatives of the objective function 
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and the constraints in the computation of Wi, which will usually be a computationally intensive 
process. In any event, the storage of Hessian information is required which implies the availability 
of O(n2) storage locations, and the determination and manipulation of the elements of the n x n 
Hessian matrix. Some authors have avoided the latter difficulties by applying quasi-Newton 
updating formulae to approximate the second derivatives. Powell [3], for example, has proposed 
using the BFGS formula to approximate these second derivatives. A fourth point of difference 
lies in dealing with the feasibility or infeasibility of the constructed subproblems. If the QP 
subproblem (2) is constructed at a point far from the solution x* of the constrained optimization 
problem (l), then the subproblem may have an unbounded or infeasible solution. For this reason 
many modern SQP algorithms rather use si as a search direction. Then, the point xi+’ at which 
the next subproblem is constructed is set at x ‘+’ :=xi + aisi with the step size oi determined 
by performing a line search on an appropriate merit function in the direction si. 
3. THE DYNAMIC-Q METHOD 
Consider the general nonlinear optimization problem 
mp f(x); x=(21,52 )..., 5,) E?P, 
subject to gj(x) ‘: 0; j= l,...,p, &(x)=0; k=l,...,q, 
(3) 
where f(x), gj(x), and hk(x) are scalar functions of x. 
In the Dynamic-Q approach, successive subproblems P[i], i = 0, 1,2,. . . are generated, at 
successive approximations xi to the solution x*, by constructing spherically quadratic approx- 
imations f(x), &(x), and &(x) to f(X), gj(X), and hk (x) . These approximation functions, 
evaluated at a point xi, are given by 
j(x) = f (xi) + VTf (xi) (x - xi) f ; (x - x~)~ A (x - xi) , 
Gj(X) = gj (Xi) + VT gj (Xi) (X - Xi) + i (X - Xi)’ Bj (X - Xi) 1 
jtk(x) = hi, (Xi) + VThl, (X”) (X - Xi) + f (X - Xi)T ck (X - Xi), 
with the Hessian matrices A, Bj, and Ck taking on the simple forms 
j = 1,. . . ,p, (4) 
k = 1,. . . , Q, 
A = diag(a, a, . . . , a) = a1, Bj = b,I, CI, = &I. (5) 
Clearly, the identical entries along the diagonal of the Hessian matrices indicate that the approx- 
imate subproblems P[i] are indeed spherically quadratic. 
For the first subproblem (i = 0) a linear approximation is formed by setting the curvatures a, bj, 
and ck to zero. Thereafter, a, bj, and ck are chosen so that the approximating functions (4) 
interpolate their corresponding actual functions at both x2 and xi-‘. These conditions imply 
that for i = 1,2,3, . . . , 
a = 2 [f (xi-‘) - f (xi) - VTf (xi) (xi-1 - xi)] ) 
((xi-l - xi((2 
bj = 2 [gj (Xi-‘) - gj (Xi) - VTgj (Xi) (Xi-l - X”)] , 
Il,i-1 - xi112 
Ck = 2 [hk (xi-‘) - hk (xi) - VThl, (xi) (xi-’ -xi)] 
I(xi-l - xill2 
(6) 
If the gradient vectors Of, Vgj, and Vhk are not known analytically, they may be approximated 
from functional data by means of first-order forward finite differences. 
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The particular choice of spherically quadratic approximations in the Dynamic-Q algorithm 
has implications on the computational and storage requirements of the method. Since the second 
derivatives of the objective function and constraints are approximated using function and gradient 
data, the 0(n2) calculations and storage locations, which would usually be required for these 
second derivatives, are not needed. The computational and storage resources for the Dynamic-Q 
method are thus reduced to O(n). At most, 4 + p + q + T + s n-vectors need be stored (where p, 
q, r, and s are, respectively, the number of inequality and equality constraints and the number 
of lower and upper limits of the variables). These savings become significant when the number 
of variables becomes large. For this reason it is expected, and has also been shown [4], that 
the Dynamic-Q method is well suited, for example, to engineering problems such as structural 
optimization problems where a large number of variables are present. 
In many optimization problems, additional simple side constraints of the form & 5 xi < ii 
6 
occur. Constants ki and ki, respectively, represent lower and upper bounds for variable xi. Since 
these constraints are of a simple form (having zero curvature), they need not be approximated in 
the Dynamic-Q method and are instead explicitly treated as special linear inequality constraints. 
Constraints corresponding to lower and upper limits are, respectively, of the form 
i%(x) = k,z - G,Z L 0, l=l,...,r<n, 
&L(x) = GlJTn - LJ, I 0, m=l,...,s<n, 
(7) 
where vl E i = (vl,v2,. . . , WT) the set of T subscripts corresponding to the set of variables 
for which respective lower bounds &,r are prescribed, and wm E i = (wl, ~2,. . , , ws) the set 
of s subscripts corresponding to the set of variables for which respective upper bounds /&,, are 
prescribed. The subscripts vl and wm are used since there will, in general, not be n lower and 
upper limits, i.e., usually T # n and s # n. 
In order to obtain convergence to the solution in a controlled and stable manner, move limits 
are placed on the variables. For each approximate subproblem P[i], this move limit takes the 
form of an additional single inequality constraint 
gs(x) = IIX - xi-l/I2 - b2 5 0, 
where 6 is an approximately chosen step limit and xi-’ IS the solution to the previous subproblem. 
The approximate subproblem, constructed at xi, to the optimization problem (3) (plus simple 
side constraints (7) and move limit (8)), thus becomes P[i], 
x = (x1,22,. . . ,2,) E v, 
subject to &(x) 5 0, j = l,...,p, 
F&(x) = 0, k= l,...,q, 
ii(x) I 0, I= l,...,r, 
&b(x) I 0, m= l,...,s, 
g6(x)=~~x-x~-+5210, 
with solution xti. 
The Dynamic-Q algorithm can now be stated as follows. 
(9) 
Dynamic-Q Algorithm 
(1) Choose a starting point x0 and step limit 6. Set i := 0. 
(2) Evaluate f(xi), gj(xi), and hk(xi) as well as Vf(xi), Vgj(xi), and Vhk(xi). Iftermination 
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Construct a local approximation P[i] to the optimization problem at xi using expres- 
sions (4)-(6). 
Solve the approximated subproblem P[i] (9) using the constrained optimizer LFOPC with 
x0 := xi (see Section 4) to give x*i. 
Set i := i + 1, xi := x*(~-~) and return to Step 2. 
4. THE DYNAMIC TRAJECTORY “LEAP-FROG” 
OPTIMIZATION METHOD -FOR SOLVING THE SUBPROBLEMS 
In the Dynamic-Q method, the subproblems generated are solved using the dynamic trajectory, 
or “leap-frog” method of Snyman [5,6] for unconstrained optimization applied to penalty function 
formulations [4,7] of the constrained problem. 
In its unconstrained form, the leap-frog optimizer (LFOP) determines the minimum of a func- 
tion f(x) by considering the associated dynamic problem of the motion of a particle of unit mass 
in an n-dimensional conservative force field where the potential energy of the particle at a point 
x(t) at time t is given by f(x). Th e method thus requires the solution of the equations of motion 
x(t) = -Vf(x(t)), (16) 
subject to initial conditions 
x(6) = x0, x(0) = va. (11) 4 
To explain how the dynamic trajectory method works, consider the solution of the above problem 
over the time interval [0, t]. It follows that 
~lli(W - 5,vo,,z = f(x0) - f(x(t)), 
(12) 
T(t) - T(6) = f(6) - f(t), or f(t) + T(t) = f(0) + T(0) = K. 
Here, T(t) is used to denote the kinetic energy of the particle at time t and K is a constant 
determined by the initial values. The last expression in (12) indicates that energy is conserved. 
It can also be seen that Af = -AT; therefore as long as T increases, f decreases. This forms 
the basis of the dynamic trajectory method. 
The LFOP algorithm computes an approximation to the trajectory followed by the particle in 
the force field. Whenever T is increasing along the trajectory, f is decreasing and the algorithm 
is minimizing the function. However, whenever T is decreasing along the trajectory, the objective 
function (potential energy) is increasing. An interfering strategy is then applied to extract kinetic 
energy from the particle. The consequence of this strategy, based on an energy conservation 
argument, is that a systematic reduction in the potential energy f of the particle is obtained. 
The particle is thus forced to follow a path to a local minimum at x*. The numerical integration 
of the initial value problem (10) and (11) is achieved using the “leap-frog” (Euler forward-Euler 
backward) method. The method contains some heuristic elements relating to time step selection 
and control. A flowchart of the LFOP algorithm is given in the Appendix. 
The LFOP algorithm, outlined above, can be modified to handle constrained problems by means 
of the penalty function approach (LFOPC) [7]. I n p t’ 1 ar KU ar, the penalty function formulation 
for constrained quadratic optimization problem P[i] (9) is 
p+r+s+l 
Q(x) = f(x) + c q&(x) + &&h2w, (13) 
j=l k=l 
where the vector of inequality constraints functions g(x) = [&g, g, g61T and hk(x) = ik(x), and 
9, if gj(x) I 0, 
aj = 
Pjl if gj(x) > 0. 
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For simplicity, the penalty parameters crj and Pk usually take on the same positive value oyj = 
/& = 1-1. It can be shown that as p tends to infinity, the unconstrained minimum of Q(x) yields 
the solution to the constrained problem (9). 
The dynamic trajectory method is applied to the penalty function formulation of the con- 
strained problem in three phases. 
PHASE 0. Given some starting point x0, apply LFOP with some overall penalty parameter 
p = po(= 102) to Q(x,pu) to give x*(pe). 
PHASE 1. With x0 := x*(pc), apply LFOP with increased overall penalty parameter b = pr(= 
104) > ~0 to Q(x, ~1) to give x*&r). Identify the set of 12, active constraints corresponding to 
the set of subscripts 1, = (~1, ~2,. . . ,un,) for which gUj(x*(pi)) > 0, j = 1,2,. . . ,n,. 
PHASE 2. With x0 :=x*(111), apply LFOP to 
to give x*. 
The LFOPC algorithm possesses a number of outstanding characteristics, which makes it 
highly suitable for implementation in the Dynamic-Q methodology. The algorithm requires only 
gradient information, and no explicit line searches or function evaluations are performed. These 
properties, together with the influence of the fundamental physical principles underlying the 
method, ensure that the algorithm is extremely robust. This has been proven over many years of 
testing [7]. A further desirable characteristic related to its robustness, and the main reason for 
its application in Step 4 of the Dynamic-Q algorithm, is that if there is no feasible solution to 
the problem, the LFOPC algorithm will still find the best possible compromised solution without 
breaking down. The Dynamic-Q algorithm thus usually converges to a solution from an infeasible 
remote point without the need to use searches between subproblems, as is the case with SQP. The 
LFOPC algorithm used by Dynamic-Q is identical to that used in reference [7] except for a minor 
change to LFOP which is advisable should the subproblems become effectively unconstrained. 
This modification is discussed in the Appendix. 
5. NUMERICAL RESULTS 
The Dynamic-Q method requires very few parameter settings by the user. Other than conver- 
gence criteria and specification of a maximum number of iterations, the only parameter required 
is the step limit 6. The algorithm is not very sensitive to the choice of this parameter; however, 
5 should be chosen of the same order of magnitude as the diameter of the region of interest. For 
the problems listed in Table 1, a step limit of 6 = 1 was used except for problems 72 and 106 
where step limits b = fi and b = 100 were used, respectively. 
Given specified positive tolerances sZ, sf, and sc, then at step i termination of the algorithm 
occurs if the normalized step size 
Axnorm = 
l]xi -x2-111 
1 + llxi/l < EZy 
or if the normalized change in function value 
Afnorm = 
’ 
where fb& is the lowest previous feasible function value and current xi feasible. The point xi is 
considered feasible if the absolute value of the violation of each constraint is less then E=. This 
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Problem # N f WI SQP Dynamic-Q 
NF f* f (4 NF f’ f (err) 
2 2 5.043-02 16 N 2.843+01 2.70E+Ol 7’ 4.94E+OO <l.OOE-08 
10 2 -l.OOE+OO 12 -l.OOE+OO 5.00E-08 13 -l.OOE+OO <l.OOE-08 
12 2 -3.OOE+Ol 12 -3.OOE+Ol <l.OOE-08 9 -3.OOE+Ol <l.OOE-08 
13 2 l.OOE+OO 45 l.OOE+OO 5.00E-08 50s 9.59E-01 2.073-02 
14 2 1.39E+OO 6 1.39E+OO 8.07E-09 5 1.39E+OO 7.863-07 
15 2 3.073+02 5 3.073+02 <l.OOE-08 15’ 3.603+02 5.553-07 
16 2 2.50E-01 6’ 2.31E+Ol <l.OOE-08 5’ 2.31E+Ol <l.OOE-08 
17 2 l.OOE+OO 12 l.OOE+OO <l.OOE-08 16 l.OOE+OO <l.OOE-08 
20 2 3.82EtOl 20 3.823+01 4.833-09 4’ 4.02E+Ol <l.OOE-08 
22 2 l.OOE+OO 9 l.OOE+OO <l.OOE-08 3 l.OOE+OO <l.OOE-08 
23 2 2.00E+OO 7 2.00E+OO <l.OOE-08 5 2.00E+OO <l.OOE-08 
24 2 -l.OOE+OO 5 -l.OOE+OO <l.OOE-08 4 - l.OOE+OO l.OOE-08 
26 3 O.OOE+OO 19 . 4.053-08 4.053-08 27 1.793-07 1.79E-07 
27 3 4.00E-02 25 4.00E-02 1.733-08 28 4.00E-02 9.623-10 
28 3 O.OOE+OO 5 2.983-21 2.98E-21 12 7.563-10 7.563-10 
29 3 -2.263+01 13 -2.26EfOl 8.59E-11 11 -2.263+01 8.593-11 
30 3 l.OOE+OO 14 l.OOE+OO <l.OOE-08 5 l.OOE+OO <l.OOE-08 
31 3 6.00E+oo 10 6.00E+00 <l.OOE-08 10 6.00E+oo 1.433-08 
32 3 l.OOE+OO 3 l.OOE+OO <l.OOE-08 4 l.OOE+OO <l.OOE-08 
33 3 -4.593+00 5’ -4.OOE+OO <l.OOE-08 3’ -4.OOE+OO <l.OOE-08 
36 3 -3.303+03 4 -3.303+03 <l.OOE-08 15 -3.303+03 <l.OOE-08 
45 5 l.OOE+OO 8 l.OOE+OO <l.OOE-08 7 l.OOE+OO l.OOE-08 
52 5 5.333+00 8 5.333+00 5.623-09 12 5.333+00 l.O2E-08 
55 6 6.333+00 1 N 6.00E+oo 4.543-02 2* 6.663+00 1.30E-09 
56 7 -3.463+00 11 -3.463+00 <l.OOE-08 20 -3.463+00 6.733-08 
60 3 3.263-02 9 3.263-02 3.173-08 11 3.263-02 1.21E-09 
61 3 -1.44E+02 10 -1.443+02 1.52E-08 10 -1.443+02 1.523-08 
63 3 9.623+02 9 9.623+02 2.183-09 6 9.62E+02 2.18E-09 
65 3 9.543-01 11 N 2.80E+OO 9.473-01 9 9.543-01 2.903-08 
71 4 1.70E+Ol 5 1.70E+Ol 1.673-08 6 1.70E+Ol 1.673-08 
72 4 7.283+02 35 7.283+02 1.373-08 30 7.283+02 1.373-08 
76 4 -4.683+00 6 -4.683+00 3.343-09 8 -4.683+00 3.343-09 
78 5 -2.92E+OO 9 -2.923+00 2.55E-09 6 -2.92E+OO 2.553-09 
80 5 5.393-02 7 5.39E-02 7.59E-10 6 5.39E-02 7.59E- 10 
81 5 5.393-02 8 5.393-02 1.71E-09 12 5.393-02 1.90E-10 
100 7 6.803+02 20 6.803+02 <l.OOE-08 16 6.803+02 1.46E-10 
104 8 3.95E+OO 19 3.95EfOO S.OOE-09 42 3.953+00 5.263-08 
106 8 7.053+03 44 7.053+03 l.lSE-05 79 7.053+03 l.lSE-05 
108 9 -8.663-01 9’ -6.973-01 1.323-02 26 -8.663-01 3.323-09 
118 15 6.653+02 N 38 6.653+02 3.00E-08 
Svanberg 21 2.803$02 150 2.803+02 9.963-05 93 2.803+02 1.59E-06 
*Converges to a local minimum-listed f(err) relative to function value at local minimum. 
N Fails. 
$ Terminates on maximum number of steps. 
particular function termination criterion is used,since the Dynamic-Q algorithm may at times 
exhibit oscillatory behavior near the solution. 
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r=l-8OQB 
vk = (“k + m-1)/4 
xk = (xk + &,_I)/;! 
At=Ati2 
is = 0 
I 
XL+, = & + -At 
i, = is + 1 
p=l 
xk+Z = bk+l + -412 
ix = i, + 1 
Figure 1. Flowchart of the LFOP unconstrained minimization algorithm used in 
LFOPC. 
In Table 1, for the same starting points, the performance of the Dynamic-Q method on some 
randomly selected standard test problems is compared to results obtained for Powell’s SQP 
method as reported by Hock and Schittkowski [8]. The problem numbers given correspond to 
the problem numbers in the same book by these authors. For each problem, the actual function 
value fact is given, as well as, for each method, the calculated function value f * at convergence, 
the relative function error IA? 1*, 
ferr = IJact - J I 
1+ lfactl ’ 
and the number of function evaluations (NF) required for convergence. In some cases it was 
not possible to calculate the relative function error due to rounding off of the solutions reported 
by Hock and Schittkowski. In these cases the calculated solutions were correct to at least eight 
significant figures. For the Dynamic-Q algorithm, convergence tolerances of ef = lo-’ on the 
function value, E% = lop5 on the step size, and .ec = 10V6 for constraint feasibility, were used. 
These values were chosen to allow for comparison with the reported SQP results. 
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The result for the 12-corner polytope problem of Svanberg [9] is also given. For this problem the 
results given in the SQP columns are for Svanberg’s method of moving asymptotes (MMA). The 
recorded number of function evaluations for this method is approximate since the results given 
correspond to 50 outer iterations of the MMA, each requiring about three function evaluations. 
6. CONCLUSION 
A robust and efficient method for nonlinear optimization, with minimal storage requirements 
compared to those of the SQP method, has been proposed and tested. The particular methodol- 
ogy proposed is made possible by the special properties of the LFOPC optimization algorithm [7], 
which is used to solve the quadratic subproblems. Comparison of the results for Dynamic-Q with 
the results for the SQP method show that equally accurate results are obtained with a compa- 
rable number of function evaluations. In addition to the testing performed here, the Dynamic-Q 
method has also been applied to and performed well in a number of practical engineering prob- 
lems, in the fields of structural optimization [4], in the optimization of dynamical systems [lo], 
and in computational fluid dynamics [ll-131. 
APPENDIX 
LFOP ALGORITHM USED BY DYNAMIC-Q 
For completeness, the flowchart of the LFOP unconstrained algorithm used by Dynamic-Q 
is shown in Figure 1. It is identical to that given in reference [7] except for the entries in 
the second last box in the left-hand column. Here vk = (vk + ~vk_1)/4 replaces the previous 
vk = (vk +vk_1)/4, with r = 1 - 80~,/6. This modification is necessary because of the rare, but 
real, possibility that in the case of the subproblem being effectively unconstrained, and since the 
approximation in Dynamic-Q of the objective function is spherically symmetrical, that vk may 
become equal to -v&l. This can happen if At is relatively large, resulting in the trajectory 
performing, as a result of the symmetry, exact backtracking oscillations at maximum step size 6 
resulting in vk = -v&l. In this event the next vk is exactly equal to zero resulting in the 
undesirable premature termination of the trajectory on step size. The proposed small modification 
avoids such a possibility. It is recommended that the proposed modification be used even when 
LFOP is used on its own, separate from Dynamic-Q. 
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