We propose a functional random effect time-varying coefficient model to establish the dynamic relationship between the response and predictor variables in longitudinal data. This model allows us not only to interpret time-varying covariate effects, but also to depict random effects via time-varying profiles that are characterized by functional principal components. We develop the functional profiling-backfitting method to estimate model components, which includes the profiling and backfitting procedures via a set of least squares type estimating equations. Asymptotic properties of the resulting estimator are obtained. Furthermore, we investigate the finite sample performance of the proposed method through simulation studies and present an application to primary biliary cirrhosis data. Copyright
Introduction
In longitudinal or functional observations, functional data analysis (Ramsay & Dalzell, 1991) has been widely used to explore characteristics of the functional data and study the relationship between functional random variables. To model functional data with the i-th response random process, Z i .t/, one often considers the following structure:
where Z i .t/ lies in a space of square integrable random functions, t 2 T which is a real compact interval, .t/ is a mean function, ¹ k .t/, k D 1, 2, : : :º is a set of orthonormal basis functions, and the random coefficients ik are uncorrelated, with mean zero and finite variance for each k. When the response process is observed subject to random noise, Yao et al. (2005a) employed the conditional regression approach together with the tool of functional data analysis to estimate unknown parameters. Detailed properties and applications of model (1) can be found in Ramsay & Dalzell (1991) , Ramsay & Silverman (2005) , Hall & Hosseini-Nasab (2006) , Sentürk & Müller (2010) , among others.
In practice, one may observe both response and predictor processes, Y i .t/ and X i .t/. As a result, it is natural to establish the relationship between these two processes. An attractive approach is to consider the varying coefficient model,
where " i .t/ is the random error with mean zero and constant variance 2 . Accordingly, the random response Y i .t/ can be viewed as encompassing the time-varying coefficient effect X T i .t/ˇ.t/ and the random effect P 1 kD1 ik k .t/ of the ith response at t. Thus, we name (3) as the functional random effect time-varying coefficient model, and both the functional data model (1) and the varying coefficient model (2) are special cases of this model.
As far as we are aware, there has not been research on functional data with both random effects and time-varying coefficients taken into account simultaneously. The proposed functional random effect time-varying coefficient model first uses covariates to explain the variation in the observed response process, then employs functional principal component analysis (FPCA) to capture most of the unexplained variation, and finally leaves the remaining variation to disturbance errors. Since this hybrid model combines functional principal component analysis and varying coefficient approach, exploring its usefulness is important in functional data analysis.
In the rest of the article, we develop respectively a functional backfitting procedure and a profiling procedure to estimate the unknown parameters in Section 2. We show the asymptotic properties of the resulting estimates in Section 3. Simulation results and an empirical example are presented to illustrate the finite sample performance of the proposed estimation approach in Section 4. All the technical details are collected in the Appendix.
Estimation

Preliminary setting
Consider longitudinal or functional observations
T ij / is the observed response at time T ij , and X ij 2 R L is the covariate vector that may or may not be time variant. When it is not time variant, X ij equals a common vector X i for all j; when it is time variant, X ij Á X i .T ij / is the ith covariate vector observed at time T ij . The longitudinal observations for each subject can either be sparsely or densely sampled. In the sparse situation, the m i 's are bounded from above by a constant m 0 , i.e., m i < m 0 , i D 1, : : : , n. In the dense situation, the m i 's are bounded from below by m 0 , i.e., m i > m 0 , i D 1, : : : , n; this is a typical observation pattern in functional data structures. In both situations, we assume the observation times, i.e., T ij 's, are random and remain in a fixed compact interval T . To study parameter estimators, we take the same approach of Yao et al. (2005b) and Hall & Vial (2006) , and assume that the local effect signal can be identified up to the first leading M components in (1), while those beyond are either degenerated or confounded with random errors. Then, we propose the functional profiling-backfitting (FPB) method given below to estimate the regression coefficient functionˇ.t/ in (3). In the estimation method, we consider the weights w ij .t 0 , h/'s which are centered at the given time t 0 with the bandwidth h. Common choices for the weights include the Nadaraya-Watson weights w ij 
n iD1 , Fan & Gijbels, 1996) .
Functional profiling-backfitting estimator
Considering that the functional random effect time-varying coefficient model (3) contains both parametric and nonparametric components, we devise two different strategies accordingly. For estimating the smooth functionˇ.t/, at any fixed ik 's, we construct a locally weighted least squares estimate ofˇ.t 0 / by minimizing 
with respect to ik . The above strategy yields the following estimating equations that need to be solved simultaneously.
where w ij .t 0 , h/'s are the weights centering at t 0 with the bandwidth h as given in Section 2.1., (4) To solve these equations, we employ the profiling and backfitting procedures (Hastie & Tibshirani, 1990 
After convergence, we keep the estimated O i as the final estimate of i , and then take one additional step in (6) 
To obtain the estimated eigenfunction O k .t/, we simply find the solution of the eigenequation, 
where is the iteration indicator and c is a preset threshold value.
Remark 1 To obtain the functional profiling-backfitting estimator, we take into account the functional data feature via functional principal component analysis. In addition, the estimating equations (4) do not involve the inverse of the covariance function in the weighting scheme, which eases the estimation complexity. Moreover, if the random errors " i are normally distributed, then FPBE becomes the maximum likelihood estimator.
In practice, the bandwidths h r are often unknown. Hence, we follow the leave-one-subject-out cross validation procedure (Rice & Silverman, 1991) to select the optimal bandwidth h Á .h 1 , : : :
where O B i, i is the estimator of B i with the ith observation being left out, B i is an m i Lm i block diagonal matrix with the jth block diagonal beingˇ. 
where the inner product of two integrable functions Q f and Yao et al. (2005b) to obtain the best prediction of the functional principal component score for the ith subject. That is,
where (10) and O i in (7) are identical.
A local generalized least squares estimator
For the sake of comparison, we adopt the idea from Chen & Jin (2005) and consider the local generalized least squares estimating equation given below; thus, the resulting estimates are simple to compute.
where
Accordingly, we have that
We refer to the above estimator as the local generalized least squares estimator (LoGLSE) ofˇ.t 0 /. Analogous to the extension from (6) to (8), we can obtain the rth component estimate Ǒ r .t 0 / with an individual bandwidth h r . To handle the typically unknown covariance matrix V i in (11), a simple procedure is to estimate V i borrowing the technique from Yao et al. (2005a) . Specifically, set V i D I in (11) and obtain an initial estimate ofˇ.t/, say Ľ .t/. Then obtain the covariance estimate O v .s, t/ via the two-dimensional smoothing of the raw covariances°
/ is the local linear smoother using the diagonal elements Condition (C1) is a standard requirement for the kernel function. Condition (C2) is the smoothness condition on the design density and the regression coefficient function. Furthermore, the time domain is restricted to be on a compact set. Moreover, the boundedness and positivity of f.t/ avoid a situation where all the observed times are clumped together or where no observations are obtained in a certain interval. Condition (C3) ensures that the oscillations of coefficient functions do not differ dramatically. This is not a stringent condition and is only used to simplify the proof. Condition (C4) assures the boundedness of the covariate functions. Condition (C5) is used for investigating the large sample properties of FPBE. Condition (C6) assures existence of V 1 i and Condition (C7) is needed for studying the asymptotic properties of LoGLSE. O¹1=.Nh/º, and A.h 
Theorem 1
The proof of Theorem 1 is given in the Appendix, while the proof of Theorem 2 is omitted for saving space and can be obtained from authors. To compute regression parameter estimates, we set c in (9) to 0.005 and the resulting estimates often converge in 2 or 3 iterations. For the sake of simplicity, we employ the same bandwidth to estimate different components of the regression parameters. Furthermore, the number of random components M used in the computation of FPBE is selected via a data-adaptive approach so that the proportion of total variance being explained reaches 90%. To assess the performance of different estimates, we conduct 500 Monte Carlo realizations. In the`th realization, we compute three performance measures: bias, variance, and unweighted average squared error (Fan & Zhang, 2000) .
Accordingly, we report the sample means of bias and variance as well as the sample median of the average squared error obtained from the 500 realizations. Table I presents three performance measures across four sample sizes ((N1) to (N4)), two functional forms ((F1) and (F2)), two random coefficient structures ((R1) and (R2)), and two types of random errors ((E1) and (E2)). It indicates that FPBE outperforms LoGLSE in all 32 combinations. This can be explained from the following two aspects: (i) LoGLSE does not fully take into account the functional data information; (ii) LoGLSE requires taking the inverse of the estimated covariance matrices, which can be numerically unstable. Comparing (N1) to (N2) and (N3) to (N4), it is not surprising that the bias, variance, and unweighted mean squared errors decrease as the sample size n increases. Analogous results can be found by increasing the number of observations per subject (see (N1) versus (N3) and (N2) versus (N4), respectively, for sparse versus dense designs). It is also of interest to note that there are only minor differences between the performance of (R1) and (R2), indicating that the results are robust to the distributions of random coefficients. In conclusion, the finite sample performance of the estimator FPBE is consistent with theoretical findings. Since FPBE is superior to LoGLSE, we also recommend using the functional profiling-backfitting estimator in practical analysis.
Application to a biliary cirrhosis study
To further demonstrate the usefulness of the proposed functional profiling-backfitting method, we consider data from patients with primary biliary cirrhosis, collected in the ten year interval from January 1974 to May 1984 by the Mayo Clinic; see also the appendix of Fleming & Harrington (1991) http://lib.stat.cmu.edu/datasets/pbcseq. It is known that the serum albumin and prothrombin time are two commonly used indicators for liver function, among others. In advanced liver disease, the level of the serum albumin is reduced for insufficient production of proteins. Hence, it is not surprising to find a good correlation between abnormalities in coagulation measured by the prothrombin time and the degree of liver dysfunction. In the study of liver failure treatment in rats (Cai et al., 2002) , improvements in prothrombin time and serum albumin level are included as indicators to show the effectiveness of transplantation of immortalized hepatocytes.
In this study, we explore the time-varying relationship between the two commonly used biomarkers of liver disease: prothrombin time (PT, in seconds) as the response variable, and serum albumin level (ALB, in mg=dl) as the predictor variable. The times of observation for each subject are irregularly spaced and sparsely distributed across 2000 days, and the visits of each subject range from one to sixteen days (see Figure 1) . Four subjects are excluded from the analysis as they are obvious outliers. The observed trajectories and the corresponding mean profiles of PT and ALB
Stat
Functional random effects model are presented in Figure 2 . They indicate that PT has a general increasing trend, while ALB shows a decreasing trend in disease progression. Since the analysis is based on 272 female and 36 male patients, the indicator variable of gender effect (SEX) is also included. Accordingly, there are three explanatory variables: X 0i is the constant 1; X 1i .t/ denotes each individual's time-dependent ALB; and X 2i .t/ D 1 if the subject is female, and X 2i .t/ D 0 otherwise. Their associated regression coefficient functions areˇ0.t/,ˇ1.t/, andˇ2.t/, and the bandwidths used to estimate them are chosen by the aforementioned cross-validation method.
After fitting model (3), we apply a heuristic Akaike information criterion (AIC) given below to jointly select the predictor variables (L) and the number of principal components (M). To this end, we consider the conditional pseudo-Gaussian 
where O 2 is the estimated error variance. Given
In addition to AIC, the Bayesian information criterion (BIC) can be developed via the same procedure by replacing the penalty terms 2L and 2M in AIC 1 and AIC 2 with .log N/L and .log N/M, respectively, where N D P n iD1 m i . Table II shows that both AIC and BIC yield the same model, in which case the resulting optimal number of predictor variables and components are L D 2 and M D 4, respectively. Thus, the SEX predictor variable is omitted.
Based on the best fitted model, Figure 3 depicts the estimated regression coefficient functions and their corresponding 95% confidence intervals. Since the asymptotic variance of Ǒ .t 0 / in Theorem 1 is not easy to compute for constructing confidence intervals, we apply a resampling scheme to obtain the variance estimate. Following the estimate of Ǒ .t 0 / (7), we have that
where Figure 2 ).
the intercept term is the mean of PT adjusted by the mean of ALB with the scale j Ǒ 1 .t/j. As a result, Ǒ 0 .t/ exhibits a general increasing trend for PT in the progression of liver disease. In contrast, the estimated regression function Ǒ 1 .t/ shows a decreasing trend. Hence, there is a negative correlation between PT and ALB across the 2000 days. Accordingly, a one-unit (mg=dl) decrease in ALB results in an average delay in PT of j Ǒ 1 .t/j seconds, which depends on the progression time.
After the response PT is adjusted by the estimated regression coefficient functions (named adjusted-PT), Figure 4 (left panel) displays its estimated covariance surface. The associated leading eigenfunctions are presented in Figure 4 (right panel), which depicts variation directions of random effects after adjusting the ALB time-varying effects. Each of the first four eigenfunctions, respectively, explains 78.02%, 17.25%, 3.19%, and 0.32% of total variability in adjusted-PT. The first eigenfunction reveals a general decreasing pattern in terms of variations of adjusted-PT over disease progression time, similar to the overall mean level of ALB. The second eigenfunction shows a contrast between early and late disease progression. The third eigenfunction reflects additional variations that are in a complementary direction to the second eigenfunction. The fourth eigenfunction, while explaining a very small portion of total variation, catches the additional trend, especially on the right tail near the 2000th day. In summary, these four random components capture the subject effect resulting from individual patient differences. Consequently, the functional random effects model not only establishes the time-varying relationship between PT and ALB, but also explores the characteristic patterns and variation in the data. Since the trend in ALB is more steady than that in PT and there exists a relationship between them, ALB is likely to be a better biomarker in monitoring the progression of primary biliary cirrhosis. To save space, we do not provide those conditions that are implicitly used in the derivations of the proof, and they can be found in Claeskens & van Keilegom (2003) and Chen et al. (2003) .
Moreover, the estimating equations in (4) and (5) can be written as
respectively, except adding a redundant P n iD1 on the left-hand side of the second equation to facilitate the proof. For the sake of simplicity, we sometimes omit the subscripts ij or j. Due to condition (C3), we also consider a common bandwidth h in the rest of the proof.
To show asymptotic results, we define L as the partial derivative of L with respect to , L ˇa s the partial derivative of L with respect toˇ, ‰ˇˇas the partial derivative of ‰ˇwith respect toˇ, and ‰ˇ as the partial derivative of ‰ˇwith respect to . With the argument . / being ¹Y, ,ˇ.T/º, we also define .T/ D E ® ‰ˇˇ. /jT¯, U .T/ D E ® L ˇ. /jT¯ .T/ 1 , and J .T/ D .T/ 1 E ® ‰ˇ . /jT¯.
Using standard expansion, it can be shown that Hence, the proof is complete.
