This paper studies ways to detect good users for biometric recognition based on keystroke dynamics. Keystroke dynamics is an active research field for the biometric scientific community. Despite the great efforts made during the last decades, the performance of keystroke dynamics recognition systems is far from the performance achieved by traditional hard biometrics. This is very pronounced for some users, who generate many recognition errors even with the most sophisticate recognition algorithms. On the other hand, previous works have demonstrated that some other users behave particularly well even with the simplest recognition algorithms. Our purpose here is to study ways to distinguish such classes of users using only the genuine enrollment data. The experiments comprise a public database and two popular recognition algorithms. The results show the effectiveness of the Kullback-Leibler divergence as a quality measure to categorize users in comparison with other four statistical measures.
Introduction
Keystroke dynamics is a well-known biometric recognition technology which has attracted the interest of industry and researchers during the last decade [1] [2] . The proliferation of web applications (e. g. e-banking or e-commerce) and the necessity of accurate and secure recognition methods has increased the interest in biometrics related with the user activity with the computer. Keystroke dynamics plays an important role in this context and its complementarity with other biometric modalities such as mouse dynamics has renovated the interest in these approaches [3] . The identification of people using their typing patterns can be applied to several scenarios including high security password authentication [1] , text-independent authentication [4] and continuous authentication [5] . In summary, keystroke dynamics is an active research area with both scientific and industrial possibilities (e. g. DARPA, Active Authentication Program).
However, the accuracy of keystroke dynamics recognition systems is far from the performance achieved by the most competitive biometric traits and the error rates requested by international biometric standards (e. g. EN-50133-1). In terms of performance, keystroke dynamics can be considered halfway between hard and soft biometrics. As a behavioral biometric, it is highly user-dependent and it is difficult to generalize the performance among all population and scenarios. Previous works demonstrate the large user-variability of the error rates even with the most competitive recognition algorithms [6] . There are users with performances twenty times worst than others and therefore it is difficult to ascertain the overall accuracy. Predicting the performance of the users during the enrollment is a key to improve further recognition steps or the enrollment itself.
The performance of biometric recognition systems is strongly related with the quality of the samples [7] . Quality assessments have been studied for different biometrics traits such as fingerprint [8] or face [9] among others. Despite its wellknown utility, the quality of keystroke dynamics has been scarcely studied [10] . The main reasons for this apparent disinterest could be found in the difficulties to establish a quality assessment of a behavioral biometric based only in timing between key events. It is not trivial defining the meaning of quality in keystroke dynamics technologies.
The term quality in the biometric literature have several meanings and applications. It is possible to distinguish between quality of biometric samples, quality of sensors and quality of the users among others. This paper focuses on quality of the users as a measure of their individual performance in terms of recognition accuracy. Low quality users imply users with low performances or high error rates while high quality users will be those users with high performances or low errors.
This paper studies different statistical measures for a reliable prediction of the quality of users for keystroke dynamics authentication. The purpose here is to analyze different ways to distinguish between users with well marked differences in terms of performance. The study assumes a scenario in which only the genuine enrollment data is used for both predicting the quality and enrolling the user. The experiments include a public benchmark dataset and two popular matchers for keystroke dynamics. The results suggest that it is possible to define a quality measure to categorize users correlated with their recognition performance.
The paper is organized as follows. Section 2 introduces the quality framework and proposes the Kullback-Leibler divergence as a feasible measure to establish the quality of the users of keystroke dynamics authentication systems. Section 3 presents the experimental protocol and results while Section 4 summarizes the main conclusions.
Quality assessment for keystroke dynamics
Quality of biometric samples has become an important concern for the biometric community [7] [11] . It is well known that the degradation of quality strongly affects the performance of biometric recognition systems and dealing with such degradation is still an open challenge in many biometric traits. The quality of biometric samples is affected by many factors and it is difficult to generalize among all biometric technologies and sensors. The standard ISO/IEC 29794-1 has established normalizations and three main concepts related with the quality on biometric systems: -Character: indicates the distinctiveness capability of the source.
-Fidelity: indicates the degree of similarity between the sample and its source. -Utility: indicates the impact of a sample on the overall performance of the biometric system.
The quality measure of a biometric sample can be used for different purposes including: image enhancement [12] , improving the matching algorithms [8] or optimized fusion strategies [13] [11] [14] , see Fig. 1 . Noteworthy, the quality is not exclusively related to a standalone sample and it is possible to measure the quality of a user or its enrollment set [14] . This quality evaluation of the users can be employed to improve the enrollment, the combination with other systems and the confidence on the authentication. The performance of the biometric recognition system is strongly influenced by the quality of the enrollment data and the evaluation of its utility is crucial in real applications [15] .
Concerning keystroke dynamics, among the several factors that affect the quality of the biometric sample it is important to highlight: -Behavioral factors: related with human emotional states, cooperativity or distractions. These factors also comprise the intrinsic characteristics of each user which include users particularly vulnerable to impersonation or users difficult to match, among others. The literature refer to this as biometric zoo [16] or menagerie [17] . While the factors related with the sensor can be mitigated with hardware maintenance, the factors related with human behavior have more unpredictable consequences. How can we detect behavioral factors such as cooperativity or distraction from keystroke dynamic features? The features employed in keystroke dynamics are generally based on timing between key events [1] [2] and the quality evaluation of these features arises several problems. In [10] the researchers analyzed six factors to explain different keystroke dynamics error rates (in order of relevance): algorithms, training amount, updating, typist-to-typist variation, feature set and impostor practice.
The quality evaluation of the keystroke dynamics has attracted scarce attention in the literature. The related works are focused mostly on outliers removal [18] [19] and features improvement [20] [21] . The outliers can be defined as samples with an unusual pattern in comparison with the available data from a specific user. The methodology used to discard these samples is traditionally based on statistical features (mean, variance, standard deviation) related with the distribution of the genuine data [ [20] to improve the quality of data in terms of distinctive ability. In [21] , the researchers established a quality classification in terms of uniqueness, inconsistency, and discriminability of the keystroke patterns. The main disadvantage of this classification is that all three measures need both genuine and impostor data. Depending of the application, the impostor data may not be available (e. g. applications where the password is chosen by the user).
Measuring the quality with the Kullback-Leibler divergence
The entropy is a measure of the uncertainty in a random variable and it is related with the information present in any signal. Some researchers have studied the relationship between the performance of biometric recognition algorithms based on online signature and the entropy of the dynamic signals [22] . The researchers observed that high values of entropy implied higher error rates and low entropy values implied lower error rates. The reason of such behavior was explained with the stability of the genuine samples, which is greater for low entropy samples.
The Kullback-Leibler divergence (also called relative entropy or K-L divergence) is another information measure which have been proposed for biometric quality assessment [9] . The K-L divergence measures the difference between two probability distributions A and B in terms of the information needed to approximate A to B. In this paper we measure the K-L divergence from a feature
can then be defined as:
where µ is the enrollment data mean of the user obtained as:
where each v E m is one out of the M enrollment samples (with N features each). Assuming N = 31 features and M = 200 enrollment samples, the Fig. 2 shows some examples of mean vectors (from the CMU benchmark dataset detailed in Section 3) as well as the D KL (v Q ||µ) obtained for each of the 50 query samples v Q of the same users.
It can be seen that there are slight differences between the user enrollment data mean (note that the password was unique for all users). However, the K-L divergence between query samples and user background models shows different behavior and it is possible to find users with low stability (Fig. 2 -Right black line) or users with very stable K-L divergence values ( Fig. 2-Right grey lines) . Next sections will analyze the correlation between K-L divergence and the performance of keystroke dynamics systems. 
Experiments
The experiments are conducted to analyze: i) the quality dependence of keystroke dynamics and; ii) the utility of the K-L divergence for predicting the performance of individual users. The experiments assume a scenario in which only genuine enrollment data is available (imposter data are not employed to model the users).
Database: the CMU benchmark dataset
The CMU benchmark dataset [19] comprises 51 subjects and 8 sessions with 50 repetitions per session. The time lapse between sessions is more than one day and the 400 typing samples were collected with an accuracy of 200 microseconds. The password was the same for all users and it consists of a ten characters typical strong password which includes uppercase, lowercase and symbols: .tie5Roanl. The feature data for each sample includes: hold time for each key (i. e. time between press and release); the keydown-keydown time between two keys (i.e. time between the press of the key 1 and the press of key 2); the keyup-keydown time between two keys (i.e. time between the release of key 1 and the press of key 2); the Enter key is included as a part of the password. The total number of features per samples is 31 (11 hold times, 10 keydown-keydown times and 10 keyup-keydown times).
The most attractive characteristics of the CMU benchmark dataset for this work can be summarized as: i) large number of samples per subject which allows an accurate modeling of the individual behavior; ii) publicly available benchmarks with several feature extraction and classification techniques [19] .
Baseline systems
The experimental protocol is the same as employed in popular benchmarks [18] [19] . The 200 samples from the first 4 sessions are used as gallery/enrollment set. The genuine scores are obtained from the 200 samples corresponding to the last 4 sessions while the impostors are obtained from the first 50 samples of each subject in the database. The performance is evaluated in terms of Equal Error Rate (EER) for each of the 51 subjects in the database.
In this paper we evaluate two popular recognition algorithms for keystroke dynamics [18] [19] . Both approaches have achieved the most competitive performances reported for the CMU benchmark dataset among more than 14 different systems. Both systems include training/modeling stages based exclusively on genuine data and other promising systems were discarded because they include impostor data during the training phase [23] . The approaches used in the experimental evaluation made in this paper are:
-System A -Modified Manhattan distance with Nearest Neighbor classifier [18] : this system is based on a combination of the Manhattan and the Mahalanobis distances. The method can be summarized as (see [18] for details): i) the feature vectors are normalized according principles inspired by the Mahalanobis distance (using the covariance matrix) and; ii) the normalized feature vectors are matched with the enrollment data using the Manhattan distance and a Nearest Neighbor classifier. -System B -Scaled Manhattan distance [19] : this system is based on the simplicity of the Manhattan distance and its usefulness for decomposing into contributions made by each feature (see [19] for details). The distance is normalized by the average absolute deviation from the enrollment data.
Outlier removal is common in keystroke dynamics and it is a feasible method to improve the enrollment set. An outlier is a sample beyond the typical user variability and its inclusion in the enrollment set to model the user usually have a negative impact in the performance. The K-L divergence can be used to evaluate the stability of the enrollment set. Fig. 3 shows the mean K-L divergence for all the subjects in the CMU database for the different sessions available. The K-L divergence is estimated separately for each subject (there is one µ for each subject which is calculated using all the samples available from the same user as it is described in section 2.1) and the results are averaged. Note that the users were not habituated to type the password (.tie5Roanl) and they needed a learning period in which they stabilized their typing patterns. Fig. 3 clearly shows large differences between K-L divergences values from first and last sessions. The samples from the first session can be considered outliers. Table 1 shows how excluding such samples can improve the overall performance of the baseline systems. However, the improvement is slight (around 10% improvement of the average EER) and it is important to note that 150-200 enrollment samples could be considered excessive depending of the application.
Performance evaluation
The standard ISO/IEC 29794 includes in the definition of the purpose of quality algorithms the next requirement: "Quality algorithms shall produce quality scores that predict performance metrics such as either false match or false non-match". The quality is related with several factors including the acquisition, the features and the personal characteristics of the subjects among others. The performance of keystroke dynamics is highly user-dependent and it means that there are users who exhibit an EER below 1% and others with EER greater than 20%, see Fig. 4 . Fig. 4 shows that different users present large variations in terms of performance. The reasons of such different performances vary with users who are easy to be recognized ( Fig. 4c and Fig. 4d ) and others are difficult to be recognized ( Fig. 4a and Fig. 4b ). The researchers analyzed and defined these classes of users as the biometric menagerie [17] or biometric zoo [16] .
These performance evaluations are obtained a posteriori when the test data is compared with the enrollment data. Is it possible to predict the performance of each user based exclusively in her enrollment data? To answer this question it is necessary to determine if the enrollment data provided by the user contains enough information to ascertain the performance during the subsequent test phase.
Inspired by the methodology employed in [17] , we divided the population in three groups according to their performance (obtained following the experimental protocol explained in Section 3.2) as Good (33% of users with lowest EER), Ugly (33% of users with highest EER) and Bad (the remaining 33% of users). This is not an ideal classification but allows us to group users with similar performances. See Table 2 for the resulting performance of the baseline systems in these three groups. Fig. 5 shows the ROC curves for each of the performance groups of the two keystroke dynamics recognition algorithms employed in this work. The curves evidence the different performances for both recognition algorithms and the three groups considered.
Predicting the quality
This paper analyzes five different measures for estimating the performance of keystroke dynamics users based exclusively on the enrollment data. Assum-
is the feature vector of the Query sample, N is the number of features (N = 31 for the CMU benchmark database) and µ = [µ 1 , µ 2 , ..., µ N ] the enrollment data mean of the user (detailed in Section 2.1), the measures evaluated in this paper are defined as:
-Variance: the variance measures the stability of the data available for each user. A small variance indicates small differences between the query sample and the enrollment mean. A high variance indicates that the feature distribution is spread out around the mean. The variance is a valuable measure to characterize the stability of the data provided by the user. The variance is defined as:
-Structural Content: this is a popular quality measure for image analysis [24] . For a one-dimensional vector it is defined as the relative difference between the information of the query sample and the enrollment mean. The structural content is defined as:
-Entropy: the entropy quantifies the expected value of the information contained in a sequence. The entropy value is defined as:
-Kullback-Leibler Divergence: as described in Eq. (1). The K-L divergence measures the amount of information needed to approximate two distributions. -Genuine scores: it is possible to estimate the genuine score distribution of the enrollment data. From the 4 sessions available as enrollment, we used three sessions for training and the other one for validation. The protocol is repeated for all 4 sessions for a total number of genuine scores equal to 200.
The experiments conducted try to ascertain the capability of the proposed measures to predict the performance of each user in a keystroke dynamics system (using only its enrollment data). The protocol used to ascertain the prediction capability can be summarized in the following steps:
-Based on the performance obtained with each of the systems (performance reported in Table 2 ), we assign a quality value between 2 and 0, Q A i and Q B i , for each subject i (Good=2, Bad=1, Ugly=0, i = 1, ..., 51). Therefore there are two different quality values assigned for each user (one for each system). -The mean distance between the real quality groups obtained with the test data, Q A i and Q B i , and the different estimated qualitiesQ M i is evaluated. Tables 3 and 4 show the distances between real quality groups obtained with test samples and the predictions obtained with the enrollment data. Note that the quality, as employed in this section, depends of the performance of a specific matcher. The tables also show the number of large prediction errors, i. e. the number of good users estimated as ugly or vice versa.
As can be seen in Tables 3 and 4 , the genuine scores obtained from the enrollment data are less competitive than other measures. The reason is that genuine scores are very sensitive to those users especially vulnerable to impersonation. The K-L divergence shows the most competitive performance with only 3 large errors (out of 51 subjects) and a mean estimation error around 0.5. Fig. 6 shows the ROC curves (averaged) of users classified by their predicted quality (using the K-L divergence).
The results show how the K-L divergence can be used to classify users apriori which will result in different performances groups in testing. The difference between classes is evident and the results suggest that the proposed measure is Table 3 . Distances between a posteriori user quality estimationsQ M i and a priori quality prediction Q A i based on individual statistical measures from the enrollment data (Baseline System A). Table 4 . Distances between a posteriori user quality estimationsQ M i and a priori quality prediction Q B i based on individual statistical measures from the enrollment data (Baseline System B). useful to predict the performance of keystroke dynamics using only the enrollment data.
Conclusions
This paper studied the feasibility of user quality prediction for biometric recognition based on keystroke dynamics. The usefulness of quality measures in biometrics is well-known and the scarce study on keystroke dynamics represents an open challenge for the scientific community. The performance of keystroke dynamics is highly user-dependent and it is usual to find large performance deviations among users even with the most competitive recognition algorithms. This paper analyzed five statistical measures for predicting the quality of users and the K-L divergence showed the most accurate results. The results showed that it is possible to ascertain the performance of users using exclusively the genuine enrollment data and encourage to further research in this area.
The work presented in this paper is focused on a limited dataset (i. e. same password and large amount of data per user) and future work includes other scenarios and databases. The prediction of performances when the password is different for each subject as well as text-independent keystroke dynamics are challenging scenarios to be studied.
