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Abstract
Computer vision is difficult, partly because the desired
mathematical function connecting input and output data is
often complex, fuzzy and thus hard to learn. Coarse-to-
fine (C2F) learning is a promising direction, but it remains
unclear how it is applied to a wide range of vision problems.
This paper presents a generalized C2F framework by
making two technical contributions. First, we provide a uni-
fied way of C2F propagation, in which the coarse prediction
(a class vector, a detected box, a segmentation mask, etc.) is
encoded into a dense (pixel-level) matrix and concatenated
to the original input, so that the fine model takes the same
design of the coarse model but sees additional information.
Second, we present a progressive training strategy which
starts with feeding the ground-truth instead of the coarse
output into the fine model, and gradually increases the
fraction of coarse output, so that at the end of training the
fine model is ready for testing. We also relate our approach
to curriculum learning by showing that data difficulty keeps
increasing during the training process. We apply our frame-
work to three vision tasks including image classification,
object localization and semantic segmentation, and demon-
strate consistent accuracy gain compared to the baseline
training strategy.
1. Introduction
Image recognition is a fundamental task of computer
vision, which aims at understanding semantic contents from
raw pixels. This is often difficult, because the underlying
connection between low-level pixels and high-level seman-
tics, e.g., a mathematical function, is often complicated and
fuzzy. For example, there exist a lot of elements in the data
space which are either meaningless or ambiguous [27]. In
∗This work was done when the first author was interning at Johns
Hopkins University.
the deep learning era, researchers design neural networks as
hierarchical and composite functions [18, 13]. However, the
difficulty of training a network increases with its complex-
ity [10]. Despite some technical improvements designed
to alleviate instability of training [26, 38, 16], a learned
model can still suffer over-fitting, i.e., it interprets a limited
amount of training data in an improper way which does not
generalize well to testing data.
This paper investigates visual recognition from the per-
spective of exploring a better training strategy. We focus on
coarse-to-fine (C2F) learning, in which visual recognition
takes two stages, with the first (coarse) stage producing
rough prediction and the second (fine) one refining it to-
wards higher accuracy. Mathematically, given a training
pair (x,y?), the overall target function y = f(x) is for-
mulated into y = fF
(
x, fC(x)
)
, with the superscripts C
and F indicating ‘coarse’ and ‘fine’, respectively. It was
believed that C2F learning strategy amortizes the difficulty
of optimization and often leads to higher accuracy [22, 3].
However, it requires partitioning each recognition task into
two stages, which is not always straightforward. For ex-
ample, in image classification, it is unclear what the coarse
stage can output as rough prediction, as well as how the
rough prediction can be refined at the fine stage.
The key innovation of this paper lies in the first gener-
alized C2F framework, to the best of our knowledge, that
can be applied to a wide range of visual recognition tasks as
well as a wide range of existing models, transforming them
from direct optimization to C2F optimization. To achieve
this goal, the essential difficulty lies in designing the fine
model fF(·), so that the input image x and coarse prediction
fC(x) are fused. We make our first contribution as a
unified way to achieve this goal, which encodes fC(x) into
a matrix z of the same spatial resolution as x, and feeds
the concatenated input data x ⊕ z into fF(·). This is to
say, fF(·) can have the same architectural design as fC(·)
with merely the first (input) layer being slightly different.
We instantiate our approach with three practical examples
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including image classification, object localization and se-
mantic segmentation, and point out that many other vision
problems can also be processed in a similar way.
In C2F learning, we point out two key issues that seem
to conflict with each other. On the one hand, a joint opti-
mization over the coarse and fine stages produces higher
recognition accuracy [49]. On the other hand, when the
coarse model is not well optimized, the output fC(x) can
be noisy and impose a burden on optimizing the fine model.
Thus, our second contribution lies in a novel algorithm
named progressive training (PT) to alleviate this issue. The
idea is to slightly modify the fine model as y = fF(x, y˜),
where y˜ is sampled from a mixed distribution of fC(x) and
y? (ground-truth), and the probability of sampling fC(x) is
positively related to the elapsed iterations during training.
In other words, y? is used to provide a warm start, but it
is gradually replaced by fC(x) and the training difficulty
increases. At the end of training, the probability of sampling
y? falls to 0, so that the trained model can be applied to
testing data. With mathematical analysis, we relate our
idea to curriculum learning which aims at increasing data
difficulty gradually during training.
As mentioned above, we apply our framework to three
popular vision problems including image classification, ob-
ject localization and semantic segmentation. Experimen-
tal results reveal consistent accuracy gain on top of the
baseline, in particular when the amount of training data is
limited, i.e., the few-shot setting. Empirical analysis by
comparing the training losses verifies our motivation, i.e.,
such improvement comes from alleviating the risk of over-
fitting.
The remainder of this paper is organized as follows. Sec-
tion 2 briefly reviews related work, and Section 3 presents
our approach. After instantiating it on three visual recogni-
tion tasks in Section 4, we draw conclusions in Section 5.
2. Related Work
Deep learning [19] in particular deep convolutional neu-
ral networks have been dominating the field of computer
vision. The fundamental idea is to build a hierarchical struc-
ture to learn complicated visual patterns from a large-scale
database [6]. As the number of network layers increases
from tens [18, 37, 39] to hundreds [13, 15], the network’s
representation ability becomes stronger, but training these
networks becomes more and more challenging. Various
techniques have been proposed to improve numerical stabil-
ity [26, 16] and over-fitting [38], but the transferability from
training data to testing data is still below satisfactory. It is
pointed out that this issue is mainly caused by the overhigh
complexity of deep networks, so that the limited amount of
training data can be interpreted in an unexpected way [27].
There exist two types of solutions, namely, coarse-to-fine
learning and curriculum learning.
The idea of coarse-to-fine learning is based on the obser-
vation that a vision model can rethink its prediction to either
predict fine-scaled information [25] or amend errors [3].
Researchers designed several approaches for refining visual
recognition in an iterative manner. These approaches can
be explained using auto-context [41] or formulated into a
fixed-point model [22]. Examples include the coarse-to-
fine models for image classification [8], object detection [4],
semantic segmentation [53], pose estimation [44], image
captioning [11], etc. It is verified that joint training over
coarse and fine stages boosts the performance [49], which
raises an issue of the communication between coarse and
fine stages in the training process – we desire feeding
coarse-stage output to fine-stage input, but when the coarse
model has not been well optimized, this can lead to unstable
performance in training. The method proposed in this paper
can largely alleviate this issue.
Another idea, curriculum learning [2], is aimed at grad-
ually increasing the difficulty of training data, so that the
training process becomes faster and/or more stable. This
idea is first brought up by referring to how humans are
taught to learn a concept and verified effective also for
computer algorithms [17]. It is later widely applied to
a wide range of learning tasks, including visual recogni-
tion [34, 40] and generation [35], natural language process-
ing [21, 30] and reinforcement learning [50, 46]. Curricu-
lum learning is theoretically verified a good choice in trans-
fer learning [45], multi-task learning [28] and sequential
learning [1] scenarios, and there have been discussions on
the principle of designing curriculum towards better perfor-
mance [52]. A similar idea (gradually increasing training
difficulty) is also adopted in online hard example mining
(OHEM) [36, 5], but OHEM often starts with a regular data
distribution which is gradually adjusted towards difficult
training data. The major drawback of curriculum learning
lies in the requirement of evaluating the difficulty of training
data, which is not easy in general. This paper provides a
framework to bypass this problem.
3. Our Approach
This section describes our solution. We first present
a unified framework of coarse-to-fine visual learning (our
first contribution), and then propose a progressive algorithm
towards effective training (our second contribution). In the
final part, we draw the connection between this work and
previous literature.
3.1. A Generalized Coarse-to-Fine Framework
Let (x,y?) be a pair of training data, and the target func-
tion is y = f(x;θ). Throughout this paper, f(·) is a deep
neural network and θ denotes the learnable parameters. A
common framework of coarse-to-fine (C2F) learning is to
2
decompose f(x;θ) into two stages, namely:
yF = fF
(
x,yC;θF
)
= fF
(
x, fC
(
x;θC
)
;θF
)
, (1)
where fC(·) and fF(·) are the coarse and fine models, re-
spectively. In this way, we allow the coarse model fC(·)
to produce a rough prediction, and use the fine model fF(·)
to refine it. There exist some vision problems that are easy
to be decomposed, e.g., in semantic segmentation, one can
apply a coarse stage to roughly locate the object followed by
a fine stage to refine segmentation in a small region [53, 49].
However, this is not always straightforward for an arbitrary
vision task, e.g., it is unclear how this formulation can work
on image classification or object localization. The essential
difficulty lies in combining x and yC in the fine model since
they often have quite different dimensions.
We introduce a unified method which encodes yC into
a matrix z of the same spatial resolution as x, after which
x and z are concatenated and fed into the fine model. This
goal is often easy to achieve although the design varies from
case to case. Here we instantiate it in three scenarios, each
of which corresponds to a typical situation. In what follows,
W and H denote the width and height of x.
• yC is a single value or class vector, which happens
in image classification. We duplicate yC by W × H
times so as to fit the spatial resolution of input.
• yC corresponds to a set of bounding-boxes, which
happens in object localization. We construct a spatial
map of a resolution ofW×H , and set the pixels inside
the box to be 1 while those outside to be 0. This is
easily generalized to multi-class detection, where we
need to add one channel for each class.
• yC is a dense matrix, which happens in semantic
segmentation, edge detection, pose estimation, etc. We
do not need any processing, i.e., z = yC.
As a unified formulation, we denote z = g
(
yC
)
, so that
Eqn (1) becomes yF = fF
(
x⊕ g
(
fC
(
x;θC
))
;θF
)
,
where ⊕ denotes concatenation. The function g(·), be-
sides performing the above operation, has two convolutional
layers, each of which is followed by a ReLU activation
function [26]. The output of g(·) has exactly the same
dimensions as x, which brings two-fold benefits. First,
it balances the amount of information provided by x and
g
(
fC
(
x;θC
))
, otherwise the fine model is biased towards
the latter part which often has a higher dimension. Second,
the transformation prevents the fine model from directly
taking the output and thus learning an identity mapping1.
3.2. Progressive Training
Training the above C2F model involves optimizing a loss
function, which is written in a generalized form:
arg min
θC,θF
L
{
fF
(
x⊕ g
(
fC
(
x;θC
))
;θF
)
,y?
}
. (2)
Previous study [49] points out the necessity of joint opti-
mization which typically leads to higher accuracy. How-
ever, at the start of training, i.e., when the coarse model is
not well trained yet, yC = fC
(
x;θC
)
often contains noisy
information which raises extra challenges to optimizing the
fine model. In practice, this often leads to instability in
training, e.g., the fine model fails to converge, or it mostly
discards the coarse prediction so that the accuracy gain
brought by the C2F framework is very much limited.
To deal with this problem, we make use of y? to compute
z and feed it to the fine model at the beginning of training,
but gradually replace y? with yC during the training pro-
cess. To this end, we introduce a hyper-parameter t ∈ [0, 1],
based on which a intermediate variable y˜ is sampled from a
mixed distribution of yC and y?:
y˜
(
y?,yC; t
)
=
{
y? if a ∼ U(0, 1) > t
yC otherwise
, (3)
Here, t is monotonically non-decreasing with respect to the
number of training iterations, which is to say, the probabil-
ity of feeding y? into the fine model is getting smaller with
time2. At the end of training, t = 0 and thus the fine model
does not rely on the ground-truth at all, i.e., the C2F model
is ready for testing. This is named progressive training3.
In summary, the overall loss function for training is:
L = L
{
fC
(
x;θC
)
,y?
}
+ L
{
fF
(
x⊕ z;θF
)
,y?
}
.
(4)
When yC is chosen to be y˜, the gradient of the second term
involves both θC and θF and the coarse and fine models
are optimized jointly. We add a coarse loss term so that θC
is better optimized [39, 20] and the stability of training is
higher [49]. The overall framework is shown in Figure 1.
From another perspective, our approach provides a trade-
off between training stability and generalization ability.
When y? is fed into the fine model, training becomes easier
as accurate cues are received, but the trained model is more
1This is more important with progressive training as shown in the
following part, because at the start of training, we use the ground-truth
y? instead of yC and thus it is easier to learn a dummy function fF(·).
2There are of course other options, e.g., computing a weighted average
like y˜
(
y?,yC; t
)
= (1− t) · y? + t · yC. In experiments, we find that
Eqn (3) shows the best overall performance, arguably because it ensures
every sampled y˜ is a real case (a weighted y˜ may never happen).
3The term of ‘progressive’ is used in a few prior approaches [48, 33,
23], which has different motivations. Our goal is to gradually removing
the use of ground-truth labels y? in the training process.
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Figure 1. Illustration of the proposed C2F framework with progressive training (best viewed in color), which is shown using an example
of object localization. The coarse input x is fed into both the coarse and fine models, and the output of the coarse model is refined by the
fine model towards higher accuracy. The sampling module y˜
(
y?,yC; t
)
placed at the center is the key part of progressive training, which
starts with ground-truth y? but gradually biases towards coarse prediction yC during the training process.
difficult to transfer due to the unavailability of y? during
testing. We alleviate this issue via a gradual transition from
y? to yC. As we shall see in experiments, this overcomes
over-fitting and leads to higher recognition accuracy.
3.3. Summary and Relationship to Prior Works
In summary, we make two contributions, with the first
one being an encoding scheme for generalized C2F for-
mulation, and the second one being a progressive training
strategy that improves both stability and accuracy of train-
ing. To the best of our knowledge, this is the first C2F
framework that can be freely applied to a wide range of
visual recognition tasks.
It is necessary to discuss the relationship between our ap-
proach and curriculum learning [2] which aims at gradually
increasing the difficulty of data during the training process.
We show that progressive training, though not being a strict
curriculum process (according to the definitions in [2]), has
quite similar properties. To reveal this, let u = (x, y˜) be
an input of MF, which can be sampled from the coarse-
prediction distribution PMCt :
PMCt
(
u;θCt
)
= P (x) · N
(
y˜ | fC
(
x;θCt
)
, σtI
)
, (5)
where P (x) is determined by the training set and N (·) is
an isotropic Gaussian distribution, which degenerates to the
Kronecker δ-function when its variance σ → 0. Similarly,
we define the ground-truth distribution PGT:
PGT(u) = P (x) · N (y˜ | y?, σtI). (6)
In the training process, PMCt changes with θ
C
t while PGT
remains constant. Let Pt denote the distribution of u at
time t. We make a simple assumption that the difference
between PGT and PMCt is relatively large4, so that we can
approximate the Shannon entropy of Pt as:
Pt(u) = (1− t) · PGT(u) + t · PMCt
(
u;θCt
)
, (7)
H[Pt] ≈ (1− t) ·H[PGT] + t ·H
[
PMCt
]
+H(t), (8)
where H(t) = −t ln t− (1− t) ln(1− t), which has an
upper bound of ln 2. On the other hand, H[PGT] is smaller
than H
[
PMCt
]
by a margin, because PGT is constant. Thus,
during the training process, H[Pt] is mostly increasing,
which implies that training difficulty becomes larger.
Other closely related works to our approach include [30]
and [49]. [30] considers a sequence learning task in which
each cell takes the output of the previous cell as input. In
each training epoch, the first part of training data are pro-
vided by the ground-truth while the second provided by the
prediction, and the fraction was controlled by the elapsed
training time t. Differently, progressive training allows the
data distribution to be changed more smoothly and thus
improves training stability. [49] proposes a coarse-to-fine
framework for semantic segmentation, and uses a weaker
version of curriculum learning in which the distribution was
changed from PGT to PMCt all at once. This sudden change
may cause the model to fail to convergence. With progres-
sive training, the distribution is gradually changed during
4This can be explained as (i) at the early training stage, coarse predic-
tion is often less accurate, i.e., y? is often far away from fC
(
x;θCt
)
, while
(ii) at the late training stage, coarse prediction becomes more accurate but
also more deterministic, i.e., σt becomes very small.
4
training, leading to consistent convergence and accuracy
gain in experiments (see Section 4.3).
4. Applications
In this section, we apply the designed framework to three
popular vision tasks, including object localization (Sec-
tion 4.1), image classification (Section 4.2) and semantic
segmentation (Section 4.3), each of which corresponds to a
type of encoding yC as discussed in Section 3.1. We also
show that the improvement brought by our approach trans-
fers smoothly from object localization to object parsing.
4.1. Object Localization
4.1.1 Settings
In the first part, we apply our framework to object localiza-
tion, which differs from object detection in that we do not
need to predict the object class in both training and testing
– for each input image, the desired output is a bounding
box that indicates the object. While being less specific,
this system can assist a wide range of vision tasks including
object detection [29] and object parsing, i.e., detecting the
semantic parts of an object [51]. Here, we assume that
only one object exists in each image, but as shown in [51],
this assumption can be easily taken out by applying simple
techniques in the testing process.
We take ScaleNet [29] as our baseline and collect data
from the ILSVRC2012 dataset [32], in which 21 categories
with the superclass of vehicle are chosen, since the original
method provides reasonable prediction on rigid objects. We
only choose those training and testing images with exactly
one bounding-box annotated5, and ignore those with more
than one objects annotated to avoid confusion. In total,
there are around 10,000 training and 1,000 testing images.
Following [29], the entire image is rescaled into 192 ×
192 with its aspect ratio preserved. Empty stripes are added
if necessary. Then it is fed into a 50-layer deep residual
network [13] (only the middle part with 39 layers is actually
used). The output consists of four floating point numbers,
indicating the coordinate (x, y) of the central pixel, the
width W and the height H of the bounding box, respec-
tively. These numbers are individually compared with the
ground-truth using the log-scale `1-norm and summed up
to the final loss. At the testing stage, we compute two eval-
uation metrics, namely, the IOU between the ground-truth
and predicted bounding boxes, and an accuracy indicating
whether the IOU is at least 0.5.
t0 E STG IOU Acc.
BL − − N/A 74.85 85.74
IND − − F 75.18 86.43
JNT − − C 73.97 84.38
F 75.60 86.43
PT 0.0 30 C 74.77 84.96
F 75.35 85.94
PT 0.5 30 C 75.07 85.64
F 77.38 87.60
PT 0.5 50 C 74.31 85.94
F 75.04 86.13
Table 1. Object localization accuracy (%) on the ILSVRC2012 ve-
hicle superclass using different learning approaches and different
options of our approach. t0 andE indicate the value of t at the start
of training and the number of epochs when t reaches 1.0. STG
indicates the stage (coarse or fine). The coarse stage of IND is BL.
There are 50 training epochs in total. For detailed descriptions of
these evaluation metrics, see Section 4.1.1.
Ground-Truth Coarse Fine
IOU = 78.84% IOU = 94.27%
IOU = 80.03% IOU = 96.10%
IOU = 74.12% IOU = 59.13%
Figure 2. Two successful and one failure cases of our approach
in object localization (best viewed in color). The first and second
rows show the successful cases. The bottom row shows a failure
case. In each row, the green frame indicates the ground-truth, and
the red frame indicates the prediction.
4.1.2 Different Learning Options
To study this task in a coarse-to-fine manner, we first con-
struct a weighted map using the predicted x, y, W and H
from the coarse stage. The values within the bounding box
is set to be 1 and those outside set to be 0. This map is
then passed through two convolutional layers and appended
5In the ILSVRC2012 dataset, about half of training images are not
annotated with bounding-boxes, but all testing images are annotated with
bounding-boxes.
5
to x. Although this box only provides a limited amount
of information, we shall see the improvement it brings to
object localization.
We compare progressive training (PT) with other three
training strategies. The baseline (BL) simply trains one
single network, a.k.a., the coarse model. The individual
training (IND) and joint training (JNT) methods train the
coarse and fine model simultaneously, but in individual and
joint manners, respectively. Here, by joint training we mean
to provide yC to MF from the beginning of training, i.e.,
t ≡ 1, while individual training means to provide y? during
the entire training stage, i.e., t ≡ 0. Moreover, we study
different options of PT defined by t0 (the t value at the start
of training) andE (the number of epochs when t reaches 1),
and we assume that t always grows linearly with training
time.
Results are summarized in Table 1. Two interesting
phenomena are observed. First, starting training with a non-
zero t often improves performance, since when t = 0, the
extra information is too strong so that the fine model can
be severely biased towards such “cheating” information and
thus learns a weaker connection between image data and
output labels. In addition, it is always better for the model
to be trained on t ≡ 1 (the same setting as in testing) for
several epochs, so that the model can adjust to this scenario.
Examples showing how our approach works, including a
failure case of localization, are in Figure 2.
In Figure 3, we compare the learning curves of IND,
JNT and the best PT (t0 = 0.5, E = 30). We can see
that the fine phase of IND achieves a very low training error
by heavily over-fitting training data, in particular, with the
“cheating” information from y?. The loss of JNT is much
higher at the beginning, because the fine stage is confused
by the coarse stage. As training continues, the loss term be-
comes smaller because it starts fitting the coarse prediction.
This does not bring benefits, because the potential errors in
coarse prediction are not fixed. PT alleviates this issue by
starting with a relatively easy task in which parts of data
are assisted by the ground-truth, and gradually moving onto
the real distribution, during which the ground-truth data are
still provided to prevent the model from being impacted by
inaccurate coarse predictions.
4.1.3 Application to Object Parsing
Finally, we apply object localization results to object pars-
ing, i.e., detecting the so-called semantic parts in objects.
Here, each semantic part refers to a verbally describable
pattern in the object, e.g., the wheels of a car or the pedal
of a bike. We use DeepVoting [51], which requires all
training objects to have a fixed scale. Thus, accurate object
localization (either scale and location) helps a lot.
We use the VehicleSemanticParts (VSP) dataset intro-
10 20 30 40 50
Epoch
0.5
1.0
1.5
2.0
L
o
s
s
Fine Loss (IND)
Fine Loss (JNT)
Fine Loss (PT)
Figure 3. Learning curves of IND, JNT and PT with t0 = 0.5 and
E = 30 (best viewed in color).
duced in [51], which is created from the vehicle images in
Pascal3D+ [47]. There are six types of vehicles, namely,
airplane, bike, bus, car, motorbike and train. There are
different numbers of semantic parts annotated for each
class, and we directly use the trained models for these six
classes, i.e., DeepVoting itself is not modified, and we only
change the scale prediction module which aims at providing
a better input for DeepVoting. At the testing stage, we
also add random occlusion by extracting pixel-wise masks
from irrelevant objects (e.g., cat or dog) in the PascalVOC
2007 dataset [7] and placing them on the input images.
By controlling the number of occluders and the fraction of
occlusion, we construct four levels of difficulties denoted
by L0, L1, L2 and L3, with L0 indicating no occlusion,
and L3 the heaviest occlusion.
We train two scale prediction models BL and PT (t0 =
0.5, E = 30) on the training set of VSP, in which each
image provides a bounding box for the only vehicle in it.
On the testing set, we compute both scale prediction accu-
racy, measured by whether it differs from the ground-truth
by more than 10%, which follows the original work [51]
and semantic part detection accuracy, measured by mAP.
Results are summarized in Table 2. We can see that, our
approach generalizes from ILSVRC2012 to Pascal3D+ well
for scale prediction, and the more accurate scale prediction
indeed helps object parsing, i.e., the improvement of mAP,
averaged over six classes, exceeds 1% at all occlusion lev-
els. This demonstrates a wide application of our approach.
4.2. Image Classification
We next investigate a fundamental problem, image clas-
sification, from two perspectives, namely, regular classifi-
cation and few-shot classification. The coarse-to-fine al-
gorithm works similarly as that in object localization. We
copy the classification results, a C-dimensional vector with
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SC L0 L1 L2 L3BL PT BL PT BL PT BL PT
ai. 62.4 75.4 46.1 60.9 46.6 59.3 44.6 55.8
bi. 66.8 77.2 64.0 74.8 52.3 68.5 46.7 61.1
bu. 81.5 86.9 57.2 80.9 54.0 68.8 47.8 61.5
ca. 89.7 96.0 67.2 71.8 58.2 61.0 49.6 47.0
mo. 59.9 73.4 52.8 63.1 42.8 55.9 38.5 53.1
tr. 55.1 74.0 47.4 62.9 42.0 59.2 37.5 52.3
avg 69.2 80.5 55.8 69.1 49.3 62.1 44.1 55.1
SP L0 L1 L2 L3BL PT BL PT BL PT BL PT
ai. 60.3 61.3 40.6 42.6 32.3 34.8 25.4 27.4
bi. 90.8 92.3 85.2 88.4 79.6 81.6 62.5 67.8
bu. 81.3 82.1 65.8 65.9 54.6 54.3 40.5 39.9
ca. 80.6 81.1 57.3 57.6 41.7 41.3 29.4 28.0
mo. 69.7 69.3 55.5 56.5 43.4 46.5 31.2 34.3
tr. 61.2 65.3 43.7 45.8 29.8 31.6 22.2 22.1
avg 74.0 75.2 58.0 59.4 46.9 48.4 35.2 36.6
Table 2. Scale (SC) prediction and semantic part (SP) detection
accuracy (%) on the VSP dataset, measured by a threshold of
10% relative difference and mean average precision (mAP), re-
spectively. L0, L1, L2 and L3 indicate different occlusion levels.
C being the number of classes, by W × H times, pass
it through two convolutional layers, and append it to the
original input. We follow the optimal strategy learned from
object localization, which starts with t0 = 0.5 and arrives
at t0 = 1 in the midst of training.
4.2.1 Regular Classification
Regular experiments are performed on CIFAR100 and
ILSVRC2012. CIFAR100 contains 50K training and 10K
testing images. These images have a fixed spatial resolution
of 32 × 32, and are uniformly distributed over 100 classes.
ILSVRC2012 is a subset of the ImageNet database [6],
which contains 1,000 categories located at different levels
of the WordNet hierarchy. The training set has around 1.3M
images, which are roughly uniformly distributed over all
classes. The testing set (a.k.a., the validation set used in
the competition) has 50K images, 50 for each class.
On CIFAR100, we evaluate deep residual networks [13]
with 20, 56 and 110 layers, respectively. All settings follow
the conventions (164 epochs, with data augmentation using
both random flip and crop), which are detailed in an online
repository6. The baseline reports classification rates of
67.11%, 70.10% and 71.21% for 20-layer, 56-layer and
110-layer networks, and after our approach is applied, these
numbers are consistently improved to 69.27%, 71.75%
and 72.31%, respectively.
6https://github.com/bearpaw/pytorch-classification
Avg TR 1-shot 2-shot 5-shot 10-shot 20-shot
novel
BL 45.23 56.90 68.68 74.36 77.69
PT 46.27 57.78 69.42 74.86 78.03
all
BL 57.65 64.69 72.35 76.18 78.46
PT 58.67 65.68 73.08 76.56 78.57
all+p
BL 56.43 63.41 70.95 74.75 77.00
PT 57.63 64.55 71.93 75.51 77.60
Att TR 1-shot 2-shot 5-shot 10-shot 20-shot
novel
BL 46.02 57.51 69.16 74.83 78.11
PT 46.37 57.93 69.48 74.98 78.11
all
BL 58.16 65.21 72.72 76.50 78.74
PT 58.87 65.97 73.34 76.87 78.79
all+p
BL 56.76 63.80 71.24 75.02 77.25
PT 57.89 64.91 72.22 75.79 77.81
Table 3. Few-shot classification results on ImageNet. We evaluate
on both average and attention weight generators, and report results
on different shots, i.e., 1, 2, 5, 10 and 20. The baseline (BL) is [9].
On ILSVRC2012, we train a deep residual network [13]
with 18 layers from scratch. All settings also follow the
conventions (90 epochs, a series of data augmentation tricks
in training, single 224×224 crop in testing), which are also
detailed online6. With our approach, the top-1 accuracy of
ResNet-18 is boosted from 69.57% to 70.08%.
The accuracy gain in classification seems smaller than
object localization, which is partly due to the abundance of
training data in classification. In what follows, we show
much larger improvements in few-shot experiments.
4.2.2 Few-shot Classification
Few-shot classification experiments are performed on Mini-
ImageNet [42] and ImageNet [6]. Mini-ImageNet has 100
different categories with 600 images per category, and each
image has a size of 84 × 84. For our experiments we use
the splits in [31] that include 64 categories for training, 16
categories for validation, and 20 categories for testing. On
ImageNet, We follow [12, 43] to split ILSVRC2012 into
389 base and 611 novel categories, using 193 base and 300
novel categories for cross validation, and the remaining for
final evaluation.
On Mini-ImageNet, we follow the convention to use a
deep residual network with 14 layers, and investigate a
popular setting which takes 64 categories as the base, and
performs 5-way learning using different numbers of training
images (shots). We first train a classification model on the
base classes with the same learning strategy as in regular
experiments, and then fine-tune it on the novel classes either
directly (BL) or in a progressive manner (PT). Note that
we do not design specific techniques for few-shot learning,
nevertheless, we observe significant accuracy gain over the
baseline, boosting the 5way-1shot, 5way-5shot and 5way-
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20shot rates from 29.59%, 50.53% and 64.75% to 38.72%,
54.05% and 70.93%, respectively. This verifies our moti-
vation, i.e., coarse-to-fine learning has the ability of alle-
viating over-fitting, so that it works better in this few-shot
scenario, we obtain much more significant improvements
compared to those in regular classification.
On ImageNet, the baseline [9] trains a recognition model
with a 10-layer residual backbone and a classifier based on
cosine similarity in the first training phase. In the second
phase, we follow the convention to freeze the backbone
and only train the classifier, with access to both novel and
base categories. Two different classifiers with average and
attention weight generators are evaluated as in the original
paper. We use the evaluation metrics in [43], and results
are shown in Table 3. Again, our approach improves few-
shot classification accuracy consistently. Being a general-
ized training strategy, it achieves comparable improvements
to [9], a specifically designed few-shot learning algorithm.
4.3. Medical Image Segmentation
The third task is medical image segmentation, which
serves as an important prerequisite for computer-assisted
diagnosis (CAD). We investigate the scenario of CT scans
which are easy to acquire yet raise the problem of organ
segmentation. We follow [49] to use the dataset containing
16 organs and blood vessels in 200 abdominal CT scans.
We study each organ individually, where 150 cases are used
for training and the remaining 50 for testing. We measure
the segmentation accuracy by computing the Dice-Sørensen
coefficient (DSC) for each sample, and report the average
and standard deviation over all tested cases.
The baseline model is RSTN [49], a coarse-to-fine ap-
proach which deals with each target individually. Here, both
MC and MF are fully-convolutional networks (FCN) [24].
As mentioned before, we do not need to process the coarse
output in this case, so g(·) contains two convolutional layers
on the segmentation mask y˜, blurring it into a saliency map
before adding it to the original image. To filter out less
useful input contents, a minimal bounding box is built to
cover all pixels with a probability of at least 0.5, and the
input image is cropped accordingly before fed into the fine
stage. Different from the previous baselines, RSTN works
in an iterative manner, i.e., more than one fine stages are
performed during testing, until convergence is achieved.
In the original paper [49], to improve training stability,
the authors designed a stepwise training strategy which first
feeds the ground-truth mask y? into MF, and changes it to
yC at a fixed point of the training process. However, it still
failed to converge on 3 out of 16 targets (see Table 4), and
had a probability to fail on other 5. By applying progressive
training, we allow the supervision signal to change gradu-
ally from y? to yC, not suddenly. There are in total 120K
iterations with a mini-batch size of 1. Because semantic
Organ BL-C BL-F PT-C PT-F
aorta∗ 90.78 ]90.76 91.99 93.69
adrenal gland 60.70 63.76 60.97 64.11
celiac a.a.∗ − − 52.96 56.02
colon 74.69 ]74.14 77.72 79.94
duodenum 71.40 73.42 67.80 72.22
gallbladder 87.08 87.10 87.58 89.68
inferior v.c.∗ 79.12 79.69 81.54 83.39
kidney left 96.08 96.21 95.64 96.21
kidney right 95.80 95.97 95.35 95.79
liver 96.70 96.75 96.28 96.93
pancreas 86.09 87.60 83.66 87.91
superior m.a.∗ − − 66.89 74.01
small bowel 63.86 ]63.52 71.90 75.32
spleen 96.61 96.78 96.02 96.80
stomach 94.82 94.98 93.53 94.59
veins∗ − − 72.89 75.13
average: organs 83.98 84.57 84.22 86.32
average: vessels − − 73.26 76.45
average: all − − 80.80 83.23
Table 4. Comparison of coarse (C) and fine (F) segmentation by
the baseline (BL, [49]) and the proposed progressive training strat-
egy (PT). A target is marked by an asterisk if it is a blood vessel.
The original version of RSTN [49] cannot achieve convergence
on three blood vessels (marked by −). A fine-scaled accuracy is
indicated by ] if it is lower than the coarse-scaled one.
segmentation is much more difficult than previous tasks,
we use t ≡ 0 in the first 40K iterations otherwise coarse
prediction may provide a meaningless mask and thus totally
confuse the fine stage. We change t gradually from 0 to 1
in the next 40K iterations, and set t ≡ 1 in the last 40K
iterations. The learning rate starts with 10−5 and is divided
by 2 after 90K, 100K and 110K iterations.
Results are summarized in Table 4. We can see that, after
our approach is applied, RSTN achieves convergence on all
16 targets, including the 3 blood vessels which failed to
converge. Among all 16 targets, our approach improves the
segmentation accuracy of 9 of them, with 5 of them over
1%, 3 of them over 3% and 1 of them over 10% (small
bowel). Slight accuracy drop (< 0.40%) is reported on 2 out
of 16 targets, and the maximal drop is 1.20% (duodenum).
In general, the average accuracy over 13 converged targets
is boosted by 2%, which is significant given such a high
baseline and the fact that our approach merely changes the
original training strategy of RSTN.
The success on RSTN shows that our approach can
be freely applied to iterative learning frameworks.
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5. Conclusions
In this paper, we present the first coarse-to-fine (C2F)
learning framework that applies to a wide range of vision
problems. We make two contributions, namely, encoding
the prediction into a dense matrix to concatenate with the
original input, and designing a progressive training strat-
egy to achieve both stability in training and higher accu-
racy. The effectiveness of our approach is verified on three
popular vision tasks, i.e., classification, localization and
segmentation. In particular, the ability of our approach
at alleviating over-fitting is shown in training curves, and
highlighted in few-shot experiments.
This paper leaves much room for future research. For
example, the strategy of monotonically increasing the dif-
ficulty of training data may not be perfect, as some prior
work [14] verified that disturbing the training process can
lead to better model ensemble. This is possibly related to
some specific strategies for each particular task. Studying
these topics may provide new perspectives to understand
machine learning, in particular deep learning methods.
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