In a lecture to the Institution of Civil Engineers, Lord Kelvin said: 'When you cannot express it in numbers, your knowledge is of a meagre and unsatisfactory kind' (3 May, 1883, as cited in Thompson, 1910 Thompson, /1976 . Psychologists have learned how to express their findings in numbers, but often the expression is neither clear nor convincing, leaving the reader bewildered at the author's intent. There are two related problems. The first is whether the author reports the statistical results clearly and in a manner suitable for the typical reader. The second is whether the statistics conducted are appropriate. An American Psychological Association (APA) task force produced a report (Wilkinson et al., 1999) on these issues which is worth consulting. Dozens of other papers have addressed these concerns (see http://www.coe.tamu.edu/~bthompson/ for examples). As the statistics editor of BJEP I am often asked statistical questions. The aim of this paper is to provide suggestions to address these issues and also to impart a flavour of how data analysis should be conducted and reported for BJEP and other psychology journals. It would be easy, but not helpful, just to criticise how people report statistics. Instead, I try to provide direction on how to improve the reporting of data. I have organised this paper around three themes: null hypothesis significance testing, choosing a statistical test, and presenting results. There are several additional topics that could have been included. My sampling was based on those questions raised by BJEP authors, editors, and reviewers.
Null hypothesis significance testing (NHST) (the p value approach)
The dominant approach for statistical analysis in psychology is to report p values and use these to reject or not reject hypotheses (Hubbard & Ryan, 2000) . Most students and researchers wrongly believe that the p value is a probability about the null hypothesis (Oakes, 1986; Wright, 2002b) . It is not. It is the probability of observing data as extreme (or more extreme) as observed assuming that the null hypothesis is true. Numerous authors have pointed out the limited value of this approach and that if people understood what p was the probability of, they would use this approach less (e.g., Carver, 1978; Schmidt, 1996) . Even those who feel that there is a place for NHST agree that it is overused and often misused (see papers in Harlow, Mulaik, & Steiger, 1997, and Chow, 1998, for discussion) .
Improvement: NHST and p values should be used less and it should be made clear that they are of limited value. If NHST is used, the word 'significant' should be avoided if referring to a result with p < .05 because it implies an effect is of practical value. Words like 'reliable' and 'robust' are also problematic because they suggest more than what p < .05 implies. The word 'detected' is closer to actual meaning, but is still not perfect. Thompson (1996) suggests always prefacing 'significant' with 'statistically'. This makes it clear that p < .05 does not mean 'significant' in its standard English usage, but it does not say what it means. Kirk (1999, p. 337 ) provides a useful definition: 'In the simplest terms, a statistically significant result is one for which chance is an unlikely explanation'. There is no simple phrase that properly conveys this information, but 'detected' or 'statistically significant' are improvements over just 'significant'.
Researchers should consider alternatives to NHST. This may include substantial changes like using Bayesian analysis (see Gill, 2002, for introduction) , which brings some of its own problems, or it may simply be reporting more information to help the reader. Researchers should avoid the dichotomous reject/not reject aspect of NHST, should report effect sizes, should calculate confidence intervals, and should conduct power analyses. These topics are discussed below.
Further reading: Cohen (1994) ; Thompson (1996) ; Wilkinson et al. (1999) .
range 0 to 5% when the t value and the degrees of freedom allow anyone with Excel, SPSS, etc., to calculate that p = .03? Improvement: Report p = .03 rather than p < .05. This is a move away from strict reliance on the convention of .05 and the dichotomous decision-making aspect of NHST. There is some disagreement about what should be reported for extremely small probabilities. The computer often prints p as .000. Some people argue that printing p = .00 or p = .000 is fine because readers will realise that the probability is a very small number and has been rounded down from a number greater than zero. Other people, including myself, dislike seeing p = 0 because it may suggest to some readers that the probability is absolute zero; that it is an impossibility. We prefer reporting p < .001 in these situations.
(2) Which measures of effect size should be used? Many scientific journals, including APA journals, require reporting the size of any effect. Effect sizes tell the reader how big the effect is, something that the p value does not do. The purpose of reporting effect size is to communicate to the reader the size of the effect and to allow comparisons with other effects. Thus, the measure should be meaningful, understood by others, and comparable with other effect sizes. To be meaningful, it is important to report the units of measurement of the effect size. There are different ways to classify different measures of effect size. Here two distinctions are made. The first is whether the effect is reported in units of the original variables or in standardised units. For example, it is often valuable to report that the mean on a test is 3 correct answers higher in one group than in another, or that an increase of 1 hour of homework per week is associated with getting 2 more correct answers. However, to compare across studies that use different dependent measures it is often valuable to report that one group scores, on average, 1 standard deviation higher than another, or that there is 25% shared variance between homework time and scores on the test. Most of the discussion about effect sizes relates to these standardised measures. A second useful distinction (Kirk, 1996; Richardson, 1996) is between effects for the differences between group means and effects in terms of proportion of variation or association. There are several measures for each of these. Because all can these can be transformed into proportion of variance, some researchers say that standardised measures based on proportion of variation should be used (e.g., Field & Hole, 2003) .
Measures of effect size for categorical variables are often treated differently than those for metric variables. There are several different measures. The nature of categorical measures is that the most meaningful units are the percentage of cases in each category or the odds of a case being in a category. Suppose the odds of passing an exam for one group is 3 to 1 (three passes for every fail), and for another group is 2 to 1 (two passes for every fail). The ratio of the odds, 3/2 = 1.5, is a good choice for measure of association. This is called the odds ratio and is appropriate for 2 6 2 contingency tables and is used in more complex loglinear models. Another popular measure for more complex contingency tables is Cramer's V. It has the advantage of being based on the well known w 2 statistic and being related to Pearson's r statistic. Improvement: Report effect sizes with the appropriate units. Often the effect size should be reported both in the units of the original variable and in standardised units like the correlation.
Further reading: Kirk (1996) , Rosenthal, Rosnow, and Rubin (2000) .
(3) Confidence intervals are not available from my statistics program? Confidence intervals give a region which usually includes the true population value of the parameter. They are useful because they both show the estimate of the parameter and indicate how precise this estimate is. Like NHST they can be used to test specific point hypotheses (if the interval does not include a particular point, then NHST would reject that hypothesis), but they can also be used when there is no specific hypotheses and can be used for comparing results across studies. Sometimes it is difficult to find confidence intervals for everything that you report. Some are reported in the main statistical packages, but for many measures free software can be downloaded to calculate these (see below). It is probably best to use a search engine, like google.com, to find exactly what you are looking for. Others, like within subject confidence intervals, can be calculated using the main statistical packages with a few additional calculations (Loftus & Masson, 1994) . Confidence intervals have traditionally just been for means and other parameter estimates, not effect sizes. The computation for confidence intervals of effect sizes is more difficult, but they are now becoming more popular (see Thompson, 2002 , for a review).
An alternative is using bootstrapping to calculate confidence intervals. Bootstrapping can be used to calculate confidence intervals for anything. It involves taking hundreds or thousands of 're-samples' from the observed data and calculating the statistic (e.g., the mean, the correlation) each time. With modern computers this can be done in seconds. The middle 95% of the estimates provides a confidence interval that is not as reliant on assumptions as confidence intervals calculated in traditional ways. Many statistics packages, like SPSS and SYSTAT, now offer bootstrapping options for some of their procedures.
Improvement: Report confidence intervals routinely. Often this can be done instead of using p values. The interval should be reported as, for example, 8±3 or (5, 11). Some confidence intervals, like those found through some forms of bootstrapping, are not likely to be symmetric, therefore the lower and upper bounds must be explicitly given.
Further reading: Efron and Gong (1983) ; Thompson (2002) ; Wright (2002b) ; http:// glass.ed.asu.edu/stats/analysis/ for free software that calculates confidence intervals for many measures.
(4) How many participants should I use; when should I do a power analysis? There are several considerations that a researcher must take into account when deciding how many participants to use in a study. Practical and financial issues are concerns. Also, it is important to consider what the likelihood of detecting an effect is. This is where power analysis can help.
The power of a test is the probability of rejecting a specific effect size for a specific sample size at a particular a level (ie., the critical level to reject H0). It should be used when calculating the number of participants used in a study and should be described in the Methods section of the paper. The convention is to have power of at least 80%. The standard a level is 5%. It is more difficult to decide the minimum effect size that you are trying to detect. Cohen (1992) lists small, medium, and large effect sizes, and researchers tend to use one of these. However, it is preferable to calculate an effect size based on past research and practical implications. Several statistics packages (e.g., SYSTAT, S-Plus) have modules for calculating power. There is also freeware available for this. G*Power is one of the most popular (website below).
Improvement: Power analysis should be used to calculate the number of participants to be used in any study. Using power analysis will tend to increase the size of the samples, but will increase the number of effects detected, so it should be cost effective in the long term. Even when practical issues dictate how many participants are used, it is worth doing a power analysis so that the likelihood of detecting effects of different sizes is known. This can help prevent over-interpretation when effects are not detected.
Further Reading: Cohen (1992) ; http://www.psycho.uni_duesseldorf.de/aap/projects/gpower/ to download free software.
Choosing a statistical test
Many readers would like a list of the appropriate tests to run for every particular situation. This could be like the flow charts that appear in many introductory textbooks directing readers to the 'right' statistical test, providing they can answer questions about, for example, the level of measurement of the data. I am not going to do this here, but rather describe some of the factors that people often consider when choosing a test. The flow chart approach is too simple and can often be misleading. First, it suggests that answers to questions like whether the data are interval or what hypotheses are being investigated are easily answered. Second, it makes the tests appear very different from each other, when arguably researchers should focus on the commonalities of statistical tests (i.e., the generalised linear model). Third, and most important, it makes it sound as if there is one 'right' test. Most situations are not this straightforward.
(1) Are my data interval? The level of measurement is not an inherent characteristic of a particular variable, but a characteristic that we, as researchers, bestow on it based on our theories of that variable. It is a belief we hold about the variable. We act as if the data are of a certain level, and we therefore need to convince readers that this is an appropriate assumption. Because interval level means the distance between points 2 and 4 on some scale is the exact same as between 5 and 7, some have argued that to have precisely this equality is impossible and therefore is never true. However, because level of measurement is something inside the researcher's head, s/he is perfectly welcome to believe this particular equality, and therefore act as if the data are interval even if for another researcher this would not be appropriate. Lord (1953) and Wright (1997) provide examples of this.
How does level of measurement relate to the choice of statistical test? Some statistical tests are only meaningful for data of a particular level of measurement. For example, calculating a mean implies interval data. We can calculate the mean of any numerical variable, but sometimes this statistic will not convey what the researcher wants.
Improvement: Methodologists differ on how important they think level of measurement is for determining a statistical test, so I will avoid making any strong recommendations. Make sure that you can justify your choice of level and consider alternatives. Many recent rank-based statistics, sometimes called R estimators, have been designed for ordinal data and these are improvements over earlier procedures (Cliff & Keats, 2002; Hettmansperger & McKean, 1998 (Micceri, 1989) and that minor deviations from Normality can affect these statistics (Tukey, 1960) . Since 1960 numerous procedures (for example M estimators, trimmed statistics, see Hoaglin, Mosteller, & Tukey, 2000) have been developed that not only are more robust, meaning that they are less affected by a small number of outliers, but are also usually more powerful than their Normal-based counterparts (see Wilcox, 2001 , for an introduction and Wilcox, 1997, for more details). This means that by using these procedures researchers are less likely to report rogue findings due to a few errant outliers and are more likely to detect actual effects. Thus, the shape of the distribution should greatly affect your choice of statistical test! These are newer procedures. Many statistical programs do not incorporate them (though S-Plus is excellent), and there are not robust alternatives available for every technique psychologists use. Transformations can often be used to make the distributions more Normally distributed, but these affect the measurement level of the variable.
2 An example transformation is ranking the variables. However, researchers must be cautious in their interpretations. Inferences about transformed variables may not be valid for their untransformed counterparts.
Improvement: If you are worried about a few points, run the statistical tests with and without these points. If you reach the same conclusion then you should feel more comfortable with your results. There are several free robust libraries, including those in Wilcox (2001) , which can run on the package S-Plus and the freeware package R (see http://www_rcf.usc.edu/~rwilcox/). It is worth exploring these techniques. Their use is greatly increasing.
Further reading: Wilcox (1998 Wilcox ( , 2001 .
(3) When should I use a median split?
The answer is probably never. To understand why, consider the following situation. You are interested in the relationship between hours of study per week and performance. Figure 1a shows a scatterplot of hypothetical data between these variables and some related statistics. These statistics are what the introductory textbook flowcharts would suggest. The scatterplot shows a positive relationship between hours studied and performance. There is an increase in the performance estimate of about 1 point for each extra hour studied. When doing a median split, all values less than the median, here 10.5 hours, are treated the same and all those above the median are treated the same. This is depicted in Figure 1b , where the number of hours variable has been collapsed into two categories. You might give the value 0 to those below the median and 1 to those above the median. The model being estimated assumes that there is no difference between studying 1 hour and 10 hours, and no difference between studying 11 hours and 20 hours. The predicted performance score for someone studying for 2 hours is 63 points, for 10 hours is 63 points, for 11 hours is 71.5 points, and for 18 hours is 71.5 points. There may be examples where the model tested with a median split is appropriate, but these are rare.
There are situations where a continuous variable should be dichotomised. For example, you may record a person's age but only be interested in whether the person is old enough to vote. Similarly, sometimes there is step function, where above a certain threshold people perform differently than below this threshold. However, it is unlikely that it is exactly at the median where this step takes place. The level of measurement implied by median splits, where all values either side of the median are equal, is very peculiar. As stated above, the level of measurement is in the researcher's head so it may be that this particular level is appropriate, but it would be difficult to argue for it. There are procedures for deciding if a continuous variable or set of continuous variables should be collapsed into categories (Waller & Meehl, 1998) .
Improvement: Avoid using median splits. This often means using a regression procedure rather than an ANOVA. Mathematically these are equivalent (Cohen, 1968) . Running the regression will often require computing new variables for interactions and this should be done carefully (Jaccard, Turrisi, & Wan, 1990) .
Further reading: Cohen (1983) ; Waller and Meehl (1998 Figure 1a shows the original hours variable ranging from 0 to 20 hours. In Figure 1b the data are collapsed into those below the median and those above the median. The linear regression with accompanying statistics are included with both. For Figure 1b , the linear regression is identical to a t test simpler techniques should be reported and if appropriate the authors may report that the more advanced techniques led to similar conclusions. In general, the best designs require the simplest statistics. Improvement: Do not be afraid to learn new statistical procedures. This may create delays for the publication and may cost money, but this is part of the publishing process. Plan which statistical techniques you may need while you are designing your study. Minor changes to the design can make the statistical analyses much simpler. Do not try to impress the reviewers with statistical complexities. If you use advanced statistics, beyond what the typical psychology undergraduate would know, make sure that these are clearly described.
(5) How do I analyse test re-test designs? -Lord's Paradox
The following example illustrates how it is important to match the particular model that you have in mind with the statistical test you report. This is true in all research. Here it is shown for a common example in education, measuring change for two groups.
Consider the following hypothetical study. You have two naturally existing groups of pupils, the stars and circles in Figure 2 , and are interested in the effect of a reading programme. You measure reading at time 1 and then one of the groups, say the circles, takes part in the reading programme. You then measure reading at time 2. The question of how to analyse this simple design is at the heart of a paradox raised by Lord in 1967. In some situations it would be reasonable to conduct any of the following: a t test on scores at time 2, a t test on the difference between the scores at time 2 and time 1, an analysis of covariance partialling out scores at time 1, etc. All these relate to whether the reading programme makes a difference, but they make different assumptions and test different models (Hand, 1994) . Here, the stars are about 40 points higher at time 2 (95% CI from 28.3 to 48.1 points, t(18) = 8.1, p < .001), but they clearly began with higher scores. This is unlikely to occur if you had randomly allocated people into conditions, but often this is not feasible. For example, the groups may be boys and girls, dyslexic and non-dyslexic pupils, etc. Running a t test on the difference, time 2 minus time 1, shows that circles increased by about 10 points while the stars did not increase (95% CI of difference between groups 1.1 to 22.7 points, t(18) = 2.33, p = .03). Running an ANCOVA, partialling out time 1 scores, shows the stars have predicted values about 14 points higher for any score at time 1 (95% CI from 4.7 to 23.3, t(17) = 3.18, p = .005). The effect appears in the opposite direction of the t test on the difference despite testing a similar hypothesis. All of these are accurate descriptions of the situation, but are asking different questions (Hand, 1994) . Deciding whether the reading programme is causing a difference requires assumptions beyond the data (see Wainer, 1991, for details) .
Improvement: The only procedure that is always correct in this situation is a scatterplot comparing the scores at time 2 with those at time 1 for the different groups. In most cases you should analyse the data in several ways. If the approaches give different results, as they do here, think more carefully about the model implied by each.
Further reading: Hand (1994) ; Lord (1967); Wainer (1991) .
(6) Do the data fit my model?
Once you have conducted your analyses and created a model (whether the model is just no difference between groups or a complex equation) you need to evaluate whether the observed data fit the model. Figure 3 shows how a model can be evaluated. Suppose you are trying to determine if a linear regression is an appropriate model. First, you can see whether a non-zero correlation is detected or not (i.e., is p < .05). On its own this tells us little about the effect other than that one has been detected. Reporting the size of the correlation and the slope of the regression line in appropriate units are steps in the right direction. Next, you should make sure that the correlation is not due to just a few points, that it is robust. The scatterplot should be examined to make sure that the effect is linear and that there are no oddities in the data. Finally, the effect should be consistent with what is known about science. If your model implies gravity does not exist, then regardless of the first four tests of your data, your model is probably wrong. Improvement: Go beyond the simple reject/fail to reject dichotomy and beyond the numerical output in evaluating your models. This will also help you to understand your data and models. Statistics is only one way to assess the value of your model.
Presenting the results section
Even when the appropriate statistics are conducted, often the information is not adequately presented to the reader. The rules of style, both generally (Gibaldi, 1999; Strunk & White, 1979 ) and specifically to psychology (Sternberg, 2000) , apply to results Figure 2 . A scatterplot showing hypothetical data for two groups of children. These hypothetical data demonstrate Lord's paradox. A t test on the differences (time2 -time1) shows the improvement for the circle group is larger. An ANCOVA shows that once accounting for time 1 scores, the star group does better (i.e., its regression line is above the line for the circles) sections as well as the rest of the paper. A results section should not be a list of the statistical analyses conducted, but a description of the data, highlighting the important aspects and providing the evidential bases for any conclusions. A second year undergraduate should be able to read the results section, on its own, and know what the main findings are.
Further readings: Gibaldi (1999); Sternberg (2000) ; Strunk and White (1979) .
(1) Causal and associative hypotheses Broadly speaking, there are two types of hypotheses that can be explored: causal and associative. Causal hypotheses imply that changing some aspect of the environment will tend to create some difference. In order to have a causal hypothesis it is necessary to think about manipulating some aspect of the system. Causal hypotheses are most easily investigated using experimental designs. Associative hypotheses describe how variables relate to each other in the absence of manipulation. Sampling is critical for investigating associative hypotheses. It should be made clear which type of hypothesis is being investigated. While some research combines these, investigating the situations where causal effects apply, the more common error is wrongly describing an associative hypothesis as causal. For example, you should not think of gender as having a causal effect (Holland, 1986) . Improvements: Make clear which type of hypothesis is being examined. The type of hypothesis examined is determined by the design and the researchers' theories, and not the statistical procedures (i.e., using structural equation modelling does not mean you are necessarily examining causal hypotheses, Thompson, 2000) .
Further reading: Cook and Campbell (1979); Cronbach (1957) .
(2) Reliability of scale scores Psychometric tests are critical for much psychology and education research. There are two common complaints about manuscripts. First, often it is not clear what the psychometric test is. Second, the reliability of the sample data for the test is not reported. There are different kinds of reliability. Most often what is being referred to is the internal consistency of the scores on a particular scale. Improvement: Say which psychometric tests you are using, give brief descriptions, and cite appropriate sources. Report the reliability for the sample data in the results section.
Further reading: Strube (2000); Thompson and Vacha-Haase (2000) .
(3) Tables and graphs Tukey's (1977) Exploratory Data Analysis made the science of pictorially representing data an important part of mainstream statistics (for example, Tufte, 2001) . Good tables and graphs can convey information more clearly than text. Bad tables and graphs can confuse and mislead the reader. Bad graphs make the paper look unprofessional. Given the software available, there are no excuses for bad graphs. Seldom are the default settings for software acceptable. It may take several hours to make an acceptable graph. One rule that is often broken is when authors add useless information, like a false third dimension, to a graph (Fischer, 2000) . This adds complexity without adding information.
Improvement: Carefully think about which type of graph will best illustrate the information that you wish to communicate. Graphs should communicate the information as simply, as clearly, and as accurately as possible. Take time to prepare good graphs. 
Summary
On the final day of my year-long statistics course I tell the blurry eyed students that there are four things that they need to remember from the course:
(1) Data = Model + Error This equation can be made to look much more complex, but it is this simple equation that underlies all our statistics. For example, with a group t test Model is the null hypothesis that there is no difference between groups. The size and distribution of the Error tells us how well the data fit the model.
(2) Tell a story with your data; think about your audience; say it as simply as possible Why is the results section of a paper not the most exciting part of the paper? The introduction and methods should leave readers on the edge of their seats. The results should relieve the suspense, announcing whatever results are so important that they deserve publication. The reason that most results sections are not exciting is because of the way they are written: statistical phrases are not well explained, trivial findings are not differentiated from crucial findings, and numbers are reported without any substantive meaning. The goal of all writing is communicating your ideas.
(3) Current practice is not good
The reason for this paper, the reason for the APA report (Wilkinson et al., 1999) , the reason for other similar reports, is that psychologists are not getting the most out of their data and are often misleading their audience. Some of the suggested improvements are:
If a p value is reported, it should include an effect size and with confidence intervals, The units of measurement for the effect size should be reported where practical, Try to use the word detected or statistically significant rather than just significant, Provide rationale for the sample size (for example, with a power analysis), Carefully consider which statistical tests you report, and justify your decision, Make clear the nature of the hypotheses being explored, Write clearly, as if for second year undergraduates. I hope that authors follow this guidance, that reviewers remind authors about them, and that editors insist that results are reported as clearly and as accurately as possible.
(4) 'Make friends with your data' (Rosenthal, from Azar, 1999) The final piece of advice that I leave students with is the most important. Robert Rosenthal was one of the co-chairs of the APA task force that looked into statistics reporting and he said that researchers should 'make friends with your data'. Researchers often spend months or years painstakingly designing a study and collecting data, and then throw their data into a computer and try to analyse it in minutes. The data deserve better. The quick and reckless approach to data analysis often fails to identify important aspects of the data. You should become friends with them! Conducting data analysis is like drinking a fine wine. It is important to swirl and sniff the wine, to unpack the complex bouquet and to appreciate the experience. Gulping the wine doesn't work.
