We propose an approach to learning with graph-structured data in the problem domain of graph classification. In particular, we present a novel type of readout operation to aggregate node features into a graph-level representation. To this end, we leverage persistent homology computed via a real-valued, learnable, filter function. We establish the theoretical foundation for differentiating through the persistent homology computation. Empirically, we show that this type of readout operation compares favorably to previous techniques, especially when the graph connectivity structure is informative for the learning problem.
Introduction
We consider the problem of learning a function from the space of (finite) undirected graphs, G, to a (discrete/continuous) target domain Y. Additionally, graphs might have discrete, or continuous attributes attached to each node. Prominent examples for this class of learning problem appear in the context of classifying molecule structures, chemical compounds or social networks.
A substantial amount of research has been devoted to developing techniques for supervised learning with graph-structured data, ranging from kernel-based methods [23, 22, 9, 15] , to more recent approaches based on graph neural networks (GNN) [20, 11, 31, 18, 26, 28] . Most of the latter works use an iterative message passing scheme [10] to learn node representations, followed by a graph-level pooling operation that aggregates node-level features. This aggregation step is typically referred to as a readout operation. While research has mostly focused on variants of the message passing function, the readout step may have a significant impact, as it aims to capture properties of the entire graph. Importantly, both simple and more refined readout operations, such as summation, differentiable pooling [28] , or sort pooling [30] , are inherently coupled to the amount of information carried over via multiple rounds of message passing. Hence, architectural GNN choices are typically guided by dataset characteristics, e.g., requiring to tune the number of message passing rounds to the expected size of graphs.
Contribution. We propose a homological readout operation that captures the full global structure of a graph while relying only on node representations that are learned (end-to-end), from immediate neighbors. This not only alleviates the aforementioned design challenge, but potentially also offers additional discriminative information.
The main idea is to consider a graph, G, as a simplicial complex, K, i.e., the main structure in simplicial homology. While this view would allow us to study, e.g., the ranks of homology groups, revealing the number of connected components or loops, the information is quite coarse. Alternatively, we can construct K, one part at a time, and keep track of the induced homological changes. To do Conceptual overview. For a graph, G, interpreted as a simplicial complex K, a real-valued time is first computed via f for each node, e.g., implemented by a GNN with one level of message passing. We then compute persistence barcodes, B k , which are fed through a vectorization scheme V and passed through a classifier (e.g., an MLP). Our approach allows passing a learning signal through the persistent homology computation, effectively allowing to optimize f for the specific classification task.
this, we need an ordering on the parts of K which can be realized by defining a suitable function f : K → R. The concept of successively constructing K extends homology to persistent homology [7] , which offers a concise summary representation of the induced homological changes that occur during this process.
Related work
Graph neural networks. Most previous work on neural network based approaches to learning with graph-structured data focuses on learning informative node embeddings to solve tasks such as link prediction [21] , node classification [11] , or classifying entire graphs. Many of these approaches, including [20, 6, 17, 2, 14, 18] , can be formulated as a message passing scheme [10, 27] where features of graph nodes are passed to immediate neighbors via a differentiable message passing function; this operation proceeds over multiple iterations with each iteration parametrized by a neural network. Aspects distinguishing these approaches include (1) the particular realization of the message passing function, (2) the way information at a node is eventually aggregated, and (3) whether additional edge features are included. Due to the algorithmic similarity of iterative message passing and aggregation to the Weisfeiler-Lehman (WL) graph isomorphism test [25] , several works [26, 18] have recently studied this connection and established a theoretical underpinning for analyzing properties / limitations of GNN variants in the context of the WL test.
Readout operations. With exceptions, surprisingly little effort has been devoted to the so called readout operation, i.e., a function that aggregates node features into a global graph representation and allows making predictions for an entire graph. Common strategies include summation [6] , averaging, or passing node features through a network operating on sets [17, 10] . As pointed out in [28] , this effectively ignores the often complex global hierarchical structure of graphs. To mitigate this issue, [28] proposed a differentiable pooling operation that interleaves each message passing iteration and successively coarsens the graph. A different pooling scheme is proposed in [30] which relies on appropriately sorting node features obtained from each message passing iteration. Both pooling approaches are generic and show substantial improvements on multiple benchmarks. Yet, the gains inherently depend on multiple rounds of message passing, as the global structure is successively captured during this process. In our alternative approach, global structural information is captured even initially and only hinges on a scalar attached to each node, learnable via a GNN with only one level of message passing.
Persistent homology & graphs. Notably, analyzing graphs via persistent homology is not new, with several works showing promising results on graph classification [13, 4] . So far, however, persistent homology is used in a passive manner, meaning that the function f mapping simplices to R is fixed and not informed by the learning task. Essentially, this degrades persistent homology to a feature extraction step, where the obtained topological summaries are fed through a suitable vectorization scheme and passed to a classifier. Further, the success of [13, 4] inherently hinges on the choice of the a-priori defined function f , e.g., the node degree function in [13] and a heat kernel function in [4] . The difference to our approach is that backpropagating the learning signal stops at the persistent homology computation; in our case, the signal is passed through, allowing to adjust f during learning.
3 Background
We provide a concise introduction to the necessary concepts of persistent homology and refer the interested reader to [12] or [7] for further details.
Homology. The key concept of homology theory is to study the properties of some object X by means of (commutative) algebra. In particular, we assign to X a sequence of groups/modules C 0 , C 1 , . . . which are connected by homomorphisms ∂ k+1 : C k+1 → C k such that im ∂ k+1 ⊆ ker ∂ k . A structure of this form is called a chain complex and by studying its homology groups
we can derive (homological) properties of X. The original motivation for homology is to analyze topological spaces. In that case, the ranks of homology groups yield directly interpretable properties, e.g., rank(H 0 ) reflects the number of connected components and rank(H 1 ) the number of loops.
A prominent example of a homology theory is simplicial homology. A simplicial complex, K, over the vertex domain V is a set of non-empty (finite) subsets of V that is closed under the operation of taking non-empty subsets. Formally, this means K ⊂ P(V) with σ ∈ K ⇒ 1 ≤ |σ| < ∞ and
Further, let C k (K) be the module generated by K k over Z/2Z 1 and we define
i.e., σ is mapped to the formal sum of its (k − 1)-dimensional faces. The linear extension to C k (K) of this mapping defines the k-th boundary operator of binary simplicial homology, i.e.,
Using ∂ k we obtain the corresponding homology group of dimension k as in Eq. (1).
Persistent homology. Let K be a simplicial complex and
is called a filtration of K. If we use the extra information provided by the filtration of K, we obtain a sequence of chain complexes
where
and ι denotes the inclusion. This then leads to the concept of persistent homology groups, defined by
k , of these homology groups (i.e., the k-th persistent Betti numbers), capture the number of homological features of dimensionality k (e.g., connected components for k = 0, loops for k = 1, etc.) that persist from i to (at least) j. In fact, according to [7, Fundamental Lemma of Persistent Homology], the quantities
encode all the information about the persistent Betti numbers of dimension k.
Persistence barcodes. One way to obtain a filtration of K is to define a vertex filter function f : V → R and consider
where a 1 < · · · < a m is the sorted sequence of filtration values, i.e., a i ∈ {f (v) : {v} ∈ K 0 }. Intuitively, this means that the filter function is defined on the vertices of K and lifted to simplices in K by maximum aggregation. This enables us to consider a sub levelset filtration of K. Then, for a given filtration of K and 0 ≤ k ≤ dim(K), we can construct a multiset by inserting the point (a i , a j ), 1 ≤ i < j ≤ m, with multiplicity µ i,j k . This effectively encodes the k-dimensional persistent homology of K w.r.t. the given filtration. This representation is called a persistence barcode, B k . For a given complex K of dimension dim(K) and a function f (of the discussed form), we can interpret k-th persistent homology as a mapping of simplicial complexes, defined by Learning from persistence barcodes. Using persistence barcodes as input to machine learning algorithms has recently found several applications [3, 16, 13, 1, 4] . Technically, the multiset nature of barcodes prevents the direct application of standard methods, such as SVMs or neural networks. There are two dominant strategies to mitigate this problem: vectorization and kernel-based learning. Of special interest to this work is the learnable vectorization scheme of [13] , as it directly integrates barcodes into a neural network framework. In the current state-of-the-art, with the exception of [5] (where the authors regularize decision boundaries of classifiers via persistent homology), the gradient signal ends at the persistent homology computation. In the next section, we address this limitation.
Filtration learning
First, note that the computation of sublevel set persistent homology, cf. Eq. (3), is dependent on two arguments: (1) the complex K and (2) the filter function f which determines the order of the simplices in the filtration of K. As K is inherently of discrete nature, it is clear that K can not be subject to gradient based optimization. However, assume that the filter f has a differentiable dependence on a real-valued parameter θ. Then, also the persistent homology of the sub levelset filtration of K is dependent on θ. This immediately raises the following question: Is the mapping differentiable in θ?
Notation. We adhere to the following convention: If any symbol introduced in the context of persistent homology is dependent on θ, we interpret it as function in θ and attach "(θ)" to this symbol. If the dependence on K is irrelevant to the current context, we omit it for brevity. For example, we write µ i,j k (θ) for the multiplicity of barcode points. Next, we concretize the idea of a learnable filter. Definition 1 (Learnable vertex filter). Let V be a vertex domain, K the set of possible simplicial complexes over V and let
Then, we call f a learnable vertex filter with parameter θ. Remark 2. The assumption that f is dependent on a single parameter is solely dedicated to simplify the following theoretical part. The derived results immediately generalize to the case f : R n × K × V where n is the number of parameters and we will drop this assumption later on.
2 if essential barcodes are included), i.e., the space of persistence barcodes. As B has no natural linear structure, we consider differentiability in combination with a coordinatization strategy V : B → R. This allows studying the mapping
is called barcode coordinate function.
In fact, the (vectorization) input layer presented in [13] falls withing the family of mappings defined in Definition 2, whereas the deep sets approach of [29] yields a more general formulation, not specifically tailored to persistence barcodes. Upon using d barcode coordinate functions, we can effectively map a barcode into R d and feed this representation through any differentiable layer downstream, e.g., implementing a classifier. We will discuss our particular choice of s in §5.
Next
For brevity, we only sketch the proof; the full version can be found in the supplementary material.
Sketch of proof. The pairwise vertex filter values
, are distinct which implies that they are (P1) strictly ordered by "<" and (P2) m = |Y | = n. Let π be the index permutation which sorts Y . Now consider
. Since f is assumed to be differentiable, and therefore continuous, Y also satisfies (P1) and (P2) and π sorts Y , for |h| sufficiently small. Importantly, this also implies
and thus µ i,j
As a consequence, this allows deriving the following equality:
This concludes the proof, since the derivative within the summation on the right exists by assumption.
A crucial assumption in Lemma 1 is that the filtration values are pairwise distinct. If this is not the case, the sorting permutation π is not uniquely defined and Eq. (6) do not hold. Although the gradient w.r.t. θ is still defined in this situation, it depends on the particular implementation of the persistent homology algorithm. The reason for this is that the latter depends on a strict total ordering of the simplices such that τ < σ whenever τ is a face of σ, formally τ ∈ {ρ ⊆ σ : dim ρ = dim σ − 1} ⇒ τ < σ.
Specifically, the sublevel set
, only yields a partial strict ordering by σ ∈ K i , τ ∈ K j and i < j ⇒ σ < τ ,
However, in the case σ, τ ∈ K i ∧ dim(σ) = dim(τ ), we can neither infer σ < τ nor τ < σ from Eq. (8) and Eq. (9). Hence, those "ties" need to be settled in the implementation. If we were only interested in the barcodes, the tie settling strategy is irrelevant and therefor the particular barcodes do not depend on the implementation. To see this, consider a point (a, b) in the barcode B. Now let
are all valid representations of (a, b) in B, but the representation of the values a resp. b is dependent on the selection i ∈ I a and j ∈ I b . The selection, in turn, is determined by the tie settling strategy. Hence, although different implementations yield the same barcodes, the gradients may differ, see Fig. 2 for an example of a problematic configuration. 
Problematic, as gradients can differ! Figure 2 : Illustration of a problematic scenario that can occur when trying to backpropagate through the persistent homology computation. The left-hand side shows three steps in a filtration sequence with filtration values ai = yi(θ) = f (θ, K, vi), including the two valid choices of the 0-dimensional barcode B0 and B ∞ 0 (essential). Numerically, the barcodes for both choices are equal, however, depending on the tie settling strategy, the gradients may differ.
Remark 3. An alternative, but computationally more expensive, strategy would be as follows: for a particular filtration value a, let I a = {i : 1 ≤ i ≤ n, f (θ, K, v i ) = a}. Now consider a point (a, b) in the barcode where, say, a is "problematic", i.e., implementation dependent. Upon setting (a, b) = 1 /|Ia| i∈Ia f (θ, K, v i ), b i.e., the (mean) aggregation of all possible representations of (a, b), results in a gradient which is independent of the actual tie settling strategy. Yet, this is far more expensive to compute, due to the index set construction of I a , especially if n is large. While it can be argued that this strategy is more "natural", it would lead to a more involved proof for differentiability, which we leave for future work. Remark 4. The difficulty of assigning/defining a proper gradient if the filtration values are not pairwise distinct is not unique to our approach. In fact, other set operations frequently used in neural networks face a similar problem. For example, consider the popular maxpool operator {y 1 , . . . , y n } → max({y 1 , . . . , y n }) = z, which is a well defined mapping. However, in the case of, say, z = y 1 = y 2 , it is unclear if y 1 or y 2 is used to represent its value z. In the situation of z = y 1 = f θ (x 1 ) = y 2 = f θ (x 2 ), but differing gradients (w.r.t. θ) this could be problematic. In fact, the gradient w.r.t. θ would depend on the particular decision of representing z, i.e., the implementation of the maxpool operator.
Graph filtration learning (GFL)
As mentioned in §1, graphs are simplicial complexes, although notationally represented in a slightly different way. For a graph G = (V, E) we can directly define its simplicial complex by K G = {v} : v ∈ V ∪ E. We ignore this notational nuance and use G and K G interchangeably. In fact, learning filtrations on graph-structured data integrates seamlessly into the presented framework. Specifically, the learnable vertex filter, generically introduced in Definition 1, can be easily implemented by a neural network. If local node neighborhood information should be taken into account, this can be realized via a graph neural network (GNN), operating on an initial node representation l : V → R n . The learnable vertex filter then is a mapping of the form v → GNN(G, l(v)).
Selection of V.
In the spirit of [13] , we use a vectorization based on a local weighting function, s : R 2 → R, of points in a given barcode, B. Our choice for s is the mapping
are learnable parameters. The reason we prefer this form of s over the original exponential variant of [13] is that it yields a rational instead of exponential dependency w.r.t. c and r, resulting in tamer gradient behavior during optimization. This is even more critical as, different to [13] , we optimize over parts of the model which appear before V and are thus directly dependent on its gradient.
Experiments
We evaluate the utility of the proposed homological readout operation with respect to different aspects. First, as argued in §1, we want to avoid the challenge of tuning how much information is aggregated n/a n/a 70.0 47.8 1-2-3-GNN [18] n/a n/a 74.2 49.5 5-GIN (sum) [26] 88.9 54.0 74.0 48.8
locally via message passing. To this end, when using our readout operation, referred to as GFL, we learn the filter function from just one round of message passing, i.e., the most local, non-trivial variant. Second, we aim to address the question of whether learning a filter is actually beneficial, compared to defining the filter a-priori, to which we refer to as PH-only.
Importantly, to clearly assess the power of a readout operation across various datasets, we need to first investigate whether the discriminative power of a representation is not primarily contained in the initial node features. In fact, if a baseline approach using only node features performs en par with approaches that leverage the graph structure, this would indicate that detailed connectivity information is of little relevance for the task. In this case, we cannot expect that a readout which strongly depends on the latter is beneficial.
Datasets. We use two common benchmark datasets for graphs with discrete node attributes, i.e., PROTEINS and NCI1, as well as four social network datasets (IMDB-BINARY, IMDB-MULTI, REDDIT-BINARY, REDDIT-5k) which do not contain any node attributes; see supplementary material for dataset characteristics.
Implementation.
2 We provide a high-level description of the implementation (cf. Fig. 1 ), but refer the reader to the supplementary material for technical details. First, to implement the filter function f , we use a single GIN-ε layer of [26] for one level of message passing (i.e., 1-GIN) with hidden dimensionality of 64. The obtained latent node representation is then passed through a two layer MLP, mapping from R 64 → [0, 1], with a sigmoid activation at the last layer. Node degrees and (if available) discrete node attributes are encoded via embedding layers with 64 dimensions. In case of REDDIT-* graphs, initial node features are set uninformative, i.e., vectors of all ones (as in [26] ).
Using the output of the vertex filter, persistent homology is computed via a parallel GPU variant of the original reduction algorithm from [8] , implemented in PyTorch. In particular, we first compute 0-and 1-dimensional barcodes for f and g = −f , which corresponds to sub-and super levelset filtrations. For each filtration, i.e., f and g, we obtain barcodes for 0-and 1-dim. essential features, as well as 0-dim. non-essential features. Non-essential points in barcodes w.r.t. g are mapped into [0, 1] 2 by mirroring along the main diagonals and essential points (i.e., birth-times) are mapped to [0, 1] by mirroring around 0. We then take the union of the barcodes corresponding to sub-and super levelset filtrations which reduces the number of processed barcodes from six to three (see Fig. 1 ).
Finally, each barcode is passed through a vectorization layer [13] , implementing V, with 100 output dimensions each. Upon concatenation, this results in a 300-dim. representation of a graph (i.e., the output of our readout) that is passed to a final MLP, implementing a classifier.
Baseline and readout operations. The previously mentioned Baseline, agnostic to the graph structure, is implemented using the deep sets approach of [29] , which is similar to the GIN architecture used in all experiments, without any message passing. In terms of readout functions, we compare against the prevalent sum aggregation, as well as sort pooling from [30] . We do not explicitely compare against differentiable pooling from [28] , since we allow just one level of message passing, rendering differentiable pooling equivalent to 1-GIN (Sum).
Training and evaluation. We train for 100 epochs using ADAM with an initial learning rate of 0.01 (halved every 20-th epoch) and a weight decay of 10 −6 . No hyperparameter tuning or early stopping criterion is used. In terms of evaluation, we follow previous work (e.g., [18, 30] ) and report cross-validation accuracy, averaged over ten folds, of the model obtained in the final training epoch.
Results. Table 1 lists the results for the social networks. On both IMDB datasets, the Baseline performs en par with the state-of-the-art, as well as all readout strategies. However, this is not surprising as the graphs are very densely connected and substantial information is already encoded in the node degree. Consequently, using the degree as an initial node feature, combined with GNNs and various forms of readout does not lead to noticeable improvements. REDDIT-* graphs, on the other hand, are far from fully connected and the global structure is more hierarchical. Here, the information captured by persistent homology is highly discriminative with GFL outperforming Sum and SortPool by a large margin. Notably, setting the filter a-priori to the degree function performs equally well. We argue that this might already be an optimal choice on REDDIT. On other datasets (e.g., IMDB) this is not the case. Importantly, although the initial features on REDDIT graphs are set uninformative for all readout variants with 1-GIN, GFL can learn a filter function that is equally informative. 
Method

PROTEINS NCI1
Initial node features: l(v) = deg(v) Table 2 lists the results on NCI1 and PROTEINS.
On the latter, we observe that already the Baseline, agnostic to the connectivity information, is competitive with the state-of-the-art. GNNs with different readout strategies, including ours, only marginally improve performance. It is therefor challenging, to assess the utility of different readout variants on this dataset. On NCI1, the situation is different. Relying on node degrees only, our GFL readout clearly outperforms the other readout strategies. This indicates that GFL can successfully capture the underlying discriminative graph structure, relying only on minimal information gathered at nodelevel. Including label information leads to results competitive to the state-of-the-art without explicitly tuning the architecture to this dataset. While all other readout strategies equally benefit from additional node attributes, the fact that 5-GIN (Sum) performs worse than 1-GIN (Sum) highlights our argument that message passing approaches need careful architectural design.
Discussion
In this work, we introduced an approach to actively integrate persistent homology within the realm of graph neural networks, offering GFL as a novel type of readout operation. As demonstrated throughout all experiments, GFL, which is based on the idea of filtration learning, is able to achieve results competitive to the state-of-the-art on various datasets. Most importantly, this is achieved with a single architecture that only relies on a simple one-level message passing scheme. This is different to previous works, where the amount of information that is iteratively aggregated via message passing can be crucial. We also highlight that GFL could be easily extended to incorporate edge level information, or be directly used on graphs with continuous node attributes. From a theoretical perspective, we established how to backpropagate a (gradient-based) learning signal through the persistent homology computation in combination with a differentiable vectorization scheme. We think that for future work, it will be interesting to study additional filtration techniques (e.g., based on edges, or cliques) and whether this is beneficial.
Supplementary Material
This supplementary material contains the full proof of Lemma 1 omitted in the main work and additional information to the used datasets. It further contains details to the implementation of the models used in the experiments. For readability, all necessary definitions and results are restated and the numbering matches the original numbering.
Dataset details
The following table contains a selection of statistics relevant to the datasets used in our experiments.
Datasets REDDIT-BINARY REDDIT-MULTI-5K IMDB-BINARY IMDB-MULTI PROTEINS NCI1 n/a n/a n/a n/a 3 37
Proof of Lemma 1
Definition 1 (Learnable vertex filter). Let V be a vertex domain, K the set of possible simplicial complexes over V and let
Then, we call f a learnable vertex filter with parameter θ. Definition 2 (Barcode coordinate function). Let s : R 2 → R be a differentiable function. Then
is called barcode coordinate function. Lemma 1. Let K be a finite simplicial complex with vertex set V = {v 1 , . . . , v n }, f : R×K×V → R be a learnable vertex filter as in Definition 1 and V a barcode coordinate function as in Definition 2. If, for θ 0 ∈ R, it holds that the pairwise vertex filter values are distinct, i.e.,
is differentiable in θ 0 .
Proof. For notational convenience, let y i = f (θ 0 , K, v i ) = f (θ 0 , v i ). Also, let π the sorting permutation of y i (θ 0 ) n i=1
, i.e., y π(1) (θ 0 ) < y π(2) (θ 0 ) < · · · < y π(n) (θ 0 ). By assumption the pairwise filter values are distinct, thus there is a neighborhood around θ 0 such that the ordering of the filtration values is not modified by changes of θ within this neighborhood, i.e., ∃ε > 0∀h ∈ R : |h| < ε ⇒ y i (θ 0 + h) = y j (θ 0 + h)
and y π(1) (θ 0 + h) < y π(2) (θ 0 + h) < · · · < y π(n) (θ 0 + h) .
This implies that a sufficiently small change, h, of θ 0 does not change the induced filtrations. Formally,
with 0 ≤ i ≤ n .
Importantly, this means that
We next show that the derivative of Eq. (11) with respect to h exists. By assumption, s is differentiable and thus s f (·, v i ), s(f (·, v j ) is differentiable. Now consider This concludes the proof, since the derivative within the summation exists by assumption.
Architectural details
As mentioned in Section 5 (Experiments), we implement the learnable filter f (θ, K, v i ) using a single GIN-ε layer from [26] (with ε set as a learnable parameter). The internal architecture is as follows: Here, n denotes the dimension of the node attributes. For example, if initial node features are based on the degree function and the maximum degree over all graphs is 200, then n=200+1. In other words, n is the number of embedding vectors in R 64 used to represent node degrees.
The multi-layer perceptron (MLP) mapping the output of the GIN layer to a real-valued node filtration value is parametrized as: Here, the input dimensionality is 300, as each barcode is represented by a 100-dimensional vector.
