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Abstract—This paper focuses on learning rate analysis of
distributed kernel ridge regression for strong mixing sequences.
Using a recently developed integral operator approach and a
classical covariance inequality for Banach-valued strong mixing
sequences, we succeed in deriving optimal learning rate for
distributed kernel ridge regression. As a byproduct, we also
deduce a sufficient condition for the mixing property to guarantee
the optimal learning rates for kernel ridge regression. Our results
extend the applicable range of distributed learning from i.i.d.
samples to non-i.i.d. sequences.
Index Terms—Distributed learning, strong mixing sequences,
kernel ridge regression, learning rate.
I. Introduction
With the development of data mining, data of massive
size are collected in numerous application regions including
recommendable systems, medical analysis, search engineering,
financial analysis, online text, sensor network monitoring and
social activity mining. For example [34], Twitter admits 328
million active users’ microblog (share 280-character updates)
with their followers per month; Google has seen 30 trillion
URLs, crawls over 20 billion of those a day, and answers 100
billion search queries a month; International Data Corporation
(IDC) reports that global investment in big data and business
analytics (BDA) will grow from $130.1 billion in 2016 to more
than $203 billion in 2020. These massive data certainly bring
benefits for data analysis in terms of improving the prediction
capability [39], discovering potential structure of data which
cannot be reflected by data of small size [9], and creating new
growth opportunities to combine and analyze industry data [3].
However, they also cause several challenges, called massive
data challenges, in data analysis as follows:
• Parallel and distributed computation: Massive data are
distributively stored across numerous servers. The cost of
data communications between different servers and risk of
loading data in a remote server create new problems in tackling
these distributively stored data. All these require to develop
distributed learning strategies without data communications.
• Data privacy protection: Massive data such as clinical
records, personal social networks and financial fraud detection
frequently builds machine learning models by training on
sensitive data and thus requires to protect the data privacy.
This raises privacy concerns since adversaries may be able to
infer individual information from the massive data. The data
privacy issue becomes more urgent when data are owned by
different organizations that wish to collaboratively use them.
• Dependent samples: Massive data are usually collected via
different time and behave as temporal data in numerous appli-
cations such as medical research and revenue management.
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Fig. 1: Training flow of distributed learning
The massive temporal data, including time series data and
dynamical systemic data, pose strong dependent relationship
among data. Furthermore, it is unreasonable to assume data
of massive size are collected via an independent and identical
(i.i.d.) manner. Under this circumstance, the dependence issue
poses an urgent problem to the existing distributed learning
theory to incorporate non i.i.d. samples.
A. Distributed learning
Distributed learning is a natural and preferable approach
to conquer the parallel and distributed computation issue of
massive data challenges. As shown in Figure 1, the data subset
is stored on a local machine and a specific learning algorithm is
implemented in each local machine to yield a local estimator.
Then, communications between different local machines are
conducted to exchange exclusive information of different data
subsets to improve the quality of local estimators. Finally,
all the obtained local estimators are transmitted to a global
machine to produce a global estimator. Therefore, there are
three ingredients of the distributed learning: local processing,
communication, and synthesization.
There are roughly two types of learning strategies to yield
local estimators. One is the parametric regression (or clas-
sification) which searches a linear combination of a set of
fixed basis functions [38]. In this case, coefficients of the
basis functions in each local machine should be transmitted
to the global machine and communications between different
local machines [13] are necessary to guarantee some statis-
tical properties of distributed algorithms. Numerous efficient
communication approaches have been proposed to equip dis-
tributed learning with parametric regression and their learning
performances are rigorously verified in [38], [13], [20], [19],
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Fig. 2: Training and testing flows of nonparametric distributed
leraning
[35]. The problem is, however, communications bring addi-
tional risks to disclose the individual privacy of distributively
stored data subsets.
The other is the nonparametric distributed learning (NDL)
which devotes to combining the prediction results from local
machines without sharing any individual information of data
subsets. In NDL, the query point x∗ should be sent to each
local machine and the local estimator is a real number rather
than a set of coefficients, just as Figure 2 purports to show.
Then all local estimators are transmitted to the global machine
without mutual communications to synthesize the global esti-
mator. Since only a real number is communicated to the local
machine, NDL succeeds in conquering the computation and
privacy issues of massive data challenges.
If the data are i.i.d. drawn, it was proved in [39], [7], [24]
that NDL performs the same as its non-distributed version that
runs learning algorithms with whole data stored on a large
enough machine, provided the number of data sets is not too
large. However, facing with non-i.i.d. data, the dependence
nature plausibly reduces the effective data [37], [25] and thus
degenerates the prediction performance of learning algorithms.
Our purpose is to establish optimal generalization error bounds
for NDL with non-i.i.d. data. To this end, we formulate
a sufficient condition for the mixing property of data to
guarantee the optimal learning rates of NDL.
B. Contributions
In this paper, we take the widely used distributed kernel
ridge regression (DKRR) [39], [6] for example to illustrate
the feasibility of NDL for tackling strong mixing sequences
(or α-mixing sequences). Our results can be easily extended to
other kernel-based learning algorithms such as the distributed
kernel-based gradient descent algorithm [24] and distributed
kernel-based spectral algorithms [15], [27], [22]. Our novelty
can be described into the following three aspects.
• Methodology: Bernstein-type concentration inequalities
[37], [25] is a classical tool to analyze the generalization
performance of learning algorithms with strong mixing se-
quences. In this paper, we formulate a novel integral operator
theory framework to analyze the learning performance of
kernel ridge regression (KRR) with strong mixing sequences.
By the help of the Banach-valued covariance inequality for
strong mixing sequences [11], we develop novel operator
representations for the generalization error of KRR and DKRR
and conduct a refined error analysis. The advantages of the
proposed framework is to improve the generalization error
estimates and relax the mixing condition from geometrical α-
mixing to algebraic α-mixing.
• KRR theory: By the help of the integral operator approach,
we deduce a sufficient condition for the mixing property of
data to guarantee the optimal learning rates for KRR. In
particular, we prove that if the samples are algebraic α-mixing
and the corresponding regression function [10] is smooth,
then KRR can achieve the optimal learning rates established
for i.i.d. samples [5]. This is the first result, to the best of
our knowledge, to show optimal learning rates for learning
algorithms to tackle non-i.i.d. data.
• DKRR theory: Due to the dependence nature, the classical
error decomposition for DKRR [6], [15] which divides the
generalization error into approximation error, sample error
and distributed error does not hold. Using a delicate analysis
for the operator representation, we succeed in deducing a
similar error decomposition for DKRR to tackle strong mixing
sequences. With this, we deduce optimal learning rates for
DKRR, provided the number of local machines is relatively
small. Our results show that NDL is a feasible strategy to
conquer the distributive storage, privacy and dependence issues
of massive data challenges.
The rest of the paper is organized as follows. In the
next section, we present distributed kernel ridge regression
for tackling distributively stored strong mixing sequences. In
Section III, we give main results of the paper, which includes
optimal learning rates for KRR and DKRR. In Section IV,
we compare our results with some related work and present
some comparisons. In Section V, we introduce the main tools
for analysis and provide a novel error decomposition for
distributed learning with strong mixing data. In the last section,
we prove our results.
II. DKRR with Strong Mixing Sequences
In this section, we introduce strong mixing sequences to
quantify the dependence of data and then present DKRR to
tackle these dependent data.
A. Strong mixing sequences
It is impossible to establish satisfactory generalization er-
ror bounds for learning algorithms without imposing any
restrictions on the dependence. An extreme case is that all
samples are generated from a single data, making the number
of effective samples be 1. Therefore, we introduce several
quantities to describe the dependence of samples. The strong
mixing condition [28] is a widely used restriction which is
much weaker than the so-called β-mixing condition [37] and
φ-mixing condition [33].
Let {zi}∞i=1 be a set of random sequences. We at first
introduce the stationarity [37], [25] of {zi}∞i=1 as follows.
3Definition 1: A random sequence {zt}∞t=1 is stationary if
for all t and all non-negative integers i and j, the random
vectors zt:t+i and zt+ j:t+i+ j have the same distribution, where
zi: j = (zi, zi+1, . . . , z j).
According to Definition 1, stationarity shows that the
marginal distribution of zt is independent of t. Without the
stationarity condition, it was shown in [1] that convergence of
the training error to the expected risk could occur arbitrarily
slowly. For two σ-fields J and K , define the α-coefficient as
α(J ,K) := sup
A∈J ,B∈K
|P(A ∩ B) − P(A)P(B)|. (1)
Denote byMi, j the σ-filed generated by random variables zi: j.
The strong mixing condition is defined as follows.
Definition 2: A set of random sequence {zi}∞i=1 is said to
satisfy a strong mixing condition (or α-mixing condition) if
α j = sup
k≥1
α(M1,k,Mk+ j,∞)→ 0, as j→ ∞. (2)
Here, α j is called the strong mixing coefficient. If there are
some constants b0 > 0, c0 ≥ 0, γ0 > 0 such that
α j ≤ c∗0 exp(−b0 jγ0 ), ∀ j ≥ 1, (3)
then {zi}∞i=1 is said to be geometrical α-mixing. If there are
some constants b1 > 0, γ1 > 0 such that
α j ≤ c∗1 j−γ1 , ∀ j ≥ 1, (4)
then {zi}∞i=1 is said to be algebraic α-mixing.
It is easily to derive from Definition 2 that i.i.d. random
sequences imply α j = 0 for all j ≥ 1. Thus, the strong mixing
is a reasonable extension of the classical i.i.d. sampling. In
the following, we provide several examples in time series and
dynamical systems to generate strong mixing sequences.
Example 1 (Nonparametric ARX(p,q) model): Suppose
{zt}nt=1 is generated according to
zt = f0(zt−1, . . . , zt−p, z′t , . . . , z
′
t−q+1) + et,
where {z′t} and {et} are independent with E[et] = 0. Then it
can be found in [12, p.102] (see also [8, Proposition 1]) that
under certain conditions on {z′t} and {et} and some boundedness
assumption of f0, {zt}nt=1 is strong mixing.
Example 2: (ARMA process) Suppose that the time series
{zt}nt=1 satisfy the ARMA equation
p∑
i=1
Bizt−i =
q∑
k=0
Akεt−k,
where Bi, Ak are real matrices and εt is an i.i.d. random vector.
Then, it can be found in [26] that under some restrictions on
εt, {zt}nt=1 is strong mixing.
Example 3(Dynamic Tobit process): Suppose {zt}nt=1 satisfies
zt = max{0, ξ0z′t + η0zt−1 + γ0 + εt},
where ξ0, η0, γ0 are fixed parameters, z′t is an exogenous
regressor and εt is a disturbance term. It was proved in [16]
that under certain conditions on ξ0, η0, γ0, x′t , εt, {zt}nt=1 is strong
mixing.
Besides the proposed examples, there are numerous strong
mixing sequences including AR(p) process, MA(p) process,
ARIMA process, Nonlinear ARCH process, GARCH process,
Harris Chains and linear time-invariant dynamical systems. We
refer the readers to [12] for more examples of strong mixing
sequences.
B. DKRR with strong mixing sequences
Strong mixing condition describes the relation between past
random variables z1:k and future random variables zk+ j:∞ and
therefore poses strict restriction on the order of samples.
This brings additional difficulty to design distributed learning
algorithms, since a suitable order of data subsets is required.
Let Dk = {zi}|Dk |i=1 = {(xi,k, yi,k)}|Dk |i=1 be the j-th data subset stored
on the j-th local machine, where |D j| denotes the cardinality
of D j. Assume D j ∩ Dk = ∅ for j , k. Our aim is to design
distributed learning algorithms to tackle these distributively
stored and dependent data. We are interested in two popular
scenarios.
Scenario1 (Tandem case): Let D =
⋃m
k=1 Dk is a strong
mixing sequence with α-mixing coefficients α j. When |D| is
too large, D must be distributively stored on m local machines
D1, . . . ,Dm with a suitable order. Under this circumstance, Dk
is also a strong mixing sequence with α-mixing coefficients
α j for each k = 1, . . . ,m.
Scenario 2 (Parallel case): Let Dk, k = 1, . . . ,m, be strong
mixing sequences with α-mixing coefficients α j. Assume
further data stored on different Dk are independent. Then, it is
easy derived from (2) that D =
⋃m
k=1 Dk is also a strong mixing
sequence with α-mixing coefficients α j. The independence
assumption of different data subsets is mild. Indeed, if we set
the first samples in Dk, k = 1, . . . ,m to be independent, then
Examples 1-3 succeed in generating strong mixing sequences
as required.
Under both scenarios, we are interested in implementing
DKRR on D. Let K(·, ·) be a Mercer kernel on a compact
metric (input) space X and (HK , ‖ · ‖K) be the corresponding
reproduced kernel Hilbert space (RKHS). Then, for any f ∈
HK , the reproducing property yields
‖ f ‖∞ = ‖〈 f ,Kx〉K‖∞ ≤ κ‖ f ‖K , (5)
where Kx := K(x, ·).
Distributed kernel ridge regression ( DKRR) is defined [39],
[23] with a regularization parameter λ > 0 by
f D,λ =
m∑
j=1
|D j|
|D| fD j,λ, (6)
where
fD j,λ = arg minf∈HK
 1|D j|
∑
(x,y)∈D j
( f (x) − y)2 + λ‖ f ‖2K
 . (7)
Optimal learning rates of DKRR have been established in [39],
[23], [6], [27], provided data in D are i.i.d. sampled and m
is not so large. However, the learning performance of f D,λ
remains open when the i.i.d. assumption is removed.
III. Main Results
In this section, we present our main results on analyzing
learning performances of KRR and DKRR for tackling strong
mixing data.
4A. Setup and assumptions
Our analysis is carried out in a standard learning theory
setting [10]. In each local machine, Dk = {zk,i} = {(xk,i, yk,i)}
with xk,i ∈ X and yk,i ∈ Y ⊆ R, k = 1, . . . ,m, is a realization of
some stochastic process (xt, yt). We assume the distribution of
stochastic process to be an unknown but definite distribution
ρ : ρX×ρ(y|x), where ρX is the marginal distribution and ρ(y|x)
is the conditional distribution conditioned on x. Our purpose is
to find an estimator fD based on Dk, k = 1, . . . ,m to minimize
the expectation risk
E( fD) =
∫
( fD(x) − y)2dρ.
Noting that the well known regression fρ(x) =
∫
Y ydρ(y|x)
minimizes the expectation risk [10], the learning task is then
to find an estimate fD to minimize
E( fD) − E( fρ) = ‖ fD − fρ‖2ρ,
where ‖ ·‖ρ denotes the norm of the Hilbert space L2ρX . For this
purpose, we introduce four types of assumptions concerning
the mixing property of samples, boundedness of outputs,
capacity of HK and regularity of fρ, respectively.
Assumption 1: Assume that samples in D1, . . . ,Dm are
stationary and strong mixing with α-mixing coefficient α j.
Furthermore, we assume that there is a suitable arrangement
of D1, . . . ,Dm such that D =
⋃m
k=1 Dk is also a stationary
strong mixing sequence with α-mixing coefficient α j.
The stationary and strong mixing assumption is a widely
used condition to quantify the dependence of samples. It has
been adopted in [25], [36], [33], [14], [17] to derive learning
rates for KRR and is looser than the widely used β-mixing
condition in [37], [8], [2]. Due to Scenarios 1 and 2, the
stationary and strong mixing assumption of D is mild in
practice.
Assumption 2: There exists a positive constant M such that
|y| ≤ M almost surely.
Since we are always concerned with learning problems with
finite samples, it is easy to derive an upper bound of the
output. Due to Assumption 2, it follows from the definition that
| fρ(x)| ≤ M for any x ∈ X. The Mercer kernel K : X×X → R
defines an integral operator LK on HK (or L2ρX ) by
LK f =
∫
X
Kx f (x)dρX , f ∈ HK (or f ∈ L2ρX ).
Our third assumption is on the capacity of HK measured by
the effective dimension [15], [23],
N(λ) = Tr((λI + LK)−1LK), λ > 0,
where Tr(A) denotes the trace of the trace-class operator A.
Assumption 3: There exists some s ∈ (0, 1] such that
N(λ) ≤ C0λ−s, (8)
where C0 ≥ 1 is a constant independent of λ.
Condition (8) with s = 1 is always satisfied by taking
C0 = Tr(LK) ≤ κ2. For 0 < s < 1, it was shown in [15] that
the assumption is more general than the eigenvalue decaying
assumption in the literature [5], [31], [39]. Assumption 3 has
been employed in [15], [23], [6] to derive optimal learning
rates for kernel-based algorithms.
Assumption 4: For r > 0, assume
fρ = LrKhρ, for some hρ ∈ L2ρX , (9)
where LrK denotes the r-th power of LK : L
2
ρX
→ L2ρX .
Condition (9) describes the regularity of fρ and has been
adopted in a large literature [29], [5], [15], [23] to quantify
learning rates for some algorithms. It can be found in Example
1 that there are numerous regression functions and data
generation mechanisms satisfying Assumptions 1-4.
B. Optimal learning rates for KRR
KRR is one of the most popular learning algorithms in
learning theory [10], [30]. Its optimal learning rates for i.i.d.
samples were established in [5], [31], [6], [23] by using the
integral operator approach. Based on Bernstein-type concen-
tration inequalities [37], [25], generalization error bounds for
non-i.i.d. sequences have also been derived in [36], [32], [17]
under some mixing conditions. However, there is a dilemma in
the existing literature that the dependence of samples always
degenerates the learning performance of KRR, no matter
which mixing condition is imposed. An extreme case is that
even for geometrical α-mixing sequences satisfying (3) with
very large γ0 [36], there is a gap between i.i.d. samples and
non-i.i.d. sequences.
In this section, we borrow the integral operator approach
from [23], [15] and a Banach-valued covariance inequality
from [11], and then succeed in providing a sufficient condition
of the α-mixing coefficient to guarantee the optimal learning
rates of KRR. The following theorem presents learning rates
analysis of KRR under the HK norm.
Theorem 1: Let δ > 0. Under Assumption 1-Assumption 4
with 0 < s ≤ 1 and 1/2 ≤ r ≤ 1, if λ = |D|−1/(2r+s), then
E[‖ fD,λ − fρ‖K] ≤ C
1 + |D| (s+1)(δ+1)(2r+s)(δ+2) |D|∑
`=1
(α`)
δ
4+2δ
 (10)
×
|D|− r−1/22r+s + |D| 2(s+1)(δ+1)+δ+2(2r+s)(2δ+4) |D|∑
`=1
(α`)
δ
4+2δ
 ,
where C is a constant independent of |D|.
Based on Theorem 1, we can deduce the following corollary
directly.
Corollary 1: Under Assumption 1-Assumption 4 with α j
satisfying (4), 0 < s ≤ 1 and 1/2 ≤ r ≤ 1, if λ = |D|−1/(2r+s)
and γ1 in (4) satisfies
γ1 > 3 +
s + 2
2r + s
, (11)
then
E[‖ fD,λ − fρ‖K] ≤ C′|D|− r−1/22r+s , (12)
where C′ is a constant independent of |D|.
It can be found in [23], [6] that, under (11), the derived
learning rate (12) for KRR achieves the existing optimal one
for i.i.d. samples. It should be noted that (11) is satisfied for
numerous applications in time series and dynamical system,
5including Examples 1- 4. Since (3) implies (11), Corollary 1
holds for any geometrical α-mixing sequences.
In the following theorem, we present an error estimate for
DKK under the L2ρX norm.
Theorem 2: Let δ > 0. Under Assumption 1-Assumption 4
with 0 < s ≤ 1, 1/2 ≤ r ≤ 1 and 2r + s ≥ 2, if λ = |D|−1/(2r+s),
then
E[‖ fD,λ − fρ‖ρ] (13)
≤ Cˆ|D|− r2r+s
1 + |D|∑
`=1
√
α`

1 + |D| 2s+δ+2δr+4r(2r+s)(2δ+4) |D|∑
`=1
(α`)
δ
4+2δ
 ,
where Cˆ is a constant independent of |D|.
With the help of the Theorem 2, we can deduce the
following sufficient condition for optimal learning rates.
Corollary 2: Under Assumption 1-Assumption 4 with 0 <
s ≤ 1, 1/2 ≤ r ≤ 1 and 2r + s ≥ 2, if λ = |D|−1/(2r+s) and γ1 in
(4) satisfies
γ1 > 2 +
2r − 1
2r + s
, (14)
then
E[‖ fD,λ − fρ‖ρ] ≤ Cˆ|D|− r2r+s (15)
where Cˆ′ is a constant independent of |D|.
It can be found in [5], [31], [23] that under the same
condition, |D|− r2r+s is the optimal learning rate of KRR for i.i.d.
samples. Corollary 2 therefore provides a sufficient condition
for the mixing property of dependent samples to guarantee
the optimal learning rate. The rate in (15) shows that under
(14), strong mixing sequences behave similar as i.i.d. samples
for KRR. Compared with the i.i.d. case further, additional
restrictions on the regularity of fρ and capacity of HK , i.e.
r + s ≥ 2 are imposed in our results. This is a technical
assumption and is much stricter than the widely used condition
r ≥ 1/2 in [5], [31], [23]. We believe that it can be relaxed
to r ≥ 1/2, just as Theorem 1 does for the HK norm. We
leave it as our future studies. Since s = 1 and r ≥ 1/2 implies
2r + s ≥ 2, a special case for Corollary 2 is that the capacity-
independent (i.e. s = 1 in Assumption 3) optimal learning rates
hold for KRR with strong mixing sequences.
C. Optimal learning rates for DKRR
In this part, we study the learning performance of DKRR
defined by (6). It was shown in [39], [23] that the defined
DKRR maintains the learning performance of KRR with whole
data, provided the number of local machines is not so large
and samples are i.i.d. drawn. Our result shows that under
stricter condition on the number of local machines, DKRR
for algebraic α-mixing sequences can also achieve the optimal
learning rate.
Theorem 3: Let δ > 0. Under Assumption 1-Assumption 4
with 0 < s ≤ 1, 1/2 ≤ r ≤ 1 and 2r + s ≥ 2, if λ = |D|−1/(2r+s),
then
max
{
E[‖ f D,λ − fρ‖ρ], |D|−
1
4r+2s E[‖ f D,λ − fρ‖K]
}
≤ C¯|D|1/(2r+s)
m∑
j=1
|D j|
|D| |D j|
−1/2
1 + |D j |∑
`=1
√
α`

×
|D j|− 12 |D| s4r+2s + |D| 2s+δ+1(2r+s)(2δ+4) |D j |∑
`=1
(α`)
δ
4+2δ

+ C¯
|D|− r2r+s + |D| 2s+δ+1(2r+s)(2δ+4) |D|∑
`=1
(α`)
δ
4+2δ
 . (16)
where C¯ is a constant independent of |D|.
Theorem 3 follows the following corollary directly.
Corollary 3: Let δ > 0. Under Assumption 1-Assumption 4
with 0 < s ≤ 1, 1/2 ≤ r ≤ 1 and 2r + s ≥ 2, if λ = |D|−1/(2r+s),
γ1 in (4) satisfies (14), |D1| = · · · = |Dm| and m satisfies
m ≤ |D| 2r+s−24r+2s , (17)
then
E[‖ f D,λ − fρ‖K] ≤ C¯′|D|−
r−1/2
2r+s , (18)
and
E[‖ f D,λ − fρ‖ρ] ≤ C¯′|D|−
r
2r+s , (19)
where C¯′ is a constant independent of |D|.
Compared Corollary 3 with [23, Corollary 11], our con-
dition on the number of local machines is much stricter,
which exhibits a difficulty for dealing with distributively stored
non-i.i.d. samples. Based on Theorem 3 and Corollary 3,
we rigorously verify that DKRR with algebraic α-mixing
sequences can reach the optimal learning rate, provided the
number of local machines is relatively small. This extends
the existing distributed learning theory from i.i.d. samples to
strong mixing sequences and extends the applicable range for
distributed learning.
IV. Related Work and Comparisons
In this section, we compare our results with some related
work and present some discussions on distributed learning
for non-i.i.d. samples. Studying learning performance of KRR
for strong mixing sequences is a classical and long-standing
research topic. It can date back to 1996, when [25] derived
a Bernstein-type concentration inequality for α-mixing se-
quences satisfying (3). It is a nice result which was utilized
in [36], [32], [17] to derive learning rates for KRR. The
problem is, however, the concentration inequality for α-mixing
sequences is somewhat worse than that for i.i.d. samples,
since the dependence of data is doomed to reduce the number
of effective samples. As a result, all learning rates derived
from such a Bernstein-type concentration inequality and its
improvements are worse than the optimal learning rates estab-
lished in [5]. In particular, it can be found in [32, Example
2.5] and [17, Example 4.3] that under an additional marginal
assumption
‖ f ‖∞ ≤ Cp‖ f ‖pK‖ f ‖1−pρ
6for some 0 < p < 1 and Cp depending only on p, learning rates
of KRR are of order |D|− 2r2r+s+τ , where τ is a positive number
depending on the r, s and the dimension of X.
Noticing this dilemma, [33] is the first work, to the best
of our knowledge, to study the learning rate without using
the Bernstein-type concentration inequalities. Instead, [33]
adopted a Banach-valued covariance inequality developed in
[11] and the integral operator approach in [29] to derive
learning rates of KRR for strong mixing sequences satisfying
(4). However, their results are capacity-independent, i.e. s = 1
in Assumption 4, making the learning rate be sub-optimal.
In this paper, we follow the idea of [33] but use a recently
developed integral operator approach in [23], [15]. We improve
learning rates of KRR to be optimal with looser restriction on
the mixing conditions. We believe this is the first result on
optimal learning rates of KRR for non-i.i.d. samples.
In the era of big data, nonparametric distribution learning
(NDL) is a popular strategy to tackle massive and sensitive
data. If the samples are i.i.d. drawn, optimal learning rates
of NDL have been established in [39], [23], [15], [27], [24],
[22]. A general conclusion is that under Assumptions 2-4, if
m ≤ |D| 2r−12r+s and 1/2 ≤ r ≤ 1, then DKRR for i.i.d. samples
achieves the optimal learning rates. Our Theorem 3 extends
the results from i.i.d. samples to algebraic α-mixing sequences,
the price of which is a stricter restriction on the number of
local machines, i.e. from m ≤ |D| 2r−12r+s to m ≤ |D| 2r+s−24r+2s . It
should be highlighted that such a degradation is reasonable
since the dependence of samples destroys the classical error
decomposition for distributed learning [15], [6] and requires
a novel error analysis technique. Based on our results, we
find that NDL, especially DKRR, is a good candidate for
overcoming the massive data challenges since it is efficient
for distributively stored, private and dependent data.
V. Step-stones for Analysis
Since analysis technique based on Bernstein-type concen-
tration inequality [25] cannot provide optimal learning rates,
we turn to utilizing the integral operator approach, just as
[33] did. However, our main tool is a recently developed
integral operator technique in [4], [23], [15], which succeeds
in deriving tight bounds for different differences between the
integral operator LK and its empirical version. The follow-
ing covariance inequality for Hilbert-valued strong mixing
sequences [11, Lemma 2.2], which has been used in [33] is
another tool in our analysis.
Lemma 1: Let ξ and η be random variables with values
in a separable Hilbert space H measurable σ-field J and K
and having finite u-th and v-th moments respectively. If 1 <
u, v, t < ∞ with u−1 + v−1 + t−1 = 1 or u = v = ∞, t = 1, then
|E〈ξ, η〉H − 〈Eξ, Eη〉H | ≤ 15(α(J ,K))1/t‖ξ‖u‖η‖v, (20)
where ‖ξ‖u denotes the u-th moment as ‖ξ‖u = (E‖ξ‖uH )1/u if
1 ≤ u < ∞ and ‖ξ‖∞ = sup ‖ξ‖H , and α(J ,K) is defined by
(1).
A. Integral operator approach for strong mixing sequences
Let S D : HK → R|D| be the sampling operator [29] defined
by
S D f := ( f (x))(x,y)∈D.
Its scaled adjoint S TD : R
|D| → HK is given by
S TDc :=
1
|D|
|D|∑
i=1
ciKxi , c := (c1, c2, . . . , c|D|)
T ∈ R|D|.
Define
LK,D f := S TDS D f =
1
|D|
∑
(x,y)∈D
f (x)Kx.
Then, it can be found in [23] that
fD,λ =
(
LK,D + λI
)−1 S TDyD (21)
and
f D,λ =
m∑
j=1
|D j|
|D|
(
LK,D j + λI
)−1
S TD j yD j , (22)
where yD := (y1, . . . , y|D|)T .
Our first tool is to derive upper bounds for operator dif-
ferences ‖LK − LK,D‖ and ‖(LK + λI)−1/2(LK − LK,D)‖ in the
following lemma, whose proof will be given in Appendix.
Lemma 2: Let δ > 0. For an α-mixing sequence {xi}, we
have
E[‖(LK − LK,D)‖2] ≤ κ
4
|D|
1 + 30 |D|∑
`=1
α`
 (23)
and
E[‖ (LK + λI)−1/2 (LK − LK,D)‖2]
≤ κ
2N(λ)
|D| + 15κ
2δ(δ+1)
2δ+1 (N(λ)) 2δ+2 λ− δδ+2
|D|∑
`=1
(α`)
δ
2+δ . (24)
As shown in [15], [24], the product ‖(LK,D+λI)−1(LK,D+λI)‖
plays a crucial role in deriving optimal learning rates for KRR
and DKRR with i.i.d. sampling. In the following lemma, we
adopt the recently developed second order decomposition for
operator differences in [23], [15] to present an upper bound of
‖(LK,D +λI)−1(LK,D +λI)‖ for strong mixing sequences, whose
proof is also postponed to Appendix.
Lemma 3: Let δ > 0. For an α-mixing sequence {xi}, there
holds
E
[
‖(LK,D + λI)−1(LK + λI)‖
]
≤ 2κ
2N(λ)
|D|λ + 30κ
2δ(δ+1)
2δ+1 (N(λ)) 2δ+2 λ− 2δ+2δ+2
∑
i∈D
(αi)
δ
2+δ + 2.
With the help of Lemma 1, we provide our final tool which
focuses on tight bounds for the difference between functions
LK fρ and S TDyD in the following lemma.
Lemma 4: Let 0 < δ < 1 and |yi| ≤ M almost surely. For an
α-mixing sequence {(xi, yi)}, we have
E[‖(LK fρ − S TDyD)‖2K] ≤
M2κ2
|D|
1 + 30 |D|∑
`=1
α`
 (25)
7and
E[‖ (LK + λI)−1/2 (LK fρ − S TDyD)‖2K]
≤ M
2N(λ)
|D| + 15κ
2δ
δ+2 M2(N(λ)) 2δ+2 λ− δδ+2
|D|∑
`=1
(α`)
δ
2+δ . (26)
B. Error decompositions for KRR
We present different error decompositions for KRR under
the HK norm and L2ρX norm. Define the population version of
fD,λ to be
fλ = (LK + λI)−1LK fρ. (27)
Then (21) and (27) yield the following two decompositions.
fD,λ − fλ = (LK,D + λI)−1S TDyD − (LK + λI)−1LK fρ (28)
= ((LK,D + λI)−1 − (LK + λI)−1)S TDyD
+ (LK + λI)−1(S TDyD − LK fρ)
= (LK + λI)−1(LK − LK,D) fD,λ + (LK + λI)−1(S TDyD − LK fρ)
and
fD,λ − fλ = (LK,D + λI)−1S TDyD − (LK + λI)−1LK fρ
= (LK,D + λI)−1(S TDyD − LK fρ)
+ (LK,D + λI)−1 − (LK + λI)−1)LK fρ
= (LK,D + λI)−1(S TDyD − LK fρ)
+ (LK,D + λI)−1(LK − LK,D) fλ. (29)
Denote
P|D|,λ := E[‖(LK + λI)−1/2(LK − LK,D)‖2] (30)
Q|D|,λ := E
[
‖(LK,D + λI)−1(LK + λI)‖
]
(31)
R|D|,λ := E[‖ (LK + λI)−1/2 (LK fρ − S TDyD)‖2K] (32)
S|D| := E[‖(LK − LK,D)‖2] (33)
T|D| := E[‖(LK fρ − S TDyD)‖2K]. (34)
We have the following error decomposition for KRR under
the HK norm.
Proposition 1: Under Assumption 4 with 1/2 ≤ r ≤ 1, we
have
E[‖ fD,λ − fρ‖K]
≤ λr−1/2 + λ−1/2Q1/2|D|,λ(R1/2|D|,λ + κ2r−1P1/2|D|,λ‖hρ‖ρ). (35)
Proof. It follows from the triangle inequality that
‖ fD,λ − fρ‖K ≤ ‖ fD,λ − fλ‖K + ‖ fλ − fρ‖K . (36)
But Assumption 4 with 1/2 ≤ r ≤ 1implies [6]
‖ fλ − fρ‖K ≤ λr−1/2‖hρ‖ρ. (37)
Thus, it suffices to provide an upper bound for the variance
‖ fD,λ − fλ‖K . Due to the basic inequality [4]
‖AτBτ‖ ≤ ‖AB‖τ, 0 < τ ≤ 1 (38)
for positive operators A and B, it follows from the Schwarz
inequality, (30), (31), (32) and (29) that
E[‖ fD,λ − fλ‖K]
≤ E[‖(LK,D + λI)−1(S TDyD − LK fρ)‖K]
+ E[‖(LK,D + λI)−1(LK − LK,D) fλ‖K]
≤ λ−/2
(
E[‖(LK,D + λI)−1/2(LK + λI)1/2‖2]
)1/2
×
{(
E[‖(LK + λI)−1/2(S TDyD − LK fρ)‖2K]
)1/2
+
(
E[‖(LK + λI)−1/2(LK − LK,D)‖2]
)1/2 ‖ fλ‖K}
≤ λ−/2Q1/2|D|,λ(R1/2|D|,λ + P1/2|D|,λ‖ fλ‖K). (39)
Since Assumption 4 holds with 1/2 ≤ r ≤ 1, it is easy to
check
‖ fλ‖K = ‖(LK + λI)−1L1+rK hρ‖K ≤ κ2r−1‖h‖ρ. (40)
Plugging (40) into (39) and inserting the obtain estimate
together with (37) into (36), we obtain (35) directly. This
completes the proof of Proposition 1.
Error decomposition under the L2ρX norm is more sophisti-
cate, for strong mixing sequences. Different from the previous
decomposition under the HK norm based on (28) and the
method in [29], [23] based on (29), our approach adopts both
(28) and (29). In fact, our analysis are cut to two stages: the
first is to bound ‖ fD,λ − fλ‖ρ by using (28) and the other is to
estimate ‖ fD,λ − fλ‖K by utilizing (29).
Proposition 2: If Assumption 4 holds with 12 ≤ r ≤ 1, then
E[‖ fD,λ − fρ‖ρ] ≤
√
2λ−1P1/2|D|,λ
(
T 1/2|D| + κ2r−1‖hρ‖ρS1/2|D|
)
+ κ2r−1‖hρ‖ρP1/2|D|,λ + R1/2|D|,λ + λr‖hρ‖ρ. (41)
Proof. It follows from the triangle inequality that
‖ fD,λ − fρ‖ρ ≤ ‖ fD,λ − fλ‖ρ + ‖ fλ − fρ‖ρ. (42)
But [29] shows that under Assumption 4 with 1/2 ≤ r ≤ 1,
there holds
‖ fD,λ − fλ‖ρ ≤ λr‖hρ‖ρ. (43)
According to (28), ‖ f ‖ρ = ‖L1/2K f ‖K for f ∈ L2ρX and Schwarz
inequality, we have
E[‖ fD,λ − fλ‖ρ] ≤ E[‖(LK + λI)−1(LK − LK,D)( fD,λ − fλ)‖ρ]
+ E[‖(LK + λI)−1(LK − LK,D) fλ‖ρ]
+ E[‖(LK + λI)−1(S TDyD − LK fρ)‖ρ]
≤
(
E[‖(LK + λI)−1/2(LK − LK,D)‖2]
)1/2 (
E[‖ fD,λ − fλ‖2K]
)1/2
+
(
E[‖(LK + λI)−1/2(LK − LK,D)‖2]
)1/2 ‖ fλ‖K
+
(
E[‖(LK + λI)−1/2(S TDyD − LK fρ)‖2K]
)1/2
. (44)
The only thing remainder is to bound E[‖ fD,λ − fλ‖2K]. We use
the error decomposition strategy (29) and obtain
E[‖ fD,λ − fλ‖2K] (45)
≤ 2E[‖(LK,D + λI)−1(S TDyD − LK fρ)‖2K]
+ 2E[‖(LK,D + λI)−1(LK − LK,D) fλ‖2K]
≤ 2λ−2(E[‖(S TDyD − LK fρ)‖2K] + E[‖LK − LK,D‖2]‖ fλ‖2K).
8Therefore, plugging the above estimate and (40) into (44), it
follows from (30), (32), (33) and (34) that
E[‖ fD,λ − fλ‖ρ] ≤
√
2λ−1P1/2|D|,λ
(
T 1/2|D| + κ2r−1‖hρ‖ρS1/2|D|
)1/2
+ κ2r−1‖hρ‖ρP1/2|D|,λ + R1/2|D|,λ.
This completes the proof of Proposition 2 by noting (a+b)1/2 ≤
a1/2 + b1/2 for a, b ≥ 0.
C. Error decomposition for DKRR
Studying error decomposition for DKRR is well developed
in the literature [6] for i.i.d. samples, where the generalization
error is divided into approximation error, sample error and
distributed error. The approximation error is to quantify the
approximation capability of the hypothesis space and the sam-
ple error is to describe the stability of DKRR. The distributed
error, however, is to quantify the limitation of distributed
learning and present a restriction to the number of local
machines. The main tool to derive such an error decomposition
is the following covariance equality for i.i.d. sequences
E[〈 fD j,λ, fDk ,λ〉ρ] = 〈E[ fD j,λ], E[ fD j,λ]〉, ∀k , j.
Due to the dependence, the above covariance relation does
not hold for strong mixing sequences. Our strategy to conquer
this challenge is also to utilize different decomposition similar
as (28) and (29) in two stages of analysis. It follows from (22)
that
f D,λ − fλ
=
m∑
j=1
|D j|
|D| (LK,D j + λI)
−1S TD j yD j −
m∑
j=1
|D j|
|D| (LK + λI)
−1S TD j yD j
+
m∑
j=1
|D j|
|D| (LK + λI)
−1S TD j yD j − (LK + λI)−1LK fρ.
Noting
m∑
j=1
|D j|
|D| (LK + λI)
−1S TD j yD j = (LK + λI)
−1S TDyD
and
m∑
j=1
|D j|
|D| LK,D j fλ = LK,D fλ,
we have
f D,λ − fλ (46)
=
m∑
j=1
|D j|
|D| (LK + λI)
−1(LK − LK,D j )( fD j,λ − fλ)
+ (LK + λI)−1(LK − LK,D) fλ + (LK + λI)−1(S TDyD − LK fρ).
Compared (46) with (28), there is only a difference between
the first term
∑m
i=1
|D j |
|D| (LK + λI)
−1(LK − LK,D j )( fD j,λ − fλ) and
(LK + λI)−1(LK − LK,D)( fD,λ − fλ), which behaves similar as
the distributed error in [6] and provides a restriction to the
number of local machines. Then, we derive the following error
decomposition for DKRR, under both the HK and L2ρX metric.
Proposition 3: If Assumption 4 holds with 12 ≤ r ≤ 1, then
max{E[‖ f D,λ − fρ‖ρ], λ1/2E[‖ f D,λ − fρ‖K]}
≤ λr‖hρ‖ρ +
√
2λ−1
m∑
j=1
|D j|
|D| P
1/2
|D j |,λ(T
1/2
|D j | + κ
2r−1‖hρ‖ρS1/2|D j |)
+ κ2r−1‖hρ‖ρP1/2|D|,λ + R1/2|D|,λ. (47)
Proof. The triangle inequality yields
‖ f D,λ − fρ‖∗ ≤ ‖ f D,λ − fλ‖∗ + ‖ fλ − fρ‖∗, (48)
where ‖ · ‖∗ denotes either ‖ · ‖K or ‖ · ‖ρ. From (46), we have
E[‖ f D,λ − fλ‖∗]
≤ E
 m∑
j=1
|D j|
|D| ‖(LK + λI)
−1(LK − LK,D j )( fD j,λ − fλ)‖∗

+ E
[
‖(LK + λI)−1(LK − LK,D) fλ‖∗
]
+ E
[
‖(LK + λI)−1(S TDyD − LK fρ)‖∗
]
.
Therefore,
max
{
E[‖ f D,λ − fλ‖ρ], λ1/2E[‖ f D,λ − fλ‖K]
}
≤
m∑
j=1
|D j|
|D|
(
E[‖(LK + λI)−1/2(LK − LK,D j )‖2]
)1/2
×
(
E[‖ fD j,λ − fλ‖2K]
)1/2
+
(
E
[
‖(LK + λI)−1/2(LK − LK,D)‖2
])1/2 ‖ fλ‖K
+
(
E
[
‖(LK + λI)−1/2(S TDyD − LK fρ)‖2K
])1/2
.
Plugging (40) and (45) with D being replaced by D j into the
above estimate, we get
max{E[‖ f D,λ − fλ‖ρ], λ1/2E[‖ f D,λ − fλ‖K]}
≤ √2λ−1
m∑
j=1
|D j|
|D| P
1/2
|D j |,λ(T
1/2
|D j | + κ
2r−1‖hρ‖ρS1/2|D j |)
+ κ2r−1‖hρ‖ρP1/2|D|,λ + R1/2|D|,λ.
Inserting the above estimate, (43) and (37) into (48), we
complete the proof of Proposition 3.
VI. Proofs
In this section, we provide proofs of the main results. We
at first prove Theorem 1.
Proof of Theorem 1. Under Assumptions 1, 2 and 4, since
(a + b)1/2 ≤ a1/2 + b1/2 for a, b > 0, it follows from Lemma 2,
Lemma 3 and Lemma 4 respectively that
P1/2|D|,λ ≤ κ
√N(λ)√|D| + 4κ
δ2+δ
2δ+1 (N(λ)) 1δ+2 λ− δ2δ+4 ∑|D|
`=1(α`)
δ
4+2δ , (49)
Q1/2|D|,λ ≤
√
2κ
√N(λ)
|D|λ + 6κ
δ2+δ
2δ+1 (N(λ)) 2δ+2 λ− δ+1δ+2 ∑i∈D(αi) δ4+2δ + √2,
R1/2|D|,λ ≤ M
√N(λ)√|D| + 4κ
δ
δ+2 M(N(λ)) 1δ+2 λ− δ2δ+4 ∑|D|
`=1(α`)
δ
4+2δ . (50)
9Plugging above three estimates into (35), we obtain
E[‖ fD,λ − fρ‖K] ≤ λr−1/2
+ c1λ−1/2
 √N(λ)√|D|λ + (N(λ)) 1δ+2 λ− δ+1δ+2
|D|∑
`=1
(α`)
δ
4+2δ + 1

×
 √N(λ)√|D| + (N(λ)) 1δ+2 λ− δ2δ+4
|D|∑
`=1
(α`)
δ
4+2δ
 .
where
c1 := max
{√
2κ, 6κ
δ2+δ
2δ+1 ,
√
2
}
× max
{
M + κ2r‖hρ‖ρ, 4‖hρ‖ρκ2r−1+ δ
2+δ
2δ+1 + 4Mκ
2
2+δ
}
.
Due to Assumption 3 and λ = |D|1/(2r+s), we obtain
√N(λ)√|D| ≤
√
C0|D| −r2r+s ,
and
(N(λ)) 1δ+2 λ− δ2δ+4 ≤ (N(λ)) 1δ+2 λ− δ+1δ+2 ≤ C 12+δ0 |D|
(s+1)(δ+1)
(2r+s)(δ+2) .
Combining the above three estimates and noting r ≥ 1/2, we
have
E[‖ fD,λ − fρ‖K] ≤ c2
1 + |D| (s+1)(δ+1)(2r+s)(δ+2) |D|∑
`=1
(α`)
δ
4+2δ

×
|D|− r−1/22r+s + |D| 2(s+1)(δ+1)+δ+2(2r+s)(2δ+4) |D|∑
`=1
(α`)
δ
4+2δ
 ,
where c2 := c1(
√
C0 + 1)(
√
C0 + C
1/(2+δ)
0 ). This completes the
proof of Theorem 1 with C = c2.
Proof of Corollary 1. It follows from (4) that
|D|∑
`=1
(a`)
δ
4+2δ ≤ (c1∗) δ4+2δ
|D|∑
`=1
`−
γ1δ
4+2δ
≤ (c1∗) δ4+2δ 4 + 2δ|4 + 2δ − γ1δ| |D|
− 4+2δ−γ1δ4+2δ . (51)
Inserting the above estimate into the righthand side of (10)
and setting
δ =
12r + 6s + 2
(γ1 − 2)(2r + s) − (2r + 2 + 2r) ,
we obtain from (11) that
E[‖ fD,λ − fρ‖K] ≤ C′|D|− r−1/22r+s ,
where C′ :=
(
1 + (c1∗) δ4+2δ 4+2δ|4+2δ−γ1δ|
)2
C. This completes the
proof of Corollary 1.
Proof of Theorem 2. It follows from Lemma 2 and Lemma
4 that (
T 1/2|D| + κ2r−1‖hρ‖ρS1/2|D|
)
≤ κ√|D|
1 + 6 |D|∑
`=1
√
α`
 (M + κ2r‖hρ‖ρ). (52)
Under Assumptions 1,2,4, plugging (52), (49) and (50) into
(41), we obtain
E[‖ fD,λ − fρ‖ρ] ≤ λr‖hρ‖ρ +
 1λ√|D|
1 + |D|∑
`=1
√
α`
 + 1

× c2
 √N(λ)√|D| + (N(λ)) 1δ+2 λ− δ2δ+4
|D|∑
`=1
(α`)
δ
4+2δ
 ,
where
c2 := 6(4κ
δ2+δ
2δ+1 +κ)(
√
2κ(M+κ2r‖hρ‖ρ)+κ2r‖hρ‖ρ)(M+M2κ1/(2δ+1)).
Due to Assumption 3, λ = |D|−1/(2r+s) and 2r + s ≥ 2, we then
have
E[‖ fD,λ − fρ‖ρ]
≤ c3|D|− r2r+s
1 + |D|∑
`=1
√
α`

1 + |D| 2s+δ+2δr+4r(2r+s)(2δ+4) |D|∑
`=1
(α`)
δ
4+2δ
 ,
where c3 := max{‖hρ‖ρ, 2c2(√C0 + Cδ/(4+2δ)0 ). This completes
the proof of Theorem 2 with Cˆ = c3.
Proof of Corollary 2. The proof is similar as that of
Corollary 1. Setting δ = 12r+6s(γ1−2)(2r+s)−2r−1 , (15) follows from
(51) and (14) with Cˆ′ := Cˆ
(
1 + (c1∗) δ4+2δ 4+2δ|4+2δ−γ1δ|
)2
.
Proof of Theorem 3. Under Assumptions 1,2,4, plugging
(52) with D being replaced by D j, (49) and (50) into (47), we
get
max{E[‖ f D,λ − fρ‖ρ], λ1/2E[‖ f D,λ − fρ‖K]}
≤ λr‖hρ‖ρ + c4
m∑
j=1
|D j|
|D|
1
λ
√|D j|
1 + |D j |∑
`=1
√
α`

×

√N(λ)√|D j| + (N(λ)) 1δ+2 λ− δ2δ+4
|D j |∑
`=1
(α`)
δ
4+2δ

+ c5
 √N(λ)√|D| + (N(λ)) 1δ+2 λ− δ2δ+4
|D|∑
`=1
(α`)
δ
4+2δ
 ,
where c4 := 6
√
2(κ+κ
δ2+δ
2δ+1 )κ(M+κ2r)‖hρ‖ρ and c5 = κ2r‖hρ‖ρ(κ+
κ
δ2+δ
2δ+1 ) + M + 4κ2/(2+δ). Due to Assumption 3, λ = |D|−1/(2r+s)
and 2r + s ≥ 2, we then have
max{E[‖ f D,λ − fρ‖ρ], λ1/2E[‖ f D,λ − fρ‖K]}
≤ c6|D|−r/(2r+s) + c6|D|1/(2r+s)
m∑
j=1
|D j|
|D| |D j|
−1/2
1 + |D j |∑
`=1
√
α`

×
|D j|− 12 |D| s4r+2s + |D| 2s+δ+1(2r+s)(2δ+4) |D j |∑
`=1
(α`)
δ
4+2δ

+ c6
|D|− r2r+s + |D| 2s+δ+1(2r+s)(2δ+4) |D|∑
`=1
(α`)
δ
4+2δ
 ,
where c6 := max{‖hρ‖ρ, (√C0 + Cδ/(4+2δ)0 )(c4 + c5)}. This
completes the proof of Theorem 3.
Proof of Corollary 3. Setting δ = 12r+6s(γ1−2)(2r+s)−2r−1 , it follows
from (16), (14), (51), |D1| = · · · = |Dm| and (17) that (18) and
(19) hold with Cˆ′ := C¯
(
1 + (c1∗) δ4+2δ 4+2δ|4+2δ−γ1δ|
)2
.
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Appendix: Proof of Auxiliary Lemmas
In the Appendix, we present proofs for Lemmas 2, 3, 4.
Proof of Lemma 2. The proof of (23) can be found in
[33, Lemma 5.1]. We only need to prove (24). Defined by
η1(x) = (LK + λI)−1/2 〈·,Kxi〉K Kx, x ∈ X. (53)
It takes values in HS (HK), the Hilbert space of Hilbert-
Schmidt operators on HK , with inner product 〈A, B〉HS =
Tr(BT A). The norm is given by ‖A‖2HS =
∑
i ‖Aei‖2K where{ei} is an orthonormal basis of HK . The space HS (HK) is
a subspace of the space of bounded linear operators on HK ,
denoted as (L(HK), ‖ · ‖), with the norm relations
‖A‖ ≤ ‖A‖HS , ‖AB‖HS ≤ ‖A‖HS ‖B‖. (54)
Then, it can be found in [23, eqs.(52)] that
E
[
‖η1‖2HS
]
≤ κ2N(λ). (55)
Now, we apply Lemma 1 to the random variable η1 to prove
(24). The random variable η1(x) defined by (53) has mean
E(η) = (LK + λI)−1/2 LK and sample mean (LK + λI)−1/2 LK,D.
Then,
(LK + λI)−1/2 (LK − LK,D) = E[η1] − 1|D|
∑
xi∈D
η(xi).
For any i, we have from (55) that
Exi〈η1(xi), η1(xi)〉HS = Exi [‖η1(xi)‖2HS ] ≤ κ2N(λ). (56)
For any i , j and δ > 0, it follows from Lemma 1 with
u = v = δ + 2 and t = (δ + 2)/δ that∣∣∣Exi,x j [〈η1(xi), η1(x j)〉HS ] − ‖(LK + λI)−1/2LK‖2HS ∣∣∣
≤ 15
(
α(M1,min{i, j},Mmax{i, j},∞)
) δ
2+δ ‖η1(xi)‖22+δ (57)
Noting that for arbitrary x ∈ X, (LK + λI)−1/2 and Kxi ⊗ Kxi :=
〈·,Kxi〉K Kx are positive operators, we have
‖(LK + λI)−1/2Kxi ⊗ Kxi‖HS = ‖Kxi ⊗ Kxi (LK + λI)−1/2‖HS .
Then, it follows from (54) and
sup
x∈X
‖Kx ⊗ Kx‖HS = sup
x∈X
‖Kx‖2K = sup
x∈X
K(x, x) = κ2
that for arbitrary x ∈ X, there holds
‖ηi(x)‖HS ≤ ‖(LK + λI)−1/2‖‖Kxi ⊗ Kxi‖HS ≤ λ−1/2κ2.
Hence, (56) and the above estimate yield
‖η1(xi)‖2+δ2+δ = Exi [‖η1(xi)‖2+δHS ]
≤ sup
x∈X
‖η1(x)‖δHS Exi [‖‖η1(xi)‖2HS ] ≤ κ2δ+2N(λ)λ−δ/2.
Plugging this into (57) and noting (2), we have
Exi,x j [〈η1(xi), η1(x j)〉HS ] (58)
≤ ‖(LK + λI)−1/2LK‖2HS + 15κ
2δ(δ+1)
δ+2 (α| j−i|)
δ
2+δ (N(λ)) 2δ+2 λ− δδ+2 .
Then,
E[‖ (LK + λI)−1/2 (LK − LK,D)‖2HS ]
= E

〈
E[η1] − 1|D|
∑
xi∈D
η1(xi), E[η1] − 1|D|
∑
x j∈D
η1(x j)
〉
HS

= ‖(LK + λI)−1/2LK‖2HS − 2E
〈E[η1], 1|D| ∑
xi∈D
η1(xi)
〉
HS

+ E

〈
1
|D|
∑
xi∈D
η1(xi),
1
|D|
∑
x j∈D
η1(x j)
〉
HS

= E

〈
1
|D|
∑
xi∈D
η1(xi),
1
|D|
∑
x j∈D
η1(x j)
〉
HS

− ‖(LK + λI)−1/2LK‖2HS .
But (56) and (58) yield
E

〈
1
|D|
∑
xi∈D
η1(xi),
1
|D|
∑
x j∈D
η1(x j)
〉
HS

= E
∑
xi∈D
〈
1
|D|η1(xi),
1
|D|η1(xi)
〉
HS

+ E

〈
1
|D|
∑
xi∈D
η1(xi),
1
|D|
∑
j,i
η(x j)
〉
HS

≤ 1|D|2
∑
xi∈D
E
[〈η1(xi), η1(xi)〉HS ]
+
1
|D|2
∑
xi∈D
∑
j,i
E
[
〈η1(xi), η1(x j)〉HS
]
≤ κ
2N(λ)
|D| +
|D| − 1
|D| ‖(LK + λI)
−1/2LK‖2HS
+ 15κ
2δ(δ+1)
2δ+1 (N(λ)) 2δ+2 λ− δδ+2 |D| − 1|D|
∑
i∈D
∑
j,i
(α| j−i|)
δ
2+δ .
We then have
E[‖ (LK + λI)−1/2 (LK − LK,D)‖2HS ]
≤ κ
2N(λ)
|D| + 15κ
2δ(δ+1)
2δ+1 (N(λ)) 2δ+2 λ− δδ+2
∑
i∈D
(αi)
δ
2+δ .
Then Lemma 2 follows from (54).
Proof of Lemma 3. For invertible positive operators A, B,
we have
A−1B = (A−1 − B−1)B + I = A−1(B − A) + I
= (A−1 − B−1)(B − A) + B−1(B − A) + I
= A−1(B − A)B−1(B − A) + B−1(B − A) + I.
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Set A = (LK,D + λI) and B = (LK + λI). We then have
‖(LK,D + λI)−1(LK + λI)‖
≤ 1
λ
‖(LK − LK,D)(LK + λI)−1(LK − LK,D)‖
+
1√
λ
‖(LK + λI)−1/2(LK − LK,D)‖ + 1
=
1
λ
‖(LK + λI)−1/2(LK − LK,D)‖2
+
1√
λ
‖(LK + λI)−1/2(LK − LK,D)‖ + 1.
Taking expectation and using the Schwarz inequality, we
obtain
E
[
‖(LK,D + λI)−1(LK + λI)‖
]
≤ 1
λ
E
[
‖(LK + λI)−1/2(LK − LK,D)‖2
]
+
1√
λ
(
E
[
‖(LK + λI)−1/2(LK − LK,D)‖2
])1/2
+ 1.
Then, it follows from Lemma 2, (a + b)1/2 ≤ a1/2 + b1/2 and√
a ≤ a + 1 for a, b > 0 that
E
[
‖(LK,D + λI)−1(LK + λI)‖
]
≤ κ
2N(λ)
|D|λ + 15κ
2δ(δ+1)
2δ+1 (N(λ)) 2δ+2 λ− 2δ+2δ+2
∑
i∈D
(αi)
δ
2+δ
+
κ
√N(λ)√
λ|D| +
√
15κ
δ(δ+1)
2δ+1 (N(λ)) 1δ+2 λ− δ+1δ+2
√∑
i∈D
(αi)
δ
2+δ + 1
≤ 2κ
2N(λ)
|D|λ + 30κ
2δ(δ+1)
2δ+1 (N(λ)) 2δ+2 λ− 2δ+2δ+2
∑
i∈D
(αi)
δ
2+δ + 2.
This completes the proof of Lemma 3.
Proof of Lemma 4. Define η2(z) = yKx for z = (x, y) ∈ Z.
Then, it is easy to check
E[η2] = LK fρ, and
1
|D|η2(zi) = S
T
DyD.
But
‖η2(z)‖K ≤ κM, and Ez[‖η2(z)‖K] ≤ M2κ.
Then we obtain from Lemma 1 with u = v = ∞ and t = 1 that
E
[
〈yiKxi , y jKx j〉K
]
≤ ‖LK fρ‖2K + 15|α|i− j|κ2M2.
This together with the same method as that in the proof of
Lemma 2 implies (25). Now we trun to prove (26). Define
η3(z) = (LK + λI)−1/2 (yKx) , z = (x, y) ∈ Z. (59)
It takes values in HK and satisfies
E[η3] = (LK+λI)−1/2LK fρ,
1
|D|η3(zi) = (LK,D+λI)
−1/2S TDyD.
Furthermore, it can be found in [23, P.28] that
‖η3(z)‖K ≤
κM√
λ
, Ez
[
‖η3(z)‖2K
]
≤ M2N(λ). (60)
For any i, we have from (60) that
Ezi〈η3(zi), η3(zi)〉K = Ezi [‖η3(zi)‖2K] ≤ M2N(λ). (61)
For any i , j and δ > 0, it follows from Lemma 1 with
u = v = δ + 2 and t = (δ + 2)/δ that∣∣∣Ezi,z j [〈η3(zi), η3(z j)〉K] − ‖(LK + λI)−1/2LK fρ‖2K ∣∣∣
≤ 15
(
α(M1,min{i, j},Mmax{i, j},∞)
) δ
2+δ ‖η3(zi)‖22+δ, (62)
where
‖η3(zi)‖2+δ2+δ = Ezi [‖‖η3(zi)‖2+δK ]
≤ sup
z∈Z
‖η3(z)‖δK Ezi [‖‖η3(zi)‖2K] ≤ κδMδ+2N(λ)λ−δ/2.
Then,
Ezi,z j [〈η3(zi), η3(z j)〉K] ≤ ‖(LK + λI)−1/2LK fρ‖2K
+ 15κ
2δ
δ+2 M2(α| j−i|)
δ
2+δ (N(λ)) 2δ+2 λ− δδ+2 . (63)
Therefore, we can use the same method as that in the proof
of Lemma 2 and obtain
E[‖ (LK + λI)−1/2 (LK fρ − S TDyD)‖2K]
≤ M
2N(λ)
|D| + 15κ
2δ
δ+2 M2(α| j−i|)
δ
2+δ (N(λ)) 2δ+2 λ− δδ+2 .
The proof of Lemma 4 is completed.
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