An analytic model of non-linear feedback stabilization of the resistive wall mode is presented. The non-linearity comes from either the current or the voltage saturation of the control coil power supply. For the so-called flux-to-current control, the current saturation of active coils always results in the loss of control. On the contrary, the flux-to-voltage control scheme tolerates certain degree of the voltage saturation. The minimal voltage limit is calculated, below which the control will be lost.
I. INTRODUCTION
In high pressure, high bootstrap fraction tokamak fusion plasma scenarios, the operational limit is often set by the resistive wall mode (RWM), which becomes unstable as soon as the plasma pressure exceeds the Troyon no-wall beta limit, 1 according to the ideal magnetohydrodynamic (MHD) theory. Because of its global mode structure, this mode can hardly enter into a non-linear phase and saturate by itself, before causing the major disruption of the plasma. Therefore, the RWM stability physics and control has been a subject of extensive study during recent years, in particular, in view of its importance for the steady state scenarios in ITER 2 and possibly also in the future fusion reactor devices.
Even though recent theory [3] [4] [5] [6] and experiments 7, 8 seem to suggest an important stabilizing effect on the RWM, due to drift kinetic resonances between the mode and the thermal or energetic particles, a complete suppression of the mode remains fragile, especially for ITER. 9, 10 This is partially due to the uncertainty in the prediction of the toroidal plasma flow speed in ITER, partially due to the experimental fact that a marginally stable RWM can be easily triggered by other MHD modes, by external (error) fields, or by energetic particles. [11] [12] [13] It appears that active control of the RWM remains an essential aspect for the ITER steady state scenarios.
The RWM is also often present in the reversed field pinch (RFP) devices, where the mode onset often results in an earlier termination of the discharge. Unlike in tokamaks, the RWM stabilization by subsonic plasma flow, 14 or by drift kinetic effects, 15 does not seem to be effective. Therefore, feedback stabilization of the RWM is critical for the operation of the (thin shell) RFP devices.
Extensive theory [16] [17] [18] [19] [20] [21] [22] and experimental [23] [24] [25] [26] [27] [28] [29] [30] [31] work has been carried out to study the active control of the RWM, in both tokamak and RFP devices. Even though the power saturation of the feedback system is often the case in experiments, very few theoretical work has been performed addressing this issue. Perhaps one exception is Ref. 32 , where the RWM feedback with the voltage saturation is numerically solved as a non-linear control problem. Most of the modeling work predicting the RWM control performance in ITER assumes a linear closed loop, without considering the power saturation. [33] [34] [35] On the other hand, the in-vessel coils in the present ITER design, which have been proposed both for the RWM control, have limits both in the coil current (96 kA-turn), and in the power supply voltage (144 V). Moreover, the same coil system is shared by the edge localized mode (ELM) control. Therefore, the actual current and voltage limits for the RWM control should be even lower. It is critical that the RWM control system to be designed to meet these limits.
This work attempts to make a systematic investigation of the power supply saturation problem for the RWM control, by considering an analytically tractable RWM control model. Our results, though qualitative, show interesting aspects of the non-linear control of the RWM, due to the current or voltage saturation of the active magnetic coils. Quantitative prediction of the power saturation limits, as well as the closed loop behavior in the presence of saturation, requires detailed numerical modeling, which will be our future work.
Section II describes the control model adopted in this work. With this simple cylindrical model, we aim at a systematic exploitation of various possible feedback configurations. Section III briefly describes the open loop and the linear closed loop results. The main results are reported in Sec. IV, where the non-linear behavior of the closed loop, in the presence of the control signal saturation, is investigated. Section V concludes the paper.
II. THE CONTROL MODEL
We shall consider a single harmonic, cylindrical model for the RWM control, following earlier analytic work. [36] [37] [38] We develop a compact formalism that includes a rather complete set of feedback configurations. This will facilitate our further study of the linear and non-linear control. We start with the vacuum solution in a straight cylinder. Denoting the radial position of the plasma boundary, the (thin) resistive wall, and the active coil as a; r w ; r f , respectively. The vacuum solution, for the perturbed radial magnetic flux w, can be written as
in the region between the plasma boundary and the first conducting structure (either wall or active coil). Here, w p ; w f ; w w is the flux contribution produced by the perturbed plasma current, the active coil current, and the wall current, at the radial location a; r f ; r w , respectively. m > 0 is the poloidal harmonic number. (The toroidal harmonic number is assumed to be n 6 ¼ 0 but formally does not enter into the formulation.) The flux in the vacuum region between the wall and the active coil is
where ¼ 1 if the active coil is located inside the wall (r f < r w , internal active coil), and ¼ À1 if the active coil is located outside the wall (r f > r w , external active coil). Finally, the vacuum solution outside the last conducting structure is
We note that the above representation of the perturbed flux, in the vacuum regions, automatically satisfies the continuity condition of the poloidal flux across the conductor interfaces.
The solution inside the plasma depends on the equilibrium current and pressure profiles. However, for the purpose of the control study, the coupling of the linear plasma dynamics to the "external" world can be specified via a single quantity
calculated at the plasma-vacuum interface. The prime here denotes the radial derivative. Note that c 0 is a quantity fully determined by the inner plasma solution (eventually by the equilibrium current and pressure profiles), and hence, c 0 is not affected by the wall current nor the active coil current. Moreover, c 0 can be related to the open loop growth rate of the resistive wall mode, which will be treated as a known quantity in this work. Assuming a thin wall approximation, the perturbed flux satisfies a well known jump condition @w @t
where s w ¼ l 0 rr w d is the so-called wall time, with r; d being the wall conductivity and thickness, respectively. ½w 0 denotes the jump of the radial derivative of w across the wall surface.
Before proceeding with specifications of the sensor signals and the feedback logics, we note that the boundary condition (1), together with the vacuum solution just outside the plasma, couples w p ; w f , and w w independent of the control configuration
We shall consider both flux and voltage sensors. For the flux sensor, the sensor signal y can be either the total radial flux at the wall y ¼ wðr ¼ r w Þ, or the radial derivative of the poloidal flux from the inner side of the wall y ¼ Àr w w 0 ðr ¼ r w ÀÞ. The latter is equivalent to the socalled internal poloidal sensor. In either case, taking into account Eq. (3), the flux sensor signal can be generally written as
where the parameters a and b will depend on the sensor type. Similarly, the voltage sensors can be generally represented as
The control signal u can be either the current I f or voltage V f of the active coil. For the current control, we assume u ¼ w f , utilizing the fact that w f ¼ L f I f , with L f being the selfinductance of the active coil. For the voltage control, we have
where s f 2mL f =R f , with R f being the coil's resistance, characterizes the response time of the active coil. By definition, the total voltage applied to the active coil consists of the inductive and the resistive parts. Note that the inductive voltage is calculated as the time derivative of the total flux w through the coil. We consider a feedback scheme that allows saturation of the control signal u
where K is the controller gain, and u sat is the maximal control signal, which the power supply can provide.
III. OPEN LOOP DYNAMICS AND CLOSED LOOP WITHOUT SATURATION
Combining the wall equation (2) with Eq. (3), we obtain
where we have introduced two notations
Note that B > 1 for ¼ 1, and B < 1 for ¼ À1, by our definitions.
The open loop of the current control scheme assumes u ¼ w f ¼ 0. Substituting this condition into Eq. (5), we find the growth rate c 0 of the RWM in the absence of any feedback system
In further study, we shall assume that c 0 > 0, and hence,
The open loop of the voltage control is different from that of the current control, due to the inductive and resistive response of the active coil to the plasma and wall currents, even in the absence of the feedback. In this case, the active coil effectively acts as a second resistive wall. The open loop equation for the coil is derived as
Equations (5) and (6) jointly determine the open loop eigenvalues c o 1;2 , satisfying a quadratic equation
It can be easily shown that, as long as s f remains finite,
< 0 independent of the coil-wall configuration, resulting in one unstable open loop root, and one stable root. At s f ¼ 1, the active coil effectively acts as a perfectly conducting wall. The open loop does not have unstable roots in this case, if AB 2 þ 1 < 0. The last condition is always satisfied for internal active coils. In further study, we shall assume that this condition is also satisfied for external active coils. This gives a limitation on how far the active coil can be placed outside the wall
For a typical RWM, the normalized open loop growth rate c 0 s w is of order unity, the above constraint on the active coil's position is not very stringent. For instance, for the m ¼ 2 mode, r f should be within 1.49r w ; for the m ¼ 3 mode, r f should be within 1.38r w .
Now we turn to the sensor type specification. Using Eq. (3) and the sensor definition, we find that for radial sen-
One can also define an external poloidal sensor as y ¼ Àrw 0 j r w þ and find a ¼ mðAB þ B À Þ; b ¼ mðA þ 1Þ. However, we shall not consider the external poloidal sensors for the RWM control, due to its poor performance. 37 Moreover, at sufficiently large feedback gain, the external poloidal sensors often cause a second instability of the closed loop system. Independent of the sensor type, a and b are always negative.
Because of the two choices for the sensor signal (flux or voltage), and two choices for the control signal (current or voltage), we have four possible combinations for the control logic. Below we give a systematic, but brief study for each of the cases.
A. Flux-to-current control
The linear control logic reads
Combining with the wall equation (5), we obtain the linear growth rate of the closed loop
where D aðA þ 1Þ À bðAB þ B À Þ. It is clear that D ¼ 0 for radial sensors, as well as for internal poloidal sensors combined with external active coils ( ¼ À1). For internal poloidal sensors with internal active coils (
. Equation (9) shows that the closed loop will be linearly stable, as soon as the (proportional) feedback gain exceeds a critical value K > K cr À1=a > 0.
We mention that a PID controller
with proportional, derivative, and integral actions are often considered for the RWM feedback. The derivative gain helps to increase the phase lead of the closed loop system but does not change the stability margin of an unstable root with vanishing real frequency, at which d dt ¼ 0. The integral gain introduces a phase lag (as well as an additional root) to the closed loop. It can often affect the stability of the closed loop. For simplicity, we will not consider the integral action in this work, but pointing out that a pure integral action converts the voltage sensor into the flux sensor.
B. Flux-to-voltage control
This is perhaps the most interesting and useful control logic for the RWM stabilization
The linear eigenvalues c c 1;2 of the closed loop satisfy a quadratic equation
Since ðAB 2 þ 1Þ < 0; ðA þ 1Þ < 0; D 0, examination of the sign of the coefficients from the above quadratic equation reveals that both roots become negative, as soon as the feedback gain exceeds a critical value K > K cr À2m=ðs f aÞ.
Equation (10) also shows that, at sufficiently large control gain, the two stable roots become complex conjugates. The only exception is the internal active coil combined with the internal poloidal sensor, for which the two roots always remain real.
C. Voltage-to-voltage control
The control logic in this case is
The eigenvalue equation for the closed loop reads
Examining the signs of the coefficients of the above equation, we find that full stabilization is not possible with a proportional controller. However, since a pure integral action converts the voltage sensor into the flux sensor, it can stabilize the closed loop.
D. Voltage-to-flux control
The control logic is
The resulting eigenvalue equation for the linear closed loop becomes
With radial sensors or internal poloidal sensors combined with external coils, D ¼ 0, and hence, there is only a single root, which is unstable. The marginal stability is achieved at infinite proportional gain K cr ¼ þ1.
With internal poloidal sensors and internal active coils, D < 0, and hence, no full stabilization is possible unless the feedback gain becomes infinite.
IV. NON-LINEAR CONTROL WITH POWER SUPPLY SATURATION
The results from Sec. III show that, with a finite proportional feedback gain, and without the control signal saturation, the full stabilization of the closed loop can be achieved only for the flux-to-current and the flux-to-voltage control schemes. For the other two schemes (voltage-to-voltage and voltage-to-flux), the closed loop is always unstable without saturation and will certainly be unstable with the control signal saturation.
Therefore, the question is whether the flux-to-current and the flux-to-voltage control schemes, which are stable at K > K cr without saturation, can still maintain the stability in the presence of the current or voltage saturation.
A. Flux-to-current control
The answer for the flux-to-current control is relatively simple. Suppose that the open loop system starts the time evolution at t ¼ 0, with the initial value w w ðt ¼ 0Þ ¼ w 0 ; w f ðt ¼ 0Þ ¼ 0. At the time moment t ¼ t 1 , the loop is closed. If at the time interval ½t 1 ; t 1 þ dt, with arbitrarily small dt, the current saturates at the power supply limit, i.e., u ¼ w f ¼ ð6Þu sat , we have dw f =dt ¼ 0. The wall equation (5) converts into the open loop equation, meaning that the control is completely lost. Therefore, at least in this ideal situation, the flux-to-current control scheme cannot tolerate the current saturation.
On the other hand, if no saturation occurs at the time interval ½t 1 ; t 1 þ dt, the time evolution of the closed loop can be easily constructed. For instance, the sensor signal yðtÞ becomes
where c c is calculated according to Eq. (9). Since c c < 0 at K > K cr , the sensor signal yðtÞ always decays to zero, after the feedback is switched on. Therefore, if the current saturation is not achieved at the time moment t 1 , it will never be achieved in any further time moment t > t 1 . Consequently, the closed loop proceeds as a linear current control scheme without saturation.
B. Flux-to-voltage control
The situation with the flux-to-voltage control is more interesting. We shall proceed by constructing the time evolution solutions for three cases: (i) the open loop solution at the time interval ½0; t 1 ; (ii) the closed loop solution without saturation, at a time interval ½t 2 ; t 3 ; (iii) the closed loop solution with the voltage saturation, at a time interval ½t 4 ; t 5 . The final time trace will be a proper combination of these solutions (i.e., a proper choice of time moments t 2 ; t 3 ; …).
The two coupled open loop equations can be written in a matrix form
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Since all the coefficients of the above system are timeindependent, the solution is easily 
where
o is a diagonal matrix
The eigenmatrix X o , and its inverse, can be easily constructed 
where U ½ð6Þu sat 0 T . The solution at the time interval ½t 4 ; t 5 is
where X 4 Xðt ¼ t 4 Þ is the solution at the time moment t 4 . Finally, the matrix equation for the closed loop without saturation reads
Denoting c c 1;2 the two roots of the linear closed loop, the eigenmatrix of the closed loop can be easily constructed, together with its inverse matrix
where X 2 Xðt ¼ t 2 Þ. In order to understand the closed loop behavior, we are mostly interested in finding two voltage limits V , no saturation will ever occur during the feedback operation.
On the other hand, we shall prove that there exists a minimal voltage level V 
A lengthy but straightforward calculation eventually gives
where . Therefore, dV f ðtÞ=dt > 0 at t ¼ t 1 . This, combined with the fact that V f ðtÞ vanishes at t ¼ 1, shows the existence of a maximal value of V f at a time moment t > t 1 , for the case with D ¼ 0. This maximum can be easily calculated as
whereŝ f s f =ð2mÞ, and g 1 and g 2 are defined according to the above equations. The sign of the last term
from the g 1 coefficient determines whether gðtÞ will be larger than 1 for all time ½t 1 ; 1Þ, or gðtÞ ! 1 only at a finite time interval. In the former case, the control will be lost due to the saturation, and the closed loop will eventually become unstable. In the latter case, the saturation does not lead to the loss of the stability of the closed loop. Indeed, if G < 0, we have g 1 < 0. Since gðt 1 Þ ! 1, and c o 1 > 0; c o 2 < 0, it is clear that at some time moment, gðtÞ will be less than one. If G > 0 instead, we have g 1 > 0. There are two possible cases. In the first case, D < 0, it can be shown that g 2 > 0. The last term of gðtÞ, Àaŝ f K ! 1, as soon as K ! K cr . Therefore, gðtÞ will be greater than 1 for all t. In the second case, D ¼ 0, g 1 is still positive, but g 2 becomes negative. However, since the g 1 exp½c o 1 ðt À t 1 Þ term increases with time, the g 2 exp½c o 2 ðt À t 1 Þ vanishes towards zero, and the fact that gðt 1 Þ ! 1, we conclude that gðtÞ will be larger than 1 for all time.
The above discussions lead to the calculation of the minimal voltage limit V min f , defined as the solution of G ¼ 0
below which the closed loop will loss the stability. It is not difficult to show that V min f < V f ðt 1 Þ. It is interesting to note that, unlike V max f , V min f does not depend on the feedback gain. Moreover, it does not depend on whether the radial or internal poloidal sensors are used for the closed loop.
We show two examples of the impact of the voltage saturation on the feedback performance. The first example (Figs. 1-3 ) employs the radial flux sensor-to-voltage control scheme, whilst the second (Figs. 4-6 ) employs the internal poloidal flux sensor-to-voltage scheme. The internal active coil is used in both examples. As can be easily understood from the above analytic results, the feedback behavior with external active coils is similar to that of the internal coil case with radial sensors, regardless whether radial or internal poloidal sensor is used. Figure 1 compares three cases. In case (a), the voltage limit u sat in the feedback loop is set above the maximal achievable voltage V max f during the linear closed loop, i.e., without saturation. In case (b), the voltage limit u sat is chosen between the lower limit V min f and the upper limit V max f . The voltage is saturated for a period of time but eventually recovers a linear control phase without the loss of stability. This is also evident from the time trace of the radial flux from the coil and the wall, shown in Fig. 2(b) .
The lower voltage limit V min f is the "hard" limit for saturation, in the sense that the control cannot be recovered as soon as u sat < V (with full saturation). The radial flux sensor and internal active coil are considered, with r f ¼ 1:1a; r w ¼ 1:2a;
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Active control of the resistive wall mode with power saturation Phys. Plasmas 19, 012502 (2012) are similar, except for the control voltage time trace. With the internal poloidal sensor (and the internal active coil), the voltage peaking of the control coil always occurs at the moment when the feedback is switched on. This is not the case with radial sensors. Such a difference has been pointed out in the above analytic derivations.
V. CONCLUSION AND DISCUSSION
We have performed a systematic investigation of the resistive wall mode control using magnetic coils, based on an analytic cylindrical model. The key aspect is the nonlinearity of the control model, introduced by the saturation of the power supply.
Without the power saturation and with a simple controller (a combination of proportional and derivative actions), only two control schemes can give full stabilization of mode at sufficiently large feedback gains, namely the flux-to-current control and the flux-to-voltage control schemes.
For these two control schemes, the problem of the power supply saturation can be studied, when the linear (i.e., without saturation) closed loop is stable. We find that the current control scheme, with a proportional controller, cannot tolerate the saturation of the control coil current. The closed loop becomes unstable as soon as the active coils reach the current limit. This statement is valid for an ideal situation, where the current saturation is caused by a single unstable mode only. In the presence of multiple (stable and unstable) modes, it may happen that the current saturation is caused by the controller response to the stable mode(s), whilst the control of the unstable mode is not lost. A multi-mode control model needs to be developed to investigate this, which is beyond the scope of the present study. More advanced 
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Li, Liu, and Liu Phys. Plasmas 19, 012502 (2012) controllers may help to improve the current control scheme with saturation. A good understanding will most likely require numerical simulations. Though for a bang-bang controller, it can be demonstrated that the current saturation still leads to the loss of control. On the contrary, the voltage control scheme allows a certain degree of saturation, without the loss of the closed loop stability. There exists, however, a critical value of the voltage limit, below which the closed loop will eventually become unstable. Moreover, we have shown that, in our model, this lower threshold of the voltage saturation level does not depend on the feedback gain, nor on the choice of the sensor type.
