Snow depth on sea ice is a major constituent of the marine cryosphere. It is a key parameter for the derivation of sea-ice thickness from satellite altimetry. One way to retrieve the basin-scale snow depth on sea ice is by satellite microwave radiometry. There is evidence from measurements and inter-comparison studies that current retrievals likely under-estimate the snow depth over deformed, rough sea ice. We follow up on an earlier study, where satellite passive microwave data were combined with information on the sea-ice topography from the satellite laser altimeter on board the Ice, Cloud and land Elevation Satellite (ICESat) in a hybrid approach. Such topography information is spatiotemporally limited because of ICESat's operation mode. In this paper, we aim to derive a proxy for this topography information from satellite microwave radiometry. For this purpose, we co-locate parameters describing the sea-ice deformation taken from visual ship-based observations and the surface elevation standard deviation derived from ICESat laser altimetry with the microwave brightness temperatures (TB) measured via the Advanced Microwave Scanning Radiometer aboard Earth Observation Satellite (AMSR-E) and aboard Global Change Observation Mission-Water 1 (GCOM-W1) (AMSR2). We find that the TB polarization ratio at 6.9 GHz and the TB gradient ratio between 10.7 GHz (horizontal polarization) and 6.9 GHz (vertical polarization), might be suited as such a proxy. Using this proxy, we modify the above-mentioned hybrid approach and compute the snow depths on sea ice from the AMSR-E and AMSR2 data. We compare our snow depths with those of the commonly used approach, the hybrid approach, with the ship-based observations for the years 2002 through 2015 and with the measurements made by drifting buoys for the period of 2014 through 2018. We find a convincing overall agreement with the hybrid approach and some improvement over the common approach. However, our approach is sensitive to the presence of thin ice-here, the retrieved snow depths are too large; and our approach performs sub-optimally over old ice-here, the retrieved snow depths are too small. More investigations and, in particular, more evaluations are required to optimize our approach so that the snow depths retrieved for the combined AMSR-E/AMSR2 period could serve as a data set for sea-ice thickness retrieval based on satellite altimetry. a cold or warm atmosphere [1], it modifies the aerodynamic properties of the sea ice [2, 3], and it can contribute to the sea-ice volume when transformed into snow ice [4, 5] . Additionally, snow plays a key role for the remote sensing of the sea-ice cover. Here, we focus on its role in the retrieval of the sea-ice thickness. Most currently used approaches for deriving the sea-ice thickness from satellite observations on a hemispheric scale use laser or radar altimeter observations in combination with Archimedes' principle of buoyancy (e.g., [6] [7] [8] [9] [10] [11] [12] ). With altimetry, the freeboard, i.e., the part of the sea ice above the sea surface, is obtained. With laser altimetry, one obtains the total (sea ice plus snow) freeboard (e.g., [13] ). With radar altimetry, one obtains the sea-ice freeboard-provided the radar signal completely penetrates the overlying snow [6, 9] . The conversion of the freeboard into the sea-ice thickness applying Archimedes' principle requires the snow depth as an input parameter, among others (e.g., [10] ). When using radar altimeter data, the snow depth is additionally required, to account for the signal delay in the snow when computing the sea-ice freeboard [8, 14] .
Introduction
Snow on sea ice is a major component of the marine cryosphere. It reduces the absorption of solar radiation, it reduces the atmosphere-ocean heat exchange, it insulates the sea ice against 2. Data
Ship-Based Observations
The observations carried out from aboard ships traversing sea ice provide valuable information about the sea-ice conditions. In the Antarctic, such observations have been carried out under the so-called ASPeCt (Antarctic Sea Ice Processes & Climate, http://aspect.antarctica.gov.au/) protocol [34] [35] [36] since the 1980s. ASPeCt observations are carried out manually from a voluntary observer at the ship's bridge, who observes the sea ice around the ship within a radius of 1 km distance. Because the ship usually moves during an observation, the observation area has an elliptical shape; the semi-minor axis is 1 km, and the semi-major axis depends on the ships' speed, the ice conditions, and the observers' skills; an approximate average estimate of the observation footprint would be 2 km across-track times 5 km along-track. ASPeCt observations comprise the total sea-ice concentration and partial concentrations of the three thickest sea-ice types within sight. The additional parameters observed are the level sea-ice thickness, snow cover status and depth, ice type and floe size, ridge fraction and height, as well as a suite of meteorological parameters. For more information we refer to [35, 36] . ASPeCt observations have been used in the past for various purposes (e.g., [21, 28, 34, 37, 38] ).
In the present paper, we use the ASPeCt observations for two purposes. The first one is to investigate the relation between the brightness-temperature gradient ratios and polarization ratios and the observed surface topography, aka the height and distribution of ridges. The second one is to compare the snow depths computed from the AMSR-E and AMSR2 data with actual observations. We use an updated and extended version of the original ASPeCt data set (www.aspect.aq, ends in 2005) which extends from June 2002 through December 2015 ( [39] last accessed 12 April 2019]. Figure 1 illustrates the spatiotemporal coverage of this extended ASPeCt data set.
For the quality check (Section 3.1), algorithm development (Section 3.2), and evaluation of the retrieved snow depth (Section 4.2) with the ASPeCt observations, we compute the mean values of the required parameters. These are the sea-ice thickness, snow depth, ridge height, and fraction of ridged ice. The mean values are computed using the observed fractions of the up-to-three ice types observed as weight. If V i , i = 1, 2, 3 is the value of one of these parameters for the ice type i, e.g., the snow depth, C i , i = 1, 2, 3 is the fraction of the ice type i, and C is the total sea-ice concentration, then the mean value is given by:
Equation (1) is modified accordingly if only one or two ice types are present. Note that we use the sea-ice thickness only as a threshold to exclude thin ice, as will be motivated later.
investigate the relation between the brightness-temperature gradient ratios and polarization ratios and the observed surface topography, aka the height and distribution of ridges. The second one is to compare the snow depths computed from the AMSR-E and AMSR2 data with actual observations. We use an updated and extended version of the original ASPeCt data set (www.aspect.aq, ends in 2005) which extends from June 2002 through December 2015 ( [39] last accessed 12 April 2019]. Figure  1 illustrates the spatiotemporal coverage of this extended ASPeCt data set. For the co-location with the satellite-based snow depths (see Section 4.2), we convert the latitude and longitude coordinates of both data sets into cartesian coordinates. That way, we search for the closest satellite grid-cell center by means of the minimum distance between an ASPeCt observation and the grid-cell center in kilometers. All comparisons using such co-located snow depth data are carried out using the daily, along-track mean values, i.e., we average over all co-located ship-observations and satellite product grid cells within one day, following the approach of Beitsch et al. [38] . By computing such along-track daily mean values, we reduce the noise inherent in the ASPeCt observations caused by the (mostly) different experiences and skills of the observers and by the varying sizes of the observation footprints.
Brightness Temperatures
For the algorithm development, we use AMSR-E/AMSR2 brightness-temperature swath data co-located with the ASPeCt observations (Section 2.1) and ICESat observations (Section 2.3), as well as ERA-Interim re-analysis near-surface meteorological parameters such as the 2 m-air temperature. The AMSR-E/AMSR2 data sources and the co-location methodology are described in Pedersen et al. [40] . The respective co-located data set is the result of a joint effort of the European Space Agency-Climate Change Initiative (ESA-CCI) sea-ice-ecv project and the EU-H2020-SPICES project and is also available via [40] ; note that we use version 3 of this data set [last accessed 22 June 2018] ; changes made between version 3 and the actual version 6 of this product do not relate to the data we use.
For the computation of the snow depth, we use the daily gridded AMSR-E brightness-temperature data set at a 25 km grid resolution, provided by NSIDC: AE_SI25.003 ( [15] , last accessed 26 April 2018), and the unified daily gridded AMSR2 brightness-temperature data set at a 25 km grid resolution: AU_SI25.001 ( [41] , last accessed 18 May 2019). These data sets are provided on a polar-stereographic grid with a tangential plane at 70 • latitude. We do not use the snow depth data based on the approach of Markus and Cavalieri [16] , henceforth named NSIDC, which are provided in the same data sets as mentioned above but at a 12.5 km grid resolution ( [42, 43] , last accessed 18 May 2019). These NSIDC snow depths are filtered, i.e., the above-mentioned (in Section 1) 5-day running mean is applied [42, 43] . Because we aim for an inter-comparison of our algorithm with unfiltered NSIDC algorithm snow depths, we compute the NSIDC snow depths on our own, as described in Section 3.
ICESat Surface Roughness
We use GLAS/ICESat L2 sea-ice altimetry data (GLA13) of release 33 altimetry binary data [44] . We downloaded the data for the ICESat measurement periods 2A to 2E from the U.S. National Snow and Ice Data Center (NSIDC: http://nsidc.org/data/gla13.html). This data was used to compute the average along-track surface elevation and its standard deviation σ f for moving (by one laser shot) ground-track segments of 50 km length, as described in Kern and Spreen [45] . This computation is carried out separately for every ICESat measurement period between 2A (October/November 2003 or ON03) and 2E (March/April 2009 or MA09) (see Table 1 ). We refer to [44] and [45] for further information.
For the co-location with the AMSR-E brightness temperatures (see [40] ), we only used values every 5 km to reduce the computational cost. We did not compute the freeboard and its standard deviation to minimize the influence of potential errors in the elevation-to-freeboard conversion due to, e.g., a lack of leads (see [45] ). The main parameter of interest for the algorithm development (see Section 3) is the surface elevation standard deviation, which we show in Figure 2 for all ICESat measurement periods; note that ND08 is split into the October and November/December data.
information. Table 1 . The used ICESat measurement periods. The abbreviations given in parentheses in each cell are used throughout the paper to denote the respective periods. For the co-location with the AMSR-E brightness temperatures (see [40] ), we only used values every 5 km to reduce the computational cost. We did not compute the freeboard and its standard deviation to minimize the influence of potential errors in the elevation-to-freeboard conversion due to, e.g., a lack of leads (see [45] ). The main parameter of interest for the algorithm development (see Section 3) is the surface elevation standard deviation, which we show in Figure 2 for all ICESat measurement periods; note that ND08 is split into the October and November/December data. Table 1 ).
For the algorithm development, we chose to average over five temporally consecutive ICESat surface elevation standard deviation values; the ICESat values are given as a time-series of the along-track measurements. Because five such consecutive values can originate from different ICESat 
AWI Snow Buoy Data
For the evaluation of our snow-depth product, we use, in addition to the ASPeCt snow depth observations (Section 2.1), observations from the Alfred-Wegener Institute (AWI) snow buoys deployed in the Southern Ocean during the years 2013 until now. These buoys provide four coincident individual snow height measurements representing an area of~10 m 2 around the buoy carried out by a downward looking sonar mounted at a known fixed altitude above the ice-snow interface [46] . The measured snow heights have an accuracy of one centimeter and are stored hourly together with the position and the air temperature. The data are post-processed, and the outliers removed and made available via http://www.meereisportal.de [47, 48] .
For the inter-comparison (Section 4.2), we average over the up-to-four snow-depth measurements, i.e., use one value per position. Observations with fewer than three individual snow-depth buoy measurements are discarded. We co-locate the buoy and satellite data, as described in Section 2.1, for the ASPeCt data. We inter-compare the data using the daily mean values of both the buoy and satellite data, following the approach of Beitsch et al. [38] .
Methodologies

Quality Check of the Input Data and Confirmation of Recent Findings
Here, we illustrate whether the data inputs into the development of our approach in Section 3.2 are related to each other as expected. First, we focus on the ASPeCt observations. We limit the investigation to total sea-ice concentrations > 90% and to sea-ice thickness > 0.3 m; a motivation for these thresholds is given in Section 3.2 in the context of Equation (3). We find, as expected, that the snow depths on sea ice increase with the sea-ice thickness (Figure 3a ), that the sea-ice thickness is positively related to the fraction of ridged ice (Figure 3b ), and that the snow depth on sea ice is also positively related to the fraction of ridged ice (Figure 3c ). We refer in this context also to a recent paper where high-resolution observations are used to also illustrate the relationships between the sea-ice thickness and snow depth on the one hand and the degree of deformation on the other hand [49] .
We compute the NSIDC AMSR-E snow depths using the brightness temperatures of the product AE_SI25.003 (Section 2.2), co-locate these with our ASPeCt data set, compute the difference of AMSR-E minus the ASPeCt snow depth, and display this difference as a function of the ridged ice fraction in the form of histograms (not shown). We find that for ridged ice fractions > 25%, the AMSR-E snow depths under-estimate the ASPeCt snow depths by 20 cm or more in~30% of the cases. Conversely, for ridged ice fractions < 15%, the AMSR-E snow depths under-estimate the ASPeCt snow depths in only < 10% of the cases. The snow depth under-estimation by 40 cm or more occurs in~10% of all cases with a high ridged ice fraction. these thresholds is given in Section 3.2 in the context of Equation (3). We find, as expected, that the snow depths on sea ice increase with the sea-ice thickness (Figure 3a ), that the sea-ice thickness is positively related to the fraction of ridged ice (Figure 3b ), and that the snow depth on sea ice is also positively related to the fraction of ridged ice (Figure 3c ). We refer in this context also to a recent paper where high-resolution observations are used to also illustrate the relationships between the sea-ice thickness and snow depth on the one hand and the degree of deformation on the other hand [49] . How do the AMSR-E NSIDC snow depth data distribute when co-located with other roughness information? Can we confirm our findings based on the ASPeCt observations? In order to answer this question, we co-locate the AMSR-E NSIDC snow depth data (see [22] , Equation (1)) with the ICESat surface elevation standard deviation (Elevation STDDEV) and display the distribution of the AMSR-E snow depths, separately for the fall, winter and spring periods, for different ranges of the Elevation STDDEV: <0.05 m, 0.05 m to 0.1 m, . . . , >0.2 m ( Figure 4 ). We find a pronounced mode in the snow depth distribution at depth values between 5 and 10 cm for values of the Elevation STDDEV < 0.15 m. For sea ice with a higher variability in the surface topography, 0.15 m to 0.2 m, and >0.2 m (orange and red graphs), we find modal snow depths of~20 cm in fall and winter (see Figure 4a ,b, orange and red arrows). In contrast, in spring ( Figure 4c ), we find these modes to be located at snow depths < 10 cm, like the modal snow depths of the other ranges of the elevation STDDEV. This is not a direct confirmation of the ASPeCt results. However, we take this finding as another confirmation of the results of Worby et al. [19] and Kern and Ozsoy-Cicek [28] , who showed that the NSIDC AMSR-E snow depths tend to decrease from winter to spring, under-estimating the snow depth in particular during this season. It remains to be noted, however, that the thickest snow is associated with the two largest Elevation STDDEV classes. We compute the NSIDC AMSR-E snow depths using the brightness temperatures of the product AE_SI25.003 (Section 2.2), co-locate these with our ASPeCt data set, compute the difference of AMSR-E minus the ASPeCt snow depth, and display this difference as a function of the ridged ice fraction in the form of histograms (not shown). We find that for ridged ice fractions > 25%, the AMSR-E snow depths under-estimate the ASPeCt snow depths by 20 cm or more in ~30% of the cases. Conversely, for ridged ice fractions < 15%, the AMSR-E snow depths under-estimate the ASPeCt snow depths in only < 10% of the cases. The snow depth under-estimation by 40 cm or more occurs in ~10% of all cases with a high ridged ice fraction.
How do the AMSR-E NSIDC snow depth data distribute when co-located with other roughness information? Can we confirm our findings based on the ASPeCt observations? In order to answer this question, we co-locate the AMSR-E NSIDC snow depth data (see [22] , Equation (1)) with the ICESat surface elevation standard deviation (Elevation STDDEV) and display the distribution of the AMSR-E snow depths, separately for the fall, winter and spring periods, for different ranges of the Elevation STDDEV: <0.05 m, 0.05 m to 0.1 m, …, >0.2 m ( Figure 4 ). We find a pronounced mode in the snow depth distribution at depth values between 5 and 10 cm for values of the Elevation STDDEV < 0.15 m. For sea ice with a higher variability in the surface topography, 0.15 m to 0.2 m, and >0.2 m (orange and red graphs), we find modal snow depths of ~20 cm in fall and winter (see Figure 4a ,b, orange and red arrows). In contrast, in spring ( Figure 4c ), we find these modes to be located at snow depths < 10 cm, like the modal snow depths of the other ranges of the elevation STDDEV. This is not a direct confirmation of the ASPeCt results. However, we take this finding as another confirmation of the results of Worby et al. [19] and Kern and Ozsoy-Cicek [28] , who showed that the NSIDC AMSR-E snow depths tend to decrease from winter to spring, under-estimating the snow depth in particular during this season. It remains to be noted, however, that the thickest snow is associated with the two largest Elevation STDDEV classes. Table 1 ).
Algorithm Development
Markus et al. [22] already suggested to combine the main parameter used for the AMSR-E snow depth retrieval: the brightness-temperature gradient ratio at 37 and 19 GHz (vertical polarization GR3719VV) corrected for the influence of open water (GRice) with the standard deviation of the total (sea ice + snow) freeboard σf derived from ICESat measurements. They proposed the following equation to compute an improved snow depth, which substantially reduces the negative bias over rough sea ice: Table 1 ).
Markus et al. [22] already suggested to combine the main parameter used for the AMSR-E snow depth retrieval: the brightness-temperature gradient ratio at 37 and 19 GHz (vertical polarization GR3719VV) corrected for the influence of open water (GR ice ) with the standard deviation of the total (sea ice + snow) freeboard σ f derived from ICESat measurements. They proposed the following Remote Sens. 2019, 11, 2323 8 of 31 equation to compute an improved snow depth, which substantially reduces the negative bias over rough sea ice:
In Figure 5 , we illustrate, by means of a color-coded scatterplot, the distribution of the snow depth retrieved with the NSIDC algorithm ( Figure 5a ) and the Markus et al. [22] algorithm ( Figure 5b ) as a function of the GR ice (y-axis) and ICESat elevation STDDEV (x-axis) for the spring ICESat measurement periods. The NSIDC AMSR-E snow depths distribute parallel to the x-axis across the GR3719VV-ICESat roughness (elevation STDDEV) space ( Figure 5a ); there is no variation of the retrieved snow depth with the elevation STDDEV. In addition, most snow depths are <0.5 m. In contrast, as expected, the Markus et al. [22] snow depths vary with both the GR3719VV and elevation STDDEV ( Figure 5b ). In addition, we find a considerable fraction of snow depths > 0.5 m. This is an encouraging result and agrees with the findings of, e.g., [50] .
Markus et al. [22] and our study (for Figure 5b ) combined the AMSR-E data with ICESat data. However, ICESat data was measured discontinuously (see Table 1 ). Therefore, until the launch of its successor, ICESat-2, in September 2018, the approach of Markus et al. [22] could only be applied to obtain an improved daily snow depth on sea ice for the Antarctic for the ICESat measurement periods ( Table 1 ). This is suboptimal for sea-ice thickness retrieval from satellite altimetry. In Figure 5 , we illustrate, by means of a color-coded scatterplot, the distribution of the snow depth retrieved with the NSIDC algorithm ( Figure 5a ) and the Markus et al. [22] algorithm ( Figure  5b ) as a function of the GRice (y-axis) and ICESat elevation STDDEV (x-axis) for the spring ICESat measurement periods. The NSIDC AMSR-E snow depths distribute parallel to the x-axis across the GR3719VV-ICESat roughness (elevation STDDEV) space ( Figure 5a ); there is no variation of the retrieved snow depth with the elevation STDDEV. In addition, most snow depths are <0.5 m. In contrast, as expected, the Markus et al. [22] snow depths vary with both the GR3719VV and elevation STDDEV ( Figure 5b ). In addition, we find a considerable fraction of snow depths > 0.5 m. This is an encouraging result and agrees with the findings of, e.g., [50] . Markus et al. [22] and our study (for Figure 5b ) combined the AMSR-E data with ICESat data. However, ICESat data was measured discontinuously (see Table 1 ). Therefore, until the launch of its successor, ICESat-2, in September 2018, the approach of Markus et al. [22] could only be applied to obtain an improved daily snow depth on sea ice for the Antarctic for the ICESat measurement periods ( Table 1 ). This is suboptimal for sea-ice thickness retrieval from satellite altimetry.
Henceforth, we describe our approach to find a substitute for the surface topography proxy σf among the AMSR-E brightness temperatures. In a first step, we investigate which brightnesstemperature gradient (GR) or polarization (PR) ratio shows a reasonable relationship with the observed surface topography. For this purpose, we derive the daily average ridged ice fraction and standard deviation from the ASPeCt observations of the ridge height during one day and compare these with the co-located daily average GR and PR values derived from the AMSR-E and AMSR2 brightness temperatures TB. We excluded cases with a <90% sea-ice concentration and sea-ice thickness < 0.3 m, and applied a 2m-air temperature threshold of −10 °C. By excluding cases with a <90% sea-ice concentration, we minimize the impact of open water on GR and PR. By excluding cases with a sea-ice thickness < 0.3 m, we attempt to minimize the influence of the emission of water underneath thin ice on GR and PR, recalling that penetration depths into sea ice increase with a decreasing frequency. Finally, by excluding cases warmer than −10 °C, we mitigate the influence that liquid water within the snow may have on the GR and PR values.
The GR values are computed as:
with frequency f1 = {89.0 GHz, 36.5 GHz, 18.7 GHz, or 10.7 GHz}, frequency f2 = {36.5 GHz, 18.7 GHz, 10.7 GHz, or 6.9 GHz}, polarization at frequency f1: p1 = {V or H}, and polarization at frequency f2: p2 Henceforth, we describe our approach to find a substitute for the surface topography proxy σ f among the AMSR-E brightness temperatures. In a first step, we investigate which brightness-temperature gradient (GR) or polarization (PR) ratio shows a reasonable relationship with the observed surface topography. For this purpose, we derive the daily average ridged ice fraction and standard deviation from the ASPeCt observations of the ridge height during one day and compare these with the co-located daily average GR and PR values derived from the AMSR-E and AMSR2 brightness temperatures TB. We excluded cases with a <90% sea-ice concentration and sea-ice thickness < 0.3 m, and applied a 2m-air temperature threshold of −10 • C. By excluding cases with a <90% sea-ice concentration, we minimize the impact of open water on GR and PR. By excluding cases with a sea-ice thickness < 0.3 m, we attempt to minimize the influence of the emission of water underneath thin ice on GR and PR, recalling that penetration depths into sea ice increase with a decreasing frequency. Finally, by excluding cases warmer than −10 • C, we mitigate the influence that liquid water within the snow may have on the GR and PR values.
Remote Sens. 2019, 11, 2323 9 of 31 with frequency f 1 = {89.0 GHz, 36.5 GHz, 18.7 GHz, or 10.7 GHz}, frequency f 2 = {36.5 GHz, 18.7 GHz, 10.7 GHz, or 6.9 GHz}, polarization at frequency f 1: p1 = {V or H}, and polarization at frequency f 2: p2 = {V or H}. Note that we use 89, 37, 19, 10, and 6 to denote these frequencies henceforth. The GR is computed for every combination of f 1 with a smaller frequency f 2, i.e., for example, GR3719, GR3710, and GR3706, and for every polarization combination, i.e. VV, VH, HV, and HH.
The PR values are computed as:
with frequency f = {89.0 GHz, 36.5 GHz, 18.7 GHz, 10.7 GHz, or 6.9 GHz} and polarizations p1 = V and p2 = H. The PR is computed once for every frequency. Note that despite setting a sea-ice concentration threshold of 90%, we follow Markus and Cavalieri [16] and derive the so-called "ice" version of all the GR and PR values by correcting them for a potential influence of open water. The tie points of open water required for this correction are taken from Tonboe and Pedersen [51] (their Table 2 .4).
We focus on these ratios to mitigate the impact of (near-) surface temperature variations on the measured brightness temperature. We do not aim to replace GR3719VV in Equation (2) by another, potentially better suited GR or PR value (e.g., [31] ) but aim to find a proxy for the surface topography. Observations [24] and modeling studies [23, 52] confirm earlier findings (e.g., [53] ) and suggest that, especially at lower frequencies, i.e., 10 GHz and 6 GHz, the brightness temperatures are sensitive to the surface topography. Furthermore, the other frequencies, i.e., 19 GHz through 89 GHz [52] [53] [54] , are sensitive to surface topography variations. However, these higher frequencies are more sensitive to the snow depth and to other snow properties, such as the density and grain size, than the lower frequencies are. Moreover, the penetration depth of microwave radiation into snow is smaller for the higher frequencies than for the lower ones. Therefore, although AMSR-E frequencies exhibit a certain sensitivity to the surface topography of the snow and/or ice-snow interface, the sensitivity of the lower frequencies dominates over the other sensitivities because of the longer wavelength and deeper penetration of the microwave signal. We remind the reader that our aim here is to find a proxy for the variation of the surface topography. Hence, we wish to exclude other effects as much as possible; we therefore focus on GRs and PRs at the low frequencies.
We find high correlations between the ASPeCt ridged ice fraction, and PR06, PR10 and the gradient ratios GR1006HV and GR1006VH: 0.92, 0.84, −0.83, and 0.90, respectively (Figure 6a-d), which coincide with reasonably steep slopes of a linear regression. These values are valid for winter and decrease toward spring, when the correlations and slopes decrease to 0.41, 0.20, −0.30, and 0.66, respectively (Figure 6e-h). GR1006VH offers the highest overall correlation with the ridged ice fraction, and PR06 offers the second highest. Note that, together, winter and spring account for 88.6% of all values.
We find even higher correlations between the ASPeCt ridge height standard deviation and PR06, PR10, GR1006HV, and GR1006VH: 0.94, 0.94, −0.91, and 0.85, respectively (Figure 6i -l). We observe a reduction toward spring, which is less pronounced than for the ridged ice fraction; the correlation values are 0.66, 0.66, −0.72, and 0.82, respectively. Again, GR1006VH offers the highest overall correlation. The correlations and slopes obtained for GR1006VV and GR1006HH (not shown) are considerably smaller than those obtained for the cross-polarized GRs.
We also find a reasonable linear relationship between the PR and GR values with the two ASPeCt surface roughness parameters for fall (not shown here); the correlation coefficients range from |0.35| to |0.63| for the ridged ice fraction and |0.26| to |0.61| for the ridge height standard deviation. However, the number of data pairs is too small for us to follow up with this further. The next step is to investigate the relationship of GR and/or PR with the co-located ICESat surface elevation standard deviation σ f . We again carry out this investigation by means of two-dimensional histograms (comparable to Figure 6 ). Based on the results of the comparison with the ASPeCt data, we focus on the seasons of fall through spring for the low frequencies and available ICESat periods only. Figure 7 illustrates the main results of our investigation regarding the relationship between the AMSR-E PR and GR values at the low frequencies and σf. We find the best (linear) relationships for fall and winter (left two columns in Figure 7 ) with the steeper slopes obtained for fall; a steeper slope means a larger sensitivity. For fall, we find the highest correlation for PR06 and GR1006HV: 0.73 and 0.72, respectively. For winter, we find the highest correlations for PR06 and PR10: 0.55 and 0.53, respectively; note that these are considerably smaller than those in fall. For spring, the correlations drop to almost zero, as do the slopes, meaning that the PRs and GRs that are used are not sensitive to σf. This is a discouraging result, especially in light of the fact that, unlike for the comparison with the ASPeCt observations where winter and spring accounted for ~90% of all the data, for the Figure 7 illustrates the main results of our investigation regarding the relationship between the AMSR-E PR and GR values at the low frequencies and σ f . We find the best (linear) relationships for fall and winter (left two columns in Figure 7 ) with the steeper slopes obtained for fall; a steeper slope means a larger sensitivity. For fall, we find the highest correlation for PR06 and GR1006HV: 0.73 and 0.72, respectively. For winter, we find the highest correlations for PR06 and PR10: 0.55 and 0.53, respectively; note that these are considerably smaller than those in fall. For spring, the correlations drop to almost zero, as do the slopes, meaning that the PRs and GRs that are used are not sensitive to σ f . This is a discouraging result, especially in light of the fact that, unlike for the comparison with the ASPeCt observations where winter and spring accounted for~90% of all the data, for the comparison with the ICESat data~50% of the data pairs are from spring,~15% from fall and~30% from winter. We note that these results are insensitive to both the choice of the sea-ice concentration threshold (which can be seen as a proof that the correction of the GR and PR values for the open water influence is working well) and to the air temperature. All the above-described results are obtained from cold cases, e.g., air-temperatures < −10 • C; using higher temperature thresholds only increases the noise in the two-dimensional histograms in Figure 7 but not the general agreement between the two data sets. Table 2 . Summary of the linear correlation coefficients R from Figure 7 ; note that the values for spring are included; these are not shown in Figure 7 .
All Year
Fall Despite this obvious limitation, we perform the next step and replace σ f in Equation (2) with the linear equation relating σ f to a GR or PR (see the equations in black font in Figure 7 ). For PR06fall (Figure 7a ), Equation (2) thus modifies into:
The factor 100 converts from meters to centimeters. Figure 7 illustrates that the observed σ f values barely fall below 0.03. The application of the linear regression, however, could result in a smaller or even negative computed σ f . Therefore, if the computed σ f falls below 0.03, we set it to 0.02.
We identify one issue with Equation (5). For a small computed σ f , Equation (5) under-estimates the snow depths that would be obtained with the standard NSIDC algorithm (e.g., [22] , Equation (1)):
for the same GR ice as inserted into Equation (5) . More specifically, for a typical range of GR ice values between −0.01 and −0.06 and a computed σ f of 0.02, one would under-estimate the snow depth by between~5 cm and~15 cm with Equation (5), when compared to Equation (6) . Larger computed σ f values of 0.05 or 0.08 would still result in a negative bias in the snow depth for the lower, i.e., more negative, GR ice values. We decide to avoid this by combining Equations (5) and (6) as follows:
In Figure 8 , we illustrate the effect of combining both equations over using just Equation (5). We use the co-located ASPeCt-AMSR-E/AMSR2 brightness temperature data set (Section 2.1) and compute the snow depth with the standard NSIDC algorithm, Equation (6), with an enhanced version of this algorithm, the so-called UB-SICCI [55, 56] and with our algorithm, henceforth referred to as ITU algorithm. For the latter, we apply Equation (5) using PR06fall, PR06winter, a linear combination of both: PR06mixed, as well as the respective coefficients for GR1006HV, and we apply Equation (7) for the same set of PR and GR values. We compare the daily mean along-ship track values in Figure 8 and Table 3 . Note that here and for all other retrieval results shown hereafter, the negative snow depths are set to 0 cm. from winter. We note that these results are insensitive to both the choice of the sea-ice concentration threshold (which can be seen as a proof that the correction of the GR and PR values for the open water influence is working well) and to the air temperature. All the above-described results are obtained from cold cases, e.g., air-temperatures < −10 °C; using higher temperature thresholds only increases the noise in the two-dimensional histograms in Figure 7 but not the general agreement between the two data sets. Table 2 ) .  Table 3 . The mean, standard deviation of the mean (sdev) and median difference of the ASPeCt minus AMSR-E/AMSR2 (AMSRX) snow depth, and the squared correlation of a linear regression "R 2 ". All quantities except R 2 are given in centimeters. See Figure 8 and text for more details.
Fall Coefficients
Winter The histograms of the NSIDC and UB-SICCI snow depths (Figure 8a) agree well with the one of the ASPeCt snow depths. UB-SICCI exhibits slightly thicker snow depths than NSIDC. The histograms of the ITU snow depth agree less with the ASPeCt snow depths (Figure 8b-d ). We find a considerably smaller count of snow depths between 10 cm and 20 cm. We find a considerably larger count of snow depths > 40 cm than observed (ASPeCt) and computed otherwise (NSIDC and UB-SICCI); there are actually no snow depths > 40 cm in NSIDC and UB-SICCI ( Figure 8a ). We find that the combination of NSIDC and ITU algorithms results in less variation of the counts among the three thinnest snow-depth bins 0-10 cm, 10-20 cm and 20-30 cm. The distributions most resembling the one of the ASPeCt snow depths in these three bins are PRfall2 and GRfall2 (Figure 8e ). As expected, there is almost no change between Figures 8b-d (5); (e-g) ITU PR06 and GR1006HV using Equation (7) . See text for more details .   Table 3 . The mean, standard deviation of the mean (sdev) and median difference of the ASPeCt minus AMSR-E/AMSR2 (AMSRX) snow depth, and the squared correlation of a linear regression "R 2 ". All quantities except R 2 are given in centimeters. See Figure 8 and text for more details. (5); (e-g) ITU PR06 and GR1006HV using Equation (7) . See text for more details.
Two issues need to be taken into account when interpreting Figure 8 and Table 3 . First: the ASPeCt snow depths are supposed to be reported for level sea ice. Second: the ASPeCt observations are carried out while the ship navigates in ice-covered waters. The ship most often follows easy-to-navigate waters, i.e., open or freshly refrozen leads and/or level ice of the thinnest thickness category. Therefore, the ASPeCt snow depths are expected to be biased as being low compared to the actual snow depth (e.g., [19] ). Having stated this, the differences between the snow depths obtained with the ITU algorithms and the ASPeCt observations shown in Figure 8 and Table 3 should be seen in a different light. While the agreement between the NSIDC/UB-SICCI snow depths and ASPeCt snow depths seems very good, this is based on a snow-depth distribution where deep snow is missing. Moreover, there is evidence that the NSIDC snow depths under-estimate the snow depth over deformed sea ice by a factor of two to three (e.g. [19] ); a considerable fraction of the deep snow is missing. Our results, obtained with the ITU algorithm, provide a substantial fraction of snow deeper than that contained in the distributions shown in Figure 8a . We hypothesize that with our new algorithm we are able to uncover at least part of the deeper snow missing in the ASPeCt observations and in the snow-depth retrievals based on the NSIDC and UB-SICCI algorithms.
Results
Snow Depths from Co-Located Data Sets
First, we compute the snow depth for the co-located AMSR-E-ICESat data set with the aim to quantify the differences between ITU and the other snow-depth retrievals. We employ the same algorithms already used in Figure 8 and Table 3 . In addition, we employ the Markus et al. [22] hybrid algorithm (henceforth Markus2011; see Equation ( 2) in the present paper), combining the AMSR-E brightness temperatures with the ICESat surface elevation standard deviation. For the ITU algorithm, we apply PR06, PR10, GR1006HV, and GR1006VH for fall, winter, all year, and the linear fall-winter combination "mixed" (see above).
In Figure 9 , we show a subset of the obtained snow depth maps. The snow depths are only displayed at locations with valid ICESat surface elevation standard deviations, for sea-ice concentrations >90% and 2 m-air temperatures <−10 • C. The data for "Winter" are based on considerably fewer measurements (only ICESat measurement periods extending into June for the years 2004-2006) than the data for "Spring" (ICESat measurement periods overlapping with the months of September to November of the years 2003-2008; see Table 1 ).
In winter, the snow depth distributions are quite similar across the five algorithms shown. We find comparably high snow depths for the western Weddell Sea (red circle), and for parts of the Amundsen Sea and Ross Sea (red ellipse). Most other regions are dominated by comparably thin snow, i.e., the eastern Weddell Sea or southern Ross Sea. For the western Weddell Sea, we find the thickest snow and the largest spatial gradients. For this region in particular, it is evident that the maximum NSIDC snow depths (~50 cm) are smaller than those of Markus2011 and ITU (~80 cm). However, the locations where specific maximum snow depths appear often differ between Markus2011 and ITU (see Figure 8b -e, black arrows). For the western Weddell Sea (red circle), ITU PR06mixed reveals the smallest snow depths among the ITU implementations. Note that there are only a few valid ICESat data with sea-ice concentrations >90% off East Antarctica.
In spring, the differences between NSIDC (Figure 8f ) and all other algorithms (Figure 8g -j) are larger than during winter. This applies to the entire sea-ice cover but mostly to the regions outlined by the red frames. Here, the NSIDC snow depths are often considerably smaller than the other snow depths. For example, for the western Weddell Sea (red circle), the maximum NSIDC snow depths arẽ 40 cm, while the Markus2011 and ITU snow depths peak at~80cm and~70 cm, respectively. The same is valid for the Amundsen Sea/Ross Sea region (red ellipse). While for the western Weddell Sea, the spatial distribution of the snow depth is quite similar between Markus2011 and ITU, we find considerable differences for the Amundsen Sea/Ross Sea region. Thick snow is mostly located south of ~40 cm, while the Markus2011 and ITU snow depths peak at ~80cm and ~70 cm, respectively. The same is valid for the Amundsen Sea/Ross Sea region (red ellipse). While for the western Weddell Sea, the spatial distribution of the snow depth is quite similar between Markus2011 and ITU, we find considerable differences for the Amundsen Sea/Ross Sea region. Thick snow is mostly located south of 70°S in the map showing Markus2011 (Figure 8g ). All three ITU snow-depth maps (Figure 8h -j) exhibit a patchier distribution of thick snow, which is not limited to the area south of 70°S (black arrows in Figure 8g -j). Table 1 ).
(a,f) show the NSIDC algorithm; (b,g) show the Markus2011 algorithm; (c,h) show the ITU algorithm (Equation (7)) based on the PR06 fall coefficients; (d,i) and (e,j), are comparable to (c) and (h), but are based on the PR06 mixed coefficients and GR1006HV fall coefficients, respectively. See text for discussion of the red frames and black arrows.
For the eastern Weddell Sea, we find a fringe of elevated snow depths along the coast when using Markus2011 (Figure 8g ) but not when using the NSIDC (Figure 8f ) or the ITU algorithm (Figure 8h-j) . Finally, in the sea-ice cover off East Antarctica (red rectangle), the Markus2011 snow depths are considerably larger than the NSIDC snow depths: the latter are~10 cm, while the former peak at 40 cm. ITU also provides elevated-compared to NSIDC-snow depths, but the high snow depths are more scattered along the coast than the Markus2011 snow depths are.
In Table 4 , we present the results of the ITU algorithm implementations that provide the overall best agreement with Markus2011; the results for the other GRs and PRs are not shown. We highlight the results of the comparison with Markus2011 because our aim is to develop a similar snow-depth algorithm, with the surface topography proxy based on the ICESat data replaced by a surface topography proxy based on microwave radiometry; we are hence interested in as good an agreement to the Markus2011 snow depths as possible. Table 4 illustrates that ITU PR06 generally has the best performance, followed by ITU GR1006HV. The differences between the ITU and NSIDC snow depths are negative for all seasons, ranging between −4 cm and −10 cm. The differences between the ITU and Markus2011 snow depths are smaller: −2 cm to 2 cm, often near zero, e.g., PR06fall2: −0.1 cm for both fall and winter, and PR06mixed: 0.2 cm for spring. Generally, we find a smaller standard deviation of mean snow-depth differences between NSIDC and ITU than between Markus2011 and ITU. The correlations between the Markus2011 and ITU snow depths are largest for fall (~0.8) and smallest for spring (~0.6). We note that the NSIDC and Markus2011 snow depths are correlated similarly high for fall (0.92) and winter (0.90) but not for spring (0.75), which is when the Markus2011 snow depth exceeds the NSIDC snow depth by~9 cm. Similar but slightly lower/higher values are found using an air-temperature threshold of −2 • C (not shown here). The correlations are a bit smaller overall. In spring, ITU GR1006HVfall provides better (=closer to Markus2011) results than ITU PR06fall. In spring, ITU PR10fall (not shown) also performs better than PR06mixed but worse than PR06fall and GR1006HVfall. However, we decided to avoid potential inconsistencies in snow-depth retrieval caused by combining different ITU implementations and do not mix these in different seasons.
In Table 5 , we show the change in the mean snow depth between fall and winter and between winter and spring. Kern and Ozsoy-Cicek [28] found that the NSIDC snow depths tend to decrease from winter to spring, which was not confirmed in independent data. They hypothesized that this decrease could be caused partly by the under-estimation of the snow depth over deformed sea ice by the NSIDC algorithm. Following this hypothesis, we are inclined to choose an ITU implementation that has no or at least a smaller winter-to-spring decrease in snow depth than the NSIDC algorithm does. We find that Markus2011 is optimal, with a snow-depth change close to zero ( Table 5 ). For the ITU implementations, PR06mixed is closest to the performance of Markus2011, followed by PR06fall and PR06mixed2. The GR1006HV implementations result in a winter-to-spring snow-depth decrease as large as the NSIDC algorithm. PR06fall2 is not performing optimally here but is still better than NSIDC ( Table 5 ).
Based on the findings illustrated in Figures 8 and 9 and Tables 3-5, we select PR06fall2 and GR1006HVfall2 (Equation (7)), as well as PR06mixed (i.e., Equation (5)), for further usage. We apply the equations (with the respective modification according to the selected implementation) to the daily gridded AMSR-E and AMSR2 brightness temperatures. We compute the snow depth using the ITU algorithm, the NSIDC algorithm and its enhanced version, UB-SICCI, for June 2002 through October 2011 and for July 2012 through December 2018.
It turns out that the ITU algorithm provides unrealistically high snow depths along the marginal ice zone and in polynya areas (see Section 5 for discussion). Therefore, we flag snow depths at sea-ice concentrations <90% as not usable. Note that the algorithm is not tailored to lower sea-ice concentrations but is developed based on high-concentration cases. In the following two subsections, we show the results of our comparison between these snow depth products and the independent snow-depth observations. Table 4 . The mean snow-depth difference ∆s and its standard deviation σ s , both in centimeters, and the linear correlation coefficient R computed between NSIDC and Markus2011, and between both these algorithms and the three ITU-algorithm implementations shown in Figure 9 . The results are given for Equations (5) and (7) implementations, as noted in the first column. Note that Table 4 includes values for fall, i.e., the months of March to May, not shown in Figure 9 . The results of the comparison between Markus2011 and ITU are highlighted in bold font. Table 5 . The change in the mean snow depth from fall to winter and from winter to spring (in centimeters) for NSIDC, Markus2011 and the ITU implementations shown in Table 4 . The first and second value per cell are obtained using a 2 m-air temperature threshold of −2 • C and −10 • C, respectively. Markus2011 and ITU PR06mixed are highlighted in bold font as these provide the smallest winter-to-spring change. 
Season
AMSR-E/AMSR2 Snow Depth Compared to Ship-Based Snow-Depth Observations
We compare the gridded snow depth product with the ASPeCt snow-depth observations performing the co-location, as described in Section 2.1. We perform this comparison separately for AMSR-E and AMSR2 and separately for the entire year, for winter (April to October) and summer (November to March). The results are given in Figures 10 and 11 and in Table 6 . For AMSR2 (Figure 11 ), we find almost no agreement between the satellite and ASPeCt snow depths. While we find mean differences close to 2 cm, the spread of the satellite snow depths for a given ASPeCt snow-depth range is huge (see Figure 11 ). In the data region where we find the best At first glance, none of the scatterplots shown in Figure 10 provides a convincing agreement between the AMSR-E and ASPeCt snow depth data. NSIDC and UB-SICCI (see Table 6 ) under-estimate the ASPeCt snow depths (Figure 10a-c) . The mean difference is~6 cm (~3 cm using UB-SICCI) with standard deviations of the difference between 10 cm and 13 cm. The linear correlation is below 0.4. The slope is 0.33 at maximum, suggesting a threefold steeper increase of ASPeCt than the satellite snow depths. We note in this context that the ASPeCt observations often under-estimate the true snow depth, as mentioned in the text associated with Figure 8 .
Remote Sens. 2019, 11, x FOR PEER REVIEW 20 of 32 improvement for AMSR-E ( Figure 10 , black ellipses), we find only a slight improvement for AMSR2 ( Figure 11 , black ellipses)-mostly for ITU PR06. However, the shifts of the satellite snow depths toward the identity line are much smaller here compared to in Figure 10 . We refer to Section 5 for a discussion of this discrepancy between the AMSR-E and AMSR2 results. Figure 11 . As in Figure 10 , but for the AMSR2 snow depths for 2012-2015. Figure 11 . As in Figure 10 , but for the AMSR2 snow depths for 2012-2015.
ITU, in contrast, over-estimates the ASPeCt snow depths by~5 cm (GR1006HVfall2, Figure 10j -l), 6 to 8 cm (PR06fall2, Figure 10d -f), or even 12 to 15 cm (PR06mixed, Figure 10g -i). The standard deviations of the difference are mostly larger, while the linear correlations are as low as those obtained using NSIDC and UB-SICCI. Larger slopes (0.4 to 0.6) suggest a better agreement between the satellite and ASPeCt snow depths, with less under-estimation than that obtained using NSIDC and UB-SICCI. However, the larger intercepts suggest that the ITU algorithm possibly over-estimates the small snow depths, independent of the implementation used. This is also evident in the scatterplots of Figure 10 : the ITU snow depths spread between 0 and 60 cm over the ASPeCt snow-depth range of 0 to 20 cm. The main improvement between NSIDC and ITU is evident in the region denoted by the black ellipses. Here, most satellite snow-depth data move from being considerably below the identity line (Figure 10a) to being around the identity line (Figure 10d,g,j) ; this is most evident when using the two PR06 implementations. The mean satellite snow depths computed from the binned ASPeCt snow depths (red triangles) underline this reduction in the difference satellite-minus-ASPeCt snow depth particularly well. Using these averaged data, the squared correlations are 0.7 and 0.65 using NSIDC and UB-SICCI, increasing to 0.80, 0.82, and 0.83 using the ITU implementations PR06fall2, GR1006HVfall2, and PR06mixed, respectively. Comparing the scatterplots for summer and winter ( Figure 10 , middle and left columns) reveals that the majority of the above-mentioned improvements occur during summer.
For AMSR2 (Figure 11 ), we find almost no agreement between the satellite and ASPeCt snow depths. While we find mean differences close to 2 cm, the spread of the satellite snow depths for a given ASPeCt snow-depth range is huge (see Figure 11 ). In the data region where we find the best improvement for AMSR-E ( Figure 10 , black ellipses), we find only a slight improvement for AMSR2 ( Figure 11 , black ellipses)-mostly for ITU PR06. However, the shifts of the satellite snow depths toward the identity line are much smaller here compared to in Figure 10 . We refer to Section 5 for a discussion of this discrepancy between the AMSR-E and AMSR2 results. Table 6 . Summary of the results shown in Figure 10 (left-and right-most columns) with the results obtained for UB-SICCI (see first paragraph of Section 4.1) added. N year and N winter denote the number of data pairs for "All year" and "Winter". 
All
AMSR2 Snow Depth Compared to Buoy Snow-Depth Observations
We compare the gridded AMSR2 snow depths with the observations of the snow depth from 12 AWI snow depth buoys (Section 2.4). The co-location of the data is done the same way as for the ASPeCt observations, and the comparison is carried out using the daily mean values. The data are valid if the sea-ice concentration is > 90%, if the processing flag for the satellite snow depth retrieval denotes nominal retrieval, and if the air-temperature measured at the buoy is below −2 • C.
Buoy 2014S11 (Figure 12a ) crossed the western Weddell Sea toward the north in 2014 before turning northeastward in 2015. Our valid data stop at the end of November 2014. The snow depth observed by the buoy was initially around 40 cm and stayed within 40 to 50 cm until the end of March. The snow depths increased gradually during April to~60 cm. After a data gap from June through August, the snow depth was~70 cm in the beginning of September. From then onward, the observed snow depth increased to~110 cm at the end of November 2014.
None of the algorithms show the increase in snow depth observed by the buoy. All of the algorithms provide a relatively constant snow depth of~35 cm for almost the entire period that was shown, even exhibiting a decrease in the snow depth starting in September to~20 cm at the end of November. The overall mean differences between the snow depth data sets are therefore quite large. The correlations are low.
ASPeCt observations, and the comparison is carried out using the daily mean values. The data are valid if the sea-ice concentration is > 90%, if the processing flag for the satellite snow depth retrieval denotes nominal retrieval, and if the air-temperature measured at the buoy is below −2 °C. Buoy 2014S11 (Figure 12a ) crossed the western Weddell Sea toward the north in 2014 before turning northeastward in 2015. Our valid data stop at the end of November 2014. The snow depth observed by the buoy was initially around 40 cm and stayed within 40 to 50 cm until the end of March. The snow depths increased gradually during April to ~60 cm. After a data gap from June through August, the snow depth was ~70 cm in the beginning of September. From then onward, the observed snow depth increased to ~110 cm at the end of November 2014. The tracks of buoy 2016S31 (Figure 13a ) and 2016S37 (Figure 14a ) are similar to those of buoy 2014S11 (Figure 12a ), except that buoy 2016S31 circulated back toward the west. The snow depth development is similar for these two buoys.
shown, even exhibiting a decrease in the snow depth starting in September to ~20 cm at the end of November. The overall mean differences between the snow depth data sets are therefore quite large. The correlations are low.
The tracks of buoy 2016S31 (Figure 13a ) and 2016S37 (Figure 14a ) are similar to those of buoy 2014S11 (Figure 12a ), except that buoy 2016S31 circulated back toward the west. The snow depth development is similar for these two buoys. At buoy 2016S31 (Figure 13 ), all algorithms reveal a larger snow depth than that observed by the buoy until about mid-July. The NSIDC snow depths (Figure 13b ) are actually first quite close to the observations, before increasing to~30 cm in mid-March and gradually decreasing to~20 cm until mid-July. ITU provides a snow-depth maximum between~50 cm (Figure 13h ) and~70 cm (Figure 13f ) in mid-February before the snow depths decrease toward values between 20 cm and 30 cm until mid-July. Subsequently, the observations indicate a snow depth increase. The NSIDC snow depths first stay constant, then increase to~50 cm for a short period of time, before subsequently decreasing to < 20 cm (Figure 13b , black circle). The ITU snow depths are also constant until the end of September and then increase to 50 cm or even more (Figure 13d ,f,h, black circles), all exceeding the buoy observations. ITU PR06mixed shows the largest (and relatively constant) snow depth, while the ITU GR1006HVfall2 snow depths peak at~60 cm, but then decrease to~40 cm until mid-November. The black circles in the scatterplots (Figure 13 , right column) illustrate well the shift in the snow-depth values from below the identity line (NSIDC) to above it (ITU). 
Discussion
Markus et al. [22] developed a hybrid approach to compute snow depth on Antarctic sea ice using AMSR-E brightness temperatures and, as a proxy for the surface topography, the ICESat surface elevation standard deviation (see Equation (2)). Our results suggest that this proxy could be We find a similar evolution of the AMSR2 snow depths at buoy 2016S37. The main differences to buoy 2016S31 are: (i) The NSIDC snow depths basically decrease for the entire period shown ( Figure 14b ); (ii) The agreement between the AMSR2 and buoy snow depth is better during the winter months of April through July; (iii) The ITU snow depths vary considerably more after the increase in mid-September (Figure 14d ,f,h, black circles); and (iv) In particular, ITU PR06mixed is more variable throughout the entire period. Similar to Figure 13 , the scatterplots (Figure 14 , right column, black circles) illustrate the shift of data points from below the identity line for NSIDC ( Figure 14c ) to around it for all ITU implementations.
Markus et al. [22] developed a hybrid approach to compute snow depth on Antarctic sea ice using AMSR-E brightness temperatures and, as a proxy for the surface topography, the ICESat surface elevation standard deviation (see Equation (2)). Our results suggest that this proxy could be replaced by brightness-temperature ratios computed from AMSR-E or AMSR2 measurements. The polarization ratio (PR) of the 6.9 GHz channel (PR06) or at the 10.7 GHz channel (PR10) could be used. Alternatively, the gradient ratio (GR) of these two channels at cross-polarization, i.e., 10.7 GHz (horizontal polarization (H)) and 6.9 GHz (vertical polarization (V)) or vice versa (GR1006HV, GR1006VH), could be used. We base this suggestion on (i) a comparison between the co-located visual ship-based observations of the parameters describing the surface topography (fraction of ridged ice and right height standard deviation) and the AMSR-E/AMSR2 brightness temperature ratios ( Figure 6 ) and ii) a comparison between the latter and the co-located ICESat surface elevation standard deviations (Figure 7 ). Note that these comparisons are carried out for sea-ice covers with a >90% sea-ice concentration and are based on open-water influence corrected brightness temperature ratios (see [16] ). We show how we modified the approach of [22] , compute the snow depths for the period 2002 through 2018 (Figures 8  and 9 ) and compare the results with independent snow depth observations (Figures 10-14) .
Differences in the Observations Themselves
There are fundamental differences between the observations. The surface topography proxy taken from ICESat depends on the number and height of the ridges and snow dunes and the levelling effect of the snow between the ridges; it is independent of processes within the snow or at the ice-snow interface. The surface topography information derived from the ship-based observations is also independent of the processes just mentioned; more importantly, it is only a measure of the surface topography caused by the ridges. In contrast, the brightness temperatures and ratios derived from these are more influenced by the topography of the ice-snow interface than by the actual surface topography. The change in the dielectric constant across the ice-snow interface is much larger than across the air-snow interface. At the frequencies used for the ITU algorithm to replace the surface topography proxy based on the ICESat data, the snow is more or less transparent as long as it is dry and cold and the volume scattering within the snow is small. Therefore, relationships such as those suggested from Figure 6 and, more importantly, Figure 7 , are reliable as long as the ice-snow interface topography is a fair representation of the surface topography.
However, the weather conditions in the Antarctic are very variable. Surface winds are very variable, precipitation can be substantial and air temperatures can exceed the freezing point even during winter. It can be expected that by spring a large fraction of the sea-ice cover has experienced multiple advance and retreat cycles, melt and re-freeze cycles, several events of snow accumulation and redistribution, and also, potentially, several events of flooding and re-freezing (e.g., [4, 57] ). Therefore, not only does the surface topography spectrum change from fall to spring, but the relevant properties of the snow (number of ice layers, grain size, basal snow layer salinity, wetness) and the ice-snow interface (ice type, salinity, small-scale surface roughness, surface wetness) change as well. This variability in the relevant snow and ice-snow interface properties explains, in our opinion, (1) the scatter observed across the regression lines in Figure 7 , and (2) the breakdown of the relationship between the ICESat surface elevation standard deviation and selected brightness temperatures ratios from fall to spring (see Table 2 ). Wherever such snow and ice-snow interface properties influence the relevant PR and GR values, the ITU algorithm snow depths might be biased. This can be either because these properties change PR/GR values so that smooth sea ice looks like rough sea ice, i.e., sea ice with a strongly varying ice-snow interface topography, or because the properties change the PR/GR values so that rough sea ice looks like smooth sea ice.
The penetration depth into sea ice at these low frequencies is substantial. For thin sea ice, a considerable fraction of the measured brightness temperature might actually emanate from the water underneath and be additionally influenced by the large vertical salinity gradient typical for thin ice. The PR is a function of the ice thickness for thin sea ice already at 18 and 37 GHz (e.g., [58] ) and even more so at lower frequencies. The thinner the sea ice is, the larger the PR is. Because of this, thin ice might in particular look like rough sea ice (see Figure 7a ,d) with consequences for ITU algorithm snow-depth retrieval. In our results, we find, for example, unrealistically large snow depths in the Ross Ice Shelf polynya as well as along the marginal ice zone, both being areas of elevated fractions of thin ice.
Differences in the Scales
There are fundamental differences between the scales of the input data. One individual ship-based observation represents an approximately two kilometer-wide by five kilometer-long area. For the daily along-track averages used, we average over up to 24 such observations (one observation per hour during a polar day). The ICESat surface elevation standard deviations are computed over segments of 50 km length along the track using all the valid individual single-shot surface elevation measurements within this segment. These individual values represent a footprint area of 70 m in diameter spaced 170 m along the track, i.e., one surface topography value represents a transect of 50 km length. For the co-location with the AMSR-E data, these segments are shifted by 5 km along the track. Finally, the AMSR-E/AMSR2 brightness temperatures at the two low-frequency channels integrate over an elliptic area of 43 km × 75 km (6.9 GHz) and 29 km x 51 km (10.7 GHz).
The co-location with the ICESat data is carried out using individual AMSR-E footprints from individual satellite overpasses. The co-location with the ship-based observations uses daily gridded AMSR-E/AMSR2 brightness temperatures at a 25 km grid resolution. The consequence of this is that the co-located data shown in Figure 7 are not only based on a shorter time-period than those shown in Figure 6 but that these are also more instantaneous; Figure 7 involves much less averaging of the AMSR-E data than Figure 6 does. This fact again adds to the scatter observed in Figure 7 .
Discussion of the Inter-Comparison Results
Overall, the tested and finally selected ITU implementations provide a good agreement with the Markus2011 snow depths (Table 4 ), prompting us to select the ITU implementation with the PR06, fall coefficients (see Figure 7) as the main implementation. We could show that, compared to the NSIDC algorithm, the ITU algorithm provides snow depths in good agreement with Markus2011. However, if we take a closer look, we find evidence of the issues discussed, especially in Section 5.1. For instance, the patchiness of the ITU snow depths compared to the Markus2011 snow depths observed in the Amundsen Sea/Bellingshausen Sea (Figure 9 , red ellipses) is most likely the result of the above-mentioned changes in the relevant snow and ice-snow interface properties, simulating and/or obscuring the effect of rough ice on the measured brightness temperatures.
We note in this context that Markus et al. [22] developed the Markus2011 algorithm from the data of a limited region in the East Antarctic sea-ice cover and also evaluated their approach by a limited set of local snow depth in situ observations collected during the ARISE expedition in September/October 2003 [59] . This region is known for a large amount of deformed, often rafted sea ice (e.g., [60, 61] ) and exhibits different surface elevation properties than, e.g., the Weddell Sea or the Ross Sea (e.g., [27] ). Therefore, we cannot expect that the Markus2011 and the ITU algorithm, which is developed so that it agrees with Markus2011 as much as possible, results in an improvement in snow depth on sea ice retrieval from satellite microwave radiometry for the entire Antarctic. The ICESat surface topography proxy used in the Markus2011 algorithm [22] is only sporadically available for up to three about 35-day long periods during the years 2003 through 2009 (see Table 1 ). Therefore, the Markus2011 algorithm can only be applied to these periods, as we did in this paper (see e.g., Figure 9 ). Since September 2018, ICESat-2 provides continuous measurements of the surface elevation, so that since then the method of [22] could be applied.
Our inter-comparisons with independent snow depth observations (Sections 4.2 and 4.3) provide a mixed picture. When compared to the ship-based observations of 2002-2011, i.e., the AMSR-E period ( Figure 10 , Table 5 ), we find some improvements at thicker snow depths and a general shift from overly small to overly high snow depths for ITU compared to NSIDC or UB-SICCI. For the ship-based snow depth observations between 0 and 20 cm, we find a substantially higher scatter for ITU than NSIDC; we find this unrealistic and attribute it to the effect of other snow and ice properties than the ice-snow interface or surface topography and the presence of thin ice (Section 5.1). When compared to the ship-based observations of 2012-2015, i.e., the AMSR2 period ( Figure 11 ), we find almost no improvement between NSIDC/UB-SICCI and ITU. We hypothesize that this could be caused by the fact that most of the data used here are from the Weddell Sea (compare Figure 1a) , a region with different sea-ice properties than in East Antarctica, where [22] developed their approach. This hypothesis is underlined by our comparison with the AWI snow buoy data shown in Figures 12-14 . The snow-depth time series, as well as the scatterplots derived for buoy 2014S11 (Figure 12 ), reveal a poor agreement between the buoy and satellite observations. The buoy snow depths are under-estimated by all satellite products by 10-20 cm during the beginning of the time series and by close to 100 cm at its end. In contrast, for buoy 2016S31 and buoy 2016S37, we find some improvement in the agreement between the buoy and satellite snow depth for ITU toward the end of the shown time series. Note, however, that the NSIDC snow depths tend to fit the buoy observations better than ITU during a substantial fraction of the time series. Of particular note is the good agreement between the NSIDC and buoy snow depths at the beginning of the time series of 2016S31 when all the ITU snow depths over-estimate the buoy snow depth by about 50 cm. It could be that this buoy-and also buoy 2016S37-were placed in an area of relatively thin ice and therefore elevated PR06 values, with the already-mentioned consequences for the ITU snow depth. Actually, the thin snow depths observed here suggest that this is first-year ice, while the thick snow present at the beginning for buoy 2014S11 suggests that this is old ice. The presence of old ice would actually also explain why, for buoy 2014S11, none of the ITU algorithms lead to an improvement. Old ice has different properties than first-year ice, which in our case could simulate low-frequency PR and GR values representative of smooth sea ice (compare Figure 7) .
We note that the buoys represent the snow depth of a very small area (Section 2.4). Even though they are deployed on ice floes that are typical for the adjacent sea-ice conditions, it is not impossible that these conditions change during their drift and that, for example, a first-year ice floe with thin snow becomes embedded into a matrix of old ice with thick snow. This cannot be resolved at a grid resolution of 25 km × 25 km or 12.5 km × 12.5 km as is common for snow-depth products or the brightness temperatures used. Consequently, in this case, the buoy would provide thin snow while AMSR-E/AMSR2 would provide thick snow. However, even if the sea-ice properties changed over time compared to the time of the initial buoy deployment, we would expect that snow-accumulation events would be in phase between the buoy and satellite observations. This is barely the case in Figures 12-14 .
We would like to stress that one of the weak points in both the development of the ITU algorithm and the evaluation of its results is the usage of the ASPeCt ship-based observations. Ideally, we would have been able to benefit from a suite of high-quality, multiple air-borne estimates of the snow depth, as have been provided to some extent by the Operational IceBridge (OIB) program (see e.g., [50] ). However, compared to the Arctic Ocean, coverage with OIB high-quality snow depth on sea ice data in the Antarctic is sparse. Herein lies the advantage of the ASPeCt ship-based observations, which cover various parts of the Antarctic sea ice (see Figure 1 ). Still, an evaluation with the available OIB data would be a logical next step. Future evaluation should use the growing archive of in-situ snow depth observations, e.g., from ARISE [59] , the ASPeCt-BIO collection [62] , or the PIPERS cruise [63] .
Finally, two other aspects are worth mentioning. The first one is a better understanding of the relationship between the surface topography as seen by a laser altimeter (ICESat or ICESat-2) and the ice-snow interface topography relevant for satellite microwave radiometry (AMSR2) at the scale observed by a radiometer. The second aspect is a better understanding of the representativity and accuracy of the ship-based observations used in this paper: the snow depth and the parameters describing the surface topography, ridged ice fraction and ridge height, which all lack quantitative uncertainty information.
Conclusions
Snow depth on Antarctic sea ice derived from satellite microwave radiometry, e.g., AMSR-E, is one key input data set for the retrieval of the sea-ice thickness from satellite altimeter data, e.g., ICESat or CryoSat-2. The currently available snow-depth data sets have been shown to under-estimate actual snow depths for rough sea ice. An alternative hybrid approach using a combination of AMSR-E and surface topography information from ICESat proved very promising but impractical to apply because of the lack of continuous ICESat measurements before September 2018. Here we replace this surface topography information with parameters derived from AMSR-E/AMSR2 data. For these, we combine the brightness-temperature gradient and polarization ratios based on AMSR-E/AMSR2 measurements at the 6.9 GHz and 10.7 GHz channels with the gradient ratio typically used for such snow-depth retrievals. We select the appropriate ratios via an inter-comparison of these with ship-based observations of the surface topography and with an ICESat surface elevation standard deviation. Subsequently, we modify and further refine the hybrid approach, called ITU algorithm, and compute the snow depth on Antarctic sea ice from the AMSR-E and AMSR2 data for 2002 through 2018. Our inter-comparison with the snow depths obtained with the original hybrid approach for the ICESat measurement period reveals that the ITU algorithm extends the snow-depth range in agreement with the original approach. An inter-comparison with the ship-based snow-depth observations also suggests an improvement compared to the typically used snow depth data sets, provided that the limitations of the ship-based observations are taken into account. Regions of thin sea ice, of highly changeable basal snow-layer properties and of old ice are problematic for the ITU algorithm, as illustrated via an inter-comparison with snow buoy observations. Author Contributions: S.K. did the writing-original draft preparation and -review and editing; S.K. and B.O. jointly conceptualized the work, developed the algorithm, carried out the formal analysis and investigation; S.K. performed the evaluation and inter-comparison studies. 
