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Abstract: It has been conjectured that Chern-Simons (CS) gauged ‘regular’ bosons in
the fundamental representation are ‘level-rank’ dual to CS gauged critical fermions also
in the fundamental representation. Generic relevant deformations of these conformal field
theories lead to one of two distinct massive phases. In previous work, the large N thermal
free energy for the bosonic theory in the unHiggsed phase has been demonstrated to match
the corresponding fermionic results under duality. In this note we evaluate the large N
thermal free energy of the bosonic theory in the Higgsed phase and demonstrate that our
results, again, perfectly match the predictions of duality. Our computation is performed in
a unitary gauge by integrating out the physical excitations of the theory - i.e. W bosons -
at all orders in the ’t Hooft coupling. Our results allow us to construct an exact quantum
effective potential for φ¯φ, the lightest gauge invariant scalar operator in the theory. In
the zero temperature limit this exact Landau-Ginzburg potential is non-analytic at φ¯φ = 0.
The extrema of this effective potential at positive φ¯φ solve the gap equations in the Higgsed
phase while the extrema at negative φ¯φ solve the gap equations in the unHiggsed phase.
Our effective potential is bounded from below only for a certain range of x6 (the parameter
that governs sextic interactions of φ). This observation suggests that the regular boson
theory has a stable vacuum only when x6 lies in this range.
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1 Introduction
There is now considerable evidence that a single fermionic field in the fundamental of
U(NF ) minimally coupled to U(NF ) Chern-Simons gauge theory at level1 kF is dual to
vector SU(NB) Wilson-Fisher scalars minimally coupled to SU(NB) Chern-Simons gauge
theory at level kB = −sgn(kF )NF with NB = |kF | [1]-[70] 2. This (almost standard by
now) duality asserts that the two so-called quasi-fermionic CFTs i.e. Chern-Simons gauged
‘regular fermions’ (RF) and ‘critical bosons’ (CB) - are secretly the same theory.
It has also been conjectured (see [2] and references therein) that the ‘quasi-fermionic’
duality of the previous paragraph follows as the infrared limit of a duality between pairs of
fermionic and bosonic RG flows. The fermionic RG flows are obtained by starting in the
ultraviolet with the Chern-Simons gauged Gross-Neveu or ‘critical fermion’ (CF) theory
and deforming this theory with relevant operators fine tuned to ensure that the IR end
point of the RG flow is the RF theory. In a similar manner the conjecturally dual bosonic
flows are obtained by starting in the ultraviolet with the gauged ‘regular boson’ (RB) theory
deformed with the fine tuning that ensures that the RG flow ends in the CB theory.
The UV starting points of the flows described above define dual pairs of conformal field
theories. These RB and CF theories - so-called quasi-bosonic theories - are conjectured to
be dual to each other 3. If valid, this conjecture implies that the set of all RG flows that
originate in the RB theory are dual to the set of all RG flows that originate in the CF
theory. The duality of the pair of specially tuned RG flows of the last paragraph- those
that end in the IR in the quasi-fermionic conformal field theories - is a special case of this
general phenomenon.
Generic RG flows that originate at quasi-bosonic fixed points lead to gapped phases,
or more accurately, phases whose low energy behaviour is governed by a topological field
theory. There are two inequivalent topological phases. In the unHiggsed phase the bosonic
(resp. fermionic) theory is governed at long distances by pure SU(NB)kB (resp. U(NF )kF )
topological field theory with the two theories being level-rank dual to each other. In the
Higgsed phase the bosonic (resp. fermionic) theory is governed in the IR by a pure SU(NB−
1)kB (resp. U(NF )sgn kF (|kF |−1)) Chern-Simons theory with the two topological field theories
once again being level-rank dual to each other. 4
1In our conventions the level of a Chern-Simons theory coupled to fermions is defined to be the level of
the low energy gauge group obtained after deforming the theory with a fermion mass of the same sign as
the fermion level.
2See the introduction to the recent paper [1] for a more more detailed description of earlier work.
3At leading order in large N - the order to which we work in this paper - the RB and CF theories appear
as a line of fixed points parametrized by the single parameter x6, the coefficient of the φ6 coupling of the
bosonic theory (see below for the dual statement in the fermionic theory). In other words the one parameter
set of RB and CF theories (and flows originating therein) that we study in this paper are actually only
physical at three particular values of the parameter x6. See the very recent paper [3] for a computation of
the beta function for x6 that establishes this point.
4As first explained in [4], the reduction in rank of the bosonic Chern-Simons theory compared to the
unHiggsed phase is a consequence of the Higgs mechanism in the bosonic field theory. The reduction in
level of the fermionic Chern-Simons theory is a consequence of the switch in sign of the mass of the fermion
- level of the pure Chern-Simons theory obtained by integrating out a negative mass fermion is one unit
– 2 –
The most compelling evidence for the scenarios spelt out above comes from explicit
results of direct all-orders calculations that have been performed separately in the fermionic
and bosonic theories in the large N limit. In particular, the thermal partition function of
deformed RF and CB theories have both been computed in the unHiggsed phases to all
orders in the ’t Hooft coupling, and have been shown to match exactly with each other for
all relevant deformations that end up in this phase [2] 5. While impressive, this matching is
incomplete, as the restriction to the unHiggsed phase covers only half of the phase diagram
of these theories.
The authors of [2] (and references therein) were also able to compute the thermal
partition function of the CF theory in the ‘Higgsed’ phase. However, they were unable to
perform the analogous computation in the bosonic theory in this phase and so were unable
to verify the matching of thermal free energies in this phase. In this paper we fill the gap
described above. We present an explicit all-orders computation of the thermal free energy
of the RB theory in the Higgsed phase. Under duality our final results exactly match the
free energy of the fermionic theory in the Higgsed phase, completing the large N check of
the conjectured duality in a satisfying manner.
At the technical level, the computation described in the previous paragraph (and pre-
sented in detail in section 3) is a relatively straightforward generalisation of the computa-
tions presented in the recent paper [1]. In [1] the large N free energy of the Higgsed phase of
the Chern-Simons gauged Wilson-Fisher boson theory was computed for the first time. As
we describe in much more detail below, the computation of the free energy in the Higgsed
phase of the RB theory can be divided into two steps. In the first step we compute the
thermal free energy (or equivalently, the gap equation) of the CB theory as a function of
its Higgs vev. We are able to import this computation directly from [1]. In the relatively
simple second step carried through in this paper, we derive a second gap equation that
determines the effective value of the Higgs vev.
The second step described at the end of the last paragraph had no counterpart in [1].
In the critical bosonic theory the ‘classical’ potential for the scalar field is infinitely deep.
This potential freezes the magnitude of the scalar field in the Higgsed phase to its classical
minimum even in the quantum theory. It follows that the Higgs vev is independent of the
temperature and has a simple dependence on the ’t Hooft coupling in the critical boson
theory. In the regular boson theory, on the other hand, the classical potential for the
scalar field is finite and receives nontrivial quantum corrections. The value of the scalar
condensate is determined extremizing the quantum effective action for the scalar field. The
result of this minimisation yields a scalar vev that is a nontrivial function of both the ’t
Hooft coupling and the temperature. It follows that the computations of this paper give
us a bonus: we are able to compute the smooth ‘quantum effective potential’ for the RB
theory as a function of the Higgs vev. More precisely we compute the quantum effective
potential for the composite field (φ¯φ). In the Higgsed phase and in the unitary gauge
smaller than the level obtained by integrating out a positive mass fermion.
5A similar matching has also been performed for the S-matrix in the unHiggsed phase [5, 6]. The
generalisation of this match to the Higgsed phase is also an interesting project, but one that we will not
consider in this paper.
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employed in the computations of this paper, this quantity reduces to a potential - an exact
Landau-Ginzburg effective potential - for the Higgs vev. The extremization of this potential
determines the Higgs vev - and is an equivalent and intuitively satisfying way of obtaining
the gap equations - in the Higgsed phase. The later sections of this paper - sections 4 and
5 are devoted to the study of the exact quantum effective potential of the theory and its
physical consequences.
Let us denote the expectation value of (φ¯φ) by (φ¯φ)cl. At zero temperature it turns out
that the quantum effective action is non-analytic at (φ¯φ)cl = 0. For this reason the domain
of the variable in our effective potential - namely φ¯φ - naturally splits into two regions. We
refer to the region φ¯φ > 0 as the Higgsed branch of our effective potential. On the other hand
the region φ¯φ < 0 is the unHiggsed branch of our effective potential. On the Higgsed branch
the quantum effective potential for φ¯φ is simply a quantum corrected version of the classical
potential of the theory. Classically φ¯φ always positive, and so the potential for the theory
on the unHiggsed branch (i.e. at negative φ¯φ) has no simple classical limit and is purely
quantum in nature. The extremization of the effective potential on the Higgsed/unHiggsed
branches exactly reproduces the gap equations in the Higgsed/unHiggsed phases.
In both phases the extrema of this effective potential are of two sorts; local maxima
and local minima. Local maxima clearly describe unstable ‘phases’. The instability of these
phases has an obvious semiclassical explanation in the Higgsed phase; it is a consequence
of the fact that we have chosen to expand about a maximum of the potential for the Higgs
vev. In this paper we find an analogous physical explanation for the instability of the
‘maxima’ in the unHiggsed phase. In Section 5.3 we use the results for exact S-matrices
in these theories [5, 6] to demonstrate that the ‘phases’ constructed about maxima in the
unHiggsed branch always have bound states of one fundamental particle (created by φ) and
one antifundamental particle (created by φ¯) in the so called ‘singlet’ channel. Moreover we
demonstrate in Section 5.3 that these bound states are always tachyonic (i.e. have negative
squared mass). As a consequence, such expansion points are maxima in the potential of
the field that creates these bound states (in this case φ¯φ), explaining the instability of the
corresponding solutions of the gap equation.
It turns out that our effective potential is unbounded from below in the limit (φ¯φ)cl →
+∞ when x6 < φ1. Here x6 is the parameter that governs the φ6 interaction of the theory
defined precisely in (2.1), and φ1 is a particular function of the ’t Hooft coupling λB of this
theory listed in (5.11). When (φ¯φ)cl → −∞, on the other hand, the potential turns out
to be unbounded from below when x6 > φ2; φ2 is given in (5.11). It follows that the RB
theory is unstable - i.e. does not have a stable vacuum state - if either of the conditions
above are met. Happily it turns out that φ1 < φ2 so that there is a range of values for x6,
namely
φ1 ≤ x6 ≤ φ2 , (1.1)
over which the regular boson theory is stable.
The zero temperature phase diagram of the RB theory was worked out in great detail
in the recent paper [3]. In order to accomplish this, the authors of [3] evaluated every
solution of the gap equation of the RB theory and then compared their free energies. The
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dominant phase at any given values of microscopic parameters is simply the solution with
the lowest free energy; this dominant solution was determined in [3] by performing detailed
computations. In Section 5.4 of this paper we demonstrate that the structure of the phase
diagrams presented in [3] has a simple intuitive explanation in terms of the exact Landau-
Ginzburg effective potential for (φ¯φ)cl described above. As we explain in Section 5.4 below,
the general structure of the phase diagram follows from qualitative curve plotting consid-
erations and can be deduced without performing any detailed computations. Moreover the
analysis of the current paper has an added advantage; it allows us to distinguish regions
of the phase diagram where the dominant phase is merely metastable (this happens when
x6 > φ2 or x6 < φ1) from regions in the phase diagram in which the dominant solution of
the gap equation is truly stable (this happens in the range (1.1)).
2 Review of known results
2.1 Theories and the conjectured duality map
The RB theory is defined by the action
SB =
∫
d3x
[
iεµνρ
κB
4pi
Tr(Xµ∂νXρ − 2i
3
XµXνXρ) +Dµφ¯D
µφ
+m2Bφ¯φ+
4pib4
κB
(φ¯φ)2 +
(2pi)2
κ2B
(
xB6 + 1
)
(φ¯φ)3
]
, (2.1)
while the ζF and ζ2F deformed critical fermion (CF) theory is defined by the Lagrangian
SF =
∫
d3x
[
iεµνρ
κF
4pi
Tr(Xµ∂νXρ − 2i
3
XµXνXρ) + ψ¯γµD
µψ
− 4pi
κF
ζF (ψ¯ψ − κF y
2
2
4pi
)− 4piy4
κF
ζ2F +
(2pi)2
κ2F
xF6 ζ
3
F
]
. (2.2)
In these formulae
κB = sgn(kB) (|kB|+NB) , κF = sgn(kF ) (|kF |+NF ) . (2.3)
The levels kF and kB are defined to be the levels of the WZW theory dual to the pure
Chern-Simons theory (throughout this paper we work with the dimensional regularisation
scheme). For concreteness, in this paper we will assume that the bosonic theory gauge
group is SU(NB) while the fermionic gauge group is U(NF ) with ‘equal’ levels kF for the
SU(NF ) and U(1) parts of the gauge group. The generalisation to U(NB) ↔ SU(NF )
and U(NB) ↔ U(NF ) dualities is straightforward at large N and will not be explicitly
considered in this paper.
In the rest of this paper we will present our formulae in terms of the ’t Hooft couplings
defined by
λB =
NB
κB
, λF =
NF
κF
. (2.4)
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We have already mentioned in the introduction that the two theories above have been
conjectured to be dual to each other under the level-rank duality map
NB = |κF | −NF , κB = −κF . (2.5)
This implies that the bosonic ’t Hooft coupling is given in terms of its fermionic counterpart
by
λB = λF − sgn(λF ), (2.6)
The relations (2.5) and (2.6) are expected to hold even at finite N . On the other hand the
map between deformations of these two theories is conjectured to be6
xF6 = x
B
6 , y4 = b4 , y
2
2 = m
2
B . (2.7)
The above equation (2.7) is known to hold only in the large N limit; this relationship may
well receive corrections in a power series expansion in
1
N
.
To end this subsection, let us note that under the field redefinition
φ =
√
κB ϕ , (2.8)
the action (2.1) turns into
SB =
NB
λB
∫
d3x
[
iεµνρ
1
4pi
Tr(Xµ∂νXρ − 2i
3
XµXνXρ) +Dµϕ¯D
µϕ
+m2Bϕ¯ϕ+ 4pib4(ϕ¯ϕ)
2 + (2pi)2
(
xB6 + 1
)
(ϕ¯ϕ)3
]
. (2.9)
It follows immediately that in the limit
λB → 0 , m2B, b4, x6 = fixed , (2.10)
the theory (2.1) should reduce to a nonlinear but classical theory of the fields ϕ and Xµ.
We will return to this point below.
2.2 Structure of the thermal partition function
As explained in e.g. [1], the large N thermal free energy of either of these theories on S2×S1
can be obtained following a two step process. In the first step we compute the free energy
of the theory in question on R2 × S1, at a fixed value of the gauge holonomies around S1.
The result is a functional of the holonomy eigenvalue distribution function ρ(α) and is given
by the schematic equation
e−V2T
2v[ρ] =
∫
R2×S1
[dφ] e−S[φ,ρ] . (2.11)
where V2 is the volume of two dimensional space and T is the temperature.
6Since xB6 = x
F
6 , we drop the superscript
B or F on x6 often in the paper when referring to this coupling.
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In order to complete the evaluation of the S2×S1 partition function of interest, in the
next step we are instructed to evaluate the unitary matrix integral
ZS2×S1 =
∫
[dU ]CS e
−V2T 2v[ρ]. (2.12)
where [dU ]CS is the Chern-Simons modified Haar measure over U(N) described in [7].
It was demonstrated in [7] that the thermal partition functions (2.12) of the bosonic and
fermionic theories agree with each other in the large N limit provided that under duality
vF [ρF ] = vB[ρB] , (2.13)
where the bosonic and fermionic eigenvalue distribution functions, ρB and ρF , are related
via
|λB|ρB(α) + |λF |ρF (pi − α) = 1
2pi
. (2.14)
In this paper we will evaluate the free energy vB[ρB] of the bosonic theory in the Higgsed
phase and verify (2.13), thus establishing the equality of thermal free energies of the RB
and CF theories in the Higgsed phase. We summarise the map between the parameters
(2.5), (2.6), (2.7) and the holonomy distributions (2.14):
NF = |κB| −NB , κF = −κB , λF = λB − sgn(λB) ,
xF6 = x
B
6 , y4 = b4 , y
2
2 = m
2
B , |λB|ρB(α) + |λF |ρF (pi − α) =
1
2pi
. (2.15)
In Appendix A we provide a comprehensive review of everything that is known about
the large N thermal free energies of the CF and RB theories (the appendix also contains a
formula for a ‘three variable off-shell’ free energy functional of the CF theory that is valid
in both phases (A.3)). In the rest of this section we only present those results that will be
of relevance for the computations in the paper.
The free energy vF [ρF ] in the critical fermion theory has been computed in both
fermionic phases in [2]. The result is given in terms of an auxiliary off-shell free energy7
(equation (A.12) in Appendix A)
FF (cF , ζF ) =
NF
6pi
[ |λF | − sgn(λF )sgn(XF )
|λF | cˆ
3
F −
3
2λF
(
4pi
κF
ζˆF
)
cˆ2F
+
1
2λF
(
4pi
κF
ζˆF
)3
+
6piyˆ22
κFλF
ζˆF − 24pi
2yˆ4
κ2FλF
ζˆ2F +
24pi3xF6
κ3FλF
ζˆ3F
− 3
∫ pi
−pi
dαρF (α)
∫ ∞
cˆF
dy y
(
log
(
1 + e−y−iα
)
+ log
(
1 + e−y+iα
)) ]
.
(2.16)
The above free energy is a function of two variables cF and ζF . Extremizing FF with
respect to these variables and plugging back in the extremum values gives us the free energy
7 We put a hat over a particular quantity (e.g. cˆF ) to denote the dimensionless version of that quantity
(e.g. cF ) obtained by multiplying by appropriate powers of the temperature T .
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vF [ρF ]. The physical interpretation of the variable cF is that its value at the extremum of
FF coincides with the pole mass of the fermion.
The free energy (2.16) assumes two different analytic expressions depending on the
sign sgn(λF )sgn(XF ) and governs the dynamics of the two different phases. The phase in
which sgn(XF )sgn(λF ) = ±1 is referred to as the unHiggsed phase and the Higgsed phase
respectively. In equation (A.3) in Appendix A, we give an off-shell free energy in terms
of three variables (which include cF and ζF ) which is analytic in all three variables and
encompasses the behaviour of both phases.
The free energy (2.16) in the unHiggsed phase of the CF theory matches the free energy
of the regular boson theory in the unHiggsed phase (equation (A.13) in Appendix A) com-
puted in [2] under the duality map (2.15). The free energy (2.16) with sgn(λF )sgn(XF ) =
−1 gives a prediction for the regular boson theory in the Higgsed phase. Applying the
duality transformation (2.15) and making the following ‘field’ redefinitions:
cF = cB ,
4piζF
κF
= −2λBσB , (2.17)
we get the following prediction for the free energy in the Higgsed phase (equation (A.28)):
FB(cB, σB) =
NB
6pi
[
− λB − 2sgn(λB)
λB
cˆ3B − 3σˆB(cˆ2B − mˆ2B) + 6bˆ4λBσˆ2B + (3xB6 + 4)λ2Bσˆ3B
+ 3
∫ pi
−pi
dαρB(α)
∫ ∞
cˆB
dy y
(
log
(
1− e−y−iα)+ log (1− e−y+iα)) ].
(2.18)
The extremum value of the variable cB corresponds to the pole mass of the W boson
excitation in the Higgsed phase. In the next section we will independently compute the
off-shell free energy of the RB theory, and demonstrate that our answer agrees with (2.18)
once we identify the field σB with
σB = 2pi
φ¯φ
NB
. (2.19)
where φ¯ and φ respectively stand for the saddle point values of the corresponding fields
denoted by the same letters (recall these fields have nonzero saddle point values in the
Higgsed phase).
Note: Here and in the rest of the paper, we define the quantities cF and cB to be
always positive. In other words, cF,B is shorthand for |cF,B|. This is the same convention
used in [2].
3 The Higgsed Phase of the regular boson theory
3.1 Lagrangian in Unitary gauge
Consider the following action for the SU(NB) regular boson theory:
SE =
∫
d3x
[
iµνρ
κB
4pi
Tr(Xµ∂νXρ − 2i
3
XµXνXρ) +Dµφ¯D
µφ
+m2Bφ¯φ+
4pib4
κB
(φ¯φ)2 +
(2pi)2
κ2B
(xB6 + 1)(φ¯φ)
3
]
,
(3.1)
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with Dµ = ∂µ − iXµ. The above action can be reorganised as follows in the Higgsed phase
where we anticipate 〈φ¯φ〉 6= 0. Following [1] we work in the unitary gauge
φi(x) = δiNB
√
|κB|V (x) . (3.2)
For future reference we note also that (3.2) implies the following for the ‘classical’ field ϕ
defined in (2.8):
ϕi(x) = δiNB
√
sgn(κB)V (x) . (3.3)
The field V (x) shall be termed the Higgs field. The above gauge choice lets us decom-
pose the gauge field Xµ as
Xµ =
(
(Aµ)
a
b − δabNB−1Zµ 1√κB (Wµ)
a
1√
κB
(W¯µ)b Zµ
)
, (3.4)
where the indices a, b run over 1, . . . , NB − 1. In terms of these variables, the action can be
rewritten as follows8:
SE[A,W,Z, V ] =
iκB
4pi
∫
Tr(AdA− 2i3 AAA)
+
i
4pi
∫ (
2W¯adW
a + κBZdZ − 2iZW¯aW a − 2iW¯aAabW b
)
+
∫
d3x (|κB|V 2ZµZµ + sgn(κB)V 2W¯aµW aµ)
+ |κB|
∫
d3x
(
∂µV ∂
µV +m2BV
2 + 4pib4sgn(κB)V 4 + 4pi2(xB6 + 1)V
6
)
.
(3.5)
3.2 An effective action for the Higgs field V
We will now compute the thermal partition function of the regular boson theory in the
Higgsed phase, i.e. we will compute vB[ρB] defined by
e−V2T
2vB [ρB ] =
∫
R2×S1
[dV dWdZdA] e−SE[A,W,Z,V ] , (3.6)
where SE[A,W,Z, V ] was defined in (3.5). For this purpose it is convenient to break up the
effective action SE[A,W,Z, V ] into two parts
SE[A,W,Z, V ] = S1[A,W,Z, V ] + S2[V ] (3.7)
where
S1[A,W,Z, V ] =
iκB
4pi
∫
d3x Tr(AdA− 2i3 AAA)
+
i
4pi
∫ (
2W¯adW
a + κBZdZ − 2iZW¯aW a − 2iW¯aAabW b
)
+
∫
d3x (|κB|V 2ZµZµ + sgn(κB)V 2W¯µaW aµ ) , (3.8)
8The notation ABC stands for d3xµνρAµBνCρ.
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and
S2[V ] =
∫
d3x
(
|κB|∂µV ∂µV + Ucl(V )
)
,
Ucl(V ) = |κB|m2BV 2 + 4pib4κBV 4 + 4pi2|κB|(xB6 + 1)V 6 . (3.9)
The path integral (2.11) can be rewritten as
e−V2T
2vB [ρB ] =
∫
[dV ] e−S2[V ]
∫
[dWdZdA] e−S1[A,W,Z,V ] (3.10)
Let us first study ‘inner’ path integral i.e.
e−V2T
2vCB[ρB ,V ] ≡
∫
[dWdZdA] e−S1[A,W,Z,V ] , (3.11)
where the right hand side defines the quantity vCB[ρB, V ]. As far as the path integral in
(3.11) is concerned, V (x) is a background field. The path integral (3.11) is difficult to
evaluate for arbitrary V (x) even in the large NB limit9. This problem simplifies, however,
in the special case that V (x) is a constant. In fact, precisely in this limit, the path integral
(3.11) has been evaluated in the recent paper [1]. Luckily, it will turn out that, in the
large N limit, the integral over V (x) in (3.10) localises to a saddle point at which V (x) is
constant (see below). As a consequence we only need the result of the path integral (3.11)
for constant V (x); we are able to read off this result directly from [1] which we now pause
to recall.
The authors of [1] studied the critical boson theory in its Higgsed phase. Working
in unitary gauge and following manipulations essentially identical to those outlined in the
previous subsection, they found that the CB theory in the Higgsed phase can be rewritten
as effective theory of interacting massiveW bosons, Z bosons and SU(NB−1) gauge fields,
whose action is given by
SE[A,W,Z] =
iκB
4pi
∫
Tr(AdA− 2i3 AAA)
+
i
4pi
∫ (
2W¯adW
a + κBZdZ − 2iZW¯aW a − 2iW¯aAabW b
)
−
∫
d3x
(
NB
4pi
mcriB ZµZ
µ +
λB
4pi
mcriB W¯aµW
aµ
)
. (3.12)
The authors of [1] were then able to evaluate the finite temperature partition function for
the theory defined by (3.12). Their final result for vCB[ρB] is given as follows. One obtains
vCB[ρB] by extremizing an off-shell free energy FCB(cB) given by
FCB(cB) =
NB
6pi
[
− λB − 2sgn(λB)
λB
cˆ3B +
3
2
mˆcriB cˆ
2
B + Λ
(
mˆcriB
)3
+ 3
∫ pi
−pi
dαρB(α)
∫ ∞
cˆB
dy y
(
log
(
1− e−y−iα)+ log (1− e−y+iα)) ], (3.13)
9(3.11) is effectively the generating function of all correlation functions of the dimension two scalar J0
in the large N critical boson theory, and so contains a great deal of information.
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Here, Λ is an undetermined constant; shifts in Λ correspond to shifts in the cosmological
constant counterterm in the starting action for the CB theory (see [1] for a discussion).
Note that the action S1 in (3.5) agrees precisely with the action (3.12) reported in [1]
if we replace mcriB by the quantity
mcriB = −
4pi
|λB|V
2 with V constant. (3.14)
It follows that for the special case that V (x) is constant, the path integral (3.11) is given
by the extremum value of (3.13) with the replacement (3.14) and the path integral over V
in (3.10) takes the form∫
[dV ]e−Seff [V ] with Seff [V ] = S2[V ] + V2T 2vCB[ρB, V ] . (3.15)
From the expressions for S2[V ],10 and FB(cB) in (3.9) and (3.13), it is clear that there is
an overall factor of NB in front of the effective action Seff [V ]. In the large NB limit the
path integral over V may be evaluated in the saddle-point approximation. We expect the
dominant minima of the effective action to occur at constant values of V since the kinetic
term ∂µV ∂µV adds a positive definite piece to the action. For this reason it is sufficient to
have the expression vCB[ρB, V ] only at constant V . As we have already explained above,
this result is given by extremizing (3.13) w.r.t. cB after making the replacement (3.14). It
follows that the final result for vB[ρB] in (3.6) is obtained by extremizing the regular boson
off-shell free energy
FB(cB, V ) = FCB(cB) +
1
V2T 2S2[V ] ,
with respect to both cB and V .11 Using the explicit expressions (3.9), (3.13) and (3.14) we
find the following explicit result for the off-shell free energy of the RB theory:
FB(cB, V ) =
NB
6pi
[
− (λB − 2sgn(λB))
λB
cˆ3B −
8Λ
|λB|3 (2piVˆ
2)3
− 3|λB|(cˆ
2
B − mˆ2B)2piVˆ 2 +
6bˆ4
λB
(2piVˆ 2)2 +
(3xB6 + 3)
|λB| (2piVˆ
2)3
+ 3
∫ pi
−pi
ρB(α)dα
∫ ∞
cˆB
dyy
(
log
(
1− e−y−iα)+ log (1− e−y+iα)) ] . (3.16)
We compare the result (3.16) with the prediction (2.18) of duality for the Higgsed phase
10In [1], the free energy vCB[ρB ] depended on mcriB which was a parameter in the theory. After the
replacement (3.14), the dependence on the parameter mcriB is replaced by a dependence on the field V (x).
We have included an explicit V in the notation for vCB[ρB , V ] to highlight this dependence on the Higgs
field V .
11It is understood that FCB[ρB , cB ] is evaluated after making the replacement (3.14).
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free energy given by
FB(cB, V ) =
NB
6pi
[
− λB − 2sgn(λB)
λB
cˆ3B
− 3|λB|(cˆ
2
B − mˆ2B)2piVˆ 2 +
6bˆ4
λB
(2piVˆ 2)2 +
(3xB6 + 4)
|λB| (2piVˆ
2)3
+ 3
∫ pi
−pi
dαρB(α)
∫ ∞
cˆB
dy y
(
log
(
1− e−y−iα)+ log (1− e−y+iα)) ] ,
(3.17)
where, to get the above expression, we have used (3.2) and (2.19) to write the field σB in
(2.18) as
σB =
2piV 2
|λB| . (3.18)
We see that (3.16) agrees precisely with (3.17) provided we choose the as yet undeter-
mined parameter Λ as
Λ = −1
8
λ2B . (3.19)
In the next subsection we will verify that the result (3.19) - which is so far just a
prediction of duality - can also be obtained by direct computation within the Higgsed CB
theory. The strategy we employ is the following. We first note that the gap equation
corresponding to stationarity of (3.16) with respect to Vˆ 2 is
cˆ2B − mˆ2B + 8Λσˆ2B − 4bˆ4λBσˆB − (3xB6 + 3)λ2Bσˆ2B = 0 . (3.20)
where σB is given in terms of V 2 by (3.18). The equation (3.20) merely simply expresses
the condition that the tadpole of the fluctuation of the scalar field V vanishes when the field
V is expanded around its true solution v. In the next subsection we directly evaluate this
‘tadpole vanishing condition’ in the RB theory in the Higgsed phase and thereby determine
Λ by comparison with (3.20).
3.3 Tadpole cancellation for V
As we have explained above, in the Higgsed phase our scalar field V gets the expectation
value v. It is useful to define
V (x) = v +H(x) . (3.21)
The condition that v is the correct vacuum expectation value of V (x) is equivalent to the
condition that the expectation value (i.e. one point function, i.e. tadpole) of the fluctuation
H(x) vanishes. In other words we require that∫
R2×S1
[dV dWdZdA] H(x) e−SE[A,W,Z,V ] = 0 . (3.22)
Using the explicit form of SE[A,W,Z, V ] in (3.5), equation (3.22) can be rewritten as
sgn(κB)〈W¯aµ(x)W aµ(x)〉+ |κB|〈Zµ(x)Zµ(x)〉 + ∂
∂(v2)
Ucl(v
2) = 0 . (3.23)
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where Ucl(V ) is the potential for the Higgs field V given in (3.9) and all expectation values
are evaluated about the ‘vacuum’ where V (x) = v. While the first and third terms in
(3.23) above are both of order NB, it is easily verified that the second term in this equation
- the term proportional to 〈Zµ(x)2〉 is of order unity12 and so can be dropped in the large
NB limit. At leading order in the large NB limit, it follows that the tadpole cancellation
condition (3.22) can be rewritten as
λB
2piV3
∫
d3x〈W¯aµ(x)W aµ(x)〉+ ∂Ucl(σB)
∂σB
= 0 , (3.24)
where we have integrated the equation (3.23) over spacetime and have divided the re-
sulting expression by the volume of spacetime V3. We have also changed variables to
σB = 2piv
2/|λB| defined in (3.18). Moving to momentum space, (3.24) turns into
λB
2pi
∫ D3p
(2pi)3
ηµν Gaaµν(p) +
∂Ucl(σB)
∂σB
= 0 , (3.25)
where
〈W¯aµ(−p)W bν (p′)〉 = Gbaµν(p) (2pi)3δ(3)(p− p′) = δab Gµν(p) (2pi)3δ(3)(p− p′) , (3.26)
and the measure D is the natural measure in momentum space at finite temperature.13
Happily, the exact all-orders formula for the propagator Gµν was computed in [1]. In
Appendix B we proceed to plug the explicit expression for Gµν and evaluate the first term
in (3.25). We are able to evaluate all the relevant summations and integrals analytically,
and demonstrate that in our choice of regularisation scheme (3.24) takes the explicit form
− NB
2pi
(
c2B − λ2Bσ2B
)
+
∂Ucl(σB)
∂σB
= 0 . (3.28)
Recall the expression for U(σB) from (3.9):
Ucl(σB) =
NB
2pi
(
m2BσB + 2b4λBσ
2
B + (x
B
6 + 1)λ
2
Bσ
3
B
)
. (3.29)
Plugging this back into (3.28) we find
c2B −m2B − 4b4λBσB − (3xB6 + 4)λ2Bσ2B = 0 , (3.30)
Comparing this with the gap equation obtained earlier in (3.20), we see that (3.20) matches
(3.30) for the predicted value of Λ = −λ2B/8 in (3.19) as expected.
12This follows from the observation that the Z propagator scales like 1/NB .
13Explicitly, the notation D3p signifies that we work at finite temperature i.e. on the spacetime R2 × S1β
where the third direction x3 is a circle of circumference β. The measure D3p is then given by∫ D3p
(2pi)3
f(p) =
∫
dp1dp2
(2pi)2
∫ pi
−pi
dα ρB(α)
1
β
∞∑
n=−∞
f
(
2pin+ α
β
)
, (3.27)
where ρB(α) is the distribution of the eigenvalues α of the gauge field holonomy around S1β .
– 13 –
4 A three variable off-shell free energy
The finite temperature unHiggsed phase is governed by the two-variable off-shell free energy
(equation (A.14) in Appendix A)
FB(cB, S˜) = NB
6pi
[
− cˆ3B + 3S˜
(
cˆ2B − mˆ2B
)
+ 6bˆ4λBS˜2 − (4 + 3xB6 )λ2BS˜3
+ 3
∫ pi
−pi
dαρB(α)
∫ ∞
cˆB
dy y
(
log
(
1− e−y−iα)+ log (1− e−y+iα)) ] , (4.1)
On the other hand, we have demonstrated in this paper that the finite temperature Higgsed
phase is governed by the two-variable off-shell free energy (2.18). As these are two separate
‘phases’ of the same theory it is somewhat unsatisfying that the off-shell ‘Landau-Ginzburg’
free energies used to describe them are different. The reader may wonder whether there
exists a single master off-shell free energy functional - analytic in all ‘fields’ - which encom-
passes the physics of both (4.1) and (2.18). At least at the algebraic level there is a simple
affirmative answer to this question as we now describe.
Consider the off-shell free energy
F (cB, σB, S˜) = NB
6pi
[
− cˆ3B − 4S˜3λ2B − 3cˆ2BσˆB − 12S˜2λ2BσˆB − 12S˜λ2Bσˆ2B
+ 6cˆB|λB|(S˜ + σˆB)2 + 3
(
mˆ2BσˆB + 2λB bˆ4σˆ
2
B + λ
2
Bx
B
6 σˆ
3
B
)
+ 3
∫ pi
−pi
dαρB(α)
∫ ∞
cˆB
dy y
(
log
(
1− e−y−iα)+ log (1− e−y+iα)) ].
(4.2)
Note that (4.2) is a function of three ‘field’ variables, namely cB, S˜ and σB. Extremizing
(4.2) w.r.t. S˜, cB and σB respectively yields the equations
(S˜ + σˆB)(−cˆB + |λB|(S˜ + σˆB)) = 0 ,
cˆB(S(cB) + σˆB)− |λB|(S˜ + σˆB)2 = 0 ,
cˆ2B − mˆ2B − 4cˆB|λB|(S˜ + σˆB) + λB
(
4S˜2λB − 4bˆ4σˆB + 8λBσˆBS˜ − 3λBσˆ2BxB6
)
= 0 . (4.3)
The quantity S(cB) that appears in the second of (4.3) is defined in (A.1). Off-shell, the
objects S(cB) and S˜ are completely distinct. S(cB) is a function of cB while S˜ is an
independent variable. However it is easy to see (by subtracting the first two equations in
(4.3)) that these two quantities are, in fact, equal on-shell.
Note in particular that the first of (4.3) - the equation that follows upon extremizing
(4.2) w.r.t. S˜ - is the product of two factors. This equation is satisfied either if
S˜ + σˆB = 0 , (4.4)
or if
− cˆB + |λB|(S˜ + σˆB) = 0 . (4.5)
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(clearly (4.4) and (4.5) cannot simultaneously be obeyed unless cB = 0). Let us first suppose
that (4.4) is obeyed. Using (4.4) to eliminate σB from (4.2) yields an off-shell free energy
that now depends only on S˜ and cB. It is easily verified that the resultant free energy
agrees exactly with the two-variable free energy (4.1) in the unHiggsed phase. It follows
that solutions of (4.4) parametrize - and govern the physics of - the unHiggsed phase of the
RB theory.
In a similar manner let us now suppose that (4.5) is obeyed in which case we use it to
eliminate S˜. It is easily verified that the resultant two-variable free energy - which depends
on cB and σB - agrees exactly with (3.17) with the identification (3.18):
σB =
2piv2
|λB| . (4.6)
It follows that solutions of (4.5) parametrize - and govern the physics of - the Higgsed phase
of the RB theory.
The identification (4.6) has a simple explanation. Recall that the bare mass m2B ap-
peared in the action (2.1) as the coefficient of φ¯φ. It follows that the Legendre transform
of the free energy of our theory w.r.t. m2B yields the exact quantum corrected effective
potential of our theory as a function of the composite field (φ¯φ)cl. This Legendre transform
may be computed by adding the term
−m2B(φ¯φ)cl
to (4.2) and then treating m2B as a new dynamical field w.r.t. which (4.2) has to be extrem-
ized (of course we also continue to extremize (4.2) w.r.t. cB, σB and S˜ as before). Note
that the dependence of (4.2) on m2B is extremely simple; it occurs entirely through the term
NB
2pi σBm
2
B. As a consequence, extremizing w.r.t. m
2
B sets
σB =
2pi(φ¯φ)cl
NB
. (4.7)
In the Higgsed phase it follows from φi = δiNB
√
|κB| v (equation (3.2)) that
(φ¯φ)cl = |κB|v2 . (4.8)
(in obtaining (4.8) we use the fact that the Higgs field V is effectively classical in the large
NB limit). Inserting (4.8) into (4.7) yields (4.6). We note, however, that (4.7) is more
general than (4.6) because it applies even in the unHiggsed phase. We will make use of this
fact in the next section.
We have thus found a simple single off-shell free energy - namely (4.2) - that captures
the physics of both the Higgsed and the unHiggsed phases. We have also explained that
one of the three variables that appears in this free energy - namely σB - has a simple direct
physical interpretation given by (4.7). It follows, in particular, that if we integrate cB and
S˜ out from (4.2), the resultant free energy (which is a function of σB) can be reinterpreted
as the quantum effective potential of the theory as a function of (φ¯φ)cl. In the next section
we will explicitly undertake this exercise in the zero temperature limit.
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It is easily verified that the duality map (2.15) between parameters together with the
field redefinitions
λBS˜ = λF C˜ − sgn(λF )
2
cˆF , λBσB = −2piζF
κF
, cB = cF . (4.9)
turns the bosonic off-shell free energy (4.2) into the fermionic off-shell free energy (A.3).
This match captures the Bose Fermi duality between RB and CF theories at the level of the
complete thermal off-shell free energies of the two theories; note that each of these off-shell
free energies is analytic in all ‘fields’. In Appendix C we investigate the behaviour of our
three-variable off-shell free energy in the so called critical boson scaling limit of the RB
theory.
5 The exact Landau-Ginzburg effective potential
In this section we integrate out the variables S˜ and cB out from the effective action (4.1)
and obtain an off-shell free energy for the field σB. We work at zero temperature throughout
this section. In this simple - and physically especially important - limit we obtain a simple
analytic expression for the resultant free energy as a function of σB. As we have explained
in the previous section, this free energy is simply related to the quantum effective potential
of the RB theory as a function of the field (φ¯φ)cl.
After having obtained this exact Landau-Ginzburg potential we study and use it in
various ways. First we note that this effective potential has extrema of two sorts - local
maxima and local minima. Local maxima represent unstable saddle point solutions of the
theory. In the case of the unHiggsed branch (see below) we present an interpretation of the
resultant instability in terms of the tachyonic bound states of the system. We also use the
exact Landau-Ginzburg effective action that we obtain to understand the zero temperature
phase diagram of the RB theory (as a function of its microscopic parameters) in a simple
and intuitive way. Finally we also make a prediction for the range of the parameter x6 over
which the RB theory is stable, i.e. has a stable vacuum.
5.1 An effective potential for σB
In the zero temperature limit the three-variable off-shell free energy (4.2) simplifies to
F (cB, σB, S˜) = NB
6pi
[
− cˆ3B − 4S˜3λ2B − 3cˆ2BσˆB − 12S˜2λ2BσˆB − 12S˜λ2Bσˆ2B
+ 6cˆB|λB|(S˜ + σˆB)2 + 3
(
mˆ2BσˆB + 2λB bˆ4σˆ
2
B + x
B
6 λ
2
Bσˆ
3
B
) ]
. (5.1)
Varying this free energy w.r.t. S˜ produces the first of the gap equations in (4.3) which we
repeat here for convenience
(S˜ + σˆB)(−cˆB + |λB|(S˜ + σˆB)) = 0 . (5.2)
As we have discussed above, this equation has two solutions corresponding to the unHiggsed
and Higgsed branches:
unHiggsed : S˜ = −σˆB , Higgsed : S˜ = −σˆB + cˆB|λB| . (5.3)
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Plugging these solutions back into the expression for the free energy, we have, in the un-
Higgsed phase,
F (uH)(cB, σB) =
NB
6piT 3
(−c3B + 4λ2Bσ3B − 3(c2B −m2B)σB + 6b4λBσ2B + 3xB6 λ2Bσ3B) , (5.4)
and in the Higgsed phase,
F (H)(cB, σB) =
NB
6piT 3
(
2−|λB |
|λB | c
3
B + 4λ
2
Bσ
3
B − 3(c2B −m2B)σB + 6b4λBσ2B + 3xB6 λ2Bσ3B
)
.
(5.5)
We then extremize the above free energies with respect to cB to get
unHiggsed : cB = −2σB , Higgsed : cB = |λB|
2− |λB|2σB . (5.6)
Recall that cB is positive by definition. It follows that the solutions (5.6) exist only when
σB is positive (negative) in the Higgsed (unHiggsed) phase respectively. Plugging back the
above expressions into the free energies in (5.4) and (5.5), we get
F (uH)(σB) =
NB
2piT 3
[(
(1 + xB6 )−
4− λ2B
3λ2B
)
λ2Bσ
3
B + 2b4λBσ
2
B +m
2
BσB
]
, (5.7)
and in the Higgsed phase,
F (H)(σB) =
NB
2piT 3
[(
(1 + xB6 )−
|λB|(4− |λB|)
3(2− |λB|)2
)
λ2Bσ
3
B + 2b4λBσ
2
B +m
2
BσB
]
. (5.8)
The quantum effective potential for the field (φ¯φ)cl is related to the above free energies as
Ueff((φ¯φ)cl) = T
3F (σB) with the replacement σB → 2pi(φ¯φ)cl
NB
. (5.9)
We continue to use the variable σB as the argument of the effective potential Ueff to avoid
clutter, with the understanding that all instances of σB in Ueff are to be replaced with
2pi(φ¯φ)cl/NB. Explicitly, we have
Ueff(σB) =

NB
2pi
[
(x6 − φ2)λ2Bσ3B + 2λBb4σ2B +m2BσB
]
for σB < 0 ,
NB
2pi
[
(x6 − φ1)λ2Bσ3B + 2λBb4σ2B +m2BσB
]
for σB > 0 ,
with the replacement σB → 2pi(φ¯φ)cl
NB
. (5.10)
The constants φ1 and φ2 are given by
φ1 =
4
3
(
1
(2− |λB|)2 − 1
)
, φ2 =
4
3
(
1
λ2B
− 1
)
. (5.11)
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Observe that the effective potential (5.10) is bounded from below for positive values of σB
if the coefficient of σ3B is positive in the second of (5.10), i.e. when
x6 > φ1 . (5.12)
Similarly, the effective potential is bounded from below for negative values of σB if the
coefficient of the σ3B term is negative in the first of (5.10), i.e. when
x6 < φ2 . (5.13)
Note that φ1 < φ2.
Note that the terms proportional to σ2B and σB are identical for the two ranges of σB
but the coefficients of the σ3B terms are different: this non-analyticity in the cubic term is
what gives a sharp distinction between the Higgsed and unHiggsed branches of the effective
potential at zero temperature. When we turn on temperature we expect this non-analyticity
to be smoothed out. 14
We also give a slightly different expression for the Landau-Ginzburg potential in terms
of the variable cB which is useful for the analysis of the gap equations as performed in
Section 4 of [3]. For this purpose, we substitute back the expressions for σB in terms of cB
from (5.6):
Ueff(cB) =

NB
2pi
[
Au
c3B
6
+B4,u
c2B
2
−m2B
cB
2
]
unHiggsed ,
NB(2− |λB|)
2pi|λB|
[
−Ah c
3
B
6
−B4,h c
2
B
2
+m2B
cB
2
]
Higgsed .
(5.14)
Here, Au, B4,u and Ah, B4,h are constants defined by
Au = 1−
(
1 +
3x6
4
)
λ2B , B4,u = λBb4 ,
Ah = 1−
(
1 +
3x6
4
)
(2− |λB|)2 , B4,h = −sgn(λB)(2− |λB|)b4 . (5.15)
The off-shell variable cB has the following advantage; its on-shell value coincides with the
pole mass (the gap) of the fundamental excitation in the corresponding phase. We record
the gap equations that follow from extremizing (5.14) w.r.t the variable cB:
unHiggsed : Auc2B + 2B4,ucB −m2B = 0 ,
Higgsed : Ahc2B + 2B4,hcB −m2B = 0 . (5.16)
Solutions to the quadratic equations in (5.16) above correspond to candidates for the Hig-
gsed or unHiggsed phases of the theory. The very recent paper [3] analysed the solutions of
(5.16) in detail and used information about the free energy at these solutions to obtain the
phase structure as a function of the parameters x6, λBb4 and m2B. In the next subsection
we will extract the same physical information from the exact Landau-Ginzburg effective
potential (5.10).
14This should be easy to verify - and seems to follow from the fact that the finite temperature free energy
is an analytic function of its variables - but we have not verified it in detail.
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5.2 Higgsed branch
In this subsection we study the effective potential (5.10) in more detail on the Higgsed
branch.
5.2.1 Potential for the Higgs vev
We have already noted around (4.6) that the variable σB has a simple interpretation in terms
of the Higgs vev on the Higgsed branch. Making the replacement (4.6), i.e. σB = 2piv2/|λB|
in the second line of (5.10) we find
Ueff(v) =
NB
|λB|
(
m2Bv
2 + 4pisgn(λB)b4v4 +
(
(1 + xB6 )− |λB |(4−|λB |)3(2−|λB |)2
)
4pi2v6
)
, (5.17)
It is easily verified that (5.17) may also be obtained by taking the zero temperature limit of
(3.17) (i.e. dropping the last line in that formula) and integrating cB out of that equation.
It follows that the true value of the Higgs vev in the vacuum is obtained by extremizing
(5.17).
Note that (5.17) manifestly reduces to the classical potential
Ucl(v) =
NB
|λB|
(
m2Bv
2 + 4pisgn(λB)b4v4 + (2pi)2(x6 + 1)v6
)
, (5.18)
in the classical limit (2.10) (i.e. λB → 0 with m2B, b4 and x6 fixed) as expected on general
grounds.
5.2.2 Graphs of Ueff(σB) in various cases
In this subsubsection we will study the graphs of Ueff(σB) on the Higgsed branch for various
ranges of values of microscopic parameters. The results of this subsubsection will prove
useful in sketching the phase diagram of the RB theory in later subsections.
Recall that, on the Higgsed branch, Ueff(σB) is given by the expression
Ueff(σB) =
NB
2pi
(
− |λB |2
(2−|λB |)2Ah
4σ3B
3
− |λB |(2−|λB |)2B4,hσ
2
B +m
2
BσB
)
, σB > 0 , (5.19)
(Ah, B4,h were defined in the second line of (5.15)). The extremization of Ueff(σB) produces
the gap equation in the second of (5.16) which we reproduce here:
Ahc
2
B + 2B4,hcB −m2B = 0 . (5.20)
The structure of the curves for Ueff above turn out to depend sensitively on discriminant
Dh of this gap equation (5.20):
Dh = 4(B
2
4,h +m
2
BAh) . (5.21)
As discussed below (5.10), the above effective potential is bounded below when x6 > φ1
where φ1 was defined in (5.11). In other words Ah < 0 when x6 > φ1 and Ah > 0 when
x6 < φ1. 15
We have the following cases as depicted in Figures 1 and 2:
15Note that φ1 is an increasing function of λB . In particular φ1 = −1 for the free theory (λB = 0),
whereas for the strongly coupled case (|λB | = 1) we have φ1 = 0. The fact that φ1 increases as we increase
|λB | indicates that coupling effects increase the propensity of our theory to develop a runaway instability
along the v direction.
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1. Ah is negative: the potential Ueff increases at large σB.
σB σB σB
1(a).i. 1(a).ii. 1(b)
Figure 1. Effective potential in the Higgsed phase for Ah negative.
(a) m2B is positive:
i. B4,h is negative, or B4,h is positive such Dh is negative : the potential
rises monotonically as σB increases from zero to infinity, and there are no
nontrivial positive solutions of the gap equation (5.20).
ii. B4,h is positive such that Dh is positive: As σB is increased from zero, Ueff
initially increases, reaches a local maximum and then decreases, reaches a
minimum and then increases without bound. In this case the gap equation
has two solutions; the larger of which is the candidate for a stable phase (the
smaller solution presumably describes unstable dynamics since it occurs at
a local maximum of the effective potential).
(b) m2B is negative: For either sign of B4,h, Ueff initially decreases, reaches a min-
imum and then turns and increases indefinitely. The gap equation has exactly
one legal solution (i.e. a solution for cB which is positive) which is the candidate
for a stable phase.
2. Ah is positive: the potential Ueff decreases at large σB.
σB σB σB
2(a).i. 2(a).ii. 2(b)
Figure 2. Effective potential in the Higgsed phase for Ah negative.
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(a) m2B is negative
i. B4,h is positive, or B4,h is negative such that Dh is negative: The potential
decreases monotonically as σB increases from zero to infinity, and there are
no nontrivial positive solutions of the gap equation (5.20).
ii. B4,h is negative such that Dh is positive: As σB is increased from zero Ueff
initially decreases, reaches a local minimum and then increases till it reaches
a local maximum after which it decreases without bound. In this case the gap
equation has two solutions; the smaller of which is the candidate metastable
phase (the larger solution presumably describes unstable dynamics again
since it occurs at a local maximum of the potential).
(b) m2B is positive: For either sign ofB4,h, Ueff initially increases, reaches a maximum
and then turns and decreases indefinitely. The gap equation has exactly one
legal solution; this is a local maximum and so presumably describes an unstable
‘phase’.
In the last two paragraphs above we have encountered three examples of solutions (1.a.ii,
2.a.ii, 2.b) to the gap equations that describe unstable ‘phases’. For future use we note that
these three unstable solutions are all given by the following root of (5.20):
cB =
−B4,h +
√
B24,h +Ahm
2
B
Ah
. (5.22)
It is also easy to check that the three cases described above are the only three legal roots
of the form (5.22). In other words every local maximum of the potential (5.17) is a root
of the form (5.22), and a legal root (i.e. a root for which the RHS is positive) of the form
(5.22) is one of the three ‘local maxima’ situations described above 16.
5.3 unHiggsed branch
5.3.1 Graphs of Ueff(σB) in various cases
In this subsubsection we plot Ueff(σB) on the unHiggsed branch for various ranges of mi-
croscopic parameters.
We start with the following expression for the Landau-Ginzburg potential in the un-
Higgsed branch in terms of the constants Au and B4,u:
Ueff(σB) =
NB
2pi
(
−Au 4σ
3
B
3
+ 2B4,uσ
2
B +m
2
BσB
)
, (5.23)
where Au and B4,u are as in the first line of (5.15). Now recall that σB is necessarily
negative in the unHiggsed phase. As a consequence (5.23) may be rewritten as
Ueff(σB) =
NB
2pi
(
Au
4|σB|3
3
+ 2B4,u|σB|2 −m2B|σB|
)
. (5.24)
16To repeat, these three cases are as follows. First when Ah is negative, m2B positive and B4,h positive
such that Dh is positive. Second when Ah is positive, m2B is negative and B4,h negative such that Dh is
positive. Lastly when Ah is positive and m2B positive for either sign of B4,h.
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The gap equation that follows by varying (5.24) w.r.t. σB is given in (5.16) and is reproduced
below:
Auc
2
B + 2B4,ucB −m2B = 0 , (5.25)
where cB = 2|σB|. Note the formal and notational similarity with the analogous equation
(5.20) in the Higgsed phase. As in the previous subsection we briefly analyse the behaviour
of (5.24) as a function of σB in all the various cases. We define the discriminant Du of
(5.25):
Du = 4(B
2
4,u +m
2
BAu) . (5.26)
We then have the following cases as depicted in Figures 3 and 4:
1. Au is positive: the potential Ueff increases at large |σB|.
σB
1(b)
σB
1(a).i.
σB
1(a).ii.
Figure 3. Effective potential in the unHiggsed phase for Au positive.
(a) m2B is negative:
i. B4,u is positive, or B4,u is negative such that Du is negative: the potential
rises monotonically as |σB| increases from zero to infinity, and there are no
nontrivial positive solutions of the gap equation (5.25).
ii. B4,u is negative such that Du is positive: As |σB| is increased from zero,
Ueff initially increases up to a local maximum and then decreases down to
a local minimum and then increases without bound. The gap equation has
two solutions the larger of which is the dominant stable phase (the smaller
solution presumably describes unstable dynamics since it occurs at a local
maximum of the effective potential).
(b) m2B is positive: For either sign of B4,u, Ueff initially decreases, reaches a minimum
and then turns and increases indefinitely. The gap equation has exactly one legal
solution which is the dominant stable phase.
2. Au is negative: the potential Ueff decreases at large |σB|.
(a) m2B is positive
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σB
2(a).i.
σB
2(b)
σB
2(a).ii.
Figure 4. Effective potential in the unHiggsed phase for Au negative.
i. B4,u is negative, or B4,u is positive such that Du is negative: The potential
decreases monotonically as |σB| increases from zero to infinity, and there are
no nontrivial positive solutions of the gap equation (5.25).
ii. B4,u is positive such that Du is positive: As |σB| is increased from zero Ueff
initially decreases down to a local minimum and then increases up to a local
maximum after which it decreases without bound. The smaller of the two
solutions to the gap equation (5.25) is the ‘dominant’ metastable phase (the
larger solution presumably describes unstable dynamics again since it occurs
at a local maximum of the potential).
(b) m2B is negative: For either sign of B4,u, Ueff initially increases, reaches a maxi-
mum and then turns and decreases indefinitely. The gap equation has exactly one
legal solution; this is a local maximum and so presumably describes an unstable
‘phase’.
In the paragraphs above we have encountered three examples of ‘unstable phases’ (1.a.ii,
2.a.ii, 2.b). The solution of the gap equation (5.25) associated with each of these phases is
easily verified to be
cB =
−B4,u −
√
B24,u +Aum
2
B
Au
. (5.27)
Moreover it is also easy to check that every legal (i.e. positive) solution of the form (5.27)
is one of the three local maxima of the paragraphs described above.
5.3.2 Explanation for the instability of local maxima
We have already explained above that
|σB| = −2pi(φ¯φ)cl
NB
, (5.28)
where the RHS of this equation should be interpreted in quantum rather than semiclassical
terms since semiclassically the variable (φ¯φ)cl is given by 〈φ¯〉〈φ〉 and is positive. The
operator φ¯φ however is not necessarily positive (this follows because the subtraction that
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is used to give this operator meaning is not positive). Equation (5.28) effectively asserts
that the unHiggsed branch explores only negative values of the operator φ¯φ. We have
noted above the effective potential as a function of (φ¯φ)cl has unstable ‘phases’ that sit at
local maxima of the effective potential. In the rest of this subsection we will present an
explanation of these instabilities.
Our proposal for the mechanism of the instability of the ‘local maxima’ phases is that
it is the tachyonic instability of a bound state of a single fundamental and antifundamental
field in the singlet channel. We claim that the solutions (5.27) are all unstable in this sense,
while none of the stable phases - i.e. the phases that occur at legal values of
cB =
−B4,u +
√
B24,u +Aum
2
B
Au
, (5.29)
suffer from such an instability.
In order to see that this is indeed the case let us recall that bound states do occur as
poles in the S-matrix of a fundamental φ field scattering off an antifundamental φ¯ field.
Moreover these poles do sometimes go tachyonic (i.e. their squared mass sometimes goes
below zero). The condition for this to happen can be worked out by following discussion in
Section 4.5 of [5] and Appendix C of [6]. The particle-antiparticle scattering S-matrix has
a pole with positive squared mass when
4λB ≤ λ2B(3xB6 + 4)− 4
b4λB
cB
≤ 4 . (5.30)
When
4λB = λ
2
B(3x
B
6 + 4)− 4
b4λB
cB
,
the pole is at threshold, i.e.
√
s = 2cB. On the other hand when
λ2B(3x
B
6 + 4)− 4
b4λB
cB
= 4 , (5.31)
the pole lies at
√
s = 0. Using the definitions (5.15) for Au and B4,u it is easy to see that
the condition (5.31) can be rewritten as
B4,u = −AucB . (5.32)
(recall that the quantity cB is positive by definition). When
λ2B(3x
B
6 + 4)− 4
b4λB
cB
> 4 , (5.33)
we have a bound state with negative squared mass, i.e. a tachyonic bound state. The
condition for the existence of this tachyonic pole is
AucB ≤ −B4,u . (5.34)
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Of course the quantity cB is not independent of Au and B4,u but is determined in terms of
these quantities by the gap equation. The solutions to the gap equation are given by
cB =
−B4,u ±
√
B24,u +Aum
2
B
Au
(5.35)
Inserting these solutions into the condition (5.34), we find that the condition (5.34) is met
whenever
−B4,u ±
√
B24,u +Aum
2
B ≤ −B4,u (5.36)
This condition is obeyed by the ‘minus’ branch of solutions (5.27) but not by the ‘plus’
branch of solutions (5.29). But we have seen above that this is precisely the split between
the local maxima (solutions (5.27)) and local minima (solutions (5.29)) of the effective
action (5.24). It is thus natural to identify the tachyonic bound states as the explanation
for the instability of the ‘minus’ branch of solutions (5.27).
It follows, in other words, that the instabilities in the unHiggsed phase occur for the
same reason as the instabilities in the Higgsed phase, but for a different field. Unstable
Higgsed ‘phases’ occurred when our solution to the gap equations was at a maximum of
the potential for the field φ. We propose that instabilities in the unHiggsed phase occur
for solutions to the gap equation around maxima for the field (φ¯φ)cl that is very ostensibly
related to the bound state of φ¯ and φ.
In the case of the Higgsed theory in the λB → 0 limit (2.10) we obtained a classical
theory (with an overall factor of λ−1B outside the action) in terms of the variable ϕ. In the
current unHiggsed context the effective potential does not have a clear classical limit as
λB → 0. On solutions to the gap equation that follows from varying (5.24) w.r.t. |σB|, it
turns out that σB and φ¯φ (rather than λBσB and ϕ¯ϕ as in the Higgsed phase) are finite
as λB → 0. The field ϕ which was the natural classical variable at weak coupling in the
Higgsed phase does not seem to be useful in the analysis of the unHiggsed branch (this is
probably a reflection of the fact that dynamics is always quantum on this branch).
5.4 Landau-Ginzburg Analysis of the zero temperature phase diagram17
In subsections 5.2 and 5.3 we have already explored the qualitative structure of the Landau-
Ginzburg potential (5.10), plotted as a function of σB, separately for σB > 0 and σB < 0.
In this section we will simply put the analyses of subsections 5.2 and 5.3 together to obtain
a global picture of the Landau-Ginzburg potential as a function of σB over all possible
ranges of parameters x6, λBb4 and m2B. We reproduce the potential below. Recall that
our exact Landau-Ginzburg potential as a function of σB (or equivalently, using (4.7), a
function of (φ¯φ)cl) is given by
Ueff(σB) =

NB
2pi
[
(x6 − φ2)λ2Bσ3B + 2λBb4σ2B +m2BσB
]
for σB < 0 ,
NB
2pi
[
(x6 − φ1)λ2Bσ3B + 2λBb4σ2B +m2BσB
]
for σB > 0 .
(5.37)
17This subsection was worked out in collaboration with O. Aharony.
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Recall from (5.11) that φ1 < φ2. As we have explored in detail above, the plots of the
effective potential are qualitatively different when x6 < φ1, φ1 < x6 < φ2 and x6 > φ2. For
this reason we analyse these three ranges of parameters separately. It is also useful to recall
the formulae for the discriminants (5.21) and (5.26) of the gap equations (5.16) in either
phase of the theory:
Dh =
4(2− |λB|)2
λ2B
[
(λBb4)
2 − 3λ2B4 (x6 − φ1)m2B
]
,
Du = 4
[
(λBb4)
2 − 3λ2B4 (x6 − φ2)m2B
]
. (5.38)
5.4.1 Case I: x6 > φ2
In this case the coefficient of σ3B in the effective potential (5.37) is positive both when
σB > 0 and when σB < 0. It follows that Ueff(σB) is an increasing function in the limits
σB → ±∞. Note, in particular, that Ueff(σB) is unbounded from below at large negative
σB presumably indicating a runaway instability of the theory. In other words, the theory
has no truly stable phase in this range of x6. In this subsection we will sketch the ‘phase
diagram’ of the theory, defined as the diagram that tracks the dominant metastable phase
as a function of the relevant parameters. 18 In order to do this we simply plot Ueff(σB) as a
function of σB. The detailed behaviour of the curve Ueff(σB) at finite values of σB depends
on the signs and values of m2B and λBb4. We have the following sub cases.
σBσB σB σB
(b) (c) (d)(a)
Figure 5. Effective potential for x6 > φ2.
1. m2B positive.
(a) λBb4 positive with Du negative or λBb4 negative with Dh negative: In this case
Ueff(σB) is a monotonically increasing function of σB as depicted in Fig 5(a).
Ueff(σB) has no extrema and so the gap equation has no solutions.
(b) λBb4 positive with Du positive: In this case the curve of Ueff(σB) takes the
schematic form depicted in Fig 5(b). Ueff(σB) has two extrema; a local minimum
and a local maximum both for σB < 0, so both in the unHiggsed branch. The
local minimum is the only metastable phase of the theory (the maximum is
unstable) and so is the dominant ‘phase’.
18We emphasise that this phase diagram is formal; no phase - not even the dominant one - is stable. The
theory always has a run away instability to tunnel to large negative values of σB .
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(c) λBb4 negative with Dh positive: The graph of Ueff(σB) takes the schematic form
depicted in Fig 5(c). Ueff(σB) has two extrema; a local minimum and a local
maximum both for positive σB so in the Higgsed branch. The local minimum
is the only metastable phase of the theory (the maximum is unstable) and so is
the dominant ‘phase’.
2. m2B negative, λBb4 arbitrary: In this case the graph of Ueff(σB) versus σB takes the
schematic form depicted in Fig 5(d). We have a local maximum at negative σB (so in
the unHiggsed phase) and a local minimum - so a metastable phase - at positive σB,
so in the Higgsed branch. This local minimum is the dominant (metastable) phase.
Putting all this together we conclude that our theory has the (metastable) phase struc-
ture depicted in Fig. 8 of [3] and redrawn here for convenience in Fig. 6 of this paper.
Notice that whenever a metastable phase exists, a subdominant unstable local maximum
u
h
h No phase
h No phase
m2B
Du = 0
Dh = 0
λBb4
Figure 6. Phase diagram for x6 > φ2. The positive λBb4 axis (shown in blue) corresponds to a
second-order phase transition.
of Ueff(σB) also exists in the vicinity. These are the subdominant ‘phases’ that appear in
Fig. 22(a) of [3].
To end this subsubsection let us study what happens in the limit in which x6 → φ2
from above. First, nothing special happens to Ueff(σB) for positive σB. At negative σB,
however, the coefficient of the σ3B term tends to zero when σB < 0. In this limit Du is
always positive, so the top half of the red curve in Fig. 6 tends to a horizontal line (the
m2B > 0 axis). Moreover, when m
2
B and λBb4 are both positive (i.e. the case of Fig. 5(b))
the local minimum (which can be thought of as arising due to a competition between the
linear and quadratic terms in the action) continues to occur at a fixed value of σB and the
Ueff(σB) evaluated at this minimum also remains fixed. But the local maximum of this
diagram (which is a result of the competition between the cubic and quadratic terms in the
action) now occurs at a value of σB that tends to −∞. Moreover the value of Ueff(σB) at
this maximum also tends to ∞. For x6 ≤ φ2 this local maximum simply does not exist any
more.
5.4.2 Case II: φ1 < x6 < φ2
In this case, the coefficient of σ3B is positive for σB > 0 and negative for σB < 0 which
implies that the potential is bounded below for all values of σB, so the theory is stable.
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Ueff(σB) is a decreasing function of σB for large negative σB, but is an increasing function
of σB for large positive σB.
σBσB σB σB
(a) (b) (c) (d)
Figure 7. Effective potential for φ1 < x6 < φ2.
1. m2B positive: λBb4 positive or λBb4 negative with Dh negative: In this case the graph
of Ueff(σB) versus σB takes the form depicted in Fig 7(a). The global minimum
in the unHiggsed phase (negative σB) is the only extremum of Ueff(σB); this phase
dominates the phase diagram.
2. m2B positive and λBb4 negative with Dh positive or
m2B negative and λBb4 negative with Du positive: In this case the graph of Ueff(σB)
versus σB takes the form depicted in Fig 7(b) when m2B is positive and of the form
depicted in Fig 7(d) when m2B is negative. In either case the graph has a local
minimum in the unHiggsed branch (negative σB) and a local minimum in the Higgsed
branch (positive σB) separated by a local maximum. The maximum occurs in the
Higgsed branch when m2B > 0 but in the unHiggsed branch when m
2
B < 0.
19 The
dominant phase is the local minimum with the smaller free energy. Which phase
dominates depends on the precise values of m2B, λBb4 and x6. A detailed analysis has
been performed in [3] and we summarise the results here. When x6 is strictly between
φ1 and φ2 the theory has a first order phase transition line along the curve
Dν = m
2
B − νc(x6)(λBb4)2 = 0 . (5.39)
The function νc(x6) was studied in detail in [3]; see around Fig. 25 and Fig. 26. The
function νc(x6) is monotonically decreasing as a function of x6 with x6 ∈ (φ1, φ2).
The function νc(x6) is negative when x6 is near φ2 and hence the first order transition
line is in the third quadrant (corresponding to Fig. 8(a)). When x6 is near φ1, the
function νc(x6) is positive and hence the first order transition line is in the fourth
quadrant (Fig. 8(b)). The phase transition line crosses over to the fourth quadrant
from the third quadrant (equivalently, νc(x6) goes from being negative to positive) at
some intermediate value of x6. This intermediate value occurs at x6 = 12(φ1 +φ2) and
the phase transition line coincides with the negative λBb4 axis. We plot the phase
diagram for this case and also the corresponding Landau-Ginzburg potential on the
19In fact at m2B = 0 the local maximum goes through σB = 0; this maximum undergoes a ‘second order
phase transition’ at this point from the Higgsed to the unHiggsed phase. This point is depicted in Figure
9.
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phase transition line in Figure 9. Clearly, we have two exactly equal minima and
hence the onset of a first order phase transition.
m2B
uh
h
Dh = 0
Du = 0
u
λBb4
m2B
uh
h
Dh = 0
Du = 0
u
λBb4
u
u
h h
h
u
(b)
Dν = 0 Dν = 0
(a)
Figure 8. The phase diagram for φ1 < x6 < φ2. There is a second order phase transition (shown
in blue) along the positive λBb4 axis. The first order phase transition line is the curve (shown in
green) between the two dashed curves. The precise location of this phase transition curve varies
as we change x6. Two possible locations of this curve have been sketched in the two figures above.
The first figure corresponds to x6 near φ2 and the second figure corresponds to x6 near φ1.
m2B
uh
Du = 0
λBb4
Ueff(σB)
σB
Dh = 0u
uh
Dν = 0
h
Figure 9. The first figure is the phase diagram for x6 = 12 (φ1 + φ2). The second figure is the
Landau-Ginzburg potential at the same value of x6 for a point on the first order phase transition
line (green) corresponding to m2B = 0 and some λBb4 < 0.
Let us study the behaviour in the limits x6 → φ1 and x6 → φ2. In the limit x6 → φ2
from below, the unHiggsed branch minimum occurs at σB → −∞ and the potential
Ueff(σB) evaluated on this solution tends to −∞. In this limit the unHiggsed branch
local minimum is the dominant phase for every value of λBb4 < 0 and m2B. In the
opposite limit x6 → φ1 the Higgsed branch local minimum occurs at very large values
of σB and Ueff(σB) evaluated on this solution tends to −∞. In this limit the Higgsed
branch local minimum is the dominant phase for every value of λBb4 < 0 and m2B.
3. m2B negative: λBb4 positive or λBb4 negative with Du negative: The graph of Ueff(σB)
versus σB takes the form depicted in Fig. 7(c). The global minimum in the Higgsed
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branch (positive σB) is the only extremum of Ueff(σB); this phase dominates the phase
diagram.
Putting all this together we arrive at the phase diagram presented in Fig. 7 of [3]. This
phase diagram is resketched in Fig 8 for convenience.
5.4.3 Case III: x6 < φ1
In this case, the coefficient of σ3B is negative for both σB > 0 and σB < 0. It follows
that Ueff(σB) is a increasing function in the limits σB → ±∞. Note, in particular, that
Ueff(σB) is unbounded from below at large positive σB presumably implying a runaway
instability of the theory. In this case the instability is easy to understand as it is present
even in the classical theory at sufficiently negative values of x6. Just as in Section 5.4.1, in
range of parameters the RB the theory has no truly stable phases. As in Section 5.4.1, in
this subsubsection we will sketch the ‘phase diagram’ of the theory, defined as the diagram
that tracks the dominant metastable phase as a function of relevant parameters. As in
Section 5.4.1 we read off our results from plots of Ueff(σB) as a function of σB. We have
the following subcases.
σBσB σB σB
(b) (c) (d)(a)
Figure 10. Effective potential for x6 < φ1.
1. m2B negative.
(a) λBb4 negative with Du negative or λBb4 positive with Dh negative: Ueff(σB) is a
monotonically decreasing function of σB as depicted in Fig 10(a). Ueff(σB) has
no extrema, and so the gap equation has no solutions.
(b) λBb4 negative with Du positive: In this case the curve of Ueff(σB) takes the
schematic form depicted in Fig. 10(b). Ueff(σB) has two extrema; a local min-
imum and a local maximum both for σB < 0, so both in the unHiggsed phase.
The local minimum is the only metastable phase of the theory (the maximum is
unstable) and so is the dominant ‘phase’.
(c) λBb4 positive with Dh positive: The graph of Ueff(σB) takes the schematic form
depicted in Fig 10(c). Ueff(σB) has two extrema; a local minimum and a local
maximum both for positive σB so in the Higgsed phase. The local minimum is
the only metastable phase of the theory (the maximum is unstable) and so is the
dominant ‘phase’.
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2. m2B positive, λBb4 arbitrary: In this case the graph of Ueff(σB) versus σB takes the
form depicted in Fig 10(d). We have a local minimum in at negative σB (so in the
unHiggsed phase) and a local maximum at positive σB, so in the Higgsed phase. This
local minimum is the dominant (metastable) phase.
Putting all this together we conclude that our theory has the (metastable) phase struc-
ture depicted in Fig. 9 of [3] and redrawn here for convenience in Fig. 11 of this paper.
No phase
No phase
Du = 0 u
Dh = 0
h
m2B
u
u
λBb4
Figure 11. Phase diagram for x6 < φ1. The positive λBb4 axis (shown in blue) corresponds to a
second-order phase transition.
Notice that whenever a metastable phase exists, a subdominant unstable local maxi-
mum of Ueff(σB) also exists in the vicinity. These are the subdominant ‘phases’ that appear
in Fig. 27(b) of [3].
To end this subsubsection let us study what happens in the limit in which x6 → φ1
from above. For negative values of σB, nothing special happens to Ueff(σB). At positive σB,
however, the coefficient of the σ3B term tends to zero. In this limit Dh is always positive,
so the top half of the red curve in Fig. 11 tends to a horizontal line (the negative m2B
axis). Moreover, when m2B and λBb4 are both positive (i.e. the case of sub Fig. 10(d))
the local minimum (which can be thought of as arising due to a competition between the
linear and quadratic terms in the action) continues to occur at a fixed value of σB and the
Ueff(σB) evaluated at this minimum also remains fixed. But the local maximum of this
diagram (which is a result of the competition between the cubic and quadratic terms in the
action) now occurs at a value of σB that tends to ∞. Moreover the value of Ueff(σB) at
this maximum also tends to ∞. For x6 ≥ φ1 this local maximum simply does not exist any
more.
6 Discussion
The results of this paper suggest several questions for future work. First, it would be
interesting to generalise the computation of S-matrices presented in [5, 6] to the Higgsed
phase of the Regular Boson theory. The fact that this (and related) computations may
throw light on the dual fermionic interpretation of the Z boson - as discussed in detail in
[1] - make it particularly interesting.
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One of the most interesting results of this paper is the off-shell effective action (5.10).
It would be interesting to generalise this result to finite values of temperature and chemical
potential and explicitly observe the smoothing-out of the non-analyticity which was present
at zero temperature. It would be also interesting to compute a similar action for the theory
of one fundamental boson and one fundamental fermion studied in [34] and to use this action
to unravel the phase structure of the deformedN = 2 supersymmetric matter Chern-Simons
theory with a single chiral multiplet in the fundamental representation. It is possible that
such an investigation will have interesting interplays with supersymmetry: for example it
may be possible to find a superspace version of (5.10).
In Section 4 we have presented a three-variable off-shell free energy that reproduces the
gap equation and thermal free energy of the regular boson theory. We have also presented
a physical interpretation of the variable σB that enters this action. It would be interesting
to investigate whether there are interesting off-shell interpretations of the other dynamical
variables - cB and S˜ - that appear in Section 4.
Above, we have found a preferred value for the cosmological constant counterterm Λ
of the CB theory - one that correctly reproduces the tadpole condition for the regular
boson theory (see (3.19)). It would be interesting to derive (3.19) from a more fundamental
physical principle. It would also be interesting to investigate if this result makes any physical
predictions for the critical boson theory: is it correct, for instance, to interpret the Legendre
transform of (3.13) w.r.t mcriB (with Λ chosen to have the value (3.19)) as the Coleman-
Weinberg potential of the CB theory w.r.t its dimension two scalar operator J0? It would
be interesting to further investigate this and similar questions, and their implications.
Finally it would be interesting to generalise the considerations of this paper - even
qualitatively - to finite values of NB. We leave all these questions for future work.
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A Previously known results for the large N free energy
Below we will encounter several equations that involve the quantities
C =1
2
∫ pi
−pi
dα ρF (α)
(
log(2 cosh( cˆF+iα2 )) + log(2 cosh(
cˆF−iα
2 ))
)
,
S =1
2
∫ pi
−pi
dα ρB(α)
(
log(2 sinh( cˆB+iα2 )) + log(2 sinh(
cˆB−iα
2 ))
)
,
(A.1)
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where cˆB and cˆF are (dimensionless versions of) the thermal masses in the boson and
fermion theory respectively.
Using (2.14), it is not difficult to verify the following identities:
λBS = −sgn(λF )
2
cF + λFC , λFC = −sgn(λB)
2
cB + λBS . (A.2)
A.1 Results for the critical fermion theory
In [2] the ‘fixed holonomy’ R2 × S1 partition function - vF [ρF ] - of the fermionic theory
has been evaluated in both fermionic phases. The final result of this calculation is most
conveniently given in terms of an auxiliary off-shell free energy
FF (cF , ζF , C˜)
=
NF
6pi
[
cˆ3F − 2λ2F C˜3 −
3
2
(
cˆ2F −
16pi2
κ2F
ζˆ2F
)
C˜ + 6piyˆ
2
2
κFλF
ζˆF − 24pi
2yˆ4
κ2FλF
ζˆ2F +
24pi3xF6
κ3FλF
ζˆ3F
− 3
2
C˜
(
cˆ2F −
(
2λF C˜ − 4pi
κF
ζˆF
)2)
− 3
∫ pi
−pi
dαρF (α)
∫ ∞
cˆF
dy y
(
log
(
1 + e−y−iα
)
+ log
(
1 + e−y+iα
)) ]
. (A.3)
The auxiliary off-shell free energy (A.3) is a function of three variables - cF , ζF and C˜
- in addition to the temperature and the holonomies. The free energy vF [ρF ] defined in
(2.11) is obtained from FF [ρF ] in (A.3) by extremizing the latter quantity w.r.t. these three
‘dynamical’ variables. Extremizing the free energy (A.3) w.r.t. the variable C˜ yields the
equation of motion
cˆ2F =
(
2λF C˜ − 4pi
κF
ζˆF
)2
. (A.4)
Varying w.r.t. cF yields
C˜ = C , (A.5)
with C given in (A.1), while the stationarity of variation w.r.t ζF yields
− 3
4
(
4piζˆF
κF
)2
xF6 −
16piζˆF
κF
λF C˜ + 8piζˆF
κF
yˆ4 + 4λ
2
F C˜2 − yˆ22 = 0 . (A.6)
Plugging (A.5) into (A.4) and (A.6) respectively yields the simplified gap equations
cˆ2F =
(
2λFC − 4piζˆF
κF
)2
, (A.7)
and
− 3
4
(
4piζˆF
κF
)2
xF6 −
16piζˆF
κF
λFC + 8piζˆF
κF
yˆ4 + 4λ
2
FC2 − yˆ22 = 0 , (A.8)
for the quantities cF and ζF .
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Below we will find it useful to work with a reduced off-shell free energy, obtained by
integrating C˜ out of (A.3). In order to do this we note that (A.4) has two solutions
2λF C˜ = 4piζˆF
κF
± cˆF , (A.9)
The undetermined sign in (A.9) is completely free. Clearly this sign is (tautologically) given
by sgn(X˜F ) where
X˜F ≡ 2λF C˜ − 4piζˆF
κF
. (A.10)
It follows that (A.9) may formally be rewritten as
2λF C˜ = 4piζˆF
κF
+ sgn(X˜F )cˆF . (A.11)
The reduced free energy - which is now a function only of two variables cF and ζF - is
obtained by plugging either of these two solutions into (A.3). Note that when we do this
the second line of (A.3) vanishes as a consequence of (A.4).20 Inserting the solutions (A.11)
into the free energy (A.3), we have the following explicit expression for the reduced off-shell
free energy as a function of cF and ζF
FF (cF , ζF ) =
NF
6pi
[
|λF | − sgn(λF )sgn(X˜F )
|λF | cˆ
3
F −
3
2λF
(
4piζˆF
κF
)
(cˆ2F − yˆ22)
− 3yˆ4
2λF
(
4piζˆF
κF
)2
+
(3xF6 + 4)
8λF
(
4piζˆF
κF
)3
− 3
∫ pi
−pi
dα ρF (α)
∫ ∞
cˆF
dy y
(
log
(
1 + e−y−iα
)
+ log
(
1 + e−y+iα
)) ]
.
(A.12)
Note that the above reduced off-shell free energy function has two branches depending on
the sign sgn(X˜F ). We refer to the branch in which sgn(X˜F )sgn(λF ) > 0 as the unHiggsed
branch, and the branch in which sgn(X˜F )sgn(λF ) < 0 as the Higgsed branch. It is easily
verified that the variation of (A.12) with respect to cˆF yields (A.7) while the variation of
(A.12) w.r.t ζF yields (A.8).
Note that that the gap equations (A.4), (A.5) (equivalently (A.7)) and (A.6) - unlike
the free energy (A.12) - have no explicit dependence on sgn(X˜F ). Nonetheless the same
gap equations hold for both ‘phases’ of the theory, i.e. for both choices of sgn(X˜FλF ).21
It follows from this observation that the solutions to the finite temperature gap equations
of the fermionic theory vary analytically as we pass from one ‘phase’ to another. In fact
more is true; the finite temperature free energy of the fermionic theory is itself analytic
20This reduced form of the off-shell free energy - rather than the fully off-shell free energy (A.3) - was
presented in [2]. The off-shell free energy (A.3) is a new formula that has not previously been presented in
the literature.
21The fact that sgn(X˜F ) disappears from the gap equations is obvious when we obtain the equations from
(A.3), even though this fact might appear mysterious when derived starting from (A.12).
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as one passes from the unHiggsed to the Higgsed phase. At the physical level, the sharp
zero temperature distinction between the Higgsed and unHiggsed phases gets blurred out
by finite temperature effects.
A.2 Results for regular bosons in the unHiggsed Phase
The off-shell free energy for the RB theory was computed in [2] and is given by
FB(cB, S˜) = NB
6pi
[
− cˆ3B + 2
(
cˆ2B − mˆ2B
) S˜ + 2λB bˆ4S˜2
+ S˜
(
cˆ2B − mˆ2B − (4 + 3xB6 )λ2BS˜2 + 4λB bˆ4S˜
)
+ 3
∫ pi
−pi
dαρB(α)
∫ ∞
cˆB
dy y
(
log
(
1− e−y−iα)+ log (1− e−y+iα)) ],
(A.13)
or equivalently by
FB(cB, S˜) = NB
6pi
[
− cˆ3B + 3S˜
(
cˆ2B − mˆ2B
)
+ 6bˆ4λBS˜2 − (4 + 3xB6 )λ2BS˜3
+ 3
∫ pi
−pi
dαρB(α)
∫ ∞
cˆB
dy y
(
log
(
1− e−y−iα)+ log (1− e−y+iα)) ] .
(A.14)
As in the previous subsection, the free energy vB[ρB] defined in (2.11) is obtained by
extremizing the action (A.13) w.r.t. the dynamical variables S˜ and cB. The equations of
motion that follow by varying (A.13) w.r.t S˜ and cB respectively are
cˆ2B = (4 + 3x
B
6 )λ
2
BS˜2 − 4λB bˆ4S˜ + mˆ2B , (A.15)
and
S˜ = S , (A.16)
where S was defined in (A.1). Inserting (A.16) into (A.15) yields the gap equation for the
single variable cB
cˆ2B = (4 + 3x
B
6 )λ
2
BS2 − 4λB bˆ4S + mˆ2B . (A.17)
As in the previous subsection it is possible to obtain a reduced free energy by integrating S˜
out of (A.13). This may be achieved by using (A.15) to solve for S˜ as a function of cB and
plugging this solution into (A.13). 22 This is the form in which the off-shell free energy for
the scalar theory in the unHiggsed phase was presented in [2].
22Note that the second line of (A.13) vanishes when we do this as a this line is proportional to (A.15).
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A.3 Duality in the unHiggsed phase and a prediction for the Higgsed phase
We first list the duality map between various quantities in the RB and CF theories. Recall
that the ’t Hooft parameters λB and λF were defined as
λB =
NB
κB
, λF =
NF
κF
. (A.18)
The duality maps different parameters as follows:
NF = |κB| −NB , κF = −κB , λF = λB − sgn(λB) ,
xF6 = x
B
6 , y4 = b4 , y
2
2 = m
2
B , |λB|ρB(α) + |λF |ρF (pi − α) =
1
2pi
. (A.19)
The last relation gives rise to
NFρF (α) =
|κB|
2pi
−NBρB(pi − α) . (A.20)
Consider the off-shell free energies for the critical fermion theory in terms of the two ‘fields’
cF and ζF given in (A.12):
FF (cF , ζF ) =
NF
6pi
[
λF − sgn(X˜F )
λF
cˆ3F −
3
2λF
(
4piζˆF
κF
)
(cˆ2F − yˆ22)
− 3yˆ4
2λF
(
4piζˆF
κF
)2
+
(3xF6 + 4)
8λF
(
4piζˆF
κF
)3
+
− 3
∫ pi
−pi
dαρF (α)
∫ ∞
cˆB
dy y
(
log
(
1 + e−y−iα
)
+ log
(
1 + e−y+iα
)) ]
.
(A.21)
Using the relation (A.20), the last line in (A.21) can be rewritten as 23
− 3NF
6pi
∫ pi
−pi
dαρF (α)
∫ ∞
cˆF
dy y
(
log
(
1 + e−y−iα
)
+ log
(
1 + e−y+iα
))
=
=
3NB
6pi
∫ pi
−pi
dαρB(α)
∫ ∞
cˆF
dy y
(
log
(
1− e−y−iα)+ log (1− e−y+iα)) . (A.22)
Substituting the various fermionic parameters with their bosonic counterparts in (A.19),
we get the following expression for the dual of the fermionic off-shell free energy in terms
23The two terms in the RHS of (A.20) simplify as follows. The integral over α in the term proportional
to |κB | can be performed by Taylor-expanding the logarithms and gives zero since the integrals are of the
form
∫ pi
−pi
dα einα = 0 for non-zero integers n. In the term proportional to ρB(pi − α), we have performed
the variable change α→ pi − α resulting in an additional minus sign in the argument of the logarithms.
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of two ‘fields’ cF and ζF :
F(cF , ζF ) =NB
6pi
[
− λB − sgn(λB)− sgn(X˜F )
λB
cˆ3F +
3
2λB
(
4piζˆF
κF
)
(cˆ2F − mˆ2B)+
+
3bˆ4
2λB
(
4piζˆF
κF
)2
− (3x
B
6 + 4)
8λB
(
4piζˆF
κF
)3
+
+ 3
∫ pi
−pi
dαρB(α)
∫ ∞
cˆF
dy y
(
log
(
1− e−y−iα)+ log (1− e−y+iα)) ].
(A.23)
A.3.1 unHiggsed phase: sgn(XF ) = −sgn(λB)
In this case F(cF , ζF ) in (A.23) simplifies to
F(cF , ζF ) = NB
6pi
[
− cˆ3F +
3
2λB
(
4piζˆF
κF
)
(cˆ2F − mˆ2B)+
+
3bˆ4
2λB
(
4piζˆF
κF
)2
− (3x
B
6 + 4)
8λB
(
4piζˆF
κF
)3
+
+ 3
∫ pi
−pi
dαρB(α)
∫ ∞
cˆF
dy y
(
log
(
1− e−y−iα)+ log (1− e−y+iα)) ].
(A.24)
If we now perform the field redefinitions
cˆF = cˆB ,
4piζˆF
κF
= 2λBS˜ . (A.25)
we see that the fermionic off-shell free energy reduces exactly to the regular boson off-shell
free energy (A.14), establishing the duality of the CF and RB theories in their unHiggsed
phases. The matching of off-shell free energies between the two theories automatically
guarantees the matching of gap equations, as the latter are obtained by extremizing the
off-shell free energies w.r.t. their ‘fields’.
A.3.2 Higgsed phase: sgn(XF ) = sgn(λB)
In this case F(cF , ζF ) simplifies to
F(cF , ζF ) = NB
6pi
[
− λB − 2sgn(λB)
λB
cˆ3F +
3
2λB
(
4piζˆF
κF
)
(cˆ2F − mˆ2B)+
+
3bˆ4
2λB
(
4piζˆF
κF
)2
− (3x
B
6 + 4)
8λB
(
4piζˆF
κF
)3
+
+ 3
∫ pi
−pi
dαρB(α)
∫ ∞
cˆF
dy y
(
log
(
1− e−y−iα)+ log (1− e−y+iα)) ].
(A.26)
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If we now make the field redefinitions
cˆF = cˆB ,
4piζˆF
κF
= −2λBσˆB , (A.27)
we find that (A.26) reduces to
FB(cB, σB) =
NB
6pi
[
− λB − 2sgn(λB)
λB
cˆ3B − 3σˆB(cˆ2F − mˆ2B) + 6bˆ4λBσˆ2B + (3xB6 + 4)λ2Bσˆ3B
+ 3
∫ pi
−pi
dαρB(α)
∫ ∞
cˆB
dy y
(
log
(
1− e−y−iα)+ log (1− e−y+iα)) ].
(A.28)
(A.28) may be regarded as the prediction of duality for the off-shell free energy of the RB
theory in the Higgsed phase.
B The tadpole from W boson loops
The exact all-orders propagator Gµν(q) in (3.24) is the saddle point value in the large NB
limit of a gauge-singlet field αµν(q) that appears in [1] as one of two gauge-singlet fields
αµν and Σµν that describe the effective dynamics of the W boson:
Gµν(q) = − 1
λB
αµν(q) . (B.1)
The first term of the gap equation (3.25) is then given by the tadpole contribution
λBNBT (σB) =
λBNB
2pi
∫ D3q
(2pi)3
gµρG(q)ρµ = −NB
2pi
∫ D3q
(2pi)3
gµρα(q)ρµ . (B.2)
For brevity, we work with the parameter m = λBσB in what follows. The field αµν(q) is
given in terms of four known functions F1, F2, F3 and F4 of w = 2q+q− and the all-loop
exact kernel Q(q) = G−1(q).
α++(q) =
λB
(2pi)2detQ
1
q2−
(
imF1 + (F3 +
w
2 )
2
)
,
α−+(q) =
λB
(2pi)2detQ
(
(1− F4)(F3 + w2 )− im(F2 + im− q3)
)
= α+−(−q) ,
α−−(q) =
λB
(2pi)2detQ
q2−(1− F4)2 ,
α−3(q) = − λB
(2pi)2detQ
q−(1− F4)(F2 + im− q3) = α3−(−q) ,
α3+(q) = − λB
(2pi)2detQ
1
q−
(
F1(1− F4) + (F2 + im− q3)(F3 + w2 )
)
= α+3(−q) ,
α33(q) = − λB
(2pi)2detQ
(
(F2 + im)
2 − q23
)
. (B.3)
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We give explicit expressions for the functions F1...4:
F2(w) = im(g(w)− 1) , F4(w) = 1− 1
g(w)
,
F3(w) = −w
2
+
1
g(w)
(
1
2
I(w)− m
2
3
(g(w)3 − g(0)3)
)
,
F1(w) = img(w)
(
c2B(g(w)− g(0))−
m2
3
(g(w)3 − g(0)3) + wg(w)− I(w)
)
, (B.4)
where the functions g(w) and I(w) are given by
g(w) = 1 + λBξ(w) , I(w) =
∫ w
0
dz g(z) = w + λBIξ(w) , (B.5)
and the function ξ(w) in the definition of g(w) above is given by
ξ(w) =
1
2mβ
∫ pi
−pi
dα ρB(α)
[
log 2 sinh
(
β
2
√
w + c2B +
i
2α
)
+ log 2 sinh
(
β
2
√
w + c2B − i2α
)]
. (B.6)
We recognise the quantity S defined in (A.1) to be the value of βmξ(w) at w = 0:
S = βmξ(0) = 1
2
∫ pi
−pi
dα ρB(α)
[
log 2 sinh
(
cˆB+iα
2
)
+ log 2 sinh
(
cˆB−iα
2
)]
. (B.7)
In the above expressions, the constant cB is the pole mass of the W boson which occurs in
the determinant of the all-loop kernel Q(q) = G−1(q):
detQ(q) = − m
(2pi)3
(q2 + c2B) , (B.8)
and is given in terms of the parameter m and the function ξ(w) above by
c2B = m
2(1 + λBξ(0))
2 or equivalently β2c2B = cˆ
2
B = (mˆ+ λBS)2 . (B.9)
Substituting the expressions (B.3), (B.4) for αµν(q) in (B.2), we have
T (m) = − 1
2piλB
∫ D3q
(2pi)3
(α+−(q) + α−+(q) + α33(q)) ,
=
1
m
∫ D3q
(2pi)3
1
q2 + c2B
( I(w)
g(w)2
+
4m2
3
g(w) +m2g(w)2 +
2m2
3
g(0)3
g(w)2
+ q23
)
,
=
1
m
∫ D3q
(2pi)3
1
q2 + c2B
(L(w)− (w + c2B))+ 1m
∫ D3q
(2pi)3
, (B.10)
where we have added and subtracted the term w+ c2B inside the integrand to complete the
quantity q23 to q
2 + c2B. The quantity L(w) is given by
L(w) = I(w)
g(w)2
+
4
3
m2g(w) +m2g(w)2 +
2
3
m2
g(0)3
g(w)2
. (B.11)
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The discrete sum over q3 in the first term is given in terms of the function χ(w)
χ(w) = −(2pi)
3
m
∫ Dq3
2pi
1
q23 + w + c
2
B
= −(2pi)
3
mβ
∫ pi
−pi
dαρB(α)
∑
n∈Z
1
(2pi nβ +
α
β )
2 + w + c2B
,
= −2pi
3
m
∫ pi
−pi
dαρB(α)
1√
w + c2B
×
×
(
coth
(
β
2
√
w + c2B +
i
2α
)
+ coth
(
β
2
√
w + c2B − i2α
))
. (B.12)
The q3 sum in the last term in (B.10) is given by c0 ≡
∑
n 1 and is hence divergent.
We regularise the divergent sum using ζ-function regularisation in which case we have
c0(reg.) = 1 + 2ζ(0) = 0. Thus, equation (B.10) becomes
T (m) = − 1
(2pi)3
∫ ∞
0
dw
4pi
χ(w)
(L(w)− (w + c2B)) = 2∫ ∞
0
dw
4pi
ξ′(w)(L(w)− (w + c2B)) ,
(B.13)
where we have used χ(w) = −2(2pi)3ξ′(w). Next, recall the expressions (B.5) and (B.9):
g(w) = 1 + λBξ(w) , I(w) =
∫ w
0
dzg(z) = w + λBIξ(w) , c2B = m2(1 + λBξ(0))2 .
(B.14)
Inserting (B.14) into (B.13) and Taylor-expanding L(w)− (w+ c2B) in all explicit factors of
λB (around λB = 0) we find
L(w)− (w + c2B) =
I(w)
g(w)2
+
4
3
m2g(w) +m2g(w)2 +
2
3
m2
g(0)3
g(w)2
− (w +m2g(0)2) ,
=
∞∑
n=0
(−λB)nLn(w) , (B.15)
with
L0(w) = 2m2 , L1(w) = − (Iξ(w)− 2wξ(w))− 2m2ξ(w) ,
L2(w) =
(−2Iξ(w)ξ(w) + 3wξ(w)2)+m2 (3ξ(w)2 − 4ξ(w)ξ(0) + ξ(0)2) ,
Ln(w) =
(
(n+ 1)wξ(w)n − nξ(w)n−1Iξ(w)
)
+
2m2
3
(
(n+ 1)ξ(w)n − (n− 2)ξ(w)n−3ξ(0)3 + 3(n− 1)ξ(w)n−2ξ(0)2 − 3n ξ(w)n−1ξ(0)
)
for n ≥ 3 .
(B.16)
The integral over w in (B.13) becomes
∞∑
n=0
(−λB)n
∫ ∞
0
dw
4pi
ξ′(w)Ln(w) . (B.17)
The integral over the first two terms in the expressions for Ln≥1 in (B.16) can be
simplified by writing this in a total derivative form
dw ξ′(w)
(
(n+ 1)ξ(w)nw − nξ(w)n−1Iξ(w)
)
= d(ξ(w)n+1w − ξ(w)nIξ(w)) (B.18)
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In the dimensional regularisation scheme used in our previous paper [1] we have ξ(∞) = 0.
Also, by definition we have Iξ(0) = 0. This implies that∫ ∞
0
dw ξ′(w)
(
(n+ 1)ξ(w)nw − nξ(w)n−1Iξ(w)
)
= 0 . (B.19)
The remaining terms in L are simple polynomials in ξ and the integrations can be easily
performed. Only L0 and L1 give non-zero contributions:∫ ∞
0
dw ξ′(w)L0(w) = −2m2ξ(0) ,
∫ ∞
0
dw ξ′(w)L1(w) = +m2ξ(0)2 . (B.20)
Substituting the above results into (B.13), we get
T (m) = −m
2
2pi
(
2ξ(0) + λBξ(0)
2
)
. (B.21)
Recalling the equation (B.9) for cˆB and m = λBσB, we have the final expression for the
tadpole contribution from the W boson propagator (B.2):
λBNBT (σB) = −NB
2pi
(
c2B − λ2Bσ2B
)
. (B.22)
C The critical boson scaling limit
Recall that the RB theory reduces to the critical boson or CB theory in the scaling limit
m2B →∞, λBb4 →∞,
m2B
2λBb4
= mcriB = fixed . (C.1)
In this subsection we study the reduction of the off-shell free energy under this scaling limit.
The off-shell free energy (4.2) simplifies in the limit (C.1) as follows. The second term in
the second line of (4.2) reduces to
6λB bˆ4σˆB
(
mˆcriB + σˆB
)
= 6λB bˆ4
[(
σˆB +
mˆcriB
2
)2
− (mˆ
cri
B )
2
4
]
(C.2)
Note that confining potential (C.2) is infinitely stiff in the CB scaling limit. It follows that
σˆB is frozen at the minimum of (C.2) i.e. at σB = −m
cri
B
2
in the CB scaling limit. It follows
that in this limit (4.2) simplifies to
F (cB, S˜) = NB
6pi
[
− cˆ3B − 4S˜3λ2B +
3
2
cˆ2Bmˆ
cri
B
+ 6S˜2λ2BmˆcriB − 3S˜λ2B(mˆcriB )2 + 6cˆB|λB|(S˜ − mˆ
cri
B
2 )
2
+ 3
∫ pi
−pi
dαρB(α)
∫ ∞
cˆB
dy y
(
log
(
1− e−y−iα)+ log (1− e−y+iα)) ].
(C.3)
– 41 –
(we have omitted a divergent constant proportional to b4 that can be cancelled by a cosmo-
logical constant counterterm.) Extremizing (C.3) w.r.t. S˜ we recover the first of the gap
equations in (4.3) under the replacement
σB → −m
cri
B
2
.
The two inequivalent solutions of this equation are (4.4) and (4.5) under the same re-
placement for σB. These solutions correspond to the unHiggsed and Higgsed branches
respectively.
On the Higgsed branch we can plug the solution of (4.5) back into (C.3) to find a free
energy as a function of the single off-shell variable cB; the final result of this exercise is given
by the critical boson free energy given in (3.13)24. In a similar manner, on the unHiggsed
branch we can plug the solution of (4.4) into (C.3) to find off-shell free energy as a function
of cB, given by
FCB(cB) =
NB
6pi
[
− cˆ3B +
3
2
mˆcriB cˆ
2
B −
λ2B(mˆ
cri
B )
3
2
+ 3
∫ pi
−pi
ρ(α)dα
∫ ∞
cˆB
dyy
(
log
(
1− e−y−iα)+ log (1− e−y+iα)) ] . (C.4)
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