Abstract -In digital radio transmission over frequency selective channels, the Minimum Mean-Square Error Decision Feedback Equalizer (MMSE-DFE) is widely recognized as an efficient equalization scheme. In order to compute the coefficients of the feedfoward and feedback filters of the MMSE-DFE, both the channel impulse response (CIR) and the variance of the noise have to be estimated. The estimate of the CIR is usually performed by the standard least-square method, where a known training sequence is employed. Then, the estimated CIR is used to evaluate the variance of the noise. In this paper the use of the two above estimates for MMSE-DFE is studied. In particular, an unbiased estimate of the variance of the noise is described.
I. INTRODUCTION
In digital radio transmission over frequency selective channels equalization of the received signal is required. The Decision Feedback Equalizer (DFE) is known to be an efficient equalization scheme for channels corrupted by severe Intersymbol Interference (1st) and additive Gaussian noise. In the Minimum Mean-Square Error DFE (MMSE-DFE) the coefficients of the FeedForward Filter (FFF) and of the FeedBack Filter (FBF) are obtained from a spectral factorization where both the Channel Impulse Response (CIR) and the variance of the noise are assumed to be known. When the MMSE-DFE is employed on a time varying channel, adaptation of the equalizer to the channel has to be performed. In conventional implementations, gradient or leastsquare methods are used to adapt the equalizer coefficients, using either the detected data or the symbols of the training sequence [ I] . In [2] it is shown that in some circumstances, such as moderately rapid fading channels, direct calculation of the equalizer coefficients from the estimated CIR can be more appropriate than adaptive algorithms.
In this paper joint CIR and noise variance estimate is performed at the receiver by using a training sequence. The CIR is obtained by the classical Least Square (LS) method [ I] . The problem we are mainly concerned is the estimation ofthe noise variance from the given CIR estimate. In fact, by assuming perfect channel knowledge, in [3] it is shown that the performance of the MMSE-DFE is sensitive to the quality of the estimate of the noise variance. The estimation of the noise variance could be treated as a problem of single parameter estimation if the CIR were known. In this case, the estimate can be obtained by averaging the square of the difference between the samples ofthe received signal and the training sequence filtered by the known CIR. The number of elements which are averaged coincides with the length of the observation [I]. The situation is somewhat different when the CIR is not known. We observe that, in order to obtain an unbiased estimate, the scalar that divides the sum of the squared differences has to be chosen equal to the length of the observation diminished by the length of the channel. The paper is organized as follows. The model of the transmission system is described in section 11. Section 111 presents the equations of the coefficients of the MMSE.DE. In section IV the estimation method is described. 
where d(z) is chosen as the impulse response that is causal, monic, and minimum phase. The scalar SO is called the system average energy and is given by Note that for U > 0 the power density spectrum T ( e J W ) + u2 is nonnull everywhere. As a consequence, the existence of d(z) is guaranteed and all its roots are strictly inside the unit circle. The MSE is given by
where E{.} denotes the expected value, and is the distortion sequence at the input of the slicer where
is the output of the FFF. In (3) it has been assumed that a,k is the k-th element of the transmitted sequence. Minimization of (2) vields
The MMSE is
S O

ESTIMATE OF THE POWER DENSITY SPECTRUM
A pseudorandom sequence of length N is employed to construct the training sequence. In order to avoid the presence of unknown data symbols that influence the samples of the received sequence, the last v+l symbols ofthe pseudorandom sequence are appended at the beginning of the training sequence, and only N observations are used to work out the estimate. In the context of estimation problems it is worth adopting vector and matrix notation. By writing the N samples of the observed sequence in the column vector y = b1, yz, . . . , YN]' (' denote aansposition), one has
where A is the N 
where equatio? (5) has been substituted for y in the last line of (6) . Given h from (6), one can get the estimate of the noise variance as
where 11 . /I2 represents the squared Euclidean norm in the N dimensional space and is a scalar factor that is hereafter discussed. If the channel were known the estimate of the noise variance would become a classical problem of a single paraneter estimation, hence / 3 = N . It is proved in [5] that using /3 = N in (IS) one gets the ML estimate, which turns out to be biased downward. We prove in the appendix that, in order to obtain an unbiased estimate, one has to set /3 = N -v -1.
This result can be explained by observing that we are estimating certain parameters of the Gaussian random vector defined in the RHS of (5 
-' which appears in the classical estimate of the variance of a scalar random variable based on the sample mean:
Once the estimate of the channel is available, we compute the estimate of the autocorrelation of the CIR as
Note that ? ( z ) is a biased estimate of ~( 2 ) . We observe that 
where 6k is the Kronecker delta function. Therefore, an unbi-
IV. EXPERIMENTAL RESULTS
In the experiments we compute the FBF by the spectral factorization S&)d(z-')
= ?(.) + <@' and compare the results obtained by using + ( z ) given in (8) and (1 I). The factor C is adopted in view of the results obtained in [3, 
The estimate
Cz is computed from (7) with 0 = N -U -1. As far as the computation of the coefficients of the FFF is concerned, note that formula (4) holds when the FFF has an infinite number of coefficients. When the FFF has a finite number of coefficients, equation (4) is no longer valid and minimization of (2) is performed as reported in [8] . In the results that follows, an FIR FFF with 91 taps has been considered. The estimated CIR given in (6) is used as the discrete-time matched filter.
We adopt as a benchmark the time discrete additive white Gaussian noise channel with U = 6 studied in variance is available, it could be appropriate to slightly fictitiously increase its value in order to improve the performance.
We observe that the AMSE of the two estimates is mainly influenced by the bias intrcduced in the estimated signal power (the zero lag coefficient Po + Ce2), which can be controlled by the parameter C. From these results it also appears that cancelling the bias from the tails of the autocorrelation does not improve the performance. Therefore, in the following results the estimate (E), which does not require any corrective term, is adopted. Figure 4 shows the first error event rate (FEER), which measures the probability of error given correct detection of the previous bits. Figure 4 gives the bit error rate (BER), where the effect of error propagation is included. From the figures we observe that the minimum of the error probability occurs for a value of C which is greater than the value of C for which the minimum AMSE occurs. From the presented results, it appears that it is worth biasing upward the estimate ofthe signal power.
V. CONCLUSIONS
Direct computation of the coefficients of the MMSE-DFE requires the knowledge of the CIR and of the noise variance. When these parameters are not known a priori, they have to be estimated. While the problem of the CIR estimation is hugely treated in the literature [ 1, 8] , it does not seem to he the same for the noise variance. The main contribution of this paper is the derivation of the sample estimate of the noise variance, from the received sequence and the estimated CR. The results show that the AMSE is slightly improved when the estimated noise variance is slightly biased upward. As far as the error probability is concerned, our results confirm what was already observed in [3, ror probability is substantially improved by adding a substantial upward bias to the estimated signal power.
APPENDIX
By substituting equation (6) in (7) The key of the proof is to observe that
is a projection matrix [IO] . P satisfies the two properties P2 = P, P' = P, and its rank coincides with that of A, that is U + 1.
In fact, the space spanned by P is defined by the v + 1 columns of the matrix A. It is easy to show that PI = I N -P is the projection matrix in the space orthogonal to that spanned by P. 
where Q is the N x N eigenvectors mahix, and 
E { $ } =
From this equation it follows that one has to set /3 = N -v -1 in order to obtain an unbiased estimate. Note that with 19 = N one has the ML estimate of the noise variance [5] , and that the condition A'A = Mu+l required in [5] is not necessary both for ow unbiased estimate and for the h9l estimate.
