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MODELO ESTOCASTICO PARA LA PRED ICCI ON DE LA 
VELOCIDAD DEL VIENTO 
1 ntroducció n-
Una de las variables meteorológicas cuya 
predicción resulta más dificultosa es el vector 
viento en superficie. Dada la gran influencia 
que tienen sobre su comportamiento los fac-
tores locales que se superponen a los patrones 
atmosféricos de comportamiento a meso y 
macroescala, la previsión ha sido tratada 
recientemente desde la óptica de los modelos 
estocásticos. En ellos se considera cada valor 
observado como la manifestación de un pro-
ceso estocástico generador de un conjunto de 
valores. De esta manera se puede de terminar 
el comportamiento y evolución es futura de 
una serie temporal sobre las bases de su pro-
pio pasado y de un término aleatorio denomi-
nado ruido. El punto crucial de la predicción 
consiste en la identificación del filtro existen-
te entre la variable y la serie de ruido, lo cual 
se lleva a cabo a través de las funciones de 
autocorrelación y autocorrelación parcial. 
En el campo meteorológico y ambie ntal cabe 
citar los trabajos de Tiao, Ch ock y Finzi. 
Por lo que respecta a la previsión del 
viento, ésta h a sido abordada median te pro-
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cedimientos de Markov (Bacon et al. ) y 
autorregresivos (Mage, Bonivento et al.) 
sobre las bases horarias con relativo éxito; 
en cambio, si se emplean valores medios dia-
rios las dificultades son mucho mayores al 
presentarse menor persistencia y mayor varia-
bilidad , por ende el acercamiento conseguido 
en la modelización es más deficinete (Luna et 
al., Bacci et al.). 
La mayor parte de estos modelos han si-
do evaluados, como se mencionó anterior-
mente, sobre la base de técnicas de análisis de 
series temporales, sin considerar explícitamen-
te la información que día a día proporcionan 
las variables meteorológicas. Ello hace que re-
sulte de primordial interés la investigación de 
métodos que hagan factible la incorporación 
de tal aporte. De este modo surge la evalua-
ción de filtros multivariantes, especialmente 
ARMAX (Young et al. ) y funciones de trans-
ferencia (Box y Jenkins) que requieren regis-
tros simultáneos de un conjunto de varia-
bles meteorológicas susceptibles de ejercer 
una función rectora sobre el viento. Sin em-
bargo, surge una al ternativa a es te tipo de m o-
delos, considerando que el filtro interpuesto 
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entre el ruido y la velocidad es variable con la 
situación meteorológica reinante en el día 
considerado. De esta manera se puede aprove-
char cualitativamente el caudal de conoci-
mientos meteorológicos, haciendo los mode-
los más versátiles y adaptativos. 
El objeto de este trabajo consiste en la 
modelización univariante de la velocidad 
media diaria del viento, tanto mediante técni-
cas de análisis de series temporales con filtros 
constantes como variables, prestando especial 
interés a la influencia que ejerce la introduc-
ción de la información meteorológica en los 
resultados. 
Bases teóricas 
Modelos ARMA con coeficientes constantes 
De entre los distintos modelos estocásti-
cos estacionarios se ha optado por recurrir a 
aquéllos cuya base está constituída por el tra-
tamiento de se~íes temporales, ya que han 
dado resultados satisfactorios en otras cir-
cunstancias (Tao et al., Chock et al.). En par-
ticular, se centró la atención sobre los mode-
los autorregresivos de media móvil (Box y 
Jenkins). En ellos interviene exclusivamente la 
información contenida en la propia serie tem-
poral, es decir, son univariantes, lo que supo-
ne una gran cortapisa, pues, se desperdician 
las aportaciones que pueda proporcionar el 
conocimiento de variables relacionadas con la 
dependiente. Sin embargo, la determinación 
del orden au torregresivo de los procesos 
pondrá de manifiesto interesantes aspec tos 
cualitativos y cuantitativos sobre la estructura 
de la persistencia. 
Aunque su base es ciertamente emp írica, 
poseen una estructura prefijada que se debe 
identificar y unos parámetros a cuya estima-
clOn h ay que proceder. Consecuentemente , 
esto permite considerarlos i...·uermedios entre 
los determinísticos y los puramente empíri-
cos, los cuales carecen de bases teóricas que 
justifiquen las relaciones entre las distintas 
variables que intervienen en los diversos 
fenómenos. 
El fundamento en que se basan es el he-
cho, constatado por Youle, de que las series 
temporales con un cierto grado de persistencia 
se pueden generar a partir de la señal con que 
un filtro responde a una secuencia temporal 
aleatoria conocida como ruido. Puesto que las 
series a estudiar presentan generalmente una 
gran componente persistente, se procederá 
a una modelización univariante basándose en 
el hecho anteriormente reseñado. Dentro de 
los filtros que se puede n aplicar a este tip o 
de series, se centrará la atención en los linea-
les, cuya respuesta en un cierto instante, t, 
viene determinada por la suma ponderada de 
los valores que ha tomado previamente el 
ruido, es decir, que 
(1) 
donde; 
Zt es la serie temporal observada 
at es el ruido 
'l' (B) es un polinomio representativo del fil-
tro que transforma at en Zt siendo la variable 
' 
B el operador denominado de desplazamiento 
regresivo, es decir, que transforma cada valor 
de la serie en el inmediato anterior y, final-
mente, ¡.t es el parámetro que en ciertos casos 
coincide con l a media y, en general, represen-
ta d nivel de la serie. 
Una gran mayoría de las variables que 
~parecen en la realidad se presentan a través 
de series estac ionarias, por lo que será in tere-
sante conocer las condiciones que debe cum-
plir 'I' (B) para que la serie generada sea 
estacionaria. En efec to, si se tiene en cuenta 
que 'I' (B) se puede considerar como función 
gene ratriz de los coeficientes 'Y j tomando B 
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como una variable falsa cuya potencia j-enési-
ma es el coeficiente 'lt j, la condición de esta-
cionariedad es que la serie \}r (B) converja 
cuando 1 B 1 ~ l. 
Asimismo, si en la ex presión ( 1) el valor 
de la media es cero se tiene que, para de ter-
minar los valores de at en función de Zt se 
deberá poder escribir 
(2) 
o lo que es equivalente (Box y J enkins) 
Está claro que si Zt toma un valor fin ito, la 
serie deberá converger, y será preciso que esté 
asegurada la invertibilidad para que se garan-
tice la aceptabilidad de los valores de zt obte-
nidos. 
A partir de la expresión (2) se obtiene, 
cuando existe . qr- 1 (B), 
(3) 
es decir, que el polinomio TI (B) ;:::: qr-1 (B) 
deberá converger para que (3) tenga sentido. 
La condición analítica de estacionalidad viene 
expresada por la convergencia de los coefi-
cientes del polinomio n (B), tanto en el inte-
rior como en la periferia del círculo unidad. 
Es de destacar que en los modelos en los 
cuales el número de términos del polinomio 
TI (B) es finito, el proceso de identificación 
y elaboración se ve muy facilitado. Por otra 
parte, las condiciones de invertib ilidad se 
cumplen de manera inmedia ta, ya que al ser 
un número finito de términos, la serie conver-
ge sin imponer restricción alguna. La estacio-
nariedad viene garan tizada cuando las raíces 
de la ecuación característica IT (B) O 
se encuentran fuera del círculo unidad. Si 
el número de términos del polinomio es p, 
este será autorregresivo de orden p, con 
lo cual los valores de Zt se pueden expresar 
como combinación lineal de los p valores 
previos de la propia serie temporal más 
un término de ruido, es decir, cada valor 
se autorregresiona sobre valores anteriores de 
sí mismo. 
Cuando el polinomio W(B) posee un 
número finito de terminas, q, el modelo es de 
media móvil de orden q, es decir, Zt se puede 
expresar como una combinación lineal de un 
número finito de impulsos, at, del ruido. 
Por su propia naturaleza, estas series son siem-
pre estacionarias, al tener \V (B) un número fi-
nito de términos. De una manera análoga a 
las consideraciQnes anteriores, las series de es-
te tipo son invertibles cuando las raíces de la 
ecuación característica 'V (B) = O no están 
contenidas dentro del círculo unidad, ni en la 
circunferencia que lo limita. 
Combinando los modelos anteriores de 
manera que el valor de la serie se pueda expre-
sar como función lineal de, p, valores previos 
de sí mismo y, q, del ruido se obtienen los 
modelos autorregresivos de media móvil de 
orden (p,q). Las condiciones de invertibi-
lidad y estacionariedad para estos modelos, 
vienen expresadas por la restricción de que las 
soluciones de las correspondientes ecuaciones 
características sean exteriores al círculo 
unidad. 
Modelos con coeficientes variables 
Como se puede deducir de todo lo ante-
rior, las varibales externas a la propia serie no 
in fluyen ex pl ícitamente sobre el comporta-
miento de la serie , sino que est án englobadas 
en el término de ruido. Además, una de las 
restricciones más importantes de estos mo-
delos es la cons tancia del filt ro interpuesto en-
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tre las variables consideradas. Para soslayarla 
se debe recurrir a técnicas en las cuales no 
se centra la homogeneidad de ciertos paráme-
tros que hagan variar dicho filtro. 
8 (8) 
Así, mientras que el proceso de los 
modelos autorregresivos de media móvil 
se puede resumir como sigue : 
cp-1(8) 
Filtro de Filtro Ruido 
at media móvil- autorregresivo 
• Serie temporal 
Zt 
el seguido en los modelos de filtro variable 
sería : 
8(8 ) 
Filtro de 
media móvil 
Filtro de 
media móvil 
Filtro de 
media móvil 
eNl (BJ 
Filtro de 
media móvil 
Así, la mayor versatilidad y adaptabili-
dad de estos modelos lleva aparejada un pro-
ceso de estimación más laborioso y complejo , 
tanto porque no se deben fijar primeramente 
las características definidoras de las situacio-
nes, como por la diversidad de filtros que 
surgen. 
La elección práctica de un modelo u otro 
dependerá en cada caso de los requerimientos 
que deba cumplir el modelo. 
Modelos estocásticos 
Para la elaboración de los modelos con-
secuen tes con la fil osofía estocástica expuesta 
en el apartado an terior , se ha tomado como 
q, -1 ( 8 ) 
Filtro 
autorregresivo 
cpil-1 (8) 
Filtro 
autorregresivo 
Filtro 
autorregresivo 
cp N)-1 (8) 
Filtro 
autorregresivo 
Serie 
temporal Z t 
base de datos las observaciones de la veloci-
dad media diaria del viento en el observatorio 
de Retiro (Madrid), durante el periodo com-
prendido entre el 1 de octubre de 1979 y el 
31 de marzo de 1980. 
Previamente a la identificación de cual-
quier modelo ARMA, se ha procedido a inves-
tigar las características que ha de satisfacer la 
serie para que éstos sean aplicables. En primer 
lugar, se ha verificado el carácter homoscedás-
tfco de la serie, para ello se construyó el co-
rrespondiente diagrama rango-media de la se-
rie original representado en la figura l. Puede 
observarse claramente que la serie no cumple 
tal condición por lo que se h ace imprescindi-
ble una transformación. Después de la aplica-
ción de varias de ellas, se encontró que la más 
t 
1 
¡ • 
nQML (M /s) 
Diagrama rango-media de la serie Vt. 
adecuada para inducir esta propiedad era 
la logarítmica, tal y como puede comprobarse 
en la figura 2. En consecuencia, la serie amo-
delizar está constituída por los valores del 
logaritmo de la velodidad media diaria. Dadas 
las características de la transformación, las 
calmas se han asimilado a los valores corres-
pondientes al límite de detección del ins-
trumetno de medida. 
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Diagrama rango-media de la serie lg V t. 
A partir de estos valores se ha calculado 
la función de autocorrelación que se halla re-
presentada en la figura 3. Puede observarse 
que la serie es estacionaria y, por ello, se pue-
de proceder sin ningún otro tipo de transfor-
mación a la identificación del filtro. Esta se ha 
realizado a partir, tanto de la propia función 
de autocorrelación como de la autocorrelaa-
ción parcial (ver figura 4 ). Analizando ambas 
se ha encontrado que el modelo apropiado pa-
ra la serie resulta ser au to rre gresivo de primer 
orden, con un único p aráme tro a estimar, 
cuy o valor es O. 55, después de llevar a cabo 
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FIGUM 3 
Función de autocorrelación de la serie lg V t. 
un proceso estimativo con retroprevisión 
Por tanto, la expresión final del modelo es 
(4) 
donde at representa el término de ruido . 
- - .. - - .. - - - - - - - -t W' 
- - - - - - - - - • . - - - - -~r 
fiGUIY\~ 
Función de autocorrelac ión parcial 
de la serie lg V t. 
De ( 4) se deduce que la persistencia que 
presenta el viento es sim pie y que las influen-
cias de los agentes externos únicamente son 
significativos duran te el dí a para el cual se 
realiza la predicción. 
La calidad del m odelo se evaluó sobre la 
serie sin transformar, ya que ésta es la que in-
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teresa predecir. La evaluación de estos resulta-
dos se realizó sobre el periodo comprendido 
entre el 1 de octubre de 1980 y el 31 de mar-
zo de 1981, obteniéndose una correlación 
de O. 53 entre los valores predichos y observa-
dos, que resulta significativa al nivel del 9 5 
por ciento, sie_ndo además, apreciablemente 
superior a la obtenida con persistencia marko-
viana, cuyo valor es de 0.4. 
Determinadas así las características del 
modelo ARMA y su capacidad predictora, se 
ha procedido a la elaboración de un modelo 
de filtro variable. El primer problema que se 
presenta es la ele cción del conjunto de varia-
bles y parámetros capaz de discriminar en 
cada momento el filtro "ad hoc". Como quie-
ra que el viento viene muy influenciado por 
el patrón sinóptico actuante sobre el punto de 
muestreo , parece claro que ésta será una de las 
influencias determinantes sobre cualquier mo-
delo que in ten te explicar su e o m p ortamien to. 
Por ello , se procedió a discriminar los días se-
gún los criterios determinantes de las situacio-
nes sinópticas típicas de la Península (Her-
nández et al. ) . De acuerdo con esta clasifica-
ción se ha encontrado que el filtro múltiple 
interpuesto entre la serie temporal de viento y 
la de ruido posee seis componenetes que co-
rresponden a las situaciones 3, 4, 5, 7, 8 y R, 
respectivamente. (R engloba aquellos días 
que no corresponden a las situaciones men-
cionadas explícitamente). De acuerdo con es-
to se ha evaluado el conjunto de parámetros 
asociados a los diferentes filtros. Se debe seña-
lar que la estimación se ha particularizado pa-
ra cada una de las situaciones sin mantener la 
estructura de serie te mporal. En la tabla I s-e 
presenta un resumen de los resultados ob-
tenidos. 
En la primera columna se indica el tip o 
de modelo para cada situación, en la siguien te 
se da el valor del parámetro asociado. La 
otras dos corresponden al coenciente de co-
rrelación entre los valores predichos y obser-
Situación Modelo Parámetro ar/a asociado 
3 AR(l) 0.53 0.61 0.62 
4 0.59 0.54 0.71 
5 0.23 0.56 0.63 
7 0.49 0.58 0.66 
8 0.52 0.60 0.64 
R 0 .70 0.60 0.64 
Global 0.66 0.71 
TABLA 1.- Resultados del modelo con filtro variable 
vados y al cociente entre la desviación tí pica 
de los resíduos y la serie original respecti-
vamente. 
En primer lugar cabe destacar la notable 
mejora que supone la introducción de las cate-
gorías sinópticas en el modelo, aumentando 
la varianza explicada en un 15 por ciento con 
respecto al modelo con un único filtro y en 
27 por ciento con respecto a la persistencia. 
Todos los coeficientes de correlación obteni-
dos son significativos al nivel del 9 5 por cien-
to. Es de resaltar que, de acuerdo con las dos 
últimas columnas, el nivel de predicción para 
cada una de las situaciones es muy similar y 
no se presentan diferencias significativas. Por 
otra parte, el modelo identificado coincide 
con el de filtro único y no varía de una situa-
ción a otra, aunque los valores de los paráme-
tros reflejan el distinto grado de persistencia 
simple de cada una de ellas. Los resultados 
que se han valorado se han obtenido en tiem-
po real, obedeciendo la clasificación de las ca-
teogrías a los mapas sinópticos predichos por 
el I.N .M . 
Conclusiones 
A la vista de los anteriores resultados ca-
be destacar que el empleo de los modelos 
estocásticos univariantes, los más sencillos 
de entre ellos, permite alcanzar un nivel de 
previsibilidad significativo únicamente con los 
valores de la propia serie y de la información 
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sinóptica diaria habitual. 
Sin tener en cuenta explícitamente nin-
guna información meteorológica, el modelo 
resultante es AR(l) y da lugar a un coeficien-
te de correlación entre los valores observados 
y los del modelo de 0.53, significativo al nivel 
del 95 por ciento. Hay que señalar que, a pe-
sar de que se cuenta exclusivamente con una 
variable, se mejora apreciablemente _la predic-
ción que proporciona la persistencia mar-
koviana. 
Se ha puesto de manifiesto el papel cru-
cial que juegan los patrones sinópticos en el 
modelo de predicción , mejorando la cdidad 
de la misma significativamente. Los m odelos 
correspondientes a las diferentes categorías 
son todos de carácter autorregresivo de primer 
orden. Los parámetros de dich os modelos 
presentan una gran variabilidad, pero no así 
los resultados que producen, los cuales se 
pueden resumir en un coeficiente de correla-
ción de 0.66 y un cociente aria de 0.71. 
ABSTRACT 
On the basis of daily average wind 
speed data, a forecasting stochastic model 
has been built. Since one of the main 
influences in wind speed is the synoptic 
pattern over the measurement poin t, a new 
model has bee elabora tes taking in to accoun t 
the rneteorological information. The model 
obteined with the meteorological input 
gives a better perfomance than t the univariate 
one. 
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